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Let R be a 2-torsion free commutative ring with identity, A, B be
unital algebras overR and M be a unital (A, B)-bimodule, which is
faithful as a left A-module and also as a right B-module. Let T =[
A M
0 B
]
be the triangular algebra consisting of A, B andM, and let
d be an R-linear mapping from T into itself. Suppose that A and
B have only trivial idempotents. Then the following statements are
equivalent: (1) d is a Jordan (α,β)-derivation on T ; (2) d is a Jordan
triple (α,β)-derivation on T ; (3) d is an (α,β)-derivation on T .
Furthermore, a generalized version of this result is also given. We
characterize the actions of automorphisms and skew derivations
on the triangular algebra T . The structure of continuous (α,β)-
derivations of triangular Banach algebras and that of generalized
Jordan (α,β)-derivations of upper triangular matrix algebras are
described.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
LetR be a commutative ring with identity. Suppose that A and B are two unital algebras overR and
M is a nonzero (A, B)-bimodule. Then one can deﬁne[
A M
0 B
]
=
{[
a m
0 b
]
a ∈ A, b ∈ B, m ∈ M
}

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to be an associative algebra under matrix-like addition and matrix-like multiplication. An algebra T
is called a triangular algebra if there existR-algebras A, B and nonzero (A, B)-bimoduleM such that T
is (algebraically) isomorphic to[
A M
0 B
]
under matrix-like addition and matrix-like multiplication. Usually, we denote a triangular algebra by
T =
[
A M
0 B
]
. This kind of algebra was ﬁrst introduced by Chase in [8]. He applied triangular algebras
to investigate the asymmetric behavior of semi-hereditary rings and constructed a classical example
of a left semi-hereditary ring which is not right semi-hereditary. Harada referred to the triangular
algebras as generalized triangularmatrix rings in the literature reference [19]where he used triangular
algebras to study the structure of hereditary semi-primary rings. The deﬁnition of triangular algebra
is somewhat formal and hence they are said to be formal triangular matrix algebras in the situation of
noncommutative algebras [18].
The objective of this paper is to investigate Jordan (α,β)-derivations on triangular algebras and
related mappings, such as skew derivations, (α,β)-derivations, Jordan triple (α,β)-derivations and
generalized Jordan (α,β)-derivations. Many authors have made important contributions to the re-
lated topics, see [1–6,9,15,20–22,24,28,30,32–34,37,39]. Cheung in [9] initiated the study of linear
mappings of abstract triangular algebras and obtained a number of elegant results. He gave detailed
descriptions concerning automorphisms, derivations, commuting mappings and Lie derivations of
triangular algebras in [9-11]. Benkovicˇ [3] considered Jordan derivations of triangular matrices over a
commutative ring with identity and proved that any Jordan derivation from the algebra of all upper
triangular matrices into its arbitrary bimodule is the sum of a derivation and an antiderivation. Ma
and Ji [28] extended this result to the case of generalized Jordan derivations and obtained that any
generalized Jordanderivation fromthe algebra of all upper triangularmatrices over a commutative ring
with identity into its arbitrary bimodule is the sum of a generalized derivation and an antiderivation.
More recently, Benkovicˇ [6] studied biderivations of triangular algebras and showed that under certain
conditions every biderivation on a triangular algebra is the sum of an extremal biderivation and an
inner biderivation. And then this result was applied to (block) upper triangular matrix algebras and
nest algebras. Zhang et al. [38] discussed generalized biderivations on the associated nest algebras of a
nest of a complex separable Hilbert spaceH and found that biderivations and generalized biderivation
on a nest algebra are usually inner. Zhang and Yu [39] proved that any Jordan derivation on a triangular
algebra is a derivation. Hou and Qi [20] showed that undermild assumptions every generalized Jordan
derivation on the associated nest algebra of a nest of a Banach space is a generalized derivation. Xiao
and Wei [33] developed Zhang and Yu’s result to the case of Jordan higher derivations and obtained
that any Jordan higher derivation on a triangular algebra is a higher derivation.
LetR be a 2-torsion free commutative ring with identity and A ba a unital associative algebra over
R. Suppose that α and β are two automorphisms of A and IA is the identity mapping of A. AnR-linear
mapping d : A −→ A is called an (α,β)-derivation if
d(ab) = d(a)α(b) + β(a)d(b)
for all a, b ∈ A and is called a Jordan (α,β)-derivation if
d(a2) = d(a)α(a) + β(a)d(a)
for all a ∈ A. Usually, we refer to a Jordan (IA,β)-derivation (resp. (IA,β)-derivation) as a Jordan skew
derivation (resp. skew derivation). An R-linear mapping d : A −→ A is called a Jordan triple (α,β)-
derivation if
d(aba) = d(a)α(b)α(a) + β(a)d(b)α(a) + β(a)β(b)d(a)
for all a, b ∈ A. Obviously, any (α,β)-derivation on A is a Jordan (α,β)-derivation. By a direct com-
putation we easily observe that any Jordan (α,β)-derivation on A is a Jordan triple (α,β)-derivation.
However, the converse statements are in general not true. Jordan (α,β)-derivations of associative alge-
bras are a subject of research in various areas. An important question in the theory of Jordanderivations
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is when a Jordan triple (α,β)-derivation or a Jordan (α,β)-derivation is an (α,β)-derivation. Liu and
Shiue [27] and Lanski [25] independently proved that any Jordan triple (α,β)-derivation on a 2-torsion
free semiprime algebra is an (α,β)-derivation. As a consequence, any Jordan (α,β)-derivation on a
2-torsion free semiprime algebra is an (α,β)-derivation.
An R-linear mapping μ : A −→ A is called a generalized (α,β)-derivation if there exists an
(α,β)-derivation d such that
μ(ab) = μ(a)α(b) + β(a)d(b)
for all a, b ∈ A and d is said to be an associated (α,β)-derivationofμ. AnR-linearmappingμ : A −→ A
is called a generalized Jordan (α,β)-derivation if there exists a Jordan (α,β)-derivation d such that
μ(a2) = μ(a)α(a) + β(a)d(a)
for alla ∈ A andd said tobeanassociated Jordan (α,β)-derivationofμ. AnR-linearmappingμ : A −→
A is called a generalized Jordan triple (α,β)-derivation if there exists a Jordan triple (α,β)-derivation d
such that
μ(aba) = μ(a)α(b)α(a) + β(a)d(b)α(a) + β(a)β(b)d(a)
for all a, b ∈ A and d is said to be an associated Jordan triple (α,β)-derivation of μ. As the common
generalizations of the aforementioned three types of R-linear mappings, these generalized linear
mappings have also similar properties. Any generalized (α,β)-derivation on A is a generalized Jordan
(α,β)-derivation. Moreover, any generalized Jordan (α,β)-derivation on A is a generalized Jordan
triple (α,β)-derivation. Argaç, Albas¸ and Lanski [1,25] provided us with beautiful counterexamples to
illustrate that the converse statements are in general not true. However, Liu and Shiue [27] made the
best use of techniques of ring theory to prove that any generalized Jordan triple (α,β)-derivation on
a 2-torsion free semiprime algebra is a generalized (α,β)-derivation. Since every generalized Jordan
(α,β)-derivation is also a generalized Jordan triple (α,β)-derivation, any generalized Jordan (α,β)-
derivation on a 2-torsion free semiprime algebra is a generalized (α,β)-derivation.
In this paper we mainly study Jordan (α,β)-derivations on triangular algebras and related linear
mappings, such as skew derivations, (α,β)-derivations, Jordan triple (α,β)-derivations, generalized
(α,β)-derivations and generalized Jordan (α,β)-derivations. This paper is divided into four parts. The
second section provides some basic examples of triangular algebras which we will use and revisit
later. The third section is devoted to dealing with the following question: Is any Jordan triple (α,β)-
derivation (or Jordan (α,β)-derivation)ona triangular algebraan (α,β)-derivation?Theorem3.9gives
an afﬁrmative answer to this question. Moreover, we characterize the actions of automorphisms and
skew derivations on a triangular algebra and describe the structure of (α,β)-derivations of triangular
Banach algebras. In the last section, we shall consider generalized Jordan (α,β)-derivations on trian-
gular algebras. A generalized version of Theorem3.9 is given and generalized Jordan (α,β)-derivations
on upper triangular matrix algebras are described.
2. Triangular algebras
Letusbegin this sectionwith typical examplesof triangular algebraswhichwewillworkwith. These
triangular algebras mainly come from matrix theory and operator theory. (Block-)Upper triangular
matrix algebras and nest algebras are basic examples of triangular algebras and hence they quite often
appear in many articles and in different context. In addition, it is necessary to present some special
triangular algebras with additional conditions which are the principal goals of Sections 3 and 4.
2.1. A natural construction of triangular algebras
Let R be a commutative ring with identity and A be a unital algebra over R. Suppose that there
exists an idempotent e in A such that (1 − e)Ae = 0 but eA(1 − e) /= 0. One can easily construct the
following triangular algebra:
T =
[
eAe eA(1 − e)
0 (1 − e)A(1 − e)
]
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=
{[
eae ea(1 − e)
0 (1 − e)a(1 − e)
]
a ∈ A
}
.
According to the routine computation, it is straightforward to verify the mapping
 : A−→T
a −→
[
eae ea(1 − e)
0 (1 − e)a(1 − e)
]
is an isomorphism from A to T . This shows that under mild hypothesis, any unital algebra with
nontrivial idempotents is isomorphic to a triangular algebra. Furthermore, by [9, Proposition 1.2.6]
we know that a unital algebra A is a triangular algebra if and only if there exists an idempotent e ∈ A
such that (1 − e)Ae = 0 but eA(1 − e) /= 0.
2.2. n-Triangular algebras
LetRbeacommutative ringwith identityandAi(i = 1, 2, . . . , n)beunital algebrasoverR. Let iMj be
nonzerounital (Ai, Aj)-bimodules for 1 i j n and iMi = Ai.Weconsider a familyof (Ai, Ak)-bilinear
homomorphisms
η
j
i,k : iMj
⊗
Aj
jMk −→ iMk
η
j
i,j : iMj
⊗
Aj
Aj ∼= iMj
ηii,j :Ai
⊗
Ai
iMj ∼= iMj
and a family of diagrams
where Ii,j and Ik,l denote the identitymappings of iMj and kMl , respectively. Let us observe the following
set:
Tn(Ai; iMj) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
⎡
⎢⎢⎢⎢⎢⎢⎣
1a1 1m2 · · · 1mn−1 1mn
2a2 · · · 2mn−1 2mn
. . .
...
...
n−1an−1 n−1mn
nan
⎤
⎥⎥⎥⎥⎥⎥⎦
iai ∈ Ai, imj ∈ iMj
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
.
We can deﬁne the matrix-like addition and matrix-like multiplication on Tn(Ai; iMj) as below
(imj) ±
(
im
′
j
)
=
(
imj ± im′j
)
(imj) ·
(
im
′
j
)
=
(∑
η
j
i,k
(
imj ⊗ jm′k
))
.
It is clear that this product is associative if and only if the diagrams of () are commutative. One can
check that Tn(Ai; iMj) is an R-algebra under the matrix-like addition and the matrix-like
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multiplication. In this case, Tn(Ai; iMj) is said to be an n-triangular algebra (n 2) associated with
those bimodules iMj(1 i j n) and is usually written as
Tn(Ai; iMj) =
⎡
⎢⎢⎢⎢⎢⎢⎣
A1 1M2 · · · 1Mn−1 1Mn
A2 · · · 2Mn−1 2Mn
. . .
...
...
An−1 n−1Mn
An
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Up to isomorphism, arbitrary n-triangular algebra (n > 2) is a triangular algebra. Indeed, for an
n-triangular algebra Tn(Ai; iMj) (n > 2), there existR-algebras
A = Tn−1(Ai; iMj)(1 i j n − 1), B = An
and a nonzero (A, B)-bimodule
M =
⎡
⎢⎢⎢⎣
1Mn
2Mn
...
n−1Mn
⎤
⎥⎥⎥⎦ =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎡
⎢⎢⎢⎣
1mn
2mn
...
n−1mn
⎤
⎥⎥⎥⎦ imn ∈ iMn, 1 i n − 1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
such that
Tn(Ai; iMj)∼=
[
A M
0 B
]
.
A special case of n-triangular algebras is the case of tensor triangular algebras: themodules sMr with
r − s 2 are tensor products sMs+1⊗As+1 · · ·⊗Ar−1 r−1Mr . The role of the morphisms ηji,k is played
by the identity morphisms of iMj
⊗
Aj j
Mk , and the associativity of the product of Tn(Ai; iMj) results
from the associativity of the tensor products.
2.3. Upper triangular matrix algebras
Let R be a commutative ring with identity and A be a unital algebra over R. We denote the set of
all p × qmatrices over A byMp×q(A) and denote the set of all n × n upper triangular matrices over A
by Tn(A). For n 2 and each 1 k n − 1, the upper triangular matrix algebra Tn(A) can be written as
Tn(A) =
[
Tk(A) Mk×(n−k)(A)
0 Tn−k(A)
]
.
Let H be a complex Hilbert space and B(H) be the algebra of all bounded linear operators on H. A
subalgebra I of B(H) is deﬁned to be a triangular operator algebra if D = I⋂ I∗ is a maximal abelian
self-adjoint subalgebra of B(H). D is the diagonal of I. To check that I is a triangular algebra with
diagonalD, it is sufﬁcient to show that each self-adjoint operator in I lies inD and thatD is contained
in I. In fact, I⋂ I∗ is a self-adjoint algebra containing each self-adjoint operator in I and generated
linearly by these operators (see [23, Remark 2.1.3]). Any ﬁnite-dimensional triangular operator algebra
is isomorphic to a subalgebra of the upper triangular matrices Tn(A) which contains the diagonal Dn,
for some positive integer n.
2.4. Block upper triangular matrix algebras
Let R be a commutative ring with identity and A be a unital algebra over R. Let N be the set
of all positive integers and let n ∈ N. For any positive integer m with m n, we denote by d¯ =
(d1, · · · , di, · · · , dm) ∈ Nm an ordered m-vector of positive integers such that n = d1 + · · · + di +
· · · + dm. The block upper triangular matrix algebra Bd¯n(A) is a subalgebra ofMn(A) of the form
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Bd¯n(A)=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Md1 (A) · · · Md1×di (A) · · · Md1×dm (A)
.
.
.
.
.
.
.
.
.
Mdi (A) · · · Mdi×dm (A)
O
.
.
.
.
.
.
Mdm (A)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1,1 · · · a1,d1
.
.
.
.
.
.
.
.
.
ad1 ,1 · · · ad1 ,d1
· · ·
a1,x+1 · · · a1,x+di
.
.
.
.
.
.
.
.
.
ad1 ,x+1 · · · ad1 ,x+di
· · ·
a1,y+1 · · · a1,y+dm
.
.
.
.
.
.
.
.
.
ad1 ,y+1 · · · ad1 ,y+dm
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
ax+1,x+1 · · · ax+1,x+di
.
.
.
.
.
.
.
.
.
ax+di ,x+1 · · · ax+di ,x+di
· · ·
ax+1,y+1 · · · ax+1,y+dm
.
.
.
.
.
.
.
.
.
ax+di ,y+1 · · · ax+di ,y+dm
.
.
.
.
.
.
.
.
.
O
ay+1,y+1 · · · ay+1,y+dm
.
.
.
.
.
.
.
.
.
ay+dm,y+1 · · · ay+dm,y+dm
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Note that the full matrix algebra Mn(A) of all n × n matrices over A and the upper triangular matrix
algebra Tn(A) of all n × n upper triangular matrices over A are two special cases of block upper
triangular matrix algebras. If n 2 and Bd¯n(A) /= Mn(A), then Bd¯n(A) is a triangular algebra and can
be represented as
Bd¯n(A) =
⎡
⎣ Bd¯1j (A) Mj×(n−j)(A)
O(n−j)×j Bd¯2n−j(A)
⎤
⎦ ,
where 1 j < m and d¯1 ∈ Nj , d¯2 ∈ Nm−j .
In particular, when R is a ﬁeld of characteristic zero, we adopt the conventional denotation and
set K:=R. Let us denote by Bd¯n(K) a block upper triangular matrix algebra over the ﬁeld K. The
Wedderburn–Malcev decomposition of this algebra is readily written as
Bd¯n(K)
∼=Md1(K) ⊕ · · · ⊕ Mdi(K) ⊕ · · · ⊕ Mdm(K) + J,
where J, the Jacobson radical of Bd¯n(K), consists of all strictly block upper triangular matrices. Since
the codimension of J in Bd¯n(K) is d
2
1 + · · · + d2i + · · · + d2m, we have that Exp(Bd¯n(K)) = d21 + · · · +
d2i + · · · + d2m by Giambruno and Zaicev [16]. Here Exp(Bd¯n(K)) is the exponent of the variety Bd¯n(K).
(The exponent of a variety is a kind of measure on how “big" a variety is and also is a natural scale in
dealing with the classiﬁcation of varieties of associative algebras over a ﬁeld of characteristic zero.)
Giambruno and Zaicev [17, Lemma 2] proved that if K is an algebraically closed ﬁeld of characteristic
zero and A is a ﬁnite-dimensional algebra over K with Exp(A) = d 2, then A contains a subalgebra
isomorphic to Bd¯n(K). This result shows that the block upper triangular matrix algebra B
d¯
n(K) over K
naturally arise in any ﬁnite-dimensional algebra and also implies that any ﬁnite-dimensional algebra
contains sufﬁciently many subalgebras of the type Bd¯n(K). B
d¯
n(K) was extensively applied in studying
the exponent growth of various varieties of associative algebras over a ﬁeld of characteristic zero
[16,17].
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2.5. Triangular Banach algebras
Let (A, ‖ · ‖A) and (B, ‖ · ‖B) be two given Banach algebras. An algebraic (A, B)-bimodule M is
called a Banach (A, B)-bimodule if it is a Banach space and the (A, B)-bimodule actions satisfy ‖am‖M ‖a‖A‖m‖M and ‖mb‖M  ‖m‖M‖b‖B for all a ∈ A, b ∈ B and for allm ∈ M. Then the triangular algebra
T =
[
A M
0 B
]
is a Banach algebra with respect to the norm deﬁned by
∥∥∥∥
[
a m
0 b
]∥∥∥∥
T
= ‖a‖A + ‖m‖M + ‖b‖B, ∀
[
a m
0 b
]
∈ T .
In this case, T =
[
A M
0 B
]
is called a triangular Banach algebra. It is easy to check that each norm ‖ · ‖
making T =
[
A M
0 B
]
into a Banach algebra is equivalent to ‖ · ‖T , if the natural restrictions of ‖ · ‖
to A, B andM are equivalent to the given norms on A, B andM, respectively.
2.6. Nest algebras
Let H be a complex Hilbert space and B(H) be the algebra of all bounded linear operators on H. Let
I be a index set. A nest is a setN of closed subspaces of H satisfying the following conditions:
(1) 0,H ∈ N .
(2) If N1, N2 ∈ N , then either N1 ⊆ N2 or N2 ⊆ N1.
(3) If {Ni}i∈I ⊆ N , then⋂i∈I Ni ∈ N .
(4) If {Ni}i∈I ⊆ N , then the norm closure of the linear span of⋃i∈I Ni also lies inN .
IfN = {0,H}, thenN is called a trivial nest, otherwise it is called a nontrivial nest.
The nest algebra associated withN is the set
T (N ) = {T ∈ B(H)|T(N) ⊆ N for allN ∈ N }.
A nontrivial nest algebra is a triangular algebra. Indeed, if N ∈ N\{0,H} and E is the orthogonal pro-
jection onto N, thenN1 = E(N ) andN2 = (1 − E)(N ) are nests of N and N⊥, respectively. Moreover,
T (N1) = ET (N )E, T (N2) = (1 − E)T (N )(1 − E) are nest algebras and
T (N ) =
[T (N1) ET (N )(1 − E)
O T (N2)
]
.
Note that any ﬁnite-dimensional nest algebra is isomorphic to a complex block upper triangularmatrix
algebra. We refer the reader to [14] for the theory of nest algebras.
2.7. Triangular algebras with additional conditions
Let R be a commutative ring with identity, A and B be two unital algebras over R and M be a
nonzero (A, B)-bimodule. Suppose that T =
[
A M
0 B
]
is the triangular algebra consisting of A, B and
M. Taking into account the demand of Sections 3 and 4, we herein present some special examples of
triangular algebras which A and B have only trivial idempotents. For this purpose, A or B may be one
of the following typical algebras:
(1) Let G be a torsion-free group andC be the complex ﬁeld. Then the complex group algebraCG has
no nontrivial idempotents. This result was also known as Kaplansky’s idempotent conjecture.
(2) IfK is a ﬁeld of characteristic p > 0 and G is a ﬁnite p-group, then the group algebraKG is a local
algebra and hence has no nontrivial idempotents.
(3) Let p be a prime integer, Zp be the ring of p-adic integers and G be a compact p-adic analytic
group. The Iwasawa algebra of G is
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ΛG := lim←− Zp[G/N],
where the inverse limit is taken over the open normal subgroups N of G. Closely related toΛG is
its epimorphic image ΩG , which is deﬁned as
ΩG := lim←− Fp[G/N],
where Fp is the ﬁeld of p elements. These algebras with topological setting were deﬁned and
studied by Lazard in his celebrated paper [26] at ﬁrst. They are complete semilocal noetherian
rings, which are in general noncommutative. Furthermore, if G is a pro-p group, thenΛG andΩG
are both local algebras. In this case, ΛG and ΩG have no nontrivial idempotents.
(4) Let us see a simple noetherian algebra having no nontrivial idempotents. This desired example
was constructed in [36] as follows. Let F be a ﬁeld with charF = 2. Let G be a group with gen-
erators a, b, h and deﬁning relations [a, b] = aba−1b−1 ∈ Z(G), h2 = 1, hah−1 = a−1, hbh−1 =
b−1,whereZ(G) is thecenterofG. Suchagroup is isomorphic to thegroupofGL3(Z(G))consisting
of all matrices of the form⎡
⎣1 ∗ ∗0 ±1 ∗
0 0 1
⎤
⎦ .
If R is the ring of fractions of FZ(G) (which is proved to be a ﬁeld), then A = FG⊗FZ(G) R is a
simple noetherian algebra with zero-divisors without nontrivial idempotents.
(5) Let G be a discrete group andCG be the complex group algebra corresponding to G. L1G and L2G
are the closures ofCGwith respect to the norms |∑ aixi|1 = ∑ |ai| and |∑ aixi|2 =
(∑ |ai|2
) 1
2
,
respectively. L1G inherits the multiplication of CG, but L2G does not although it is an L1G-
module. It should be remarked that L2G has a separate multiplication. Let λ be a representation
of G on a (possibly ﬁnite-dimensional) Hilbert space and | |λ be the operator seminorm on CG
with respect to λ. If f is a family of representations, then let |α|f = maxλ∈f |α|λ. These are C∗-
seminorms and we can kill the kernel and complete to form the C∗-algebrasAf G. Let ρ be the
left regular representation of G on L2G and h be the family of ﬁnite-dimensional representations
of G. Then | |2 {| |ρ , | |h} | |1 and we shall see cases where | |ρ  | |h. Thus we have an exact
sequence L1G → AhG → AρG → L2G with the triple composition a monomorphism. Cohen
in [13] proved that the enveloping C∗-algebraAhG has no nontrivial idempotents.
(6) Let K be an arbitrary base ﬁeld and q ∈ K× be an arbitrary parameter. The single parameter
quantum 2 × 2matrix algebra over K is the K-algebra Oq(M2(K)) given by generators a, b, c, d
and relations
ab = qba, ac = qca, bc = cb
bd = qbd, cd = qdc, ad − da = (q − q−1)bc.
The single parameter 2 × 2 quantum determinant is the element
Dq = ad − qbc = da − q−1bc ∈ Z(Oq(M2(K))),
where Z(Oq(M2(K))) is the center ofOq(M2(K)). The single parameter quantum SL2(K) is the
factor algebra
Oq(SL2(K)) = Oq(M2(K))/〈Dq − 1〉.
The single parameter quantum GL2(K) is the localization
Oq(GL2(K)) = Oq(M2(K))
[
D−1q
]
.
Brown and Goodearl showed that Oq(M2(K)),Oq(SL2(K)) and Oq(GL2(K)) are noetherian
domain, and hence they have no nontrivial idempotents [7].
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3. Jordan (α,β)-derivations on triangular algebras
Throughout this section,R always denote a 2-torsion free commutative ring with identity. Let A, B
be unital associative algebras over R and M be a unital (A, B)-bimodule, which is faithful as a left
A-module and also as a right B-module. We denote the triangular algebra consisting of A, B andM by
T =
[
A M
0 B
]
.
Then T is an associative and noncommutative R-algebra with identity I =
[
1 0
0 1
]
. Recall that a
mapping f : T −→ T is calledR-linear if
f (T1 + T2) = f (T1) + f (T2), f (rT1) = rf (T1)
for all r ∈ R and for all T1, T2 ∈ T .
Let (α,β) be two R-linear automorphisms of T . An R-linear mapping d : T −→ T is called an
(α,β)-derivation if
d(T1T2) = d(T1)α(T2) + β(T1)d(T2)
for all T1, T2 ∈ T . AnR-linear mapping d : T −→ T is called a Jordan (α,β)-derivation if
d(T2) = d(T)α(T) + β(T)d(T)
for all T ∈ T . AnR-linear mapping d : T −→ T is called a Jordan triple (α,β)-derivation if
d(T1T2T1) = d(T1)α(T2)α(T1) + β(T1)d(T2)α(T1) + β(T1)β(T2)d(T1)
for all T1, T2 ∈ T . We usually refer to a Jordan (1,β)-derivation (resp. (1,β)-derivation) as a Jordan
skew derivation (resp. skew derivation). Although Jordan (α,β)-derivations frequently appear in var-
ious areas, they are much less considered in triangular algebras. The kernel question of this section is
whena Jordan triple (α,β)-derivationonT (or a Jordan (α,β)-derivationonT ) is an (α,β)-derivation.
The following results will provide a positive answer to this question.
Proposition 3.1. Let T =
[
A M
0 B
]
be the triangular algebra consisting of A, B andM. Suppose that A and
B have only trivial idempotents. Then any Jordan skew derivation on T is a skew derivation.
In view of Proposition 3.1, we can get one much more general statement.
Proposition 3.2. Let T =
[
A M
0 B
]
be the triangular algebra consisting of A, B andM. Suppose that A and
B have only trivial idempotents. Then any Jordan (α,β)-derivation on T is an (α,β)-derivation.
Proof. Let d be a Jordan (α,β)-derivation of T . Then we have
d(T2) = d(T)α(T) + β(T)d(T)
for all T ∈ T . Thus
(α−1d)(T2) = (α−1d)(T)T + (α−1β)(T)(α−1d)(T)
for all T ∈ T . That means that α−1d is a Jordan (1,α−1β)-derivation of T . By Proposition 3.1 we know
that α−1d is also a (1,α−1β)-derivation of T . Therefore
(α−1d)(T1T2) = (α−1d)(T1)T2 + (α−1β)(T1)(α−1d)(T2)
for all T1, T2 ∈ T . This implies that d(T1T2) = d(T1)α(T2) + β(T1)d(T2) for all T1, T2 ∈ T , which is the
desired result. 
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In order to prove Proposition 3.1, we need some useful lemmas. These lemmas sufﬁciently reﬂect
some basic properties concerning Jordan skew derivations of the triangular algebra T .
Lemma 3.3. Let T =
[
A M
0 B
]
be the triangular algebra consisting of A, B and M, and let d be a Jordan
(α,β)-derivation on T . Then for all T1, T2, T3 ∈ T , we have
(1) d(T1T2 + T2T1) = d(T1)α(T2) + β(T1)d(T2) + d(T2)α(T1) + β(T2)d(T1);
(2) d(T1T2T1) = d(T1)α(T2T1) + β(T1)d(T2)α(T1) + β(T1T2)d(T1);
(3) d(T1T2T3 + T3T2T1) = d(T1)α(T2T3) + β(T1)d(T2)α(T3) + β(T1T2)d(T3) + d(T3)α(T2T1) +
β(T3)d(T2)α(T1) + β(T3T2)d(T1)
Proof. (1) By the deﬁnition of Jordan (α,β)-derivation we have
d((T1 + T2)(T1 + T2))=d(T1 + T2)α(T1 + T2) + β(T1 + T2)d(T1 + T2)
=d(T1)α(T1) + d(T1)α(T2) + d(T2)α(T1) + d(T2)α(T2)
+β(T1)d(T1) + β(T1)d(T2) + β(T2)d(T1) + β(T2)d(T2) (3.1)
all T1, T2 ∈ T . On the other hand
d((T1 + T2)(T1 + T2))=d
(
T21 + T1T2 + T2T1 + T22
)
=d(T1)α(T1) + β(T1)d(T1) + d(T1T2) + d(T2T1) + d(T2)α(T2)
+β(T2)d(T2) (3.2)
all T1, T2 ∈ T . Comparing (3.1) with (3.2) we obtain
d(T1T2 + T2T1) = d(T1)α(T2) + β(T1)d(T2) + d(T2)α(T1) + β(T2)d(T1)
all T1, T2 ∈ T .
(2) Replacing T2 by T1T2 + T2T1 in (1) leads to
d(T1(T1T2 + T2T1) + (T1T2 + T2T1)T1)
= d(T1)α(T1T2 + T2T1) + β(T1)d(T1T2 + T2T1) + d(T1T2 + T2T1)α(T1)
+β(T1T2 + T2T1)d(T1)
= d(T1)α(T1T2) + 2d(T1)α(T2T1) + β(T1)d(T1)α(T2) + β
(
T21
)
d(T2) + 2β(T1)d(T2)α(T1)
+ 2β(T1T2)d(T1) + d(T2)α
(
T21
)
+ β(T2)d(T1)α(T1) + β(T2T1)d(T1) (3.3)
for all T1, T2 ∈ T . On the other hand, we have
d(T1(T1T2 + T2T1) + (T1T2 + T2T1)T1)
=
(
T21 T2 + 2T1T2T1 + T2T21
)
= d
(
T21 T2 + T2T21
)
+ 2d(T1T2T1)
=
(
T21
)
α(T2) + β
(
T21
)
d(T2) + d(T2)α
(
T21
)
+ β(T2)d
(
T21
)
+ 2d(T1T2T1)
= d(T1)α(T1T2) + β(T1)d(T1)α(T2) + β
(
T21
)
d(T2) + d(T2)α
(
T21
)
+ β(T2)d(T1)α(T1)
+β(T2T1)d(T1) + 2d(T1T2T1). (3.4)
for all T1, T2 ∈ T . Combining (3.3) with (3.4) gives
2d(T1T2T1) = 2d(T1)α(T2T1) + 2β(T1)d(T2)α(T1) + 2β(T1T2)d(T1)
for all T1, T2 ∈ T . By the fact thatR is 2-torsion free it follows:
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d(T1T2T1) = d(T1)α(T2T1) + β(T1)d(T2)α(T1) + β(T1T2)d(T1) (3.5)
for all T1, T2 ∈ T , which is the desired result.
(3) Substituting T1 + T3 for T1 in (2) yields
d(T1T2T3 + T3T2T1)=d(T1)α(T2T3) + β(T1)d(T2)α(T3) + β(T1T2)d(T3)
+d(T3)α(T2T1) + β(T3)d(T2)α(T1) + β(T3T2)d(T1) (3.6)
for all T1, T2, T3 ∈ T . 
Let us set Pm =
[
1 m
0 0
]
and Qm =
[
0 m
0 1
]
for some m ∈ M and denote the identity matrix of
T by I. We brieﬂy write P = P0 =
[
1 0
0 0
]
and Q = Q0 =
[
0 0
0 1
]
for subsequent discussion. We
next describe the actions of Jordan skew derivations of T and its associated automorphisms on the
idempotent matrices P and Q .
Lemma 3.4. Let T =
[
A M
0 B
]
be the triangular algebra consisting of A, B and M. Suppose that A and B
have only trivial idempotents. Then all idempotents of T are 0, I, Pm and Qm for any m ∈ M.
Proof. An element
[
a m
0 b
]
∈ T is idempotent if and only if a2 = a, b2 = b and am + mb = m. By
the assumption that both A and B have only trivial idempotents, we conclude by a direct computation
that the idempotents of T are 0, I =
[
1 0
0 1
]
, Pm =
[
1 m
0 0
]
and Qm =
[
0 m
0 1
]
for allm ∈ M. 
Lemma 3.5. Let T =
[
A M
0 B
]
be the triangular algebra consisting of A, B and M, and let d be a Jordan
(1,α)-derivation on T . Suppose that A and B have only trivial idempotents. Then
(1) α(P) = Pm and α(Q) = Q−m for some m ∈ M;
(2) d(P) =
[
0 m
0 0
]
and d(Q) =
[
0 −m
0 0
]
for some m ∈ M.
Proof. (1) Since P is an idempotent matrix in T , we have either α(P) = Pm or α(P) = Qm for some
m ∈ M.
We assert that if α(P) = Qm for some m ∈ M, then α will be an anti-automorphism of T too.
Indeed, by the fact I = α(P + Q) = α(P) + α(Q) we obtain that α(Q) = P−m. For all a ∈ A and all
b ∈ B, applying α to 2aP = P(aP) + (aP)P and 2bQ = Q(bQ) + (bQ)Q leads to
α(aP) =
[
0 mg(a)
g(a)
]
and
α(bQ) =
[
f (b) −f (b)m
0
]
,
respectively, where g : A → B and f : B → A are both R-linear bijective mappings. For arbitrary
m′ ∈ M, let us set S =
[
0 m′
0 0
]
. Applying now α to 2S = (2P)S + S(2P) yields
α(S) =
[
0 ν(m′)
0
]
,
where ν : M → M is anR-linear bijective mapping.
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Therefore, for any
[
a m′
0 b
]
∈ T we get
α
([
a m′
b
])
=
[
f (b) ν(m′) + mg(a) − f (b)m
g(a)
]
.
Let us choose arbitrarily a ∈ A, b ∈ B andm′ ∈ M, applying α to (2aP)S + S(2aP) = 2
[
0 am′
0
]
and
(2bQ)S + S(2bQ) = 2
[
0 bm′
0
]
gives
ν(am′) = ν(m′)g(a)
and
ν(m′b) = f (b)ν(m′),
respectively. Thus we immediately obtain the following two identities:
ν((a1a2)m
′) = ν(m′)g(a1a2)
and
ν(a1(a2m
′)) = ν(a2m′)g(a1) = ν(m′)g(a2)g(a1).
for all a1, a2 ∈ A and for allm′ ∈ M. So
ν(m′)g(a1a2) = ν(m′)g(a2)g(a1).
This implies that g is an anti-isomorphism from A onto B, since M is faithful as a right B-module.
Likewise, f is an anti-isomorphism from B onto A. It is easy to verify that
α
([
a1 m1
b1
] [
a2 m2
b2
])
= α
([
a2 m2
b2
])
α
([
a1 m1
b1
])
for all
[
a1 m1
b1
]
,
[
a2 m2
b2
]
∈ T . This shows that α is also an anti-automorphism of the triangular
algebra T .
We will now prove that it is impossible that α(P) = Qm for some m ∈ M. Otherwise, α is an
automorphism of T and is also an anti-automorphism of T simultaneously. Thus
α(T1T2) = α(T1)α(T2) = α(T2T1)
for all T1, T2 ∈ T . This implies that T1T2 − T2T1 belongs to the kernel of the automorphism α. This
leads to the fact that the triangular algebra T is commutative, which is contradictory to the noncom-
mutativity of T .
Therefore, we conclude that α(P) = Pm and hence that α(Q) = Q−m for somem ∈ M.
(2) In view of the deﬁnition of Jordan skew derivation, we have
d(P) = d(P2) = d(P)P + α(P)d(P).
This leads to α(P)d(P)P = 0 and α(Q)d(P)Q = 0. Let d(P) be of the form
[
a m
0 b
]
for some
a ∈ A, b ∈ B and somem ∈ M. Applying the relations α(P)d(P)P = 0 and α(Q)d(P)Q = 0 yields that
a = b = 0. That is d(P) =
[
0 m
0 0
]
. Note that 0 = d(I) = d(P) + d(Q). Thus d(Q) =
[
0 −m
0 0
]
. 
By the above results, we immediately arrive at
d(Q)P = 0 and α(Q)d(P) = 0
for the idempotent matrices P and Q . The two identities of matrices will be used freely in the sequel.
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Lemma 3.6. With notations as the above. Then for any T ∈ T we have
d(PTQ) = d(P)TQ + α(P)d(T)Q + α(PT)d(Q).
Proof. By Lemma 3.3 (3) and the fact QTP = 0 for all T ∈ T , we get
d(PTQ) = d(PTQ + QTP)
= d(P)TQ + α(P)d(T)Q + α(PT)d(Q) + d(Q)TP + α(Q)d(T)P + α(QT)d(P).
On the other hand, we have d(Q)TP =
[
0 −m′
0 0
]
T
[
1 0
0 0
]
= 0. A direct computation gives
α(Q)d(T)P = 0 and α(Q)α(T)d(P) = 0. This proof is completed. 
Lemma 3.7. With notations as the above. Then for any T ∈ T we have
(1) d(PT) = d(P)T + α(P)d(T);
(2) d(TQ) = d(T)Q + α(T)d(Q);
(3) d(TP) = d(T)P + α(T)d(P);
(4) d(QT) = d(Q)T + α(Q)d(T).
Proof. (1) By Lemma 3.3 (2) and Lemma 3.6, we obtain
d(PT) = d(PTI)
= d(PTP + PTQ)
= d(P)TP + α(P)d(T)P + α(PT)d(P) + d(P)TQ + α(P)d(T)Q + α(PT)d(Q)
= d(P)T + α(P)d(T).
(2) Applying Lemma 3.3 (2) and Lemma 3.6 again, we get
d(TQ) = d(ITQ)
= d(QTQ + PTQ)
= d(Q)TQ + α(Q)d(T)Q + α(QT)d(Q) + d(P)TQ + α(P)d(T)Q + α(PT)d(Q)
= d(T)Q + α(T)d(Q).
(3) As for the equality (3), we have
d(TP) = d(TI − TQ)
= d(T) − d(TQ)
= d(T) − d(T)Q − α(T)d(Q)
= d(T)P − α(T)d(Q)
= d(T)P + α(T)d(P).
(4) Let us consider the last formula
d(QT) = d(IT − PT)
= d(T) − d(PT)
= d(T) − d(P)T − α(P)d(T)
= −d(P)T + α(Q)d(T)
= d(Q)T + α(Q)d(T). 
Lemma 3.8. For any T, X ∈ T , we have
(1) d(TPXQ) = d(T)PXQ + α(T)d(PXQ);
(2) d(PXQT) = d(PXQ)T + α(PXQ)d(T).
Proof. (1) Since QTP = 0 for all T ∈ T , TP = ITP = (P + Q)TP = PTP for all T ∈ T . By Lemmas 3.3,
3.6 and 3.7, we know that
272 D. Han, F. Wei / Linear Algebra and its Applications 434 (2011) 259–284
d(TPXQ) = d((PT)(PXQ) + (PXQ)(PT))
= d(PT)PXQ + α(PT)d(PXQ) + d(PXQ)PT + α(PXQ)d(PT)
= d(P)TPXQ + α(P)d(T)PXQ + α(PT)d(PXQ) + d(P)XQPT
+α(P)d(X)QPT + α(PX)d(Q)PT + α(PXQ)d(P)T + α(PXQ)α(P)d(T).
Note that the facts QP = d(Q)P = α(Q)d(P) = 0. Then
d(TPXQ) = d(P)TPXQ + α(P)d(T)PXQ + α(PT)d(PXQ) = d(P)TPXQ + α(P)d(T)PXQ
+α(PT)d(P)XQ + α(PT)α(P)d(X)Q + α(PT)α(PX)d(Q) = d(P)TPXQ
+α(P)d(TP)XQ + α(TP)d(X)Q + α(TPX)d(Q) = d(PTP)XQ + α(TP)d(X)Q
+α(TP)α(X)d(Q) = d(TP)XQ + α(TP)d(X)Q + α(TP)α(X)d(Q) = d(T)PXQ
+α(T)d(P)XQ + α(TP)d(X)Q + α(TP)α(X)d(Q) = d(T)PXQ + α(T)d(PXQ).
(2) It follows from Lemma 3.3 (1) and the case (1) of this lemma that
d(PXQT) = d(PXQT + TPXQ) − d(TPXQ) = d(PXQ)T + α(PXQ)d(T) + d(T)PXQ
+α(T)d(PXQ) − d(TPXQ) = d(PXQ)T + α(PXQ)d(T). 
Now we are in a position to give the proof of Proposition 3.1. 
Proof of Proposition 3.1 Let us take any T1, T2 ∈ T . It follows from Lemma 3.8 (1) that
d(T1T2PXQ) = d(T1T2)PXQ + α(T1T2)d(PXQ) (3.7)
for all X ∈ T . On the other hand, by Lemma 3.8 (1) and the fact T2P = PT2P we have
d(T1T2PXQ) = d(T1P(T2PX)Q)= d(T1)T2PXQ + α(T1)d(T2PXQ)= d(T1)T2PXQ + α(T1)d(T2)PXQ + α(T1)α(T2)d(PXQ)
(3.8)
for all X ∈ T . Combining (3.7) with (3.8) we arrive at
[d(T1T2) − d(T1)T2 − α(T1)d(T2)]PT Q = 0.
Since PT Q is a faithful left PT P-module, we get
P[d(T1T2) − d(T1)T2 − α(T1)d(T2)]P = 0. (3.9)
We suppose that [d(T1T2) − d(T1)T2 − α(T1)d(T2)] =
[
a m
0 b
]
for some a ∈ A, b ∈ B and for some
m ∈ M. Then[
1 0
0 0
] [
a m
0 b
] [
1 0
0 0
]
=
[
a 0
0 0
]
= 0. (3.10)
So a = 0. By Lemma 3.8 (2) we have
d(PXQT1T2) = d(PXQ)T1T2 + α(PXQ)d(T1T2) (3.11)
for all X ∈ T . On the other hand, by Lemma 3.8 (2) and the fact QT1 = QT1Q we obtain
d(PXQT1T2) = d(P(XQT1)QT2)= d(PXQT1)T2 + α(PXQT1)d(T2)= d(PXQ)T1T2 + α(PXQ)d(T1)T2 + α(PXQT1)d(T2)
(3.12)
for all X ∈ T . Combining (3.11) with (3.12) we arrive at
α(PXQ)[d(T1T2) − d(T1)T2 − α(T1)d(T2)] = 0
for all X ∈ T . That is
PXQα−1[d(T1T2) − d(T1)T2 − α(T1)d(T2)] = 0
for all X ∈ T . Since PT Q is a faithful right QT Q-module, we get
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Qα−1[d(T1T2) − d(T1)T2 − α(T1)d(T2)]Q = 0.
This gives that
α(Q)[d(T1T2) − d(T1)T2 − α(T1)d(T2)]α(Q) = 0. (3.13)
Like (3.10), we have[
0 −m′
0 1
] [
a m
0 b
] [
0 −m′
0 1
]
=
[
0 −m′b
0 b
]
= 0.
This leads to b = 0. Applying Lemma 3.6 yields
d(PT1T2Q) = d(P)T1T2Q + α(P)d(T1T2)Q + α(PT1T2)d(Q). (3.14)
On the other hand, it follows from Lemma 3.3 (1) that
d(PT1T2Q) = d((PT1)(T2Q) + (T2Q)(PT1))= d(PT1)(T2Q) + α(PT1)d(T2Q) + d(T2Q)PT1 + α(T2Q)d(PT1)
By Lemma 3.7 and the fact d(Q)P = α(Q)d(P) = 0, it is easy to compute that d(T2Q)
PT1 + α(T2Q)d(PT1) = 0. So
d(PT1T2Q) = d(P)T1T2Q + α(P)d(T1)T2Q + α(PT1)d(T2)Q + α(PT1)α(T2)d(Q). (3.15)
Combining (3.14) and (3.15), we have
α(P)[d(T1T2) − d(T1)T2 − α(T1)d(T2)]Q = 0. (3.16)
In the previous discussion, we have got that a = b = 0. Thus we can assume that
[d(T1T2) − d(T1)T2 − α(T1)d(T2)] =
[
0 m
0 0
]
for somem ∈ M. In view of (3.16), we obtain[
1 m′
0 0
] [
0 m
0 0
] [
0 0
0 1
]
=
[
0 m
0 0
]
= 0.
Thereforem = 0. This shows that
[d(T1T2) − d(T1)T2 − α(T1)d(T2)] =
[
0 0
0 0
]
= 0
for all T1, T2 ∈ T . Hence d is a skew derivation of T with associated automorphism α. 
Theorem 3.9. Let T =
[
A M
0 B
]
be the triangular algebra consisting of A, B and M, and let d be an
R-linearmapping from T into itself. Suppose that A and B have only trivial idempotents. Then the following
statements are equivalent:
(1) d is a Jordan (α,β)-derivation on T ;
(2) d is a Jordan triple (α,β)-derivation on T ;
(3) d is an (α,β)-derivation on T .
Proof. Letusﬁrst give theproof of (1) ⇐⇒ (2). Ifd is a Jordan (α,β)-derivationonT , thend is a Jordan
triple (α,β)-derivation on T by Lemma 3.3 (2). Conversely, if d is a Jordan triple (α,β)-derivation on
T , then
d(T1T2T1) = d(T1)α(T2)α(T1) + β(T1)d(T2)α(T1) + β(T1T2)d(T1)
for all T1, T2 ∈ T . Let us take T2 = I into the above equality. Then we obtain
d
(
T21
)
= d(T1)α(T1) + β(T1)d(T2)α(T1) + β(T1)d(T1)
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for all T1 ∈ T . It should be remarked that d(T2) = d(I) = 0. Thus
d
(
T21
)
= d(T1)α(T1) + β(T1)d(T1)
for all T1 ∈ T . This shows that d is a Jordan (α,β)-derivation on T .
(1) ⇐⇒ (3) This is due to Proposition 3.2. 
3.1. Endomorphisms of triangular algebras
Let K be a ﬁeld, A be a K-algebra with identity and M be an (A, A)-bimodule. The trivial extension
algebra T = AM of A byM is deﬁned as aK-algebra whose additive structure is that of theK-linear
space A
⊕
M and whose multiplicative structure is given by
(a1, m1)(a2, m2) = (a1a2, a1m2 + m1a2)
for all a1, a2 ∈ A, m1, m2 ∈ M. One important fact is that triangular algebras are special cases of trivial
extension algebras. Indeed, for a triangular algebra T =
[
A M
0 B
]
, it is isomorphic to the trivial exten-
sionAM, whereA = A × B and M is equipped with a T-bimodule structure via (a, b)m = am and
m(a, b) = mb, that is
T =
[
A M
0 B
]
= (A × B)M = AM.
Endomorphisms of triangular algebras are much less considered in the literature references. Saorín
[29] ﬁrst investigated endomorphisms of triangular algebras from the point of view of trivial extension
algebras and gave a detailed description of theK-algebra endomorphisms of a triangular algebra T =[
A M
0 B
]
, whereK is a ﬁeldwith characteristic zero, A, B are two ﬁnite-dimensional unitalK-algebras
andM is an (A, B)-bimodule.
Proposition 3.10 [29, Proposition 1]. Suppose that the elements ofAM are written as columns. Then
there is an isomorphism between the multiplicative monoid EndK(AM) of K-algebra endomorphisms
ofAM and that of matrices[
η μ
ξ τ
]
satisfying the following properties:
(1) η : A→ A is a K-algebra endomorphism ofA;
(2) ξ : A→ M is a K-linear mapping such that ξ(xy) = ξ(x)η(y) + η(x)ξ(y) for all x, y ∈ A;
(3) μ : M → A is two-sided η-semilinear homomorphism (i.e., μ(xmy) = η(x)μ(m)η(y) for all
x, y ∈ A and m ∈ M) with (Imμ)2 = 0;
(4) τ : M → M is a K-linear mapping such that τ(xmy) = η(x)τ (m)η(y) + η(x)μ(m0)ξ(y)+ ξ(x)μ(m0)η(y) for all (x, m, y) ∈ A× M ×A, and μ(m0)τ (m) + τ(m0)μ(m) = 0 for all
(m0, m) ∈ M × M.
3.2. Automorphisms and skew derivations of triangular algebras
LetR be a 2-torsion free commutative ring with identity, A, B be unital associative algebras overR
and M be a unital (A, B)-bimodule, which is faithful as a left A-module and also as a right B-module.
We denote the triangular algebra consisting of A, B andM by T =
[
A M
0 B
]
. Suppose that A and B have
only trivial idempotents. By Theorem 3.9 we know that any Jordan triple (α,β)-derivation on T (or
any Jordan (α,β)-derivation on T ) is an (α,β)-derivation. While the study of (α,β)-derivations on T
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can be reduced to that of skew derivations on T , it is sufﬁcient to provide a direct characterization on
the automorphisms and skew derivations of T .
Theorem 3.11 [24, Theorem 1]. Let T =
[
A M
0 B
]
be the triangular algebra consisting of A, B and M, and
letα be an R-linearmapping of T . Suppose that A and B have only trivial idempotents. Thenα is an R-linear
automorphism of T if and only if it is of form
α
[
a m
0 b
]
=
[
f (a) f (a)m′ − m′g(b) + ν(m)
0 g(b)
]
,
where f , g are automorphisms of A, B, respectively, some m′ ∈ M, and ν is an R-linear bijective mapping
fromM into itself such thatν(am) = f (a)ν(m),ν(mb) = ν(m)g(b) for all a ∈ A, b ∈ Band for allm ∈ M.
By Theorem 3.11 we have the following characterization on the actions of skew derivations on the
triangular algebra T .
Theorem 3.12. Let T =
[
A M
0 B
]
be the triangular algebra consisting of A, B and M, and let d be a skew
derivation of T with associated automorphismα. Suppose that A and B have only trivial idempotents. Then
d is of the form
d
[
a m
0 b
]
=
[
f (a) ϕ(a)m′′ − m′′b − m′g(b) + ζ(m)
0 g(b)
]
,
where some m′ ∈ M and some m′′ ∈ M, f is a skew derivation of A with associated automorphism ϕ, g
is a skew derivation of B with associated automorphism ψ , and ζ is an R-linear mapping from M into
itself satisfying that ζ(am) = f (a)m + ϕ(a)ζ(m) and ζ(mb) = ζ(m)b + h(m)g(b) for all a ∈ A, b ∈ B
and for all m ∈ M, where h is an R-linear bijective from M into itself such that h(am) = ϕ(a)h(m) and
h(mb) = h(m)ψ(b) for all a ∈ A, b ∈ B and for all m ∈ M.
Proof. By Theorem 3.11, we know that the associated automorphism α of d is of form
α
[
a m
0 b
]
=
[
ϕ(a) ϕ(a)m′ − m′ψ(b) + h(m)
0 ψ(b)
]
,
where somem′ ∈ M,ϕ,ψ are automorphisms of A, B, respectively, and h is an R-linear bijective map-
ping from M into itself such that h(am) = ϕ(a)h(m) and h(mb) = h(m)ψ(b) for all a ∈ A, b ∈ B,
m ∈ M. We assume that the skew derivation d is of the form
d
[
a m
0 b
]
=
[
f1(a) + f2(b) + f3(m) h1(a) + h2(b) + h3(m)
0 g1(a) + g2(b) + g3(m)
]
, (3.17)
where f1 : A → A, f2 : B → A, f3 : M → A, g1 : A → B, g2 : B → B, g3 : M → B, h1 : A → M, h2 :
B → M, h3 : M → M are someR-linear mappings from A, B, M into A, B, M, respectively.
Let us take T1 =
[
1 0
0 0
]
and T2 =
[
0 m
0 0
]
for anym ∈ M. Applying the expression (3.17) gives
d(T1T2) =
[
f3(m) h3(m)
0 g3(m)
]
(3.18)
and
d(T1)T2 + α(T1)d(T2) =
[
f3(m) f1(1)m + h3(m) + m′g3(m)
0 0
]
(3.19)
for somem′ ∈ M and for allm ∈ M. Combining (3.18) with (3.19) yields g3(m) = 0 for allm ∈ M and
hence g3 = 0. By the expression (3.17) again we have
d(T2T1) =
[
0 0
0 0
]
(3.20)
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and
d(T2)T1 + α(T2)d(T1) =
[
f3(m) h(m)g1(1)
0 0
]
(3.21)
for all m ∈ M. Comparing (3.20) and (3.21) yields f3(m) = 0 for all m ∈ M and hence g3 = 0. So
f3 = g3 = 0.
Let us now choose T3 =
[
a 0
0 0
]
for all a ∈ A and T4 =
[
a′ 0
0 0
]
for all a′ ∈ A. Applying (3.17) again
we obtain
d(T3T4) =
[
f1(aa
′) h1(aa′)
0 g1(aa
′)
]
(3.22)
and
d(T3)T4 + α(T3)d(T4) =
[
f1(a)a
′ + ϕ(a)f1(a′) ϕ(a)h1(a′) + ϕ(a)m′g1(a′)
0 0
]
(3.23)
for all a, a′ ∈ A. Considering (3.22) and (3.23), we immediately get f1(aa′) = f1(a)a′ + ϕ(a)f1(a′) for
all a, a′ ∈ A and g1(aa′) = 0 for all a, a′ ∈ A. The former shows that f1 is a skew derivation of A with
associated automorphism ϕ. Replacing a′ by 1 in the latter leads to g1 = 0.
Similarly, let us take T5 =
[
0 0
0 b
]
for all b ∈ B and T6 =
[
0 0
0 b′
]
for all b′ ∈ B. Repeating the
processof (3.22) and (3.23),weconclude thatg2 is a skewderivationofBwithassociatedautomorphism
ψ and that f2 = 0.
We proceed with this way by choosing T7 =
[
a 0
0 b
]
for all a ∈ A, b ∈ B and T8 =
[
1 0
0 0
]
. Then
d(T7T8) =
[
f1(a) h1(a)
0 g1(a)(= 0)
]
(3.24)
and
d(T7)T8 + α(T7)d(T8) =
[
f1(a) + ϕ(a)f1(1) ϕ(a)h1(1)
0 0
]
(3.25)
for all a ∈ A. In view of (3.24) and (3.25), we arrive at f1(1) = 0 and h1(a) = ϕ(a)h1(1) for all a ∈ A.
Moreover, we also have
d(T8T7) =
[
f1(a) h1(a)
0 g1(a)(= 0)
]
(3.26)
and
d(T8)T7 + α(T8)d(T7) =
[
f1(a) h1(1)b + h1(a) + h2(b) + m′g2(b)
0 0
]
(3.27)
for all a ∈ A, b ∈ B and for somem′ ∈ M. By (3.26) and (3.27) we get h2(b) = −h1(1)b − m′g2(b) for
all b ∈ B.
Thus (3.17) becomes
d
[
a m
0 b
]
=
[
f1(a) ϕ(a)h1(1) − h1(1)b − m′g2(b) + h3(m)
0 g2(b)
]
(3.28)
for all a ∈ A, b ∈ B, m ∈ M and for somem′ ∈ M. Let us set f = f1, g = g2, m′′ = h1(1), ζ = h3. Then
(3.28) can be written as
d
[
a m
0 b
]
=
[
f (a) ϕ(a)m′′ − m′′b − m′g(b) + ζ(m)
0 g(b)
]
. (3.29)
This is the form what we need.
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Let us now take T9 =
[
a 0
0 0
]
for all a ∈ A and T10 =
[
1 m
0 0
]
for allm ∈ M. Applying (3.29) yields
d(T9T10) =
[
f (a) ϕ(a)m′′ + ζ(am)
0 0
]
(3.30)
and
d(T9)T10 + α(T9)d(T10) =
[
f (a) f (a)m + ϕ(a)m′′ + ϕ(a)ζ(m)
0 0
]
(3.31)
for all a ∈ A, m ∈ M. We deduce from (3.30) and (3.31) that ζ(am) = f (a)m + ϕ(a)ζ(m) for all a ∈
A, m ∈ M.
Similarly, let us choose T11 =
(
0 m
0 0
)
for all m ∈ M and T12 =
(
0 0
0 b
)
for all b ∈ B. By (3.29)
yields
d(T11T12) =
[
0 ζ(mb)
0 0
]
(3.32)
and
d(T11)T12 + α(T11)d(T12) =
[
0 ζ(m)b + h(m)g(b)
0 0
]
(3.33)
for all a ∈ A, m ∈ M. Taking into account (3.32) and (3.33), we get that ζ(mb) = ζ(m)b + h(m)g(b)
for all b ∈ B, m ∈ M. 
We end this section by describing the structure of continuous (α,β)-derivations from a triangular
Banach algebra into its bimodule.
3.3. (α,β)-Derivations on triangular Banach algebras
Let (A, ‖ · ‖A), (B, ‖ · ‖B) be two given Banach algebras andM be an (A, B)-bimodule which is also a
Banach space with norm ‖ · ‖M satisfying ‖amb‖M  ‖a‖A‖m‖M‖b‖B for all a ∈ A, b ∈ B and m ∈ M.
Then the triangular algebra T =
[
A M
0 B
]
is a Banach algebra with respect to the norm deﬁned by
∥∥∥∥
[
a m
0 b
]∥∥∥∥
T
= ‖a‖A + ‖m‖M + ‖b‖B
for all
[
a m
0 b
]
∈ T . In this case, T =
[
A M
0 B
]
is called a triangular Banach algebra. In order to
determinewhetherornot toHochschild cohomology forBanachalgebras is trivial, Forrest andMarcoux
[15] investigated derivations of triangular Banach algebras. LetM be a unital Banach T -bimodule and
α,β be two automorphisms of T . A linear mapping d : T −→ M is called an (α,β)-derivation if
d(T1T2) = d(T1)α(T2) + β(T1)d(T2) for all T1, T2 ∈ T . Motivated by the work of [15], we are ready to
give a description on (α,β)-derivations from the triangular Banach algebra T intoM.
Suppose that the above two automorphisms α and β of T satisfy the following properties:
α
([
1 0
0 0
])
= β
([
1 0
0 0
])
=
[
1 0
0 0
]
α
([
0 0
0 1
])
= β
([
0 0
0 1
])
=
[
0 0
0 1
]
.
For all a ∈ A and b ∈ B, if we identify a ∈ A with
[
a 0
0 0
]
and b ∈ B with
[
0 0
0 b
]
, then the above
relations imply that α(A) ⊆ A,β(A) ⊆ A,α(B) ⊆ B,β(B) ⊆ B. Without any ambiguity, we look on α
and β as automorphisms of A and B in suitable occasion. Let us choose an arbitrarym ∈ M. If
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α
([
0 m
0 0
])
=
[
a′ m′
0 b′
]
,
then we have[
a′ m′
0 b′
]
= α
([
0 m
0 0
])
= α
([
1 0
0 0
] [
0 m
0 0
])
= α
([
1 0
0 0
])
α
([
0 m
0 0
])
=
[
1 0
0 0
] [
a′ m′
0 b′
]
=
[
a′ m′
0 0
]
and [
a′ m′
0 b′
]
= α
([
0 m
0 0
])
= α
([
0 m
0 0
] [
0 0
0 1
])
= α
([
0 m
0 0
])
α
([
0 0
0 1
])
=
[
a′ m′
0 b′
] [
0 0
0 1
]
=
[
0 m′
0 b′
]
.
This shows that α
([
0 M
0 0
])
⊆
[
0 M
0 0
]
. In an analogous way, we also obtain β
([
0 M
0 0
])
⊆[
0 M
0 0
]
. For all m ∈ M, if we identify m with
[
0 m
0 0
]
, then α and β can be considered automor-
phisms of M. Thus α
([
a m
0 b
])
can be written as
[
α(a) α(m)
0 α(b)
]
and β
([
a m
0 b
])
can be written
as
[
β(a) β(m)
0 β(b)
]
.
Let d : T −→ M be a continuous (α,β)-derivation. Let us set MAA = 1AM1A,MBB = 1BM1B,
MAB = 1AM1B andMBA = 1BM1A. It is easy to check the following two linear mappings
dA : A −→ MAA, a −→ 1Ad
([
a 0
0 0
])
1A
and
dB : B −→ MBB, b −→ 1Bd
([
0 0
0 b
])
1B
are continuous (α,β)-derivations. Moreover, the mapping
dM : M −→ MAB, m −→ 1Ad
([
0 m
0 0
])
1B
satisﬁes that
dM(am) = 1Ad
([
0 am
0 0
])
1B
= 1Ad
([
a 0
0 0
] [
0 m
0 0
])
1B
= 1Ad
([
a 0
0 0
])
α
([
0 m
0 0
])
1B + 1Aβ
([
a 0
0 0
])
d
([
0 m
0 0
])
1B
= 1Ad
([
a 0
0 0
])
1Aα
([
0 m
0 0
])
+ β
([
a 0
0 0
])
1Ad
([
0 m
0 0
])
1B
= dA(a)α(m) + β(a)dM(m)
(3.34)
and
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dM(mb) = dM(m)α(b) + β(m)dB(b) (3.35)
for all a ∈ A, b ∈ B and for all m ∈ M. Conversely, if dA and dB are continuous (α,β)-derivations of A
and B intoMAA andMBB, respectively, and dM : M −→ MAB is a continuous linearmapping satisfying
the conditions (3.34) and (3.35), then one easily verify that the mapping
d
([
a m
0 b
])
= dA(a) + dB(b) + dM(m)
deﬁnes a continuous (α,β)-derivation from T into its bimoduleM.
4. Generalized Jordan (α,β)-derivations on triangular algebras
Throughout this section,R always denote a 2-torsion free commutative ring with identity. Let A, B
be unital associative algebras over R and M be a unital (A, B)-bimodule, which is faithful as a left
A-module and also as a right B-module. We denote the triangular algebra consisting of A, B andM by
T =
[
A M
0 B
]
.
In this section, we mainly study some generalized linear mappings of T , which are the so-called
generalized (α,β)-derivations, generalized Jordan (α,β)-derivations and generalized Jordan triple
(α,β)-derivations. They are actually common generalizations of the aforementioned three kinds of
linear mappings in Section 3.
Let α and β be two automorphisms of T . AnR-linear mappingΨ : T −→ T is called a generalized
(α,β)-derivation if there exists an (α,β)-derivation d such that
Ψ (T1T2) = Ψ (T1)α(T2) + β(T1)d(T2)
for all T1, T2 ∈ T .d is said tobeanassociated (α,β)-derivationofΨ . AnR-linearmappingΨ : T −→ T
is called a generalized Jordan (α,β)-derivation if there exists a Jordan (α,β)-derivation d such that
Ψ (T2) = Ψ (T)α(T) + β(T)d(T)
for allT ∈ T .d is said tobeanassociated Jordan (α,β)-derivationofΨ . AnR-linearmappingΨ : T −→
T is called a generalized Jordan triple (α,β)-derivation if there exists a Jordan triple (α,β)-derivation
d such that
Ψ (T1T2T1) = Ψ (T1)α(T2)α(T1) + β(T1)d(T2)α(T1) + β(T1)β(T2)d(T1)
for all T1, T2 ∈ T . d is said to be an associated Jordan triple (α,β)-derivation of Ψ . Obviously, any
generalized (α,β)-derivation on T is a generalized Jordan (α,β)-derivation, and any generalized
Jordan (α,β)-derivation on T is a generalized Jordan triple (α,β)-derivation. Argaç and Albas¸ [1]
have provided us with some powerful counterexamples and showed that the converse statements
are usually not true for triangular algebras. An interesting question is when a generalized Jordan
triple (α,β)-derivation on T (or a generalized Jordan (α,β)-derivation on T ) is a generalized (α,β)-
derivation.
Proposition 4.1. Let T =
[
A M
0 B
]
be the triangular algebra consisting of A, B and M, and let Ψ be an
R-linearmapping from T into itself. Suppose that A and B have only trivial idempotents. Then the following
statements are equivalent:
(1) Ψ is a generalized Jordan (α,β)-derivation on T .
(2) Ψ is a generalized Jordan triple (α,β)-derivation on T .
Proof. (1) ⇒ (2) LetΨ be a generalized Jordan (α,β)-derivation ofT with associated Jordan (α,β)-
derivation d. By the deﬁnition of generalized Jordan (α,β)-derivation it is easy to check that
Ψ (T1T2 + T2T1) = Ψ (T1)α(T2) + β(T1)d(T2) + Ψ (T2)α(T1) + β(T2)d(T1) (4.1)
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all T1, T2 ∈ T . Substituting T1T2 + T2T1 for T2 in (4.1) yields
Ψ (T1(T1T2 + T2T1) + (T1T2 + T2T1)T1)
= Ψ (T1)α(T1T2 + T2T1) + β(T1)d(T1T2 + T2T1)
+Ψ (T1T2 + T2T1)α(T1) + β(T1T2 + T2T1)d(T1)
= Ψ (T1)α(T1T2) + 2Ψ (T1)α(T2T1) + β(T1)d(T1)α(T2) + β
(
T21
)
d(T2)
+2β(T1)d(T2)α(T1) + 2β(T1T2)d(T1)
+Ψ (T2)α
(
T21
)
+ β(T2)d(T1)α(T1) + β(T2T1)d(T1) (4.2)
for all T1, T2 ∈ T . Applying (4.1) again we have
Ψ (T1(T1T2 + T2T1) + (T1T2 + T2T1)T1) = Ψ
(
T21 T2 + 2T1T2T1 + T2T21
)
= Ψ
(
T21 T2 + T2T21
)
+2Ψ (T1T2T1) = Ψ
(
T21
)
α(T2) + β
(
T21
)
d(T2) + Ψ (T2)α
(
T21
)
+β(T2)d
(
T21
)
+ 2Ψ (T1T2T1) = Ψ (T1)α(T1T2) + β(T1)d(T1)α(T2)
+β
(
T21
)
d(T2) + Ψ (T2)α
(
T21
)
+β(T2)d(T1)α(T1) + β(T2T1)d(T1) + 2Ψ (T1T2T1). (4.3)
for all T1, T2 ∈ T . Combining (4.2) with (4.3) gives
2Ψ (T1T2T1) = 2Ψ (T1)α(T2T1) + 2β(T1)d(T2)α(T1) + 2β(T1T2)d(T1)
for all T1, T2 ∈ T . The fact that T is 2-torsion free leads to
Ψ (T1T2T1) = Ψ (T1)α(T2T1) + β(T1)d(T2)α(T1) + β(T1T2)d(T1) (4.4)
for all T1, T2 ∈ T . By Theorem 3.9 we know that d is also a Jordan triple (α,β)-derivation of T . Then
(4.4) implies that Ψ is a generalized Jordan triple (α,β)-derivation of T with associated Jordan triple
(α,β)-derivation d.
(2) ⇒ (1) Conversely, if Ψ is a generalized Jordan triple (α,β)-derivation of T with associated
Jordan triple (α,β)-derivation d, then
Ψ (T1T2T1) = Ψ (T1)α(T2)α(T1) + β(T1)d(T2)α(T1) + β(T1T2)d(T1) (4.5)
for all T1, T2 ∈ T . Then for T2 = I and arbitrary T ∈ T , we have
Ψ (T2) = Ψ (TIT) = Ψ (T)α(T) + β(T)d(T2)α(T) + β(T)d(T).
It should be remarked that d(T2) = d(I) = 0. Thus
Ψ (T2) = Ψ (T)α(T) + β(T)d(T) (4.6)
for all T ∈ T . By Theorem 3.9 we know that d is also a Jordan (α,β)-derivation of T . In view of (4.6),
we conclude that Ψ is a generalized Jordan (α,β)- derivation of T with associated Jordan (α,β)-
derivation d. 
Let θ be an R-linear automorphism of T . An R-linear mapping  : T −→ T is called a left θ-
centralizer (resp. right θ-centralizer) of T if (T1T2) = (T1)θ(T2) (resp.(T1T2) = θ(T1)(T2)) for
all T1, T2 ∈ T . AnR-linear mapping : T −→ T is called a Jordan left θ-centralizer (resp. Jordan right
θ-centralizer) of T if (T2) = (T)θ(T) (resp.(T2) = θ(T)(T)) for all T ∈ T . If θ is the identical
automorphism IT of T , then  becomes a (Jordan-)left centralizer (resp. (Jordan-)right centralizer).
Clearly, any left centralizer on T is a Jordan left centralizer.
The following lemma is essentially contained in [35].
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Lemma 4.2. Let T =
[
A M
0 B
]
be the triangular algebra consisting of A, B and M, and let  : T −→ T
be a Jordan left θ-centralizer on T . Then  is a left θ-centralizer on T .
Proof. Since  is a Jordan left centralizer on T , we have

(
(T1 + T2)2
)
= (T1 + T2)θ(T1 + T2) = (T1)θ(T1) + (T1)θ(T2)
+(T2)θ(T1) + (T2)θ(T2) (4.7)
for all T1, T2 ∈ T . On the other hand, it is easy to verify that

(
(T1 + T2)2
)
= 
(
T21 + T1T2 + T2T1 + T22
)
= (T1)θ(T1) + (T1T2) + (T2T1) + (T2)θ(T2) (4.8)
for all T1, T2 ∈ T . Combining (4.7) with (4.8), we obtain
(T1T2 + T2T1) = (T1)θ(T2) + (T2)θ(T1) (4.9)
for all T1, T2 ∈ T . Then for T1 = I and arbitrary T ∈ T we get
(T + T) = (I)θ(T) + (T).
So
(T) = (I)θ(T)
for all T ∈ T . Thus we arrive at
(T1T2) = (I)θ(T1T2) = (I)θ(T1)θ(T2) = (T1)θ(T2)
for all T1, T2 ∈ T , which is the desired result. 
Now we are in a position to prove a generalized version of Theorem 3.9
Theorem 4.3. Let T =
[
A M
0 B
]
be the triangular algebra consisting of A, B and M, and let Ψ be an R-
linear mapping from T into itself. Suppose that A and B have only trivial idempotents. Then the following
statements are equivalent:
(1) Ψ is a generalized Jordan (α,β)-derivation on T .
(2) Ψ is a generalized Jordan triple (α,β)-derivation on T .
(3) Ψ is a generalized (α,β)-derivation on T .
Proof. (1) ⇐⇒ (2) By Proposition 4.1, it follows that the statement of (1) is equivalent to that of (2).
(1) ⇒ (3) Let Ψ be a generalized Jordan (α,β)-derivation of T with associated Jordan (α,β)-
derivation d and let us write  = Ψ − d. Then we have
(T2) = Ψ (T2) − d(T2)
= Ψ (T)α(T) + β(T)d(T) − d(T)α(T) − β(T)d(T)
= Ψ (T)α(T) − d(T)α(T)
= (T)α(T)
for all T ∈ T . This implies that is a Jordan leftα-centralizer of T . It follows from Lemma 4.2 that is
a left α-centralizer on T . On the other hand, by Proposition 3.2 we know that d is an (α,β)-derivation
of T . Therefore
Ψ (T1T2) = (T1T2) + d(T1T2)= (T1)α(T2) + d(T1)α(T2) + β(T1)d(T2)= Ψ (T1)α(T2) − d(T1)α(T2) + d(T1)α(T2) + β(T1)d(T2)= Ψ (T1)α(T2) + β(T1)d(T2)
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for all T1, T2 ∈ T . This shows that Ψ is a generalized derivation of T with associated (α,β)-
derivation d.
(3) ⇒ (1) This is clear. 
In particular, if α and β are both the identical mapping 1T of the triangular algebra T =
[
A M
0 B
]
,
a similar result still holds even if the condition that A and B have only trivial idempotents is deleted.
Theorem 4.4. Let T =
[
A M
0 B
]
be the triangular algebra consisting of A, B and M, and let Ψ be an
R-linear mapping from T into itself. Then the following statements are equivalent:
(1) Ψ is a generalized Jordan derivation on T .
(2) Ψ is a generalized Jordan triple derivation on T .
(3) Ψ is a generalized derivation on T .
Proof. (1) ⇐⇒ (2) This proof is completely similar to that of (1) ⇐⇒ (2) in Proposition 4.1.
(1) ⇐⇒ (3) By [39, Theorem 2.1] and the techniques developed in Theorem 4.3, we can easily
obtain the statement of (1) and that of (3) are equivalent. 
We now apply Theorem 4.4 to two types of nest algebras and give several interesting characteri-
zations concerning generalized (Jordan-)derivations of nest algebras. These characterizations are the
main results in the article [20].
Corollary 4.5 [20, Theorem 2.1 and Corollary 2.2]. For one of the two cases:
(a) Let N be a nest on a Banach space X, Alg(N ) be the nest algebra associated with N and Ψ be a
linear mapping from Alg(N ) into itself. Suppose that there exists a nontrivial element inN which is
complemented in X.
(b) IfN is a nest on a complex Hilbert space H, Alg(N ) be the nest algebra associated withN and Ψ be
a linear mapping from Alg(N ) into itself.
The following statements are equivalent:
(1) Ψ is a generalized Jordan derivation on Alg(N ).
(2) Ψ is a generalized Jordan triple derivation on Alg(N ).
(3) Ψ is a generalized derivation on Alg(N ).
Furthermore, by a result of Christensen in [12] we have the following description.
Corollary 4.6. [20, Theorem 2.3] Let N be a nest on a complex separable Hilbert space H, Alg(N ) be the
nest algebra associated with N and Ψ be a generalized Jordan derivation on Alg(N ). Then there exist
T1, T2 ∈ Alg(N ) such that Ψ (X) = T1X + XT2 for all X ∈ Alg(N ).
4.1. Generalized Jordan (α,β)-derivations on upper triangular matrix algebras
Let R be a 2-torsion free commutative ring with identity, Tn(R)(n 2) be the upper triangular
matrix algebra over R and M be a 2-torsion free (Tn(R), Tn(R))-bimodule. Let α and β be two given
automorphisms of Tn(R). AnR-linear mapping d : Tn(R) −→ M is called an (α,β)-derivation if
d(T1T2) = d(T1)α(T2) + β(T1)d(T2)
for all T1, T2 ∈ Tn(R). AnR-linear mapping d : Tn(R) −→ M is called an (α,β)-antiderivation if
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d(T1T2) = d(T2)α(T1) + β(T2)d(T1)
for all T1, T2 ∈ Tn(R). AnR-linear mappingΨ : Tn(R) −→ M is called a generalized (α,β)-derivation
if there exists an (α,β)-derivation d such that
Ψ (T1T2) = Ψ (T1)α(T2) + β(T1)d(T2)
for all T1, T2 ∈ Tn(R). d is said to be an associated (α,β)-derivation of Ψ . An R-linear mapping d :
Tn(R) −→ M is called a Jordan (α,β)-derivation if
d(T) = d(T)α(T) + β(T)d(T)
forallT ∈ Tn(R). AnR-linearmappingΨ : Tn(R) −→ M is calledageneralized Jordan (α,β)-derivation
if there exists a Jordan (α,β)-derivation d such that
Ψ (T2) = Ψ (T)α(T) + β(T)d(T)
for all T ∈ Tn(R). d is said to be an associated Jordan (α,β)-derivation ofΨ . Wemust point out that the
current deﬁnition of generalized Jordan (α,β)-derivation is equivalent to the deﬁnitionwhat Benkovicˇ
andMa et al. adopted in [3,28]. It is not difﬁcult to check the equivalence relation between themandwe
leave it to the reader. Benkovicˇ in [3] showed that any Jordan derivation from Tn(R) intoM is the sum
of a derivation and an antiderivation. Ma and Ji in [28] extended this result to the case of generalized
Jordan derivations and proved that any generalized Jordan derivation from Tn(R) intoM is the sum of
a generalized derivation and an antiderivation. Applying the same techniques and methods as in the
articles [3,28] we can show.
Proposition 4.7. Let Ψ be a generalized Jordan (α,β)-derivation from Tn(R) into its bimodule M. Then
there exists a unique generalized (α,β)-derivation ρ and an (α,β)-antiderivationωwithω(Dn(R)) = 0
such that Ψ = ρ + ω, where Dn(R) is the subalgebra of Tn(R) consisting of all diagonal matrices.
Taking into account the length of this paper, the proof of this proposition is omitted here. We will
provide a complete proof in [31]. In particular, ifM = Tn(R), then we get a decomposition expression
of any generalized Jordan (α,β)-derivation on the upper triangular matrix algebra Tn(R).
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