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Motivated by Heisenberg]Weyl type uncertainty principles for the torus T and
the sphere S2 due to Breitenberger, Narowich, Ward, and others, we derive an
uncertainty relation for radial functions on the spheres Sn ; R nq 1 and, more
w xgenerally, for ultraspherical expansions on 0, p . In this setting, the ``frequency
2 w xvariance'' of a L -function on 0, p is defined by means of the ultraspherical
differential operator, which plays the role of a Laplacian. Our proof is based
on a certain first-order differential-difference operator on the doubled interval
w x w xyp , p . Moreover, using the densities f of ``Gaussian measures'' on 0, p witht
the time t tending to 0, we show that the bound of our uncertainty principle is
optimal. Q 1997 Academic Press
1. AN UNCERTAINTY PRINCIPLE FOR n-SPHERES
There exist different versions of the Heisenberg]Weyl inequality for the
 < < 4torus T [ z g C: z s 1 . One possible version is the localization-
w xfrequency uncertainty principle discussed by Breitenberger 1 , which first
w xoccurred in Carruthers and Nieto 2 in the setting of a number-phase
uncertainty principle. It can be stated as follows: Let v denote the
2 . 5 5normalized Haar measure of T and let f g L T , v with f s 1 and2
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 . ` kwith Fourier series f z s  c z . Define the frequency variance of fksy` k
as usual by
2` `
2 22 < < < <var f [ k c y k c . .  F k k /
ksy` ksy`
To define an angular variance of f , introduce the mean localization
< < 2 < < 4t f [ z ? f z dv z g w g C: w - 1 .  .  .H
T
and put
< < 21 y t f . x xvar f [ g 0, ` . .A 2< <t f .
w xThen according to 1 , each non-constant f satisfies
var f ? var f G 1r4, 1.1 .  .  .A F
where the lower bound is never attained. Recently this uncertainty princi-
ple has been applied in the study of angle-frequency localization of
w xwavelets on the unit circle by Narowich and Ward 5 as well as Prestin and
w x w x  .Quak 7 . In 7 it is shown that the bound given in 1.1 is in fact sharp for
the densities f of Gaussian measures on T with time tx0. Recentlyt
w x  .Narcowich and Ward 6 transferred the uncertainty principle 1.1 to the
2 3  .unit sphere S ; R . They consider the symmetric quantum angular
momentum operator V [ yix = = and the Laplace]Beltrami operator
D s yV ? V on S2 and derive the following uncertainty principle:S
1.1. THEOREM. Let v be the normalized surface measure on S2 and
2 2 . 2 2 . 5 5f g L S , v l C S with f s 1. Consider the spherical mean2, v
< < 2 3t f [ x ? f x dv x g R .  .  .H
2S
as well as the `` frequency'' expectation and ¨ariance
25 5a f [ V f ? f dv and var f [ V y a f f dv . .  .  . .H H 2F
2 2S S
Then
5 5 2 5 5 21 y t f ? var f G t f . 1.2 .  .  .  . .2 2F
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However, Narcowich and Ward do not show that the lower bound is
 .sharp. One purpose of our note is to establish that 1.2 is in fact sharp.
 .The second and main purpose is to derive sharp analogues of 1.2 for
 . 2 n. n nq1SO n -invariant functions f g L S on spheres S ; R of arbitrary
 .dimensions n. By SO n -invariance we mean that f is invariant under the
 . n  .action of the group SO n on S whenever SO n is embedded into
 . 2SO n q 1 in a suitable way. For radial functions f on S the frequency
 .  w x.expectation a f vanishes cf. Proposition 5.3 of 6 , and in this case
Theorem 1.1 becomes part of the following theorem:
1.2. THEOREM. For n G 2, let v be the normalized surface measure onn
n 2 n . 2 n. 5 5S and let f g L S , v l C S with f s 1. Define the spherical2, vn n
 . <  . < 2  . nq1nmean by t f [ H x ? f x dv x g R as well as the frequency ¨ari-S n
ance
var f [ y D f ? f dv , . HF S n
nS
D being the Laplace]Baltrami operator on S n with eigen¨aluesS
 .yk k q n y 1 , k G 0. Then
2n2 25 5 5 51 y t f ? var f G t f , 1.3 .  .  .  . .2 2F  /2
where the lower bound is optimal.
We shall derive Theorem 1.2 in the slightly more general setting of
w xultraspherical expansions of functions on the interval 0, p . In fact, radial
n w xfunctions on S can be regarded as functions on 0, p , and the data
v , D and so on for Sn can be expressed in terms of ultrasphericaln S
 a ..polynomials P of index a s nr2 y 1; for the general backgroundn nG 0
w xsee, for instance, Vilenkin 11 . Having this connection in mind, we
establish Theorem 1.2 for arbitrary ultraspherical expansions of index
a g R, a G y1r2, in Section 2. Proofs will be given in Section 3.
2. AN UNCERTAINTY PRINCIPLE FOR
ULTRASPHERICAL EXPANSIONS
We first recapitulate some facts on ultraspherical polynomials; for
w xdetails see 10, 11 .
2.1. Ultraspherical Expansions. Consider the ultraspherical polynomi-
w xals of index a G y1r2 on y1, 1 , defined by
P a . x [ F yn , n q 2a q 1; a q 1; 1 y x r2 n G 0 2.1 .  .  .  . .n 2 1
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a . . a . .and normalized by P 1 s 1. The trigonometric polynomials p t [n n
a . . w xP cos t are orthogonal on 0, p with respect to the probability measuren
G 2a q 2 .
2 aq1dv t [ c sin t dt with c [ . 2.2 .  .a a a 2 2 aq1G a q 1 2 .
The L2-weights of the ultraspherical polynomials are given by
y1
p 2n q 2a q 1 ? 2a q 1 .  . n2a . a .h [ P cos t dv t s . .  .Hn n a / 2a q 1 ? n! .0
2.3 .
Hence, the ultraspherical transform
2 2 a . Ãw xL 0, p , v ª l N , h , f ¬ f with .  . .ngNa 0 n 0
p
a .Ãf n [ P cos t f t dv t n G 0 2.4 .  .  .  .  .  .H n a
0
establishes an isometric isomorphism.
Now consider the generalized Laplace operator
cos t
L f t [ y f 0 t q 2a q 1 ? ? f 9 t 2.5 .  .  .  .  .a  /sin t
 .  2w x.  .  . 4with domain D L s f g C 0, p : f 9 0 s f 9 p s 0 . This operatora
2w x .is essentially selfadjoint on L 0, p , v and its eigenfunctions are givena
by
L pa . s qa . n ? pa . , where qa . n [ n n q 2a q 1 n G 0 . .  .  .  .a n n
2.6 .
 .In view of the interpretation for a s y1r2 i.e., the torus T and a s 0
 2 .i.e., the sphere S from Section 1, we now require that for all f g
2w x . 5 5L 0, p , v with f s 1 the expectation of the angular momentum2, va a
vanishes, and that the a-variance of this momentum is given by
`
2a . a . Ã < w xvar f [- L f , f ) s h q n N f n g 0, ` . 2.7 .  .  .  .a a v na
ns0
This variance is connected with the generalized mean
p
2< <t f [ cos t ? f t dv t 2.8 .  .  .  .Ha a
0
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via the following uncertainty principle:
2w x . 5 52.2 THEOREM. Let a G y1r2 and f g L 0, p , v with f s 1.2, va a
Then
22 2< < < <var f ? 1 y t f G t f ? a q 1 , 2.9 .  .  .  .  . .a a a
 .2where the constant a q 1 is optimal.
 .2.3. Remarks. 1 It is clear that Theorem 2.2 immediately implies
Theorem 1.2.
 .  .2 Our proof of 2.9 relies on finding a suitable explicit square root
of the Laplacian L by using a differential-difference operator on thea
w xdoubled interval yp , p . This idea is motivated by investigations of
w xDunkl 4 on harmonic analysis of similar operators which are associated
with finite reflection groups. We expect that our method can be applied to
further integral transforms; for a related result for Hankel transforms on
w w w x0, ` and R see 8 .
 . n3 There exist further uncertainty principles for S as well as for
w x w xultraspherical expansions on 0, p ; see Strichartz 9 . Moreover, there
holds a version of the « y d-concentration uncertainty principle due to
w x w xDonoho and Stark 3 for ultraspherical expansions; see 12 and refer-
ences cited there.
3. PROOF OF THE UNCERTAINTY PRINCIPLE
 .We first turn to the proof of inequality 2.9 . Our proof will be based on
2 w x 2 w xregarding L -functions on 0, p as even L -functions on yp , p . For
this, we first introduce the probability measure
< < 2 aq1dv t [ c r2 sin t dt .  .Äa a
w xon yp , p as well as the extension and restriction operators
2 2 < <w x w xe : L 0, p , v ª L yp , p , v , e f t [ f t , .  .  . .  .Äa a
2 2 <w x w xr : L yp , p , v ª L 0, p , v , f ¬ f .  .Ä w0 , p xa a
2w x .which are isometric isomorphisms between L 0, p , v and the space ofa
2w x .even functions in L yp , p , v . Consider the differential-differenceÄa
operator
cos t
T f t [ f 9 t q a q 1r2 ? ? f t y f yt .  .  .  .  .  . .a sin t
 .  1w x.  .  .4with domain D T s f g C yp , p : f yp s f p . This operator isa
related to the generalized Laplace operator L bya
L f s yr T 2 e f for f g D L . 3.1 .  .  . . .a a a
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Moreoever, T has the following property:a
2w x .3.1. LEMMA. iT is symmetric and densely defined on L yp , p , v .Äa a
1w x.Proof. To check symmetry, take f , g g C yp , p . Partial integration
yields
p
2 aq1< <f 9 t g t sin t dt .  .H
yp
p
2 aq1< <s y f t g t sin t 9 dt .  . .H
yp
p
2 aq1< <s y f t g 9 t sin t dt .  .H
yp
p cos t 2 aq1< <y 2a q 1 f t g t sin t dt. .  .  .H sin typ
Hence, by definition of T ,a
p
2 aq1< <iT f t g t sin t dt .  .  .H a
yp
p
2 aq1< <s yi f t g 9 t sin t dt .  .H
yp
p cos t 2 aq1< <y i 2a q 1 f t g t sin t dt .  .  .H sin typ
p1 cos t 2 aq1< <q i a q f t y f yt g t sin t dt .  .  . .H /2 sin typ
p
2 aq1< <s f t ig9 t sin t dt .  . .H
yp
p1 cos t 2 aq1< <y i a q f t q f yt g t sin t dt .  .  . .H /2 sin typ
p
2 aq1< <s f t ig9 t sin t dt .  . .H
yp
p1 cos t 2 aq1< <q a q f t i g t y g yt sin t dt .  .  . . .H /2 sin typ
p




 . 1w x.3.2. Completion of the Proof of 2.9 . Let g g C yp , p be an even
5 5function with g s 1. The generalized mean2, vÄa
p
2i t < <t g [ e g t dv t .  .  .Ä ÄHa a
yp
satisfies
5 i t 5 2e y t g g .Ä . 2, vÄa a
p
2i t yi t < <s e y t g e y t g ? g t dv t .  .  .  .Ä Ä Ä . .H  /a a a
yp
p
2 2yi t i t< < < <s 1 q t g y t g e y t g e ? g t dv t .  .  .  .  .Ä Ä Ä ÄH  /a a a a
yp
< < 2s 1 y t g . .Äa
Moreover,
2 2< < < <T g s g 9 s gg 9 q g 9g s 2Re gg 9 s 2Re gT g . .  . .  .a a
Therefore, by the Cauchy]Schwartz inequality,
< < 2 5 5 2 5 i t 5 2 5 5 21 y t g ? T g s e y t g g ? T g .  .  .  .Ä Ä . . 2, v 2, v 2, vÄ Ä Äa a a aa a a
2
p




i tG e y t g ? Re gT g dv t .  . .Ä Ä .H a a a
yp
2
p1 2i t < <s e yt g ? T g t dv t . .  .  .Ä Ä . .H a a a4 yp
As iT is symmetric by Lemma 3.1, the last expression is equal toa
2
p1 2i t < <T e y t g ? g t dv t .  .  .Ä Ä .H a a a4 yp
2
p1 cos t 2i t i t yi t < <s ie q a q 1r2 e y e ? g t dv t .  .  .  .ÄH a4 sin typ
2
p1 22 2< < < <s 2a q 2 cos t ? g t dv t s a q 1 t g , .  .  .  .  .Ä ÄH a a4 yp
where the fact was used that g is even. In summary,
22 2 2< < 5 5 < <1 y t g ? T g G a q 1 t g . 3.2 .  .  .  .  .Ä Ä . 2, vÄa a aa
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 .  . 5 5 5 5  .Now take f g D L . Then g [ e f satisfies g s f and t gÄ2, v 2, vÄa aa a
 .  .  .s t f . Moreover, by 2.7 , 3.1 , and by the symmetry of iT ,a a
 :  2 : 5 5 2var f s L f , f s y T g , g s T g . .  .  .v v 2, vÄ Äa a a aa a a
 .Hence, 3.2 yields that
22 2< < < <var f ? 1 y t f G a q 1 t f . 3.3 .  .  .  .  . .a a a
2w x . 5 5  .Finally, if f g L 0, p , v is arbitrary with f s 1 and var f - `,2, va aa
then consider the trigonometric polynomials
N
a . a .Ãf t [ h f n ? P cos t .  .  .N n n
ns0
2w x .  .  .which obviously tend to f in L 0, p , v with t f ª t f anda a N a
 .  .  .var f ª var f for N ª `. Hence 3.3 holds in general, and thea N a
 .proof of 2.9 is complete.
We finally have to check that the constant of Theorem 2.2 is optimal.
w xWe here follow an idea of Prestin and Quak 7 for the torus and consider
a w xthe v -densities f of ``Gaussian measures'' on 0, p with tx0. Morea t
precisely, we define
`
a .a a . yt?q n.r2 a .Ä w xf u [ h e ? P cos u for t ) 0, u g 0, p . .  .t n n
ns0
3.4 .
Äa  .  .The function f u solves the ``heat equation'' yL f s 2 ­ fr­ t ont a
w x x w0, p = 0, ` . Notice that now t denotes a time parameter, and L isa
taken with respect to u . If we normalize
a Äa y1 Äa5 5f [ f ? f t ) 0 , .1, vt t ta
then the optimality of the constant in Theorem 2.2 becomes a consequence
of the following result:
3.3. PROPOSITION. For all a G y1r2,
 .   a ..1 lim t ? var f s a q 1,t x 0 a t
 .   a ..  .2 lim 1 y t f rt s a q 1 r2.t x 0 a t
The proof of this proposition will be based on the following observation:
3.4. LEMMA. For all r ) y1 and N s 0, 1, . . . ,
` 1a . rq1.r2 r yt q n.lim t ? n ? e s G r q 1 r2 . . . 2tx0 nsN
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Proof. Existence and value of the limit do obviously not depend on N.
So we are free to choose N such that the function
x ¬ x r ? exp yt x 2 q 2a q 1 x . . .
w wis decreasing on N, ` . Then, by a well-known criterion for Riemann
sums,
` `a . 2r yt q n. r yt x q2 aq1. x .n ? e y x ? e dx - M H
NnsN
with a suitable constant M. The lemma now readily follows from
` 12 rq1.r2 r yt xt ? x ? e dx s G r q 1 r2 . . .H 20
 .Proof of Part 1 of Proposition 3.3. Using Stirling's formula, we observe
that
lim ny2 aq1. ? ha . \ c ) 0 3.5 .n a
nª`
exists. Hence, by Lemma 3.4,
` ha .qa . n ? eyt q
a .n. .ns0 nalim t ? var f s lim t ? . . a .a t ` a . yt q n.tx0 t x0  h ? ens0 n
` n2 aq1 n2 q 2a q 1 n ? eyt q a .n. . .ns0s lim t ? a .` 2 aq1 yt q n.tx0  n ? ens0
G a q 2 .
s s a q 1
G a q 1 .
as claimed.
 .Proof of Part 2 of Proposition 3.3. Recall first that the ultraspherical
polynomials P a . satisfy the recurrence relationn
x ? P a . x s a P a . x q c P a . x n s 0, 1, 2, . . . ; P [ 0 .  .  .  .n n nq1 n ny1 y1
with
n q 2a q 1
a [ 1, a [ n G 1 , and c [ 1 y a n G 0 . .  .0 n n n2n q 2a q 1
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Therefore,
p
2a aÄ Ä< <t f s cos u ? f u dv u .  . . Ha t t a
0
`p a .a . a . a . yt q n.r2s h a P cos u q c P cos u ? e .  . .H n n nq1 n ny1 /0 ns0
`
a .a . a . yt q  l .r2? h P cos u ? e dv u .  . l l a /
ls0
`
a . a . a . a .a . ytq n.qq nq1..r2 ytq n.qq ny1..r2s h a ? e q c ? e . . n n n
ns0
a . . a . .  . a . . a . .As q n q 1 y q n s 2 n q a q 1 and q n y 1 y q n s
 .y2 n q a , it follows that
1 y t f a ` ha . ? 1 y a ? eyt nqaq1. y c ? etnqa . ? eyt q a .n. .  .a t ns0 n n ns .a .` a . yt q n.t t ?  h ? ens0 n
3.6 .
The Taylor formula for
g t [ 1 y a ? eyt nqaq1. y c ? etnqa . .n n n
at t s 0 ensures that
g t s t a n q a q 1 y c n q a .  .  . .n n n
t 2 2 2y a n q a q 1 q c n q a q R n , t .  .  . .n n2
t 2
2s t a q 1 q r n y n q r n q R n , t .  .  . .  .1 22
with
r n s O 1rn and r n s O n for n ª ` .  .  .  .1 2
as well as
33 nt< < w xR n , t F M ? t n q a q 1 ? e for t g 0, 1 , n G 0, .  .
where M is a suitable constant. Using ha . ; c n2 aq1, we conclude fromn a
Lemma 3.4 that
` ha . ? R n , t ? eyt q
a .n. .ns0 n 3r2s O t for tx0. .a .` a . yt q n. h ? ens0 n
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 . a . 2 aq1Therefore, 3.6 together with h ; c n and Lemma 3.4 lead ton a
1 y t f a .a t
lim
ttx0
` ha . a q 1 q r n y t n2 q r n r2 ? eyt q a .n. .  . .  . .ns0 n 1 2s lim a .` a . yt q n.tx0  h ? ens0 n
` ha . a q 1 y tn2r2 ? eyq a .n. . .ns0 ns lim a .` a . yt q n.tx0  h ? ens0 n
s a q 1 y a q 1 r2 s a q 1 r2 .  .  .
which completes the proof of the proposition.
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