Abbreviations used: lCBF, local cerebral blood flow; lCWV, local cerebral water volume; PET, positron emission tomog raphy; FWHM, full width at half-maximum; FOG, fluorodeox yglucose.
Summary:
The effects of varying the data collection time on the calculation of cerebral blood flow and distribution volume via the integrated projection technique were studied in four human subjects. The significance of these results in terms of the limitations of the single compart ment model for 150-water was explored using computer simulations. The simulations helped to account for causes for the variations seen in blood flow and distribu-Over the last few years, several general methods have emerged to quantitate local cerebral blood flow (lCBF) with the use of positron emission to mography (PET) (Frackowiak et al. , 1980; Huang et al. , 1982; Raichle et al. , 1983) . Cerebral tissues de pend on ICBF for delivery of nutrients and for the removal of metabolic products, and therefore, quantitative measurement of ICBF provides an im portant way for assessing local brain function. Most methods currently being used with PET employ 150-water as the tracer and are based on a single compartment model for the calculation of ICBF. Recently, investigators have noticed that the ICBF estimate is a function of the total data collection time (Raichle et al., 1983) . These observations raise questions about the adequacy of the single com partment model for describing the transport ki netics of 150-water in brain tissue (Huang et al., 1983) . The present study addresses this important issue.
The single compartment model for the estimation of ICBF was originally developed by Kety (Kety, 1951 (Kety, , 1960a (Kety, , 1960b for measurement of blood flow with inert gas. The single compartment model has been used in PET for various measurement pro tocols, which include in vivo autoradiographic (Ginsberg et al., 1982; Herscovitch et al., 1983) , steady-state (Subramanyam et al. , 1978; Jones et al. , 1976) , and dynamic measurement techniques (Yamamoto et al., 1977; Kanno et al., 1979; Huang et al. , 1983; Alpert et al., 1984) . Most of these methods require the introduction of 150-water through inhalation of 150-C02 or direct intravenous injection.
Ideally, if one could measure the full kinetics of the tracer in local tissue, one could easily test the adequacy of the single compartment model. How ever, due to limitations in the temporal resolution of current PET scanners, this is not possible, and it is necessary to explore indirect methods for testing the single compartment model. We chose to inves tigate the effects of varying the data collection time on the estimated ICBF value with the use of the integrated projection technique (Huang et al., 1982) . As this technique also allows for the calcula tion of local cerebral water distribution volume (lCWV), the effects of data collection time on this variable were also explored. If the single compart ment model is valid, then the ICBF and ICWV values obtained should not be a function of the total data collection time, which is usually used as the integration time in the calculation. Variations in the ICBF and ICWV values as a function of the integra tion time could indicate that a single compartment model is not adequate as well as yield insight into a better model structure.
In this article, a brief summary of the integrated projection technique is first presented. 150-water kinetic data of patients obtained with a Neu roECAT PET scanner were processed for calcula tion of ICBF and ICWV using various integration times. Computer simulation studies were done to test two different model configurations to see how the assumption of a single compartment affects the calculated ICBF and ICWV as a function of the data collection time. The implications of these results on the model configuration and the data collection time are discussed.
METHODS

Mathematical model and theory
The theoretical basis of the integrated projection tech nique for estimating lCBF and lCWV has been described earlier (Huang et aI. , 1982) . The equations for estimating lCBF and lCWV based on a single compartment model are: Equations 1 and 2 are in terms of the time integrals over the measurement period (from 0 to T). V (ml/g) denotes the distribution volume of tracer in the pixel element of interest-approximated by a single compartment. F (ml/ min/g) is the blood flow; Cj(t) is the tracer concentration (fLCi/ml) in arterial blood; Q(t) is the tracer concentration (fLCilg) in the pixel element at time t. A (min-I) is the physical decay constant of the radioactive tracer (150water). The decay-corrected quantities are denoted by an asterisk. As can be seen from the above equations, both blood flow and distribution volume can be determined si multaneously using two measurements: PET measure ments of tissue radioactivity as a function of time, and blood sample measurement of radioactivity concentra tion, also as a function of time. As all the terms involving PET measurements [i. e., Q(t) and Q*(t)], except Q(T) and Q*(T), are the time integrals of the quantities, one does not need to reconstruct images of Q(t) and Q*(t) at all times. Instead, as previously demonstrated (Tsui and Budinger, 1978; Huang et aI. , 1982) , one can integrate the time functions of the PET -collected projection data and reconstruct images of J Q dt and J Q* dt from the inte grated projection data.
J Cereb Blood Flow Metab, Vol. 7, No. I, 1987 PET studies and data processing Studies were done in four at-risk Huntington patients (average age ± SD, 42. 2 ± 11. 8 years) who did not have clinical symptoms. All the subjects had an affected parent. However, there is no indication [including normal fluorodeoxyglucose (FDG) studies with PET (Kuhl et aI. , 1982) ] that any of these subjects has the abnormal gene associated with Huntington's disease. Each subject was placed supine on the bed of a NeuroECAT scanner (Cn Inc. , Knoxville, TN, U.S. A.) (Hoffman et aI. , 1981) . A head-holder was used to reduce the head movement of the subject. The subject was positioned in the PET scanner for examination of the preselected brain cross sections. A small needle (23-gauge minicath set) was placed in the radial artery for arterial blood sampling. Be fore the introduction of 150-water, a blood sample (4 ml) was taken for analysis of Pcoz and pH.
In all four studies, I50-water (30-50 mCi) was injected intravenously. The preparation of I50-water has been de scribed previously (Huang et aI. , 1983) . Immediately after introduction of 150-water into the subject, PET mea surements were started and continued over a period of 7. 5 min. Blood samples were taken from the subject, con current with the PET measurements, at a rate of 1 sample/6-7 s in the first 1-1. 5 min and about I1min thereafter, giving a total of about 20 samples in 8 min. Radioactivity concentrations in blood samples were im mediately measured in a well counter. To tal body radia tion dosage to the subject was estimated to be under 90 mrad/50 mCi of I50-water introduced. All studies were approved by the UCLA Human Subject Protection Com mittee.
PET measurements were collected using the "medium resolution sampling, " "septa in, " and "shadow shield out" options (Hoffman et aI. , 1981) . The standard Neu roECAT software system was slightly modified in ad vance to save all the raw counts between each pair of coincidence detectors and the exact time of data collec tion, but otherwise was run normally. Before administra tion of the tracer, transmission measurements were ob tained with a 68Ga ring source for attenuation correction. At the time of tracer administration, five 90-s scans were initiated. Only data from the three straight planes (3 cm apart) of the NeuroECAT were collected (i. e. , the two crossplanes were ignored). After the scans were com pleted, regular PET images for the straight planes were reconstructed. A low-resolution reconstruction filter of NeuroECAT was used, giving an image resolution of 1. 2 cm full width at half-maximum (FWHM) (Hoffman et aI., 1981) . The raw count data were saved on disk by the soft ware modification. The data were normalized for detec tion efficiency and were sorted according to the projec tion position of the coincidence detector pairs to give the time functions of the projection measurements. The pro jected measurements were integrated in time (using linear interpolation between the sampled data points) and then reconstructed in the spatial domain by the NeuroECAT PET reconstruction program to give the images of J Q dt and JQ* dt (Huang et aI. , 1982) . This procedure of projec tion integrations in time and then the reconstruction in the spatial domain was repeated for five different integra tion times T (152. 7 s, 254. 6 s, 356. 4 s, 407. 3 s, 458. 2 s) to investigate the effect of varying the total data collection time. Q*(T) was calculated using the regional value ob tained for a given region of interest by Eq. 3.
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(3) Q(T) was then obtained as Q*(T)e-�T. Note, however, that for the data points corresponding to T = 407. 3 s, the averaged value over the particular region of interest of the last two 90-s PET images was used for estimating Q*(T), instead of just averaging over one scan period as in Eq. 3 above. This is because the particular time T of 407. 3 s lies at the end of a scan period (as opposed to the midpoint of the scan period, as is the case with the other Ts), and therefore, to obtain Q*(T), one cannot average over that scan period alone. Flow and distribution volume images were calculated (on a pixel-by-pixel basis) according to Eqs. 1 and 2. The software program system BLD (Carson et aI. , 1981) was used to facilitate the data processing.
The calibration between the NeuroECAT scanner and the well counter (for measurement of blood radioactivity concentrations) was performed according to the estab lished routine previously described (Phelps et aI. , 1979a (Phelps et aI. , , 1979b Huang et aI. , 1980) . Specific gravities (densities) of 1. 036 and 1. 027 g/ml for gray and white matter (Cho et aI. , 1975) , respectively, were assumed to calibrate the PET measurements on a per-gram basis. For whole brain values, the specific gravity was assumed to be 1. 032 g/ml.
Regional values of lCBF and lCWV were obtained by using the NeuroECAT region of interest software pro gram. All regions of interest were taken from a cross-sec tion at 7 cm (± t cm) above the orbitomeatal line. The other two planes scanned by the PET were not used for this particular study. Two circular regions of interest of l-cm diameter each were used to obtain a representative value for gray matter and, similarly, two regions for white matter. The gray matter regions were placed in the neigh borhood of the left and right lateral superior occipital gyrus. The white matter regions were placed in the neighborhood of the left and right parietal lobar zone. A whole brain region was also used. The locations of the region of interest were selected on the flow images and applied to both the flow and volume images. Values for the representative gray matter, white matter, and whole brain were averaged for the four patient studies.
Simulation studies
Computer simulations were performed to investigate the changes in the estimated lCBF as a function of the integration time T (as well as ICWV as a function of T) for two different model configurations (shown in Figs. lA  and B ). In the communicating two-compartment model (Fig. tAl , the tissue element is represented by two com partments. Compartment one is perfused by blood flow F, with a tracer concentration of Ci. The delivered tracer is well mixed with a concentration C I in a distribution volume VI' The tracer is also transported to and from the second compartment as determined by the rate constants KI and K2, respectively. The concentration of the tracer in the second compartment is given by C2, and it is dis tributed in a volume of V2• Tracer in this compartment is cleared from tissue via compartment one and through physical decay of radioactivity in both compartments. This model's physiological relevance can be interpreted
The communicating two-compartment model (A) for describing the kinetics of diffusible tracers in a small ele ment of uniform tissue. Compartment one is perfused by blood flow F, which delivers the tracer of concentration C; to this compartment. The delivered tracer is well mixed with a concentration of C1 in a distribution volume V1 • The tracer is transported to and from the second compartment as deter mined by the rate constants K1 and K2, respectively. The concentration of the tracer in the second compartment is given by C2, and it is distributed in a volume V2. Tracer is also cleared from tissue via compartment one and through phys ical decay of radioactivity in both compartments. The differ ential equations describing this system are given by:
where 01 and O2 are the amount of radioactivities in com partments 1 and 2, respectively. The parallel two-compart ment model (8) can also be used for describing the kinetics of diffusible tracers in a small element of uniform tissue. The tissue element is divided into two distinct elements, each re ceiving a fraction of the total blood flow F with tracer con centration of C;. Tracer concentrations of C1, C2 in volumes V1 , V2 are in the two compartments, respectively. Tracer is cleared from tissue via both compartments directly. The dif ferential equations describing the system are given by:
in two ways. It could represent a fast and a slow com partment for water movement, where the fast compart ment represents freely exchangeable water, and the slow compartment represents water that is bound to various components of the molecular constituency of tissue. Al ternatively, it could represent the transport of water from the vascular space (represented by the first compartment) to the interstitial and cellular spaces (represented by a second compartment) . In the parallel two-compartment model (Fig. IB) , the tissue element is divided into two distinct elements, each receiving a fraction of the total blood flow F, with tracer concentration of C. The tracer concentration is CI, C2 in volumes VI' V2, respectively.
Tracer is cleared from tissue via both compartments sepa rately. This configuration could represent two water spaces with different exchange rates within a given pixel element, each receiving a fraction of the total flow F.
For each model, the total radioactivity in the tissue ele ment can be formulated as the sum of the activities in each compartment [Q(t) = QI(t) + Qit)]. For the com municating and parallel models, Q(t) is described by Eqs. 4 and 5, respectively.
(where @ denotes the operation of convolution). All sim ulations were accomplished by using an input function [q(t)] taken from one of the patient studies (Fig. 2) .
For the simulation of the first model ( Fig. IA) , Eq. 4 was used to generate the total activity Q(t). From these data, Q*(t) was then obtained as Q(t)e". Then, the time integrals JQ(t) and fQ*(t) were computed as described above. lCBF and ICWV were the estimated by Eqs. 1 and 2, which assume the single-compartment model. The analysis was repeated for different integration times T and for various sets of parameters. For the simulation of the second model (Fig. lB) , the same procedure was re peated using Eq. 5. The hypothesis was as follows. If the functional relationship for lCBF versus T (as well as ICWV versus T) as produced by the simulation data was similar to that seen with the patient data, then this would lend support to the particular model configuration that generates the simulated data.
RESULTS AND DISCUSSION
The calculated lCBF and lCWV for four patients as a function of the data collection time Tare shown in Fig. 3 . Note that with increasing T, the calculated lCBF and lCWV change rapidly at first and then for T > -6 min, they level off. This trend was seen for every patient and is therefore also seen in the composite graphs. The variation in the lCBF and lCWV depicted by the error bars in the graphs is primarily due to several factors: (1) varia tion in the location of the cross-section chosen for study from patient to patient; (2) the exact location of the region of interest (within the cross-section) chosen from patient to patient; and (3) individual variances in true blood flows, in part due to dif ferent Pac02 values between patients. Note that it is not the variation among the subjects or the absolute magnitude of the lCBF and lCWV obtained that are relevant to the present study, but rather the changes in lCBF and lCWV as a function of the in tegration time used. Although the subjects studied are at-risk Huntington patients and the calculated lCBF values seem lower than in normal subjects (Frackowiak et ai., 1980; Huang et ai., 1983) , there is no indication that any of these subjects has the abnormal gene associated with Huntington's dis ease, as indicated earlier. Thus, the observation shown in Fig. 3 is not expected to be restrictive to the group of at-risk Huntington patients.
Results from the simulation studies are shown in Fig. 4 . Although these graphs depict the special case of certain fixed parameter values, they are representative of a whole series of curves that were actually generated. The results of varying the pa rameter values can be summarized as follows. For all parameters values and for both models of Fig.  lA and B , the estimated lCBF for small Twas closer to the true value, but as T increases, the cal culated lCBF decreases. The magnitude and the rate of decrease is dependent on the exact param eter values. For example, for the model of Fig. lA , the magnitude of decrease is smaller for large Kj and K2 values or for larger values of VjIV2, with Vj + V2 fixed. This is as expected, because with large Kj and K2 values or for a small V2 value (relative to Vj), the two-compartment model is better approxi- mated by a one-compartment model. For the model of Fig. 1 B, it was found that the magnitude and the rate of decrease are smaller for larger V2IVj• For all parameter values and for both models of Fig. lA  and B , the estimated lCWV is underestimated for small T and approaches its true value for larger T. The magnitude of underestimation at small T and the rate of increase toward the true value are again highly dependent on the parameter values. In gen eral, they follow the behavior of the estimated ICBF, as described above. For example, for the model of Fig. lA, the the magnitude and the rate of increase is smaller for larger Vz/Vj• Other possible explanations for the results ob tained with the patient data were explored. These include the timing error between the blood and tissue time-activity curves (Koeppe et aI., 1986), dispersion of the blood time curve due to blood vessels (lida et aI., 1986), as well as the tissue het erogeneity effect (Huang et aI., 1986) , as detailed separately below. Physiological changes in the pa tient during the scan period are a possible, but not a very likely explanation for the variations observed.
The variation seen in the patient data might be due to the timing error of the blood time-activity curve relative to the tissue time-activity curve. The current procedure is to align these two curves by matching the radioactivity appearance times of the two curves, as the appearance of activities in blood and projection measurements should be si multaneous. A simulation was done to study the ef fects of shifting the sampling time of the blood curve with respect to the tissue time-activity curve. The single-compartment model was assumed for both the simulation of data and for calculating ICBF and ICWV. However, the blood time-activity curve used in obtaining the simulated data was dis placed (± 1-8 s) with respect to the blood time-ac tivity curve used in calculating ICBF and ICWV. The results of this simulation showed that if the blood time-activity curve used in calculating ICBF and ICWV was displaced -5 s relative to the curve used in generating the simulated data (i.e., sam pling times of the blood curve were increased by 5 s), then the ICBF versus T and ICWV versus T curves looked similar in shape to those that were observed with the patient data (Fig. 3) . However, in this case, ICBF was overestimated for small T and approached the true ICBF asymptotically for large T. The ICWV was underestimated for small T and approached the true ICWV for large T. For a timing displacement of + 5 s, the same asymptotic effect was seen for both curves, but now ICBF was un derestimated for small T, and ICWV was overesti mated for small T.
It is possible that the variations seen in the pa tient data could be accounted for by a displacement in time between the blood curve and the tissue curve. However, on physiological grounds, it is hard to justify a nonsimultaneous rise in the blood time-activity curve and the tissue time-activity curve. Also, if the timing error was the problem, then the true ICBF would be close to the estimated value at large T, but this estimated value is found in the present studies to be low as compared to ICBF values obtained by other techniques (Devous et aI., 1986) .
Another simulation study was performed in order to evaluate the effect of dispersion of the blood curve by the blood vessels. The possibility that the input function arriving at the brain is not dispersed as much as the blood time-activity curve measured at the radial artery might also explain the variation observed with the patient data. This simulation as sumed that the measured blood curve Cm(t) and the one arriving at the brain Cj(t) are related by Cm(t) = D(t) ® Cj(t), where D(l) is the dispersion function. D(t) was approximated by a monoexpo nential function lid e-tid, where d is the mean delay time caused by the dispersion. The single-compart ment model was assumed for both the simulation of data and for calculating ICBF and ICWV. The blood time-activity curve used in calculating ICBF and ICWV was dispersed for various values of d (1-12 Vol. 7, No. 1, 1987 s) with respect to the blood curve used in simu lating the data. The results of this simulation showed that if the dispersion time was larger than 10 s, then results similar to those observed with the patient data could be obtained. Once again, as with the timing error simulation, ICBF was overesti mated for small T and approached the true ICBF asymptotically for increasing T. The ICWV was un derestimated for small T and approached the true ICWV for increasing T. Based on physiological grounds, it is hard to justify a dispersion time dif ference as large as lOs between the brain and the radial artery. However, it is possible that part of the variation seen in the patient data could be due to the dispersion of the input function by blood vessels.
To assess how much variation in ICBF and ICWV might be due to gray and white matter mixing within a given pixel element, another simulation was done, assuming ICBF in gray and white matter to be 0.8 and 0.2 ml/min/g, respectively. Values of ICWV in gray and white matter were set equal to 1. 0 and 0. 9 ml/g, respectively. The estimated ICBF and ICWV were calculated by Eqs. 1 and 2, and the ratio of the estimated to true ICBF (by proper weighted average of ICBF in gray and white matter) was computed for different gray and white matter mixtures and for various Ts. The results have the same trend as obtained with the patient data ( Fig.  3) , but with a smaller magnitude. At larger T values, ICBF is underestimated most, whereas ICWV is underestimated most as lower T. For a mixture of 30% gray matter and 70% white matter, the variation observed in ICBF and ICWV as func tions of T, as well as the amount of underestimation for both ICBF and ICWV, are largest, but can only account for less than 30% of what is observed in patient studies (Fig. 3) . Therefore, the magnitude of variation seen in the patient data is unlikely to be due to the tissue mixing alone.
Results of using the single-compartment model for simulation and for calculating ICBF and ICWV showed no variation of the estimated values as a function of the total data collection time. This fur ther confirms that the effect observed in the patient data ( Fig. 3 ) and in the simulations (Fig. 4) is not due to the particular flow estimation technique used or due to its implementation.
Both models in Fig. 1 seem to be able to account for the general trend seen for the patient data. Fur thermore, it can be shown that any model with two or more exponential terms in the response function would produce results similar to that seen with the patient data ( Fig. 3A and B) . The values of the rate constants in the exponential terms can affect the curvature of the plots seen. Thus, one can theoreti cally find the appropriate parameter values to fit the observed patient data. However, with the lim ited number of time points available in our present data, it is difficult to uniquely determine all the pa rameter values of a two-compartment model. Pre liminary results of fitting the patient data (Fig. 3) with the communicating two-compartment model indicate that the data are consistent with 2: 1 ratio between the volumes of the fast and slow pools. Further studies in parameter identification for the various two-compartment models are presently in progress. The higher spatial and temporal sampling capabilities of the new generation PET scanners (Hoffman et aI., 1986) are expected to provide data that allow for better determination of the parameter values and better assessment of the cause for the variations observed in the patient data.
CONCLUSION
In the present study, the effect of data collection time on PET measurement of ICBF and ICWV, using the integrated projection technique and 150_ water, has been investigated in at-risk Huntington subjects. It has been shown that ICBF and ICWV are dependent on the data collection time used. This dependency indicates that the one-compart ment model is probably inadequate for describing the tracer kinetics of ISO-water in cerebral tissue over a time interval of 8 min. The simulation results show that a two-compartment model would be more adequate. However, it is not possible to de fine a unique configuration for a two-compartment model based on the tracer kinetics alone. Biolog ical/physiological considerations are needed. Also, it was shown that some of the variations seen in ICBF and ICWV can be accounted for by other factors: the timing error between the blood and tissue time-activity curves, dispersion of the blood curve at the sampling site relative to the curve at the brain, and gray and white matter mixing within a given pixel element due to finite image resolution. More studies are needed in assessing the signifi cance of each of these factors. 
