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Motivated by the engineering applications of uncertainty quantification, in this work we draw connections
between the notions of random quantum states and operations in quantum information with probability distri-
butions commonly encountered in the field of orientation statistics. This approach identifies natural probability
distributions that can be used in the analysis, simulation, and inference of quantum information systems. The
theory of exponential families on Stiefel manifolds provides the appropriate generalization to the classical case,
and fortunately there are many existing techniques for inference and sampling that exist for these distributions.
Furthermore, this viewpoint motivates a number of additional questions into the convex geometry of quantum
operations relative to both the differential geometry of Stiefel manifolds as well as the information geometry of
exponential families defined upon them. In particular, we draw on results from convex geometry to characterize
which quantum operations can be represented as the average of a random quantum operation.
I. INTRODUCTION
Consider some arbitrary classical (i.e., non-quantum) experimental procedure, wherein experiments are performed and mea-
surements are taken to quantify some characteristic of some component. Suppose this component is to be included as sub-
component of a larger system and an engineer is charged with performing an analysis (likely via computer simulation) of how
variability of the sub-components affects the overall system performance. Such studies are commonly denoted sensitivity anal-
ysis, risk analysis, or uncertainty quantification [1, 2] and such techniques are of practical concern in a variety of contexts.
Suppose the engineer tracks down the experimental results for a given component (e.g., length tolerances for some packaging)
and is able to obtain the sample data generated by the experimentalist, or more likely, the reported mean µ and variance σ2. In
either case, it is likely that the engineer will model the distribution of the characteristic using the normal distribution N (µ, σ2),
and indeed, there is mathematical reasoning to do so [3], beyond any computational reasons for doing so. The engineer might
use samples from this distribution as part of a Monte Carlo analysis, or perhaps the functional form of the probability distribution
function can be used as part of a closed-form analysis.
A similar situation exists in quantum information, but it is often unremarked. On one hand, the evolution of an open quantum
system can often be treated as a noisy evolution, through the stochastic Liouville equation [4]. This type of description applies
to some of the most common types of qubits and their predominant decoherence mechanisms (see, e.g. Refs. [5–12]). On
the other hand, especially in the context of quantum gates or circuits, we speak of “the superoperator” or “the error channel”
for a given quantum operation, and not a stochastic process. Unlike the classical case, it is impossible to recover the quantum
operation associated with an individual quantum trajectory, only measurements collected at the end of an experiment, which
individually contain only partial information about the average quantum channel that generated the collections of measurements.
Thus, techniques for converting sets of quantum measurements into estimates of quantum states or channels, called tomography,
are essentially computing estimates of the average quantities of interest, in much the same way that descriptive statistics such as
the mean and variance are used in classical contexts. This suggests that a rigorous statistical approach must be developed in order
to develop accurate assessments of the impacts of noise and imperfections on quantum systems, when only sample averages of
an underlying probability distribution are available.
Here, we develop such a statistical approach applicable to quantum information by showing the relationships between a
number of probability distributions common in the field of directional or orientation statistics [13, 14], but somewhat obscure
outside of this field, and a number of relevant structures in quantum information. In particular, we relate the parameters of these
distributions to certain forms of quantum operations. The hope is that these distributions can be used both in closed-form and
Monte Carlo analysis in the simulation of quantum circuits, as well a providing additional foundation for different inference
problems concerning quantum systems.
In the discussion below, we first cover a number of relevant forms of quantum operations that we will later draw connections
to from the field of orientation statistics. Next, we introduce the concept of an exponential family, which is a geometric concept
that generalizes many of the familiar properties of normal random variables, such as the sufficiency of the sample mean and
variance fully describing the sampled data, as well as the maximum entropy property that the normal distribution exhibits among
all random variables with a fixed variance. The preliminary discussion is concluded by a brief overview of Stiefel manifolds,
which will be the sample space (instead of Euclidean space) on which the relevant probability distributions will be defined.
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2A. CPTP Maps
In quantum information, a quantum state is represented by a density operator ρ, where ρ ∈ CN×N is a positive semi-
definite, Hermitian matrix with Tr(ρ) = 1 [15]. Quantum operations are then completely positive, trace-preserving (CPTP)
maps [15]. Here, we will make the additional assumption that the quantum maps of interest map to density operators of the same
dimension as the input dimension, but this can be generalized. Below we will summarize some relevant properties and equivalent
representations of CPTP maps that will help to draw the connection to the field of orientation statistics. More information about
various forms of CPTP maps can be found in e.g. [16–18].
Choi’s theorem on completely positive (CP) maps [19] states that any CP map Φ(ρ) can be written in the Kraus form
Φ(ρ) =
m∑
i=1
AiρA
†
i (1)
where Ai ∈ CN×N and m is said to be the Kraus rank of the map Φ and m ≤ N2. The added characteristic of trace preserving
(TP) is equivalent to
∑
iA
†
iAi , 1N . Note that the Kraus form is not unique, that is, different sets of Kraus operators Ai can
create equivalent maps.
Let |·〉〉 denote the vectorization operator, and 〈〈·| = |·〉〉†. From the Kraus form, two additional representations of CPTP
maps can be defined, the Choi matrix form
Λ =
m∑
i=1
|Ai〉〉〈〈Ai| , (2)
and the Liouvillian superoperator (or dynamical matrix form)
L =
m∑
i=1
A∗i ⊗Ai , (3)
where ∗ denotes entry-wise conjugation, not conjugate transposition (†). These forms are of course equivalent and are related by
a reshuffling involution [17, 18].
Let Tr2 denote the partial trace over the second Hilbert space in a composite system, so that Tr2(A ⊗ B) = A. The TP
property implies that Tr2(Λ) = 1N (and thus Tr(Λ) = N ) and it is obvious from the form in (2) that Λ is a positive semi-
definite Hermitian matrix. As (2) has the same functional form as a density operator on CN2×N2 , there is an isomorphism
between Λ/N and density operators on the higher dimensional space N2, called the Jamiołkowski isomorphism [20]. Since Λ
is a Hermitian positive semi-definite matrix, we can diagonalize it as Λ = KDK† where K is a unitary matrix (in particular, its
columns are orthonormal) and D is a diagonal matrix whose entries Dii ∈ [0, N ] and
∑
Dii = N . Letting |Ki〉〉 denote the ith
column of the above decomposition, Λ can be used to define “canonical” Kraus operators
√
DiiKi.
While Λ enjoys a number of useful structural properties, the Liouvillian superoperator is convenient for the propagation of
state, as L(ρ) = L|ρ〉〉. In this work, the primary use of the superoperator will be as it relates to the Pauli transfer matrix or
affine form [16]. For a single qubit system (N = 2), the Pauli transfer matrix is the Liouvillian superoperator expressed in the
basis spanned by the vectorized Pauli matrices |σI〉〉, |σX〉〉, |σY 〉〉, |σZ〉〉. Higher dimensional analogues exist [16], but the key
concept is that states ρ (in say, the computational basis) are mapped to Bloch vectors ϕ ∈ RN2−1 with ||ϕ||2 ≤ 1 and unitary
quantum operations are represented as rotations (elements of SO(N2−1)) of ϕ along a hypersphere. The affine form of general
CPTP maps can include two rotation components, a contraction component, and linear shift, but the focus here will be on affine
representations of unitary operations.
B. Sufficient Statistics and Exponential Families
A probability distribution p(x; θ) parameterized by θ is said to be an exponential family if p(x; θ) can be expressed as
p(x; θ) = exp(〈θ, T (x)〉 − ψ(θ) + κ(x)) , (4)
where
• θ are the natural parameters
• T (x) are the sufficient statistics [21, 22], typically linearly independent
• ψ(θ) is the log-normalizer which causes p(x; θ) to integrate to one
3• k(x) is the carrier measure that determines the support of the distribution, for example on the positive reals or some
manifold embedded in Euclidean space
Exponential families play a prominent role in statistics [23, 24], particularly in the context of maximum-likelihood estimation.
Many common distributions such as Gaussian, exponential, Bernoulli, etc., are exponential families. Two basic facts of expo-
nential families motivate their study here. The first is that the so-called expectation parameters η of a probability distribution are
defined by η = Ep(x;θ)[T (x)] and are in one-to-one correspondence with the natural parameters θ, meaning that any estimates
θˆ of θ are functions of sample averages of T (x) [23, 24]. This is the key principle that allows for samples from a normal dis-
tribution to be completely summarized by the mean and variance of the data, and is essentially a unique property to exponential
families.
The second motivating fact is that among all possible exponential families with sufficient statistics T ′ that contain T , the
exponential family whose sufficient statistics are just T maximizes the entropy E[− log(p(x))] [23]. This property is one reason
why it is reasonable to assume normal distributions on some random parameter when only a mean and variance are reported
without any additional information, such as a Bayesian prior or valid range on the parameter. Note that any two sets of statistics
that span the same set in function space define the same distribution and will enjoy the same maximum entropy property. For
example, this is why mean E[x] and variance E[(x − E[x])2] or mean and second moment E[x2] will both lead to the normal
distribution (when the domain is the entire real line).
In quantum information, we often speak of the superoperator (or other equivalent representation) associated with a quan-
tum channel, when in physical reality various external sources (generally grouped into semiclassical noise or bath) result in a
(seemingly) random quantum operation even when the input control pulses are meant to be identical. Furthermore, given the
mathematics of quantum measurement and tomography, it is not possible to measure individual quantum trajectories and pro-
duce a sample of superoperators to apply statistical techniques to. Instead, the tomographic process produces an estimate of an
average superoperator Lˆ or an equivalent representation [25–27]. The remainder of this paper discusses probability distributions
for random quantum states and CPTP maps for whom the statistic Lˆ (or an equivalent representation) is sufficient in the sense
described above.
C. Stiefel Manifolds
Suppose X ∈ Fn×k (F = R,C,H) with X†X = 1k, then X is called a k-frame of orthogonal vectors in Fn. The set of all
such X forms the Stiefel manifold Vk(Fn). In particular:
• Vn(Rn) ∼= O(n), Vn(Cn) ∼= U(n)
• V1(Rn) = Sn−1, V1(Cn) = S2n−1 (i.e., unit spheres)
• Vn−1(Rn) ∼= SO(n), Vn−1(Cn) ∼= SU(n)
Thus, for random quantum operations that are unitary, Vn−1(Cn) is of interest. Furthermore, Vn−1(Rn) is relevant for unitary
rotations both from the Bloch representation of the operation (i.e., the PTM), and also from decomposing U into its real and
imaginary parts, constructing a real-valued matrix. Fortunately, Stiefel manifolds are the natural sample space for generalizations
of directional statistics (often called orientation statistics) [13, 14] so a number of exponential families have been defined on
Stiefel manifolds, along with inference [13, 14, 28] and methods for generating random samples [29–31].
Since all Stiefel manifolds are compact, they admit a Haar measure and can thus be sampled uniformly. This fact will be
exploited in the discussion below, and here for completeness we describe a known method for uniform sampling of real and
complex Stiefel manifolds [14]. Let X ∈ Rm×n, m ≤ n be matrix whose entries are independent samples from a real Gaussian
distribution with zero mean and unit variance, then X is a sample of the real-valued Ginibre ensemble [32]. By taking the
QR-decomposition of X , the polar matrix Q is an element of Vm(Cn) (see [29] for some technical implementation issues).
Similarly, if X and Y are independent samples from the Ginibre ensemble, then the QR decomposition of Z = X + iY yields
uniform random elements in Vm(Cn).
In addition to the spaces U(N), SU(N), and SO(N2−1) which naturally arise in the context of quantum operations, consider
a set of k matrices {Aj} ∈ CN×N . Let S denote the matrix formed by stacking the Aj , so that
S =

A1
A2
...
Ak
 . (5)
Since S†S = ∑j A†jAj , we have that if S ∈ VN (CkN ), then the matrices Aj are valid Kraus operators for a CPTP map. Thus
we have that there is a correspondence between Kraus operators and columns of unitary matrices, as noted in [17]. We will
4consider CPTP maps defined by N2 Kraus operators (which is always possible) and call the associated matrix S ∈ VN (CN3)
the Stiefel form of a CPTP map. Note that since we can rearrange the index of the Kraus operators, this representation is not
unique.
II. RANDOM QUANTUM STATES
Quantum states are represented by density operators, which are Hermitian trace one matrices. This space is compact and can
be sampled uniformly, for example by uniformly sampling the eigendecomposition ρ = KDK† of the density operator ρ. The
columns of the matrixK are complex and orthonormal, and are thus unitary matrices which can be sampled uniformly according
to the method described in Section I C. The matrixD is diagonal and must have TrD = 1, which amounts to uniformly sampling
from the simplex, which can be accomplished (for example), by sampling N + 1 numbers uniformly in [0, 1], sorting them, and
taking their difference as the sample elements on the diagonal of D [33]. With probability one, density operators generated
in this fashion will have rank N , but by setting some diagonal elements of D to zero, we can achieve an arbitrary purity level
(although for pure states it is more efficient to sample uniformly from from V1(CN ).
Suppose, however, we have performed state tomography on a quantum system and have produced an (average) estimate for
a state, ρˆ. Unless ρˆ is close to 1/N , then a uniform model is unlikely to be representative. Certainly, we would hope that state
preparation is very close to the targeted pure state. Below, we discuss two classes of distribution that are capable of producing
non-uniform and concentrated distributions of random states.
A. Random Pure States
First, consider a random pure state with (random) density operator ρ. Since the space of density operators is convex, we have
that the average ρˆ of random pure states is also a valid density operator, but it is not necessarily pure (and will only be so if the
random variable is constant). In this case, a natural representation of the pure state ρ is a unit vector ϕ called a (generalized)
Bloch vector [15] which is also the state representation used in an affine form of a CPTP map [16]. The unit vector ϕ is an
element of V1(RN
2−1) by definition, and the average Bloch vector ϕˆ is the sufficient statistic for the vector Von Mises-Fisher
distribution on V1(RN
2−1). The vector Von Mises-Fisher distribution is specified by two natural parameters, the mean direction
µ (a unit vector), and the concentration parameter κ ∈ (0,∞). The probability density function of the vector Von Mises-Fisher
distribution is
pV F (X;µ, κ) = cV F (µ, κ) exp(κµ
>X) (6)
where cV F is a normalization involving Γ and Bessel functions [13]. Methods for computing the natural parameters from an
average ϕˆ can be found in [13].
B. Random Mixed States
Consider an element X ∈ Vk(CN ) ⊂ CN×k, and denote the (orthonormal, by assumption) columns of X by ~xi, i = 1, . . . , k,
then
Tr(XX†) =
k∑
`=1
N∑
i=1
N∑
j=1
x`ix
∗
`j
=
k∑
i,j=1
〈~xi, ~xj〉
= k .
(7)
Noting XX† is Hermitian and positive semi-definite (consider (2)), when properly normalized by 1/k it is a density density
operator. Thus, elements X ∈ Vk(CN ) can be identified with a density operator density operators of dimension N with purity
k.
Consider the family of probability distributions defined on Vk(CN ) with the following form:
pMB(X;A) = cMB(A) exp
(
Tr
(−X†AX)) (8)
5where cMB(A) is a normalizer. These distributions are known as the (complex) matrix-Bingham distributions [13, 14] and
are often used to model axial data x in which ±x are indistinguishable, as opposed to directional data θ, i.e., angles. These
distributions have also found applications in the analysis of shape [34], where the scale of the data is normalized and there is a
desire for rotation invariance.
Given a Stiefel manifold onRN orCN , the matrix-Bingham distribution is defined by a natural parameter matrixAwhose dual
is the expectation parameter E[XX†]. This distribution is known to maximize the Shannon entropy relative to the Haar measure
on a given Stiefel manifold among all distributions with the same moment criterion specified by E[X] = 0 and E[XX†]. Note
that the moment constraint E[X] = 0 is consistent with the phase ambiguity in quantum mechanics. Thus, given an average
density operator, we can associate with it a probability distribution that has sufficient statistics specified by that average, and is
in some sense the least informative distribution on that Stiefel manifold.
Note that the literature is predominately focused on the real-valued matrix Bingham distribution. However, given A as the
natural parameter (i.e., concentration matrix) for a complex matrix-Bingham distribution on Vk(CN ), let
AR =
[
ReA − ImA
ImA ReA
]
(9)
and let Y ∼ exp(TrY ARY >) be distributed as a real-valued matrix-Bingham distribution on Vk(R2N ). Then, let YR denote
the first N rows of Y and YI denote the remaining N rows. The random variable Z = YR + iYI will be distributed as a complex
matrix-Bingham variable with natural parameter A on Vk(CN ) [31].
III. RANDOM CPTP MAPS
Sampling uniformly from the space of CPTP maps was discussed in [17] (note their notation is in some sense dual to the
notation here), by first selecting the rank of a Choi matrix and using the complex Ginibre ensemble with an appropriate nor-
malization. A statistically identical approach can be achieved by generating S matrices using the Ginibre ensemble and the QR
decomposition. In either case, by assuming a Kraus rank of 1, one can sample uniformly from the space of unitary operations.
Thus, there are known mechanisms for sampling uniformly from various spaces of CPTP maps.
The focus on fault tolerant quantum computation, however, has emphasized the generation of gates that are strongly con-
centrated (in some sense) about the ideal, so much so that the ensemble average of the random quantum operations is nearly
identical to the ideal gate. For the purposes of inference (e.g., tomography), circuit-level simulation, and system modeling this
indicates that we need distributions on appropriate spaces that are capable of producing strongly concentrated distributions, and
can be defined in terms of the average CPTP map (i.e., the output of some process tomographic algorithm).
A. Random Unitary Operations and the matrix Fisher Distribution
Let X be an element of VN (CN ), as noted above, X is a unitary matrix, and since representations such as the Choi matrix
and Liouvillian superoperator are inherently quadratic in terms of the entries ofX , we might tempted to use the matrix-Bingham
distribution with its sufficient statistic XX†, and look for correspondences to these matrix representations. However, since X is
unitary, XX† = 1N for all X , meaning the only valid matrix-Bingham distribution on this space is equivalent to the uniform
distribution.
The next logical step is to consider VN−1(CN ) to consider random special unitary operations. If we decompose X ∈
VN−1(CN ) into its columns byX = [x1, x2, . . . , xN−1] and let x˜ denote the unique vector such that the matrix [x1, . . . , xN−1, x˜]
is an element of SU(N). In this case, we have have that the sufficient statistic of the matrix-Bingham distribution XX†, can
be written as
∑N−1
j=1 xjx
†
j . From the this column-representation, we have that the expected Choi matrix of the element SU(N)
associated with random X is
Λ = E [|[x1, x2, . . . , xN−1, x˜]〉〉〈〈[x1, x2, . . . xN−1, x˜]|]
= E


x1x
†
1 x1x
†
2 · · · x1x˜†
x2x
†
1 x2x
†
2 . . . x2x˜
†
...
...
. . .
...
x˜x†1 x˜x
†
2 · · · x˜x˜†

 . (10)
From (10) we have that the sufficient statistic for a matrix-Bingham distribution on VN−1(CN ) can be associated with a Choi-
matrix by summing the first N −1 terms on the block-diagonal in (10). The quantity E[x˜x˜†] is determined by∑N−1j=1 xjx†j from
the partial trace constraints on Λ, but the off diagonal terms are essentially being ignored. In this sense, the matrix-Bingham
6distribution is a statistical sub-model of distributions on SU(N) that have Choi matrices as sufficient statistics, and information
contained in these off-diagonal terms are being discarded. This is notionally similar to the relationship between a Guassian
random vector with non-diagonal covariance matrix and its diagonalization.
In order to capture this missing information in a sufficient statistic, we turn to the Pauli transfer matrix or affine form of a
quantum map. In this form, a given quantum operation maps Bloch (or Bloch-like) vectors ϕ to Aϕ+ τ . In the case of a random
unitary map, the channel will be unital and thus τ = 0, meaning the average map is defined only by A, and special unitary
operations of the density operator will correspond to special orthogonal operations on ϕ. Thus, we should look for distributions
on SO(N2−1) whose sufficient statistics correspond to average elements of SO(N2−1). One such candidate is a generalization
of the Von Mises-Fisher distribution called the matrix-Fisher distribution. A random matrix X is said to have the matrix-Fisher
distribution with parameter F if its probability density function (relative to an appropriate Haar measure) is of the form
pMF (X;F ) = cMF (F ) exp
(
Tr
(
F>X)
))
(11)
where cMF (F ) is a normalizer.
In a similar manner to the way the matrix-Bingham distribution generalizes a single vector to multiple axes, the matrix-Fisher
distribution generalizes distributions of random angles into random orientations. Unlike the matrix-Bingham distribution, the
matrix-Fisher distribution distinguishes between±x. The matrix-Fisher distribution is determined by a natural parameter matrix
F whose dual is the expectation parameter E[X], the additive mean. Like the matrix-Bingham distribution, the matrix-Fisher
distribution is also a maximum entropy distribution on its associated manifold with the moment criterion E[X].
In the literature, there are two subtly distinct families of matrix-Fisher distributions that generate random elements from
SO(N2 − 1). These have the same general functional form as (11), but draw from different sample spaces, namely the Stiefel
manifold Vn−1(Rn) and the rotation group SO(n). Since Vn−1(Rn) can be uniquely identified with an element of SO(n),
one might think these two distributions are identical, but they are in fact different. The parameter space for the matrix-Fisher
distribution on Vn−1(Rn) is a n × (n − 1) matrix, whereas the parameter space for the matrix-Fisher distribution on SO(n) is
a n × n matrix. The two families are related, however, suppose F1 is the natural parameter for the matrix-Fisher distribution
on Vn−1(Rn) and let F2 = [F1;~0] be F1 with column of zeros appended. The matrix F2 is a valid parameter matrix for the
matrix-Fisher distribution on SO(n), and the two distributions specify the same distribution of random elements on SO(n).
Thus, the matrix-Fisher distribution on Vn−1(Rn) is a statistical sub-model of the matrix-Fisher distribution on SO(n) (in fact a
strict sub-model for n > 2). Additional details of the difference between these two classes of distributions can be found in [28].
Unfortunately, the version of the matrix-Fisher distribution on Vn−1(Rn) appears to be the more well studied version in statistics,
but less relevant for quantum applications, where it seems unlikely that rank-deficient average rotation will be used often. That
said, using a sign-preserving singular value decomposition, it is possible to sample from the matrix-Fisher distribution on SO(n)
using similar techniques to the Stiefel manifold version [28, 31].
B. General CPTP Maps
As is the case with unitary maps, the matrix-Bingham distribution initially appears to be an attractive choice for the generation
of non-uniform CPTP maps. Noting that a Choi matrix Λ is hermitian, positive semi-definite and has trace N , one might be
inclined to use it as the sufficient statistic for a matrix Bingham distribution, in an identical fashion as the random quantum
state case. However, even though Λ is CPTP, the random output map XX† is in general not TP (the use of matrix-Bingham
distributions would be ideal for non-uniform CP maps, however). One might be tempted to accept this and hope that the output
maps are nearly TP when Λ indicates a strongly concentrated matrix-Bingham distribution, and that the TP normalization process
would not affect the distribution too much. We attempted to use this technique, and in general it produces CPTP maps that are
not concentrated near the target map.
Another avenue for a statistical model for non-uniform CPTP maps is to note that the Stiefel representation S could be
generated by a (complex) matrix von Mises-Fisher distribution. The complex matrix von-Mises Fisher distribution can be
derived from the real valued distribution via a similar stacking trick as the Bingham distribution. This distribution initially
shows more promise than the matrix-Bingham distribution, but it too presents problems for more subtle reasons. While a given
Choi matrix can be used to generate Stiefel representation (ignoring for a moment the issue of a non-unique ordering of the
Kraus operators), we have that the average of random Choi matrix is again a Choi matrix (by convexity), whereas the average of
the equivalent Stiefel representations will lie “inside” the Stiefel manifold, and thus not be the Stiefel representation of a CPTP
map. Geometrically, we are sacrificing convexity for a simple manifold structure. Thus, using an average Choi matrix to map
to an average Stiefel representation S will always result in a degenerate (impulsive) distribution that has all probability mass at
S. That said, it is conceptually possible to “scale“ a given S by (1 − ε), ε ∈ (0, 1) that can be used to define a distribution
that generates random Stiefel representations with concentration about S parameterized by ε. Converting the random Stiefel
representations to Choi matrices and taking the average CPTP map does not empirically appear to be the desired average map,
but it can be made quite close as ε → 0. For some use cases this approximation may be sufficient, and an example application
of this approach is shown in Section IV C. It may be possible to compute the average of the resulting CPTP maps in such a way
7that the process could be inverted to find distributions whose average is exactly the desired, but would still have the issue of Choi
matrices being identified with many S.
Having shown that the previously discussed statistical models cannot generate exact non-uniform samples of arbitrary CPTP
maps, we will use the theory of exponential families to introduce a class of probability distributions defined on Stiefel manifolds
that uses a Choi matrix as its sufficient statistic.
Given a set of Kraus operators Ak, k = 1, · · · , N2, the entries of the equivalent Choi matrix Λ are
Λij =
∑
k
|Ak〉〉i|Ak〉〉∗j (12)
where |Ak〉〉i denotes the ith entry of the vector |A〉〉. Next, consider a reshuffling of the rows of the Stiefel representation S,
defined by the same Ak where
ξ =

|A1〉〉1 |A1〉〉N+1 . . . |A1〉〉N(N−1)+1
|A2〉〉1 |A2〉〉N+1 . . . |A2〉〉N(N−1)+1
...
...
. . .
...
|AN 〉〉1 |AN 〉〉N+1 . . . |AN 〉〉N(N−1)+2
|A1〉〉2 |A1〉〉N+2 . . . |A1〉〉N(N−1)+2
...
...
. . .
...
|AN 〉〉N |AN 〉〉2N . . . |AN 〉〉N2

, (13)
and decompose this into a block form
ξ =

ξ1 ξN+1 . . . ξN(N−1)+1
ξ2 ξN+2 . . . ξN(N−1)+2
...
...
. . .
...
ξN ξ2N . . . ξN2
 . (14)
Then, we have that Λij = ξ
†
j ξi = 〈ξj , ξi〉. Since we only re-shuffled rows, ξ is still an element of the same Stiefel manifold
as S. Treating an average Choi matrix Λ as a sufficient statistic for ξ is in effect specifying average inner products between the
components in the block structure of ξ in a way that is not captured by the matrix-Fisher or matrix-Bingham distributions. Such
a distribution would have exponential form
p(ξ; Θ) = C(Θ) exp

N−1∑
i,j=0

ξNi+1
ξNi+1
...
ξNi+N

†
Ai,j

ξNj+1
ξNj+1
...
ξNj+N

 (15)
where each Ai,j denotes the matrix
Ai,j =

ΘNi+1,Nj+1IN ΘNi+1,Nj+2IN · · · ΘNi+1,Nj+NIN
ΘNi+2,Nj+1IN ΘNi+2,Nj+2IN · · · ΘNi+2,Nj+NIN
...
...
. . .
...
ΘNi+N,Nj+1IN ΘNi+N,Nj+2IN · · · ΘNi+N,Nj+NIN
 (16)
and Θ is the natural form of the parameter (i.e., the dual coordinate system to the expectation parameter Λ/N [23]). For positive
semi-definite Ai,j , the distribution in (15) is the complex version of a generalized frame-Bingham distribution [35, 36]. The
real-valued frame-Bingham distribution can be Gibbs sampled via the techniques of [30] as per the discussion in [35, 36], and
using standard tricks for converting complex vector operations to real ones (see e.g., (9)) the complex variant can be generated
from an appropriate real-valued distribution. As far as inference procedures for the frame-Bingham distribution, [35] introduces
a procedure for approximating the normalizer C(Θ), but we conjecture that given the additional structure imposed by E[ξξ†] =
Λ ⊗ 1N the estimation process is replicated using the traditional Bingham distribution. Showing this explicitly is an area of
future research.
8C. Other Relevant Distributions
There are other non-uniform distributions on that appear in the literature that may be relevant in the context of quantum
information. The matrix-Fisher and matrix-Bingham distribution are actually subfamilies of the generalized matrix Bingham-
von Mises-Fisher distribution, which has the form
pBMF (X;A,B,C) = cBF (A,B,C) exp
(
Tr
(
C†X +BX†AX
))
. (17)
For spherical data (that is data on V1(Rn)), there are notions of bivariate extensions of the Fisher distribution (see [13, §11.4]
for a brief discussion and references). Additionally, the frame-Bingham distribution described above is itself a sub-model of
products of the generalized matrix-von Mises-Fisher distribution [35]. Such bivariate and multivariate extensions to the general
Stiefel manifolds will likely be needed for analysis of correlated gate sequences.
1. Non-Exponential Families
All of the families of probability distributions discussed above are exponential families, with the exception of the uniform
distributions (which are generally limits of exponential families), and as such enjoy the sufficiency and maximum entropy
properties, among a host of other geometrically motivated properties [23]. There are a number of other statistical models in the
literature that are not exponential families, but nevertheless have other attractive qualities, and we will briefly touch on them here.
In general, we are primarily exploiting isomorphisms in the geometry of a given Stiefel manifold and linking them to classes of
quantum objects. Thus, any probability distribution defined on a relevant Stiefel manifold will define random quantum objects
of that class, but may not have as clear of a link in terms of average states or maps.
The matrix angular central Gaussian (MACG) distribution [37] is another model for axial data that is easily generated from a
matrix normal random variate [14, 38]. Like the matrix Bingham distribution, it is antipodally symmetric, and is specified by a
concentration matrix A that determines the qualitative shape of distribution on the Stiefel manifold. Furthermore, MACG and
matrix Bingham distributions specified by the same A will have similar shapes. In fact, it is used in a rejection sampling scheme
for Bingham random variables [31]. In [31] the relationship between the matrix Bingham distribution and MACG distribution is
described as analogous to the one between the normal and Cauchy distributions.
Another broad class of distributions that are worth mentioning are so-called wrapped distributions [13]. For the angular case,
this corresponds to taking some random variable x on the real line, and considering the angular random variable θ = x mod 2pi.
Common examples include the wrapped normal and Cauchy distributions. This concept can be extended to more general
manifolds by considering multi-variate distributions on the tangent space of the manifold [14]. Due to the wrapping, it can be
difficult to estimate parameters of the underlying distribution but in the case of the wrapped normal, the von-Mises distribution
and its generalizations has been shown to be close in shape to the wrapped normal and in fact asymptotically approach it as
the distributions become more concentrated. Due to particular properties of the Fourier transform of the normal distribution’s
probability density function, it satisfies the property that the sum of two wrapped normals is also a wrapped normal [39], a
composition property that the von-Mises distribution does not satisfy. Since angular addition is equivalent to the composition of
rotation operations (in this dimension), further exploration of wrapped distributions in the more exotic spaces considered here
would be useful if we desire a family probability distributions that model random quantum operations that are closed under
composition.
IV. EXAMPLES
A. Dephasing Noise
Consider a single qubit system with a Hamiltonian of the form
Hz(t) = ζ(t)σZ (18)
where ζ(t) is a stochastic process. Then, the quantity U(t) defined by the solution to the differential equation
i
d
dt
U(t) = Hz(t)U(t) , U(0) = 1N (19)
is a random unitary operation. Fix t = T and let U , U(T ). Since all of the Hz are proportional to σZ , U will be of the form
U =
(
α 0
0 α∗
)
(20)
9for some α ∈ C with |α| = 1. Alternatively, since |α| = 1, α = exp iθ, where θ = ∫ T
0
ζ(t) dt for a particular trajectory of ζ.
The corresponding Liouvillian to U will be of the form
L = U∗ ⊗ U =

1 0 0 0
0 α∗
2
0 0
0 0 α2 0
0 0 0 1
 . (21)
Let T = [|σI〉, |σX〉, |σY 〉, |σZ〉]†, then the Pauli Transfer matrix is
R = T−1LT =
1 0 0 00 Reα2 Imα2 00 − Imα2 Reα2 0
0 0 0 1
 , (22)
which has corresponding affine form
ϕ→
 Reα2 Imα2 0− Imα2 Reα2 0
0 0 1

︸ ︷︷ ︸
A
ϕ+
00
0

︸︷︷︸
τ
(23)
LetA denote the 3×3 sub-matrix in the lower-right corner ofR. Since U is special unitary, A ∈ SO(3), and thusA is a random
element of SO(3). Suppose we are given an average dephasing Pauli transfer matrix A¯ generated by the dynamics in (18), then
it is
A¯ =
 ReE[α2] ImE[α2] 0− ImE[α2] ReE[α2] 0
0 0 1
 . (24)
To sample random matrices from SO(3) using the matrix-Fisher distribution with this average A¯ is problematic, since it is
degenerate, as the third column must always be [0, 0, 1]>. Instead, the matrix-Fisher distribution on SO(2) should be used and
used to generate the upper-left 2 × 2 portion of the random SO(3) element. Furthermore, the matrix-Fisher distribution on
SO(2) is equivalent to the matrix-Fisher distribution on V1(R2) [28] which is in turn equivalent to the Von Mises distribution
on the circle [13], although the latter is typically expressed in terms of an angle θ rather than an element of R2. Figure 1 shows
random dephasing operations generated using the above scheme, with average dephasing strength E[α2] = .9.
B. Depolarizing noise
The Choi matrix for Pauli channel depolarizing noise is (1 − px − py − pz)|σI〉〉〈〈σI | + px|σX〉〉〈〈σX | + py|σY 〉〉〈〈σY | +
pz|σZ〉〉〈〈σZ |, with pi ∈ [0, 1],
∑
pi ≤ 1. Converting this to a Pauli transfer matrix yields
R = (1− px − py − pz)I4
+ px
1 0 0 00 1 0 00 0 −1 0
0 0 0 −1
+ py
1 0 0 00 −1 0 00 0 1 0
0 0 0 −1
+ pz
1 0 0 00 −1 0 00 0 −1 0
0 0 0 1
 (25)
so the corresponding affine form is
ϕ→
1− 2(py + pz) 0 00 1− 2(px + pz) 0
0 0 1− 2(px + py)

︸ ︷︷ ︸
Ap
ϕ+
00
0
 . (26)
Note that this is consistent with (22) under the assumption that ζ(t) in (18) is zero mean so that E[Imα2] = 0. If we treat
the contraction matrix Ap in (26) as an average of random elements in SO(3), we can apply the matrix-Fisher distribution on
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FIG. 1: (a) Randomly sampled dephasing operations drawn from the Von Mises distribution as described above and applied to
the Bloch vector [0, 1, 0]>. (b) Histogram of random samples of dephasing angle θ sampled according to the Von Mises
distribution corresponding to the data in (a).
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FIG. 2: Randomly generated unitary maps whose average is the depolarizing channel with px = 0.001, py = 0.01, and
pz = 0.1 sampled according to the Von Mises-Fisher distribution on SO(3) applied to Bloch vector [
√
2
2 ,
√
2
2 , 0]
>.
SO(3). Figure 2 shows random samples of depolarizing channels drawn from the matrix-Fisher distribution on SO(3) whose
average corresponds to px = 0.001, py = 0.01 and pz = 0.1.
Since the depolarizing channel is expressed as a mixture over unitary maps, it is natural to treat a depolarizing channel
as the average of random unitary operations as in Figure 2. However, the same depolarizing channel in Choi form could
serve as the sufficient statistic for a frame-Bingham distribution as described in Section III B. In this case, the random CPTP
maps generated would be non-unitary with probability 1. Figure 3a shows random samples generated from the frame-Bingham
distribution applied to the same input state as Figure 2. Note that the shapes of the output distributions are are distinctly different.
Furthermore, although it cannot be seen from the figures themselves, since the operations in Figure 2 are unitary, the output states
are all on the surface of the Bloch sphere. However, in the case of the frame-Bingham distribution, the states are pulled in to the
Bloch sphere, resulting in a distribution of norms of Bloch vectors as in Figure 3b.
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FIG. 3: (a) Randomly generated CPTP maps whose average is the depolarizing channel with px = 0.001, py = 0.01, and
pz = 0.1 sampled according to the frame-Bingham distribution applied to Bloch vector [
√
2
2 ,
√
2
2 , 0]
>. (b) Histogram of norms
of output Bloch vectors corresponding to the data in (a).
C. Amplitude Damping
An example amplitude damping channel [15], parameterized by γ is defined by Kraus operators
A1 =
[
1 0
0
√
1− γ
]
, A2 =
[
0
√
γ
0 0
]
. (27)
The corresponding PTM is
R =
1 0 0 00 √1− γ 0 00 0 √1− γ 0
γ 0 0 1− γ
 (28)
which the first column indicates is non-unital, meaning the techniques in Section III A do not apply. Furthermore, amplitude
damping belongs to a class of CPTP maps that cannot be generated as the average of a random (i.e., non-constant) CPTP map,
as discussed in Section V. That said, we can generate distributions whose average is nearly the amplitude damping channel by
using the Stiefel representation
S =

1 0
0
√
1− γ
0
√
γ
0 0
0 0
0 0
0 0
0 0

, (29)
and set (1− ε)S (for small ε) as the average value for complex matrix-Fisher distribution as described in Section III B. Figure 4
shows the action of randomly sampled approximate amplitude damping channels (γ = 0.01) on the initial state |0〉, for decreasing
ε. For reference, we find empirically that for ε = 0.001 the diamond norm error between the average approximate amplitude
damping channel and the actual is around 0.05.
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FIG. 4: Attempts to approximate an amplitude damping channel (γ = 0.01) using the matrix-Fisher distribution on the Stiefel
representation for varying ε. Random samples are applied to the state |0〉 for presentation.
In addition to the matrix-Fisher approach, we can also use the frame-Bingham distribution to attempt to approximate the
amplitude damping channel using the corresponding Choi matrix
Λγ =
 1 0 0
√
1− γ
0 0 0 0
0 0 γ 0√
1− γ 0 0 1− γ
 . (30)
The first caveat to note is that the Choi matrix for an amplitude damping channel is in some sense singular, since it indicates
that ξ2 in the the alternative stiefel representation ξ is always 0. This singularity is easily handled by a slight modification to the
projection step in [30] for the first column of ξ. Even with this additional step, the frame-Bingham distribution is still not capable
of averaging to an amplitude damping channel. Instead, estimating the parameters in an attempt match the diagonal terms of the
Choi matrix with a frame-Bingham distribution, while trying to concentrate the distribution as strongly as possible is shown in
Figure 5a.
An alternative approximation that also uses the frame-Bingham distribution is to further restrict the distribution generated in
the projection step to be a random amplitude damping channel. Again, the average of random amplitude damping channels will
not be an amplitude damping channel, but we attempt to approximate by matching the diagonal terms of the Choi matrix. This
approach is shown in Figure 5b. In this case, since every operation produced is an amplitude damping channel for some random
γ, the map of the state |0〉 lies on the axis, unlike the other approximation cases.
D. A Non-Unital Example
Consider the amplitude damping channel above followed by the depolarizing channel. In PTM form, this channel is
R =

1 0 0 0
0 (1− 2(py + pz))
√
(1− γ) 0 0
0 0 (1− 2(px + pz))
√
(1− γ) 0
(1− 2(px + py))γ 0 0 (1− 2(px + py))(1− γ)
 (31)
which is non-unital, but unlike the pure amplitude damping channel, it can be represented by a frame-Bingham distribution as
shown in Figure 6.
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FIG. 5: (a) Randomly generated CPTP maps whose average is the depolarizing channel with px = 0.001, py = 0.01, and
pz = 0.1 sampled according to the frame-Bingham distribution applied to Bloch vector [
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√
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2 , 0]
>. (b) Histogram of norms
of output Bloch vectors corresponding to the data in (a).
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FIG. 6: (a) Randomly generated CPTP maps whose average is the nonunital channel in (31) with γ = 0.01, px = 0.001,
py = 0.01, and pz = 0.1 sampled according to the frame-Bingham distribution applied to Bloch vector [
√
2
2 ,
√
2
2 , 0]
>. (b)
Histogram of norms of output Bloch vectors corresponding to the data in (a).
V. CPTP MAPS REPRESENTABLE AS RANDOM CPTP MAPS
In this section we will give a geometric characterization the set of CPTP maps (of a given size) which can be represented by
the average of a random CPTP map of the same size. Note that this applies to any method of generating random CPTP maps
beyond what is presented here, including Pauli-channel error models and stochastic master equation approaches. For a convex
set C, a point x ∈ C is said to be an extreme point if C \ {x} is still a convex set. This definition implies that an extreme point
cannot be represented as the convex combination of other points in C, and as such an extreme point x cannot be the average
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of a non-trivial random variable taking elements in C. Note that there is a distinction between extreme points and boundary
points of C, all extreme points are boundary points, but not all boundary points are extreme (consider the edges of a square,
for example). Points that are not extreme points must be equal to some convex combination of extreme points, and thus can
be trivially represented as the average over these points when the extreme points are sampled according to their weight in the
convex combination. Thus, the question of representability in this manner is an exercise in classifying the extreme points of the
space of CPTP maps.
For general N , this appears to be an open question, however for the case where N = 2, the convex geometry of CPTP maps
has been completely characterized in [40]. In particular they show
Theorem V.1 (Theorem 13 in [40]). If a CPTP map written in Kraus form {Ak} requires exactly two Kraus operators, then it
is either unital or an extreme point.
Since the amplitude damping channel requires two Kraus operators and is non-unital, it must be an extreme point. Thus, it
cannot serve as the average for any non-trivial random CPTP map operating on N ×N density operators, and as such we were
unable to exactly reproduce the amplitude damping channel in Section IV C. Furthermore, any random CP map onN×N density
operators that has an amplitude damping channel as its average, must take values that are not TP with non-zero probability (c.f.
[41]).
VI. CONCLUSION
In this manuscript, we have presented a number of connections between distributions studied in directional and orientation
statistics to various representations of quantum states and quantum operations. Furthermore, by connecting the notion of an
average quantum state or operation to a sufficient statistic of an exponential family we are able to define the unique probability
distribution that maximizes entropy while still satisfying the target average.
From a modeling and simulation perspective, we foresee a number of applications of this work to the study of quantum
systems. The generation of random quantum states and operations with a specified average that can be sampled in an absolutely
continuous manner (as compared to the standard Pauli error channel) can have a drastic effect on simulation results for e.g.,
error correction and threshold computations [42]. Additionally, this sort of statistical foundation allows for the exploration of
correlated quantum errors which will be present in a non-Markovian environment.
From an inference and analytic perspective, we expect that the statistical models presented here will be useful for developing
statistical tests and analysis. For example, tests for correlation from orientation statistics could be adapted to provide tests and
measures for non-Markovianity in quantum channels. One can also envision adapting concepts such as graphical models from
applied statistics and machine learning to complex inference problems of relevance to quantum information, such as tomography.
The work here also touches on some interesting questions on the geometry of quantum operations, for example, further inves-
tigation is warranted of the exact connection between the vastly different geometries of the Stiefel representation (a differential
geometry on a surface) and the convex geometry of Choi matrices. Such a viewpoint may be useful in characterizing extreme
points in the convex geometry of quantum operations. Additionally, there may be interesting connections between the infor-
mation geometry of the exponential families presented here and traditional concepts from quantum information. For example,
does the Kullback-Leibler divergence between elements of the exponential family relate to any known distance measure between
quantum operations or are there alternative information geometries which maximize expected diamond norm?
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