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Abstract 
Llewellyn, D.C. and J. Ryan, A primal dual integer programming algorithm, Discrete Applied Mathe- 
matics 45 (1993) 261-275. 
We introduce the framework for a primal dual integer programming algorithm. We prove convergence, 
and discuss some special cases. 
1. Introduction 
Many optimization algorithms are based on the relationships derived from linear 
programming duality theory. While Chvatal [5], Blair and Jeroslow [2], Johnson 
[16] and Wolsey 1201 have developed a rich duality theory for integer programming, 
this theory has not yet been exploited algorithmically. We propose a method which 
uses Chvatal functions to form a generic primal dual algorithm for general integer 
programs. When certain subproblems can be solved efficiently, this procedure will 
solve O-l integer programs in time that is pseudopolynomial in the size of the prob- 
lem. Although, except in special cases, there will not be a polynomial time algorithm 
to solve the subproblems, they can always be solved by generating cutting planes. 
In this section we present some background material. The second section contains 
a description of the algorithm, and a proof of convergence. In the third section, 
Correspondence to: Professor J. Ryan, Mathematics Department, University of Colorado at Denver, P.O. 
Box 173364, Denver, CO 80217, USA. 
0166-218X/93/$06.00 0 1993 - Elsevier Science Publishers B.V. All rights reserved 
262 D.C. Llewellyn, J. Ryan 
we discuss some interesting special cases and show how the algorithm generalizes 
Gomory’s familiar cutting plane algorithm. Let Q denote the rational numbers, and 
let 2 denote the integers. Q, and Z, will denote the nonnegative rationals and in- 
tegers respectively. Further, 1x1 will denote the greatest integer less than or equal 
to X. If f is a function, then the function LfJ is defined by LfJ (x) = [f(x) J . 
1.1. The superadditive dual of an integer programming problem 
Let S, denote the set of n-dimensional superadditive functions. (A function is 
superadditive if f (a + 6) 2 f(a) + f (b) for all a and b.) A duality involving superad- 
ditive functions holds for integer programming problems (see, e.g., [20]). We briefly 
outline this duality here. 
Consider the integer programming problem 
max cx, 
s.t. Ax=b, 
x 2 0 and integer, 
(P) 
where A is an integral m x 12 matrix, c is an integral n-vector and b is an integral 
m-vector, If aj denotes thejth column of A, and Cj is thejth component of c, then 
the superadditive dual of (P) is: 
min f(b), 
S.t. f(aj)zCj, forj=l,..., n, (D) 
The following weak and strong duality properties hold for (P) and (D). 
Weak Duality Property. Let x and f be feasible solutions for (P) and (D) respective- 
ly. Then cxsf(b). 
Strong Duality Property. Let x* be an optimal solution to (P). Then (D) has an op- 
timal solution f * and cx* = f *(b). 
The Weak Duality Property is easily verified using superadditivity. The Strong 
Duality Property follows from the fact that the value function of (P) is superad- 
ditive. 
Blair and Jeroslow [2] have shown that the duality still holds even when the class 
of functions is restricted to the Chvdtal functions. The class of Chvatal functions 
can be defined as follows. Let L, denote the set of n-dimensional inear functions 
with rational coefficients. 
Definition. The class C,, of n-dimensional Chvatal functions is the smallest class K 
A primal dual integer programming algorithm 263 
satisfying the following properties: 
(1) If fcL,, then fcK. 
(2) If JgeK and a,fl~Q+, then af+flgEK. 
(3) If f E K, then LfJ E K. 
Note that a Chvatal function is superadditive, and that the class of Chvatal func- 
tions contains the linear functions. The Weak Duality Property still holds since the 
Chvatal functions are superadditive. That the Strong Duality Property still holds for 
this restricted class is nontrivial, and the interested reader is referred to [2]. 
1.2. A separation theorem and optimality conditions 
As a consequence of strong duality the following proposition holds. (See [2], or 
derive Proposition 1.2.1 by applying the Strong Duality Property to an integer pro- 
gramming problem with artificial variables and a phase 1 objective.) 
Proposition 1.2.1 [2]. Let A be an mxn matrix with integer entries, and let b be 
an integral m-vector. Then exactly one of the following alternatives holds: 
(1) There exists x E Z: with Ax = 6. 
(2) There exists f E C, with f (aj) L 0 for all j = 1, . . . , n and f (6) < 0. 
Blair and Jeroslow [3] show that the separating function of alternative 2 may have 
an exponential nesting of round-downs, so that Proposition 1.2.1 does not give an 
NP fl co-NP characterization of the integer programming feasibility problem. 
We conclude this section by presenting the optimality conditions for (P) and (D) 
(given here as Proposition 1.2.2). Similar conditions involving general superadditive 
functions are given in [16,20]. We omit the straightforward proof of Proposi- 
tion 1.2.2. 
Proposition 1.2.2. Let x and f be feasible solutions to the problems (P) and (D) 
given above. Then x and f are optimal solutions if and only if the following two con- 
ditions hold: 
(1) (Complementary slackness) For all j = 1, . . . , n, if f (aj) > Cj then Xj = 0. 
(2) (Complementary linearity) CT= 1 f (aj)xj = f (b). 
Note that condition (1) is analogous to the usual complementary slackness condi- 
tions of linear programming. In the event that f is a linear function, condition (2) 
holds trivially. 
2. The algorithm 
In this section we introduce our primal dual algorithm using the duals introduced 
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in the last section. There will be a couple of places where the actual details will be 
left as “black boxes”. This is done for several reasons. Primarily, this allows us to 
present he algorithm as a generic framework into which many different implemen- 
tations may be built. We will prove what is necessary for these black boxes to do 
in order to assure finite convergence of the algorithm and then in the next section 
we discuss a few implementations that satisfy these requirements. 
2.1. The basic steps 
As mentioned in the last section, we always will assume that all data is integral. 
Primal dual algorithm. 
Input: Integral m x n matrix A, integral n-vector c and integral nonnegative m- 
vector b. 
Output: Integral nonnegative n-vector x optimizing integer programming prob- 
lem (P), or information that (P) is infeasible or unbounded; and a Chvatal function 
f optimizing the dual problem (D), or information that (D) is infeasible or un- 
bounded. 
Step 1. Let f be a dual feasible function. Without loss of generality, assume that 
f=Lfj. Let J={j~{l,..., n) 1 f (aj) = Cj}. [If no such f exists then (D) is infeasi- 
ble, and (P) is infeasible or unbounded. STOP.] 
Step 2. Consider the integer program that looks for an integral solution to (P) 
using only coordinates in the set J. Call this problem (RFP) [restricted feasibility 
problem] :
max W= f -xi”, 
i=l 
S.t. jFJaijXj+Xf=b,, for i=l,..., m, 
all x z 0 and integer. 
(RFP) 
There are three possibilities: 
l W*<O. Go to Step 3. 
l W*=O and CjsJf(aj)xj*=f(b). GO to Step 6. 
l W*=O and CjcJf(aj)xj*<f(b). GO to Step 7. 
Step 3. From Proposition 1.2.1 it is clear that there exists a Chvatal function f 
such that: 
J(aj) lo, VjeJ, 
There are two possibilities: 
l 3 some j@ J with S(aj) <O. GO to Step 4. 
l y(aj)>O Vj. GO to Step 5. 
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Step 4. Let 
8 = min 
r:.UO (“;($j)1, 
a, 
Then set f= Lf+ @j. Replace f by f and update J. Go to Step 2. 
Step 5. Here it is clear that (D) is unbounded and hence (P) is infeasible. STOP. 
Step 6. Here x* andfsatisfy the optimality conditions and so are optimal. STOP. 
Step 7. Now consider the following problem that attempts to push the objective 
up to f(b) while maintaining integrality. This problem is called (RMP) [restricted 
maximization problem] :
max Ir= C f(lZj)Xj, 
jEJ 
S.t. j;JC7ijXj = b;, for i=l,...,m, 
WW 
C f(aj)Xj If(b), 
jeJ 
all x 2 0 and integer. 
There are two possibilities: 
l v*=f(b) and all xJF for jeJ are integral, where x* is the optimal solution of 
(RMP). Go to Step 6. 
l Otherwise (there is no integer solution with value f(b)) go to Step 8. 
Step 8. It is known by the strong duality property that there exists a Chvatal func- 
tion J such that 
J’(aj) 2 f(aj), Vj E J, 
.m <f(b). 
There are two possibilities: 
l If S(aj)Zcj Vj then f is dual feasible. Replace f by LjJ and update J. Go to 
Step 2. 
l Otherwise, go to Step 9. 
Step 9. Let 
A = max 
r 
cj -S(aj) 
je J 
c, >J(a, ) 
f(aj) -7(aj) I 
and set f^= [Af + (1 - A)Jl. Then, f^ ’1s a dual feasible function. Replace f by f and 
update J. Go to Step 2. 
We conclude this subsection by noting that the algorithm only requires storing the 
values of f(aj), for 1 -jln, and f(b), which can be updated as the algorithm pro- 
gresses. It is not necessary to store a representation of the entire function f. 
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2.2. Correctness and finite convergence 
Now let us look in detail at some of the steps of the algorithm defined in Sec- 
tion 2.1. In Step 1, it is not difficult to get an initial dual feasible function; in par- 
ticular, one can solve the linear programming relaxation of (P) and use the (linear) 
dual function. Since we have assumed that all data is integral, it is clear that if the 
linear programming dual is infeasible then (D) is also infeasible. Denote by fO the 
function used by Step 1. In Step 2, it is clear that (RFP) is always feasible (set 
x,? = bi for all i and xi = 0 for all j E J). Further, as all the xi” are nonnegative, it is 
clear that the objective will always be nonpositive. 
Consider 0 arising in Step 4. By construction it is clear that the denominator is 
less than zero. Further, by dual feasibility off and the definition of J, the numerator 
is also negative, hence 0 will be positive. Now, since a positive linear combination 
of Chvdtal functions is a Chvatal function, fwill be a Chvatal function. Hence, by 
the construction in Step 3, f^ will be dual feasible so it is justified to go to Step 2 
with 1. Note that by Step 3, j((b)<O and hence f((b)< f(b). Further, by definition, 
fis integral so f(b)sf(b)-1. 
The algorithm reaches Step 5 when the f found in Step 3 satisfies y(aj) 20 Vj. 
Consider the function f= Lf+&f]. Clearly, this function will be dual feasible for 
any nonnegative E. Further, as E approaches infinity, f(ib) approaches negative in- 
finity. Hence the statement made in Step 5 is correct, i.e., (D) is unbounded. By 
Weak Duality it is clear then that (P) is infeasible. 
Step 6 can be reached in two ways. In either case (from Step 2 or Step 7), we have 
an x* that satisfies (P) for which x/F> O-f (aj) = Cj, so complementary slackness 
holds (condition (1) of Proposition 1.2.2). Further, we know that CjEJCjXj*= 
Cj~Jf(aj)x~‘=f(b)* H ence complementary linearity holds (condition (2) of Prop- 
osition 1.2.2). Thus by Proposition 1.2.2, x* and fare optimal. 
In Step 8, clearly if y(ai) z Cj for all j then f is dual feasible so it is acceptable to 
return to Step 2. Further, note that by construction J(b) <f(b) and since LJ] is in- 
tegral, L.?‘(b) J If(b) - 1. 
Consider 1 found in Step 9. Clearly by construction the numerator is positive. 
Further, since f is dual feasible we know that f (aj) 2 Cj Vj and since we also know 
by construction that within the definition of A, T(aj) < Cj, it is clear that 0 <A < 1. 
Thus, since a convex combination of Chvatal functions is a Chvatal function, pis 
a Chvatal function. It is not difficult to see that $ is dual feasible and hence it is 
acceptable to return to Step 2 with f Further, since both J((b) and (hence) _?((b) are 
less than f(b), and since j; is integral, it is clear that &‘(b) <f(b) - 1. 
Now consider the flow of the algorithm. Notice that each time the algorithm 
leaves Step 2, it either ends up in Step 4, 5, 6, 8 or 9. Steps 5 and 6 are terminal 
steps as shown above. Further we have shown that when the algorithm leaves Steps 
4, 8 or 9 to return to Step 2, it does so with an integral dual feasible function which 
forces the objective value to decrease by at least 1. Hence, if f * is the optimal dual 
function, then in no more than fO(b) -f *(b) steps the algorithm must terminate. If 
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f0 corresponds to the dual solution of the linear programming relaxation of (P), 
then fe(b) = LCX* J, w h ere x* is the optimal linear programming solution. If (P) is 
a O-l integer programming problem, fe(b) -f*(b) I CS=i cj. Thus if the subprob- 
lems can be solved in polynomial (or pseudopolynomial) time, a pseudopolynomial 
time algorithm results. 
We should note here that in Step 7, it is not necessary to solve (RMP) to optimali- 
ty. It is merely necessary to find a dual solution of value less thanf(b) (which proves 
that the value of (RMP) is less thanf(b)). (Note that the dual of any linear program- 
ming solution of (RMP) will have value at mostf(b).) This fact results in computa- 
tional savings when Step 7 is implemented using cutting planes, as discussed in 
Section 3.2. 
3. The black boxes 
The major problems with implementing the primal dual algorithm of Section 2 
above are in Steps 2, 3,7 and 8. In particular, note that (RFP) is an integer program- 
ming problem that could be as difficult as the original problem (P). Here, we discuss 
two approaches to dealing with solving (RFP) and implementing the black boxes of 
Steps 3 and 8 of the algorithm. 
In Section 3.1, we look at two special cases of (P) where the structure allows for 
an easy solution of (RFP). Then, in Section 3.2, we consider cutting planes. Specifi- 
cally we specialize the results of Chvatal [5] to build dual superadditive functions 
using Gomory cutting planes in order to implement Steps 2, 3, 7 and 8 of the algo- 
rithm. Cutting planes can always be used to solve (RFP) and (RMP) if no special 
purpose methods are available. 
Finally, in Section 3.3 we show how our framework can be used to find a max- 
imum weight matching in a graph. In this case the cardinality matching algorithm 
of Edmonds [7] is used to solve (RFP). 
3. I. Easy special cases 
Here we briefly discuss two very special cases where implementation of the algo- 
rithm is easy. For any Jc (1, . . . , n} define (PJ) to be the subproblem of (P) using 
only the columns of A in the set J. 
First consider the case when (PJ) is feasible if and only if its linear programming 
relaxation is feasible for each J. In this case, {xe Q” 1 Ax= b, ~20) is an integral 
polyhedron, and we will show that our algorithm reduces to the usual primal dual 
algorithm for linear programming. Since (PJ) is feasible if and only if its linear pro- 
gramming relaxation is feasible, W*<O if and only if the value of the linear pro- 
gramming relaxation of (RFP) is less than 0. If so, then there is a linear function 
y(the optimal dual solution to the linear programming relaxation of (RFP)) that will 
satisfy the conditions of Step 3 of the algorithm. In general, the rounding of the 
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function that occurs in Step 4 of the algorithm is vital to the convergence of the 
algorithm. However in this case, because the linear dual solution can be used, con- 
vergence is guaranteed without rounding. As with the usual primal dual algorithm 
for linear programming, we can assume all optimal solutions to (RFP) are basic 
solutions. Since no basis is ever repeated, the algorithm is finite. Thus, with the 
rounding step omitted, the dual function will remain linear throughout the execu- 
tion of the algorithm. As a consequence, complementary linearity will always be 
satisfied trivially, (RMP) need never be solved, and our algorithm reduces to the 
primal dual algorithm for linear programming. 
Next, define the group relaxation of (P), called here (G): 
max cx, 
s.t. Ax=b, 0 
x integer. 
As our second easy special setting, we now consider the case when for any column 
set, J, the problem (PJ) is feasible if and only if both its linear relaxation and group 
relaxation are feasible. (A simple example where this condition holds is if A is a 
diagonal matrix with nonnegative integers along its diagonal.) Now, to solve (RFP) 
one must first check if the linear relaxation is feasible. If not, then as above, the 
linear programming dual solution will work in Step 3 of the algorithm directly. If 
the linear relaxation is feasible, then next check the feasibility of the group relaxa- 
tion. If the group relaxation is not feasible, by the theorem of the alternative for 
integral systems of equations (see [8] for example), it is known that 
there exists y such that _Yaj E Z, ‘dj E J, 
but yb$Z. 
Moreover, y can be found in polynomial time by a unimodular elimination scheme 
(see [6]). Then, let Y(W) = Lywl -yw. This function satisfies the property required 
by Step 3 of the algorithm. If both the linear and group relaxations are feasible, then 
there is a feasible solution to (RFP) with value 0, and this solution will be optimal 
for (P). In particular, there will be an optimal solution to the linear programming 
relaxation of (RFP) that is integral. This integral solution can be found by pivoting 
among the alternate optima to the linear programming relaxation or by using other 
standard techniques. Note that such an integral solution need only be sought in the 
final iteration of the algorithm. 
For any integer programming problem, the first instance of (RFP) to arise can 
always be easily solved in the absence of dual degeneracy in the linear programming 
relaxation. Usually the linear programming relaxation of (P) is solved in Step 1 of 
the algorithm to find&; and then (RFP) is solved. In the absence of dual degeneracy 
the set J is exactly equal to the indices of the basic variables of the optimal solution 
of the linear programming relaxation. Hence, unless the solution of the linear pro- 
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gramming problem is integral (and thus the optimal integer solution), (RFP) is in- 
feasible. If B is the basis, there is some row of B-l, say /I, such that fib is not 
integer. Since for every j E J, aj is a column of B, /Iaj is either 0 or 1. Thus the func- 
tion f(w) = /_pw] -fi w satisfies the property required by Step 3 of the algorithm. 
3.2. Cutting planes 
Both (RFP) and the integer programming restriction of (RMP) can always be 
solved using cutting planes. In [5] Chvatal has shown the following (although using 
different terminology): 
Theorem 3.2.1 (Chvatal). Consider the integerprogrammingproblem max{cx 1 Axr 6, 
xinteger}. If CJ=l ojkxjsPk, k=l,..., r, is a series of cuts constructed by Gomory ‘s 
cutting plane algorithm, then there are Chvatal functions Fk, k = 1, . . . , r, such that 
Fk(aj) = ajk and Fk(b) = pk, for all k = 1, . . . , r. 
Theorem 3.2.1 can easily be adapted to our setting. 
Theorem 3.2.2. Consider the restricted feasibility problem (RFP). If CjEJ oj”xj + 
Cy!, y”~i”q3~, k=l,..., r, is a series of cuts constructed by Gomory’s cutting 
plane algorithm, then there are Chvatal functions Fk, k = 1, . . . , r, such that Fk(aj) = 
a; for all j E J, Fk(ei) = y” and Fk(b) =pk, for all k= 1, . . . , r. 
Similarly, consider the restricted maximization problem (RMP). If C jc J afxj I 
pk, k=l , . . . , r, is a series of cuts constructed by Gomory ‘s cutting plane algorithm, 
then there are Chvatal functions Fk, k = 1, . . . , r, such that Fk(aj) = a: for all j E J 
and Fk(b) = pk, for all k = 1, . . . , r. 
For continuity of exposition, the details of the construction of the function 
guaranteed by Theorem 3.2.2 are left until the end of this subsection. We now show 
how such functions can be used to solve both (RFP) and (RMP). (See also [20] for 
results relating cutting planes and Chvatal functions.) 
Recall (RFP), written as an optimization problem with artificial variables. 
max W= f -xf, 
i=l 
s.t. j~Jaijxj+$= bi, for i=l, . . . . m, 
all x 2 0 and integer. 
If the linear programming relaxation of (RFP) has an optimal solution with value 
less than 0, let y be the optimal dual solution. Then from linear programming duali- 
ty, yaj> 0 for all jE J and yb<O. Define J(w)=yw. 
Otherwise, the optimal value of the linear programming relaxation of (RFP) is 0. 
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In this case we generate cuts until either 
(1) an integer solution is obtained, and we return to Step 2 of the algorithm with 
optimal solution x*, and W*= 0; or 
(2) we finally get a solution to the linear programming problem with added cuts, 
whose value is negative. That is, the following linear programming problem has 
value less than 0: 
s.t. jFJaijxj+xy = bi, for i=l,...,m, 
C Fk(Gj)Xj+ t Fk(ei)$SFk(b), for k=l,...,r, 
jEJ i=l 
all x r 0, 
where the functions Fk, for k = 1 , . . . , r, are the Chvatal functions corresponding to 
the added cuts as in Theorem 3.2.2. Let (y,~) be the optimal dual solution to this 
linear programming problem, where y is the vector of dual variables corresponding 
to the original constraints, and ,u is the vector of dual variables corresponding to 
the added cutting planes. Note that since the cutting plane constraints are inequali- 
ties, we must have ~12 0. By linear programming duality, Yaj + CL=, ,UkFk(aj)Z 0 
for alljEJand yb+ CiEl pkFk(b)<O. Thus we can letf(w)=yyw+ CL=, pkFk(w). 
Since ,u>O, $ is in C, and it satisfies the required conditions of Step 3 of the 
algorithm. 
The integer programming restriction of problem (RMP) can be handled similarly, 
with the understanding that the constraint CjeJf(aj)Xj<f(b) of (RMP) should be 
treated just as any other added cut. Also recall that it is not necessary to find an 
integer optimal solution of (RMP), only to find an f with f<aj) rf(aj) for all j E J, 
and f(b) <f(b). If the optimal solution to (RMP) is less than f(b), then let y be the 
optimal dual solution. So, yaj>f(aj) for all jEJ and yb<f(b). In this case we can 
let f(w) =yw. Otherwise, add cuts with corresponding Chvatal functions F’, . . . , F’, 
until either 
(1) an integer optimum is obtained with value f(b). In this case the solution is 
optimal, and we return from (RMP) with x*; or 
(2) an optimal linear programming solution is reached (integer or fractional) with 
value less than f(b). As with (RFP), we let (y,,~) be the optimal dual solution and 
let y(w)=yw+ C;=, ,ukFk(w). By linear programming duality we have that ~20, 
so Jis a Chvatal function, and that y(aj) Zf(aj) for all j E J and y(b) <f(b) so that 
the conditions of Step 8 of the algorithm are satisfied. 
We now give the details of the construction of the function F corresponding to 
a cut as in Theorem 3.2.2. Although these can be derived from [5] we have included 
them for completeness. We will assume that we are working on (RFP). The adapta- 
tion for (RMP) is straightforward: the same procedure is followed with the omission 
of the artificial variables. 
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that we have already added r cuts, so that the system we currently have is 
C a;jxj+xf =bi, for i=l,...,m, 
jcJ 
C P(aj)xj+ 2 Fk(e;)xfSFk(b), for k=l,...,r, 
jeJ i=l 
all x I 0 and integer. 
Let the slack variables which have been added to the tableau for the rows corre- 
sponding to the cuts be s,, . . . ,sr. We can suppose without loss of generality that the 
F’s being constructed are always rounded down, and thus always have integer 
values. Suppose that we want to cut on row i of the current tableau, and that row i 
has the form: 
where 6 is fractional. The cut we wish to generate is 
C Ll?j_lxj+ LalJxf+ . ..+LamlX~+LyljS1+...+LvrlSrI LSJ. (2) 
jeJ 
Note that in the usual statement of Gomory’s algorithm, the cut used is (2) - (l), 
instead of (2). However adding (2) alone has the same effect, since (1) is an equality 
and remains part of the problem. Solving for the slack sl in (l), and substituting in 
(2) gives 
5 LsJ -$, LYkJFk@h 
Let the current basis be B, and let the ith row of B-’ be B,:’ = (& . . . , &, yl,. . . , y,). 
Note that the coefficients of the slacks in (1) will always occur in the ith row of 
B-I, since there were originally unit vectors in these columns. We thus have that 
= (P,, . . . . lL)aj + kg, YkFk(aj), j=l 9 **., m. 
Similarly, 
I 
a; = (P,, . . . . P,)f?i+kgl YkFk(e;), j=l,...,m, 
(4) 
(5) 
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and 
6 = (P,,..., Pm) b + E, Yk Fk@). 
We now define, 
(6) 
F(w) = 1 (PI, *a-, m w + kli, (Yk - LYkJ)FkW J . 
Since yk- LykJ r0 always, F is a Chvatal function. Also, since Fk(w) is always 
forced to be integer, we can take CL=r LvkJ Fk(w) outside the round-down sign 
and write: 
F(w) = 
1 
(P,, . . . . &,)W+jr Y,$k(W) 
1 
-k$r LYk._/Fk(“% (8) 
Using (4)-(6) and (8), it is easy to verify that (7) generates the cut (3). 
Notes: If cutting planes are being used to solve the “black boxes”, cuts generated 
in (RFP) should not be discarded (except for terms corresponding to the artificial 
variables) when proceeding to (RMP). They will remain valid. 
Moreover, when solving (RMP), it is not necessary to continue to add cuts until 
the optimal integer solution is found. It suffices to add cuts only until the optimal 
fractional value falls below f(b). Then the dual function f can be constructed as 
above, and it will have value less than f(b) as required by Step 8 of the algorithm. 
It is important to note that if one is solving a problem for which some or all of 
the facet defining inequalities (or some other “deep” cuts) are known, then these 
can be used in place of the Gomory cuts since it has been proven (see [4,13,18]) that 
every valid inequality of (P) is equivalent o or dominated by an inequality generated 
by a Chvatal function. Of course, one must still construct this function from the 
facet defining inequality. 
3.3. Matching 
The primal dual algorithm of Section 2 can be specialized to find a maximum 
weight matching in a weighted graph G. We have chosen this example because 
(RFP) can be solved efficiently. When it becomes necessary to solve (RMP), deep 
cuts can be generated using a separation procedure due to Padberg and Rao [ 171. 
This approach is not likely to be more efficient than specialized weighted matching 
algorithms, but provides a nice illustration of how the primal dual algorithm can 
be tailored to a specific problem. 
Without loss of generality suppose that any maximum weight matching is a 
perfect matching (G is easily altered so that this is the case). Then, if A is the node- 
edge incidence matrix of G, b is the vector of all l’s, and c is the vector of edge 
weights, the problem of finding a maximum weight matching is exactly the problem 
(P) of Section 1. Let the node set of G be V. 
Definition. Given a graph G, an odd set cover of G is a set of node sets Nr, . . . , N, 
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each having odd cardinality greater than 1, and a set of singletons ul, . . . , u, such 
that every edge of G either has both endpoints contained in some Nk or is incident 
to some Oj. The capacity of the cover is equal to r + C”,=, L/N~ I/21. 
Edmonds (see [7]) showed that the following duality holds: the maximum car- 
dinality of a matching in a graph is equal to the minimum capacity of an odd set 
cover. The algorithm given in [7] returns both a maximum cardinality matching and 
the corresponding odd set cover. We will use this matching duality result here, and 
assume that we have available an algorithm that finds a maximum cardinality 
matching which also returns an odd set cover whose capacity is equal to the car- 
dinality of the matching. 
Problem (RFP) for the matching problem is efficiently solved. Given J, we must 
determine if (P) is feasible using only the variables in J. In the matching setting, we 
must determine if there is a perfect matching in G using only the edges indexed by 
J. We begin by finding the maximum cardinality matching on the graph whose edges 
consist only of those indexed by J. If this is a perfect matching of G, then we have 
a feasible solution of (P) satisfying complementary slackness and we proceed to 
Step 6 or 7 of the algorithm. Otherwise, we have a matching of size p, where 2p 
is less than the number of nodes in G. The cardinality matching algorithm will also 
have returned an odd set cover of the edges indexed by J with capacity p, Let the 
odd set cover be {N,,N,, . . . ,N,, uI, . . . , o,}. Without loss of generality assume that 
the vertices ur, . . . , u, correspond to the first r rows of A. 
Theorem 3.3.1. The function 
satisfies the condition of Step 3 in the algorithm. 
Proof. We must show that f (aj) 2 0 for each j E J and that f(b) < 0. Recalling that 
b is the vector of all 1 ‘s, the negative term in f (6) is - ( V(/2. The positive term will 
be equal to r+ C’,=, L IN,)/21, the capacity of the cover returned by the cardinali- 
ty matching algorithm. Since the capacity of the cover is equal to the cardinality of 
the matching found, and the matching was not perfect, f(b)<O. 
Now let e be an edge indexed by je J. Then aj has a 1 in the positions corre- 
sponding to the two endpoints of e and O’s elsewhere. Since e is indexed by a 
member of J, it is covered by the odd set cover given by the cardinality matching 
algorithm. If e is incident with one of the Q’S then f(aj) L 1 - 1 = 0. If e has both 
its endpoints contained in Nk, then &jENK (aj)i/2J = 1 and f(aj)rl - 1 = 0. 0 
Thus (RFP) can be completely solved through the use of the cardinality matching 
algorithm. We now consider (RMP). When we reach Step 7 of the algorithm we 
have found a perfect matching using only edges in J, but the value of that perfect 
matching is less than f(b). 
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When solving (RMP), it is necessary to find an integer solution of value f(b) or 
a dual solution f’ with f’(b)<f(b). As discussed above, this can be accomplished 
by adding cutting planes until the value of (RMP) first drops below f(b). (Recall 
that (RMP) will always have value at most f(b).) In the matching setting we have 
the advantage that we know what the facets of the corresponding polytope are. 
Let S be a set of nodes in the graph, and let E(S) denote the set of edges whose 
both endpoints are in S. Then every facet defining inequality is of the form 
where S is a node set of odd cardinality. It is easy to see that the function 
defines the facet derived from an odd set S. 
Now suppose that we have solved the linear programming relaxation of (RMP), 
and obtained a basic fractional solution with value equal to f(b). The fractional 
solution will violate one of the above facet describing inequalities. Padberg and Rao 
[17] showed that the separation problem for the matching polytope can be solved 
in polynomial time. That is, a facet defining inequality that is violated by a given 
infeasible solution can be determined in polynomial time. Thus in polynomial time 
we can generate a cut as described above that will reduce the value of (RMP) as 
desired, or find an integer solution with value equal to f(b). 
4. Future work 
Future work related to this algorithm shotrId be directed towards finding special 
structures which allow efficient solution of the restricted subproblems. More specifi- 
cally, one aim is to identify cases where the problem can be solved without resorting 
to the use of cutting planes in the solution of (RFP). These problems can be of two 
types-those where the type of data is known to be such that the subproblems can 
be solved easily (like those cases discussed in Section 3.1 for example), and those 
where the problem structure provides other avenues for solution (as in Section 3.3). 
With respect o this last type of problem, the richest potential lies with integer pro- 
gramming problems with known pseudopolynomial algorithms. It would, of course, 
be most rewarding to use our framework to establish pseudopolynomial algorithms 
for classes of integer programs for which there do not yet exist “efficient” solution 
procedures. One other direction for future work is in the area of column generation. 
In problems with exponentially many columns, it is expected that our procedure will 
not only keep the number of active columns small but also will direct the user to 
a “smart” set of such columns. 
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