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Fractal scale-free networks are empirically known to exhibit disassortative degree mixing. It is,
however, not obvious whether a negative degree correlation between nearest neighbor nodes makes a
scale-free network fractal. Here we examine the possibility that disassortativity in complex networks
is the origin of fractality. To this end, maximally disassortative (MD) networks are prepared by
rewiring edges while keeping the degree sequence of an initial uncorrelated scale-free network that is
guaranteed to become fractal by rewiring edges. Our results show that most of MD networks with
different topologies are not fractal, which demonstrates that disassortativity does not cause the
fractal property of networks. In addition, we suggest that fractality of scale-free networks requires
a long-range repulsive correlation in similar degrees.
I. INTRODUCTION
Networks describing complex systems in the real world
are quite inhomogeneous and complicated [1–3]. The
number of edges from a node, namely degree, for exam-
ple, is widely distributed in a network. In fact, many real-
world complex networks have asymptotically power-law
degree distributions, which is called the scale-free prop-
erty [4]. In addition, the degrees of adjacent nodes via
an edge are usually correlated. Such nearest neighbor de-
gree correlations can be described by the joint probability
P (k, k′) of a randomly chosen edge connecting two nodes
with degrees k and k′. It has been empirically known that
nodes in social networks tend to be connected to nodes
with similar degrees (assortative mixing) while techno-
logical or biological networks show the opposite tendency
(disassortative mixing) [5, 6]. Network complexity is also
characterized by the shortest path distance (number of
edges along the shortest path) between nodes. From this
point of view, most of real-world networks can be clas-
sified into two classes [7], namely, small-world networks
[8] and fractal networks [9]. In a small-world network,
the shortest path distance averaged over all node pairs
increases logarithmically (or more slowly) with the total
number of nodes. In other words, the minimum number
of subgraphs NB covering the entire network decreases
exponentially (or faster) with the subgraph diameter,
that is,
NB(lB) ∝ e
−lB/l0 , (1)
where lB is the maximum distance between any nodes in
the subgraph (subgraph diameter) and l0 is a constant. It
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has been shown that many real-world networks possess
the small-world property [1, 8]. For a fractal network,
on the other hand, the number of covering subgraphs
decreases with lB in a power-law manner, i.e.,
NB(lB) ∝ l
−D
B , (2)
where D is the fractal dimension of the network. This
relation has been observed also in a diverse range of net-
works from the World Wide Web to some kinds of cellular
networks [7, 9–11].
The origin of the fractal property in complex networks
is still an open question [12], though the mechanism of
the small-world network formation has been found in the
existence of short-cut edges. It has, however, been em-
pirically demonstrated that real-world and synthetic frac-
tal scale-free networks have disassortative degree corre-
lations [13–15, 17]. If the converse is also true, that is,
disassortative mixing makes a scale-free network fractal,
the origin of fractality would be found in the degree corre-
lation. Disassortativity is a local property characterizing
nearest neighbor degree correlations, while fractality is a
consequence of long-range structural correlations. This
fact seems to deny the above possibility. It is, however,
known that if edges in a scale-free network are rewired to
maximize or minimize the assortativity r while keeping
the degree sequence (and hence the degree distribution)
then the maximally assortative or disassortative network
becomes to possess a long-range correlation [18]. The
assortativity r is the Pearson’s correlation coefficient for
degrees and defined by [5, 6]
r =
2
∑
(i,j)∈E
kikj −
1
2M

 ∑
(i,j)∈E
(ki + kj)


2
∑
(i,j)∈E
(k2i + k
2
j )−
1
2M

 ∑
(i,j)∈E
(ki + kj)


2 , (3)
2where ki is the degree of node i, M is the total number
of edges, and E is the set of undirected edges in the net-
work. A maximally assortative network has an onionlike
structure consisting of communities of regular subgraphs
[18, 19]. Such a network displays a long-range structural
correlation in which maximum degree nodes are distant
from minimum degree ones. A maximally disassorta-
tive (MD) network also shows a community structure.
In each community, all nodes with a specific low degree
and higher degree nodes are connected alternately [18].
Thus, a minimum (or maximum) degree node is located
far away from an intermediate degree node in the MD
network, which implies a long-range correlation. There-
fore, there is a possibility that even short-range disassor-
tative degree mixing induces the long-range fractal cor-
relation, as pointed out by Ref. [17] through the analysis
of random critical branching trees. Furthermore, con-
sidering the entropic origin of disassortativity [20], we
can discuss the formation mechanism of fractal scale-free
networks in connection with a process maximizing the
entropy.
In this paper, we examine the possibility that a neg-
ative degree correlation between nearest neighbor nodes
makes a scale-free network fractal. To this end, we first
prepare an uncorrelated scale-free network that is guar-
anteed to become fractal by rewiring edges. Then, this
network is again rewired so that the nearest neighbor
degree correlation becomes maximally negative. If the
rewired MD network exhibits the fractal nature, one can
conclude that fractality of scale-free networks is induced
by disassortative degree mixing. Our results, however,
show that disassortativity does not always make scale-
free networks fractal. We also suggest that fractality
seems to require a long-range repulsive correlation be-
tween similar degree nodes.
The rest of this paper is organized as follows. In Sec. II,
we explain how to prepare the initial network Gini that
can be fractal scale free by rewiring edges. The rewiring
method to obtain MD networks is also described in this
section. Our results on the fractal property of rewired
disassortative networks are presented in Sec. III. A long-
range degree correlation is also argued. Section IV is
devoted to the summary and remarks.
II. PREPARATION OF NETWORKS
We investigate the fractal property of MD networks
formed by rewiring edges while keeping the degree distri-
bution of a given initial uncorrelated scale-free network
Gini. In this section, we explain how to prepare the ini-
tial network Gini and how to rewire it so as to realize a
MD network.
A. Preparing the initial network
The initial uncorrelated scale-free network Gini must
be guaranteed to become fractal by rewiring edges. Such
a network can be constructed by rewiring randomly edges
of an original scale-free fractal network G0. We adopt the
(u, v)-flower with 2 ≤ u ≤ v as the network G0 [15, 16].
In the (u, v)-flower model, we start with the cycle graph
consisting of w ≡ u + v nodes and edges [the first gen-
eration (u, v)-flower]. The nth generation (u, v)-flower
G
(u,v)
n is obtained by replacing each edge in G
(u,v)
n−1 by two
parallel paths of u and v edges. The number of nodes N
and the number of edges M in G
(u,v)
n are given by
N =
(w − 2)wn + w
w − 1
, (4)
M = wn. (5)
The degree of a node in this network falls into any of 2m
with m = 1, 2, . . . , n, and the number of nodes Nkm with
the degree km = 2
m is given by
Nkm =
{
(w − 2)wn−m (1 ≤ m < n),
w (m = n),
(6)
which specifies the degree sequence of the network. Thus,
the degree distribution function P (k) for k ≫ 1 of G
(u,v)
n
with large n is proportional to k−γ , where
γ = 1 +
logw
log 2
. (7)
The network with u ≥ 2 exhibits fractality with the frac-
tal dimension [15],
Df =
logw
log u
. (8)
The 4th generation (2, 2)-flower with 172 nodes and 256
edges is depicted in Fig. 1(a).
The initial network Gini is formed by rewiring ran-
domly edges in the scale-free fractal (u, v)-flower as G0.
The random rewiring (RR) procedure is performed as
follows:
(i) Choose randomly two edges (i1, j1) and (i2, j2) with
four different end nodes, namely (i1 − i2)(i1 − j2)(j1 −
i2)(j1 − j2) 6= 0.
(ii) Rewire these edges to (i1, j2) and (i2, j1), if this
rewiring process does not make multiple edges.
(iii) Repeat (i) and (ii) enough times.
Since the above rewiring preserves the degree of each
node, the degree sequence (and thus the degree distribu-
tion) of the network after RR’s does not change from the
original one. If the number of repetition times is much
larger than the number of edges M , the rewired network
Gini possesses essentially the same statistical properties
as the configuration model [21–23] with the degree se-
quence specified by Eq. (6). Therefore, Gini has no degree
correlations, as well as no structural correlations such as
3(a) (b)
FIG. 1. (a) The 4th generation (2, 2)-flower with N = 172
nodes and M = 256 edges. (b) A network formed by 5M
operations of RR for the network shown by (a).
fractality. It should be, however, emphasized that the
network Gini is guaranteed to become fractal by rewiring
edges. As an example of Gini, the network shown in
Fig. 1(b) is formed by the RR procedure (i)-(iii) from
the (2, 2)-flower of Fig. 1(a).
B. Maximally disassortative network
In order to make MD networks GMD from an initial
network Gini, we first quantify the degree of assorta-
tive mixing in a network. The assortativity r defined
by Eq. (3) is widely used for this purpose. If r is pos-
itive, the network is assortatively mixed on degrees of
nodes, while a network with a negative r shows disassor-
tative mixing. It has been, however, pointed out that r
strongly depends on the network size and cannot be neg-
ative for infinitely large scale-free networks if the degree
distribution decays asymptotically more slowly than k−4
[18, 24–26]. To overcome this problem, the Spearman’s
rank correlation coefficient ρ for degrees has been pro-
posed for measuring assortative (or disassortative) mix-
ing [25]. This quantity is defined by
ρ =
2
∑
(i,j)∈E
RkiRkj −
1
2M

 ∑
(i,j)∈E
(Rki +Rkj )


2
∑
(i,j)∈E
(R2ki +R
2
kj )−
1
2M

 ∑
(i,j)∈E
(Rki +Rkj )


2 ,
(9)
where Rki is the rank of the degree of node i and the
meaning of the summation is the same as in Eq. (3).
From the above definition, it is clear that ρ is the Pear-
son’s correlation coefficient for degree ranks.
There are several ways to determine the rank Rk if plu-
ral nodes in a network have the same degree. To avoid
this problem, Litvak et al. [25] resolve the rank degener-
acy for the same degree nodes by using random numbers.
This method, however, makes it difficult to calculate an-
alytically ρ even for a deterministic network such as the
(u, v)-flower. An alternative way of ranking is to rank de-
grees of 2M end nodes in ascending order with assigning
the average rank of degenerated degrees to them [27]. In
this case, the rank of an end node with degree k is given
by
Rk =
kNk + 1
2
+
k−1∑
k′=0
k′Nk′ , (10)
where Nk = NP (k) is the number of nodes with degree
k. Using this ranking, the Spearman’s rank correlation
coefficient ρ can be written as
ρ =
2
∑
(i,j)∈E
RkiRkj −
M
2
(2M + 1)2
∑
(i,j)∈E
(R2ki +R
2
kj )−
M
2
(2M + 1)2
, (11)
where we use
∑
(i,j)∈E(Rki + Rkj ) = M(2M + 1). It
should be noted that topologies of networks with a spe-
cific degree sequence are reflected only in the first term∑
(i,j)∈E RkiRkj of the numerator. Since the rank Rk
one-to-one corresponds to k, analytical calculations of ρ
are possible for some deterministic networks. For ex-
ample, ρ for the nth generation (u, v)-flower G
(u,v)
n with
u ≥ 2 and n ≥ 2 is presented by (see the Appendix)
ρ(u,v)n = −
z
(
z2 + z + 1
)
1− z3(n−1)
, (12)
where z ≡ 2/(u+ v) is less than or equal to 1/2. For an
infinitely large (u, v)-flower (n → ∞), ρ
(u,v)
∞ = −z(z2 +
z + 1) is negative for any z as expected from Fig. 1(a),
while the assortativity r for G
(u,v)
∞ with z ≥ 1/4 becomes
zero as shown in the Appendix.
We construct a MD network GMD by rewiring edges of
Gini so as to minimize the Spearman’s rank correlation
coefficient ρ. The actual rewiring procedure is as follows:
(i) Choose randomly two edges (i1, j1) and (i2, j2) with
four different end nodes.
(ii) Rewire these edges to (i1, j2) and (i2, j1), if this
rewiring does not make multiple edges and not increase
the Spearman’s rank correlation coefficient ρ.
(iii) Repeat (i) and (ii) until ρ cannot be decreased
anymore by rewiring.
This disassortative rewiring (DR) also does not change
the degree sequence. Therefore, Nkm of GMD is still given
by Eq. (6). For some degree sequences, the rank correla-
tion ρ cannot reach its minimum value by the above DR
scheme because of local minimum trap. In such a case,
an optimization algorithm based on simulated annealing
[28] must be employed instead of the present DR. How-
ever, the above simple DR can minimize ρ at least for the
degree sequence specified by Eq. (6), as mentioned later.
4FIG. 2. Rank correlation coefficient ρ as a function of the
number of DR steps τ starting from the initial networks (Gini)
formed by 5M operations of RR for the 4th (solid line), 5th
(dashed line), and 6th (dotted line) generation (2, 2)-flowers
(G0), where M is the number of edges in the networks. The
horizontal dotted line indicates the value of ρ
(2,2)
6 .
III. RESULTS
Figure 2 shows how the rank correlation coefficient ρ
decreases with the DR step τ starting from Gini. Ini-
tial networks Gini are formed by 5M operations of RR
for (2, 2)-flowers (G0), where M is the number of edges.
Solid, dashed, and dotted curves in Fig. 2 represent
the results for the 4th, 5th, and 6th generation (2, 2)-
flowers as G0. The numbers of nodes N and edges M
are N = 172, 684, and 2 732 and M = 256, 1 024, and
4 096 for the 4th, 5th, and 6th generations, respectively.
The initial values of ρ at τ = 0 (i.e., ρ for Gini) are
slightly negative even though Gini is randomly rewired
enough times. This is because self-loops and multiple
edges are not allowed in Gini. Since the probability to
have such edges by RR with allowing them decreases
with the network size, ρ for Gini becomes close to zero as
the generation increases. The rank correlations ρ mono-
tonically decrease with the DR step, and reach negative
constant values. These convergence values coincide with
ρ
(2,2)
n presented by Eq. (12), namely, ρ
(2,2)
4 = −0.8767,
ρ
(2,2)
5 = −0.8752, and ρ
(2,2)
6 = −0.8750 (indicated by the
horizontal dotted line in Fig. 2). The rank correlations
never diminish from these values even if repeating DR
operation many times.
We can show that the above convergence value ρ
(u,v)
n
gives the minimum ρ among networks with the degree se-
quence specified by Eq. (6), that is, networks with ρ
(u,v)
n
are nothing but MD networks. For simplicity, let us dis-
cuss the case of ρ
(2,2)
n and define two sets, SNk and SMD,
of networks derived from the nth generation (2, 2)-flower.
The set SNk includes all networks with the degree se-
quence specified by Eq. (6), while SMD is a proper subset
of SNk in which every network is composed of edges con-
necting two nodes with the lowest degree k1 = 2 and a
higher degree km = 2
m with m ≥ 2. Namely, a network
in SMD has the joint probability P (k, k
′) for k < k′ given
by
P (k, k′) =
1
2M
n∑
m=2
kmNkmδk2δk′km , (13)
where Nkm is presented by Eq. (6) and M = w
n is
the number of edges. The rank correlation coefficient
ρ takes a constant value for networks in SMD because ρ
of Eq. (11) is uniquely determined by P (k, k′) and Rk
and the rank Rk defined by Eq. (10) does not change for
networks in SNk . Since the (2, 2)-flower is an element of
SMD, this constant value is equal to ρ
(2,2)
n . If a network
with the degree sequence Nkm given by Eq. (6) has a joint
probability P (k, k′) different from Eq. (13), the network
possesses edges connecting lowest degree nodes to each
other. In order to prove that ρ of such a network is
larger than ρ
(2,2)
n , let us consider a network G˜ formed by
rewiring two edges (i, j) and (i′, j′) of a networkG ∈ SMD
to (i, i′) and (j, j′). Here, the degrees of these end nodes
are ki = ki′ = 2 and kj ≥ kj′ > 2. The network G˜ has
the same Rk as G because G, G˜ ∈ SNk , while P (k, k
′) for
G˜ is slightly different from Eq. (13). For both G and G˜,
we have Rki = Rki′ and Rkj ≥ Rkj′ > Rki , because Rk is
a monotonically increasing function of k. These relations
for Rk give the inequality,
RkiRki′ +RkjRkj′ > RkiRkj + Rki′Rkj′ .
The left-hand side of the above inequality represents the
contribution to the first term in the numerator of Eq. (11)
from the edges (i, i′) and (j, j′) of G˜, while the right-hand
side is that from the edges (i, j) and (i′, j′) of G. Other
edges of G and G˜ give the same contribution to this term.
The remaining terms of Eq. (11) do not change between
G and G˜. Therefore, the above inequality shows that the
rank correlation ρG = ρ
(2,2)
n for the networkG is less than
ρG˜ for G˜. This implies that ρ
(2,2)
n provides the minimum
value ρMD of ρ for networks in SNk . In other words, SMD
is the set of MD networks (GMD) within SNk . In the
case of Fig. 2, ρ reaches ρMD at τ = 18 473, 286 415, and
4 762 744 for the 4th, 5th, and 6th generations, respec-
tively. Further DR operations after these steps realize
different topology networks GMD’s in SMD. The above
argument for ρ
(2,2)
n can be easily generalized to ρ
(u,v)
n .
Examples of MD networks formed by DR’s from Gini
shown in Fig. 1(b) are presented in Fig. 3. These net-
works seem to be very different from the 4th generation
(2, 2)-flower (G0) shown in Fig. 1(a), though the nearest-
neighbor degree correlations are the same as G0. In order
to quantify such differences in network topology, we em-
ploy two indices. One is the spectral distance UGG′ be-
tween networks G and G′ with the same size N [29, 30].
5(a) (b)
FIG. 3. Networks after (a) 3× 105 and (b) 6× 105 operations
of DR from the network shown by Fig. 1(b).
The distance UGG′ is defined by
UGG′ =
√√√√ N∑
α=1
[
(µGα − µ
G′
α )
2
+ (νGα − ν
G′
α )
2
]
. (14)
Here, µGα and ν
G
α are the αth eigenvalues (in ascending
order) of the adjacency matrix A = [aij ] and the Lapla-
cian matrix L = [lij ], respectively, where aij = 1 if the
nodes i and j are connected in G, aij = 0 otherwise,
and lij = −aij + δij
∑
j′ aij′ . Since UGG′ is invariant
under the similarity transform, UGG′ = 0 for networks
G and G′ being isomorphic to each other. It should be
remarked, however, that two cospectral networks provid-
ing UGG′ = 0 are not always isomorphic. Although UGG′
becomes large when the topology of G′ largely deviates
from G, it is not clear what type of topological differ-
ences strongly affects UGG′ . Thus, we introduce another
measure, the correlation distance VGG′ , to quantify the
topological difference between networks. The quantity
VGG′ is defined as
VGG′ =
1
2
∑
k,k′,l
|PG(k, k
′, l)− PG′(k, k
′, l)| , (15)
where PG(k, k
′, l) is the joint probability that randomly
chosen two nodes have the degrees k and k′ and are sepa-
rated by the shortest path distance l to each other. Sim-
ilar to UGG′, VGG′ takes the minimum value 0 if G =
G′. VGG′ becomes maximum if two distribution func-
tions PG(k, k
′, l) and PG′(k, k
′, l) have no overlap, and is
bounded by 1 because of the normalization condition∑
k,k′,l PG(k, k
′, l) = 1. A large correlation distance VGG′
implies thatG′ displays very different (long-range) degree
correlations from G.
We examined how largely MD networks are different
from the (u, v)-flower by computing the above topologi-
cal distances. The left panel of Fig. 4 shows UG0Gτ and
VG0Gτ as a function of the number of RR steps τ , where
G0 is the original 4th generation (2, 2)-flower G
(2,2)
4 and
Gτ is the network after τ operations of RR from G0. The
UG0Gτ / UG0Gini
VG0Gτ / VG0Gini
FIG. 4. Spectral distance UG0Gτ (black line) and correlation
distance VG0Gτ (red line) rescaled by UG0Gini and VG0Gini ,
respectively, where G0 is the 4th generation (2, 2)-flower, and
Gini is the network after 5M = 1280 operations of RR from
G0. The left panel displays the distances during 5M opera-
tions of RR starting from G0, while the right panel shows the
distance changes by DR’s starting from Gini.
right panel depicts the same quantities, but τ is the num-
ber of DR steps starting from Gini, and Gτ is the network
after τ operations of DR from Gini. In this panel, data
for τ ≥ 18 473 represent the topological distances of MD
networks from G
(2,2)
4 . The topological distances must be-
come zero at some values of τ in this region because the
G
(2,2)
4 included in SMD is reachable from any MD network
by DR’s. Nevertheless, both the spectral and correlation
distances never drop to zero, at least within the present
window of τ . This implies that the topology of MD net-
work in SMD is diverse and most of MD networks have
very different structures from the (u, v)-flower.
The diverse topologies of MD networks can be read-
ily understood through the idea of unit rewiring. The
nth generation (u, v)-flower G
(u,v)
n is composed of wn−m
pieces of G
(u,v)
m (m ≤ n). If we regard G
(u,v)
m as a su-
peredge of G
(u,v)
n , G
(u,v)
n is equivalent to G
(u,v)
n−m with su-
peredges. Let us perform RR operations for G
(u,v)
n−m with
superedges, which corresponds to RR’s in units of the
subgraph G
(u,v)
m in G
(u,v)
n . We call such a rewiring a unit
rewiring (UR). As examples, networks after 320 and 80
operations of UR in units of G
(2,2)
1 and G
(2,2)
2 starting
from G
(2,2)
4 are depicted in Figs. 5(a) and 5(b), respec-
tively. It should be emphasized that the network after
UR’s has the same P (k, k′), and thus ρ, as the original
network G
(u,v)
n . Therefore, all networks formed by UR’s
are elements of SMD. The number of networks formed by
UR operations in units of G
(u,v)
m starting from G
(u,v)
n is
equivalent to the number of networks with the same de-
gree sequence as G
(u,v)
n−m. Since even this number is quite
large [31], the number of elements in SMD that includes
6(a) (b)
FIG. 5. Networks after (a) 320 and (b) 80 operations of UR
in units of G
(2,2)
1 and G
(2,2)
2 starting from G
(2,2)
4 , respectively.
unit-rewired networks as a part of it rises astronomically.
Considering the property of unit rewiring, in a net-
work GUR formed by UR operations in units of G
(u,v)
m ,
the degree-degree correlation or other structural correla-
tions in units of G
(u,v)
m cannot extend beyond the scale of
them. This implies that the network GUR (∈ SMD) does
not possess the fractal property as a long-range struc-
tural correlation. Thus, we can conclude that disassor-
tative degree mixing does not always make a scale-free
network fractal. Although the (u, v)-flower in SMD has
surely a fractal structure, it can be demonstrated that
fractal networks are rather rare in the set SMD. In the
right panel of Fig. 6, the number of covering subgraphs
NB [see Eqs. (1) and (2)] is plotted as a function of lB for
4 topologically very different networks in SMD, by em-
ploying the compact-box-burning algorithm [32]. These
results show thatNB(lB) decreases exponentially with lB.
In addition to these 4 examples, we examined NB(lB) for
totally 100 MD networks with different topologies to each
other. Our results show that NB(lB) for every network
obeys Eq. (1), which implies that most of MD networks
with the scale-free property are not fractal, but have the
small-world property.
Does the degree correlation have nothing to do with
the fractal property of a scale-free network? Our results
demonstrate that at least the nearest neighbor disassor-
tative degree correlation cannot be the origin of fractal-
ity in scale-free networks. However, as seen in Fig. 1(a),
the (u, v)-flower has a distinguishing feature of a long-
range repulsive correlation between the same degrees.
This is not found in a typical MD network shown in
Fig. 3. In particular, the long-range repulsion between
hub nodes is found not only in the (u, v)-flower but also in
other synthetic scale-free fractal networks [14]. In order
to quantify the repulsive correlation between hubs, we
introduce the conditional probability P (l|k, k′) of ran-
domly chosen two nodes with degrees k and k′ being
separated by the distance l to each other. If setting
k = k′ = kmax, this probability indicates the distri-
FIG. 6. Number of covering subgraphsNB as a function of the
subgraph diameter lB for the original 6th generation (u, v)-
flower G
(2,2)
6 (gray circles in the left panel), Gini formed by
RR’s from G
(2,2)
6 (gray squares in the left panel), and four
topologically different networks in SMD formed by DR’s from
Gini (black symbols in the right panel). The results are verti-
cally shifted for graphical reasons. Lines in the left panel are
guides to the eye.
bution of shortest path distance among nodes with the
largest degree kmax and gives information on the hub-
hub repulsion. To improve the statistical reliability of
this distribution, we define the distance distribution func-
tion P˜ (l) = c
∑′
k,k′ P (l|k, k
′)P (k)P (k′), where P (k) is
the degree distribution,
∑′
k,k′ represents the summation
over degrees of the top 2% of high degree nodes, and
c is the normalization constant. As expected, P˜ (l) for
the (u, v)-flower shown in the top panel of Fig. 7 is dis-
tributed in a wide range of l, which implies that high
degree nodes are likely to be largely separated from each
other. The middle panel of Fig. 7 indicates P˜ (l) for
networks (Gcorr) formed by rewiring many edges while
keeping P (k, k′) starting from the (u, v)-flower, where we
should note that Gcorr is a MD network. The actual re-
wiring process can be done as follows: First we choose
randomly two edges (i1, j1) and (i2, j2) with four differ-
ent end nodes, where the degree of node i1 is equal to
the degree of node i2, then rewire them to (i1, j2) and
(i2, j1). The function P˜ (l) for Gcorr is distributed in a
narrow range of small l. The width of the distribution is,
however, slightly wider than that for Gini (bottom panel
of Fig. 7) formed by RR’s starting from the (u, v)-flower.
This is because higher degree nodes are never directly
connected in Gcorr. In addition to the (u, v)-flower, we
examined P˜ (l) for the WWW [33] as a real-world scale-
free fractal network. This network exhibits disassorta-
tive degree mixing (ρ = −0.11) and is known to have
the fractal dimension D = 4.41 [7, 9]. As shown in the
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FIG. 7. Distance distribution P˜ (l) for the 6th generation
(2, 2)-flower G
(2,2)
6 (top), networks (Gcorr) formed by rewiring
edges while keeping P (k, k′) starting from G
(2,2)
6 (middle),
and networks (Gini) formed by RR’s starting from G
(2,2)
6 (bot-
tom). The results for Gcorr and Gini are averaged over 100
connected samples. The inset shows P˜ (l) for the WWW
(Gwww) with N = 325 729 nodes and M = 1497 134 edges
[33] (red circles), a network (Gcorr) formed by rewiring edges
while keeping P (k, k′) starting from Gwww (green triangles),
and a network (Grnd) formed by RR’s starting from Gwww
(blue squares). Curves are guides to the eye.
inset of Fig. 7, P˜ (l) for the WWW has a long tail. If the
network is rewired while keeping P (k, k′), P˜ (l) becomes
much narrower than that for the original WWW as seen
by triangles in the inset and the network loses fractality.
These results suggest that the fractal property of a scale-
free network requires a long-range repulsive correlation
between similar degree nodes, particularly hub nodes.
IV. CONCLUSIONS
We have studied the relation between fractality of
scale-free networks and their degree correlations. Real-
world and synthetic fractal scale-free networks are known
to exhibit disassortative degree mixing in common. It is,
however, not obvious whether a negative correlation be-
tween nearest neighbor degrees causes the fractal prop-
erty of a scale-free network, though the possibility of dis-
assortativity being the origin of fractality is suggested.
In order to clarify this point, we examined maximally
disassortative (MD) networks prepared by rewiring edges
while keeping the degree sequence. For the preparation of
MD networks, uncorrelated networks are first formed by
rewiring randomly edges of the (u, v)-flower. Then, these
networks are again rewired to minimize the rank corre-
lation coefficient ρ. Our results show that there exist a
huge number of MD networks with different topologies
but most of them are not fractal. Therefore, it is con-
cluded that negative correlations between nearest neigh-
bor degrees cannot be the origin of fractality of scale-free
networks. This can be readily understood if we consider
MD networks formed by unit rewiring operations start-
ing from the (u, v)-flower, because unit-rewired networks
cannot have any structural correlations beyond the scale
of the rewiring unit. In addition, we studied the long-
range repulsion between hub nodes in fractal scale-free
networks and their rewired networks while keeping the
joint probability P (k, k′). The results for the (u, v)-flower
and a real-world fractal scale-free network show that dis-
tances between large degree nodes in fractal scale-free
networks are much longer than those in their rewired net-
works. This fact prompts the speculation that fractality
of scale-free networks requires a long-range repulsive cor-
relation in similar degrees.
We should point out that networks treated in this work
are a bit special. As mentioned in Sec. I, MD networks
are generally composed of communities in each of which
all nodes with a specific low degree and higher degree
nodes are connected alternately. This gives MD networks
a long-range degree correlation. On the other hand, an
MD network with the same degree sequence as the (u, v)-
flower (u > 1) consists of only one community, because
the total number of spokes from the lowest degree nodes
is equal to or larger than that from all remaining higher
degree nodes. We then cannot expect the long-range de-
gree correlation in MD networks with the same degree
sequence as the (u, v)-flower. Nevertheless, our conclu-
sion is considered to be still valid even for more general
networks. This is because disassortative degree mixing
does not introduce any long-range repulsive correlations
between similar degree nodes in a community of a general
MD network. Therefore, the MD network is not fractal
at least below the scale of the community.
Our speculation about the long-range repulsive corre-
lation between similar degree nodes for fractal scale-free
networks should be checked by further investigations. For
this purpose, it is significant to define a new index char-
acterizing the strength of such a repulsive correlation. It
is interesting to identify whether a network formed by
rewiring edges to maximize this index becomes fractal.
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Appendix: ρ OF THE (u, v)-FLOWER
Here, we derive Eq. (12) for the nth generation (u, v)-
flower with u ≥ 2 and n ≥ 2. At first, we determine the
rank Rkm for the degree km = 2
m (m = 1, 2, · · · , n) in
8the (u, v)-flower. For the (u, v)-flower, Eq. (10) can be
written as
Rkm =
S(km) + 1
2
+
m−1∑
m′=1
S(km′), (A.1)
where S(km) = kmNkm is the total number of spokes
from nodes with degree km. Since Nkm is given by
Eq. (6), we have
S(km) =
{
2m(w − 2)wn−m (1 ≤ m < n),
2nw (m = n),
(A.2)
where w = u + v. Therefore, the rank of degree km is
presented by
Rkm =


wn
[
2−
(
w
2
+ 1
)(
2
w
)m]
+
1
2
(1 ≤ m < n),
2wn − 2n−1w +
1
2
(m = n).
(A.3)
To calculate ρ by Eq. (11), we need to evaluate
X =
∑
(i,j)∈E
RkiRkj , (A.4)
and
Y =
∑
(i,j)∈E
(
R2ki +R
2
kj
)
, (A.5)
for the (u, v)-flower. Considering that nodes with degree
km for m ≥ 2 always connect to the lowest degree nodes
with degree k1 = 2, the number of edges whose end nodes
have the degree ranks Rkm (m ≥ 2) and Rk1 is S(km).
The remaining [S(k1)−
∑n
m=2 S(km)] /2 edges connect
the lowest degree nodes to each other. Thus, the quantity
X is presented by
X =
n∑
m=2
S(km)RkmRk1 +
1
2
[
S(k1)−
n∑
m=2
S(km)
]
R2k1 .
(A.6)
Using Eqs. (A.2) and (A.3), the quantity X is calculated
as
X =
(
1− z2
)
M3 +M2 +
1
4
M, (A.7)
where z = 2/w and the number of edges M is given by
(2/z)n. The summation over edges in Eq. (A.5) is also
rewritten as
Y =
n∑
m=1
S(km)R
2
km , (A.8)
and Y can be calculated as
Y =
2(z + 1)2
z2 + z + 1
M3+2M2+
1
2
M−
2z
z2 + z + 1
23n
z3
. (A.9)
The calculations of Eqs. (A.7) and (A.9) become easier if
we utilize the obvious relations
∑n
m=1 S(km) = 2M and∑n
m=1 S(km)Rkm = M(2M + 1). From Eqs. (11), (A.7)
and (A.9), the rank correlation coefficient ρ
(u,v)
n for the
nth generation (u, v)-flower is then calculated as
ρ(u,v)n = −
z
(
z2 + z + 1
)
1− z3(n−1)
, (A.10)
which is identical to Eq. (12). For the (2, 2)-flower, for
example, ρ
(2,2)
n is calculated as
ρ(2,2)n = −
7
8
[
1−
1
23(n−1)
]−1
, (A.11)
which gives ρ∞ = −7/8 for n→∞.
The assortativity r defined by Eq. (3) for the nth gen-
eration (u, v)-flower with u ≥ 2 and n ≥ 2 can be calcu-
lated by a similar way. The result is given by
r =


−
2n+2zn − a2(2z − 1)− 4
(2z − 1)(a2 − b)
(w 6= 4, 8),
−
(n+ 1)2 − 4n
(3 · 2n − 2)− (n+ 1)2
(w = 4),
−
4n−1 − 2n + 1
4n−1(3n− 8) + 3 · 2n − 1
(w = 8),
(A.12)
where
a =
(2z)n + 2z − 2
2z − 1
, (A.13)
and
b =
3 · 4nzn + 4z − 4
4z − 1
. (A.14)
For n→∞, the assortativity r∞ converges as
r∞ =


0 (w ≤ 8),
−
2
w(w − 2)
(w ≥ 9).
(A.15)
Since the scale-free exponent γ given by Eq. (7) is less
than 4 for w ≤ 8, the above result is consistent with the
general fact [18, 24, 25] that r cannot be negative for
infinitely large scale-free networks with γ ≤ 4.
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