The objective of registration process is to obtain a spatial transformation of a floating image to a reference image by which a similarity measure is optimized between the two images. A widely used measure is Mutual Information (MI). Registration based on mutual information is robust and dataindependent and could be used for a large class of monomodality and multimodality images. This method requires estimating joint histogram of the two images. As a result, it requires an extremely high computation time. This is its main drawback especially when it is applied to volume images. In order to speed up the registration process, a multi-resolution approach has been introduced before. In this method, a pyramid of low to high resolution images is used to find a rough estimate of parameters of the optimum transformation in a relatively short time using low resolution images, which is subsequently used as initial value for the higher resolutions. An appropriate estimation of the transformation parameters improves speed of the optimization algorithm.
Introduction
Image registration is the process of spatial alignment of two or more images acquired from different sensors, viewpoints or time intervals [1] . Registration is widely used in medical imaging applications. A common practice of these applications could be found in fusion of multimodality images when patients have to undergo epilepsy surgery [2] . Registration and fusion of MR and PET images will benefit the surgeon. Besides multimodality registration, there exist important application areas in monomodality registration. Examples include alignment of two images given in different times in order to detect silent differences. Over the years, a large number of registration techniques have been developed including point-based methods, deformation models [3] and voxel-based methods. In voxel-based approaches [4] , the optimum registration is determined by iteratively optimizing a similarity measure calculated using gray values of both images. Such methods do not require user interaction but may suffer from high computational cost. When mutual information is selected as the similarity measure, estimating the joint histogram which is a time-consuming process is iteratively required. Another difficulty with this method is the possible existence of local maxima in MI function.
If original misregistration is small, the algorithm converges to the global maximum more possibly. For this reason, coarse-to-fine multi-resolution strategies have been introduced. These approaches increase accuracy of the registration and speed up the optimization algorithm. In multi-resolution methods, the pyramid of images could be obtained using the wavelet transformation [5] , averaging method or image subsampling. When using image pyramids, no preference is considered for different regions of images. We propose that more samples should be selected from high entropy areas such as regions of tissue transition. Furthermore, mutual information criterion suffers from lack of spatial information. Using the proposed method, we try to compensate this shortage.
In sections 2 and 3, we first review image registration based on mutual information. Section 4 presents our proposed subsampling method and section 5 describes the search technique that we applied. In Section 6 the experimental results for registration of CT to MR and PET to MR images are presented and finally section 7 gives a summary of our method.
Image Registration
The registration problem is to find the optimal transformation T * which best aligns the images. For reference image I and floating image J , image registration can be defined as follows:
where ρ refers to a similarity measure. Therefore, different registration methods can be derived from different similarity measures and different search strategies. For example in MI-based methods, ρ is mutual information of the images. The most common transformations applied to register medical images are rigid and affine. An affine transformation includes transition, rotation, scaling and shearing where it maps parallel lines to parallel lines. Rigid is a special kind of affine transformation when only transitions and rotations are allowed. In rigid transformation, the objects retain their relative shape and size. It is generally used for brain images. A three-dimensional rigid transformation [6] is the product of rotation R and transition D matrices where the rotation matrix is the product of three matrices representing rotation around x, y and z axes.
Transition matrix includes three parameters d x , d y , d z as:
and rotation matrices representing three angles ϕ x , ϕ y , ϕ z are expressed as:
Consequently, a rigid transformation requires six independent parameters to be determined.
Mutual Information Criterion
Mutual information is an entropy-based measure. Given m events occurring with probabilities p 1 , ..., p m the Shannon entropy is defined as:
Entropy is a measure of uncertainty or dispersion of the probabilities of events. The Joint entropy H(I, J) can be calculated using joint histogram of two images. As the images become misaligned, dispersion of their joint histogram increases. Therefore, registration of two images can be accomplished by minimizing the joint entropy of the images, but mutual information is a better criterion [7] as marginal entropies H(I) and H(J) are taken into account.
The optimal transformation can be gained by maximizing mutual information of the two images. Normalized measure of mutual information is defined as follows:
Interpolation is usually required to estimate intensity values of transferred points. Nearest neighbor, linear and partial volume interpolations [8] are the most common methods for registration problem. 
Sample Selection Method
Optimizing MI function requires estimation of the joint histogram iteratively. Given reference image I and floating image J and for each transformation T belonging to the search space, the joint histogram H(I(s), J(T (s))) is computed for overlapping region of the images, where s ∈ S and S is the set of grid points of the reference image.
To increase speed performance, a subset of S may be used, where subsampling factor α = 1/N means only one in N voxels is selected for computing the joint histogram. The complexity of computing MI function [9] varies linearly with number of selected samples. Consequently, when subsampling factor is small, an estimation of optimal transformation can be obtained relatively fast. The result can be used as initial value in finer level (with higher α).
Variant Subsampling Factors
The idea of the proposed method is based on using higher subsampling factors for the regions which contain more information. The common subsampling method applies a fixed factor α for all areas of an image. In multi-resolution techniques, subsampling is done by averaging or other methods, but again α is the same for all regions, whereas tissue regions deserve more attention than background. Furthermore, edge or tissue transition regions contain important information for adjustment.
A method of incorporation spatial information of edges with mutual information that was introduced in [10] uses gradient vectors of corresponding points but calculation of gradient vectors in each iteration increases the computational cost. By using variant subsampling factors, we can emphasize the role of edge regions in MI measure.
In order to measure the information content of each partition of an image, entropy is used. In Fig. 1 the entropy maps of MR, CT and PET images which divided into small blocks are shown. The block size depends on the width of edge transition regions in the image. For brain images of Fig. 1 and 2 , blocks of 32 × 32 were used. Clearly, for three-dimensional images, the entropy blocks should be three-dimensional. In general, to subsample with n variant factors, a series of block sets A 1 , ..., A n in the reference image are defined as:
where M is the number of blocks in the image, B j is the jth block, H(B j ) is entropy of the jth block and τ i is entropy threshold for block set A i which can determine how many blocks belong to the block set. For each block set A i , a corresponding subsampling factor α i is used which holds the condition τ p > τ q → α p > α q that means the blocks with higher entropy should be subsampled with higher factors. A simple way is to consider a constant c as factor coefficient: Fig. 2 shows selected samples for a brain MR image. Eighty percent of samples belong to the first block set A 1 with subsampling factor α 1 and the rest are members of the second block set A 2 with corresponding factor α 2 . A comparison of proposed method and uniform subsampling method for MR to MR registration can be found in Fig. 3 . The vertical axis shows the mean of registration errors computed in several volumes of interest (VOIs) and the horizontal axis represents the percentage of samples which selected by both methods. Subjected to the voxel-size of images and the interpolation method, a minimum registration error is unavoidable. The comparison indicates that the proposed method reaches to the minimum error with a lower percentage of samples and yields a better registration than uniform subsampling method especially when subsampling factor is low. Fig. 4 represents MI functions for a transition and a rotation parameter, where zero position corresponds to the optimal solution. The artifacts and local maxima are reduced when using our proposed method. 
Search Technique
A multi-stage strategy is used to find the optimal transformation. In each stage, MI function is computed using proposed subsampling method. The subsampling factors are small for first stage and increase gradually in higher stages. When a higher stage is started, Table 2 : Registration errors with respect to the gold standard for PET to MR pairs.
the initial range of search space is reduced because it's expected that the algorithm has reached closer to the solution. Simplex method and Powell's routine [11] are commonly used for registration problem. Because of existence of local maxima in MI function, these methods can not be considered as perfect optimizers. We propose using Powell's method for primary stages and a stochastic search method such as simulated annealing [12] for the final stage. Simulated annealing method is not sensitive to local maxima; however, reaching to the global maximum is not guaranteed.
Experimental Results
The proposed method was applied to register CT to MR and PET to MR volume images of Retrospective Registration Evaluation Project (RREP). MR images include T1, T2, PD and rectified versions of them. Geometrical distortions are corrected for rectified images (see [13] for more detail). Typical voxel size of the images is (1.25 × 1.25 × 4) for MR images, (0.65 × 0.65 × 4) for CT images and (2.59 × 2.59 × 8) for PET images in mm. The joint histograms were estimated using bilinear interpolation.
The difference between marker-based gold standard and our registration has been evaluated in 10 VOIs. The results are summarized in Tables 1 and 2 . The mean errors are less than the largest voxel size (4 mm for CT and MR and 8 mm for PET), which means that all mean errors present subvoxel accuracy. 
Conclusion
An improved multi-stage registration method based on mutual information has been introduced. The method employs a new subsampling technique which selects more relevant samples for joint histogram estimation. Because of existence of local maxima, simulated annealing is used in the final stage to increase the chance of finding the optimal solution.
The method is tested for volume image pairs of CT/MR and PET/MR. The registration errors are evaluated with respect to the marker-based gold standard. The results represent subvoxel accuracy for all mean errors.
