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A utilização de novas tecnologias de informação e comunicação para disponibilização
dos serviços públicos aos cidadãos, o chamado e-Government, tem sido uma das princi-
pais apostas de muitos países desde o aparecimento da Internet.
A comunicação obrigatória por via eletrónica de faturas através do sistema do e-fatura
transportou, a partir de 2013, o setor tributário português para uma nova realidade. O
aumento da informação que chega em tempo real à autoridade com responsabilidade de
a verificar, a Autoridade Tributária e Aduaneira, veio criar oportunidades de fazer uso
dessa mesma informação para benefício tanto do Estado como do contribuinte final.
O setor fiscal dos impostos indiretos é o que apresenta a maior receita ao estado,
nomeadamente através da tributação do Imposto de Valor Acrescentado (IVA). É também
neste setor que se observa a maior carga sobre os contribuintes ao nível das obrigações na
comunicação de informação e submissão de declarações periódicas.
Com efeito, numa das fases do projeto IVA Automático na Opensoft, o objetivo é
automatizar o preenchimento da declaração periódica de IVA para os contribuintes do
regime normal trimestral com base na informação do sistema e-fatura e outras entidades
estatais.
De modo a caminhar em direção a esse objetivo, nesta dissertação, foi feita a recolha,
análise e processamento de dados relativos a declarações e faturas de sujeitos passivos.
Foram usados quatro algoritmos de Aprendizagem Automática sobre esses dados, com
diversas parametrizações de forma a encontrar os melhores modelos para a classificação
de faturas com base no conhecimento existente. Com base nos resultados obtidos foi feita
uma análise sobre a aptidão do uso destes modelos num ambiente real.
Para além deste estudo de AA, foi desenvolvido um protótipo funcional que imple-
menta as funcionalidades chave do IVA Automático: classificação de faturas pelos sujeitos
passivos e apresentação da declaração pré-preenchida de IVA.
Palavras-chave: Aprendizagem Automática, Supervisionada, Classificação, Automação,




The use of information and communication technologies to provide public services
to its citizens, the so-called e-Government, has been a strong bet of many countries since
the birth of the Internet.
Starting in 2013, the mandatory communication of all the transaction invoices through
the ”e-fatura” system, a part of the Portuguese tax portal, elevated the Portuguese tax
system to a whole new level. The rise of information that reaches the authorities, with
the responsibility of doing it’s auditing, in real-time provides the opportunity to use this
information for the benefit not only of the State but also the taxpayers.
In the Portuguese tax system, the collection of indirect taxes it’s the main source of
fiscal revenue, namely through the application of the Value Added Tax (VAT) to compa-
nies and individuals with declared professional activity. It is in this sector that we can
see the highest workload being put on the taxpayers.
By recognizing the potential of the information available, in one of the phases of the
“IVA Automático” project at Opensoft, the goal is to automate the filling and submission
process of the periodic declaration of VAT, of the taxpayers inserted in the trimester
regime, using the information of the “e-fatura” system and other statal entities.
To walk towards this goal, in this dissertation, data related to invoices and periodic
VAT declarations were collected, analyzed and processed. We make use of four Machine
Learning algorithms over this data, with different parameters to find the best models
for the classification of invoices using the knowledge currently available. Based on the
results obtained, an analysis was made to assert the aptitude of the use of these models
in a real-world scenario.
Besides the work of Machine Learning, a functional prototype was developed that
implements the key functionalities of the “IVA Automático”: invoice classification by the
taxpayers and the pre-filling of an automatic VAT declaration.
Keywords: Machine Learning, Supervised, Classification, Automation, Taxes, VAT, In-
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1.1 Contexto e Motivação
A utilização de novas tecnologias de informação e comunicação para disponibilização
dos serviços públicos aos cidadãos, o chamado e-government, tem sido uma das principais
apostas de muitos países desde o aparecimento da Internet. Em Portugal esta aposta tem
sido motivada por uma política que por um lado visa a redução de custos e aumento
da eficiência dos processos e por outro a disponibilização de serviços de alta qualidade
através de vários canais de comunicação [33].
Figura 1.1: Total de faturas emitidas e comunicadas à AT entre 2013 e 2017 (mm = milhar
de milhão). Fonte: DGO/MF, PORDATA.
1
CAPÍTULO 1. INTRODUÇÃO
Figura 1.2: Receitas fiscais do Estado Português em 2017. Impostos diretos (IRS e IRC) e
impostos indiretos (IVA e Outros) Fonte: e-fatura
A comunicação obrigatória por via eletrónica de faturas através do sistema do e-
fatura1, componente do portal das finanças, transportou a partir de 2013 o setor tributário
português para uma nova realidade. O aumento da informação que chega em tempo real
às autoridades com responsabilidade de a verificar, como podemos observar pelo cres-
cimento anual do número de faturas comunicadas à Autoridade Tributária e Aduaneira
(AT) na figura 1.1, veio criar oportunidades de fazer uso dessa mesma informação para
benefício tanto do Estado como do contribuinte final e das empresas. Para o estado o
benefício traduz-se na redução da evasão fiscal, no aumento da receita, e por conseguinte
na melhoria da justiça fiscal e diminuição do défice público. Para o contribuinte a neces-
sidade de declarar o imposto a pagar ou o reembolso a receber pode tornar-se cada vez
mais fácil. Pode até mesmo não ser necessária qualquer ação do Sujeito Passivo para que
essa declaração seja criada e processada, com o apoio de sistemas automáticos.
O setor fiscal dos impostos indiretos é o que apresenta a maior receita para o estado.
Conforme consta no gráfico 1.2, só em 2017 38% da receita dos impostos chegou aos
cofres do Estado através da tributação do Imposto de Valor Acrescentado às grandes,
pequenas e médias empresas e aos contribuintes com atividade empresarial. É também
neste setor que se observa a maior carga ao nível de comunicação de informação, pelo que
surge a necessidade por parte do estado de agilizar e automatizar este tipo de processos.
Os objetivos principais são a redução dos custos operacionais e o reforço do combate ao
incumprimento propositado ou não da declaração de imposto.
Pretende-se utilizar a informação disponível, sobre os contribuintes e as suas transa-
ções, detida pela Autoridade Tributária e Aduaneira de forma a automatizar os processos
de declaração de imposto. O foco do projeto onde esta tese se integra centra-se na de-
claração periódica do IVA por parte dos sujeitos passivos incluídos no regime normal
trimestral.
1Autoridade Tributária e Aduaneira. Sobre o E-Fatura. 2012. url: http://info.portaldasfinancas.




Atualmente a submissão da declaração periódica do IVA contém apenas os valores, bases
tributáveis total para cada taxa de IVA, que correspondem ao agregado das faturas que
dizem respeito ao mês/trimestre dessa declaração. Com a entrada em efeito da comuni-
cação obrigatória de faturas à Autoridade Tributária e Aduaneira, esta passou a ter todas
as faturas que fazem parte das declarações, pelo que estas declarações podem ser feitas
de forma automática, necessitando apenas de uma validação posterior dos valores finais
pelos sujeitos passivos antes da submissão definitiva.
O problema que o projeto pretende solucionar, é o facto de não existir maneira de
compreender quais são as faturas, dos sujeitos passivos enquadrados no regime normal
trimestral, que devem integrar as declarações. Isto porque na mesma fatura podem cons-
tar produtos e serviços que podem ou não ser utilizados na atividade profissional, de
forma parcial ou total. Outro dos obstáculos é a necessidade de recolher, das várias enti-
dades relacionadas com esta declaração, os dados necessários para a preencher.
Com efeito, pretende-se desenvolver um modelo de aprendizagem automática que
consiga classificar as faturas numa primeira instância de acordo com a sua utilização: ex-
clusiva na esfera pessoal, exclusiva na esfera profissional/empresarial ou mista. Caso
a fatura pertença a uma das últimas duas utilizações, pode posteriormente ser classificada
tendo em conta o fim do bem ou serviço: existências (inventários), imobilizados (ativos
fixos tangíveis, intangíveis e outros ativos não correntes) ou outros bens e serviços [6].
1.3 Contribuições
Esta dissertação tem por objetivo atingir as seguintes contribuições técnicas e de projeto:
• Análise da situação atual da entrega da declaração do IVA e levantamento de requi-
sitos para automatização do seu processo de criação e declaração.
• Proposta de uma abordagem de Aprendizagem Automática Supervisionada para
classificação de faturas para a declaração periódica do IVA.
• Construção, seleção e avaliação de modelos de AA baseados em algoritmos de estado
da arte.
• Discussão das oportunidades de melhoramento dos modelos com recurso às classi-
ficações validadas pelos contribuintes.
1.4 Estrutura do Documento
O presente documento apresenta-se estruturado da seguinte forma:
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Capítulo 2 (Estado da Arte) No segundo capítulo é feito um estudo sobre os algoritmos
de Aprendizagem Automática Supervisionada existentes, a abordagem de treino para
seleção dos modelos a ser utilizados e as métricas que irão ser usadas para avaliar o seu
desempenho.
Capítulo 3 (Dados) Descreve como foram recolhidos os dados, analisados e processados
com vista a produzir um conjunto de dados catalogado.
Capítulo 4 (Modelação e Avaliação) O capítulo quatro descreve as ferramentas utili-
zadas no projeto, o processamento de dados para Aprendizagem Automática, parame-
trização de algoritmos, seleção de modelos, resultados e a sua avaliação com base em
métricas de avaliação. Os modelos serão posteriormente integrados na arquitetura do IVA
Automático, com o objetivo de classificarem faturas.
Capítulo 5 (IVA Automático) Apresenta-se no quinto capítulo a descrição do protótipo
funcional do IVA Automático e o modelo de dados criado para o suportar.
Capítulo 6 (Conclusão e Trabalho Futuro) Este capítulo contém o resumo do trabalho
que foi desenvolvido e as conclusões obtidas nesta dissertação.
Esta dissertação contém dois anexos, públicos, e um apêndice, sujeito a constrangi-
mentos de confidencialidade que só pode ser consultado com autorização da Autoridade
Tributária e Aduaneira e Opensoft:
Anexo I (Resultados) Figuram neste anexo as tabelas com os resultados da otimização
de hyerparâmetros, descrita em detalhe no capítulo 4.
Anexo II (Conceitos Fundamentais) Apresentam-se os conceitos fundamentais à com-
preensão do contexto do projeto. É feita uma introdução ao sistema fiscal português atual,
os tipos de imposto existentes e uma explicação com algum detalhe sobre o Imposto de
Valor Acrescentado.
Apêndice A (Informação Confidencial) Contém informação confidencial relativa a:













Este capítulo apresenta os conceitos de Aprendizagem Automática necessários para a
compreensão do desenvolvimento da presente dissertação. Na seção 2.1 descreve-se em
detalhe a AA Supervisionada, em 2.2 os algoritmos de classificação estudados e utili-
zados nesta dissertação e as técnicas de seleção de modelos na seção 2.3. Na seção 2.4
introduzem-se o conceito e técnicas de normalização de dados e na última seção, 2.5 as
métricas de avaliação do desempenho dos algoritmos de classificação.
2.1 Aprendizagem Automática Supervisionada
Aprendizagem Automática (AA) é a ciência da criação de sistemas que melhoram com
os dados. A ideia fundamental é que um sistema possa utilizar dados para ir progres-
sivamente melhorando o seu desempenho numa determinada tarefa [24]. Existem três
elementos básicos:
1. A tarefa que o sistema deve executar.
2. A medida pela qual o desempenho do sistema deve ser avaliado.
3. Os dados que devem ser usados para melhorar o desempenho do sistema, geral-
mente designados como dataset.
Quando o dataset está devidamente catalogado podemos supervisionar o processo
de aprendizagem diretamente. Quando isto acontece, estamos perante um processo de
Aprendizagem Automática Supervisionada.
Definição formal Existe um conjunto de exemplos com variáveis X e uma etiqueta Y,
{(x1, y1), ..., (xn, yn)}, e assumimos que existe uma função F(X) : X→ Y .
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O objetivo da aprendizagem supervisionada é encontrar uma função g(θ,X) : X→ Y ,
que tem um conjunto de parâmetros θ, que aproxima a função desconhecida F(X) : X→ Y
e possibilita a obtenção de Y para qualquer exemplo, ainda que este não faça parte do
nosso conjunto de dados inicial. Pretende-se obter uma função que consiga obter os re-
sultados (“outputs”) de uma maneira genérica, isto é, não se adapta demasiado à amostra
de treino.
Existem dois tipos de problemas de aprendizagem supervisionada. Um que consiste em
prever valores contínuos, Regressão, e outro, um problema de Classificação, que consiste
em atribuir uma classe, de um conjunto finito de classes discretas, a um dado de entrada.
(a) Previsão do tempo de vida com base
na presença de um gene
(b) Classificação de indivíduos tendo
em conta a presença de dois genes
Figura 2.1: Exemplos de problemas de Aprendizagem Automática [16]
2.1.1 Regressão
No campo da estatística, uma abordagem de regressão consiste em encontrar uma relação
entre variáveis. Em AA essas variáveis correspondem aos atributos do conjunto de dados
e o objetivo é estudar a relação entre estes e obter uma função, que com base nos atributos
de entrada, consiga produzir um valor para o atributo de saída (classe do exemplo).
Y = α + βX (2.1)
A regressão linear e a regressão logística são os tipos mais utilizados. A primeira tenta
obter uma função que separe linearmente os dados (figura 2.1a). Um modelo de regressão
linear é do tipo da equação 2.1. O X corresponde ao atributo de entrada, α e β são os
coeficientes calculados com base na relação entre os atributos de entrada e saída e por
fim o Y que é o valor contínuo que pretendemos obter e corresponde à previsão do valor
do atributo pretendido.
A regressão logística pode ser utilizada também como um classificador para valores
discretos. Uma explicação em detalhe para este caso de uso é apresentado na seção 2.2.5.
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Figura 2.2: Árvore de Decisão para classificação de um pedido de empréstimo [41]
2.1.2 Classificação
Recebendo um dado de entrada X pretende-se obter uma classificação de saída Y cujo
valor faz parte de um conjunto finito de duas ou mais classes. A classificação não é
mais do que encontrar uma função que melhor define uma fronteira entre os dados das
diferentes classes, figura (2.1b). O algoritmo que implementa a classificação denomina-se
classificador. As classes produzidas podem ser binárias, {0,1}, ou multi-classe com valores
compreendidos em conjuntos do tipo {1,2,3,..,n}, em que n é equivalente ao número de
classes existentes.
2.2 Algoritmos de Classificação
Os algoritmos de classificação mais utilizados na resolução dos tipos de problemas descri-
tos anteriormente são apresentados nesta secção. Todos os algoritmos apresentados são
capazes de realizar classificação binária de dados e existem alguns que suportam também
a classificação multi-classe.
2.2.1 Árvores de Decisão
O conceito geral de uma árvore de decisão é dividir a classificação num conjunto de
escolhas (figura 2.2) sobre cada atributo à vez, começando na raiz (base) da árvore e
progredindo para “baixo” em direção ás folhas, onde recebemos a classificação final [30].
Entre a raiz e as folhas encontram-se os chamados nós de decisão, que implementam uma
função que recebe o valor de um atributo e dependendo deste, segue um determinado
caminho (ramo).
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ID3 Ganho de Informação Categórico Não Nenhuma Não
C4.5 Rácio do Ganho
Categórico
e Numérico Sim Baseada em Erro Não
CART Critério de Reboque
Categórico
e Numérico Sim Custo-Complexidade Deteção e gestão
As árvores geradas podem ser convertidas num conjunto de regras, IF-THEN, que são
facilmente interpretáveis [2]. Estas regras permitem compreender como é feita de facto a
classificação tendo em conta os valores dos atributos de um exemplo, bastando para isso
seguir os caminhos a tomar na árvore com base nesses valores.
Este tipo de classificação aceita atributos do tipo contínuo e categórico, o que à partida
é uma vantagem sobre os outros que só aceitam representações contínuas. Quando o
tipo do atributo é categórico, a decisão ao nível do nó utiliza os valores discretos das
categorias (ex: tipo de família (“family type”) na figura 2.2). Se a representação do atributo
for contínua, então a decisão não se baseia em valores discretos mas sim em intervalos
contínuos (ex: idade (“Age”) na figura 2.2).
Existem três algoritmos habitualmente usados na construção deste tipo de árvores,
o ID3, o C4.5 e o CART. A sua comparação ao nível dos atributos suportados e das
operações suportadas está evidenciada na tabela 2.1. Apesar de possuírem diferenças ao
nível do critério de divisão, seguem o mesmo princípio base para construção da árvore:
começando na raiz e escolhendo o atributo mais informativo a cada passo (nível da árvore),
i.e o atributo que nos dá mais informação com base no conhecimento já adquirido até
aquele nível. Um exemplo disto é num jogo de adivinhar no que outra pessoa está a pensar,
perguntar “É um animal?” antes de perguntar “É um gato?”. Este tipo de perguntas
podem ser expressadas matematicamente e são uma das tarefas da teoria da informação
[30].
Convém realçar que os algoritmos deste tipo podem estar sujeitos a sobre-aprendizagem
quando a árvore gerada se torna demasiado grande e complexa. Para combater esta li-
mitação, nos algoritmos C4.5 e CART, pode-se optar por “podar” a árvore num certo
nível. A escolha do nível onde é efetuado o corte deve ser estudada de forma manual ou
automática, construindo na íntegra a árvore e reduzindo-a posteriormente manualmente
ou com base na avaliação do erro das classificações produzidas.
2.2.2 Florestas Aleatórias
As Florestas Aleatórias inserem-se num grupo de algoritmos que usam métodos de apren-
dizagem combinada, designados como métodos de ensemble na literatura. Estes algorit-
mos treinam vários modelos de baixa exatidão e agregam as suas previsões com o objetivo
de obter um modelo mais exato. No caso deste algoritmo, o método de aprendizagem
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combinada usado é o bagging. No bagging um algoritmo é corrido várias vezes usando
diferentes parcelas dos dados, escolhidas aleatoriamente e com repetição. O estimador
final é escolhido com base num voto de maioria (figura 2.3).
Figura 2.3: Exemplo do funcionamento do algoritmo da Florestas Aleatórias com quatro
Árvore de Decisão
Como o nome indica, as Florestas Aleatórias baseiam-se na aprendizagem com árvores
de decisão. Os dados são divididos em parcelas e criadas árvores para cada conjunto. Uma
particularidade das Florestas Aleatórias é o particionamento dos atributos, chamado de
sub-espaço de atributos. Significa isto que cada estimador atua não só sobre um conjunto
diferente dos dados, mas também sobre um conjunto de atributos distinto. Esta particu-
laridade é motivada pelo facto de se saber à partida que existem atributos que são mais
importantes para as previsões. Os estimadores, isto é, cada Árvore de Decisão quando
avaliados individualmente são essencialmente fracos, possuem menos dados e menos
atributos do que uma AV com todos os dados e todos os atributos. Por outro lado, quando
consideradas em conjunto, as várias Árvore de Decisão têm um poder muito maior, e
espera-se que a combinação das suas previsões, através de voto de maioria, sejam muito
mais precisas do que uma só árvore.
Tendo em conta as características da sua implementação e métodos utilizados, bagging
e sub-espaços de atributos, as Florestas Aleatórias apresentam-se como uma melhor al-
ternativa ás Árvores de Decisão, seção 2.2.1, pois apresentam uma maior robustez contra
o problema da sobre-aprendizagem. Dito isto, o comportamento do algoritmo poder ser
bastante complexo. Quando o número de estimadores a ser testado é baixo, o algoritmo
é rápido, mas o estimador final na maioria dos casos apresenta um baixo desempenho.
Se aumentarmos o número de estimadores, o desempenho do estimador final pode, e
costuma, crescer mas o tempo de execução acompanha também esse crescimento. Isto
significa que o algoritmo pode ser usado para todo o tipo de aplicações deste que o nú-
mero de estimadores não seja demasiado grande. A procura pelo valor ótimo pode ser
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feita recorrendo à otimização de hyperparâmetros (seção 4.3.2).
2.2.3 Support Vector Machines
Uma Support Vector Machines (SVM) [11] é um algoritmo de aprendizagem supervisio-
nada binária não paramétrica no qual nenhuma suposição é feita sobre a distribuição dos
dados. Possui requisitos de treino relativamente baixos, i.e é necessária uma quantidade
limitada de dados de treino para se obter um bom classificador. Segundo [18] apenas um
quarto da quantidade normal recomendada de dados de treino é necessária para produzir
bons resultados.
Um classificador com support vectors está apto à partida à resolução de problemas de
classificação binária, mas pode também ser utilizado em situações de multi-classe. Para o
fazer, decompõe o problema inicial em pequenos subproblemas de classificação binária.
Um soft margin SVM [11] tenta por indução criar um classificador linear que melhor
descrimine duas classes não necessariamente separáveis. Melhor neste caso significa o
classificador linear com a margem máxima, onde margem é definida como a distância do
ponto de treino à fronteira de decisão definida pelo classificador. Na maioria dos casos
onde as duas classes não são necessariamente separáveis, o problema de maximização
tem alguns “trade-offs”, i.e irão existir pontos que serão mal classificados (figura 2.4).
Figura 2.4: Soft Margin Support Vector Machines que apresenta alguns pontos que não
são corretamente descriminados [38]
Um classificador de SVM contém um parâmetro C que pode ser variado de forma a
controlar a quantidade de classificações erradas que vai permitir. A variação deste parâ-
metro é importante para a redução do erro. Quando o parâmetro C é alto, o classificador
vai permitir que apenas uma pequena parte seja incorretamente classificada. O enviesa-
mento do classificador vai ser baixo mas pode não generalizar bem e ter alta variância.
Isto significa que podemos entrar numa situação de sobre-aprendizagem se o parâmetro
for demasiado alto. Se o valor de C é baixo, o número de classificações incorretas permiti-
das vai aumentar. A classificação vai ser genericamente melhor com grande enviesamento.
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Figura 2.5: Regiões de classes geradas por um modelo de classificação kNN com distância
de Minkowski e p=2, p=1 e p=0.7 [24]
Se o parâmetro for zero, então não poderão haver pontos mal classificados [39].
Outro parâmetro das Support Vector Machines é a função de kernel. Uma função
de matemática de Kernel recebe como entrada dados e transforma-os noutro formato
pretendido. Estas funções devolvem o produto interno entre dois pontos num espaço
de atributos adequado. Isto permite definir uma noção de semelhança a baixo custo
em espaços de altas dimensões (high-dimensional spaces). A função mais habitualmente
utilizada é a Gaussian Radial Basis Function (RBF), e foi de resto também a utilizada
nesta dissertação.
Apesar de ser bastante usado, a sua aplicação é normalmente feita com base num
modelo blackbox, isto é, não se compreende o que está a acontecer durante a execução do
algoritmo, só se conhecem os dados de entrada e de saída [7]. Neste tipo de situações,
caso se queira melhorar o desempenho ou descobrir as causas de problemas, pode ser
necessário o apoio de um matemático.
2.2.4 K Vizinhos mais Próximos
É um exemplo do método de aprendizagem preguiçosa1 que envolve a comparação de
uma parte do conjunto de dados existente com novos dados de forma a atribuir uma
classe a estes últimos, em vez de fazer uso de todos os dados.
A execução do algoritmo acontece cada vez que um novo ponto é adicionado ao dataset,
como na figura 2.6, e o seu funcionamento pode ser descrito em três passos:
1. Calcula-se a distância do novo ponto a todos os pontos do dataset utilizando uma
fórmula de distância predefinida.
2. Escolhem-se os k pontos mais próximos, i.e. os k pontos com menor distância ao
novo ponto.
3. Atribui-se ao novo ponto a classe que está em maioria nos k pontos escolhidos.
1Aprendizagem Preguiçosa ou Lazy Learning é um método de aprendizagem no qual a generalização dos
dados de treino só é feita quando se faz um pedido de previsão ao sistema, ao contrário do Eager Learning
onde o sistema tenta generalizar os dados de treino antes de receber novos dados (inputs) [27]
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Figura 2.6: Exemplo da classificação de um novo exemplo usando o algoritmo de kNN.
Com k=1 é classificado como 1, com k=3 com classe 2 e com k=5 com classe 1, tendo em
conta o resultado da maioria [12]
A representação dos atributos dos dados deve ser numérica de forma a que seja possível
calcular uma função distância. Uma forma genérica de distância habitualmente utilizada
é a distância de Minkowski, com parâmetro de elevação p. Com p=1 equivale à distancia de
Manhattan e com p=2 à distância Euclidiana. Diferentes distâncias implicam diferentes
regiões de classes (figura 2.5), pelo que os resultados da classificação dependem bastante
da distância escolhida e da sua adequação à distribuição dos dados [14].
2.2.5 Regressão Logística
A regressão logística é uma técnica estatística que tem como objetivo produzir, a partir de
um conjunto de observações, um modelo que permita a previsão de valores tomados por
uma variável categórica (classes), frequentemente binária, a partir de uma série de variá-
veis explicativas contínuas e/ou binárias as quais apelidamos de atributos. A regressão
logística faz uso da função logística (equação 2.2) para estimar a probabilidade de cada
uma das classes do conjunto de dados.
g(~x,w) =
1
1 + e−(~wT ~x+w0)
(2.2)
Tal como o algoritmo de Árvores de Decisão (2.2.1), também a regressão logística
permite visualizar os pesos atribuídos a cada atributo dos dados. Assim torna-se bastante
fácil compreender de que variáveis dependem e como são feitas as classificações pelo
modelo.
2.3 Seleção do Modelo
É necessário perceber qual o modelo que melhor se adequa à resolução do problema, para
isso é feita uma avaliação que mede o erro associado à classificação de um conjunto de
dados.
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Quando a medição e avaliação de desempenho é feita sobre o conjunto de dados
usado para treinar, caminha-se para a obtenção de um modelo de sobre-aprendizagem.
Um modelo com sobre-aprendizagem diminui a generalidade das previsões, pois está
demasiado ajustado aos dados de treino, o que implica uma maior probabilidade de erro
na classificação de novos dados.
A abordagem habitual, para colmatar uma situação de sobre-aprendizagem de um
modelo, passa por dividir o conjunto de dados inicial em três partições:
• Partição de Treino - utilizado para treinar o algoritmo.
• Partição de Validação - obter o erro estimado e fazer a escolha do melhor modelo.
• Partição de Teste - obter uma estimativa final não enviesada do erro verdadeiro.
A distribuição dos dados pelas partições pode ser feita de forma arbitrária e normal-
mente adota-se um modelo de (50, 25, 25) ou (60, 20, 20). A grande quantidade de dados
atribuída à partição de treino vem da suposição de que um modelo, treinado sobre um
grande conjunto de dados, vai reter um conhecimento alargado sobre as variações de
dados existentes nos dados e por conseguinte ter menor probabilidade de erro associado
à classificação de novos dados.
2.3.1 Técnicas de Reamostragem
Quando o conjunto de dados que se possui é grande, mas apenas uma pequena parte
está catalogada, e esta não permite treinar de forma razoável o modelo, é necessária a
utilização de técnicas estatísticas de reamostragem.
Um conjunto de dados catalogado mas que contém um desequilíbrio significativo da
distribuição de classes deve também ser sujeito a técnicas de reamostragem de forma a
melhorar o desempenho dos algoritmos.
Estas técnicas permitem fazer a validação dos modelos e perceber se estamos perante
uma situação de sobre-aprendizagem. Sacrifica-se no entanto o tempo de computação
para obter vários modelos treinados e validados em prol da validação e informação sobre
o ajuste do modelo aos dados.
Validação Cruzada Para realizar uma validação cruzada, dividimos o nosso conjunto
de dados num determinado número, k, de parcelas disjuntas (folds). Por exemplo, se ti-
vermos 50 pontos e definirmos k=5, colocamos 10 pontos em cada parcela. Treinamos o
modelo para todas as parcelas exceto uma, sobre a qual fazemos a validação, e repetimos
o processo para todas as parcelas. No final fazemos a média do erro de validação e este
dá-nos uma estimativa do erro verdadeiro que, em média, as hipóteses geradas por este
modelo terão neste tipo de dados [24].
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Sobre-amostragem [20, 28] Consiste em aumentar o número de exemplos da classe que
se encontra em minoria. O aumento surge através da replicação de exemplos da classe
minoritária, o que pode levar a situações de sobre-aprendizagem.
Sub-amostragem [20, 28] Diminuição do número de exemplos da classe em maioria de
forma a equilibrar o conjunto de dados. É habitual definir-se a proporção de 1:1 como
resultado de uma sub-amostragem sobre um conjunto de dados, isto é, são removidos
aleatoriamente dados da classe maioritária até o número total de exemplos desta ser
igual ao número total de exemplos da classe minoritária. Este processo pode levar a
uma situação de perda de informação, devido à remoção aleatória de exemplos da classe
maioritária.
2.4 Normalização
A normalização é uma técnica aplicada na fase de preparação de dados para Aprendiza-
gem Automática. Aplica-se normalização a conjuntos de dados que possuam atributos
com escalas diferentes. Com os atributos representados numericamente e na mesma es-
cala, é possível assegurar um melhor desempenho dos algoritmos de AA. Esta situação
comprova-se de extrema importância no caso dos algoritmos que calculam distâncias en-
tre pontos com base nos valores dos atributos. Se os atributos tiverem escalas diferentes,
este cálculos não só se tornam demasiado complexos como também demasiado caros ao
nível do tempo.
2.4.1 Min-Max
É possível transformar os valores de atributos para um escala de 0 a 1 com a normalização
Min-Max. Ao atributo com maior valor é lhe atribuído o valor 1 e ao atributo com o menor
valor o valor 0. Para os atributos intermédios, tendo um conjunto de valores de atributos
A e onde n representa o número de valores temos:
{a1, ..., an} ∈ {A} (2.3)




2.5 Métricas de Avaliação
De forma a medir o desempenho dos algoritmos que foram estudados e no final fazer
uma escolha daquele que melhor resolve o problema, devem ser definidas as métricas
de avaliação que vão ser aplicadas. Existem 4 possíveis resultados de uma classificação,
apresentados na tabela 2.2, e são eles:
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Prevista Negativo FN VN
• Verdadeiro Positivo (VP) - a classificação do exemplo foi positiva e a classe verda-
deira é positiva.
• Verdadeiro Negativo (VN) - a classificação do exemplo foi negativa e a classe ver-
dadeira é negativa.
• Falso Positivo (FP) - a classificação do exemplo foi positiva e a classe verdadeira é
negativa.
• Falso Negativo (FN) - a classificação do exemplo foi negativa e a classe verdadeira
é positiva.
Após a classificação de um conjunto de exemplos por um modelo, existem algumas
métricas que podem ser calculadas e serão essas que serão utilizadas para efetuar a ava-
liação individual de cada modelo e posterior comparação deste com os outros. Deve-se
compreender, tendo em conta a definição de cada uma, qual será a métrica mais adequada
para avaliar os modelos e que considere os objetivos do projeto. Por exemplo, numa situa-
ção de classificação de emails como spam ou não spam deve-se considerar como principal
métrica a precisão. Esta apresenta a percentagem de emails que foram corretamente clas-
sificados como spam. Escolher-se-ia esta métrica porque se parte do pressuposto que não
se quer que exista uma grande quantidade de emails normais que sejam classificados
como spam e por conseguinte nunca cheguem à atenção do utilizador (potencial de existir




V P +VN +FP +FN
(2.5)
A Exatidão, ou Accuracy, indica a percentagem de exemplos cuja verdadeira classe foi






A Precisão, em inglês Precision, indica a percentagem de exemplos corretamente identifi-
cados, dentro daquelas que foram identificadas como pertencendo à classe positiva.
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A Abrangência, do Recall, indica a percentagem de exemplos identificados como perten-







A Especificidade, True Negative Rate, indica a percentagem de exemplos identificados
como pertencendo à classe negativa que de facto fazem parte da classe negativa.
F1 Score
f 1 = 2× V P
V P +FP +FN
(2.9)
É a média harmónica da precisão e abrangência.
McNemar Test
As métricas apresentadas até agora são relativas aos modelos em si, mas pode-se também
fazer uma entre dois classificadores em termos da exatidão (2.5) de ambos. O teste de
McNemar define uma matriz de confusão (tabela 2.3) que compara a classificação efetuada
por dois modelos:
• A - número de exemplos classificados corretamente por ambos modelos.
• B - número de exemplos classificados corretamente pelo modelo 1 e incorretamente
pelo modelo 2.
• C - número de exemplos classificados corretamente pelo modelo 2 e incorretamente
pelo modelo 1.
• D - número de exemplos classificados incorretamente por ambos modelos.
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(a) AUC = 0 (b) AUC = 0.5
(c) AUC = 1
Figura 2.7: Diferentes linhas de curva ROC e respetivas AUC
Para calcular a diferença de desempenho entre classificadores colocamos os valores da
tabela 2.3 no teste estatístico de McNemar (equação 2.10), onde C é o número de exemplos
classificados corretamente pelo modelo 2 e incorretamente pelo modelo 1 e B o número
de exemplos classificados corretamente pelo modelo 1 e incorretamente pelo modelo 2,
se X21 > 3.84 podemos afirmar, com um intervalo de confiança de 95%, que o primeiro
classificador é significativamente melhor que o segundo.
(|C −B| − 1)2
C +B
≈ X21 (2.10)
Receiver Operating Characteristic (ROC) e Area Under the Curve (AUC)
A linha de curva probabilística Receiver operating characteristic (ROC) representa a taxa
de verdadeiros positivos em função da taxa de falsos positivos. A Area Under the Curve
(AUC) representa o grau ou medida de separabilidade entre duas classes.
A área sob a curva varia entre 0 e 1. Com uma AUC igual a 0, um classificador falhou
em todas as classificações. Se a AUC for igual a 1 significa que acertou em todas as pre-
visões. Um classificador com 0.5 de AUC é considerado como aleatório. A representação
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Tabela 2.4: Interpretação dos valores de Kappa segundo Landis e Koch [26]
Kappa Interpretação
<0 Sem concordância
0.00 - 0.20 Alguma concordância
0.21 - 0.40 Concordância Razoável
0.41 - 0.6 Concordância Moderada
0.61 - 0.80 Concordância Significativa
0.81 - 1 Quase concordância total
gráfica das três situações encontra-se nos gráficos 2.7.
As curvas ROC podem apresentar perspetivas otimistas quanto ao desempenho de
um determinado algoritmo quando o conjunto de dados tem uma distribuição de classes
desequilibrada. Neste caso é necessário avaliar outros indicadores, como a matriz de
confusão, para determinar com certeza qual o desempenho do algoritmo sobre os dados.
Método Cohen’s Kappa
O Cohen’s Kappa é um método estatístico que foi desenhado para medir a concordância
entre dois observadores2. No campo da Aprendizagem Automática é uma métrica habi-
tualmente usada para medir a concordância entre os valores de verdade das classes e as
previsões feitas por um classificador.
É uma métrica de avaliação tanto para classificadores binários como a classificadores
multi-classe.




A Exatidão é definida como em 2.5 e a Exatidão Aleatória como:
ExatidaoAleatoria =
(VN +FP )× (VN +FN ) + (FN +V P )× (FP +V P )
(V P +VN +FP +FN )2
(2.12)
O valor de Kappa varia entre -1 e 1. Um classificador com Kappa igual a 1 tem concor-
dância total, com Kappa igual a 0 tem concordância por acaso [3].
A interpretação dos valores de Kappa é completamente arbitrária para além da con-
cordância total ou por acaso. Os autores de [26] propõem a caracterização dos valores
seguindo a tabela 2.4. As guidelines da tabela 2.5 são apresentadas por [25], mas mais uma
vez, são uma divisão arbitrária e baseada na opinião pessoal dos autores, que já foram
provadas induzir em erro na maioria dos casos [19].
2Humanos ou máquinas que traçam uma conclusão sobre algo com base numa observação.
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Tabela 2.5: Interpretação dos valores de Kappa segundo Fleiss [25]
Kappa Interpretação
>0.75 Excelente














Neste capítulo é apresentada a forma como foram recolhidos os dados, a sua análise e o
seu processamento com vista a criar os dados que irão alimentar o processo de Apren-
dizagem Automática. A seção 3.1 apresenta a abordagem de obtenção dos dados tendo
em conta cenários específicos. Na seção 3.3 é feita uma análise dos dados ao nível do seu
formato e conteúdo. São identificados os atributos existentes e os seus tipos. Por último o
processamento necessário para agregar a informação de diferentes fontes e o processo de
classificação com recurso a cruzamento de informação é apresentado em detalhe na seção
3.2.
3.1 Recolha
Das bases de dados da Autoridade Tributária e Aduaneira extraíram-se dados reais rela-
tivos a declarações periódicas de IVA de determinados sujeitos passivos e as faturas em
que estes constam como adquirentes nos períodos dessas declarações.
A necessidade de obter informação das declarações periódicas de IVA, para além das
faturas, surge no sentido de em primeiro lugar permitir a classificação manual de um
conjunto inicial de dados para treino dos modelos e em segundo lugar encontrar novos
atributos que pudessem melhorar a performance dos algoritmos de classificação.
Os sujeitos passivos foram identificados com base em cenários que iriam permitir clas-
sificar manualmente as suas faturas. A classificação corresponde ao âmbito profissional e
fim do meio ou serviço. Consideraram-se vários cenários, abaixo apresentam-se aqueles
que forneceram os exemplos com mais riqueza em termos dos objetivos estabelecidos.
Cenário 1 Sujeitos passivos enquadrados no regime trimestral, sem contabilidade orga-
nizada, sem operações registadas em pelo menos uma das DPIVA
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Cenário 2 Sujeitos passivos enquadrados no regime trimestral, sem contabilidade orga-
nizada, que só realizou operações na Madeira registadas em pelo menos uma das
DPIVA
Cenário 3 Sujeitos passivos enquadrados no regime trimestral, sem contabilidade orga-
nizada, que só realizou operações nos Açores registadas em pelo menos uma das
DPIVA
Cenário 4 Sujeitos passivos enquadrados no regime trimestral, sem contabilidade orga-
nizada, que tenham submetido DPIVA apenas com imposto dedutível Imobilizado
(campo 20)
Cenário 5 Sujeitos passivos enquadrados no regime trimestral, sem contabilidade orga-
nizada, que tenham submetido DPIVA apenas com imposto dedutível Existências
(campos 21 a 23)
Cenário 6 Sujeitos passivos enquadrados no regime trimestral, sem contabilidade organi-
zada, que tenham submetido DPIVA apenas com imposto dedutível Outros (campo
24)
A classificação que se pretende encontrar para o conjunto de dados recolhido corres-
ponde às faturas cujo valor de imposto foi declarado nos campos 20 a 24 da DPIVA. Estes
campos dizem respeito ao imposto dedutível que é o imposto das operações em que o su-
jeito passivo tem o papel de adquirente. Com base em alguns cenários específicos, como
os apresentado anteriormente, é possível tendo as declarações e faturas de um sujeito
passivo, supor a classificação de algumas dessas faturas. Este processo é descrito mais à
frente na seção 3.2.3.2.
3.2 Processamento
3.2.1 Estrutura de Dados das Faturas
As faturas encontram-se representadas por múltiplas linhas de taxa com o formato da
tabela A.1. Cada fatura pode ter até no máximo 4 linhas de taxa, para valor sem taxa
e valor com taxa reduzida, intermédia ou normal. Foram removidas linhas duplicadas
a priori para evitar faturas com mais do que 4 linhas de taxas. Numa análise posterior
concluiu-se que esta duplicação pode ter sido causada pelas consultas à base de dados
com base em cenários que para os mesmos sujeitos passivos no mesmo período se viam
cumpridos.
A estrutura de dados de uma fatura, utilizada nesta dissertação, é a agregação de várias
linhas de taxa numa só entrada. Esta entrada corresponde a toda a informação de uma
fatura e segue o formato da tabela A.2. O identificador de uma fatura considerado para
agrupar as linhas foi um atributo composto por: código do âmbito profissional, código de
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tipo de documento, data do documento, valor do IVA, valor tributável, valor do montante
total, NIF do adquirente, NIF do emitente, código da região da taxa de IVA e código do
motivo da isenção.
3.2.2 Atributo da Atividade Económica / Profissional
A Classificação Portuguesa de Atividades Económicas (CAE) [17], é um sistema de clas-
sificação e agrupamento das atividades económicas (produção, emprego, energia, inves-
timento, etc) em unidades estatísticas de bens e serviços. A cada atividade económica e
empresarial é atribuída um código de classificação específico. Cada empresa, dependendo
do seu objeto ou ramo de atividade, estará abrangida por um ou mais destes códigos. O
tipo de classificação do fim ou meio do serviço de uma fatura está muitas vezes relaci-
onado com as atividades económicas tanto do adquirente como do emitente. É por isso
imprescindível a existência de uma referência a este código de atividade nos dados.
Optou-se por fazer uso do CAE e código de profissão que se encontra na declaração
periódica do IVA do adquirente das faturas Os sujeitos passivos deste regime podem ser
contribuintes ou empresas. Os sujeitos possuem um código de profissão ou um CAE caso
sejam uma empresa. No futuro a obtenção do CAE e código de profissão relativo a um
Número de Identificação Fiscal do adquirente ou emitente de uma fatura, deverá ser feita
em tempo de execução, daqui em diante runtime, através de uma chamada ao webservice
do Sistema de Cadastro do Portal das Finanças (SDC).
Com base nesta informação adicionou-se um atributo novo nas faturas, C_PROF, que
vai conter o CAE ou o código de profissão do sujeito passivo.
3.2.3 Classificação com Recurso a Declarações Periódicas de IVA
3.2.3.1 Classificações Existentes
Do ponto de vista da declarações periódicas de IVA existem dois tipos de classificação
associados a cada fatura adquirida por um Sujeito Passivo. Uma referente à utilização do
documento, isto é, se o documento foi totalmente ou parcialmente utilizado na atividade
profissional do Sujeito Passivo ou se foi do foro pessoal. Os valores que esta classificação
pode assumir e uma breve descrição destes apresenta-se abaixo.
Não O IVA do documento não tem reflexo no IVA dedutível, pelo que não tem
reflexo no preenchimento da DPIVA.
Não Aplicável O IVA do documento não tem reflexo no IVA dedutível, pelo que
não tem reflexo no preenchimento da DPIVA.
Parcial Possibilidade de dedução parcial do IVA.
Total Possibilidade de dedução total do IVA.
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Esta classificação é feita pelos sujeitos passivos através do portal do e-fatura.
A outra classificação diz respeito ao fim do meio do serviço a que a fatura corresponde.
Neste sentido existem três tipos:
Imobilizado Ativos fixos tangíveis, intangíveis e outros ativos não correntes.
Existências Inventários.
Outros Outros bens ou serviços.
Esta classificação é feita também pelos sujeitos passivos, mas o seu registo não é
atualmente obrigatório e nem existe nenhuma plataforma do Estado que suporte esta
operação. O IVA Automático, projeto no qual esta dissertação se insere, surge no sentido
de permitir aos sujeitos passivos classificar as suas faturas com base no seu âmbito mas
também com base no fim do meio ou serviço. O protótipo desenvolvido para efetuar esta
classificação no Portal das Finanças é apresentado no capítulo 5.
3.2.3.2 Processo de Classificação
Na Declaração Periódica de IVA um Sujeito Passivo deve declarar, caso se aplique, os va-
lores do imposto dedutível respeitante ao período dessa declaração. O imposto dedutível
diz respeito às operações que o SP realizou enquanto adquirente e que fazem parte total
ou parcialmente do seu âmbito profissional. No caso do âmbito profissional ser parcial,
o Sujeito Passivo decide a percentagem do imposto da fatura que pretende deduzir. Es-
tas operações estão divididas pelas categorias da descrição 3.2.3.1 no campo do imposto
dedutível da DPIVA.
Tendo em conta, e como de resto já foi referido, que as faturas a que se teve acesso,
não possuem a classificação do fim do meio ou serviço, foi necessário encontrar uma abor-
dagem que permitisse encontrar essa classificação com base nas faturas e nos campos do












Figura 3.1: Processo de classificação de faturas com recurso a declarações periódicas de
IVA
Construiu-se um processo de classificação manual, representado pelo diagrama 3.1
que segue um conjunto de regras conhecidas a priori e efetua o cruzamento de faturas
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com declarações periódicas de IVA. A classificação gerada diz respeito ao agregado do
âmbito profissional e fim ou meio do serviço de uma fatura. Com os cenários definidos,
obtêm-se dados de declarações periódicas de IVA para determinados SP e as faturas
correspondentes aos períodos dessas declarações.
O cruzamento do valor do imposto dedutível de cada declaração juntamente com a
classificação do âmbito profissional das faturas respeitantes ao período dessa declaração,
permite-nos obter a classificação final: âmbito profissional (ou utilização) mais fim do
meio ou serviço. Por exemplo, imaginando que se tem as faturas e declarações do sujeito
passivo com o Número de Identificação Fiscal 123456789. Procuramos as declarações em
que este só tenha declarado um tipo de imposto dedutível, por exemplo Existências. Caso
existam, pode-se então com alguma certeza, atribuir a classificação de Existências a todas
as faturas deste sujeito passivo que tenham o âmbito profissional como Total ou Parcial
no período dessa declaração.
Este processo está sujeito a erros e tem limitações conhecidas que resultam da subje-
tividade permitida por lei à classificação de faturas e integração destas nas declarações
periódicas de IVA. Ainda assim, decidiu-se sacrificar a existência desses erros em prol
de obter um conjunto de dados que permitisse iniciar o processo de treino dos modelos.
Espera-se que à medida que são recolhidas as faturas classificadas pela aplicação de fa-
turas do IVA Automático, descrita no capítulo 5, a existência de dados incorretamente
classificados no conjunto de treino diminua significativamente e o nível de confiança so-
bre estes aumente em direção ao automatismo total da classificação de faturas, removendo
por completo a interação do sujeito passivo neste processo.
Os dados resultantes do processo seguem a distribuição de classes do gráfico 3.2. É
possível observar que esta distribuição de exemplos pelas várias classificações é bastante
desequilibrada. Cerca de 80% dos dados inserem-se na classe 0 (Não). Isto vai de encontro
ao que seria de esperar, tendo em conta o regime de sujeitos passivos abrangidos no
IVA Automático. Tratam-se de indivíduos com atividade profissional sem contabilidade
organizada e nos quais esta atividade é desenvolvida a titulo próprio, o que significa que
a maioria das suas faturas em que consta como adquirente não fazem parte do âmbito
profissional mas sim da sua esfera pessoal.
3.3 Análise
O desempenho dos modelos de Aprendizagem Automática depende tanto do algoritmo
utilizado como da qualidade dos dados que são dados como entrada, por isso obter um
conjunto de dados de alta qualidade é um requisito imprescindível no desenvolvimento
de qualquer solução nesta área.
A obtenção de dados só por si não garante a qualidade destes, é necessário limpar e
analisar os dados de forma a obter um sub-conjunto pronto para alimentar algoritmos de
AA. Foram utilizados dois tipos de dados, uns relativos a faturas, processados em 3.2.3.2,
e outros relativos a declarações periódicas de IVA.
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Figura 3.2: Ocorrência das oito classes (4.4.3) nos dados originais
Relativamente à DPIVA, foram obtidas 572 declarações, não duplicadas, de 91 sujeitos
passivos diferentes. Dessas mesmas declarações 46 continham apenas imposto dedutível
do tipo Imobilizado, 77 do tipo Existências e 188 do tipo Outros. Os anos considerados
foram 2018 e 2019, tendo obtido 449 e 123 declarações para cada ano respetivamente. Ao
nível do trimestre a que dizem respeito essas declarações temos 225 do 1º trimestre, 121
do 2º trimestre, e 113 do 3º e 4º trimestre.
As faturas processadas e classificadas “manualmente” correspondem a 83 sujeitos pas-
sivos diferentes num total de 31886 faturas. Desse total, 7792 eram duplicados, deixando
para classificação 24094. Do processamento de classificação manual (3.2.3.2) conseguiram-
se classificar 21443 faturas, 18480 do ano de 2018 e 2963 de 2019. Não conseguiram ser
classificadas 31 devido à presença de valores de imposto inconsistentes, isto é, a soma
do valor de imposto de cada taxa não correspondia ao valor total do imposto da fatura, e
2651 devido à falta de informação nas declarações periódicas correspondentes para efe-
tuar a sua classificação com elevada confiança. Em relação ao tipo do documento, temos
11792, 5413 e 4236 Faturas (FT), Faturas Simplificadas (FS) e Faturas Recibo (FR) respe-
tivamente. É importante referir que foram removidos dos dados iniciais, i.e. dos dados
pré-processados, os documentos com do tipo Nota de Crédito (NC), que correspondiam a
984 documentos e não têm reflexão na DPIVA. Em relação à classificação da utilização e
fim do meio ou serviço de cada fatura, esta já foi contabilizada na seção anterior, 3.2.3.2,
e corresponde aos totais do gráfico 3.2.
3.4 Anonimização
Os dados recolhidos contêm informação real e sensível sobre os sujeitos passivos e as ope-
rações que realizaram em determinado período. Foi necessário encontrar uma estratégia
de anonimização dos dados de forma a impedir que a análise por terceiros permitisse
perceber quem são os sujeitos passivos que constam num determinada fatura ou declara-
ção e que operações realizaram. Esta estratégia teria de permitir ocultar as informações
26
3.5. CONCLUSÕES
Figura 3.3: Resultados (output) da cifra de vários tipos de informação com Format Preser-
ving Encryption (FPE) e Advanced Encryption Standard (AES)
sensíveis presentes nos dados sem prejudicar o processo de Aprendizagem Automática.
Os atributos identificados como sensíveis nos dados existentes foram os relativos aos
números de identificação fiscal dos sujeitos passivos, presentes tanto nas declarações
como nas faturas. Estes atributos por ventura não são utilizados no processo de AA
mas são fundamentais no processo descrito em 3.2.3.2. Mascarando esta informação,
deixa de ser possível identificar quem são realmente os sujeitos passivos que constam
nos documentos. Ainda assim a relação permitida por estes atributos entre faturas, e
faturas e declarações, deve manter-se de modo a permitir que os processos executem com
normalidade.
A estratégia de cifra escolhida foi o FFX Mode para Format Preserving Encryption
(FPE) [8]. A FPE trata-se de um tipo de cifra simétrico cujo o output (texto cifrado) tem
o mesmo formato e comprimento que o input (texto original), sem perder a robustez da
cifra, ao contrário do Advanced Encryption Standard (figura 3.3) que transforma o texto
original noutra representação. Esta abordagem permite que um número de identificação
fiscal, que é sempre um número com nove algarismos, seja cifrado para uma representação
numérica que contem na mesma nove algarismos. Mantendo o comprimento mesmo após
a ocultação do conteúdo original permite, por exemplo, que as validações que por ventura
existam em relação ao comprimento dos atributos continuem a ser possíveis. A correlação
entre dados também se mantém igual desde que os atributos sejam cifrados com a mesmo
chave. O uso da mesmo chave para manter a relação entre dados apresenta-se como
uma limitação, pois se a chave for comprometida, será necessário voltar a cifrar todos os
dados com uma chave diferente, e poderão ocorrer problemas de compatibilidade entre
dados e de segurança da anonimização. No entanto esta questão ultrapassa o âmbito desta
dissertação.
3.5 Conclusões
Neste capítulo foi apresentado o trabalho desenvolvido ao nível da recolha, análise e
processamento de dados. Foram apresentados os processos de conversão de linhas de taxa
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para faturas e a sua posterior classificação com recurso a declarações periódicas de IVA
(DPIVA), com vista a produzir um dataset para alimentar algoritmos de AA.
Da análise que foi feita em relação ao conjunto de dados, seção 3.3, resultante dos
processos descritos neste capítulo foi possível concluir que, os cenários escolhidos para a
recolha dos dados, permitiram obter um conjunto de sujeitos passivos com um número de
faturas e declarações periódicas de IVA razoável para iniciar o processo de Aprendizagem
Automática.
Cruzando a informação das declarações periódicas de IVA com as faturas dos sujeitos
passivos adquirentes, foi possível obter informação sobre a sua atividade profissional.
Esta informação foi por sua vez adicionada aos dados das faturas como um novo atributo.
Em relação à classificação com recurso a declarações periódicas de IVA, foi possível
classificar mais de 90% das faturas. A ocorrência das oito classes, gráfico 3.2, pelos dados é
bastante desequilibrada. A classe maioritária representa mais de 70% dos dados. Existem
classes com uma expressão bastante baixa, como as classes 5 e 6, “Parcial Imobilizado”
e “Parcial Existências” respetivamente, que têm uma expressão em conjunto de apenas
0.04%.
Os atributos sensíveis dos dados foram cifrados com a abordagem de Format Preser-
ving Encryption. Cifrando os atributos sensíveis com esta abordagem, é possível mascarar
o conteúdo original mantendo o seu formato e tipo inicial ao mesmo tempo que se asse-












O presente capítulo diz respeito à parte de modelação e avaliação do desempenho de
algoritmos de classificação. Na seção 4.1 são especificadas os ambientes de programação
e bibliotecas utilizadas para o desenvolvimento dos modelos de Aprendizagem Automá-
tica. Na seção é apresentado o processo de preparação dos dados ao nível da seleção e
tratamento de atributos e divisão do conjunto de dados. A seleção dos algoritmos e abor-
dagens de parametrização destes é feita em 4.2. Por fim apresentam-se os resultados da
modelação para classificação por reflexão na DPIVA, Utilização e Utilização mais Fim do
Meio ou Serviço nas seções 4.4.1, 4.4.3 e 4.4.3 respetivamente. Estes resultados provêem
da aplicação dos modelos, treinados com os dados da partição de treino, sobre os dados
de validação.
4.1 Ferramentas
A linguagem utilizada no desenvolvimento desta vertente do projeto foi o Python. Esta
linguagem tem vindo a ser bastante utilizada na comunidade cientifica, principalmente
nas aplicações do campo da aprendizagem automática.
O ambiente de desevolvimento Python necessário para desenvolver o projeto, conta
com alguns módulos de terceiros. Para facilitar a instalação e portabilidade deste ambi-
ente optou-se por fazer uso de uma imagem de Docker Scipy do Jupyter Notebook [23].
Esta imagem contem a versão 3.7 do Python e bibliotecas fundamentais para o desen-
volvimento deste tipo de aplicações. As bibliotecas e aplicações com maior relevância
apresentam-se abaixo.
Jupyter Notebook e Lab [22] Jupyter Notebook é uma aplicação web open-source que
permite criar e partilhar documentos que contêm código, imagens, texto, equações
e visualizações. Um notebook pode estar dividido em várias secções documentadas
29
CAPÍTULO 4. MODELAÇÃO E AVALIAÇÃO
por texto e com código executável. O Jupyter Lab é um IDE acedido através de um
browser e que permite a manipulação deste tipo de documentos.
Pandas [34] Leitura, escrita e manipulação do conteúdo de ficheiros de vários formatos.
Seleção de linhas/colunas, remoção de duplicados, remoção ou preenchimento de
valores nulos, etc.
SciKit-Learn [36] Contém a implementação de algoritmos de Aprendizagem Automá-
tica não supervisionada e supervisionada, métricas de avaliação de desempenho e
métodos de reamostragem.
Numpy [32] Criação e manipulação de arrays multi-dimensionais.
Matplotlib [31] e Seaborn [37] Criação e visualização de vários tipos de gráficos, como
gráficos de barras, linhas, correlação de dados, etc.
4.2 Preparação dos Dados
A fase de preparação dos dados para Aprendizagem Automática envolve a seleção e
tratamento de atributos e partição dos dados em conjuntos de treino e validação. São
removidos alguns atributos considerados irrelevantes para o processo de aprendizagem, e
outros alterados para cumprirem os requisitos dos algoritmos utilizados (4.2.1). Em casos
especiais, 4.2.2 e 4.2.3, os atributos foram convertidos para representações ou amostras
que permitissem um melhor desempenho dos algoritmos.
4.2.1 Atributos Categóricos e Temporais
Uma variável categórica [13] pode assumir duas ou mais categorias. Não existe uma
relação de ordem entre essas categorias. Os algoritmos de aprendizagem automática uti-
lizados nesta dissertação assumem que os atributos dos dados possuem algum tipo de
ordem ou nível de medida. Os atributo categóricos, como referido anteriormente, não
possuem uma relação de ordem nem podem ser medidos, isto é, por exemplo não pode-
mos fazer uma média de categorias que correspondam a modelos de carros. Para que os
atributos deste tipo possam fazer parte da aprendizagem, é necessário transforma-los em
representações numéricas aceites pelos algoritmos de AA implementados na biblioteca
SciKit-Learn [36].
Existem várias técnicas para realizar a conversão de atributos categóricos em repre-
sentações numéricas. Consideraram-se para uso no projeto os dois métodos mais comuns,
o One-Hot-Encoding e o Hashing de Atributos. O One-Hot-Encoding é uma representação
binária de atributos categóricos. Para cada valor categórico é criado um novo atributo,
que vai conter um 1 caso esse exemplo pertença a essa categoria e 0 em todas as outras às
quais não pertence. Com o OHE podemos por exemplo representar cidades portuguesas
como Lisboa com (1,0,0), Porto (0,1,0) e Coimbra (0,0,1).
30
4.2. PREPARAÇÃO DOS DADOS
No Hashing de Atributos convertemos os dados num vetor. Este vetor tem um tamanho
arbitrário de dimensão fixa. Definindo n como a dimensão do vetor necessitamos de uma
função de hashing, h, que dada uma string produza um inteiro entre 0 e n-1. A escolha
de uma função adequada não é difícil e a sua utilização com h(string) mod n produz os
resultados necessários.
A principal diferença entre as duas técnicas é o conhecimento necessário à priori.
No One-Hot-Encoding é necessário saber todas as categorias existentes, ao contrário do
Hashing de Atributos que não necessita do dicionário completo de possíveis valores das
variáveis categóricas que está a converter.
A escolha recai então nas propriedades do atributo categórico que se quer converter.
No caso dos dados do projeto, para os atributos categóricos identificados, é possível en-
contrar nos dados ou num dicionário todos os seus possíveis valores. Dado isto, optou-se
por fazer sempre uso da técnica de One-Hot-Encoding no processamento dos dados e seus
respetivos atributos.
Na implementação deste projeto, a técnica de OHE foi utilizada com recurso ao mé-
todo get_dummies[34] da biblioteca Pandas (4.1). Para cada um dos atributos foi utilizado
um dicionário (lista) de todos os possíveis valores que o atributo pode tomar. Após isso
o método cria um novo atributo para cada valor e descarta o atributo original. Para cada
exemplo dos dados, é colocado um 0 no atributo correspondente às categorias a que o
exemplo não pertence e um 1 na categoria da qual faz parte. Os atributos que foram
convertidos são os que na tabela A.2 possuem a denominação nominal.
Esta técnica tem uma limitação que é importante referir. Sempre que existem alte-
rações ao dicionário, isto é, forem adicionados ou removidos termos, é necessário gerar
novamente os vetores binários dos atributos. E faz com que seja necessário gerar novos
modelos. No contexto da Aprendizagem Automática e do presente projeto, quando esta
limitação ocorre, implica sempre que sejam treinados novos modelos para cada algo-
ritmo. Os atributos categóricos considerados para a aprendizagem nesta dissertação são
alterados com pouca frequência. No caso da Classificação Portuguesa de Atividades Eco-
nómicas, a última alteração foi feita em 2007 [15]. Isto garante à partida uma boa margem
de manobra, que permite com alguma certeza concluir que o treino de modelos devido à
adição/remoção de termos vai ocorrer com uma frequência irrisória.
Os atributos temporais também não são atualmente suportados pelas implementações
dos algoritmos de classificação utilizados. Nos dados do projeto existe apenas um atributo
temporal, a data de missão do documento. Da data foram extraídas as várias porções de
unidades de tempo, i.e: dia, mês, ano, hora, minutos, segundos e trimestre. Para cá uma
destas porções foi criado um atributo novo, e o original, a data original da emissão do
documento no formato ISO, foi descartado.
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4.2.2 Normalização e Divisão de Dados
Os intervalo de valores e escala dos atributos de entrada dos modelos pode ser diferente.
Normalizam-se os dados para garantir que todos os exemplos dos dados contribuem
da mesma forma para um bom desempenho dos algoritmos considerados. No caso dos
algoritmos K-Vizinhos Mais Próximos e Support Vector Machines onde são calculadas
distâncias entre pontos, caso a escala de um dos atributos dos dados seja muito diferente
de outro atributo, a complexidade do cálculo dessa distância pode ser muito grande e por
conseguinte prejudicar o desempenho dos algoritmos. A normalização dos dados nestas
situações permite não só obter melhores resultados mas também num espaço de tempo
menor, quando comparado com o uso dos dados na sua escala original.
Para a normalização dos dados o método utilizado foi o Min-Max. Os algoritmos que
precisaram de receber como entrada os dados normalizados foram o kNN e SVM. Para os
restantes algoritmos, AV e FA, foram utilizados os dados sem normalização.
A divisão dos dados em conjunto de treino e validação foi feita com o intuito de
atribuir ao conjunto de treino uma maior porção dos dados, permitindo deste modo o
treino de um modelo que generalizasse mais as previsões. Dos dados obtidos foi feita a
divisão de 75% para treino e 25% para validação. Os dados foram baralhados antes da
divisão na tentativa de diminuir a correlação dos dados dentro de cada conjunto.
4.2.3 Sub-amostragem de Dados
Os dados que foi possível obter possuem uma distribuição de classes bastante desequili-
brada. Como referido na seção 3.2.3.2, mais de 70% dos dados pertencem a uma só classe.
O treino de modelos com base nestes dados, mesmo recorrendo a validação cruzada e
divisão de dados, implica a criação de modelos com uma base de conhecimento bastante
relacionada com a classe maioritária e por conseguinte um desempenho insatisfatório na
previsão de outras classes.
Na seção 2.3.1 referiram-se duas técnicas de reamostragem para colmatar uma dis-
tribuição desequilibrada de classes, a sobre-amostragem e a sub-amostragem. Tendo em
conta que a frequência de exemplos da classe maioritária é bastante superior à da(s)
classe(s) minoritária(s), optou-se por fazer uma redução da amostra da classe maioritá-
ria, sub-amostragem. Um exemplo da frequência das classes nos dados de treino antes e
depois é o dos gráficos 4.1 e 4.2 respetivamente.
Os algoritmos foram executados com recurso a parametrização, descrita em detalhe
na seção 4.3. De modo a comparar o efeito da reamostragem sobre o desempenho dos
algoritmos, realizaram-se duas parametrizações: uma para os dados originais e outra para
os dados após sub-amostragem. A sub-amostragem foi aplicada após a divisão dos dados,
seção 4.2.2, e apenas à partição de treino.
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Figura 4.1: Distribuição original de classes do conjunto de treino com duas classes
Figura 4.2: Distribuição de classes do conjunto de treino após sub-amostragem com duas
classes
4.3 Modelos e Parâmetros
O principal objetivo deste projeto é a comparação do desempenho de diversos algorit-
mos de classificação sobre o conjunto de dados existente. Cada um destes algoritmos
tem à partida um comportamento diferente face aos dados em termos de como criam
a linha de decisão da classificação. Outro fator que afeta o seu comportamento é a sua
parametrização.
A execução da parametrização, treino e validação dos modelos foi feita numa máquina
virtual da Amazon Web Services EC2, com um CPU de 8 cores, 32Gb de RAM e uma
memória SSD de 300Gb.
4.3.1 Algoritmos de Classificação
Durante a parte inicial desta dissertação foram estudados cinco algoritmos de classifi-
cação. Dos cinco algoritmos considerados, foram selecionados quatro durante a parte
prática. Foi rejeitada a Regressão Logística em primeiro lugar pois a parametrização e
análise de resultados são um processo demorado, muito em parte devido aos elevados
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tempos de execução de algumas parametrizações, pelo que não se podia optar pela aná-
lise de muitos algoritmos senão corria-se o risco de não se concluir a parte prática desta
dissertação dentro do tempo requerido. Em segundo lugar pois este algoritmo requer
um conjunto de dados com determinadas características para conseguir chegar a uma
conclusão nas classificações, isto é, convergir. Com as iterações padrão e mesmo com
um número grande de iterações, a Regressão Logística, sobre os dados disponíveis, não
conseguiu convergir. Por estas duas razões, a RL deixou de fazer parte dos algoritmos
estudados.
Os algoritmos escolhidos e parametrizados foram: Florestas Aleatórias e Árvore de
Decisão com base na necessidade de ter uma ou mais opções que permitissem avaliar
as decisões dos modelos fácil e visualmente; as Support Vector Machines devido à sua
grande utilização em trabalhos relacionados; o K-Vizinhos Mais Próximos de forma a
avaliar o desempenho de um algoritmo com um funcionamento simples sobre os dados
do projeto face aos restantes algoritmos, por conseguinte mais complexos.
Os parâmetros com maior expressão no comportamento e desempenho de cada algo-
ritmo e os seus valores padrão encontram-se na tabela 4.1.
A execução dos algoritmos FA e kNN foi feita de forma paralela, os restantes algorit-
mos, AV e SVM, foram executados sequencialmente, mas a sua otimização de hyperparâ-
metros foi executada de forma paralela.
4.3.2 Parametrização
A base de referência para cada um dos algoritmos utilizados foi a sua implementação
padrão. Isto é, numa fase inicial foram gerados modelos com base nos valores padrão dos
parâmetros dos algoritmos. Estes parâmetros e os respetivos valores estão especificados
para cada algoritmo na tabela 4.1.
Com os modelos de referência estabelecidos o próximo passo passou por encontrar
valores ótimos para os parâmetros. A procura quase nunca é manual e são normalmente
usados métodos de pesquisa automáticos chamados de hyperparameter optimization, isto
é, a escolha de um conjunto ótimo de hyperparâmetros para um algoritmo de Aprendiza-
gem Automática. Um hyperparâmetro é um parâmetro definido à priori para controlar o
processo de aprendizagem de um dado algoritmo. Todos os outros parâmetros são defini-
dos durante o processo de aprendizagem. O conjunto de hyperparâmetros é muitas vezes
referido na comunidade cientifica como a configuração do algoritmo [21]
Das várias abordagens de otimização de hyperparâmetros existentes selecionaram-se
para estudo as duas mais comuns [10]. Esses métodos são a Grid Search e a Random
Search. Na Grid Search é criada uma grelha com um intervalo ou lista de valores para
cada parâmetro (grelha de parâmetros). O algoritmo encarrega-se de criar todas as combi-
nações possíveis de parâmetros, e para cada uma dessas combinações treina um modelo.
A medição do desempenho de cada modelo sobre os dados é feito através de validação
1Classificador de Support Vector Machines com parâmetro de regularização C.
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Figura 4.3: A procura em Grid com nove tentativas testa apenas em três espaços diferentes
versus a procura Random com nove tentativas que testa em nove espaços diferentes
cruzada com um número de partições definido à priori. Os parâmetros ótimos são aque-
les cujo o modelo a que estão associados apresentou o melhor desempenho. A procura
é feita em paralelo pois os modelos treinados são independentes e a complexidade au-
menta com o número de parâmetros e intervalo de valores da grelha, a chamada Curse of
Dimensionality.
A Random Search escolhe as combinações de hyperparâmetros aleatoriamente, figura
4.3, contrariamente ao GridSearch que testa todas as combinações de parâmetros da grelha.
Para os hyperparâmetros com valores contínuos é recomendado o uso de distribuições
continuas como input. Quando o número de hyperparâmetros a estimar é pequeno, o que
implica menor dimensionalidade, este tipo de procura tem melhor desempenho do que a
Grid Search [10]. Também na Random Search o treino de modelos utiliza validação cruzada
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metric [euclidean, manhattan, minkowski]
n_neighbors (1, 15)
Árvores de Decisão criterion [gini, entropy]
max_depth (3, 32)
splitter [best, random]
Florestas Aleatórias criterion [gini, entropy]
max_depth [5, 15, 25, 35]
max_features [sqrt, log2]
n_estimators [50, 100, 200, 300]
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Árvores de Decisão criterion [gini, entropy]
max_depth U(3, 32)
splitter [best, random]




com um número de partições definido à priori e a sua execução é feita em paralelo.
Ambas abordagens foram utilizadas neste projeto para a otimização de hyperparâ-
metros. Em termos de desempenho dos modelos obtidos para cada algoritmo, ambas
apresentaram resultados bastante semelhantes. Ao nível do tempo de execução, a Random
Search foi sempre significativamente melhor do que a Grid Search. Os resultados dos tem-
pos de execução para cada abordagem para cada algoritmo apresentam-se nos gráficos
4.6, 4.10 e 4.13.
Na tabela 4.2 consta a grelha de parâmetros utilizada na Grid Search. Os intervalos de
valores são representados entre parêntesis curvos e os valores discretos com parêntesis
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retos. Analisando a grelha de parâmetros da tabela 4.2 temos 116, 64, 20 e 18 combina-
ções de valores para os algoritmos AV, FA, SVM e kNN respetivamente. Com base nas
combinações podemos, para cada abordagem de otimização, encontrar o número total de
modelos treinados e avaliados. Na Grid Search o total de modelos treinados é calculado
através da multiplicação do número de parcelas da validação cruzada pelas combinações
do número de parâmetros da grelha, ficando com os totais por algoritmo de: 580, 320,
100 e 90. Na Random Search o total é calculado através da multiplicação do número de
iterações pelo número de parcelas da validação cruzada. Como o número de iterações
foi fixado em 10 e o número de parcelas em 5, são sempre treinados 50 modelos para
cada algoritmo. Os valores discretos e distribuições utilizadas para cada hyperparâmetro
na otimização com Random Search apresentam-se na tabela 4.3.
Para medir o desempenho de cada execução e escolher os melhores parâmetros, tanto
na Grid Search como na Random Search, utilizou-se a exatidão (seção 2.5). A exatidão é a
métrica de avaliação da implementação dos algoritmos de classificação do SciKit-Learn.
A otimização de parâmetros foi feita para ambas abordagens com recurso a validação
cruzada com 5 parcelas, descrita em 2.3.1. A validação cruzada foi do tipo estratificada,
isto é, cada parcela tinha aproximadamente a mesma distribuição de classes do que os
dados de entrada.
4.4 Resultados
Nesta seção apresentam-se os resultados das experiências realizadas ao longo desta disser-
tação. Foram treinados e validados modelos para três tipos de classificação com objetivos
diferentes. Uma classificação, 4.4.1, que pretende classificar documentos quanto à sua
reflexão ou não na DPIVA de um SP. Poderá ser importante num caso de uso onde seja
necessário fazer uma triagem inicial dos documentos que de facto são necessários para o
preenchimento de uma DPIVA. Na segunda classificação, 4.4.2, que diz respeito à utili-
zação da fatura, o objetivo é identificar não só os documentos que teriam ou não reflexão
na DPIVA mas também qual seria o seu papel, isto é, se o imposto relativo à fatura seria
deduzido integra ou parcialmente. Por último, 4.4.3, modelos que sejam capazes de clas-
sificar faturas com base na sua utilização e fim de meio ou serviço. Um dos objetivos do
projeto do IVA Automático, onde esta dissertação de insere, é encontrar modelos desta
natureza que permitam que o processo de preenchimento da Declaração Periódica de IVA
seja completamente automático sem ser necessária qualquer ação do Sujeito Passivo.
Para cada tipo de classificação apresentam-se, discutem-se e comparam-se os resulta-
dos ao nível do conjunto de dados de validação para as execuções utilizando os melhores
modelos resultantes dos dois tipos de abordagem de otimização de hyperparâmetros (seção
4.3.2) com validação cruzada. Foram usados dados com distribuição de classes original e
equilibrada após sub-amostragem (seção 2.3.1).
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Figura 4.4: Ocorrência das duas classes (4.4.1) nos dados originais
4.4.1 Classificação por Reflexão na Declaração Periódica de IVA (Binária)
Com base na classificação das faturas relativamente à sua utilização, que é definida pelos
sujeitos passivos no portal do e-fatura, e que é de natureza ternária, podemos deduzir
uma classificação mais simples do tipo binário. As classes consideradas são apresenta-
das abaixo. Com base no âmbito profissional, todas as faturas com a classificação Não,
integram a classe 0. Todas as faturas que possuem o âmbito profissional Total ou Par-
cial, incluem-se na classe 1. A distribuição dos exemplos por ambas classes encontra-se
descrita no gráfico 4.4.
Classe 0 Não tem reflexão na DPIVA.
Classe 1 Tem reflexão na DPIVA.
Tendo em conta que a classificação é do tipo binário, ao contrário das restantes classi-
ficações que são multi-classe, optou-se por fazer a avaliação do desempenho dos modelos
através do estudo da curva Receiver operating characteristic e da Area Under the Curve
resultante da previsão das classes do conjunto de validação. Este método de avaliação é
simples e permite uma comparação rápida entre desempenho de algoritmos de classifica-
ção.
Dados Originais
Na execução com dados originais, gráfico 4.7, podemos verificar que em todos os algorit-
mos, a parametrização padrão da implementação de cada algoritmo é a que apresenta os
resultados mais baixos de Area Under the Curve. Esta parametrização nos algoritmos das
Árvore de Decisão e Support Vector Machines chega a não conseguir classificar nenhum
ou quase nenhum exemplo da classe “Sim” corretamente. Em relação aos resultados da oti-
mização de hyperparâmetros com Grid Search e Random Search, as AUC de cada algoritmo
são bastante semelhantes, sendo que nas Florestas Aleatórias e Support Vector Machines
os resultados são praticamente idênticos. Já os tempos de execução de cada abordagem
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Figura 4.5: Valor do coeficiente de Kappa da parametrização óptima de cada algoritmo,
sobre os dados de validação, para cada abordagem de procura com duas classes e com
dados com e sem sub-amostragem
Figura 4.6: Tempos de execução em segundos, numa escala logarítmica, da otimização de
hyperparâmetros com duas classes e com dados com e sem sub-amostragem
são bastante diferentes, como de resto seria de esperar e tinha sido referido na secção 4.3.2.
No gráfico 4.6 conseguimos observar que a Random Search é sempre significativamente
mais rápida do que a Grid Search.
Os algoritmos Florestas Aleatórias e Support Vector Machines apresentam os valores
mais altos de AUC. Dado que os resultados são semelhantes, ainda que a FA saia por cima
com uma diferença de 0.04, para que haja uma clara distinção foi preciso avaliar o tempo
de execução da otimização e treino de modelos para ambos algoritmos. Observando o
gráfico 4.6 conseguimos ver que a otimização do SVM tanto em Grid Search como em
Random Search é muito mais demorada do que a otimização com ambas abordagens nas
Florestas Aleatórias.
Deixando de parte os resultados da parametrização padrão, já que como foi referido
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os resultados foram baixos para todos os algoritmos, podemos concluir, que para a a clas-
sificação com duas classes com os dados originais, o algoritmo com melhor desempenho
a nível da classificação e do tempo de execução da otimização de hyperparâmetros e treino
de modelos é a Florestas Aleatórias com a parametrização da tabela 4.6.
Dados com Sub-amostragem
Os dados com sub-amostragem levaram-nos às mesmas conclusões do que os dados ori-
ginais: algoritmo de Florestas Aleatórias é o que apresenta os melhores resultados em
termos de AUC e tempo de otimização e treino de modelos. Ainda assim foi importante
analisar os relatórios de classificação de cada classe para cada algoritmo de modo a per-
ceber se houveram alterações e se sim quais foram e o porquê destas. Nestes relatórios,
como os das tabelas 4.4 e 4.5, verificou-se que houve um equilíbrio na precisão e exac-
tidão das classificações das classes, o que fez com que os resultados da AUC com dados
originais e com dados com sub-amostragem fossem praticamente idênticos. Isto acontece
porque a linha de Receiver operating characteristic é calculada com base nos verdadeiros
positivos e falsos positivos, que estão correlacionados, isto é, quando um sobe o outro
desce e vice-versa, fazendo com que se obtivessem os mesmos resultados de AUC. No
caso, este equilíbrio pode ter acontecido devido a alguma perda de informação da classe
maioritária, já que esta foi sujeita a uma redução significativa de mais de 50% para igualar
o número de exemplos da classe em minoria.
Dado que são utilizados menos dados para o treino dos modelos foi possível observar
um decréscimo significativo nos tempos de execução da otimização de hyperparâmetros e
treino de modelos em todos os algoritmos.
Conclui-se então que a sub-amostragem se apresenta como uma alternativa ao uso dos
dados originais para este tipo de classificação. Fazendo uso desta técnica de reamostragem
é possível obter os resultados em muito menos tempo e com um nível de confiança seme-
lhante, ainda que menor, como podemos observar no gráfico 4.5 pelo kappa do algoritmo
de FA com e sem sub-amostragem.
4.4.2 Classificação por Utilização (Ternária)
A classificação pela utilização corresponde às classes originais dos dados recolhidos. A
classificação atribuída a cada exemplo provem directamente das escolhas dos sujeitos
passivos e é feita através do portal do e-fatura. Na classificação binária aglomeraram-se
os exemplos do âmbito profissional Total e Parcial numa só classe, pois o objetivo do uso
desse tipo de classificadores era outro. No caso da classificação por utilização passamos a
ter três classes. A maioria dos exemplos, cerca de 80%, continua a recair sobre a classe de
faturas que não diz respeito ao âmbito profissional do sujeito passivo (Não). As restantes
encontram-se espalhadas pela classe 2 (Total) e classe 3 (Parcial), sendo que esta última
contem apenas 1% dos exemplos. A descrição das classes encontra-se abaixo e a sua
distribuição é apresentada no gráfico 4.9.
40
4.4. RESULTADOS
(a) Árvore de Decisão (b) K-Vizinhos Mais Próximos
(c) Florestas Aleatórias (d) Support Vector Machines
Figura 4.7: ROC e AUC para execuções com os dados originais e duas classes (P - padrão;
G - grid; R - random; N - normal;)
Tabela 4.4: Relatório de classificação do kNN, com N=2, procura Random e dados originais
Classe Precisão Abrangência F-score Suporte
0 0.89 0.95 0.92 4368
1 0.7 0.49 0.58 993
micro avg 0.87 0.87 0.87 5361
macro avg 0.8 0.72 0.75 5361
avg 0.86 0.87 0.86 5361
Tabela 4.5: Relatório de classificação do kNN, com N=2, procura Random e dados com
sub-amostragem
Classe Precisão Abrangência F-score Suporte
0 0.96 0.73 0.83 4368
1 0.42 0.85 0.56 993
micro avg 0.75 0.75 0.75 5361
macro avg 0.69 0.79 0.69 5361
avg 0.86 0.75 0.78 5361
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(a) Árvore de Decisão (b) K-Vizinhos Mais Próximos
(c) Florestas Aleatórias (d) Support Vector Machines
Figura 4.8: ROC e AUC para execuções com sub-amostragem de dados e duas classes (P -
padrão; G - grid; R - random; S - sub-amostragem;)
Tabela 4.6: Hyperparâmetros ótimos para o algoritmo de Florestas Aleatórias para duas









Figura 4.9: Ocorrência das três classes (4.4.2) nos dados originais
Classe 0 Não faz parte do âmbito profissional do SP.
Classe 1 Está totalmente relacionada com o âmbito profissional do SP.
Classe 2 Está parcialmente relacionada com o âmbito profissional do SP.
Para avaliar o desempenho dos algoritmos, neste tipo de classificação foi utilizado o
Cohen’s Kappa descrito em detalhe na secção 2.5. A interpretação dos resultados deste
coeficiente foi feita com base numa sobreposição das abordagens apresentadas em [25,
26]. Este estudo foi acompanhado pela observação das matrizes de confusão, de modo
a compreender se o valor de Kappa era influenciado apenas pela bom desempenho na
classificação de uma das classes.
Uma das alternativas para avaliar o desempenhos dos classificadores multi-classe
poderia também ser o uso do Receiver operating characteristic. O ROC mede a quali-
dade da distinção entre duas classes feita por um classificador binário. Num contexto
de multi-classe poderia-se ter utilizado um esquema de One vs. All onde seriam criados
classificadores (binários) para cada classe contra todas as outras. Para cada classificador
seria traçada uma ROC e calculada/comparada a Area Under the Curve entre todos os
classificadores binários de cada classe. Ainda assim, a utilidade desta abordagem ainda
não foi demonstrada com confiança [9], por isso optou-se pela observação apenas do
Cohen’s Kappa.
Dados Originais
O comportamento e desempenho dos algoritmos sobre os mesmos dados mas com clas-
sificações de tipos distintas foi diferente. Observando os gráficos 4.5 e 4.11, é possível
verificar que os parâmetros padrão na classificação binária são os que têm o pior desem-
penho, mas na classificação ternária conseguem atingir valores de Kappa iguais ou até
mesmo superiores aos valores obtidos com a Grid Search e/ou a Random Search. A única
excepção a essa observação é o comportamento do algoritmo do SVM, que em ambos os
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Figura 4.10: Tempos de execução em segundos, numa escala logarítmica, da otimização
de hyperparâmetros com três classes e com dados com e sem sub-amostragem
Figura 4.11: Valor do coeficiente de Kappa da parametrização óptima de cada algoritmo,
sobre os dados de validação, para cada abordagem de procura com três classes e com
dados com e sem sub-amostragem
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tipos de classificação e com parâmetros padrão, não conseguiu fazer a distinção entre clas-
ses e obteve um coeficiente de Kappa igual a 0. Os classificadores com SVM conseguiram
classificar apenas exemplos da classe em maioria. Foi possível confirmar esta situação
através da análise dos relatórios de classificação, apresentados nas tabelas 4.7 e 4.8 para
a classificação binária e ternária respetivamente.
Relativamente aos tempos de execução das execuções com parâmetros padrão e exe-
cuções de otimização de hyperparâmetros, ilustrados pelo gráfico 4.10, o comportamento
foi igual ao da classificação binária, evidenciado no gráfico 4.6. As Árvore de Decisão
continuam a ser o algoritmo mais rápido de otimizar e as Support Vector Machines o mais
demorado por uma larga diferença. A complexidade do cálculo de distâncias para traçar
hyperplanos no SVM é o grande factor para o aumento do tempo de execução do treino de
modelos com este algoritmo e tende a aumentar com o número de exemplos dados como
entrada. O cálculo de distâncias é também um factor limitador do bom desempenho a
nível temporal do treino de modelos com o algoritmo do kNN neste e noutros tipos de
classificação.
O algoritmo das Árvore de Decisão é para todos os tipos de abordagens de procura
de parâmetros o algoritmo ótimo para este tipo de classificação, obtendo para todas um
Kappa de cerca de 0.55, seguido em segundo lugar pelas Florestas Aleatórias com valores
de Kappa entre 0.50 e 0.55 mas com um tempo de execução muito superior ao do primeiro.
Este valor de Kappa segundo os autores de [25, 26] encontra-se dentro do intervalo de
classificadores razoáveis. Uma avaliação da precisão do classificador por classe revelou
que a classe maioritária, classe 0, tem uma precisão de 90% e as restantes classes, classe 1
e 2, têm uma precisão de 70%, o que confirma o desempenho bom para classificação de
exemplos da classe maioritária mas razoável para os das classes minoritárias.
A parametrização ótima deste algoritmo para este contexto corresponde aos parâme-
tros padrão da implementação, que se encontram na tabela 4.1.
Dados com Sub-amostragem
A sub-amostragem dos dados nem sempre tem resultados positivos face ao uso de um
conjunto de dados desequilibrado, pois em certas situações pode ocorrer uma perda de
informação da classe maioritária. Os resultados obtidos em termos de valor de Cohen’s
Kappa, no gráfico 4.11, para as execuções das otimizações e treino de modelos com dados
com sub-amostragem parecem confirmar esta afirmação. Em todos os algoritmos, o valor
de Kappa teve uma queda significativa face aos valores obtidos com os dados originais.
O algoritmo das Florestas Aleatórias, mesmo com a descida do valor de Kappa, manteve-
se perto dos valores obtidos com dados originais e com uma execução em cerca de menos
20% do tempo da otimização de parâmetros, devido ao menor volume de dados. Este
comportamento pode ter ocorrido devido às diferentes combinações de dados e atributos
testadas pelos vários estimadores gerados. Ao todo foram gerados 10 estimadores para
parametrização padrão, 100 e 233 para a parametrização ótima resultado da procura
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Tabela 4.7: Relatório de classificação binária do SVM com parâmetros padrão (4.1) e dados
originais
Classe Precisão Abrangência F-score Suporte
0 0.81 1.0 0.9 4368
1 0.0 0.0 0.0 993
micro avg 0.81 0.81 0.81 5361
macro avg 0.41 0.5 0.45 5361
avg 0.66 0.81 0.73 5361
Tabela 4.8: Relatório de classificação ternária do SVM com parâmetros padrão (4.1) e
dados originais
Classe Precisão Abrangência F-score Suporte
0 0.81 1.0 0.9 4368
1 0.0 0.0 0.0 905
2 0.0 0.0 0.0 88
micro avg 0.81 0.81 0.81 5361
macro avg 0.27 0.33 0.3 5361
avg 0.66 0.81 0.73 5361
Tabela 4.9: Relatório de classificação multi-classe do SVM com parâmetros padrão (4.1) e
dados originais
Classe Precisão Abrangência F-score Suporte
0 0.79 1.0 0.88 4211
1 0.0 0.0 0.0 157
2 0.0 0.0 0.0 250
3 0.0 0.0 0.0 203
4 0.0 0.0 0.0 452
5 0.0 0.0 0.0 5
6 0.0 0.0 0.0 14
7 0.0 0.0 0.0 69
micro avg 0.79 0.79 0.79 5361
macro avg 0.1 0.12 0.11 5361
avg 0.62 0.79 0.69 5361
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Tabela 4.10: Hyperparâmetros ótimos para o algoritmo de Florestas Aleatórias para três







em Grid Search e Random Search respetivamente. O elevado número de estimadores da
procura em Random Search foi fundamental para a obtenção de melhores resultados, pois
foram testadas 233 combinações de atributos e sub-conjuntos de dados.
Os hyperparâmetros com os quais se obteve o melhor desempenho, em menor tempo,
na classificação ternária com sub-amostragem, e que surgiram da procura Random Search
estão na tabela 4.10.
4.4.3 Classificação por Utilização e Fim do Meio ou Serviço (Multi-classe)
O objetivo fundamental do projeto do IVA Automático, onde esta dissertação se insere, é
a total automatização do processo de entrega de declarações periódicas. Para automatizar
totalmente este processo é necessário classificar todas as faturas dos sujeitos passivos
quanto à utilização e fim do meio ou serviço. Um classificador que permita isso tem de
conseguir classificar uma fatura numa de oito classes, que estão descritas abaixo.
Classe 0 Não faz parte do âmbito profissional do SP.
Classe 1 Não aplicável.
Classe 2 Totalmente relacionada com o âmbito profissional do SP e do tipo Imobi-
lizado.
Classe 3 Totalmente relacionada com o âmbito profissional do SP e do tipo Exis-
tências.
Classe 4 Totalmente relacionada com o âmbito profissional do SP e do tipo Outros.
Classe 5 Parcialmente relacionada com o âmbito profissional do SP e do tipo Imo-
bilizado.
Classe 6 Parcialmente relacionada com o âmbito profissional do SP e do tipo Exis-
tências.
Classe 7 Parcialmente relacionada com o âmbito profissional do SP e do tipo Ou-
tros.
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Figura 4.12: Valor do coeficiente de Kappa da parametrização óptima de cada algoritmo,
sobre os dados de validação, para cada abordagem de procura com oito classes e com
dados com e sem sub-amostragem
Nos dados utilizados para treino e validação, a classificação deste tipo foi encontrada
com recurso a cruzamento de informação. Este processo está descrito na seção 3.2.3 e o
resultado da classificação é o do gráfico 3.2. Uma observação rápida desse mesmo gráfico
permite verificar que o desequilíbrio de classes que existia nos outros tipos de classifica-
ção, gráficos 4.4 e 4.9, é bastante acentuado neste tipo. A classe em maioria continua a ser
a classe negativa e as classes positivas foram decompostas em sub-classes, fragmentando
assim ainda mais os dados. As classes 5 e 6 por exemplo representam em conjunto apenas
0.4% dos exemplos. Tendo em conta que este conjunto foi posteriormente dividido em
outros dois conjuntos, treino e validação com 75% e 25% dos dados respetivamente, a
fragmentação aumentou ainda mais. Esta situação levou-nos a supor à partida que os
resultados para as classes com pouca expressão não seriam positivos e a sub-amostragem
poderia mesmo reduzindo a classe maioritária, à frequência da soma de todas as outras
classes, não representar uma alternativa para aumentar o desempenho dos algoritmos.
Dados Originais
As suposições feitas antes do inicio da otimização de hyperparâmetros foram confirmadas.
Analisando o gráfico 4.12 é possível observar que à exceção do algoritmo das Árvore de
Decisão com parâmetros padrão e procura Grid Search, todos os outros algoritmos com
todos os tipos de otimização tiveram um coeficiente de Kappa de 0.5 ou menos. Através
dos relatórios de classificação por classe dos algoritmos, observamos que a classe em
maioria consegue obter uma precisão entre 80% e 100% na maioria dos algoritmos, muito
em parte pois a sua expressão no conjunto de treino é muito grande, com uma ocorrência
de 12666 que representa cerca de 78% dos dados. Já as classes com menos expressão
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Figura 4.13: Tempos de execução em segundos, numa escala logarítmica, da otimização
de hyperparâmetros com oito classes e com dados com e sem sub-amostragem
quase nunca ultrapassaram os 80% de precisão ou abrangência. As classes com a menor
taxa de sucesso na classificação foram as classes 6 e 7, o que já era de esperar tendo em
conta a sua expressão bastante reduzida nos dados originais, onde juntas representam
apenas 0.04% dos exemplos. Esta frequência torna-se ainda mais reduzida após a divisão
dos dados em conjunto de treino e de validação. Os exemplos destas classes, devido ao
regime de sujeitos passivos de IVA que se está a considerar, vão ser sempre os com menor
frequência, pois as operações passivas de IVA do caráter Parcial são sempre muito mais
reduzidas do que as de caráter Pessoal ou do âmbito profissional Total, pelo que é normal
que para os cenários considerados e os dados que se conseguiu obter, a sua frequência seja
muito baixa. A baixa frequência de exemplos destas classes e de outras em minoria no
conjunto de treino, fez com que a base de conhecimento dos modelos treinados para estas
classes fosse muito limitada, e por conseguinte tenham sido obtidos maus resultados ao
nível da classificação destas.
O algoritmo que conseguiu ultrapassar os 0.5 de Kappa foi o das Árvore de Decisão
com os parâmetros padrão, 0.58, e também com procura em Grid Search com 0.53 de
Kappa. Estes resultados parecem à partida indicar um desempenho razoável deste algo-
ritmo sobre os dados, mas uma análise mais aprofundada dos resultados das classificações
destas duas parametrizações sobre os dados de validação, relatórios de classificação 4.11
e 4.12 e matrizes de confusão 4.14 e 4.15, revela o porquê destes resultados de Kappa.
Numa primeira instância este valor é justificado pelo bom desempenho do modelo na
classificação da classe maioritária, num segunda instância pelo desempenho uniforme
na classificação das restantes, entre 50% e 70% de precisão de abrangência para todas,
aumentando assim a concordância entre valores de verdade e previsões do classificador
para cada classe e por conseguinte aumentando a concordância geral, fazendo com que o
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Tabela 4.11: Relatório de classificação das AV com oito classes, parâmetros padrão e
dados originais
Classe Precisão Abrangência F-score Suporte
0 0.92 0.91 0.91 4211
1 0.5 0.53 0.52 157
2 0.57 0.62 0.59 250
3 0.46 0.49 0.48 203
4 0.65 0.68 0.67 452
5 0.4 0.8 0.53 5
6 0.62 0.57 0.59 14
7 0.64 0.57 0.6 69
micro avg 0.84 0.84 0.84 5361
macro avg 0.6 0.65 0.61 5361
avg 0.84 0.84 0.84 5361
Tabela 4.12: Relatório de classificação das AV com oito classes, procura em Grid Search e
dados originais
Classe Precisão Abrangência F-score Suporte
0 0.88 0.94 0.91 4211
1 0.55 0.34 0.42 157
2 0.7 0.46 0.56 250
3 0.57 0.4 0.47 203
4 0.7 0.58 0.63 452
5 0.4 0.8 0.53 5
6 0.73 0.57 0.64 14
7 0.63 0.55 0.59 69
micro avg 0.85 0.85 0.85 5361
macro avg 0.65 0.58 0.59 5361
avg 0.83 0.85 0.84 5361
valor de Kappa aumentasse.
Dados com Sub-amostragem
Tal como verificado na classificação por reflexão na DPIVA e classificação por utilização,
também na classificação por utilização e fim do meio e serviço, nas execuções com da-
dos sub-amostrados apenas o algoritmo das Florestas Aleatórias demonstrou melhores
resultados face às execuções com dados originais. Este algoritmo, com a Random Search
obteve um Kappa de 0.54 mantém a sua robustez mesmo após a perda de informação
da classe maioritária obtendo uma precisão de mais de 90% e uma abrangência de mais
de 80% para esta classe. As restantes classes têm uma precisão entre os 50% e 70% tal
como se tinha observado nos dados originais com o algoritmo que apresentou os melhores
resultados (Árvore de Decisão).
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Figura 4.14: Matriz de Confusão das AV com oito classes, parâmetros padrão e dados
originais
4.5 Conclusões
A observação das curvas ROC e AUC para a classificação binária (seção 4.4.1) e dos valores
dos coeficientes de Kappa para a classificação ternária e multi-classe, seções 4.4.2 e 4.4.3
respetivamente, permitiu concluir que os resultados para dados com sub-amostragem
não foram melhores que os resultados dos dados originais.
O desempenho dos algoritmos com a sub-amostragem de dados foi positivo ao nível
dos tempos de execução da otimização de hyperparâmetros, pois o tempo de execução está
bastante ligado ao volume de dados dados como entrada aos algoritmos. Relativamente
ao desempenho das classificações, a sub-amostragem não mostrou ser melhor do que o
uso dos dados originais, tendo na maioria das execuções obtido resultados mais baixos de
coeficiente de Kappa.
Das abordagens de otimização utilizadas, e como de resto já tinha sido evidenciado
na seção 4.3.2 e na literatura referenciada, a execução da otimização com Random Search
foi sempre muito mais rápida do que a Grid Search, e os resultados bastante semelhantes
e em alguns casos inclusive melhores.
Em relação aos resultados por algoritmo, as Árvore de Decisão e as Florestas Aleatórias
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Figura 4.15: Matriz de Confusão das AV com oito classes, procura em Grid Search e dados
originais
foram os que apresentaram os melhores resultados em todos os tipos de classificação,
sendo que os resultados foram bastante semelhantes entre estes. Ao nível dos tempos de
execução as AV foram sempre melhores do que as Florestas Aleatórias, que ocuparam
sempre o segundo lugar, seguidas do algoritmo de K-Vizinhos Mais Próximos e por último












Neste capítulo apresenta-se uma breve descrição sobre a aplicação do IVA Automático,
que foi desenvolvido para além da aplicação de Aprendizagem Automática à classifica-
ção de faturas, que de resto é o essencial desta dissertação. Na seção 5.1 apresentam-se
os sistemas do IRS Automático e e-fatura e a aprendizagem que foi feita destes para a
conceção do IVA Automático. Em 5.2, apresentam-se as tecnologias usadas para desen-
volver a aplicação, o porquê de se avançar com a conceção desta e as funcionalidades que
foram implementadas. Na seção 5.3 descreve-se o modelo de dados implementado para
suportar não só os dados utilizados pela aplicação mas também a aplicação final. Também
nesta seção é descrito o cruzamento de informação de dados do IVA com o e-fatura e a
conversão de dados entre estes sistemas.
As descrições apresentadas nesta capítulo são breves e em algumas situações pouco
profundas, de modo a não colidirem com as necessidades de confidencialidade exigidas
pela Autoridade Tributária e Aduaneira e a Opensoft. As tabelas e figuras referenciadas
nesta seção encontram-se no apêndice A. Este apêndice está sujeito a constrangimentos
de confidencialidade e só pode ser consultado com autorização expressa da Autoridade
Tributária e Aduaneira e Opensoft.
5.1 Semelhanças com o IRS Automático e e-fatura
O IRS Automático, introduzido pela Autoridade Tributária e Aduaneira em 2017, é um
sistema criado com a intenção de simplificar a vida aos contribuintes. Este sistema dis-
ponibiliza uma declaração provisória de Imposto sobre os rendimentos das pessoas sin-
gulares pré -preenchida, com base nos dados da AT, aos contribuintes e estes têm apenas
de validar as informações que nesta se encontram. Quando a declaração automática é
validada e submetida pelos contribuintes, passa a ser considerada como uma declaração
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definitiva. Caso exista alguma incorrecção na declaração, o contribuinte pode rejeitar a
declaração automática e preencher a declaração por via normal. Como a Autoridade Tribu-
tária e Aduaneira não dispõe de todo o tipo de informações sobre os contribuintes, o IRS
Automático está disponível atualmente apenas para um sub-conjunto dos contribuintes,
que respeitam uma variedade de requisitos.
Dos dados que a AT dispõe para o pré-preenchimento do IRS Automático, os rendi-
mentos dos contribuintes são a informação mais importante seguido das faturas relativas
às suas despesas. Para que este preenchimento seja possível os contribuintes têm até
um determinado período antes da declaração ser gerada para classificar as suas faturas,
através do Portal do e-fatura, de modo a permitir o apuramento dos valores a constar
na declaração de IRS automática. Esta classificação diz respeito ao setor de atividade da
operação a que a fatura corresponde. Algumas faturas são classificadas automaticamente
com base em regras, outras, as que o sistema não consegue classificar, constam como
pendências a resolver no sistema do e-fatura. As faturas classificadas automaticamente,
necessitam sempre da validação do contribuinte.
À semelhança do IRS Automático, também o IVA Automático vai afetar apenas um sub-
conjunto dos sujeitos passivos de IVA. O preenchimento automático das declarações de
IVA, numa fase inicial, vai ser feita também maioritariamente através da informação das
faturas dos sujeitos passivos detida pela Autoridade Tributária e Aduaneira. As faturas
utilizadas serão aquelas em que os sujeitos passivos de IVA do regime normal trimestral,
e que cumpram os requisitos do IVA Automático, constam como adquirentes (Imposto
Dedutível) e/ou como emitentes (Imposto Liquidado).
O IRS é um imposto que afeta a maioria dos sujeitos passivos de IVA, não só do regime
nominal trimestral como do regime normal mensal (que no futuro se espera também ser
afetado pelos processos automáticos). Dada esta realidade, é expectável que a maioria dos
sujeitos passivos de IVA já tenham tido contato direto ou via terceiros com o sistema do
IRS Automático e o Portal do e-fatura. Neste sentido o IVA Automático deve, de forma
a manter a consistência e coerência com o IRS Automático e portal do e-fatura, seguir
algumas das regras e guidelines já implementadas por estes sistemas. Os ecrãs e proces-
sos de classificação de faturas devem orientar-se pelo sistema do e-fatura. A geração,
apresentação, validação e submissão de declarações preenchidas automaticamente devem
maioritariamente seguir o modelo atual do IRS Automático.
5.2 Aplicação
Foi desenvolvido durante esta dissertação uma aplicação Web com as funcionalidades
fundamentais do IVA Automático. A concepção deste aplicação teve sempre em vista a
sua integração final no Portal das Finanças, pelo que foi escolhida uma tecnologia que já
estivesse em uso nesse mesmo portal, de forma a agilizar o desenvolvimento da aplicação
e facilitar a resolução de quaisquer problemas que fossem encontrados. O Angular foi
a framework Web escolhida para o desenvolvimento do front-end da aplicação que seria
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suportada no back-end pela estrutura atual do IVA em Java Spring. Os estilos visuais
utilizados são os do Portal das Finanças, baseados na framework de CSS Bootstrap.
A aplicação surge como um suporte à classificação de faturas pelos sujeitos passivos.
Numa primeira fase tem como objetivo assistir os processos do IVA Automático. Numa
fase posterior surge como a fonte que vai fornecer aos modelos de Aprendizagem Automá-
tica dados fidedignos para alimentar os processos descritos no capítulo 4. Neste capítulo
concluiu-se que seriam necessários mais dados para enriquecer o conjunto usado na
aprendizagem e por conseguinte aumentar o desempenho dos algoritmos de classificação.
5.2.1 Classificação de Faturas pelo Sujeito Passivo
A classificação de faturas para efeitos do IVA tem de suportar a escolha em primeiro lugar
do âmbito profissional e em segundo do fim do meio ou serviço. Como já foi referido, o
processo de seleção do âmbito profissional pode atualmente ser feito através do e-fatura,
figura A.3, pelo que a componente visual e interação deste tipo de classificação foi também
preservada na aplicação do IVA Automático após algumas iterações (figura A.2).
No ecrã de classificação de faturas da aplicação, apresenta-se ao sujeito passivo au-
tenticado, um listagem das faturas, figura A.4, em que consta como adquirente. Estes
documentos encontram-se divididos em diferentes abas. Cada aba corresponde à classifi-
cação por fim do meio ou serviço de uma fatura, assim sendo existem cinco abas: faturas
sem classificação, que é a aba aberta por padrão; faturas de ativo não corrente (imobili-
zado); faturas de inventários (existências); faturas de outros (outros bens e serviços); e
faturas que foram classificadas como do âmbito pessoal. Uma linha da listagem repre-
senta uma fatura através do tipo de documento, número de documento, NIF e nome da
entidade que emitiu a fatura, data de emissão, base tributável, IVA, as ações para classifi-
car a fatura e a percentagem a deduzir caso seja uma fatura do âmbito profissional Parcial.
Nas abas correspondentes às classificações, figura A.5, não existem ações para efetuar a
classificação, apenas uma ação para limpar a classificação atual. É possível filtrar todas
as listagens por todos os atributos das faturas.
Quando o SP pretende classificar uma fatura, deve primeiro selecionar o âmbito pro-
fissional da fatura. Depois do âmbito estar selecionado, caso seja do tipo Total o utilizador
escolhe o fim do meio ou serviço selecionando um dos icones descritivos da classificação:
computador - imobilizado; pessoa e edifício - existências; pasta - outros. O comporta-
mento das ações de classificação passa por apresentar os icones sem cor, ao passar por
cima ganham cor e ao clicar obtêm cor de modo a demonstrar a opção que foi selecionada,
idêntico ao comportamento já conhecido por grande parte dos utilizadores do Portal das
Finanças e e-fatura. Caso seja do tipo Parcial, para além da escolha do fim do meio ou
serviço o Sujeito Passivo pode optar por deduzir uma percentagem de imposto, para isso
pode alterar a percentagem diretamente no campo de entrada ou ao clicar no campo de
entrada pode utilizar o slider para escolher o valor. À semelhança do comportamento do
e-fatura, uma fatura só vê a sua nova classificação como permanente após o utilizador
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clicar no botão de Guardar, no canto superior direto do ecrã e que acompanha também
o scroll da página caso a listagem seja muito grande. Quando as faturas são guardadas,
as que tiveram de facto alteração da sua classificação são automaticamente apresentadas
nas abas correspondentes à sua nova classificação.
5.2.2 Apuramento e Geração Automática da Declaração
Uma declaração automática de IVA é uma declaração pré-preenchida com base na infor-
mação das faturas emitidas pelo Sujeito Passivo e faturas em que este consta como adqui-
rente e foram classificadas de acordo com o âmbito profissional e fim do meio ou serviço
(no ecrã de 5.2.1). Este processo foi implementado na aplicação com base no modelo de
dados, explicado em detalhe na seção 5.3, e assenta sobre a API e interfaces já existentes
para a DPIVA. Foram criados dados de teste para testar aplicacionalmente se o processo
de apuramento de valores estava funcional. A estrutura de dados que representa uma de-
claração de dados, a DpivaType, utilizada até ao momento para guardar os valores de uma
declaração periódica de IVA submetida pelos sujeitos passivos através do formulário de
entrega atual, foi utilizada também para armazenar os valores do apuramento automático
com base nas faturas dos Sujeito Passivo. Isto permite uma retro-compatibilidade com
os processos atuais da DPIVA, nomeadamente de geração de comprovativo, submissão e
liquidação da declaração. Um declaração de IVA Automático na aplicação é representada
por um objeto DpivaType. Um resumo deste objeto é enviado para a aplicação web que se
encarregada de mostrar as informações aos utilizadores nos ecrãs do IVA Automático já
apresentados.
Uma declaração provisória de IVA só é gerada automaticamente se todas as faturas
do período a que corresponde estiverem devidamente classificadas. Quando o Sujeito
Passivo entra na página do IVA Automático, figura A.7, se existirem faturas por classificar
é lhe apresentado um aviso com um link para as classificar na página de Classificar Faturas.
Se todas as faturas do período da declaração estiverem classificadas, apresenta-se ao SP
uma declaração periódica de IVA provisória seguindo o visual do IRS Automático (figura
A.6). No topo aparece a informação sobre o Sujeito Passivo e a declaração. Ao centro e
em destaque, o apuramento, isto é o resumo da base tributável e IVA tanto do imposto
liquidado como dedutível. Caso o SP contenha faturas que digam respeito a operações
feitas numa região fora da sede, figura A.8, é possível a descriminação dos totais de base
tributável e IVA do imposto liquidado e dedutível para cada região.
Depois de analisar a declaração provisória o Sujeito Passivo pode escolher aceitar
a declaração clicando no botão de Submeter ou caso detete alguma incorreção fazer a
submissão via o formulário atual da DPIVA.
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5.3 Modelo de Dados
Para suportar a aplicação do IVA Automático foi desenhado um modelos de dados, figura
A.1, para armazenar a informação relativa a declarações automáticas de IVA, às faturas
dos sujeitos passivos e correspondentes classificações ao nível da utilização (âmbito pro-
fissional) e fim do meio ou serviço. Este modelo de dados teve como base o modelo de
dados do sistema do e-fatura, uma vez que a maioria da informação que seria armazenada
provinha deste mesmo sistema. Tendo em conta isto foi também necessário perceber como
seria convertidos os dados obtidos do e-fatura para o novo modelo de dados desenvolvido,
5.3.1, e como seria mantida a coerência entre a informação sobre o âmbito profissional de
uma fatura em ambos os sistemas (5.3.2)
O modelo de dados referente ao IVA Automático foi integrado no esquema de dados já
existente para o IVA normal e foram também criadas as ligações para as tabelas do modelo
de dados do e-fatura. As tabelas a laranja no modelo relacional da figura A.1 representam
as tabelas que foram criadas para o IVA Automático. Identificadas a cinzento estão as
tabelas já existentes tanto no esquema do IVA como do e-fatura.
A estrutura que diz respeito a declarações submetidas via o IVA Automático num
certo período e ano, contém a informação sobre as datas de criação e alteração dessa
mesma declaração e a informação sobre o sujeito passivo e o contabilista certificado caso
se aplique.
Cada declaração do IVA Automático tem associada a si várias faturas. A informação
sobre as faturas do lado do IVA encontra-se armazenada numa estrutura de registo de
associação de faturas classificadas, e suas informações, a declarações. Esta estrutura tem
as informações gerais sobre cada fatura como datas, o tipo de documento, os intervenien-
tes na operação, sujeitos passivo adquirente e emitente, valores totais de imposto, base
tributável e montante total. A percentagem total deduzida e as classificações em termos
do âmbito profissional da fatura e fim do meio ou serviço. Também contem a indicação
sobre a vigência dessa fatura. Corresponde e partilha quase todas as informações de um
e só um documento do e-fatura.
Cada linha de taxa de uma fatura é armazenada numa estrutura que contém a infor-
mação sobre os valores de imposto e base tributável de um determinado tipo de taxa, i.e.
taxa Normal, Intermédia ou Reduzida ou sem taxa e a região (Continente, Madeira ou
Açores) na qual a operação se processou. Cada fatura tem até quatro linhas de taxa e cada
uma corresponde a uma e só uma linha de taxa de um documento do e-fatura.
Os processos de Aprendizagem Automática referidos no capítulo 4 vão no futuro
depender da informação que irá ficar disponível nestas estruturas depois desta aplicação
ser colocada em prática num ambiente real.
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5.3.1 Conversão dos Dados do e-fatura
As tabelas do modelo de dados do IVA Automático, apesar de terem sido baseadas nas do
e-fatura possuem alguns atributos correspondentes com nomes diferentes. A consulta das
faturas de um determinado sujeito passivo no e-fatura e posterior armazenamento destas
nas bases de dados do IVA automático requer que se efetue a conversão dos atributos de
uma tabela para a outra.
A correspondência entre atributos das tabelas de ambos sistema encontra-se na ta-
bela A.3 e pode ser feita através das consultas SQL às bases de dados. Na listagem A.1
encontra-se a consulta SQL para obter os dados de faturas para o processo de análise e pro-
cessamento de dados, seção 3, e processo de Aprendizagem Automática. Na listagem A.2
apresenta-se a consulta à base de dados do IVA Automático com a conversão dos nomes
dos atributos para a nomenclatura do e-fatura. Estes dados são obtidos desta forma de
modo a permitir a posterior utilização desses dados no processo de Aprendizagem Auto-
mática, que até à escrita desta dissertação só aceita dados no formato do e-fatura. Ambas
consultas obtêm apenas os atributos permitidos pela AT e consultam apenas documentos
do tipo fatura (FT), fatura-recibo (FR) ou fatura simplificada (FS).
5.3.2 Cruzamento de Informação com o e-fatura
As faturas podem ver a sua classificação por utilização, também denominada de âmbito
profissional, alterada tanto do lado do IVA Automático como através do sistema do e-
fatura. Para manter a coerência da classificação em ambas bases de dados, é necessário
estabelecer um conjunto de regras quando a classificação de uma fatura não é igual em
ambos sistema. Na tabela 5.1 encontram-se as regras para atribuição da classificação
final a uma fatura com base na classificação presente em ambos sistema. Caso não exista
nenhuma classificação, a fatura fica sem classificação. Se a classificação da fatura num
sistema for diferente da do outro, a fatura fica sem classificação. O sujeito passivo é
notificado da ausência da classificação da fatura quando entra numa das plataformas.
Se a classificação for igual tanto no IVA Automático como no e-fatura, a classificação
mantém-se.
A atualização da classificação do lado do IVA Automático é sempre seguida de uma
atualização da classificação da fatura via webservice do e-fatura. A situação inversa não
foi discutida até á data da escrita desta dissertação.
5.4 Visão da Classificação Automática de Faturas na Entrega da
DPIVA
Os processos de classificação automática de faturas com recurso a Aprendizagem Auto-
mática vão integrar o processo de entrega da declaração periódica de IVA. O diagrama
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Tabela 5.1: Atribuição de classificação a uma fatura com base nas classificações existentes
para esta no sistema do e-fatura e IVA Automático
Classificação






5.1 descreve todos os processos da nova abordagem de entrega da DPIVA com opção do
IVA Automático.
Um sujeito passivo que tenha acesso e opte pela opção de entrega pelo IVA Automá-
tico, deve, num intervalo de tempo estipulado, classificar as faturas em que consta como
adquirente. Com todas as faturas classificadas faz-se o apuramento dos valores da DPIVA
e dá-se a continuação ao processo normal de entrega.
Com base nas faturas classificadas de múltiplos sujeitos passivos é desencadeado um
processo periódico de Aprendizagem Automática. Este processo acontece sempre antes
do periodo de entrega da DPIVA e diz respeito ao treino de modelos de AA. Deste treino
vão resultar um ou mais modelos ótimos de classificação de faturas que serão usados para
apresentar sugestões de classificação de faturas aos sujeitos passivos. Esta classificação,
sendo sugestiva, deve ser sempre validada pelos sujeitos passivos. No futuro, quando a
confiança da classificação dos modelos for igual a 100% é expectável que este processo de
validação não seja necessário, e a declaração seja gerada e submetida automaticamente
pelo sistema.
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Figura 5.1: Visão global dos processos da Declaração Periódica de IVA com a inclusão dos











Conclusões e Trabalho Futuro
O trabalho de análise e experimentação desta dissertação mostrou, que apesar de ser
possível aplicar Aprendizagem Automática para a classificação de faturas, os modelos
obtidos ainda estão longe de alcançar um bom grau de confiança nas suas classificações.
A existência de um conjunto de dados bastante desequilibrado, com poucos atributos de
grande importância e o fato da classificação existente ter sido feita através de um processo
de cruzamento de informação suscetível a erros, são os principais motivos que levam a
esta conclusão.
A subjetividade permitida, aos sujeitos passivos, na classificação de faturas quanto
ao seu fim do meio ou serviço pode ter sido também um dos principais motivos pelos
quais o grau de confiança nas classificações automáticas não foi satisfatório. Os dados
recolhidos dizem respeito a um escopo global, isto é, são faturas de diversos sujeitos
passivos, e estes podem por lei classificar faturas “idênticas” da forma como entenderem.
Esta subjetividade faz com que as decisões dos algoritmos de AA não consigam convergir
com grande confiança numa classificação. Tendo em conta que não é expectável que esta
situação se altere nos próximos anos, os resultados considerando um conjunto de dados
do escopo global, serão tudo aponta, semelhantes aos apresentados nesta dissertação.
O contexto e domínio, Autoridade Tributária e Aduaneira e a área dos impostos em
Portugal, onde foi aplicada Aprendizagem Automática carece de precedentes nesta área.
Isto implica que os modelos de dados dos sistemas que fazem parte da AT não tenham sido
desenhados para armazenar uma variedade de dados, que poderiam ser importantes para
complementar os dados atuais, e melhorar por conseguinte o desempenho dos algoritmos
de classificação.
Os modelos ótimos encontrados para cada algoritmo, apesar de não apresentarem um
elevado grau de confiança nas classificações, podem ainda assim ser utilizados como uma
via de suporte à decisão. Isto porque a classificação com modelos ótimos para a maioria
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das classes teve resultados com uma precisão de cerca de 70% e para a classe em maioria
de mais de 80%. Neste caso este suporte pode ser implementado como uma mera sugestão
aos sujeitos passivos, com vista a agilizar o processo manual de classificação de faturas
que irão desempenhar no IVA Automático.
6.1 Trabalho Futuro
Na Aprendizagem Automática grande parte do trabalho incide na análise e processa-
mento de dados. A necessidade de obter dados com qualidade de várias fontes a qualquer
altura é imprescindível para a execução de um bom trabalho nesta área. Durante esta dis-
sertação, e apesar de ter havido uma forte colaboração entre todas as entidades envolvidas,
houveram alguns constrangimentos no acesso aos dados detidos pela AT. Uma das razões
é o fato dos dados utilizados serem de caráter sensível por corresponderem a dados reais
de sujeitos passivos, pelo que o acesso a estes deve e é bastante escrutinado. Deve haver
uma tentativa de mudar este paradigma, de modo a permitir que posteriores trabalhos
relacionados consigam recolher um maior volume e variedade de dados, de mais fontes
e com mais rapidez. A implementação dos modelos de aprendizagem em ambiente real,
que implica a coordenação uma série de atividades envolvendo todas as partes do projeto,
e que não foi possível no período de tempo em que decorreu esta tese, permitirá recolher
um maior volume e variedade de dados, de mais fontes e com mais rapidez, fornecendo
mais detalhe sobre o processo de aprendizagem.
Depois da disponibilização da classificação de faturas através do IVA Automático,
deve-se fazer uso das faturas realmente classificadas por sujeitos passivos e não por cru-
zamento de informação. Desta forma espera-se que seja possível ter 100% de confiança
na classificação das faturas ao nível de cada sujeito passivo, e optar então por uma abor-
dagem de AA num escopo individual em vez de global. Com isto pretenderseá replicar
o comportamento classificativo de cada sujeito passivo e sugerir classificações com um
elevado grau de confiança. De notar que esta abordagem só pode ser posta em prática se
for possível aceder a todas as faturas de todos os sujeitos passivos sem qualquer tipo de
constrangimento.
Como foi referido nas conclusões desta dissertação, os dados contêm poucos atributos
de grande importância na classificação. O trabalho desenvolvido deixa as portas abertas
para a extração de novos atributos a partir dos existentes, para além das tentativas desta
dissertação e o uso de dados com mais atributos. Deve ser feito um trabalho com vista a
complementar estes dados, seja através da receção de novos meta-dados relativos a faturas
no sistema do IVA Automático ou e-fatura, ou através do cruzamento de informação com
outras fontes para além da DPIVA.
Os desenvolvimentos apresentados nesta dissertação ao nível da análise de dados,
modelos de AA e aplicação de suporte à classificação de faturas, serão postos em prática
num ambiente de produção pela Opensoft e a AT. À medida que os dados classificados
pelos sujeitos passivos de IVA chegarem à AT, deve ser feito um trabalho no sentido de
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usar esses dados para alimentar e enriquecer os modelos de AA, de forma a conseguir
uma confiança de 100% nas classificações automáticas e atingir o objetivo do IVA Auto-
mático: geração e submissão de declarações periódicas de IVA de forma automática e sem
qualquer tipo de intervenção dos sujeitos passivos.
Nesta dissertação foi utilizando um conjunto de treino para treinar os modelos, um
conjunto de validação para escolher o melhor modelo. Espera-se que no futuro com a
recolha de mais dados seja possível a obtenção de um conjunto de dados de teste de
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Neste apêndice apresenta-se informação confidencial relacionada com o trabalho desen-
volvido nesta dissertação.
1 SELECT / * P a r a l l e l * / doc . C_AQ_ACTIVIDADE_PROF,
2 decode ( doc . C_AQ_ACTIVIDADE_PROF, ’ 0 ’ , ’ Sim ’ , ’ 1 ’ , ’Não ’ , ’A ’ , ’Não a p l i c á vel ’ , ’
2 ’ , ’ P a r c i a l ’ , ’Não indicdo ’ ) AS Act_Prof ,
3 det .D_DATA_DOCUMENTO,
4 det . V_VALOR_IVA,
5 det . V_VALOR_TRIBUTAVEL,
6 det .V_MONTANTE_TOTAL,
7 det .E_NUMFISC_ADQUIRENTE,
8 det . E_NUMFISC_EMITENTE,
9 det .C_TIPO_DOCUMENTO,
10 l inha . V_BASE_TRIBUTAVEL AS l_V_BASE_TRIBUTAVEL ,
11 l inha . V_VALOR_IVA AS l_V_VALOR_IVA ,
12 l inha .V_MONTANTE_TOTAL AS l_V_MONTANTE_TOTAL,
Tabela A.1: Formato das linhas de taxa de IVA de uma fatura
Atributo Tipo Descrição
C_AQ_ACTIVIDADE_PROF string Código do âmbito profissional
ACT_PROF string Descritivo do âmbito profissional
D_DATA_DOCUMENTO date Data de emissão da fatura
V_VALOR_IVA float Valor total de imposto de valor acrescentado
V_VALOR_TRIBUTAVEL float Valor total tributável
V_MONTANTE_TOTAL float Montante total da fatura
E_NUMFISC_ADQUIRENTE long Número de identificação fiscal do adquirente
E_NUMFISC_EMITENTE long Número de identificação fiscal do emitente
C_TIPO_DOCUMENTO string Tipo do documento
L_V_BASE_TRIBUTAVEL float Valor da base tributável da taxa
L_V_VALOR_IVA float Valor do imposto de valor acrescentado da taxa
L_V_MONTANTE_TOTAL float Montante total da taxa
C_REGIAO_TAXA_IVA string Região da taxa de IVA
X_TAXA_IVA int Valor da taxa de IVA
C_MOTIVO_ISENCAO string Código do motivo da isenção
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Tabela A.2: Estrutura de dados de uma Fatura processada
Atributo Tipo Descrição
CLASSE string Classificação da fatura
C_AMBITO string Código do âmbito profissional
C_FIM string Código do fim do meio ou serviço
C_MOTIVO_ISENCAO string Código do motivo da isenção
C_PROF long Código da actividade económica ou profissional
C_REGIAO_TAXA_IVA string Código da região
C_TIPO_DOCUMENTO string Tipo do documento
D_DATA_DOCUMENTO date Data de emissão da fatura
E_NUMFISC_ADQUIRENTE long Número de identificação fiscal do adquirente
E_NUMFISC_EMITENTE long Número de identificação fiscal do emitente
L0_V_BASE_TRIBUTAVEL float Valor da base tributável sem taxa
L0_V_MONTANTE_TOTAL float Montante total sem taxa
L0_V_VALOR_IVA float Valor do imposto de valor acrescentado sem taxa
L0_X_TAXA_IVA int Valor da taxa de IVA
L1_V_BASE_TRIBUTAVEL float Valor da base tributável da taxa reduzida
L1_V_MONTANTE_TOTAL float Montante total da taxa reduzida
L1_V_VALOR_IVA float Valor do imposto de valor acrescentado da taxa reduzida
L1_X_TAXA_IVA int Valor da taxa de IVA reduzida
L2_V_BASE_TRIBUTAVEL float Valor da base tributável da taxa intermédia
L2_V_MONTANTE_TOTAL float Montante total da taxa intermédia
L2_V_VALOR_IVA float Valor do imposto de valor acrescentado da taxa intermédia
L2_X_TAXA_IVA int Valor da taxa de IVA intermédia
L3_V_BASE_TRIBUTAVEL float Valor da base tributável da taxa normal
L3_V_MONTANTE_TOTAL float Montante total da taxa normal
L3_V_VALOR_IVA float Valor do imposto de valor acrescentado da taxa normal
L3_X_TAXA_IVA int Valor da taxa de IVA normal
V_MONTANTE_TOTAL float Montante total da fatura
V_VALOR_IVA float Valor total de imposto de valor acrescentado
V_VALOR_TRIBUTAVEL float Valor total tributável
Tabela A.3: Correspondência entre os atributos da tabela IVT_CLASS_DOC0 (IVA Auto-



















Figura A.1: Modelo de Entidade Relação do IVA Automático
13 l inha . C_REGIAO_TAXA_IVA,
14 l inha . X_TAXA_IVA,
15 l inha .C_MOTIVO_ISENCAO
16 FROM factemi . gdt_documento_comercial0 doc
17 LEFT JOIN factemi . gdt_detalhe_doc_comercial0 det ON doc . i_id_documento = det . i_id_documento
18 LEFT JOIN factemi . gdt_l inha_doc_comercial0 l inha ON det . i_id_documento = l inha . e_id_documento
19 AND det . i_or igem_reg i s to = l inha . e_or igem_regis to
20 AND det .c_TIPO_DOCUMENTO IN ( ’FT ’ ,
21 ’FR ’ ,
22 ’ FS ’ )
23 AND det .C_ESTADO_DETALHE= ’V ’
24 AND det . I_ORIGEM_REGISTO= ’E ’
Listagem A.1: Query SQL para consulta de linhas de taxa de faturas no modelo de dados
do e-fatura
1 SELECT doc .C_AMBITO AS C_AQ_ACTIVIDADE_PROF,
2 doc .D_DATA_DOCUMENTO,
3 doc . V_TOTAL_IVA AS V_VALOR_IVA,
4 doc . V_TOTAL_TRIBUTAVEL AS V_VALOR_TRIBUTAVEL,
5 doc .V_MONTANTE_TOTAL,
6 doc .X_NUMFISC_ADQUIRENTE AS E_NUMFISC_ADQUIRENTE,
7 doc . X_NUMFISC_EMITENTE AS E_NUMFISC_EMITENTE,
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Figura A.2: Várias iterações das ações de classificar uma fatura do ecrã Classificar Faturas
do IVA Automático
8 doc .C_TIPO_DOCUMENTO,
9 l inha . V_BASE_TRIBUTAVEL AS L_V_BASE_TRIBUTAVEL ,
10 l inha . V_VALOR_IVA AS L_V_VALOR_IVA,
11 l inha .V_MONTANTE_TOTAL AS L_V_MONTANTE_TOTAL,
12 l inha .C_COD_REGIAO AS C_REGIAO_TAXA_IVA,
13 l inha . X_TAXA_IVA,
14 l inha .C_MOTIVO_ISENCAO
15 FROM IVA . IVT_CLASS_DOC0 doc
16 LEFT JOIN IVA . IVT_CLASS_DOC_TAXA0 l inha ON doc . I_ID_CLASS_DOC = linha . E_ID_CLASS_DOC
17 WHERE doc . F_VIGENTE = ’V ’
18 AND l inha . F_VIGENTE = ’V ’
19 AND doc .C_TIPO_DOCUMENTO IN ( ’FT ’ ,
20 ’FR ’ ,
21 ’ FS ’ )
Listagem A.2: Query SQL para consulta de linhas de taxa de faturas no IVA com o formato
do modelo de dados do e-fatura
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Figura A.3: Classificação de faturas relativamente à atividade e âmbito profissional (utili-
zação) no Portal do e-fatura
Figura A.4: Ecrã de Classificar Faturas do protótipo do IVA Automático na aba padrão Sem
Classificação
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Figura A.5: Ecrã de Classificar Faturas do protótipo do IVA Automático na aba Inventários
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Figura A.6: Página principal do IRS Automático
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Figura A.7: Ecrã do IVA Automático com declaração automática de IVA sem anexos de
região
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Tabela I.1: Resultados da otimização de hyperparâmetros com duas classes







Random 0.956 0.572 0:00:08.701247




Random 0.822 0.438 0:00:00.480888







Random 0.522 0.469 0:01:34.444071




Random 0.975 0.514 0:00:44.875745





Random 0.569 0.500 0:39:21.416254




Random 0.717 0.415 0:09:14.050615





Random 0.554 0.521 2:58:12.323883




Random 0.729 0.477 0:33:25.571221
Grid 0.724 0.481 0:59:34.074086
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Tabela I.2: Resultados da otimização de hyperparâmetros com três classes







Random 0.716 0.511 0:00:07.714724




Random 0.780 0.401 0:00:02.774424







Random 0.925 0.513 0:01:44.284565




Random 0.873 0.481 0:00:44.301310





Random 0.605 0.472 0:39:57.805244




Random 0.686 0.409 0:09:09.435163





Random 0.567 0.514 0:59:51.382144




Random 0.728 0.468 0:14:03.655248
Grid 0.708 0.469 0:23:39.982304
Tabela I.3: Resultados da otimização de hyperparâmetros com oito classes







Random 0.758 0.534 0:00:07.635866




Random 0.897 0.464 0:00:02.522465







Random 0.959 0.487 0:01:59.460588




Random 0.998 0.536 0:00:52.605379





Random 0.548 0.465 0:39:59.463676




Random 0.742 0.430 0:08:38.936095





Random 0.565 0.503 1:26:00.482650




Random 0.697 0.490 0:16:14.363892









São abordados nesta secção de anexo, conceitos fundamentais à compreensão do contexto
de negócio do projeto onde a dissertação de insere. Na secção II.1 apresenta-se primeira-
mente uma descrição do sistema fiscal português e os tipos de imposto existentes. Por fim
dá-se especial foco ao IVA na secção II.1.3, devido à sua importância no projeto.
II.1 Sistema Fiscal Português
II.1.1 Contexto
O sistema fiscal português, definido originalmente na Constituição da República Portu-
guesa de 1976, define os princípios orientadores no que diz respeito ao tipo de impostos,
direitos e garantias dos contribuintes. Assenta atualmente sobre as declarações do artigo
103º da CRP [1, ano. 2005]:
1. O sistema fiscal visa a satisfação das necessidades financeiras do Estado e outras
entidades públicas e uma repartição justa dos rendimentos e da riqueza.
2. Os impostos são criados por lei, que determina a incidência, a taxa, os benefícios
fiscais e as garantias dos contribuintes.
3. Ninguém pode ser obrigado a pagar impostos que não hajam sido criados nos termos
da Constituição, que tenham natureza retroativa ou cuja liquidação e cobrança se
não façam nos termos da lei.
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II.1.2 Tipos de Imposto
No artigo 104º da CRP [1] está consagrada a distribuição dos encargos tributários sobre as
várias categorias de contribuintes do sistema fiscal português. Apresenta-se abaixo o con-
teúdo do artigo referido e uma breve descrição das denominações de imposto pertences a
cada categoria à exceção do imposto de valor acrescentado (IVA), que devido à natureza
deste relatório é explicado em detalhe na secção II.1.3.
• O imposto sobre o rendimento pessoal visa a diminuição das desigualdades e será
único e progressivo, tendo em conta as necessidades e os rendimentos do agregado
familiar. É tributado sobre os rendimentos de pessoas coletivas (IRC) e sobre os
rendimentos das pessoas singulares (IRS).
• A tributação das empresas incide fundamentalmente sobre o seu rendimento real.
• A tributação do património deve contribuir para a igualdade entre os cidadãos. O
IMT incide sobre as transmissões, a título oneroso, do direito de propriedade ou de
figuras parcelares desse direito sobre bens imóveis e a constituição ou extinção de
diversos tipos de relações contratuais conexas com imóveis situados em território
português. O IMI incide sobre o valor patrimonial tributário dos prédios ou imóveis
(rústicos, urbanos ou mistos) situados em território português, cuja receita reverte
a favor dos Municípios onde os mesmos se localizam [29].
• A tributação do consumo visa adaptar a estrutura do consumo à evolução das
necessidades do desenvolvimento económico e da justiça social, devendo onerar os
consumos de luxo. O IVA é um imposto geral sobre o consumo incidindo sobre as
transmissões de bens, as prestações de serviços, as aquisições intra-comunitárias
e as importações [4]. O RITI tem como destinatários os agentes económicos que
transacionam bens com parceiros de outros países da comunidade. O ISV procura
onerar os contribuintes na medida dos custos que estes provocam nos domínios
do ambiente, infraestruturas viárias e sinistralidade rodoviária, concretizando uma
regra geral de igualdade tributária [29].
II.1.3 Imposto de Valor Acrescentado
O Imposto de Valor Acrescentado é um imposto geral sobre o consumo (nasce sempre
que um bem ou serviço é fornecido), plurifásico, já que é liquidado em todas as fases do
circuito económico e sem efeitos cumulativos [29] [4]. O artigo 1º do CIVA [40] declara
que estão objetivamente sujeitas a IVA:
(a) As transmissões de bens e as prestações de serviços efetuadas no território nacional,
a título oneroso, por um sujeito passivo agindo como tal.
(b) As importações de bens.
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Tabela II.1: Taxas de IVA para 2018 no artigo 18º do CIVA [40]
Taxas Continente Madeira Açores
Normal 23% 22% 18%
Intermédia 13% 12% 9%
Reduzida 6% 5% 4%
(c) As operações intra-comunitárias efetuadas no território nacional, tal como são defi-
nidas e reguladas no Regime do IVA nas transações intra-comunitárias.
Em termos da incidência subjetiva, descrita no artigo 2º do CIVA [40], são sujeitos passivos
de IVA as pessoas singulares ou coletivas que exerçam uma atividade económica ou
que, praticando uma só operação tributável, essa operação preencha os pressupostos de
incidência real de IRS ou IRC. O Estado e as demais pessoas coletivas de direito púbico
não são sujeitos passivos de imposto quando realizem operações no exercício dos seus
poderes de autoridade.
As isenções de IVA sobre as operações internas e de importação estão descritas na sua
totalidade nas secções I e II do capítulo II do CIVA [40] respetivamente.
Este imposto traduz-se na aplicação das taxas que figuram na tabela II.1 sobre o valor
tributável (VT), e dependem da região onde tem sede o sujeito passivo de IVA prestador
do(s) serviço(s). O VT corresponde, na maioria dos casos, ao valor da despesa efetiva
realizada nas transmissões/operações descritas anteriormente, sendo a exceção o caso das
importações de bens. Neste caso o valor tributável é o valor aduaneiro, determinado de
harmonia com as disposições comunitárias em vigor [29].
A declaração do imposto a pagar ao Estado é feita de acordo com um Regime Nor-
mal Mensal ou um Regime Normal Trimestral (1º do artigo 41º CIVA [40]). Os sujeitos
passivos de IVA com um volume de negócios superior a 650.000 mil euros estão sujeitos
a entrega periódica mensal do IVA. Os restantes devem apresentar a sua declaração de
forma trimestral, podendo ainda assim também optar por fazer a entrega mensalmente
se assim o desejarem (2º do artigo 41º CIVA [40]).
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