Babu ska and Yu constructed a posteriori estimates for nite element discretization errors of linear elliptic problems utilizing a dichotomy principal stating that the errors of odd-order approximations arise near element edges as mesh spacing decreases while those of even-order approximations arise in element interiors. We construct similar a posteriori estimates for the spatial errors of nite element method-of-lines solutions of linear parabolic partial di erential equations on square-element meshes. Error estimates computed in this manner are proven to be asymptotically correct; thus, they converge in strain energy under mesh re nement at the same rate as the actual errors.
Introduction
A posteriori estimates of discretization errors have been an integral part of adaptive nite element methods since their inception nearly twenty years ago and are used for elliptic 4;5;6;7;11;16;29;30 and parabolic problems. 3;14;15;17;20;21;24 Local contributions to global error estimates furnish error indicators that are typically used to control adaptive enrichment through mesh re nement/coarsening (h-re nement) and/or method order variation (p-re nement). Thus, meshes are re ned and/or method orders increased where error indicators are large and an opposite course is taken where error indicators are small. An ideal a posteriori error estimation techniques would (i) be asymptotically correct in the sense that the error estimate in a particular norm approach zero under enrichment at the same rate as the actual error; (ii) be computationally simple by requiring a small fraction of the solution cost; (iii) be robust by furnishing accurate estimates for a wide range of meshes and method orders; (iv) provide relatively tight upper and lower bounds of the true error in a particular norm; and (v) supply local error indicators that provide global error estimates in several norms.
Recent surveys 9;10;25 indicate that no error estimates satisfy all of these criteria for all combinations of meshes, method orders, geometries, etc. Babu ska and Yu 11;27;28 constructed a posteriori error estimates in strain energy for the nite element solution of linear elliptic problems on square domains by using a dichotomy principal stating that the errors of odd-order approximations arise at element edges as the spacing of a square-element mesh decreases to zero while those of even-order approximations arise in element interiors in the same limit. Yu 27;28 established the asymptotic correctness of these error estimates for nite element spaces consisting of piecewise bi-polynomials of arbitrary degree. Adjerid et al. 3 showed that similar estimates could be obtained for the spatial discretization errors of method-of-lines solutions of one-dimensional parabolic partial di erential equations. We extend this earlier work by constructing a posteriori estimates for the spatial errors of nite element method-of-lines solutions of two-dimensional linear parabolic equations. We establish asymptotic correctness of these error estimates on square elements and show that temporal variations of spatial errors may be neglected for both odd-(Section 3) and even-order (Section 4.2) nite element solutions. Error estimates of even-order nite element solutions may also be obtained by solving local parabolic problems (Section 4.1), which include the temporal variation of the error estimate. This procedure might be useful when error estimates are used to control mesh motion (r-re nement). 2 Both odd-and even-order error estimation procedures are computationally simple. The odd-order estimates only require jumps in solution gradients at the four element vertices and neither element nor edge residuals are needed. Only nearestneighbor interaction is necessary; thus, simplifying implementation on a parallel computer. Gradient jumps may be shared between elements sharing a vertex to halve the cost relative to element-by-element computation. The even-order elliptic and parabolic estimates are local to the element. No o -element communication is necessary; hence, there is no search for neighbor information and parallelization is perfect. Computations (Section 5) imply that the even-order estimates improve with increasing polynomial degree.
Numerical examples presented in Section 5 and elsewhere 1 indicate that the error estimates are applicable more widely than the present theory would suggest. Thus, for example, they appear to work in the presence of some nonlinearity, when some singularities are present, and on graded quadrilateral-element meshes. Experiments of Baehmann et al. 12 and Ilin et al. 16 would suggest that the even-order estimates are applicable to triangular elements.
Formulation
Consider the linear, scalar, two-dimensional parabolic di erential equation u(x; t) = 0; x 2 @ ; t 0:
The functions a j;k (x), j; k = 1; 2, and b(x) are smooth with L being a positivede nite operator.
The Galerkin form of (2. The following two lemmas describe standard interpolation and a priori discretization error estimates for nite element solutions of (2.2) that will be useful during the subsequent analysis. e(x; t) = u(x; t) ? U(x; t): (2:7d) Proof.Cf. Wait and Mitchell, 26 e.g., for the proof of (2.7a) and Thom ee 23 and e(x; t) = (x; t) + (x; t) (2:13a) where the restrictions of (x; t) and (x; t) to are (x; t) of (2.10b) and (x; t) = (x; t) + u(x; t) ? U(x; t): Replacing V in (2.14) byÛ ? u yields (2.12a). Addition and subtraction ofÛ to U ? u and subsequent use of the triangular inequality with (2.7a) and (2.12a) establishes (2.12b). In order to prove (2.13c-e), use (2.10a) and (2.13b) to obtain e = u ? u + u ? U = + + u ? U = + ; x 2 ; (2:15) and, consequently, (2.13a). Squaring and summing (2.10d) over the elements of the mesh leads to (2.13c). Taking the gradient and L 2 norm of (2.13b) and using the triangular inequality yields jjr jj 2 0; C( jjr jj 2 0; + jjr( u ? U)jj 2 0; ):
16) The use of (2.10f) and (2.12b) with a summation over all elements yields (2.13d). In a similar manner, a combination of (2.13a), (2.7b,c), and (2.10c) yields (2.13e). Applying the Schwarz inequality and using (2.5) and (2.12b) yields (2.17b). 2 
A Posteriori Error Estimation of Odd-degree Approximations
If u is smooth on then error estimates E(x; t) of odd-degree approximations may be constructed in terms of jumps in derivatives of U at the vertices of . Informally, use (2.7d) to and its approximation (2.9) to compute jumps in the derivatives of e(x; t) at the vertices p k = (p 1k ; p 2k ), k = 1; 2; 3; 
The estimates (2.5) and (2.12b) imply that 3 = O(h 2p+1 ), which completes the proof. 2 
A Posteriori Error Estimation of Even-degree Approximations
Error estimates in terms of jumps in solution derivatives fail for even-order approximations since p+1 (x j ), j = 1; 2, is continuous on @ . Thus, with p even, we construct a Galerkin problem for e by replacing u in (2.2) by U + e to obtain (v; @ t e) + A(v; e) = g(t; v); t > 0; (4:3b) where subscripts denote that inner products are restricted to i . The time derivative of E in (4.3a) may be neglected to obtain the local elliptic problem A (v j ; E) = g (t; v j ); t > 0; j = 1; 2:
The parabolic (4.3) and elliptic (4.4) error estimates are shown to be asymptotically correct in Section 4.1 and Section 4.2, respectively; however, prior to this, we establish some properties of p+1 , , , and v j , j = 1; 2. In order to estimate the di erence between the exact solution of (4.1) and its approximation by (2.9, 4.7), we substitute (2.13) into (4.1) while using (2.10b) to obtain 0 j (t) + r j j (t) = G j (t) ? F j (t) ? H j (t); t > 0; (4:14) It remains to bound the various terms in (4.14). To begin, apply the Schwarz and triangular inequalities to (4.8c) while using the assumed smoothness of the coe cients a k;l , k; l = 1; 2, and the dominance of the H 1 norm relative to the L 2 norm to obtain jF j (t) + H j (t)j 2 The initial data j (0), j = 1; 2, may be bounded by applying the Schwarz inequality to (4.13b) and using A summation of (4.14) and use of (4.17), (4.18), (4.20) , and the dominance of the exponential relative to any algebraic power of h yields (4.11a).
Following the reasoning used to obtain (4.14), we nd b 2 j (t) C e ?2r j t b 2 j (0) + jG j (t)j 2 Once again, we must bound the various terms in (4.21). Thus, applying the Schwarz inequality to (4.3a) while using (4.6d) and (4. while using (4.11a) and (4.28) leads to (4.11b). 2
We are now in position to state and prove the main result of this section. 
Examples
We present four examples to illustrate the performance of the error estimation procedures of Section 3 and Section 4 in situations where the theory applies and does not apply. Accuracy of the error estimate is measured by the global and local e ectivity indices = jjE( ; t)jj 1 jje( ; t)jj 1 ; i = jjE( ; t)jj 1; i jje( ; t)jj 1; i ; i = 1; 2; :::; N; We solved this problem on 0 < t 0:5 using uniform meshes having N = 100, 400, 900, and 1600 square elements and uniform orders p = 1; 2; 3; 4.
Temporal integration was performed using the backward di erence software system DASSL 19 with error tolerances of 10 ?6 for p = 1; 2 and 10 ?10 for p = 3; 4, which should minimize temporal discretization errors and enable us to concentrate on spatial errors. Finite element errors and e ectivity indices at t = 0:5 appear in Table 1 . Numbers in parenthesis indicate a power of ten.
E ectivity indices are in excess of 95% of ideal for all combinations of p and N. Convergence in h of the e ectivity index to unity is apparent. Based on the limited data available in Table 1 , converence in p seems plausible for even orders but not so for odd orders.
Example 2. Convection is not supported by the theory, but the error estimates should work as long as convection does not dominate di usion. Thus, consider a linear convection-di usion equation @ t u ? u + r u = f(x; t); x 2 (0; 1) (0; 1); t > 0; (5:3a) with the data speci ed so that the exact solution is u(x; t) = 1 2 1 ? tanh(10x 1 + 2x 2 ? 10t ? 2)]:
We solved (5.3) using the parameters of Example 1. Finite element errors and e ectivity indices at t = 0:5 appear in Table 2 . As conjectured, the e ectivity index appears to be approaching unity as N increases. E ectivity indices are above 80% of ideal for almost all computations. Performance of the even-order error estimates is better than that of the odd-order estimates. Again, the even-order indices suggest possible convergence in p. Finite element errors and e ectivity indices at t = 0:5 are presented in Table   3 . The performance of the error estimation procedures is excellent, with e ectivity indices in excess of 90% of ideal for all choices of N and p. As with the previous examples, convergence in h is apparent Example 4. as a nal example, consider a linear heat conduction equation of the form (5.2a) with the data speci ed so that the exact solution (expressed in polar coordinates) is u(x; t) = u(r; ; t) = r !(t) sin!(t) ; !(t) = (2=3) + (1=4)sint: (5:5) This solution behaves as O(r !(t) ) near the origin and this singular behavior will limit the rate of convergence in h. Unless the singularity is resolved by, e.g., grading the mesh, it will \pollute" the solution and error estimate globally. Our local error estiamtes fail to recognize such pollution errors and may be expected to give poor performance in their presence. Were the singularity resolved to the point where the pollution errors are small relative to the local errors, we would expect reasonable accuracy.
Let us begin by solving (5.2a, 5) on 0 < t 0:3 using the uniform meshes and polynomial degrees speci ed with Example 1. Temporal tolerances are 10 ?4 , 10 ?6 , local e ectivity indices and unity at t = 0:3 for a 100-element mesh with p = 4 are shown in Figure 1 . Table 4 . Errors and e ectivity indices for Example 4 on N-element uniform meshes with piecewise bi-p polynomial approximations. Results in Tables 4 and 5 indicate that error estimates have little to do with exact errors. An examination of the upper portion of Figure 1 reveals that large errors near the singularity pollute the entire domain and result in large deviations from unity of local e ectivity indices everywhere. 8 As anticipated, the solution is converging as O(h !(t) ).
In order to improve the performance of the error estimations, we solve (5.2a, 5) on graded meshes obtained by re ning the element of a uniform mesh that is closest to the origin. We do this by dividing the two element edges along the coordinate axis into the n segments j = h(j=n) ; j = 0; 1; :::; n; > 0; (5:6) introducing a diagonal from from ( 1 ; 1 ) to (h; h); and connecting line segments at the points (5.6) along the axes to similarly spaced points on the diagonal. This mesh, referred to as N : n, has N square and 2(n ? 1) trapezoidal elements.
The mesh shown in the lower portion of Figure 1 is one uniform re nement of the 25:5 mesh. Error estimates can be constructed for these quadrilateral elements by introducing minor modi cations to the formulas developed here. 1 We solve (5.2a, 5) on 0 < t 0:3 using the meshes 25:5, 100:10, 225:15, and 400:20 with p ranging from 1 to 4. The grading parameter was selected as 3/2 for p = 1 and 9p=4 otherwise. Temporal tolerances are the same as the uniform-mesh case. Errors and e ectivity indices at t = 0:3 are presented for all mesh and order combinations in Table 6 . Similar data at t = 0:0, 0.1, 0.2, and 0.3 on the 132-element mesh appear in Table 7 . Local errors and the di erence between local e ectivity indices and unity are shown in the lower portion of Figure 1 .
The severe mesh grading has reduced errors on the element adjacent to the singularity. This has substantially reduced global pollution errors and improved the performance of the error estimation procedures. Global e ectivity indices are within 12% of unity. Fig. 1 . Local errors (upper left) and the di erence between the local e ectivity indices and unity (upper right) for Example 4 at t = 0:3 on a uniform 100-element mesh using piecewise bi-quartic polynomial approximations. Similar data for computations performed on a graded 5:5 mesh that has been uniformly re ned are shown at the bottom.
Discussion
We have developed simple a posteriori procedures for estimating spatial discretization errors of piecewise bi-p polynomial nite element solutions of linear parabolic partial di erential equations. The theory developed for square-element meshes easily extends to rectangles. As earlier work 11;27;28 would suggest, the error estimation procedures divide into distinct classes for odd-and even-order approximations. Error estimates for each are asymptotically exact and involve only element level computations with, at most, nearest-neighbor communications.
The error estimates for even values of p perform better than that for odd p. Results indicate that asymptotic correctness under p-re nement is possible for even Table 6 . Errors and e ectivity indices for Example 4 on N -element graded meshes with piecewise bi-p polynomial approximations. p. This is not the case for odd p where results deteriorate with increasing polynomial degree. Computational evidence further suggests that the error estimates are asymptotically correct under more general conditions than indicated by the present theory. Indeed, results of Example 4 indicate that the error estimates are asymptotically correct on graded quadrilateral-element meshes in the presence of singularities. Adjerid et al. 1 show that the error estimation procedures apply to nite element spaces other than piecewise bi-p polynomials. In particular, they apply to a class of piecewise hierarchical functions that have been modi ed by adding \bubble functions" to a standard hierarchical basis. 22 Extending the present theory to three-dimensional linear problems on hexahedral element-meshes would be straight forward. It would be more interesting and di cult to establish correctness of the error estimates on arbitrarily graded triangular-and tetrahedral-element meshes. Nonlinearity, strong reactions, convective in uences, and singularities would be other important considerations.
