Abstract-This paper investigates the simplification problem in Gaussian Half-Duplex (HD) diamond networks. The goal is to answer the following question: what is the minimum (worstcase) fraction of the total HD capacity that one can always achieve by smartly selecting a subset of k relays, out of the N possible ones? We make progress on this problem for k = 1 and k = 2 and show that for N = k + 1, k ∈ {1, 2} at least k k+1 of the total HD capacity is always approximately (i.e., up to a constant gap) achieved. Interestingly, and differently from the Full-Duplex (FD) case, the ratio in HD depends on N , and decreases as N increases. For all values of N and k for which we derive worst case fractions, we also show these to be approximately tight. This is accomplished by presenting Nrelay Gaussian HD diamond networks for which the best k-relay subnetwork has an approximate HD capacity equal to the worstcase fraction of the total approximate HD capacity. Moreover, we provide additional comparisons between the performance of this simplification problem for HD and FD networks, which highlight their different natures.
I. INTRODUCTION
Wireless network simplification, first introduced in [1] in the context of Gaussian Full-Duplex (FD) diamond networks 1 , shows the surprising result that a significant fraction of the capacity can be achieved by using only a small subset of the available relays. In this paper, we seek to answer the following question: how do these results extend to Gaussian Half-Duplex (HD) diamond networks?
The wireless simplification approach offers a number of benefits. First, it promises energy savings since only the power of the active relays is used to transmit information; the power available at the relays that are kept silent is saved. Then, it simplifies the synchronization problem as only the selected relays have to be synchronized for transmission. Finally, for HD networks, simplification offers benefits in terms of scheduling. Indeed, in an N -relay HD network, a capacity-achieving scheme requires a global optimization over the 2 N possible listen/transmit configuration states. This approach, as N increases, quickly becomes computationally prohibitive. Thus, selecting a small subset of the relays leads to a significant complexity reduction in the scheduling.
In this paper, motivated by the numerous benefits of wireless simplification, we seek to understand how much of the HD The work of M. Cardone and C. Fragouli was partially funded by NSF under award number 1514531. The work of D. Tuninetti was partially funded by NSF under award number 1218635. M. Cardone would like to acknowledge insightful discussions with Yahya H. Ezzeldin. 1 An N -relay diamond network is a relay network topology where the source can communicate with the destination only through N non-interfering relays. capacity one can achieve by smartly selecting a subset of k relays out of the N possible ones in a Gaussian HD diamond network. As a first step in this direction, we here provide a worst-case (i.e., independent of the channel parameters) approximate (i.e., up to a constant gap) capacity guarantee in terms of achievable fraction for k = 1 and k = 2 when N = k + 1 and N ≫ 1. We also present network examples for which the best k-relay subnetwork approximately achieves the worst-case fraction of the total HD capacity, hence showing that the derived worst-performance guarantees are indeed tight.
Moreover, we find significant differences of the wireless simplification problem for HD and FD networks. For example, (i) in HD the fraction of the achieved capacity depends on N and decreases as N increases, (ii) the worst-case networks in HD and FD are not necessarily the same and (iii) the best k-relay subnetworks in HD and FD might be different.
Related Work. The capacity characterization of the Gaussian HD relay network is a long-standing open problem. The tightest upper bound on the capacity is the well-known cut-set upper bound. In [2] , this bound was evaluated by using the approach first proposed in [3] and shown to be achievable to within 1.96(N + 2) bits per channel use (independently of the channel parameters), by noisy network coding [4] .
In general, the evaluation of the cut-set upper bound requires an optimization over 2 N listen/transmit states. Recently, in [5] the authors proved a surprising result: at most N +1 states (out of the 2 N possible ones) suffice for capacity characterization (up to a constant gap) for a class of HD relay networks, which includes the Gaussian noise network. However, the problem of finding which are the N + 1 active states might still require the use of all the N relays.
This work presents partial results on the wireless simplification problem for the HD case, whose FD counterpart was solved in [1] . In particular, in [1] it was shown that, by selecting k relays (out of the N possible ones), one can always approximately achieve at least a fraction k k+1 of the capacity. This result was proved to be tight, i.e., there exist N -relay Gaussian FD diamond networks for which the best k-relay subnetwork approximately achieves this fraction of the total FD capacity. A polynomial-time algorithm to discover these high-capacity k-relay subnetworks was also proposed. In [6] the authors proved that, by selecting k = 2 relays out of the N possible ones in a Gaussian HD diamond network, and by operating them only in a complementary fashion (i.e., when one relay listens, the other transmits), at least 1 2 of the total HD capacity is approximately achieved.
From the result in [1] , it directly follows that in HD, by selecting k relays, one can always approximately achieve a fraction k 2(k+1) of the HD capacity of the whole network. This is accomplished by operating the subnetwork in only 2 states (out of the 2 k possible ones) of equal duration: the first where all the k relays listen and the second where all the k relays transmit. However, as we show in this paper this capacity guarantee is not tight in general. Moreover, differently from the work in [6] , in this paper we do not restrict the selected relays to operate only in certain states. This leads to better performance guarantees in terms of achievable fraction.
Paper Organization. Section II describes the N -relay Gaussian HD diamond network and summarizes known capacity results. Section III proves our main result, i.e., it provides a tight worst-case guarantee in terms of achievable fraction of the capacity for k = 1 and k = 2 when N = k + 1 and N ≫ 1. Section III also highlights differences between the simplification problem in HD and FD networks. Finally, Section IV concludes the paper and discusses future research directions. Some of the proofs can be found in the Appendix.
II. SYSTEM MODEL AND KNOWN RESULTS
With [n 1 : n 2 ] we denote the set of integers from n 1 to n 2 ≥ n 1 ; ⌊a⌋ and ⌈a⌉ are the floor and ceiling functions of a ∈ R, respectively. Calligraphic letters denote sets; |A| is the cardinality of A, A\B is the set of elements that belong to A but not to B and A c is the complement of A. A ⊆ B indicates that A is a subset of B, A∪B is the union of A and B and A∩B is the intersection of A and B; ∅ is the empty set.
The Gaussian HD diamond network consists of a source communicating with a destination only through N noninterfering relay stations operating in HD. The input/output relationship for this network is
where: (i) X 0 denotes the channel input at the source and Y N +1 the channel output at the destination; (ii) the channel inputs are subject to the average power constraint
, is the binary random variable, which represents the state (either listening or transmitting) of the i-th relay, with i ∈ [1 : N ], i.e., if S i = 0 then it is receiving, while if S i = 1 then it is transmitting [3] ; (iv) the channel parameters (h i , g i ) ∈ C 2 , ∀i ∈ [1 : N ], are constant and therefore known to all terminals; (v) the noises are independent. In the following we shall indicate
The capacity 2CHD of the channel in (1) is not known, but can be upper and lower bounded as In the next section we will use the result in (3) to prove that a significant fraction of C HD NF can always be achieved by selecting k = 1 and k = 2 relays out of the N possible ones.
III. ACHIEVING A FRACTION OF THE HD CAPACITY
In this section we prove our main result, i.e., we derive a worst-case fraction guarantee for any N -relay Gaussian HD diamond network with k = 1 and k = 2 when N = k + 1 and when N ≫ 1. Moreover, for each case we provide network examples which approximately achieve the derived fraction of the total HD capacity, hence showing that our worst-case performance guarantees are indeed tight. Our main result is presented in the following theorem. 
Moreover, the bound in (4) is tight up to a constant gap.
Before going into the technical details of the proof of Theorem 1 we make a couple of remarks. 
where
A. The case k = 1 and N = 2
From the result in Lemma 2 we obtain
. We now present a network with N = 2 where, by selecting the best relay, we approximately achieve 
where we used the notation (i) C 
We next provide a network example for which (up to a constant gap) C 
where c ∈ R + . Notice that in this network we have
Moreover, it is not difficult to see that the vector of the relay-destination capacities is just the flipped version of the vector of the source-relay capacities. For the network in (6) all the single-relay capacities are the same and, up to a constant gap, evaluate to We here prove that in every Gaussian HD diamond network with N = 3 relays, there always exists a subnetwork of k = 2 relays such that its approximate HD capacity is lower bounded by We now provide a network example with N = 3 where, by selecting the best subnetwork of k = 2 relays, we approximately achieve Example. We again consider the network defined in (6) . Since for this network all the single-relay capacities, given in (7), are the same, then C 
This, with the fact that for N ≫ 1 we have C HD NF = c, gives the claimed ratio as we observe from Fig. 1 (dashed line) .
E. HD versus FD simplification
We here discuss differences between the selection performances in HD and FD networks. We believe that the reason for this different behavior is that in HD the schedule plays a key role: removing some of the relays might change the global schedule of the network.
• In HD the ratio
decreases as N increases. As already highlighted in Remark 1 this represents a surprising difference with respect to FD and shows that FD and HD relay networks have a different nature.
• Worst-case networks in HD and FD are not necessarily the same. Consider the network example ℓ 1 = ℓ 2 = r 1 = r 2 = 1 and suppose we want to select k = 1 relay. We already showed before that, by selecting either the first or the second relay, we get C • The best HD and FD subnetworks are not necessarily the same. Consider the network in (6) . When the N relays operate in HD, they all have the same single capacity given in (7) . This means that by selecting any of the relays (i.e., at random) we get the same performance guarantee. Differently, when the N relays operate in FD, only the ⌊ • Worst-case ratio with respect to FD, i.e.,
. The problem of finding the capacity of HD relay networks is computationally expensive, as it requires an optimization over 2 N cuts each of which depends on 2 N listen/transmit states. On the contrary, the cut-set upper bound in FD can be more easily evaluated. Thus, one can think of comparing the HD capacity of the k-relay selected subnetwork with respect to the FD capacity of the whole network. By doing so, we get the results presented in the next theorem, whose proof can be found in Appendix C.
Theorem 5.
In the Gaussian HD N -relay diamond network, by selecting k ≤ N relays and by keeping the remaining N −k ones silent, we can achieve, up to a gap, a rate C HD k,N such that
Moreover, the bound in (9) is tight up to a constant gap.
Although, for the case k = 2, Theorem 5 provides a lower bound for N ∈ [2 : 3], we believe that C 
IV. CONCLUSIONS AND FUTURE WORK
We studied the simplification problem in an N -relay Gaussian HD diamond network. We showed that, when N = k + 1, by selecting k ∈ [1 : 2] relays one can achieve (to within a constant gap) at least k k+1 of the total HD capacity. Differently from the FD case, this fraction decreases as N increases.
The extension of these results to k > 2 and the design of a polynomial-time algorithm which efficiently discovers a highcapacity k-relay subnetwork are interesting open problems, which are object of current investigation.
APPENDIX A PROOF OF LEMMA 2
We here prove the result in Lemma 2. To this end we make use of the following lemma.
Lemma 6. For any Gaussian FD diamond network, we have
where 
Proof: We have
where the equality in 
From (11), ∀A 1 ⊆ N 1 and ∀A 2 ⊆ N 2 , with N 1 , N 2 being a partition of N F , we have that
We here prove the result in Lemma 3. To this end we make use of the following lemma.
Lemma 7. Consider a FD diamond network N F with N = 3.
Let N 1 = {i, j} and N 2 = {i, k} be two subnetworks of 
Notice that we did not consider the cases {A 1 , A 2 } = {{i, j}, {i}} and {A 1 , A 2 } = {{i, j}, {k}} since these are equivalent to {A 1 , A 2 } = {{i}, {i, k}} and to {A 1 , A 2 } = {{j}, {i, k}}, respectively. Therefore, Table I covers all the cases except {A 1 , A 2 } = {∅, {i, k}} and {A 1 , A 2 } = {{i, j}, ∅} since for these cases |a 1 − a 2 | = 2.
We are now ready to prove the result in Lemma 3. Let, without loss of generality, i = 1, j = 2 and k = 3, i.e., consider We here prove the result in Theorem 5 for the case N = k, k ∈ [1 : 2] . For this case, we trivially have 
B. The case k = 1 and N = 2
We here prove the result in Theorem 5 for the case k = 1 and N = 2. To this end, we let C FD NF = c, for some given c ∈ R + and we assume, without loss of generality, that ℓ 1 ≥ ℓ 2 . As such, proving the lower bound on C HD 1,2 is equivalent to solve the following problem f 1 := min max i∈ [1:2] ℓiri ℓi+ri s. t. c = min {ℓ 1 , ℓ 2 + r 1 , max {r 1 , r 2 }} , and ℓ 1 ≥ ℓ 2 , and min {r 1 , ℓ 2 , r 2 } ≥ 0.
Notice that the solution f 1 of the problem in (14) is greater than the solution f 2 of the following problem
ℓiri ℓi+ri s. t. ℓ 1 ≥ c, ℓ 2 + r 1 ≥ c, max {r 1 , r 2 } ≥ c, and ℓ 1 ≥ ℓ 2 , and min {r 1 , ℓ 2 , r 2 } ≥ 0.
The reason why we have f 1 ≥ f 2 is because we are minimizing the objective function and in the problem in (15) we are increasing the space of the search with respect to the problem in (14). Thus, if we are able to show that f 2 ≥ 
• Case (ii): r 1 < r 2 ; then, the problem in (16) becomes min t s. t. Now, in the problem in (19) we can set ℓ 1 = c, without loss of optimality (since ℓ1r1 ℓ1+r1 is an increasing function in ℓ 1 ); with this we obtain min t s. t. is an increasing function in r 2 ), without loss of optimality; with this we obtain min t s. t. We next provide a network example for which C for N ≫ 1. Example. We consider the network defined in (6) for which all the single-relay HD capacities are the same and given in (7) and C FD NF = c. With this we obtain the claimed ratio C 
Since we are interested in finding the worst possible ratio, the above constraint can be relaxed as
The reason why we can relax the constraint in (24) as those in (25) is because in (25) we are enlarging the space of the search and because we are interested in the worst possible ratio. It is not difficult to see that, since the capacity is a non-decreasing function of the channel parameters, we can set, without loss of generality, ℓ 1 = c. With this, we need to have
In what follows we will show by contradiction that at least one of the three possible subnetworks of k = 2 relays has a HD capacity greater than or equal to 1 2 C FD NF . Case (i): r 1 r 2 ≥ cℓ 2 ; with this we obtain that the capacitȳ C HD 12 of the first pair (i.e., relay 1 and relay 2) is given by [7] 
, . We now want to show that, in order to meet the conditions in (26), there are no networks for which C HD 12
which is equivalent to show that there are no networks for which
Thus, there are no channel conditions for whichC HD 12 < 1 2 c, i.e., by letting relay 1 and relay 2 operate we always achieve (to within a constant gap) at least half of the capacity of the corresponding FD network. Case (ii): r 1 r 2 ≤ cℓ 2 and r 1 ≥ r 2 ; with this we obtain that the capacityC HD 12 of the first pair (i.e., relay 1 and relay 2) is given by [7] , i.e., . We now want to show that, in order to meet the conditions in (26), there are no networks for which
Thus, a sufficient condition for the above quantity to be always positive is r 1 ≥ c, i.e., under these channel conditions we never haveC
We now analyze the case r 1 < c, which, because of the constraint in (26c), implies r 3 ≥ r 1 ≥ r 2 . Case (ii-a): cℓ 3 ≤ r 1 r 3 ; with this we obtain that the capacitȳ C HD 13 of the pair relay 1 and relay 3 is given by [7] , i.e., . We now want to show that, in order to meet the conditions in (26), there are no networks for which
Thus, there are no channel conditions for whichC HD 13 < 1 2 c, i.e., by letting relay 1 and relay 3 operate we always achieve (to within a constant gap) at least half of the capacity of the corresponding FD network. Case (ii-b): cℓ 3 ≥ r 1 r 3 ; with this we obtain that the capacitȳ C HD 13 of the pair relay 1 and relay 3 is given by [7] , i.e., 
which impliesC c(c+r1)(ℓ3+r3−r1) . We now want to show that, in order to meet the conditions in (26), there are no networks for which C 
which is equivalent to show that there are no networks for which 2cℓ 3 r 3 − cr + cr 1 (c − r 1 )
≥0 since r1<c +ℓ 3 r 1 r 3 < 0.
Thus, there are no channel conditions for whichC HD 13 < 1 2 c, i.e., by letting relay 1 and relay 3 operate we always achieve (to within a constant gap) at least half of the capacity of the corresponding FD network. Case (iii): r 1 r 2 ≤ cℓ 2 and r 1 ≤ r 2 ; with this we obtain that the capacityC HD 12 of the first pair (i.e., relay 1 and relay 2) is given by [7] , i.e., 
which impliesC . We now want to show that, in order to meet the conditions in (26), there are no networks for which C Thus, a sufficient condition for the above quantity to be always positive is r 2 ≥ c 2 c+2r1 , i.e., under these channel conditions we never haveC , which, because of the constraint in (26c), implies r 3 ≥ r 2 ≥ r 1 . Case (iii-a): ℓ 2 ℓ 3 ≤ r 2 r 3 ; with this we obtain that the capacitȳ C HD 23 of the pair relay 2 and relay 3 is given by [7] , i.e., C HD 23 = ℓ 2 ℓ 3 r 2 − ℓ 2 3 r 3 + ℓ 2 ℓ 3 r 3 + ℓ 2 r 2 r 3 (ℓ 3 + r 3 ) (ℓ 2 − ℓ 3 + r 2 ) ,
which impliesC . We now want to show that, in order to meet the conditions in (26), there are no networks for which C
HD 23
C FD NF = ℓ 2 ℓ 3 r 2 − ℓ 1 2 c, i.e., by letting relay 2 and relay 3 operate we always achieve (to within a constant gap) at least half of the capacity of the corresponding FD network. This concludes the proof of the lower bound in (9). We next provide a network example for which C 
