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We study quadratic systems whose second degree terms have the form 
PAX, Y) = (Ax + By)(Dx + EY), Qz(x, Y) = (Cx - Ay)(Dx + Ey). 
It is shown that if such a system has at most two critical points at infinity, then it 
has at most one limit cycle. An application is made to the shear flow of a non- 
Newtonian fluid. 0 1991 Academic Press, Inc. 
Professor J. A. Nohel wrote to me in February 1989 about a problem 
which he had encountered while studying the shear flow between parallel 





where E and Tare positive constants, has no periodic orbits. Within a week 
of receiving his letter I was able to send him a complete solution. The final 
account of his research in Malkus et al. [S] gives a simplified version of 
my proof. However, my original proof had the advantage of providing 
information about the periodic orbits without any sign restrictions on E 
and T, and brought out certain structural features of his system. Thus I 
was led to investigate all quadratic systems which possess these features. 
Although Nohel assures me that negative values for E and T have no physi- 
cal significance, I am indebted to him for introducing me to an interesting 
problem. 
A quadratic system is an autonomous system of ordinary differential 
equations 
dx/dt = P(x, y), dy/dt = Q(x, y), (1) 
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where 
P(x, y) = i u,,x’yk, Q(X, Y)’ f: b,X’Yk 
j+k=O j+k=O 
are relatively prime real polynomials, of degree at most two, which are 
not both linear. In this paper we study quadratic systems satisfying the 
following condition: 
(*) The second degree terms P2(x, y), Q,(x, y), of P(x, y), Q(x. Y) 
have the form 
P,(x, Y) = (Ax + &Y)(Dx + Ey), 122(x, y)=(Cx--YWX+EY). 
That is, PI and Q2 have a common linear factor and the coefficient 
matrix of the other two linear factors has zero trace. It is easily verified that 
this condition is invariant under an arbitrary non-singular affine transfor- 
mation of the plane. 
Although we will make no use of the fact, the condition (*) can be 
related to the remarkable work of Sibirskii [7] on the invariants of 
quadratic systems. It is not difficult to show that, with his notation, the 
condition (*) implies 
(*Y Is = 31,, rq= -I,, 
and conversely, if Z, # 0, then (*)’ implies (*). Moreover, for a quadratic 
system satisfying the condition (*), 1, = 0 if and only if the system either 
has two critical points at infinity or has one triple critical point at infinity. 
We are interested in the periodic orbits of (I), which necessarily sur- 
round a focus or centre [ 11. Since the second degree terms are unaltered 
by a displacement, it follows that we may assume that system (1) has a 
focus or centre at the origin and that, if there exists a periodic orbit, then 
there exists a periodic orbit surrounding the origin. Thus, in particular, 
a, = boo = 0. Furthermore, by a non-singular linear transformation we may 
assume that 
P,(x, Y) = (Ax + BY) Y, QAx, Y) = (Cx - AY) Y- 
Since the origin is a focus or centre we must have b,, # 0. By replacing x 
by blox+ bo, y we obtain a system of the same form with b,,= 1, bol =O. 
We must now have a,, < 0, and by a scaling transformation we may 
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If in (2) we put 5 = -y, q = x - dy we obtain a quadratic system in the 







Conversely, any quadratic system of the forms (2) or (3) satisfies the 
condition (*). Thus, according to our convenience, we may restrict 
attention to either (2) or (3). 
If in (2) we make the scaling transformation x + Ax, y + Ivy, t + vt, 
where A # 0 and v2 = 1, we obtain a system of the same form: 
x’ = vdx - y + lmxy + Avny2 
y’ = x + ivbxy - Amy2. 
The critical points at infinity of system (2) are situated at the ends of the 
lines y = UX, where u is a real root of the cubic equation 
u(nu2 + 2mu - b) = 0, 
including the line x=0 if n = 0. Hence there is a unique critical point at 
infinity if m2 + bn < 0, and three distinct critical points at infinity if 
m2+bn>0, b#O. 
From [2, Theorem l] we immediately obtain by specialisation 
LEMMA 1. For system (2) the origin is a centre if d = m = 0 or if 
d = b = n = 0. If d = 0, and (b - n)m 5 0 the origin is a stableJunstable first 
order weak focus. If d = 0, b = n, and bm >< 0 the origin is a stable/unstable 
second order weak focus. 
Some necessary conditions for the existence of a periodic orbit will now 
be derived. 
LEMMA 2. Zf d = 0, the origin is not a centre, and system (2) has a 
periodic orbit surrounding the origin, then bn > 0. 
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Proof A periodic orbit of the system 
X’ = P,(x, y) = -y + mxy + ny2 
y’ = Q,,(x, y) = x + bxy - my* 
cannot intersect the lines x = l/m or y = -l/b. If we put 
m,Y)=(l -mx)l(l +by) 
then 
(2), 
W,), + VQ& = m~~FCbl(l+ by) -n/(1 - mx)l. 
The result now follows from Lemma 1 and Dulac’s criterion. 1 
LEMMA 3. If d # 0 and system (2) has a periodic orbit surrounding the 
origin then m(m - bd) > 0. 
Proof A periodic orbit of (2) which surrounds the origin must lie in the 
half-plane 1 + by > 0. If we put F(y) = (1 + by) ~ i then 
WL + VQ), = f’Cd- (m - b4 rl/(l + by). 
Since d# 0, it follows from Dulac’s criterion that m # bd and 
y, = d/(m - bd) satisfies 1 + by,> 0. This is equivalent to the result 
stated. 1 
The proof shows also that a periodic orbit which surrounds the origin 
must cross the line y = y,. 
LEMMA 4. System (3) has no periodic orbit surrounding the origin if 
d>O, 6ii<O<6rii 
Proof: We compare (3) with the system 
obtained from it by setting d=O. Since (6-fi)fi >O the origin is an 
unstable weak focus for (3),, by Lemma 1. If system (3) has a periodic 
orbit y surrounding the origin it must lie in the half-plane 1 + fit - riiq > 0, 
because the interior of y is convex [ 11. Since 
(P,,-P)Q= -d5*(1+fi4-#ir]),<O, 
any path of (3), which intersects y crosses from the exterior of y to the 
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interior. Hence, by the Poincare-Bendixson theorem, system (3), has a 
periodic orbit surrounding the origin. But, since 6fi ~0, this contradicts 
Lemma 2. 1 
LEMMA 5. System (2) has no periodic orbit surrounding the origin ij” 
d>O, bm>O, m2+bn<0. 
Proof. By Lemma 3 we may assume m(m - bd) >O. Then for the 
corresponding system (3) we have 
d>O, l%>o, m2+6nQ0, 
and hence bfi < 0. The result now follows from Lemma 4. 1 
It is rather easy to treat quadratic systems satisfying the condition (*) 
which have exactly two critical points at infinity. From [3, Theorem C] we 
immediately obtain 
LEMMA 6. Zf b = 0, or if m2 + bn = 0, then system (2) either has a centre 
or has at most one periodic orbit. Moreover, if there is a unique periodic orbit 
it is a limit cycle with a non-zero characteristic exponent. 
Consequently from now on we may assume 
b#O, m’+bn#O. (4) 
Furthermore, by Lemmas 1 and 3 we may assume 
m(m - bd) > 0. (5) 
Then no finite critical point of (2) lies on the line 1 + by = 0. Hence the 
finite critical points of (2), in addition to the origin, are the points (xi, y,), 
where 
xi = myf/( 1 + byi) 
and yi is a root of the quadratic equation 
q(y)=ay2-by+ l=O, 
with 
u= -m2-bn, p=dm+n-b. 
These critical points lie on the line 
(6) 
(m-bd)x+(dm+n)y=l. 
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Equation (6) has two real roots y,, y, with y, < y,. In fact if a > 0 then, 
since q( - l/b) = -m(m - bd)/b2, we have y, < -l/b < y,. Moreover y, 
and y, both have the opposite sign to b, since y, y, = l/a. On the other 
hand if a < 0 then, since q(0) = 1, we have y, t0 < y2. Moreover, either 
- l/b < y, or y, < -l/b. 
The value of the Jacobian at (xi, yi) is 
Di= -l-byi-(m-bd)xi=/Iy;-2=yiq’(yj) 
and the value of the divergence at (xi, yi) is 
T, = d + bxi - my, = (m - bd)( y, - y,)/( 1 + by;), 
where we have again set y, = d/(m - bd). It follows that both critical points 
(xi, y,) and (x,, y2) are saddles if a < 0, whereas if a >O one is a saddle 
and the other is an anti-saddle, the saddle being (x2, y2) or (x,, yl) 
according as b > 0 or b < 0. 
These definitions of Di and Ti are retained below. 
LEMMA 7. If a quadratic system (1) satisfies the condition (*), then 
either it has two centres or all its periodic orbits surround the same critical 
point. 
Proof: We may assume that the system has the form (2) and that there 
is a periodic orbit surrounding the origin, which is not a centre. Then (5) 
holds. If the critical point (xi, yj) is an anti-saddle, then by transferring the 




of the same form as (2) with 
di = Ti/D;‘2, m, = m/( 1 + byi) Di, 
Since 
bi = b/( 1 + byJ 0;“. 
(1 +byi) Di= -(l +by,)2-m(m-bd) yf 
we have 1 + byi < 0. Since 
mi(m, - bidi) = m(m - bd)/( 1 + byi) Df 
it follows that m,(m, - bidi) < 0. Hence d, # 0 and, by Lemma 3, there is no 
periodic orbit surrounding the critical point (xi, yi). 1 
The same argument also establishes 
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LEMMA 8. If a quadratic system (1) satisfies the condition (*) and has a 
weak focus, then any periodic orbit must surround this weak focus. 
Assume now that there exists a periodic orbit y of (2) which sourrounds 
the origin. Since Q(x, yi) has opposite signs for x 5 x,, and since the 
interior of y is a convex region containing no critical point besides the 
origin [ 11, it follows that y cannot intersect the line y = y,. Hence any 
periodic orbit of (2) which surrounds the origin must lie in the strip 
y, < y < y, if c1< 0, in the half-plane y > y2 if c1> 0, b > 0, and in the half- 
plane y < y, if CI > 0, b < 0. Moreover, by the remark following the proof of 
Lemma 3, the line y = y, must lie in the appropriate strip or half-plane. 
If in (2) we change the independent variable by setting dt/d-r = 




g(y) = MyMl + by)'. 
(8) 
We propose to apply to this Litnard equation the following known unique- 
ness criterion [2]: 
THEOREM C. Let f(y), g(y) be continuously differentiable functions for 
Y-<y<Y+, where Y_ < 0 < Y,, such that 
(i) g(y) 5 0 according as y 5 0, 
(ii) f(y) 5 0 according as y 5 y,, where y, < 0, 
(iii) f( y)/g( y) is a decreasing function for y < y, and for y > 0. 
Then the Lienard equation (7) has at most one periodic orbit and if it 
exists, it is a limit cycle with a negative characteristic exponent. 
Actually the claim concerning the characteristic exponent does not 
appear in the statement of Theorem C in [2]. However, the theorem in its 
present strengthened form follows from [3], Theorem 1. To see this it is 
sufftcient to verify hypothesis (iii) of the latter theorem, since the remaining 
hypotheses are obviously satisfied. Put 
f’(r)= j;f(y)dy 
and assume, on the contrary, that the simultaneous equations 
F(v,) = e/2), f(?l)lg(vl,)=f(~,)/g(lt,) (9) 
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have two distinct solutions q;, r]; and q;, 7; with Y- <r];, VT < y, and 
O<q;,q;< Y,. If ql>& then F(q;l)>F(q;) and 
f(rl;Yg(v;) <f(?;Ydrl;). 
Hence F(q;)>F(q;) and r;‘<‘];. Consequently 
f(v;‘)/g(v;) >f(flY!5wl)~ 
in contradiction with (9). 
The following theorem is the main result of this paper. 
THEOREM 1. If a quadratic system ( 1) satisfies the condition (s) and if it 
has at most two critical points at infinity, then either it has a centre or it has 
at most one periodic orbit. Moreover, if there is a unique periodic orbit it is 
a limit cycle with a non-zero characteristic exponent. 
Proof: By what has been said we may restrict attention to system (2), 
with m2 + bn < 0. Obviously this implies bn < 0. Hence, by Lemma 2, we 
may assume d# 0. By Lemma 3 we may also assume m(m - bd) > 0. By 
scaling we may actually suppose d > 0, m < 0. Then m - bd < 0 and y, < 0. 
Furthermore, by Lemma 5 we may assume b > 0, and then n < 0. 
We have y, < -l/b < y, < 0. Moreover, as already remarked, we may 
assume y2 < y,. It follows that (x,, y,) is an unstable anti-saddle and that 
(x2, y2) is a saddle at which the divergence is negative. To prove the 
theorem we need only show that the Lienard equation (7)-(8) satisfies the 
hypotheses of Theorem C. 
If we take Y- = y,, Y, = +cc, then hypotheses (i) and (ii) are 
obviously satisfied. Hypothesis (iii) will be satisfied if and only if 
d(y)= (Y - Yo)/YdY) 
is a decreasing function for y, < JJ < y0 and for y >O. Differentiating 
log b(y), we obtain 
4’(Y) 1 4’(Y) O(Y) -= - --= - 
4(Y) Y(l - YlYo) 4(Y) Y(1 - YlYo) 4(Y)’ 
where 
4Y) =4(y) + Y(l - YlYo) 4’(Y) 
= -WY,) Y3 + (3a + P/Y,) Y2 -WY + 1. 
It follows that 
O'(Y) = 2(1- YIYd(3~Y - B), 
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Thus o(y) is a cubic polynomial with o( + co) = +co, w( - co) = --co, 
o(O) = 1, w’(yO) = 0, and 
O(YO=Yi(l --Yi/.YO) 4’(Yi)= t1 - YilYO) Di (i= 1, 2). 
Hypothesis (iii) will be satisfied if o(y) > 0 for y > 0 and for y, < y < y,. 
Since /~/LX = y, + y, < 0 we have o’(y) > 0 for y > 0, and hence o(y) > 0 for 
y >O. Since (x,, yr) is an anti-saddle and (x2, y2) is a saddle, we have 
o(y,)<O <w(yz). Also, o(yO)=q(y,)>O. If we had w(y)<0 for some 
YE (y2, yO) then w(y) would have a local minimum between y, and y,, 
and hence at y, it would have a local maximum. Since w( + co) = +cc and 
o’(y) vanishes at most twice, this is impossible. Therefore o(y) > 0 for 
Y,<Y<Yo. I 
If a quadratic system (1) satisfies the condition (*), but has three critical 
points at infinity, then it may have more than one limit cycle. In fact if 
b>O>m, then by taking n = b--E with E>O sufficiently small, and then 
choosing d> 0 sufficiently small, we can obtain a system (2) with two limit 
cycles in the neighborhood of the origin. 
We conjecture that any quadratic system satisfying the condition (*) has 
at most two limit cycles. Although we have not succeeded in proving this 
conjecture, we will now present some supporting evidence. 
LEMMA 9. Zf a quadratic system (1) satisfies the condition (*) and has a 
second order weak focus, then it has no periodic orbit surrounding this focus. 
Proof: It is sufhcient to show that system (2) with d = 0, b = n # 0, and 
m # 0 has no periodic orbit surrounding the origin. Moreover, by scaling 
we may assume b = 1, m < 0. We will make use of the following result, due 
to RyEkov [6]: 
The Lienard equation (7) has no periodic orbits if g(y) 5 0 according as 
~50 and if the simultaneous equations 
F(v 1) = m2h G(v,)=G(v,h 
where 
have no solution with g 1 < 0 < q2. 
In our case f and g are given by (8) and hence 
Clearly F(y) decreases from co to 0 as y increases from 1 to 0, and 
(10) 
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increases from 0 to cc as y increases from 0 to co. Hence for each q, with 
- 1 <vi <O there is a unique q2 = Il/(qi) >O such that F(q,) = F(r,). 
Thus we need only solve the second Eq. (10) with q2 replaced by I&U,). 
Suppose this equation has a solution with - 1~ vi < 0. Since it is also 
has the trivial solution q1 = 0, it follows from the mean-value theorem 
that Eqs. (9) must have a solution q,, q, with - 1 < vi < 0 < v2. But the 
equationf(q,)/g(q,) =f(q2)/g(q2) with q, < 0 < 11~ is satisfied if and only if 
vi = -q2. Moreover, if we set 
O(y)=(l+y)-‘+log(l+y)-(1-y)-‘-log(l-y) 
then d(O) = 0 and 
qY( y) = -4y2/( 1 - y2)2 < 0 for O<y<l. 
Consequently d(y) < 0 for 0 < y < 1. Thus the simultaneous equations (9), 
and therefore also the simultaneous equations (lo), have no solution rl,, y/2 
with -l<q,<O<~~. 1 
It is natural to conjecture next that a quadratic system satisfying the 
condition (*) has at most one periodic orbit surrounding a first order weak 
focus. In order to prove this we will make use of the following uniqueness 
criterion: 
THEOREM D. Letf, g be continuously differentiable functions on the open 
interval ( Y_ , Y, ), where YP < 0 < Y, , such that 
(i) g(y) 2 0 according as y 2 0, 
(ii)’ f(y) 3 0 according as y 2 0 and (f/g)' -+ 2 as y + 0, where 
0<1<co, 
(iii) the simultaneous equations 
f-(?l)=~(~2)~ f(rll)/g(rll)=f(?z)/g(vlz), (9) 
have at most one solution yll, q2 with YP < rlI < 0 and 0 -C q2 -C Y,, 
and either 
(iv) f(y) F( y)/g( y) is a decreasing function for Y- < y < 0 
or 
(iv)’ f(y) F’( y)/g( y) is an increasing function for 0 < y < Y, and 
F(Y- +O)<F(Y+ -0). 
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Then the Liknard equation (7) has at most one periodic orbit and, if it 
exists, it is a limit cycle with a negative characteristic exponent. 
Theorem D may be proved by a minor modification of the proofs of [3, 
Theorem l] and [4, Theorem 3’1. Here we have x,, = 0, p0 = 0. Since 
x1(p) < 0 < x2(p) it follows from (ii)’ that, for small p > 0, 
The remainder of the proof is the same as in the references cited, with 
f&=0. 
LEMMA 10. Zf a quadratic system (1) satisfies the condition (*) and has 
a first order weak focus, then it has at most one periodic orbit surrounding 
this focus. Moreover, if such a periodic orbit exists it has a non-zero charac- 
teristic exponent. 
Proof It is sufficient to show that system (2) with (b-n)m #O, d=O 
has at most one periodic orbit surrounding the origin. Moreover, by 
scaling we may assume m < 0 and b <n. Then the critical point at the 
origin is unstable. By Lemma 2 we may also assume bn > 0. Thus 
c(= -m2-bn<O, /?=n-b>O. 
The quadratic equation (6) has two real roots y,, y, with y, ~0 < y,. To 
prove the lemma it is suffkient to show that the hypotheses of Theorem D 
are satisfied by the Litnard equation (7) with 
f(v)= -my/(1 +b12, g(y)=.w(yY(l +by12 
and YP = y, , Y + = y,. Hypotheses (i) and (ii)’ are certainly satisfied, since 
asy-0 
(g/f)'= SW-B)/m+P/m<O. 
Moreover (g/f)’ < 0 for y > 0, and hence f(y) F( y)/g( y) is an increasing 
function for 0 < y < y,. We consider next hypothesis (iii). 
The second Eq. (9), with q1 # q2, is equivalent to 
Since 
F(y)= -m[(1+by)~1+log(l+by)]/b2+m/b2, 
the first Eq. (9) is equivalent to 
(1 +bq,))‘+log(l +bq,)=(l +by,)-‘+log(l +bqz). 
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If we put ii= 1 + bq, (i= 1,2) then Eqs. (9) are together equivalent to 
iI + c2 = c, where 
c = 2 + b/?/a = (2m2 + bn + b’)/(m* + bn) > 1, 
and I++([~) = 0, where 
ll/(z)=zP’+logz-(c-z))‘-log(c-z). 
Moreover, we require 1~ c2 < c if b > 0 and 0 < c2 < 1 if b < 0. Evidently 
c<2 if b>O and c>2 if b-co. 
It is easily verified that II/( 1) < 0 for all c > 1. Also, from 
l/b’(z) = (z - l)/z2 + (c - 1 - z)/(c - z)’ 
we see that G’(z) = 0 if and only if 
(c+2)z2-c(c+2)z+c2=0. (11) 
If 1 < c < 2 this quadratic equation has no real roots and hence, since 
t,V(l) ~0, we must have 1,5(z) <O for 1 <z< c. Therefore when b>O the 
simultaneous equations (9) have no solution q,, q2 with q, < 0 < q2. Conse- 
quently, by the proof of Theorem D, system (2) has no periodic orbit when 
b > 0. 
Suppose next that b < 0, and hence c > 2. In this case the quadratic equa- 
tion (11) has a root in the interval (0, 1) and a root in the interval (1, co). 
Since I,@ +0) = +co, $( 1) < 0, and $’ vanishes exactly once in the interval 
(0, l), it follows that the equation e(z) = 0 has a unique root i2 E (0, 1). If 
c2 < z2, where we have written z2 = 1+ by2, then Eqs. (9) have no solution 
rll, t/* with y,<yI,<O and O<v2<y2, and so system (2) has no periodic 
orbit. If c2 > z2 then Eqs. (9) have a unique solution ql, q2 with y, < 9, < 0 
and O<q2< y,. Moreover F(y,) <F( y2), since $(z2) > 0, and so 
hypothesis (iv)’ is also satisfied. 1 
In conclusion we apply our results to the quadratic system (0) encoun- 
tered by Nohel. Obviously this system satisfies the condition (*). Moreover 
it has a unique critical point at infinity, situated at the ends of the Z-axis. 
It follows at once from Theorem 1 that system (0) has at most one limit 
cycle, for arbitrary values of E # 0 and T. 
If we put x = Z, y = a/T system (0) takes the form 
x’= -cy(l -y)--x 
y’=a(l +x)(1-y)- y 
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with a = l/~, c = T*/e. A point (x,, y,) is a finite critical point of this 
system if and only if 
x0 = -CYo(l - Yo) 
a(l+x,)=y,(l -y,)-‘. 
It follows that y, is a zero of the cubic polynomial 
P(Y)=ucY(Y-l)*+u(Y-l)+Y. 
If E > 0 then a > 0, UC 2 0, and hence 0 < y, < 1. If the critical point (x0, yO) 
is an anti-saddle then p’( yo) > 0. By transferring the origin to this critical 
point and making a linear change of variables, as explained at the begin- 
ning of the paper, we obtain a quadratic system of the form (2) with 
d= -~[l+(l-y,)-‘1, m=pL(l -yo)-‘3 
b= -1, n = p2[uc(l - y,)* + (1 - y&2], 
where p2 = [ p’( y,)] -I. Since 
m(m-bd)= -p*(l-yo)-‘<O, 
it follows from Lemma 3 that system (0) has no periodic orbits for 
arbitrary E > 0 and T. 
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