Expression quantitative trait loci (eQTLs) are genomic locations associated with changes of expression levels of certain genes. By assaying gene expressions and genetic variations simultaneously on a genome-wide scale, scientists wish to discover genomic loci responsible for expression variations of a set of genes. The task can be viewed as a multivariate regression problem with variable selection on both responses (gene expression) and covariates (genetic variations), including also multi-way interactions among covariates. Instead of learning a predictive model of quantitative trait given combinations of genetic markers, we adopt an inverse modeling perspective to model the distribution of genetic markers conditional on gene expression traits. A particular strength of our method is its ability to detect interactive effects of genetic variations with high power even when their marginal effects are weak, addressing a key weakness of many existing eQTL mapping methods. Furthermore, we introduce a hierarchical model to capture the dependence structure among correlated genes. Through simulation studies and a real data example in yeast, we demonstrate how our Bayesian hierarchical partition model achieves a significantly improved power in detecting eQTLs compared to existing methods.
Introduction
The most common type of genetic variation among living organisms is called Single Nucleotide Polymorphism (SNP). Each SNP represents a single nucleotide position in the genome that has been observed to have different nucleotide types among members of one species. Current practices for human genetics usually require that the least frequent type (minor allele) occurs in at least 1% of the population. On average SNPs occur once in every 300 nucleotides in the human genome, and they occur much more frequently in lower organisms such as the budding yeast. Expression quantitative trait loci (eQTLs) refer to genomic loci associated with changes of expression levels of certain genes. By assaying gene expression and genetic variation (e.g., SNPs and/or copy number variations (CNVs)) simultaneously in segregating populations, scientists wish to correlate variations in the gene expression with genomic sequence variations. In such cases we say that a gene's expression is linked to or maps to the corresponding genetic loci, and thus likely regulated by genomic regions surrounding those loci. One justification for studying genetics of gene expression is that transcript abundance may act as an intermediate phenotype between genomic sequence variation and more complex whole-body phenotypes. Results from eQTL studies have been used for identifying hot spots (Brem et al., 2002; Schadt et al., 2003; Morley et al., 2004; Bystrykh et al., 2005; Chesler et al., 2005; Hubner et al., 2005; Lan et al., 2006) , constructing causal networks (Zhu et al., 2004; Bing and Hoeschele, 2005; Chesler et al., 2005; Li et al., 2005; Schadt et al., 2005; Zhu et al., 2008) , prioritizing lists of candidate genes for clinical traits (Bystrykh et al., 2005; Hubner et al., 2005; Schadt et al., 2005) , and elucidating subclasses of clinical phenotypes (Schadt et al., 2003; Bystrykh et al., 2005) .
Traditional eQTL studies are based on linear regression models (Lander and Botstein, 1989) in which each trait variable is regressed against each marker variable. The p-value of the regression slope is reported as a measure of significance for association. In the context of multiple traits and markers, procedures such as false discovery rate (FDR) controls (Benjamini and Hochberg, 1995;  ACCEPTED MANUSCRIPT Storey and Tibshirani, 2003) can be used to control family-wise error rates. Despite the success of regression approaches in detecting single eQTLs, a number of challenging problems remain. First, these methods can not easily discover epistasis effect, i.e., the joint effect of multiple markers. Storey et al. (2005) developed a step-wise regression method to search for pairs of markers. This procedure, however, tends to miss eQTL pairs with small marginal effects but a strong interaction effect. Second, there are often strong correlations among expression levels for groups of genes (called gene modules), partially reflecting co-regulation of genes in biological pathways that may respond to common genetic loci and environmental perturbations (Schadt et al., 2003; Yvert et al., 2003; Chen et al., 2008; Schadt et al., 2008; Zhu et al., 2008) . Previous findings of eQTL hot spots, i.e., loci affecting a larger number of expression traits, and their biological implications further enhance this notion and highlight the biological importance of finding such pleiotropic effects.
Mapping genetic loci for multiple traits simultaneously has also been shown to be more powerful than mapping single traits at a time (Jiang and Zeng, 1995) . Although for a known small set of correlated traits, one can conduct QTL mapping for a few principal components (Mangin et al., 1998) , this type of methods becomes ineffective when the set size is moderately large or one has to enumerate all possible subsets. An alternative approach is to identify subsets of genes by a clustering method in the first stage, and then fit mixture models to clusters of genes (Kendziorski et al., 2006) or linear regression by treating genes as multivariate responses (Chun and Keleş, 2009) .
The eQTL mapping then depends on whether the clustering method can find the right number of clusters and the right gene partitions.
The problem of searching for eQTLs can be viewed as a variable selection problem, selecting on both predictors (genotypes of SNPs) and responses (gene expression), including also multi-way interactions among the predictors. Variable selection in regression modeling is a long-standing problem in statistics, especially in analyzing high-dimensional and high-throughput data. Traditional variable selection methods, from which most of the aforementioned methods are derived, focus on the forward modeling perspective, i.e., predictive modeling for the conditional distribution of response(s) Y given predictors X. Our goal here is to detect nontrivial joint effects of subsets of predictors on the response vector. Traditional approaches are therefore rather cumbersome to use and sensitive to distributional assumptions since it needs to (a) specify how multiple predictors interact (e.g., a multiplicative effect), and (b) include all possible interaction terms as candidates.
As the number of possible genotype combinations grows exponentially with the number of SNPs under consideration, it is very likely that some genotype combinations contain very few or even no observations, and regression-based methods such as analysis of variance (ANOVA) have only limited power in such situations.
In contrast to the forward regression formulation, Zhang and Liu (2007) The BP model in Zhang et al. (2010) has several limitations in its flexibility and scalability due to its restrictive model assumptions and high computational costs. First, it only allows positively correlated genes to be selected into the same module and cannot capture complex gene expression patterns in a module. Second, the individual types in the original BP model are determined using an ad hoc approach, violating MCMC sampling rules. Third, the joint distribution of all the associated markers in a module is described by a saturated model with an exponentially growing complexity, which decreases the model's power in detecting multi-SNP associations, especially for markers that are only marginally associated with a module. Moreover, to account for linkage disequilibrium (LD) among adjacent markers, the original BP model imposed a mutually exclusive condition on marker pairs with correlations exceeding a certain threshold, which is somewhat artificial. Last but not least, the original MCMC algorithm converges slowly because it needs to iterate through a large number of intermediate parameters. Although a parallel tempering scheme had been employed to help with the mixing of the chain, it still requires intensive computational resources.
In this article, we propose and implement the second-generation Bayesian partition model that compare the BP2 with regression-based methods and the previous BP method are presented in Section 4. In Section 5, we illustrate our method on a yeast eQTL data set. We conclude the paper with a short discussion.
Bayesian partition model for eQTLs
Let Y j be the quantile normalized and standardized expression level of gene j ∈ {1, 2, . . . , q}, and let X k (k ∈ {1, . . . , p}) be a categorical variable with support {1, . . . , V}, representing the genotype of a SNP. Throughout this section, we use boldface fonts to denote realizations of random vectors, and use Pr (x S |y R ) as a shorthand notation for the conditional probability of observing
where S and R are some index sets of random variables X k and Y j .
We define an eQTL "module" as a set of gene expression traits and a set of SNPs such that the variation of the gene expression traits is associated with the genotype combination of the SNPs.
This association between multiple genes and multiple SNPs is characterized by a latent variable T , which represents a partition of all the individuals and is termed as "individual type" henceforth. A realization of T partitions all individuals into subgroups of the "same-type" ones. Gene expression traits and SNPs are conditionally independent given the individual type. The goal of the Bayesian partition method is to simultaneously assign gene expression traits and SNPs into modules. We start by giving an overview of partition model for eQTL modules before diving into individual model components in details. 
can be written as
where n t is the number of observations with individual type t, |T d | is the number of distinct individual types in t d , and ω 0 is a pre-specified concentration parameter.
Three sets of parameters in the partition model are of interest to us: SNP association indicators
, . . . , K}, and module membership of clusters J = {J c } 1≤c≤K with each J c ∈ {1, . . . , D}. Let η C , η J and η I be the prior probabilities of adding a gene into a cluster, adding a cluster to a module and adding a SNP to a module, respectively. Our prior on parameters of interest is given by 
For the remainder of this section, we will focus on each model component in details. In the next section, we will discuss the choice of hyper-parameters and introduce an MCMC algorithm to sample from the posterior distribution in (2). For simplicity of description, we will omit the 8 subscript d when discussing a single eQTL module in the following subsections.
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A hierarchical model of gene expression
In this section, we propose a model of gene expression traits that takes into account the random effects of both gene clusters and individual types. For genes in cluster c, given individual types
, we assume the following hierarchical model:
where τ i,c is the mean of all the genes in cluster c for individual i, σ 2 is the within-cluster variance for an individual, and κ 1 and κ 2 are higher level scale parameters. The second level model imposes that the τ i,c of all the individuals of the same type T = t follow another Gaussian distribution with mean μ t,c . Intuitively, κ 2 measures the similarity of "average" gene expression relative to σ 2 between individual types and κ 1 measures the similarity of "average" gene expression relative to σ 2 between individuals with the same individual type. We further assume that the following prior distribution on variance parameters Θ = {σ 2 , κ 1 , κ 2 }:
where {ν k , σ 2 k } k=0,1,2 are hyper-parameters. After integrating out intermediate parameters, we can derive the conditional distribution of {Y i, j = y i, j } C j =c,1≤i≤n given an individual type partition t and variance parameters Θ:
with
where N c = |G c | is the number of genes in cluster c, n t is the number of individuals with individual type T i = t and |T | is the number of distinct individual types in t = {t i } 1≤i≤n . Note that the variance parameters Θ are shared across all gene clusters linked to modules, that is, {c : J c > 0}. Instead of analytically marginalizing out variance parameters Θ to obtain Pr y G c |t , we augment model (2) with Θ and sample from the joint posterior distribution using a data augmentation procedure described in the Supplementary Materials.
For a gene cluster c not linked to any module, that is, J c = 0, we assume that it follows a hierarchical model with all individuals having the same individual type. Specifically, by assuming
For genes not belonging to any cluster, that is, G 0 = { j : C j = 0}, we assume that their standardized expression levels follow independent standard Gaussian distributions.
A Dirichlet-multinomial model of QTLs
For a given module, the association indicator
, and I k = 0 otherwise. We write A = {k : I k = 1} and let |A| denote the number of SNPs in A. Conditional on the individual type label t, the distribution of SNPs in A, denoted as X A , is assumed to be
A is a vector with V |A| elements and each element corresponds to the frequency of observing a particular combination of SNP genotypes from A. We further assume that θ (t)
A follows the following Dirichlet distribution a priori:
where α is a hyper-parameter to be specified. After integrating out θ (t)
A , we can directly write down the probability of observing
where n t is the number of observations with individual type t, n
t is the number of observations with genotype combination h and individual type t and |T | is the number of distinct individual types
The saturated Dirichlet-multinomial model in (7) has an exponentially growing complexity as the number of QTLs increases. We can further enhance our ability in detecting SNPs with weak effects by grouping QTLs into approximately conditionally independent cliques. Specifically, we divide associated SNPs in A into M groups (M is random), denoted as
where each Pr (x A (m) |t) (m = 1, . . . , M) is described by a saturated Dirichlet-multinomial distribution in (7). We expand the support of the SNP association indicator I k from {0, 1} to {0, 1, 2, . . .},
m) for m = 1, 2, . . . and I k = 0 if the SNP indexed by k is not associated with the trait. We further assume that the nonzero I k 's follow a Chinese restaurant process. That is, I k joins one of non-zero group in I [−k] = {I k : k k} with probability proportional to the size of that group, and becomes a new group with probability proportional to a pre-specified concentration parameter ω 1 . Here, we assume that SNPs within the same group interact fully with each other and SNPs in different groups are conditionally independent given individual types. Zhang (2012) proposed to model the interactions between SNPs using Bayes networks, which can be adopted to further refine the current model.
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Model of background SNPs conditioning on QTLs
To model "background" SNPs in a given module, we consider a Dirichlet-multinomial distribution similar to (7) but without conditioning on individual type T . Given QTLs linked to the module, X A , we use X A c to denote the set of background SNPs. We assume that the conditional distribution
where
A c is a frequency vector with V |A c | elements given that QTLs X A has a particular genotype combination h. We further assume that θ
A c follows a Dirichlet prior
where α 0 is a hyper-parameter. After integrating out θ (h)
A c , one can show that the conditional distribution of all SNPs x given x A is given by
with Pr null (x) and Pr null (x A ) defined as
and
where x = x A∪A c , n (h ) is the number of observations with genotype combination h from SNPs in {1, . . . , p} and n (h) is the number of observations with genotype combination h from SNPs in A. Note that (10) and (11) are in the form of Dirichlet-multinomial distribution, and we use the subscript Pr null (•) to distinguish the probability under the null model from the probability model for QTLs linked to individual types.
Since our goal is to infer the QTL set A = {k : I k = 1}, we can avoid computing Pr null (x) in (10) (which can be computationally intensive when p is large). Specifically, the posterior probability of
where Pr null (x) is omitted after the "∝" sign since it does not depend on I.
Block model of linkage disequilibrium
Because of linkage disequilibrium, adjacent SNPs on a chromosome can be highly correlated with a block-wise dependence structure (known as LD blocks). By working with SNP blocks instead of individual SNPs, we can reduce false positives and significantly improve computational efficiencies without sacrificing much statistical power.
Without loss of generality, we assume that SNPs are on the same chromosome and have been sorted according to their locations l k , that is, l k < l k for k < k. Suppose the whole genome is partitioned in to |B| blocks, denoted as B = {L b } |B| b=1 , and let L b represent consecutive SNPs in a block. Given a block partition B, we assume that the SNPs in the block L b have the distribution:
Then, we can obtain an explicit formula for Pr block X L b similar to (11),
where n h is the number of observations with genotype combination h from SNPs in L b . Here, we use Pr block (•) to denote the probability of observing SNPs x L b in block h. To reduce model complexity, we approximate the distribution of background SNPs using a block-based model. Specifically, given the block partition B, the SNPs in different blocks are assumed to be independent, that is,
We assign a prior probability Pr (B) by assuming that there is a probability of π b to start a block at a genomic locus a priori. Then we can use a dynamic programming algorithm to calculate the In practice, we recommend choosing the number of gene clusters K to be moderately large (say 100 to 500) so that we can capture the detailed correlation structure among gene expressions. given threshold, which is chosen as 0.5 in this paper. One may also choose a desired threshold to control false discovery rate under the Bayesian paradigm such as the direct posterior probability approach in Newton et al. (2004) .
Preprocessing and initialization
There are several data processing steps before applying the BP2 model. First, if there are unobserved SNP genotypes in a data set, one can use existing tools such as IMPUTE2 (Howie et al., 2009) or MaCH (Li et al., 2010) to impute the missing values. We suggest filtering out SNPs with small minor allele frequencies (say below 5%) in the data set. Second, we remove genes with small expression variations among individuals (e.g. genes whose expression variance is smaller than 10% of median variance of all genes) before applying quantile normalization on gene expression. Then, we standardize the expression level of each gene to have zero mean and unit variance.
Given pre-processed SNP and gene expression data as inputs, BP2 model starts by initializing LD blocks, gene clusters and their module memberships according to the following procedures:
1. According to the block model introduced in Section 2.5, we use the dynamic programming algorithm described in the Supplementary Materials to partition the whole genome into blocks of highly correlated SNPs.
2. Initialize K gene clusters based on model (6) in Section 2.2 with all individuals having the same individual type. Note that the hierarchical model can only group positively correlated genes into the same cluster.
3. Within each initialized gene cluster, rank individuals by their average expression levels. We further group gene clusters with correlated ranks into a "super-cluster". Specifically, define a super-cluster C as a collection of gene clusters and a similarity measure between two superclusters C 1 and C 2 as
where r s (c 1 , c 2 ) is the Spearman's rank correlation between the ranks of average expression levels in two clusters c 1 and c 2 . Given a pre-specified threshold ρ 0 (e.g. ρ 0 = 0.6), we determine super-clusters as follows: (1) 
MCMC sampling algorithm
After initialization, we iteratively update parameters of interest according to their posterior distributions in (2) through the following steps: Algorithm 1.
• Step 1: Sample gene cluster indicators for each gene, {C j } 1≤ j≤q . For genes j = 1, 2, . . . , q, iteratively update C j conditioning on
and variance parameters Θ.
•
Step 2 acceptance ratio proportional to its posterior probability and the size of the block.
Step 4: Conditioning on {I, J, C}, sample the variance parameters Θ = {σ 2 , κ 1 , κ 2 } according to the data augmentation procedure described in the Supplementary Materials.
Step 5 Note that the generative models in our simulation studies are different from the posited Bayesian partition model.
To mimic inter-module correlations of the genes in real gene expression data, we first generated a core gene in each module according to the corresponding models depicted in Table 1 To get a better understanding of the signal strength in each module, we divided the total genetic variance for a two-locus model into three components: the genetic variance at locus 1, the genetic variance at locus 2, and the epistatic (interaction) variance using the classical analysis of variance (Fisher, 1919; Cockerham, 1954; Tiwari and Elston, 1997) . The relative percentages of three variance components are listed as the last three columns in Table 1 , which add up to one. The details of ANOVA decompositions is given in the Supplementary Materials.
We apply four methods, BP1, BP2, SR, iBMQ and PCA, to 100 simulated data sets. To run BP1, we need to specify the number of modules and we give BP1 some advantage by using the First, BP2 uses a more efficient algorithm to partition individuals, and a more flexible model of the dependence structure between gene expression and SNPs. Second, we aggregate information from all co-regulated genes in a module and improve the signal strength of eQTLs. Third, by using a joint model of interactive markers and an iteratively sampling approach, we significantly increase the power in detecting markers with weak marginal but strong interactive effects compared to the stepwise methods that select one marker at a time.
Simulation with mixed correlations
Our second simulation studies the performance of different methods when there are both positively and negatively correlated genes in the same module. The data generation process is the same as in the previous simulation except that a random sign is multiplied to the simulated expression of each gene. Since the original BP model cannot capture negatively correlated genes in the same module, we use 16 (the number of gene groups with positively correlated gene expression) instead of 8 as the "true" number of modules for BP1. For BP2, we again specify the number of gene clusters as 20 and initialize the modules using the procedure described in Section 3.1 with threshold ρ 0 = 0.6.
The aggregated ROC curves of different methods are shown in Figure 3 and the ROC curves in each module are shown in achieved significantly better power than the PCA method, even though the latter has a full knowledge of genes in each module. The results of SR ad iBMQ are similar to those in the previous section. This is because iBMQ assumes that gene expression levels are conditionally independent given SNP-gene association indicators and its performance is not affected by the multiplication of a random sign.
Yeast data analysis
In this section, we present an application of the BP2 model to a yeast data set with p = 2957 markers and q = 3662 gene expression profiles from n = 112 yeast (S. cerevisiae) segregants (Brem and Kruglyak, 2005; Zhang et al., 2010) . We set the number In the example shown in Figure 9 , we identified a module linked to three SNPs. The module consists of four genes with functions related to oxidation-reduction and dehydrogenase. The three SNPs in the module are trans-eQTLs co-localized with other genes involved in oxidation-reduction, dehydrogenase and ATP-binding respectively. From the heatmap in Figure 9 , we can see that when the three SNPs have genotype combination (1, 1, 1), the four trans-acting genes in the module will have relatively higher expression compared with individuals with other genotype combinations.
Discussion
We have described a full Bayesian model for identifying pleiotropic and epistasis effects in eQTL 
