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Abstract
Vector representation, or embedding, of words is commonly achieved with neural
network methods, in particular word2vec (W2V). It has been shown that certain
statistics of word co-occurrences are implicitly captured by properties of W2V
vectors, but much remains unknown of them, e.g. any meaning of length, or more
generally how it is that statistics can be reliably framed as vectors at all. By deriving
a mathematical link between probabilities and vectors, we justify why W2V works
and are able to create embeddings with probabilistically interpretable properties.
1 Introduction
Many machine learning tasks benefit from using vector representations of input data that is naturally
discrete, e.g. users and products in recommender systems. This paradigm, of embedding each discrete
datum as a vector encapsulating its information, is particularly crucial in natural language processing.
Word embedding methods typically rely on statistics of word observations, e.g. Latent Semantic
Analysis [5]. Recently, neural networks have been used to effectively capture these statistics, as
epitomised by word2vec (W2V) [14].1 Vectors derived by W2V have far fewer dimensions than the
number of words represented and are thus computationally efficient, whilst frequently outperforming
non-neural network methods on downstream tasks. However, this improvement comes at the cost of
transparency, i.e. of understanding what the embeddings mean. Such embeddings form the bedrock
of many natural language processing tasks, from predictive language models and machine translation
to image annotation and question answering, where they are largely ‘plugged in’ to a larger neural
network architecture. Since the properties of the embeddings themselves are not mathematically
interpretable, there is little hope of meaningfully interpreting a model using them, or building them
into a probabilistic framework. An understanding of their properties is of interest as it may allow the
development of better performing embeddings; improved interpretability, in turn, of models using
them; or for their use in more principled probabilistic models; pushing back on the ‘black box’ nature
of word embeddings and their use. Our work takes steps in this direction.
Many works explore properties of the W2V algorithm and its embeddings (e.g. [10, 2, 12, 8, 18, 15]),
providing various degrees of insight. However, none fully explains why W2V works. Here, we
develop a mathematical relationship between the probabilities of word occurrences and vectors that
demonstrates how statistics can provably be coerced into vector properties and, as a consequence,
justifies why models, with the architecture of W2V and a similar implicit loss function, work, in
the sense of generating embeddings that seemingly capture word meaning. We our the derived
relationship to understand properties of the resulting vectors and their arrangement with respect to
one another. Our key contributions are:
1Throughout, we refer exclusively to the more commonly used skipgram implementation of W2V.
Preprint. Work in progress.
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• to establish a mathematically principled framework for moving from probabilities to vectors by
deriving a relationship between co-occurrence statistics and vector properties such as lengths and
angles, thereby justifing why W2V and models with a sufficiently similar de facto loss function
e.g. Glove [16], work (Section 3.2);
• to show how the two vectors for each word within the W2V architecture (one per layer) arise as
complex conjugates and interpret their real and imaginary components (Section 3.5); and
• to train with a loss function based on our derivation that improves training in higher dimensions
and generates embeddings with angles and lengths that more directly correspond to statistics of
word occurrences, thus embedding probabilistic attributes into the vector space (Section 4.2).
We believe our main theorem, the encoding of joint and marginal probabilities into vector properties,
may extend to other domains in which statistics are matrix factorised, e.g. recommender systems and
graph embeddings, and may further extend to tensor factorisation such as for knowledge bases.
2 Background
2.1 W2V and its interpretations
The W2V algorithm is trained with pairs of words extracted from a text corpus. Each pair contains
a target word, wi, which is assigned to each word in the corpus in turn; and a context word, w′j ,
which for a given target word is assigned in turn to each word within a defined context window (e.g.
10 words either side of the target word). W2V is often referred to as a ‘neural network’ approach,
however, its architecture comprises two layers with no non-linear activation and it can therefore be
more simply considered matrix multiplication, subject to a non-linear output function. We denote the
matrix closest to the input layer, i.e. corresponding to the target words, W and the other matrix C,
corresponding to each context word. Both matrices are d× n where d is the chosen dimensionality
of the embeddings (e.g. 100) and n the number of distinct words in the corpus. The ith column of
W, vi, therefore corresponds to target word wi and similarly, v′j , the jth column of C, corresponds to
context word w′j . These vi and v
′
j are the embeddings, thus we have two for each word. Different
authors have suggested different approaches to using or combining them, e.g. [16, 11].2
The authors of W2V [14] initially suggest training to achieve, for all word pairs wi, w′j :
p(w′j | wi) = softmax (vi>v′j) =
exp{vi>v′j}
Σk exp{vi>v′k}
. (1)
It can be observed that the training objective is met when vi>v′j ∝ log p(wi, w′j), i.e. W and
C together factorise an n × n matrix of log joint probabilities (subject to an offset due to the
proportionality constant). However, to avoid the expense of computing the softmax denominator, the
training objective is adapted based on the principle of noise contrastive estimation [7]. A logistic
sigmoid layer, σ(·), replaces the softmax; and σ(vi>vj) is trained under supervision to classify
whether a word pair comes from the corpus or is an artificially generated negative sample. It has
since been shown [10] that the adapted training objective has a new maximum:
W>C = [ log p(wi, w
′
j)
p(wi)p(w′j)
− log k ] = [ PMI(wi, w′j)− log k ] , (2)
where PMI refers to the information theoretic property Pointwise Mutual Information and k is a
chosen ratio of negative samples to positive samples (resulting, again, in a constant offset or shift).
Elegance aside, this result is of particular interest given that the resultant vectors prove particularly
useful and that PMI has a long history in word embeddings and linguistic analysis. More recent
observations [4, 9] show that W2V can also be interpreted as exponential PCA [3] of co-occurrence
statistics, which follows from W2V employing matrix factorisation with a sigmoid non-linearity.
Whilst these interpretations concisely summarise the workings of W2V, they provide no particular
insight into the vectors themselves, namely a probabilistic interpretation of their properties. For
instance, we do not know what vector norms and the angles between them relate to, if anything; we
2Notation: Subscripts i, j indicate the index of the corresponding word within a dictionary of all distinct
words observed in a corpus. Apostrophes distinguish context words and their corresponding vectors from their
target word counterparts. For example v′k represents the vector for word k when observed as the context word.
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do not understand the relationship between vi and v′i, the two vectors corresponding to the same
word – should they be the same? More fundamentally, we do not know if there is consistency in the
relationship vi>vj = PMI(wi, w′j). That is, having mapped probabilities to vectors, might a logical
consequence within the vector space, when mapped back to the domain of probabilities, violate a
fundamental law? Resolving these unknowns is of interest as it may provide a more fundamental
understanding of embeddings and may enable them to be deployed in more principled ways, e.g.
within a probabilistic framework, similarly, perhaps, to how PPCA [19] gives probabilistic meaning
to PCA. We resolve the first two unknowns and make strides towards the broader final one.
2.2 Comparison to Glove
Another popular embedding model, Glove [16], with the same architecture asW2V , has loss function:
J =
∑
i,j f(Xij)(w
>
i w
′
j + bi + bj − logXij)2 ,
forXij ∝ p(wi, w′j), the observation count of word pair 〈wi, w′j〉, biases bi, bj and weighting f(Xij).
Component-wise, the loss function is optimised when w>i w
′
j = log p(wi, w
′
j)− bi − bj + logZ (for
normalising constant Z). This expression bears strong similarity to (2), with Glove, in principle,
having greater flexibility from its biases. Glove is of particular relevance due to this similarity of loss
function with W2V, which is known to capture word meaning and which we seek to explain.
2.3 Interpreting W2V’s vectors
Recent strides have been made towards ascribing probabilistic properties to vector embeddings so as
to justify (2) and, in turn, W2V . For example, [2] draw the correspondence:
log p(w) ≈ ‖vw‖2d
2 − logZ and log p(w,w′) ≈ ‖vw+vw′‖2d
2 − 2 logZ, (3)
giving the appealing result:
PMI(w,w′) = log p(w,w′)− log p(w)− log p(w′)
≈ 12d
(
‖vw + vw′‖2 − ‖vw‖2 − ‖vw′‖2
)
∝ v>wvw′ .
However, as the authors themselves note, the positive relationship between the marginal word
probabilities and corresponding vector norms suggested by (3) is not observed empirically for W2V
or similar embeddings, suggesting these relationships may not hold. We note that [2] and a related
work [8] are the closest to ours of which we are aware and from which we take inspiration.
3 Towards a consistent correspondence between probabilities and vectors
With relationship (2) in mind, we generalise the task of embedding words in a vector space to one of
translating probabilities into vectors such that their respective laws are maintained, or at least not
grossly violated within the region of values of interest. Thus for any word pair wi, w′j we consider
the problem of encoding three probabilities, p(wi), p(w′j) and p(wi, w
′
j) in two vectors, vi and v
′
j .
In the realm of probabilities {p(wi)}, we have concepts such as marginal, joint, independent
and conditionally independent; and properties such as 0 ≤ p(wi) ≤ 1; Σip(wi) = 1; p(wi, wj) ≤
p(wi), p(wj). For vectors {vi} in a Euclidean vector space, with orthonormal basis {bk}, we have
concepts such as origin, parallel, orthogonal and dot product; and properties such as ‖vi‖ > 0;
Σk‖vi>bk‖2 = ‖vi‖2; ‖vi + vj‖ ≤ ‖vi‖ + ‖vj‖. Mapping one regime to the other consistently is
non-trivial and cannot be made by arbitrarily linking properties, without the risk of discovering that a
logical consequence in the vector space, when translated back to probabilities, violates some law. We
proceed by considering the desired properties of a semantic vector space so as to have a goal in mind.
We then start from laws of probability to consider how they can be achieved.
3.1 Desired properties of a vector space
We consider the vector space in polar co-ordinates, parameterising each point by its direction and
distance to origin. In terms of direction, we seek to capture the common notion whereby words with
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similar meaning have similar directions.3 It seems intuitive for orthogonality to then correspond to
unrelatedness – or, in probabilistic terms, independence, i.e. observing one word makes no difference
to the probability of observing the other. Thus we want the angle between vectors of words wi, w′j to
reflect a notion of ‘similarity’ between wi, w′j (however that may be captured) and be orthogonal if,
and only if, p(wi, w′j) = p(wi)p(w
′
j). This leaves distance from the origin, or vector length, as a free
parameter. Having associated p(wi, w′j) with the angle between word vectors it may seem intuitive to
relate their lengths to p(wi) and p(w′j), each being specific to one word. However, we do not wish to
assign probabilities to vector properties, rather to let a consistent relationship materialise.
3.2 Transforming probabilities into vectors
To map probabilities to vectors, we start with a probabilistic expression and aim to re-parameterise
until what remains can be directly interpreted in terms of vectors that have the desired properties
outlined in Section 3.1. We thus begin by linking the three probabilities of interest with:
p(wi, w
′
j) = p(wi)×
{ p(wi, w′j)
p(wi)p(w′j)
}
× p(w′j), (4)
letting: PRi,j =
p(wi, w
′
j)
p(wi)p(w′j)
=
p(wi|w′j)
p(wi)
=
p(w′j |wi)
p(w′j)
(5)
denote the probability ratio, i.e the factor by which wi becomes more likely (PRi,j > 1), less likely
(PRi,j < 1), or indeed remains unchanged (PRi,j = 1), in the context of w′j , relative to its marginal
probability. By the definition of PMI(wi, w′j) (shortened to PMIi,j), we have PMIi,j = log PRi,j .
Now, by considering PRi,j for different values and relationships between the joint and marginal
probabilities of wi and w′j , we find that we can re-parameterise PRi,j to conclude:
Lemma 1. For all word pairs wi, w′j , we can find parameters θi,j ∈ [0, pi], Li,j ≥ 0 such that:
PMI(wi, w
′
j) = cos θi,j Li,j ,
θi,j ∈ [0, pi2 ] if PRi,j = maxi or j PRi,j and θi,j =
pi
2 iff p(wi, w
′
j) = p(wi)p(w
′
j) (6)
Proof. We consider the value of PRi,j in three cases: (1) PRi,j = max{1/p(wi), 1/p(w′j)} at notional
maximality where p(wi|w′j) = 1 or p(w′j |wi) = 1; (2) PRi,j = 1 when p(wi) and p(w′j) are
independent; and (3) PRi,j = 0 where p(wi, w′j) = 0. We say notional in case 1, since no word-
context pair has such property, e.g. the whole context window would need to contain wi. Thus, if we
define PRmaxi,j as the maximum value of PRi,j as either wi or w
′
j are varied (not both), we see that
PRmaxi,j is finitely upper bounded for all i, j. To be clear, for given wi, w
′
j , we can find maxk{PRk,j},
holding the context fixed and varying the target word, and an equivalent holding the target word and
cycling through all contexts. By PRmaxi,j we refer to the higher of these. We can similarly define
PRmini,j as the lowest value PRi,j attains as i, j vary, which, for observed word pairs, must also be
finite. Note that we have PRmaxi,j > 1 if the weak assumption holds that there exists any context w
′
k
for which p(wi|w′k) > p(wi) or a target word wk for which p(wk|w′j) > p(wk). 4 Taking logs, we
can define PMImaxi,j = log PR
max
i,j and PMI
min
i,j = log PR
min
i,j .
[Intuition: Notionally, we gradually transition from statistics to lengths and angles. We have
considered extremes of PRi,j as we will find that they correspond to a property of maximum length.]
For each word i we now introduce Li,i > 0 such that Li,i ≥ max{PMImaxi,i , −PMImini,i }. Thus, we
have −Li,i ≤ PMIi,k ≤ Li,i and −Li,i ≤ PMIk,i ≤ Li,i, ∀k. We can then define Li,j for i 6= j by:
Li,j =
√Li,i√Lj,j , (7)
from which it is straightforward to show that Li,j ≥ PMIi,j , ∀ i, j. This makes it valid to re-
parameterise PMIi,j = βi,jLi,j for new parameter βi,j ∈ [−1, 1]; and βi,j = 0 for independent
wi, w
′
j (since PRi,j = 1). We redefine case 1 as PRi,j = PR
max
i,j and case 3 as PRi,j = PR
min
i,j , the
observed extremes, and track the re-parameterisation steps in Table 1.
[Intuition Having chosen length-related Li,j , we see that β now takes the range of an angle cosine.]
3This follows intuitively in the case of semantics, but we note that syntactic properties may be relevant also.
4Empirically we find, for > 99% of words, that PRi,i > 1, i.e. seeing a word once makes it more likely to
be seen again for a sufficient context window.
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Table 1: Summary of parameterisations steps for cases of p(wi, w′j)
Case p(wi, w′j) PRi,j PMIi,j βi,j θi,j Condition
(1) ? PRmaxi,j PMI
max
i,j [0, 1] [
pi
2 , 0] maximal observation
(2) p(wi)p(w′j) 1 0 0
pi
2 independence
(3) ? PRmini,j PMI
min
i,j [−1, 0] [pi, pi2 ] minimal observation
With this property of βi,j , we make the final re-parameterisation: θi,j = arccosβi,j . Note that we
have made no explicit claim that θi,j is an angle, simply a parameter, which completes the proof:
PMI(wi, w
′
j) = βi,jLi,j = cos θi,jLi,j .
By Lemma 1, we have linked PMI(wi, w′j) to a vector dot product if Li,j can be expressed as the
product of the norms of vectors vi and v′j , having angle θi,j . With a few further steps, we have:
Theorem 1. For all word pairs wi, w′j , we can find vectors vi, v′j such that vi>v′j = PMI(wi, w′j).
Proof. By Lemma 1 and the specific construction of Li,j in (7), for any word pair wi, w′j , we can
find parameters Li,j and θi,j such that:
PMI(wi, w′j) = cos θi,j Li,j = cos θi,j
√Li,i√Lj,j (8)
Thus if we choose vectors vi, v′j to have ‖vi‖ =
√Li,i and ‖v′j‖ = √Lj,j at angle θi,j , then:
PMI(wi, w′j) = cos θi,j ‖vi‖‖v′j‖ = vi>v′j (9)
Thus we have proved that PMI of word occurrences, can be encoded in the properties of vectors from
first principles. Subject to considerations of arrangement, which we come to, we know that vectors
can be found such that the dot product of any pair gives the appropriate PMI value. Also, by (6) we
have provably encapsulated the desired properties of orthogonality for independent words and closer
alignment of vectors for words that are similar, in the sense that one improves the probability of
seeing the other relative to its marginal, i.e. the probability ratio (5).
We see that probabilities are not captured explicitly, which is perhaps key to the correspondence being
made. The issues of maintaining consistency with the laws of probability are largely side-stepped, e.g.
rather than being constrained to [0,1], PMI maps to the full real line allowing all points of the vector
space to be valid. Expressing PMI as a dot product is not new; our contribution is the derivation
of the relationship from first principles such that statistical properties are specifically assigned to
attributes of vectors, allowing probabilistic interpretation of properties of the vector space.
We consider a few further details of the proof in Appendix B. We can now rearrange (9) to show:
Corollary 1.1.
log p(wi) =
− vi>v′i
2 +
log p(wi,w
′
i)
2 (10)
log p(wi, w
′
j) =
− (vi−vj)>(v′i−v′j)
2 +
log p(wi,w
′
i)p(wj ,w
′
j)
2 . (11)
We draw comparison between Corollary 1.1 and previous work [2, 8] in Appendix B.3.
3.3 The relationship between the context and target vectors of the same word
We assume vectors follow the construction in the proof of Theorem 1 and consider the relationship
between Li,i and θi,i, properties of vi and v′i, target and context vectors of the ith word. Setting i = j,
by (8) and (9) we have:
vi
>v′i = cos θi,iLi,i = PMI(wi, w′i) , (12)
an explicit relationship between Li,i and θi,i, so between properties of length and the angle between
our two vectors (the ‘internal angle’), related by PMIi,i, a fixed value specific to word i. It shows how
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Li,i affects the vectors: higher values mean higher internal angles and vice versa. Overall, we see that
(12) binds the internal angle and norms of the two vectors for a word, subject to PMIi,i; and (9) binds
vector norms of different words to the angles between them, subject to PMIi,j . Lastly, if θi,i = 0 (i.e.
vi, v
′
i align) then Li,i = PMIi,i and ‖vi‖ = ‖v′i‖ =
√
PMIi,i (we term this its ‘minimum length’, di),
and vector lengths relate explicitly to probabilities, that can be estimated empirically.
3.4 Considering vector arrangement
Having derived a system of equations that encode PMI as vector properties, we have a firm mathe-
matical basis from which to proceed, enabling probabilistic and geometric implications to be drawn.
Here we consider how the ‘competing forces’ of (9), restricted to i 6= j (assumed here throughout),
and (12) interact, to better understand the role of terms internal angle and minimum length.
By induction, we consider placing each vector pair vi, v′i corresponding to the i
th word, in turn, into
the vector space V , assumed to have unconstrained dimensionality. We initially assume vi = v′i,
hence by (12) we have ‖vi‖ = ‖v′i‖ =
√
PMIi,i = di. By (9), vi, v′i must also satisfy a system
of simultaneous constraints C:i, with respect to previously placed vectors, whose span we denote
U :i ⊆ V . By S:i ⊆ U :i we denote those vectors in U :i that maximally satisfy C:i. We now consider
each vector pair in turn, finding either (i) some s ∈ S:i with ‖s‖ = dv; (ii) ‖s‖ < dv ∀s ∈ S:i; or
(iii) ‖s‖ > dv ∀s ∈ S:i. Loosely speaking, we can either find a vector in U :i best satisfying (9) that
happens to have length di and so satisfying (12) also; or it must be that all such vectors in U :i, best
satisfying (9), are shorter or longer than di (See Appendix C for illustration).
In case (i) a solution exists without need for dimensionality of V beyond U :i. In (ii), a solution can
be found by choosing any s ∈ S and adding a sufficient orthogonal component t ∈ V, t /∈ U :i, such
that v = s+ t has the required minimum length. Loosely speaking, since our minimum length vector
is ‘too long to fit in S’, we ‘prop it up’ in a new dimension such that its (now shorter) projection in
U :i satisfies C:i. In case (iii) the opposite problem occurs, any minimum length vector is shorter than
any vector in S:i. However, we have a pair of vectors vi, v′i and it is their dot product constrained by
(12). Therefore their norms can be made arbitrarily greater than the minimum length as the internal
angle ranges from 0 to pi2 , whilst their dot product remains constant, satisfying (12), in effect they are
‘split in a new dimension’ (see Appendix C). Thus we can find vi, v′i of equal length with opposite
components in the new dimension, whose (now longer) projection in U :i falls in S, satisfying (9).
Thus each vector pair must satisfy a constraint (12) specific to the word it represents, governing its
length and, exclusively, its internal angle; whilst finding the most fitting length and direction such that
all other vectors interact (dot product) with it satisfying their mutual PMI relationships (9, for i 6= j).
3.5 Re-interpreting the relationship between vectors of the same word
This induction in fact allows the relationship between vi and v′i to be specified more quantitatively.
Theorem 2. The target and context vectors vi, v′i of word i are complex conjugates of one another.
Proof. Cases (ii) and (iii) in Section 3.4 can be shown to be equivalent to finding quadratic root(s)
h =
√
dw
2 − ‖s‖2, where h takes the length of the component in the ‘new dimension’ (unit vector tˆ)
for the solution vector v = s+ htˆ. In case (ii), h is a single positive value since dw > ‖s‖. In case
(iii), dw < ‖s‖ implies dw2 − ‖s‖2 < 0 and we have a pair of complex conjugates: h = ±b i . Thus
by construction of v, we have vi = s+ b i tˆ and v′i = s− b i tˆ, thus vi and v′i are themselves complex
conjugates. We can then see that vi>v′i = vi
>vi = ‖s‖2 − (b ‖tˆ‖)2 = ‖s‖2 − b2 = ‖s‖2 + h2 =
‖s‖2 + (di2−‖s‖2) = di2 = PMIi,i, as expected (where v denotes the complex conjugate of v).
Thus the internal angle reflects an imaginary component of the embeddings, induced by the competing
requirements of (9) and (12). Furthermore, it is the real component that relates to interactions between
vectors to satisfy (9). More broadly, Theorem 2 suggests that W and C are also complex conjugates:
W = A + Bi ; C = A − Bi for matrices A, B respectively containing the real and imaginary
components of all embeddings and thus spanning the real and imaginary subspaces of V . We can
also use this to rearrange and restate Corollary 1.1:
exp
{
−vi>vi2
}
= p(wi)√
log p(wi,w′i)
exp
{
− (vi−vj)>(vi−vj)2
}
=
p(wi,w
′
j)√
log p(wi,w′i)p(wj ,w
′
j)
, (13)
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exhibiting an interesting quasi-spherical property over the vector space.
Given the similarities between the result of Theorem 1 and the loss functions of W2V and Glove,
we might expect a similar phenomena to apply to those models also. This would then justify the
summing of target and context vectors (i.e computing 2×A) performed in Glove, also subsequently
shown to materially benefit W2V on similarity tasks [11]. From A = W+C2 and B =
W−C
2 , we see
that this corresponds to using only real components, removing any increased angular elements in
imaginary dimensions which might otherwise cause two similar words to appear less so.
4 Experiments
Models: To test if our theoretical insight can improve training of word embeddings, we implement a
series of Prob2Vec (P2V) models with the architecture of W2V, trained to minimise a respective MSE
loss function, shown below (αi = 0.5). As a baseline, we run the W2V algorithm as implemented in
the Gensim python library [17], using the same parameters on all models. We pre-compute PMI values
over the corpus (similar to [16]), substituting p(wi, w′i) = 2/3 pmin for missing joint probabilities
with respect to the same word, where pmin is the minimum of such values we do observe (see Section
B.2). We generate 5 random negative word pairs for each positive pair, as is common for dealing
with sparse pairwise data. We vary dimensionality (d: 200, 500) and corpus size (D: 3.2m and 17m
tokens) taken from the text8 data set5 (sourced from the English Wikipedia dump on Mar. 3, 2006).
We filter words that appear less than 5 times and apply down-sampling (similar to [14]). We find
it sufficient to train for 100 epochs (full passes over the PMI matrix) with 3.2m words and for 50
epochs with 17m. The loss functions of our models are as follows:
P2V -D :
∑
i,j ( vi
>v′j − PMIi,j )2
P2V -L :
∑
i,j ( vi
>v′j − PMIi,j )2 + α1( ‖vi‖ −
√
PMIi,i )2 + α2( ‖v′j‖ −
√
PMIj,j )2
P2V -P :
∑
i,j ( vi
>v′j − PMIi,j )2 + α1( vi>v′i − PMIi,i )2 + α2( ‖vi‖ − ‖v′i‖ )2
P2V-D trains according to Theorem 1, effectively removing the ‘log k’ term or debiasing the implicit
loss function of W2V. We anticipate that this term may significantly impact the geometry of W2V
vectors, since dot products are driven more negative, causing angles θi,j to increase.
P2V-L regularises vectors to minimum length, assigning each to a hypersphere and reducing degrees
of freedom. Internal angles and thus imaginary components are implicitly encouraged towards zero.
P2V-P prioritises terms for two vectors of the same word in the loss function, without restricting the
internal angle; and regularises for ‖vi‖ = ‖v′i‖ to reduce what the model needs to learn.
4.1 Evaluation
For each model, we evaluate vectors of W and A (the real component of W and C from our theory)
on two tasks: similarity and analogy. Similarity is tested using WordSim353 [6] and its subsets for
similarity (‘SIM’) and relatedness (‘REL’) [1], containing word pairs with human-assigned similarity
scores. Each word pair is ranked by cosine similarity and the evaluation is the correlation (Spearman’s
ρ) between those rankings and human ratings. Analogies are tested using Google’s analogy data set
[13] of c. 20k questions ‘a is to b as c is to ..?’ for a mix of semantic and syntactic analogies. We
filter questions with out-of-vocabulary words, as standard [11]. Accuracy is computed by comparing
argmind ‖va − vb − vc + vd‖ to the labelled answer.
4.2 Results
Table 2 shows the results for all experiments. The key observations we highlight are:
• P2V-P outperforms all models on all tasks, with A vectors consistently outperforming W – showing
our loss function improves vectors, in particular by embedding information in internal angles;
• Vectors from A outperform those of W in almost every case for models able to make use of the
internal angle, i.e. P2V-L shows minimal benefit – supporting our theory that real components A
reflect inter-word relationships, which the imaginary components may obscure;
5http://mattmahoney.net/dc/textdata.html
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Table 2: Accuracy across Similarity and Analogy tasks of vectors from W and A (with difference δ).
Corpus size (D) and dimensionality (d) are indicated with best cases per setting and task in bold,
Best vector choice (W vs A) are underlined and best overall per task in blue.
D Similarity-SIM Similarity-REL Similarity-All Analogy
Model (m) d W A δ W A δ W A δ W A δ
W2V .439 .476 +.037 .415 .415 +.000 .410 .424 +.014 .035 .014 - .021
P2V -D
3.
2
50
0 .662 .650 - .012 .627 .617 - .010 .656 .646 - .010 .217 .212 - .005
P2V -L .678 .686 +.008 .631 .633 +.002 .655 .659 +.004 .266 .271 +.005
P2V -P .628 .661 +.033 .598 .631 +.033 .630 .651 +.021 .221 .258 +.037
W2V .744 .628 - .116 .687 .589 - .098 .705 .594 - .111 .421 .109 - .312
P2V -D
17 20
0 .784 .788 +.004 .714 .715 +.001 .737 .740 +.003 .435 .433 - .002
P2V -L .670 .678 +.008 .553 .551 - .002 .598 .601 +.003 .260 .265 +.005
P2V -P .752 .784 +.032 .689 .699 +.010 .702 .724 +.022 .411 .441 +.030
W2V .412 .508 +.096 .256 .397 +.141 .311 .458 +.137 .045 .059 +.014
P2V -D
17 50
0 .735 .764 +.029 .693 .704 +.011 .692 .714 +.022 .393 .430 +.037
P2V -L .758 .766 +.008 .680 .676 - .004 .703 .703 +.000 .451 .447 - .004
P2V -P .769 .796 +.027 .703 .719 +.016 .725 .744 +.019 .411 .453 +.042
• When data is limited (D=3.2m), P2V-L is the best performing model over all tasks, showing similar
performance from A and W vectors – indicating that the direct regularisation of norms helps in
lower data-to-parameter settings, we presume by restricting degrees of freedom;
• When dimensionality is restricted (d=200), P2V-D performs best (Similarity) or near best (Analogy)
with similar performance from A and W – indicating that sufficient dimensionality is required for
vectors to benefit from the increased use of internal angles; and
• Overall, with relatively limited data (D=17m), our proposed models show performance, particularly
on similarity tasks, comparable to that shown using vastly larger data sets (D=1.5b) [11].
5 Conclusion & discussion
From first principles, we have shown that co-occurrence statistics (PMI) can be encoded in properties
of vector embeddings such that vectors of similar words are aligned and those of unrelated words
are orthogonal. This connection leads to a new loss function for W2V architecture training, which
has a principled justification and produces improved word embeddings by directly corresponding
probabilities to vector properties. The relationship also rationalises existing heuristic loss functions
by their similarity to ours, justifying why popular embedding models such as W2V and Glove are able
to capture word similarity within their embeddings. We have shown how this relationship sheds light
on vector properties and, in particular, that the two vectors of the same word are complex conjugates,
justifying the sometimes used heuristic of summing them. We show that improved vectors can be
trained to achieve markedly improved performance, far outperforming W2V with relatively little
data in high dimensions, whilst also improving on a more comparable baseline (P2V-D).
In essence, our proposed method reduces the problem of positioning vectors anywhere in a high-
dimensional space to one of locating each within a defined region by identifying a system of angles
between vectors. By regularising based on our theory, we can also show that the generated vectors
are endowed with more accurate probabilistic properties (see Appendix D), which may enable them
to contribute more meaningfully in downstream tasks. We do not claim to establish a complete
one-to-one correspondence between the properties of probabilities and vectors, indeed, we are able to
overlook limits at which the relationship breaks down, e.g. p(wi, w′j) = 0. We leave to future work a
full understanding of the limits of the correspondence.
Lastly, we note that we rely on no assumptions specific to word occurrences per se, hence we believe
a similar approach may be applicable to other domains in which co-occurrence statistics are factored,
such as recommender systems, graph embeddings and knowledge bases.
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Appendix A Summary of results and assumptions of Theorem 1
A.1 Summary of results and identities
PMI(wi, w′i)
(9)
= vi
>v′i = ‖vi‖‖v′i‖ cos θi,i = ‖vi‖2 cos θi,i (14)
‖vi‖ (14)=
√
PMIi,i
cos θi,i
(15)
PMI(wi, w′j)
(9)
= vi
>v′j
(15)
=
√
PMIi,i
cos θi,i
√
PMIj,j
cos θj,j
cos θi,j (16)
A.2 Assumptions of Theorem 1
The proof of Theorem 1 and its precursor Lemma 1 requires the following assumptions:
1. the vector space has sufficient dimension for all pairwise vector relationships to be achieved;
2. PMI(wi, w′j) for unobserved word pair wi, w
′
j , where the empirical estimate of p(wi, w
′
j) is
zero, is not explicitly captured in the arrangement of their vectors, hence, where PMI(wi, w′j)
is captured, log p(wi, w′j) is assumed to be finite. Note: such word pairs arise during training
as negative samples; their corresponding vectors are ‘pushed apart’ but are never able to
achieve an inner product of −∞, the empirical estimate of PMI(wi, w′j); and
3. ‖vi‖ = ‖v′i‖ based on the symmetric treatment of target and context words (see Appendix
B.1).
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Appendix B Further considerations of Theorem 1
B.1 Considering the respective lengths of vi and v′i
In the proof of Lemma 1 we introduced a square root term when setting Li,j equal to
√Li,i
√Lj,j ,
which ultimately gives the property ‖v‖ = ‖v′‖. We note that our results would hold equally if we
chose Li,j = [Li,i]p[Lj,j ]1−p for any p ∈ [0, 1]. However, the resulting embeddings would differ
as p ranges over [0, 1]: lower values of p give shorter target word vectors vi and longer context
word vectors v′j and vice versa. Importantly, the angles θi,j would adjust, altering the distribution of
meanings across the vector space.
Here, due to the symmetric treatment of the target and context words and of W and C more generally,
e.g. each word is, in expectation, considered equally as target and context, vectors interact via the
dot product; it seems intuitive to set p = 0.5, such that equal length is assigned to each vector. We
note that in other potential applications of the theory this may differ. We also point out that this
relationship is generally observed in word embeddings from W2V architectures.
B.2 Computing PMI (wi, wi)
Equations 12 and 9 require the computation of PMI(wi, w′i) and PMI(wj , w
′
j). However, this term is
undefined for any words that do not co-occur with themselves thus having a empirical estimate of the
joint probability of zero, which is increasingly prevalent for rare words. Three options to overcome
this: (i) ignore cases where this value cannot be computed from the training process; (ii) force the
value to be computable by adding each target word to its context window; and (iii) fill in missing
values of the joint probability, e.g. with the minimal value observed, or one slightly lower.
B.3 Comparison of our results to other works [2, 8]
Comparing our results in Corollary 1.1 to those of [2], as shown in (3), we can see a strong resemblance
in overall form, in particular an exponential radial effect. However, importantly, we see that the signs
are opposite: both dot products are negated and it is the difference between vectors not their sum that
relates to the joint probability. However, it is not a case that relationships are simply opposite, since
we see that the rightmost terms of (10) and (11) are not normalisation constants, as are the equivalent
term in (3). Rather these terms corresponds to the joint probability of seeing the same word as both
target and context. This probability understandably bares a strong relationship with the marginal
p(wi) and is certainly not constant across words. Finally, (13) shows that simply taking vector norms,
as contemplated in (3), is potentially meaningless as it assumes vi = v′i and that all internal angles
are zero.
Interestingly, we see in [8] that by a route very different to our own, a relationship is drawn between
the expectation of Ci,j , the observation count of pair wi, w′j proportional to p(wi, w
′
j), and the
difference between word vectors, whereby:
E[Ci,j ] = exp{− ‖vi−vj‖
2
2 + ai + bj} ,
for ‘unigram normalisers’ ai, bj . This bears stronger similarity to (11) in Corollary 1.1, in particular
the signs match giving a more similar overall relationship. However, we differ in the use of vector
norms compared to dot product (as above) and we have shown that we require log joint probabilities
in place of the monogram biases, although there is a strong relationship between the two.
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Appendix C Illustrating vector placement
Figures 1 and 2 respectively illustrate cases (ii) and (iii) in the induction step of placing each vector in
turn. The subspace spanned by previously placed vectors U i is indicated by the blue plane: we show
two dimensions, ux, uy but there could be many more. The pink region indicates Si (of which s is a
particular member) the set of vectors in U i that best satisfy constraint set C with respect to previously
placed vectors, according to (9). The solution vectors vi, v′i are shown in blue, having component
of length h in the ‘new dimension’ of unit vector tˆ. The black arc is of the minimum length di and
thus indicates vectors with a internal angle of zero that satisfy (12). In the first case, we can find a
solution that has the minimum length and projects onto Si, in the latter case, that is impossible and
the internal angle must be non-zero and the vector lengths increased from their minimum length.
Figure 1: Positioning a vector pair vi, v′i when minimum length di is ‘too long’, i.e.
di ≥ ‖s‖ ∀s ∈ Si, by ‘propping up the vector pair in a new dimension’ (of unit vector tˆ).
U i
ux
uy
tˆ
Si
di
s
vi = v
′
i
h
Figure 1 shows that if the minimum length, di, determined by PMIi,i, is longer than all vectors in Si,
then no vector in U i satisfies both (9) and (12), thus one must be found in V ‘outside’ U i. Hence we
can consider the vector pair ‘propped up’ in a new dimension so that their projection in U i falls in Si
(as shown by s). We do not consider separating the vector pair as that would require them to be longer
to satisfy their own constraint and would only move in the wrong direction in terms of satisfying (9).
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Figure 2: Positioning a vector pair vi, v′i when minimum length di is ‘too short’, i.e.
di ≤ ‖s‖ ∀s ∈ Si, by ‘splitting the vector pair in a new dimension’ (of unit vector tˆ).
v′i h
U i
ux
uy
tˆ
Si
di
θi,i
s
vi h
Figure 2 shows that if di (black arc) is shorter than any vector in Si, then the vector pair vi, v′i can
be ‘split apart’ in a new dimension whilst their dot product continues to satisfy (12). Their lengths
increase from the minimum length until their projection in U i falls in Si (again shown by s) whereby
all constraints are satisfied..
C.1 Geometric and probabilistic interpretations of minimum length
In vector terms, word i can have zero internal angle and its vectors take their minimum length (defined
directly by PMIi,i) only if that length is sufficient for the dot product with every other vector to satisfy
(9); or if that length is, in some sense, long enough. In probabilistic terms, this equates to whether a
word’s own probability ratio is sufficiently high relative to that word’s probability ratios with all other
words, i.e. the extent to which it becomes more likely in its own presence, compared to the extent to
which other words make it more probable. (This can be related back to the term Li,j in Lemma 1).
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Appendix D Contours of probability over the vector space
Having a relationship between properties of vectors and PMI values, allows us to predict how certain
probabilities vary across the vector space, i.e. to predict their contours. Such predictions can be
compared to empirical observations. Evaluating our predictions may be useful for several reasons: (i)
by providing empirical support for the theory (or otherwise); (ii) not only providing evidence as to
whether the theory may be right or wrong, but that it can be learned, e.g. we have not considered
local minima or convexity issues at this point; and (iii) it may show how well the vectors directly
reflect various probabilistic properties as an indication of whether this might be utilised downstream.
To test predictions empirically, we plot the respective positions of all target words wi relative to a
particular context word w′j . We consider the direction of vector v
′
i as our reference and thus plot w
′
j
at a distance ‖v′j‖ from the origin along the x-axis. We compute the norm of all target word vectors,
‖vi‖ and their angle to v′j by:
θi,j =
vi
>v′j
‖vi‖‖v′j‖ .
We then plot all target words relative to our context word at a point vi from the origin with (positive)
angle θi,j to the x-axis. This projects the entire cloud of word vectors onto 2 dimensions and into the
upper half-plane, capturing all the information we need as lengths and angle to v′j are preserved.
We compute empirical estimates of each probability for all words and ‘discretise’ words into subsets
according to their value. Each subset comprises all words for which the log of the chosen probability
sits within a range, the width of which is constant across subsets. Plotting a variety of subsets in
different colours, should allow probability contours to be observed. We now predict the shape of
contours for probabilities p(w′j |wi) and p(wi|w′j). The contours of each of these are of interest as
they allow us geometrically to answer question such as ‘which contexts are most likely having seen
X?’ or ’which words do we expect next having seen Y?’
D.1 Predictions
Considering p(w′j |wi), (9) gives vi>v′j = PMI(wi, w′j) = log p(w′j |wi) − log p(w′j). Hence for
fixed w′j , words of equal p(w
′
j |wi) must project onto v′j at the same point, so lie in the same plane
orthogonal to v′j . Also, p(w
′
j |wi) should increase in the direction of v′j (positively along the x-axis).
Considering p(wi|w′j), we have vi>v′j = log p(wi|w′j)− log p(wi), which is less straightforward as
for fixed log p(wi|w′j), log p(wi) can still vary. Here we can use our understanding that p(w′j |wi)
increases along the axis to deduce that for fixed log p(wi, w′j) (by constant log p(wi|w′j) and w′j),
log p(wi) must decrease along the x-axis. So we have a relationship vi>v′j ≈ αx+ β for constants
α, β, and thus αx − γ‖v(x)i ‖ ≈ β, for constant γ = ‖v′(x)j ‖ and ‖v(x)i ‖, the projection of vi onto
the x-axis. It can be shown that this relationship induces a curve similar to a horizontal parabola
(consider a typical plot of y = x2 rotated 90◦ clockwise).
D.2 Observations
We construct plots as described for the illustrative context word ‘four’. We add contours based on our
prediction for comparison (note these are for illustration only and not accurately computed).
Figure (3a) shows the plot for subsets of words with similar log p(w′j |wi), bounded within ±0.4 of
-6.8 (blue), -5.7 (green), -4.5 (red) to -3.2 (purple). This shows the orthogonal contours predicted do
exist within the vector space and we have the correct trend of p(w′j |wi) increasing as we move along
the x-axis.
Figure (3b) shows the relative locations of subsets of all words with log p(wi|w′j) within ±0.7 of
− log p(wi|w′j): -17.8 (blue), 16.0 (green), 15.6 (red), 14.5 (purple), 12.7 (yellow).
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(a) Orthogonal contours of p(c|w)
(b) Parabolic-like contours of p(w|c)
Figure 3: Probability contours of the vector space: plots show word locations, considering vector
length and angle, relative to the context vector for the word ‘four’ (pink star) for groups of target
words (indicated by colour) with similar empirical estimates of the respective probability. ‘+’ marks
the origin.
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