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Abstract--A three-dimensional on-hydrostatic planetary boundary-layer model for simulating flows over 
complex terrain has been developed. The spatial discretization is based on cost-effective modifications to
the standard finite element technique. Two time integration procedures are considered, a modified explicit 
Euler scheme and a semi-implicit scheme. Several numerical simulations based on flow over both idealized 
and real terrain are presented. 
1. INTRODUCTION 
Atmospheric flows exhibit horizontal length scales ranging from < 1 m to > 104 m. For convenience 
these flows have been divided into different categories ranging from micro to macroscales [1]. Flows 
with horizontal scales from 2 to 2000 km and time scales from 1 to 48 h are termed mesoscale flows. 
These encompass phenomena such as hurricanes, squall lines, mountain lee waves and land-sea 
breezes. This large class ofmesoscale phenomena can be further segregated, based upon the vertical 
length scale, into "deep" motions such as thunderstorms, which involve most of the troposphere, 
and "shallow" motions such as mountain-valley s stems, which are confined to the lowest few 
kilometers of the atmosphere (i.e. the planetary boundary layer). Our interests are in shallow 
mesoscale flows and, in particular, those which are driven in part by local terrain variations. 
A numerical model capable of capturing the details of these complicated flow patterns must not 
only accurately solve the governing equations of motion, but must also contain a realistic and 
accurate representation f the local topography. Over the last decade, the development of such a 
model has been a very active area of research. Many different methods have been used to solve 
the governing equations as well as to incorporate the effects of the variable terrain. A brief 
description of many of these models can be found in Ref. [2, Appendix B]. 
Perhaps the most widely used approach of numerically incorporating complex terrain is to 
employ a "terrain-following" coordinate system. The transformed domain is then rectangular and 
can be easily discretized into a finite difference grid. In spite of this apparent simplicity, 
terrain-following transformations suffer from several difficulties. The resulting coordinate system 
is usually non-orthogonal nd the transformed equations are more complicated than the original 
set of equations. In principle, the transformation function should be continuous up to second 
derivatives [3], thus the topography to be approximated is confined to be rather smooth. 
The purpose of this paper is to describe a somewhat unique approach, based on a modified finite 
element procedure, which we have developed to solve the non-hydrostatic planetary boundary- 
layer equations. The non-hydrostatic aspect of the model enables a wider class of flow phenomena 
to be simulated than those phenomena which are solely associated with the more usual 
"hydrostatic" models. Variable terrain is incorporated via the employment of distorted iso- 
parametric elements [4] which are applied to the original (untransformed) set of equations. Since 
the finite element procedure is based on approximations with piecewise continuous (C °) functions, 
complex and even unsmooth terrain shapes can be approximated fairly accurately. 
Rather than using the standard Galerkin finite element method (which would be too expensive 
for the three-dimensional flows of interest), we have introduced a modified technique based on 
certain simplifications which significantly enhance the cost-effectiveness of our approach. In Section 
2 we present he planetary boundary-layer quations to be solved. Sections 3 and 4 describe the 
numerical procedures, namely, the finite element discretization and time integration scheme. In 
Section 5 we present results from several problems which have been solved with this model. 
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2. GOVERNING EQUATIONS 
The principal set of equations which are employed in the model are the incompressible, 
Reynolds-averaged, Boussinesq equations with suitable parameterizations for incorporating tur- 
bulent motions within the lowest several kilometers of the atmosphere. The model equations are 
given by 
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The usual meteorological notation is used in the above equations where: u, v, w are the x, y, 
z components of the velocity, respectively; 0 is the potential temperature, 
0 =- T(Po/P)  R/cp, where P0 = 100 kPa; 
n is the Exner function, 
n =- cp(P/po)r%; 
and 0* = 0 - 00, where 00 is the constant basic state potential temperature. The constants f, g, u s 
and vg are the Coriolis parameter, the gravitational cceleration (assumed to act in the z direction) 
and the x and y components of the large-scale geostrophic wind, respectively. For simplicity, 
"K-theory" (see, for example, Ref. [2]) has been used to model the turbulent fluxes with Ks and 
K~ being the horizontal and vertical eddy diffusivities, respectively. 
In order to reduce the numerical errors introduced in calculating discrete approximations of the 
pressure gradient over distorted grids (since these gradients are typically computed as small 
differences of large numbers), we use a particular decomposition of the potential temperature and 
the Exner function given by 
O(x,y,z ,  t) = Oo +O*(x ,y ,z ,  t) = Oo+O(z)+O' (x ,y ,z ,  t) 
and 
n(x, y, z, t) = no(Z) + if(z) + n'(x, y, z, t). 
In addition to 00 and its corresponding hydrostatic Exner function no(z), we have defined a 
one-dimensional, "horizontally-averaged" potential temperature function O(z) and an associated 
function ~(z) given by the hydrostatic formula 
O~ lOx, = [gO(z )lO~]6,3, 
where 6u is the Kronecker delta. This decomposition is introduced to analytically eliminate a 
portion of the pressure field which does not contribute to the flow accelerations. When the above 
equation is subtracted from the standard Boussinesq equations of motion, n' becomes the primary 
pressure variable, and the buoyancy term in the vertical equations of motion, (gO*/Oo), is replaced 
by [g(0* - 0)/00] as shown in equation (3). If 0 is appropriately chosen, n' will be significantly 
smaller in magnitude than n and a more accurate calculation of the pressure gradient can be 
achieved. Further, since both n0 and ff can be computed by integrating the appropriate hydrostatic 
equations based on temperatures 00and ~ respectively, the total Exner function is easily calculated 
as a sum of the three components. 
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3. SPATIAL DISCRETIZATION 
Equations (1)(5) are discretized spatially by the finite element method in conjunction with the 
method of weighted residuals. The dependent variables are approximated as 
= ~ q~j(x)~j(t) (6) 
j=l 
where ~ can be u, v, w or 0", and 
n'= ~ ~kj(x)Pj(t) (7) 
j= l  
where in the discretized omain there are n nodes for velocity and temperature and m nodes for 
rr'. The approximation functions ~bi(x) are piecewise continuous trilinear (or bilinear in two 
dimensions) polynomials, while the "pressure" approximation ~b~(x) is taken to be piecewise 
constant. For convenience, the pressure is defined at the center of each element. After substituting 
equations (6) and (7) into equations (1)-(5), pre-multiplying each of the equations by appropriate 
weighing functions (~,i for the continuity equation and ~b~ for all other equations) and integrating 
the diffusion and pressure gradient erms by parts, we obtain a coupled system of non-linear 
first-order ordinary differential equations. This system of equations, written in compact matrix 
form, is 
MU + N(u)U  = - CP  + FU + KU +f ,  (8) 
CTU = g, (9) 
MsO + Ns(u)0 = Ks0 +f~, (10) 
where now U is a global vector of length 3n containing the nodal values of all velocity components, 
0 is a global vector of length n containing nodal values of 0* and P is a global vector of length 
m containing pressure values. M, F, C and C T are matrices resulting from the (linear) local 
acceleration, Coriolis, pressure gradient and divergence terms, respectively. N(u) represents 
non-linear contributions from the advection terms, and K is the diffusion matrix. The matrices in 
equation (10) are similarly defined with "s" denoting their smaller size of n equations. In equations 
(8)-(10), the vectors f, g and f~ include buoyancy effects and boundary conditions. Detailed 
descriptions of the various Galerkin integrals can be found in Ref. [5]. 
Two important simplifications have been used for efficiency reasons. First the mass matrix, M, 
which is associated with the time derivatives (accelerations), is replaced by a diagonal matrix. This 
is referred to as the lumped mass approximation. Second, all integrals (with the exception of the 
diffusion terms in a more recent version of the model) are evaluated with a one-point Gauss 
quadrature rule. The application of the one-point quadrature scheme to the diffusion terms results 
in singular matrices that lead to the occurrence of "hourglass" modes. These modes can be 
eliminated by introducing an hourglass correction matrix [5]. Recently, we have used the more 
accurate 2 x 2 Gauss point evaluation of the diffusion matrix in conjunction with a semi-implicit 
time integration scheme. This new approach has completely alleviated the hourglass problem. 
4. TIME INTEGRATION PROCEDURE 
The time integration method employed in the model follows essentially the same explicit 
procedure that was described in Ref. [5]. The basic scheme, as well as some variants from the 
original procedure, is now briefly summarized below. 
4.1. The Basic Explicit Algorithm 
A step-by-step rocedure is used to update the fields in a manner such that the discrete 
incompressibility condition (9) is satisfied at each timestep. The variables are calculated as follows: 
Un+ I = U n -'~ AtM-t  [ -CP,  + FU, + K, U, + f ,  - N(un)U,] (11) 
and 
0n +,  = 0. + At M~-~ [(K,).0. + (f~). - N,(u.)0.], (12) 
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where P, is first computed from 
(CTM-~C)P. = C'r M-~[f,, + K.U.+ FU.-  N(u.)U,,]-g (13) 
and it is assumed that U. and 0. are given with CTU. = g.. We note that the computation of M - 
is trivial due to our employment of a lumped mass matrix. The relevant stability limits for the above 
set of equations are given approximately [6] by 
(a) diffusion limit, 
(b) advection-diffusion limit, 
1 
Ate</Avx  2 - - - -~ j  ; 
: = ~ v-,:-j) 2 
1 
u----T; 
j= l  
where n = 1, 2, 3 denotes the number of space dimensions. 
(14) 
05)  
4.2. Balancing Tensor Diffusivity (BTD ) 
This standard forward-Euler scheme is unconditionally unstable with respect to pure advection, 
ald limit (15) if K = 0, and has a highly restrictive stability limit for advection-diffusion problems 
when advection dominates (i.e. when uAx/K >> 1). We have implemented a very cost-effective 
procedure based on the idea of balancing diffusivity whereby the "negative diffusion" effects of 
forward-Euler are minimized (or cancelled). The essence of this procedure can be illustrated by 
considering the advection-diffusion equation 
00 
0t = V. [(g. V - u)0], (16) 
where K is a symmetric diffusivity tensor and u is the velocity vector. When forward-Euler is applied 
to the above equation, the effective spatial operator can be shown to take the form 
O0 [ (  At ).V0 uO]+O(At 2) (17) 0 t=V"  K - -~-uu  - 
in which the term (At/2)uu = (At/2)utuj can be viewed as a negative diffusivity. This potentially 
unstable term can be theoretically "cancelled" by simply augmenting the modified equation with 
a new term that is equal but opposite in sign; i.e. we define the new diffusivity I~ as 
At 
= K + -~- uu .  (18)  
Upon application of the above modified diffusivities, the stability limit for advection-dominated 
flows, limit (15), is approximated by the Courant condition (uAt/Ax < I). For practical estimates 
of the timestep, we employ the lessor of either limit (14) or the formula 
At <~ (Ax )2/[K(1 + ~/1 + (uAx /K)2)], (19) 
where formula (19) is evaluated in regions in which the flow is locally one-dimensional. It is perhaps 
noteworthy that whereas the Courant limit arises typically from the three-level leapfrog scheme, 
we have here achieved the same limit with a two-level modified-Euler scheme. Also, it is 
second-order accurate for pure advection, as is leapfrog. 
4.3. Treatment of Internal Gravity Waves 
Many of our numerical simulations involve stably stratified flows in which gravity waves may 
be generated. When such waves are excited, the forward-Euler scheme xhibits an instability when 
diffusive (or dissipative) ffects are small and is unconditionally unstable in the absence of diffusion. 
In order to stabilize the overall scheme, we employ a forward-backward algorithm [7] whereby the 
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equations are updated in the sequence 0", n', u, v, and finally w. The updated 0* field is used 
immediately to form the buoyancy terms on the right-hand-sides (r.h.s.) of the momentum (11) and 
pressure (13) equations. Thus, the updating of 0* constitutes the forward-Euler step, whereas the 
n' and w equations are effectively advanced in the spirit of a backward-Euler scheme on the 
buoyancy term. This particular algorithm can also be applied to the Coriolis terms to control the 
slow instability associated with inertial oscillations. The time scale for this instability is so long, 
however, that for all practical purposes it can be ignored. 
4.4. Solution of  the Consistent Poisson Equation for  Pressure 
Currently there are two types of linear equation solvers used in the model for solving the 
symmetric onsistent Poisson equation for pressure (13). The first one implemented was a direct 
(profile) solver which was based on the Crout method, a variation of the Gauss elimination 
procedure [8]. More recently, we have incorporated an iterative solver as an alternative. Although 
our experiences todate with the latter solution technique is still limited, we believe that the iterative 
approach will be the more economical choice for solving large three-dimensional problems. 
4.4.1. Direct solution method 
Direct solvers have been almost exclusively used in finite element programs because of their 
robustness. However, it is well known that such solvers frequently require a large amount of 
memory storage. For our class of incompressible problems, we note that the matrix (C T M-  t C) 
does not vary in time, and therefore, it needs to be factored only once per problem. New pressure 
solutions can be obtained relatively economically via back-substitutions with appropriate re- 
evaluation of new r.h.s. The matrices associated with most two-dimensional problems can be stored 
entirely in memory. Thus, direct solution techniques, and in particular, profile-type solvers, are 
viable and provide relatively fast executions in such situations. This is not the case for typical 
three-dimensional (or even very large two-dimensional) problems. In these cases, the factored 
matrix cannot be stored entirely within the memory of even the most powerful machines. Thus, 
back-substitutions can become very expensive due to high input-output (I/O) costs which would 
be incurred. Our experience has indicated, however, that direct solvers are optimal for problems 
in which the factored matrix can fit within the memory of the machine. 
4.4.2. Iterative solution technique 
We have recently somewhat alleviated this memory storage problem by implementing an iterative 
linear equation solver. The iterative solver is based on a preconditioned conjugate gradient (CG) 
technique [9]. Based on this technique, the solution of a linear system ~ = b is obtained by first 
forming 
(E-IAE-T)(ETx) = E-Ib, (20) 
where the matrix P = EE r is a preconditioning matrix chosen to accelerate the convergence of the 
CG method. The iterative algorithm applied to this new system can be summarized in the following 
steps: 
(i) Select an initial vector, x0; compute r0 = b -Ax  0. 
(it) Iterate until convergence the following sequence: 
hi= p - l r  l 
bt_ l = (ri, hi)/(ri_ 1, hi_ l); not calculated for i --- 0 
d l=ht+bt_ ld t_ t ;  d0=h0 
a, = (rt, hi)/(dt, Ad,) 
xi + t = xt + at di 
ri+ i = ri -- atAdi 
where 
(x, y) = xTy and II x II ~- ~,  x), 
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Typically the iterations are stopped when II r,+l l[ < E l] b II and II x,+l -x ,  II < E II x.+ 1ll, where E is 
an error tolerance which depends on the problem to be solved. 
Of course the algorithm used is not determined until the P matrix is specified. Many methods 
of constructing P have been proposed [10], each of which work for particular problems. After some 
numerical experiments, we have chosen the incomplete Cholesky conjugate gradient method 
(ICCG) for solving the pressure quation. Briefly, the incomplete Cholesky preconditioner is based 
on a partial LU (actually LL T for our problems) decomposition i  which only the coefficients that 
correspond to the sparsity pattern of the original matrix (A) are retained to minimize the required 
storage. In our implementation, we pre-compute the coefficients of P, storing only the non-zero 
values, and perform the required vector multiplies. Additional savings can be achieved by taking 
advantage of vectorization on vector-capable machines. 
We have replaced the earlier direct (profile) solver for the Poisson equation, with the ICCG 
iterative solver to permit more cost-effective three-dimensional simulations. For a 2-million-word 
machine (such as a CRAY I), the ICCG approach can accommodate comfortably within memory 
a problem size of 10,000 nodes with 5 variables per node for a total of 50,000 equations. Some 
fully three-dimensional solutions obtained with this approach will be presented in Section 5. For 
these three-dimensional calculations in which E is taken to be 10 -4, the solution of the pressure 
equation (13) requires initially about 50 iterations for the first timestep (since the initial guess, 
usually taken to be zero, is clearly quite poor) but reduces to between 20 and 30 iterations for 
subsequent timesteps. 
4.5. The Semi-implicit Algorithm 
The application of the iterative equation solver opens the door to the possibility of implicit 
time-integration schemes that have been dismissed heretofore due to the storage limitation of direct 
solvers. We have implemented (currently in the two-dimensional version only) a semi-implicit time 
integration scheme developed by Gresho and Chan [11] in which the diffusion terms (including the 
BTD terms) were integrated via a trapezoid rule. Application of this scheme results in a 
modification of the time-discretized quations (11)-(13) into the following form: 
M-TR. U~+,= M+ U.+At[-CP.+FU.+f~-N(u.)U.], (21) 
[.,_At._~_( ,).j]0.+, = [ i .  + ~(1~,).- AIN,(u.)]0. + At (f,). (22) 
and 
where 
(CTM-tC)P =CTM-'[f -t-~.U -I-FUn-N(u.)U.]-F(CTU.--g.+I)/At, (23) 
and it has been assumed that 
At R,,= K. +-~-uu 
cT Un+ I "~--gn+l, 
a result which is true to order (At) 2. 
The last term in equation (23) is included in order to minimize the effect of only approximately 
satisfying CTU, ffi g, via the semi-implicit algorithm. In the calculation of R, we employ a 2 x 2 
Gauss quadrature to evaluate K, in conjunction with a one-point quadrature for the nu term. This 
choice of quadrature rules alleviates the hourglass problem due to the under-integration f the 
diffusion term in our earlier versions of the model. 
We use the diagonally-scaled conjugate gradient method to solve equations (21) and (22). In 
contrast o the ICCG algorithm, the diagonal scaling preconditioner simply assigns P = diag(A). 
While we have not yet implemented the semi-implicit scheme in our three-dimensional model, we 
have applied it in a two-dimensional version. We have found that if the solution from the previous 
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timestep is used as an initial guess and E = 10 -4, typical iteration counts for the solution of the 
velocity (21) and temperature (22) equations are < 10 and may often be as low as only 3 or 4. 
Our numerical experiments indicate that this new time integration scheme has not only 
eliminated the diffusion stability limit (14), but also has extended the advection limit from a 
Courant number of approx. 1 to between 5 and 10. This absence of a diffusion limit is especially 
important when time-varying eddy diffusion coefficients are employed since it is almost impossible 
to determine a priori the timestep size which is required for stability. In addition, the eddy 
diffusivities can vary over several orders of magnitude such that time-explicit treatments of the 
diffusion terms may lead to an extremely small timestep for the integration. 
4.6. Boundary and Initial Conditions 
The boundary conditions of the velocity equation may be either specified velocities or 
specification of the traction (t~) boundary condition 
F , au~7 
where nj is the jth component of the outward unit normal at the boundary. At flow-through 
boundaries we have frequently used specified tractions by taking n' as constant (usually zero) or 
as a function of height based on hydrostatic equilibrium, and assuming the contribution of the 
second term in the brackets is zero [12]. This relatively simple approach as been effective for 
stratified flow problems if the motion at or near the boundary is not too complex, or for near 
neutral stratifications. As alternatives, we have also incorporated options for periodic or radiation 
conditions at lateral boundaries. For the temperature equations we simply impose specified values 
or diffusive heat fluxes at the boundaries. 
The appropriate initial condition for the given set of equations i a mass-consistent (solenoidal) 
velocity field (satisfying V'u0 = 0) and a relevant temperature fi ld. In many instances the initial 
velocity field, U0, is obtained either analytically or from measured ata which is then interpolated 
to the node points. Such a field is, however, not solenoidal. We remedy this by "slightly" adjusting 
(in an energy sense, see Ref. [5]) U0 to a new field 00 which is obtained from minimizing the 
functional 
F(Oo, 2) = 1/2(00 - U0)rM(O0 - U0) + 2T(CT00 -- g) (24) 
subject to the desired boundary conditions. The unknown 2s can be viewed as a Lagrange 
multiplier which imposes the constraint CxO0 =g.  The minimization procedure leads to the 
sequential solution of the following system of equations for 2 and 00 given by 
(OTM-IC)~. = oTu0-- g, 
0o = Uo-  M- 'C2 .  (25) 
We note that the matrix associated with the 2 field is identical to that for the pressure. When 
a direct solution technique is employed, the matrix (CTM-IC) is factored and stored at the 
beginning of the time integration. Thus the computation of 2 is relatively inexpensive, being 
equivalent to a pressure resolution. If the iterative solution algorithm isused, the cost of calculating 
the 2s is often greater than that of a pressure solution because of the lack of a good initial guess. 
5. NUMERICAL EXAMPLES 
5. I. Stratified Flow Over an Isolated Ridge 
Our calculations of flow over two-dimensional isolated ridges were motivated by the numerical 
simulations of Mason and Sykes [13], who performed the simulations using a finite difference 
model. Following them, we chose a ridge represented analytically by h(x)= hocos~(nx/L) for 
Ixl ~<L/2 and h =0 for Ixl > L/2. 
For our first simulation, we chose h0 - 1 km and L = 15 km. The computational domain (Fig. 
1) is basically rectangular with a total depth of 15 km, a horizontal width of 240 km and the bottom 
surface described by the given ridge profile. The finite element mesh consists of 30 x 50, 4-node 
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Fig. 1. The 50 x 30 element mesh ~r  the I km ridge simulation. 
120 
elements which are graded in the vertical and uniform in the horizontal. The physical parameters 
00, f ,  K,, K. ,  ug and vg are taken to be 300 K, 10-4/s, 5 m2/s, 2500 mS/s, 10 m/s and 0 (giving a 
horizontal grid Reynolds number uAx/K,  of 20). We assume initially layered Ekman flow 
(appropriately mass-adjusted) with a boundary-layer depth (2K / f )  I/2 of 316m. The initial 
temperature field has a constant stable lapse rate, aO*/Oz, of 3 K/km. For this as well as all 
subsequent simulations, we have chosen ~ to be equal to the initial 0* field. Periodic lateral 
boundary conditions are used with the usual no-slip conditions at the bottom surface and u = ug, 
v = w = 0 at the top. The temperatures along the top and bottom surfaces are fixed at the initial 
values, i.e. O*(z) = 0.003z (z in meters). We employed a timestep of 20 s and display the solution 
at the end of 2500 steps, after steady-state had been achieved. 
The solution shown in Fig. 2 depicts the gravity wave motion induced by the terrain. Even 
though we did not employ a "sponge" layer (which was required in Ref. [13]), the results do not 
appear to be adversely affected by wave reflections from the top boundary. The streamlines (not 
presented) isplay contour patterns almost identical to that of the potential temperature (Fig. 2b) 
with the exception of a weak recirculation eddy appearing at the downwind base of the ridge. These 
results are very similar to those presented in Ref. [13]. 
Departing from the idealized problem of periodic lateral boundary conditions, we next present 
solutions in which "outflow" conditions were imposed at the lateral boundaries. We used an 
Orlanski radiation boundary condition [14] for the velocities (u, w) at the lateral boundaries. These 
conditions are given as: 
O~l~t = - (u + c)~l~x for (u + c) out of the domain 
or 
O~/Ot = 0.0 for (u + c) into the domain, 
where ~ represents u or w and c is a representative gravity wave velocity chosen here to be - 30 m/s 
on the left boundary and + 30 m/s on the right boundary. Zero gradient (0/~x = 0) conditions are 
imposed on v and 0. The results were essentially the same as those calculated with periodic 
boundary conditions. 
In order to increase the difficulty of this problem, we changed the ridge definition to allow for 
greater horizontal propagation of the lee waves. The new ridge is defined at Ix l~< 1.5 km and has 
a maximum height, he, of 600 m. The computational domain is between - 12 ~< x ~< 16 km with 
the top boundary at 12 km. The domain is divided into 30 x 69 elements which are graded in both 
the horizontal and vertical directions. We use the physical parameters, 00, f ,  K~, u s and v 8 from 
the previous problem. Because of the smaller horizontal grid size, K. was reduced to 90 m~/s. 
As in the 1 km ridge simulations, the initial conditions were Ekman velocities and linearly 
stratified temperatures. In this case, however, we used four different initial stratifications: 
O0*/Oz = 3, 6, 12 and 24K/km. In terms of a Froude number F r= (%/Nho), where N is the 
Brunt-Vaisala frequency given by [(g/Oo)OO*/Oz] t/2, these stratifications correspond to Fr = 1.68, 
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Fig. 2. Results at t = 5 x 10 4 s for periodic flow over a I km ridge: (a) velocity vectors; (b) potential 
temperature contour field (A0 = 4.5 K); (c) isotachs of the horizontal velocity component (Au = 2 m]s, 
"+"  and " - "  indicate speeds higher or lower than 11 m/s). 
i. 19, 0.84 and 0.60, respectively. To maintain stability, it was necessary to reduce the timestep to 
5s. 
In contrast o the 1 km ridge case, we tbund it necessary, with this geometry, to incorporate a 
sponge layer to minimize the wave reflections from the top boundary. The sponge layer was 
modeled by adding to the r.h.s, of equations (1)-(3) and (5) a Rayleigh damping term 
-v (z ) (q -  ;t), where q represents any of the components u, v, w or 0", and ~] denotes the 
corresponding mean quantities ug, vg, 0 and/](z). Following the work of Klemp and Lilly [15], the 
sponge coefficient, v, is given by 
v (z )=0 if Z<ZR 
=')l = v°sin 2 (H  - zR)J if z/> zR, 
where zR is the base of the sponge layer and H is the height of the computational domain. For 
the presented simulations, v0 = 5 x 10-3/s and zR = 5 km. 
Figure 3 shows the potential temperature fields below the sponge layer for the four different 
stratifications after 8 h of integration. Although the simulations are not at steady-state, the main 
wave features are no longer changing significantly. A decrease in dominant wavelength with 
increasing stratification (decreasing Froude number) is clearly evident. There is also some evidence 
of possible wave breaking above the ridge in both the 12 and 24 K/kin simulations. Figure 4 shows 
the corresponding velocity fields. These show, in addition to the wave motion, the influence of 
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stratification on the upwind blocking due to the ridge. In the simulation with a stratification of 
3 K/km, there is only a small recirculation region at the upwind base of the ridge, and the velocity 
profile at the inflow boundary remains very close to the initial Ekman profile. As the stratification 
increases, the influence of the ridge is evident further and further upstream. Finally in the 
simulation with 24 K/km stratification, the inflow boundary isvery different from the initial Ekman 
profile. Below 200 m the flow is very weak, but increases rapidly to approx. 10 m/s at about 300 m 
and remains nearly constant above that. These results are in accordance with the theory of 
mountain lee waves and demonstrate the ability of the model to simulate non-hydrostatic gravity 
waves--an important class of phenomena in flows over irregular terrain. 
5.2. Nocturnal Drainage Flows 
A series of simulations were performed in 1983 for comparison with observations obtained at 
Rattlesnake Mountain, Wash. [16], under the U.S. Department of Energy-sponsored ASCOT 
(Atmospheric Studies in Complex Terrain) Project. Observations ofdrainage flows were made on 
several nights in July 1980 with data recorded from instruments installed at three 10-m towers [17]. 
The sloping area of interest consists of two nearly two-dimensional planes with an upper slope of 
approx. 21 ° but changing abruptly to less than an 8 ° slope below. The graded mesh contained 
32 x 25 nodes with the first layer of nodes at 0.35 m above the surface (see Fig. 7 for the location 
of the three towers). Two vertical eddy diffusivity models were used, a constant Kz model with 
Kz = 0.0l m/s and a variable K~ model. The variable K~ model was based on the stably stratified 
formulation of McNider and Pielke [18] who employed a Richardson umber-dependent K~ model 
coupled to a Businger-type surface-layer formulation within the lowest layer of elements. For 
ambient conditions, we assumed a geostropic wind (us) of 3 m/s and a constant lapse rate of 
0.5 K/km. At the inflow (left) lateral boundary we prescribe a fixed velocity and temperature profile. 
The inflow profiles are based on a one-dimensional Ekman solution for velocity and a constant 
lapse rate which is consistent with the ambient temperature fi ld. At the top boundary (z = 1.5 km) 
we specify u, v to be the geostropic values, impose a zero traction condition for w (thus allowing 
for inflow/outflow to occur) and apply a constant heat flux. Various outflow conditions have been 
tried at the right lateral boundary. The most successful prescription was a hydrostatic traction 
condition for the velocities [12] and zero gradient for the temperature. Surface cooling at the 
bottom boundary was achieved by prescribing the surface temperature (0") to be 
O*(t) = O*(t = 0) - 0.71928t + 0.58788t 2,
with t being the time (in hours) after cooling began. This time function approximated the observed 
surface temperature variation over the 6 h of simulation. 
Simulations from the constant Kz and variable K~ models were compared with the data obtained 
on the night of 1-2 July. The measured values used were of the down-slope component of the 
velocity and the potential temperature profiles at 3 h after drainage flow was initiated. Figures 5 
and 6 show the vertical profiles for the two model results and the data at the grid points of interest. 
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Fig. 7. Computed velocity field using the variable K, model 3h after the beginning ofthe drainage flow 
on the night of 1-2 July, 1980. 
As expected, the variable Kz model results were significantly closer to the observed ata than those 
from the constant Kz model. In particular, the simulated velocity profiles at the tower locations 
(Fig. 5) exhibited the enhancement of the mean flow by the drainage jet near the surface. The 
gradual thickening of the cold air layer defining the drainage flow with down-slope distance is 
clearly shown in the vertical temperature profiles (Fig. 6). The velocity vector plot for the variable 
K, model in Fig. 7 shows the development of a double maxima in the vertical profiles over the 
sloping surface, as well as a deepening of the drainage flow away from the ridge. Also noteworthy 
is the success of the traction boundary conditions (both at the lateral and top surfaces) in allowing 
the flow to smoothly enter or exit the computational boundaries. 
5.3. Three-dimensional Valley Flows 
One of the most recent simulations, and the most difficult so far, involves the nocturnal flow 
within the Brush Creek Valley. The valley is located 55 km northeast of Grand Junction, Colo., 
and is 25 km long with the floor of the valley sloping approx. 14 m/km to a depth of 650 m near 
its mouth. Except for some short box canyons, the valley has no tributaries. In the Fall of 1984, 
this was the site of a major observational program of ASCOT. Our model is one of several models 
employed, in support of the observational program, to simulate the flows within this region of 
complex terrain. These preliminary calculations were not intended to reproduce any particular 
observations, but rather, were used both to examine the qualitative performance of the model and 
for sensitivity studies. We chose the problem domain to be 9375 x 10,875 m in the horizontal. The 
finite element approximation to the terrain surface is based on actual digitized terrain data which 
has been smoothed to reduce small-scale grid noise. A contour plot of the area of interest is shown 
in Fig. 8. The mesh consisted of 10,875 (25 x 29 x 15) elements and 12,480 node points. The 
horizontal element size is constant with Ax = Ay = 375 m, whereas the vertical clement sizes are 
variable, expanding from Az = 20 m at the bottom. Since we have not yet fully implemented a 
variable ddy diffusivity model in three dimensions, our calculations are based on a simple constant 
K model with K~ -- 10 m2/s and KH = 100 m2/s. Also, for the simulations the gcotrophi¢ wind u s and 
vg were taken to be zero. 
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The boundary conditions on the top and bottom of the grid were the usual no-slip, 
u = v = w = 0. On the lateral boundaries we applied a zero traction outflow condition. The 
boundary conditions on the potential temperature were zero normal gradient at the lateral 
boundaries, 0* = constant at the top and 0* = 7z - 1.0t (t in hours) on the bottom, with 7 being 
the initial ambient lapse rate. For initial conditions, we assumed that the atmosphere was at rest 
(u = v = w = 0) with a vertical temperature stratification given by 0* = 7z, where 7 was chosen to 
be 2 K/kin (representing a slightly stable atmosphere). 
Figure 9 shows the horizontal velocity fields at approx. 45 and 150 m above ground level 1 h 
into the simulation. The vector fields clearly depict the development of the nocturnal flows, with 
horizontal divergence off the ridges and convergence into the valley regions. The corresponding 
vertical cross-section near the mouth of Brush Creek (at y = 6.75 m) is shown in Fig. 10. (In this 
figure the vectors are the two-dimensional velocities in the plane of the cross-section while the 
contours are the isotachs of the velocity component perpendicular to the cross-section.) The 
sidewall drainage is shown to be rather shallow with a local return flow above each side wall. Figure 
11 shows the horizontal velocities 2 h into the simulation. The maximum velocity at 45 m has 
increased from 2 m/s at 1 h to 4.4 m/s at 2 h while at 150 m the velocity increased from 1.8 to 4 m/s. 
The vertical plane projection of the vectors (Fig. 12) shows that the sidewall flow has deepened 
slightly and has doubled its speed. By this time the down-valley flow has filled the entire valley 
and the sidewall recirculation flow has virtually disappeared, with vertical velocities being very 
small above the center of the valley. This suggests that the air that flows into the down-valley wind 
came from the ridge tops via the sidewalls rather than through subsidence above the valley center. 
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The results of the model are in qualitative agreement with observations which showed that the 
down-valley wind maximum exists at approx. 100 m above the valley floor. However, in contrast 
to the computed results, the data showed that the down-valley wind was somewhat shallower, being 
confined to below the ridge top. This apparent discrepancy may be attributed to the crudeness of 
the K~ model which appeared to have resulted in a larger vertical mixing than would have otherwise 
occurred. In addition, the failure of the lateral boundary condition to mimic the terrain effects 
outside of the grid is reflected in the somewhat counter-intuitive up-valley velocity vectors hown 
at the upper left-hand corners of Fig. 11. 
Two-dimensional katabatic flows on idealized finite-length slopes were studied by Nappo and 
Rao [19]. They concluded that such flows were strongly dependent on the background 
stratifications. Several simulations were performed with our model to test the sensitivity of 
nocturnal flows at Brush Creek as a function of the ambient lapse rate. Figures 13a and 13b show 
the sidewall and down-valley flows at 2 h for ~ s of 0 (neutral) and 4 K/km, respectively. The vector 
fields show that the flows were noticeably stronger for the neutral (~, = 0) case and somewhat 
weaker for the ~, = 4 K/km case when compared to the solutions with ~ = 2 K/km (see also Ref. 
[20]). These results appear to support he conclusions of Nappo and Rao although the flows in 
this case were significantly more complicated than those which were associated with idealized 
two-dimensional slopes. 
6. CONCLUSIONS 
The modified finite element scheme described herein provides a cost-effective alternative method 
for the numerical solution of the non-hydrostatic planetary boundary layer equations. The 
isoparametric mapping technique apears to be somewhat more flexible in the treatment of distorted 
grids than the more widely used terrain-following mapping technique. In spite of the crude physical 
parameterizations which have been thus far employed in the model, many of the important features 
of the flow dynamics have been captured in our simulations. For more complex terrain settings, 
it appears that a major limiting factor in the calculations i the appropriate prescription of open 
(outflow) boundary conditions. 
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