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Abstract
We extend the definition of Lagrangian quantum homology to monotone Lagrangian cobor-
dism and establish its general algebraic properties. In particular we develop a relative version
of Lagrangian quantum homology associated to a cobordism relative to a part of its boundary
and study relations of this invariant to the ambient quantum homology.
1 Introduction
The purpose of this paper is to develop a theory of quantum homology for Lagrangian cobor-
dism, describe structures on it and explore relations to possible versions of the ambient quantum
homology and the Lagrangian quantum homology of the ends of the cobordism.
Let M2n be a closed symplectic manifold and Ln ⊂ M2n a connected and closed Lagrangian
submanifold. The quantum homology QH∗(M) of M is additively the same as the singular
homology of M . We endow QH∗(M) with the quantum product, which is a deformation of the usual
intersection product. The Lagrangian quantum homology QH(L) of a Lagrangian submanifold L
is the homology of the so called pearl complex. The pearl complex was first suggested by Fukaya
in [8] and by Oh in [14] and later implemented by Biran and Cornea in [2] and further developed
in [3] and [4]. We refer the reader to [2], [3] and [4] for details. The pearl complex is defined
by counting elements in 0-dimensional moduli spaces of so called pearly trajectories. Roughly
speaking, these pearly trajectories are Morse trajectories, where some points are replaced by
pseudo-holomorphic disks. In Section 1.1 we briefly recall the main ideas for the construction of
this chain complex.
Following [5] a Lagrangian cobordism between two families {L−1 , · · · , L−k } and {L+1 , · · · , L+l }
of Lagrangian submanifolds in M , is a Lagrangian submanifold V ⊂ R2×M with k+ l cylindrical
ends. The negative ends are identified with (−∞, 0] × {a−i } × L−j for j = 1, · · · r− and the
positive ends identified with [1,∞) × {a−i } × L+i for i = 1, · · · r+. For the precise definition of
Lagrangian cobordism see section 2.2 or [5]. The main purpose of this paper is to define and
study the quantum homology QH(V, S) of a Lagrangian cobordism V relative to a part of its
boundary S ⊂ ∂V . One of the possible applications of such a theory would be to study relations
between symplectic invariants of different Lagrangians Li− and L
j
+ that occur as different boundary
components of the same Lagrangian cobordism. In addition, there are natural maps describing the
relation between the quantum homology of the total space of a Lagrangian cobordism and those of
its ends. These maps preserve some of the structures on the quantum homologies, for example the
ring structure. These facts turn out to be helpful in order to calculate invariants of Lagrangian
submanifolds. For instance Biran and Membrez used quantum homology calculations in [6] to
show that the discriminant of certain Lagrangian submanifolds are preserved under cobordism. It
is also natural to look for relations between the quantum homologies of Lagrangian submanifolds
and the quantum homology of the ambient manifold.
The construction of Lagrangian quantum homology for cobordisms has already been outlined
in [5]. LetR be a ring, and denote by Λ := R[t, t−1] the ring of Laurent polynomials in the variable
t, where deg(t) := −NV is minus the minimal Maslov number NV of V . Unless Char(R) =
2, we assume that V is spin and in this case we fix a spin structure on V . We endow the
ends of the cobordism with the spin structures obtained by restricting the spin structure of V .
Denote M˜2n+2 := R2 ×M and fix the symplectic form ω := ωR2 ⊕ ωM on M˜ , where ωR2 is the
symplectic form on R2 given by dx ∧ dy for (x, y) ∈ R2. Let pi : M˜ → R2 be the projection.
We use the notation V |A := V ∩ pi−1(A) and M˜ |A := M˜ ∩ pi−1(A) for a subset A ⊂ R2. In
particular M˜ |[0,1]×R = [0, 1] × R ×M . Fix a Riemannian metric ρ˜ and an ω-compatible almost
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complex structure J˜ on M˜ . This induces a Riemannian metric and an almost complex structure
on M˜ |[0,1]×R, which will also be denoted by ρ˜ and J˜ . Consider now V |[R−,R+]×R, where R− < 0
and R+ > 0 are such that V is cylindrical outside of [R−, R+] × R ×M . Let S ⊂ ∂V |[R−,R+]×R
be the union of some connected components of the boundary of V |[R−,R+]×R. Let f˜ be a Morse
function on V |[R−,R+]×R, such that the negative gradient of f˜ points outside along S and inside
along ∂V |[R−,R+]×R \ S. Moreover, we assume some additional condition on the almost complex
structure near the boundary ∂V |[R−,R+]×R, which are described in detail later in this paper. With
this data we are able to define a relative quantum homology for the the pair (V, S). The following
theorem describes the existence of algebraic structures on the quantum homology of Lagrangian
cobordism. These structures are similar to the ones known for the usual Lagrangian quantum
homology described in [1]. Recall that the dimension of V is n+ 1 and that of M˜ is 2n+ 2.
Theorem 1.1. For a generic choice of the triple (f˜ , ρ˜, J˜) there exists a chain complex
C(V, S; f˜ , ρ˜, J˜) = (R〈Crit(f˜)〉 ⊗ Λ, d)
with the following properties:
1. The homology QH∗(V, S) of the chain complex is independent of the choices of f˜ , ρ˜ and J˜ .
2. If S = ∅ there exists a canonical, degree preserving augmentation
V : QH∗(V )→ Λ,
which is a Λ-module map and satisfies an additional property that is detailed in point 6 below.
3. (a) There exists a Λ-bilinear product
∗ : QHi(V, S)⊗QHj(V, S) → QHi+j−(n+1)(V, S)
α⊗ β 7→ α ∗ β,
which endows QH∗(V, S) with the structure of a (possibly non-unital) ring. Moreover,
if S = ∂V , then the QH∗(V, ∂V ) is a ring with unit.
(b) Let (G,∩) be the monoid, where G = {subsets of pi0(∂V )} and ∩ : G × G → G :
(S, S′) 7→ S ∩ S′ is the intersection, with unit ∂V . There exists a Λ-bilinear product
∗ : QHi(V, S)⊗QHj(V, S′) → QHi+j−(n+1)(V, S ∩ S′)
α⊗ β 7→ α ∗ β,
which extends the product in 3a and endows
⊕
S∈GQH∗(V, S) with the structure of a
unital graded ring over the monoid G.
4. Consider the sets T := [0, 1] × R ⊂ R2and R := [0, 1] × [−k, k] ⊂ R2, where k > 0 is large
enough so that V |R×[−k,k] = V . Denote M˜T := M˜ |T and M˜R := M˜ |R. Then there exist
ambient quantum homologies QH∗(M˜T , ∂M˜T ) and QH∗(M˜R, ∂M˜R), the latter having the
structure of a unital ring and QH∗(M˜T , ∂M˜T ) is a module over QH∗(M˜R, ∂M˜R). There
exists a bilinear map
∗ : QHi(M˜R, ∂M˜R)⊗QHj(V, S)→ QHi+j−(2n+2)(V, S),
which turns QH∗(V, S) and
⊕
S∈GQH∗(V, S) into a module over the ring QH∗(M˜R, ∂M˜R).
Moreover QH(V, S) is a (possibly non-unital) two-sided algebra over the ring QH∗(M˜R, ∂M˜R).
In particular, the rings
⊕
S∈GQH∗(V, S) and QH(V, ∂V ) are unital two-sided algebras.
5. There exists a QH∗(M˜R, ∂M˜R)- linear inclusion map
i(V,S) : QH∗(V, S)→ QH∗(M˜T , ∂M˜T ),
which extends the inclusion in singular homology and is determined by
〈h∗, iL(x)〉 = (h ∗ x), (1)
for every x ∈ QH∗(L), h ∈ QH∗(M). Here (−)∗ denotes the Poincare´ dual and 〈·, ·〉 the
Kronecker pairing.
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6. There exists an isomorphism
η : QHi(V, S) → QH(n+1)−i(V, ∂V \ S),
where QH(n+1)−i(V, ∂V \ S) denotes the k’th cohomology ring associated to the cochain
complex C(V, S; f˜ , ρ˜, J˜)∗. The corresponding (degree −(n+ 1)) bilinear map
η˜ : QHi(V, S)⊗QH(n+1)−i(V, S) → Λ
x⊗ y 7→ [η(x)(y)],
satisfies the identity
η˜(x⊗ y) = V (x ∗ y).
Parts of this theorem have already appeared in [5] with an outline of the proof. Below we
elaborate more on these and also prove the new statements. Our approach is based very much on
the general theory of Lagrangian quantum homology from [2] and [5]. Our next result describes a
relation between the quantum homologies of V relative to its boundary and that of its boundary.
Theorem 1.2. Let S ⊂ ∂V be the union of some of the connected components of ∂V . There
exists a long exact sequence
. . .
δ∗ // QH∗(S)
i∗ // QH(V )
j∗ // QH∗(V, S)
δ∗ // QH∗−1(S)
i∗ // . . . ,
which has the following properties:
1. Suppose that S = ∂V . Let e(V,∂V ) and eL denote the unit of QH(V, ∂V ) and QH(L) respec-
tively. Then
δ∗(e(V,∂V )) = ⊕ieL−i ⊕j eL+j ,
where ∂V =
∐
L−i
∐
L+j .
2. The map δ∗ is multiplicative with respect to the quantum product ∗, namely
δ∗(x ∗ y) = δ∗(x) ∗ δ∗(y) ∀x, y ∈ QH∗(V, S). (2)
3. The product ∗ on QH∗(V ) is trivial on the image of the map i∗. In other words, for any two
elements a and b in QH∗(S) we have that
i∗(a) ∗ i∗(b) = 0.
4. The map j∗ is multiplicative with respect to the quantum product, namely
j∗(x ∗ y) = j∗(x) ∗ j∗(y) ∀x, y ∈ QH∗(V ).
5. There exists a ring isomorphism Φ : QH∗(M) → QH∗+2(M˜R, ∂M˜R). Recall also that
QH∗(∂V ) is a module over the ring QH∗(M), and QH∗(V ), QH∗(V, ∂V ) are modules over
the ring QH∗+2(M˜R, ∂M˜R). We then have the following identities:
(i) i∗(a ∗ x) = Φ(a) ∗ i∗(x), for every x ∈ QH(∂V ) and every a ∈ QH(M).
(ii) j∗(a ∗ x) = a ∗ j∗(x), for every x ∈ QH(V ) and every a ∈ QH(M˜R, ∂M˜R).
(iii) δ∗(a ∗ x) = Φ−1(a) ∗ δ∗(x), for every x ∈ QH(V, ∂V ) and every a ∈ QH(M˜R, ∂M˜R).
i.e. the maps in the long exact sequence are module maps over the ring QH∗(M˜R, ∂M˜R) and
QH∗(M).
Organization of the paper
In the rest of Section 1 we first recall the construction of the pearl complex in the compact setting.
Then we explain the ingredients used to prove Theorem 1.1 and Theorem 1.2 and give a short
outline of their proofs. The second section is dedicated to a brief description of the setting we are
working in. It also includes an overview of the ambient quantum homology, Lagrangian cobordism
and Lagrangians with cylindrical ends. Sections 3 - 7 are dedicated to the proof Theorem 1.1. In
Section 9 we discuss the orientations of the moduli spaces and prove Theorem 1.2 in detail. In
the last section we give an example and compute the various quantum structures for it.
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1.1 The Pearl Complex
For the sake of readability we include in this section a short overview of the construction of the
pearl complex as it is defined in [1]. Let Q be a closed, monotone Lagrangian submanifold of a
connected symplectic manifold (X,ω) and assume that Q is endowed with a spin structure. As
before, let R be a ring, and define the ring Λ := R[t, t−1] of Laurent polynomials in the variable
t, where the degree of t is |t| := −NQ is minus the minimal Maslov number NQ of Q. (For the
definition of monotonicity see Chapter 2.) If the ground ring R has characteristic 2 we do not
need to assume the existence of a spin structure. We fix a Morse function f : Q → R on Q, a
Riemannian metric ρ on Q as well as an almost complex structure J on X. Given a generic triple
(f, ρ, J) we define a complex
C(f, ρ, J) := R〈Crit(f)〉 ⊗ Λ, (3)
here the generators are the critical points of f . The grading in 3 is induces from both factors,
where x ∈ Crit(f) is graded by the Morse index of f . The differential of the chain complex
is defined using moduli spaces of pearly trajectories. Given two critical points x and y in Q, a
pearly trajectory between them is the flow of the negative gradient −∇f with finitely many points
replaced by non-constant pseudo-holomorphic disks
ui : (D, ∂D)→ (X,Q), (4)
with boundary in Q and with total class
∑
[ui] = A ∈ HD2 (X,Q). Here HD2 (X,Q) stands for the
image of pi2(X,Q) in H2(X,Q) under the Hurewicz homomorphism. The following figure shows
two pearly trajectories connecting two critical points x and y of f . The first one has k pseudo-
holomorphic disks with total class A 6= 0, the second one has no pseudo-holomorphic disks and
thus class A = 0.
These moduli spaces are called moduli spaces of pearly trajectories. Denote by Pprl(x, y,A; f, ρ, J)
the space of unparametrized pearly trajectories between the critical points x and y of f and with
total class A. Define δprl(x, y,A) := |x|−|y|+µ(A)−1 the virtual dimension of Pprl(x, y,A; f, ρ, J).
In [1] it is shown that when δprl(x, y,A) ≤ 1, the space Pprl(x, y,A; f, ρ, J) is a smooth manifold
of dimension δprl(x, y,A). The spin structure on Q allows to orient the moduli spaces of pearly
trajectories. If δprl(x, y,A) = 0 one can show that Pprl(x, y,A; f, ρ, J) is compact. The differential
d of the complex (3) is now given as follows. For a critical point x define
d(x) =
∑
]Pprl(x, y,A; f, ρ, J)ytµ(A)/NQ , (5)
where the sum runs over all y and A such that δprl(x, y,A) = 0. We extend d linearly over Λ.
Since Pprl(x, y,A; f, ρ, J) is compact the number ]Pprl(x, y,A; f, ρ, J) is finite and thus the map
d is well-defined.
To show that d ◦ d = 0 we describe the boundary of the compactification of the 1-dimensional
moduli spaces of pearly trajectories. This can be expressed by 0-dimensional moduli spaces of
pearly trajectories. Let P be a 1-dimensional moduli space of pearly trajectories. In order to
compactify P we need to add limit trajectories of the following types.
(1) One of the flow lines of the negative gradient of the Morse function breaks at a critical point.
(2) One of the flow lines of the negative gradient of the Morse functions contracts to a constant
point.
(3) Bubbling of a pseudo-holomorphic disc of the pearly trajectory.
Then the compactification P is obtained from P by adding all possible limit trajectories and we
have:
∂P = {elements of type (1)} ∪ {elements of type (2)} ∪ {elements of type (3)}.
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For a detailed description of the compactification the reader is referred to [1]. Computing d ◦ d
we can see that the coefficient of some critical point z in the sum d ◦ d(x) is the number of two
concatenated pearly trajectories, where one goes from x to a critical point y and the other goes
from y to z. By a gluing argument, they are in one to one correspondence with elements of type
(1). A dimension argument and the fact that the Maslov index of pseudo-holomorphic disks is
bounded by the minimal Maslov number NQ ≥ 2, proves that elements of type (2) and (3) sum
to zero, when counted with orientations. Hence the coefficient of z in the sum d ◦ d(x) is equal
to the number of boundary points of P counted with signs, i.e. ]∂P. But since P is a compact
1-dimensional manifold with boundary we have ]∂P = 0. This implies that d ◦ d = 0.
The definition of the chain complex above depends on the choice of the triple (f, ρ, J). However,
the quantum homology turns out to be independent of such a choice. In order to prove this we
need to show the existence of chain maps φD
′
D for any choice of two generic triples D = (f, ρ, J)
and D′ = (f ′, ρ′, J, ). The chain map φD′D : C(D)→ C(D′) then induces a canonical isomorphism
on the homology level. Moreover, the system of such chain maps is compatible with composition
and φDD = Id. This would proves the invariance of QH(Q). The chain map φ
D′
D depends on the
following data: a generic homotopy Jt of almost complex structures from J to J
′ and a Morse
cobordism (F,G) from the Morse pair (f, ρ) to the pair (f ′, ρ′). One then defines the so called
comparison moduli spaces Pcomp, which are a small modification of the usual pearl moduli spaces.
For a generic choice of (Jt, F,G) they form smooth manifolds of dimension |x|−|y|+µ(λ). Counting
elements in the 0-dimensional comparison moduli spaces defines the chain maps φD
′
D . For a precise
description we refer the reader to [1].
1.2 Outline of the Proof of Theorem 1.1
In this section we describe the main ingredients in extending the notion of Lagrangian quantum ho-
mology to Lagrangian cobordism. As in the compact case we would like to define a chain complex,
where the differential is given by counting elements in the moduli spaces of pearly trajectories.
The problems that arise when defining the pearl complex for the quantum homology are due to
the fact that Lagrangian submanifolds with cylindrical ends are non-compact or alternatively we
can be viewed as manifolds with boundary. Note however that the non-compactness arises only
at the cylindrical ends of the Lagrangians.
Away from the boundary of the Lagrangian cobordism transversality and compactness of the
pearly moduli spaces follow in the same way as for the setting of closed Lagrangians. Since the
ends of the cobordism are cylindrical, we may choose the almost complex structure to be split
near the boundary of the cobordism. In other words, we may assume that there exists a compact
set K ⊂ R2, such that outside of K ×M the cobordism is cylindrical and the almost complex
structure has the form i ⊕ J for some almost complex structure J on M . Here i is the standard
complex structure on C ∼= R2. Pseudo-holomorphic disks mapping to the neighbourhood of the
boundary of the cobordism will turn out to be constant under the projection pi : M × R2 → R2,
hence their image lies in one fiber of pi. This is a consequence of the open mapping theorem and
it is the content of the following lemma from [5].
Lemma 1.3. Let u : Σ→ M˜ be a J˜-holomorphic curve, where Σ is either S2 or the unit disc D
with u(∂D) ⊂ V . Then either pi ◦ u is constant or its image is contained in K, i.e. pi ◦ u(Σ) ⊂ K.
Since this lemma plays a central role in our argument we include the proof following the lines
of [5].
Proof. Note that pi ◦ u is bounded since Σ is compact. Suppose now that pi ◦ u(Σ) * K. Assume
by contradiction that pi ◦ u is not constant. The set C \ (K ∪ pi(V )) is a union of unbounded,
connected, open subsets of C. Let W be one of these connected open subsets. Notice that
pi ◦ u(Σ) ∩W = pi ◦ u(int(Σ)) ∩W = pi ◦ u(Σ) ∩W . By the open mapping theorem, the image
pi ◦ u(int(Σ)) ∩W of the open connected set int(Σ) under the holomorphic map pi ◦ u must be
open in W . On the other hand pi ◦ u(Σ)∩W = pi ◦u(Σ)∩W is closed in W . Since W is connected
it follows that pi ◦ u(Σ) ∩W = W . This is a contradiction, since W is unbounded.
In particular, the previous lemma ensures that the pearly trajectories do not reach the bound-
ary of the cobordism and thus the arguments used in the compact case work also in our setting.
Analogous arguments will also apply to the moduli spaces used to define the quantum product,
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R− −  R−
σ−i
R− − /2
[R− − , R−]× {a−i } × L−i does not belongs to S
R− −  R−
N U
σ−i
R− − /2
[R− − , R−]× {a−i } × L−i belongs to S
R+ R+ + 
σ+j
R+ + /2
[R+, R+ + ]× {a+j } × L−j does not belong to S
R+ R+ + 
NU
σ+j
R+ + /2
[R+, R+ + ]× {a+j } × L−j belongs to S
Figure 1: The functions σ−i and σ
+
j .
the module structure and the inclusion. Lemma 1.3 therefore plays a key role in the proof of
Theorem 1.1.
Finally, we need to ensure that the moduli spaces of (i ⊕ J)-holomorphic disks, which are
constant in the R2-factor, are manifolds. This guarantees transversality of the moduli spaces near
the boundary. The following lemma can be proven by a standard calculation. We omit the details.
Lemma 1.4. Let u : Σ→ C : z 7→ p be a constant map, where Σ is either the unit disk D or the
sphere S2. Then the linearization Du of the ∂ map at the curve u is surjective. Hence, the space
of (i⊕ J)-holomorphic curves u : (Σ, ∂Σ)→ (M˜, V ) with constant projection to the R2-factor is a
manifold of dimension equal to the index of the Fredholm operator Du′ , where u = (p, u
′) and u′
is a J-holomorphic curve in M .
1.3 Outline of the Proof of Theorem 1.2
Consider the compact version V |[R−,R+] of a cobordism V , where R− and R+ are such that V is
cylindrical outside of pi−1([R−, R+]× R). To prove the existence of a long exact sequence
. . .
δ∗ // QH∗(S)
i∗ // QH(V )
j∗ // QH∗(V, S)
δ∗ // QH∗−1(S)
i∗ // . . .
we define a special Morse function f˜ on an small extension V  := V |[R−−,R++]. The description
of such a function can also be found in [5]. Let us identify the cylindrical ends of the cobordism
with [R−− , R−]×{a−i }×L−i and [R+, R+ + ]×{a+j }×L+j . We assume that on the cylindrical
ends of V the almost complex structure J˜ splits into i ⊕ J for some J on M and i the standard
complex structure on R2. Likewise we assume that on the cylindrical ends of V the metric ρ is
of the form ρ± ⊕ ρM , for some metric ρ± on
∐
L−i and
∐
L+j . Recall that S is a collection of
connected components of the boundary of V |[R−,R+]. Let S the part of the end of V |[R−−,R++]
corresponding to S. More general we define Sη the part of the boundary of V |[R−−η,R++η] corre-
sponding to S. Fix an end of the cobordism belonging to S, say [R− − , R−]× {a−i } × L−i . On
the end [R− − , R−]× {a−i } × L−i we define f˜ to be the sum of two Morse functions, f−i on L−i
and σ−i on [R− − , R−]. If the end belongs to the set S we choose σ−i such that it has a single
maximum and no other critical points. Likewise, if the end does not belong to S we choose σ−i
with a single minimum and no other critical points. We may assume that the single critical point
of σ−i lies at R− − /2 and that σ−i is linear on the set [R− − , R− − 3/4]. Similarly we choose
functions σ+j on the positive ends with a single maximum, if the end belongs to S
 and a single
minimum otherwise.
Figure 1 illustrates the choice of the functions σ−i on the left and σ
+
j on the right. This choice
of the functions σ−i and σ
+
j ensures that the negative gradient −∇f points outside along S and
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inside along ∂V  \ S. Let N denote the neighborhood of S ⊂ ∂V  given by∐
{(R−−,i)}×L−i ⊂S
[R−−, R−−/4]×{a−i }×L−i
∐
{(R++,j)}×L−j ⊂S
[R++/4, R++]×{a+j }×L−j . (6)
In other words, N is a union of cylindrical ends, corresponding to the set S. Define U := V  \N
and notice that S/2 ⊂ N . Restricting the function f˜ to the set U we can see that now the negative
gradient −∇f˜ |U points inside along the whole boundary of U . Notice that the critical points of
f˜ , f˜ |U and f˜ |S/2 generate the complexes C∗((V , S); f˜ , J˜), C∗(U ; f˜ |U , J˜) and C∗(S/2; f˜ |S/2 , J)
respectively. Therefore we obtain a short exact sequence of chain complexes:
0 // Ck(U ; f˜ |U , J˜) j //
dU

Ck((V
, S); f˜ , J˜)
δ //
d(V ,S)

Ck−1(S/2; f˜ |S/2 , J)
d
S/2

// 0
0 // Ck−1(U ; f˜ |U , J˜) j // Ck−1((V , S); f˜ , J˜) δ // Ck−2(S/2; f˜ |S/2 , J) // 0
, (7)
where the map j is given by the inclusion of critical points and the map δ is given by the restriction
to the critical points of f˜ |S . For a precise definition and a proof that this is a short exact sequence
of chain complexes, see Sections 3 and 9. By definition (see Section 3) the Lagrangian quantum
homology QH(V, S) is the homology of the chain complex C∗((V , S); f˜ , J˜).Clearly the homology
of the chain complex C∗(S/2; f˜ |S/2 , J) is isomorphic to Clearly the homology of the chain complex
C∗(S/2; f˜ |S/2 , J) is isomorphic to C∗(S; f˜ |S , J). This short exact sequence induces a long exact
sequence in homology as asserted in Theorem 1.2. Proving the other statements in Theorem 1.2
amounts to comparing elements and orientations of the zero dimensional moduli spaces used for
the definition of the operations on the various quantum homologies.
2 Setting
In this paper we work with connected, closed, monotone Lagrangians L ⊂ (M2n, ω), where (M,ω)
is a tame monotone symplectic manifold. Denote by HD2 (M,L) the image of the Hurewicz homo-
morphism pi2(M,L)→ H2(M,L). Thus, we have that
ω(A) = τµ(A), ∀A ∈ HD2 (M,L), (8)
where τ > 0 is the monotonicity constant of L ⊂ (M,ω). Additionally we assume that the minimal
Maslov number
NL := min{µ(A)|µ(A) > 0, A ∈ pi2(M,L)},
is at least 2. We often use the notation µ := µNL .
Denote by c1 ∈ H2(M) the first Chern class of the tangent bundle of M . In particular (M,ω)
is spherically monotone with a constant η > 0, such that ω(A) = ηc1(A) for every A ∈ HS2 (M),
where HS2 (M) denotes the image of the Hurewicz map pi2(M)→ H2(M). One can show that the
two constants µ and η are related by η = 2µ. In particular, we have NL|2CM , where CM is the
minimal Chern number on 2-dimensional spherical classes.
2.1 The Ambient Quantum Homology
Let Λ = R[t, t−1] be the graded ring of Laurent polynomials in the variable t of deg(t) := −NL.
The ambient quantum homology is defined as QH∗(M) := H∗(M ;R) ⊗ Λ, where the grading is
induced by the grading of H∗(M) and Λ.
Remark 2.1. For the definition of the ambient quantum homology one often uses the grading
deg(t) := −2CM . However, since NL|2CM our definition is only an extension of the quantum
homology with the grading deg(t) := −2CM .
Let
∗ : QHk(M)⊗QHl(M) → QHk+l−2n(M),
denote the quantum intersection product. For more details on this subject the reader is referred
to [12].
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2.2 Lagrangian Cobordism and Lagrangians with Cylindrical Ends
We begin this section by recalling the definition of Lagrangian cobordism as in [5].
Definition 2.2. A Lagrangian cobordism between two families of closed Lagrangian submanifolds
of M , say {L+j }1≤j≤r+ and {L−i }1≤i≤r− , is a cobordism (V,
∐
i L
−
i ,
∐
j L
+
j ) from
∐
j L
+
j to
∐
i L
−
i ,
such that there exists a Lagrangian embedding V n+1 ⊂ [0, 1]× R×M , which is of the form
V |[0,)×R =
∐
i([0, )× {a−i })× L−i
V |(1−,1]×R =
∐
j((1− , 1]× {a+j })× L+j ,
for some  > 0.
Note that in Definition 2.2, the Lagrangian submanifolds (L+j ) and (L
−
i ) may not be mutually
disjoint. We will sometimes substitute [0, 1] in Definition 2.2 by a more general interval [R−, R+]
for some real numbers R− < R+. In this case we will still denote by V the cobordism inside
[R−, R+]× R×M .
Definition 2.3. A Lagrangian cobordism (V, (L−i ), (L
+
j )) is called monotone, if V ⊂ [0, 1]×R×M
is a monotone Lagrangian submanifold.
From now on we assume Lagrangian cobordisms to be monotone and connected. It is some-
times useful to extend the definition of Lagrangian cobordism to Lagrangian submanifolds with
cylindrical ends. For this we consider the R-extension V˜ ⊂ M˜ of a Lagrangian cobordism
(V,
∐
i Li,
∐
j L
′
j), which is given by
V˜ n+1 := (
∐
i
(−∞, 0]× {a−i } × Li) ∪ V ∪ (
∐
j
[1,∞)× {a+j } × Lj) ⊂ R2 ×M.
We identify C ∼= R2 and fix the standard complex structure i on R2.
Definition 2.4. Let {L+j }1≤j≤r+ and {L−i }1≤i≤r− be two families of closed Lagrangian sub-
manifolds of M . A Lagrangian submanifold with cylindrical ends, is a Lagrangian submanifold
V˜ n+1 ⊂ M˜2n+2 without boundary, such that
1. For every a < b, the subset V˜ |[a,b]×R is compact.
2. There exist constants R− and R+, with R− ≤ R+, as well as integers {a−1 , · · · , a−r−} and
{a+1 , · · · , a+r+}, such that
V˜ |(−∞,R−]×R =
∐r−
i=1(−∞, R−]× {a−i } × L−i
V˜ |[R+,∞)×R =
∐r+
j=1[R+,+∞)× {a+j } × L+j .
We call V˜ |[R−,R+]×R the compact part of V˜ .
Let R ≤ R−. We call the sets E−R (V˜ ) := V˜ |(−∞,R]×R the negative cylindrical end of V˜ , and
similarly for R ≥ R+ we call E+R (V˜ ) := V˜ |[R,∞)×R the positive cylindrical end of V˜ .
A Lagrangian submanifold with cylindrical ends is said to be cylindrical outside of a compact
set K ⊂ R2 if V |R2\K is of the form
∐r−
i=1(−∞, R−]×{a−i }×L−i ∪
∐r+
j=1[R+,+∞)×{a+j }×L+j . The
ends of the form
∐r−
i=1(−∞, R−]×{a−i }×L−i ∪
∐r+
j=1[R+,−∞)×{a+j }×L+j are called horizontal
ends.
Remark 2.5. Since the two notions of V and V˜ are closely related we sometimes do not distin-
guish between them.
3 The Quantum Homology for Lagrangian Cobordism
Applying Lemma 1.3 and 1.4 we extend the arguments of the approach in [1] to give a generalization
to our particular setting. Let V˜ ⊂ (M˜, ωR2 ⊕ ω) be a monotone Lagrangian submanifold, which
is cylindrical outside of K ×M , for K ⊂ R2 compact, and such that the compact part V :=
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V˜ |[R−,R+]×R is a cobordism (V, {L−i }r−i=1, {L+j }r+j=1). Consider a subset I− ⊂ {1, · · · , r−} and
J+ ⊂ {1, · · · , r+}. Let S be the union
S = (
∐
i∈I−
{(R−, a−i )} × L−i ) ∪ (
∐
j∈J+
{(R+, a+j )} × L+j ) ⊂ ∂V
of boundary components of V . We let V  := V˜ |[R−−,R++]×R denote a small extension of the
compact part V of V˜ . Here R− and R+ are such that V˜ is cylindrical outside of [R−, R+] × R.
Similarly, M˜  := M˜ |[R−−,R++]×R, such that V  ⊂ M˜  is a Lagrangian submanifold. This is
a compact subset of V˜ and a compact manifold with boundary. Denote by J˜ the set of all ω-
compatible almost complex structures on M˜ . As before, we choose an almost complex structure
J˜ ⊂ J˜ on M˜ , such that the projection pi : M˜ → R2 is holomorphic outside of the set K ×M . We
may assume that K ⊂ [R−, R+]×R is compact and we denote the restriction of J˜ to M˜  by J˜ , as
before. Let S be the union of the connected components of the boundary of V  that correspond
to S, i.e.
S = (
∐
i∈I−
{(R− − , a−i )} × L−i ) ∪ (
∐
j∈J+
{(R+ + , a+j )} × L+j ) ⊂ ∂V .
Let f˜ : V  → R be a Morse function and ρ˜ a Riemannian metric on V , such that the pair (f˜ , ρ˜)
is Morse-Smale. Moreover, we choose f˜ such that the negative gradient −∇f˜ points outside of
∂V  along S and inside of ∂V  along ∂V  \ S. In particular −∇f˜ is transverse to ∂V . We call
such a function f˜ a Morse function respecting the exit region S.
Let V  ⊂ (M˜ , ω) be as above. Assume that V  is monotone with minimal Maslov number
N V ≥ 2. Let J˜ be an almost complex structure on M˜  as before. Denote by D the unit disk in C.
To define the pearl complex for Lagrangian cobordism we introduce the following moduli spaces,
which are analogous to the ones that were defined for the compact setting in [2] and [1].
Definition 3.1. Let x and y be two points in V . Denote by φ the flow of the negative gradi-
ent −∇f˜ of f˜ . Let l ≥ 1 and let λ be a non-zero class in HD2 (M˜ , V ) ⊂ H2(M˜ , V ), where
HD2 (M˜
, V ) denotes the image of pi2(M˜
, V ) under the Hurewicz homomorphism. Consider the
space of all sequences (u1, . . . ul) that satisfy:
(i) For every i, ui : (D, ∂D)→ (M˜ , V )is a non-constant J˜-holomorphic disk.
(ii) There exists −∞ ≤ t′ < 0 such that φt′(u1(−1)) = x.
(iii) There exists 0 < t′′ ≤ ∞ such that φt′′(ul(1)) = y.
(iv) For every i there exists 0 < ti <∞ such that φti(ui(1)) = ui+1(−1).
(v) The sum of the classes of the ui equals λ, i.e.
l∑
i=1
[ui] = λ ∈ HD2 (M˜ , V ).
Let Pprl(x, y, λ; f˜ , ρ˜, J˜) be the space of all such sequences, modulo the following equivalence re-
lation. Two elements (u1, . . . ul) and (u
′
1, . . . u
′
k) are equivalent if l = k and for every i there
exists an automorphism σi ∈ Aut(D) with σi(−1) = −1, σi(1) = 1 and u′i = ui ◦ σ. We call
elements in Pprl(x, y, λ; f˜ , ρ˜, J˜) pearly trajectories connecting x and y of class λ. If λ = 0 set
Pprl(x, y, 0; f˜ , ρ˜, J˜) to be the space of parametrized trajectories of φ connecting x and y. We
sometimes denote D := (f˜ , ρ˜; J˜).
Remark 3.2. If x and y are critical points of f˜ then t′ = −∞, t′′ = ∞, u1(−1) ∈ Wu(x)
and ul(1) ∈ W s(y), where Wu(x) and W s(y) are the unstable and stable manifold of x and y
respectively. If not stated otherwise, we assume from now one that x and y are critical points.
The virtual dimension of Pprl(x, y, λ; f˜ , ρ˜, J˜) is
δprl(x, y, λ) := |x| − |y|+ µ(λ)− 1.
Lemma 1.3 and 1.4 together with the methods in [1] ensure that if δprl(x, y, λ) ≤ 1, the space
Pprl(x, y, λ; f˜ , ρ˜, J˜) is a smooth manifold of the dimension equal to its virtual dimension for a
generic triple (f˜ , ρ˜, J˜). Put Ci((V
, S); f˜ , ρ˜, J˜) := (〈Crit(f˜)〉⊗Λ)i and by abuse of notation write
Ci((V, S); f˜ , ρ˜, J˜) := Ci((V
, S); f˜ , ρ˜, J˜) = (〈Crit(f˜)〉 ⊗ Λ)i.
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To define a differential on Ci((V
, S); f˜ , ρ˜, J˜) requires that we orient the moduli spaces. If we
assume the Lagrangian cobordism V to be spin, the choice of a spin structure induces an orientation
on the moduli spaces of pseudo holomorphic disks with boundary in V . Choose an orientation of
the stable and unstable submanifolds of a Morse function. The moduli spaces of pearly trajectories
can then be written as a fiber product of these two types of oriented manifolds, and hence is itself
an oriented manifold. More details can be found in [4]. To abbreviate the notation we write µ for
µ
NV
. Now we define the differential for x ∈ Crit(f˜) by
d(x) :=
∑
y∈Crit(f˜)
δprl(x,y,0)=0
]Pprl(x, y, 0;D)y +
∑
y∈Crit(f˜),λ 6=0
δprl(x,y,λ)=0
(−1)|y|]Pprl(x, y, λ;D)ytµ(λ), (9)
and extend it linearly over C(V , S; f˜ , ρ˜, J˜). Now, if V is not spin, then we can work over a
ground ring R with characteristic two and we define
d(x) :=
∑
y,λ
δprl(x,y,λ)=0
]2Pprl(x, y, λ;D)tµ(λ). (10)
The next proposition proves the first part of Theorem 1.1.
Proposition 3.3. If DS := (f˜ , ρ˜, J˜) is generic, then the pearl complex
C((V , S);DS) := (〈Crit(f˜)〉 ⊗ Λ, d) (11)
is a well-defined chain complex and its homology is independent of the choices of (f˜ , ρ˜, J˜). It will
be denoted by QH∗(V, S).
The proof of this proposition goes along the lines of the proof of the analogous results in [1].
As already mentioned in Section 1.2 we need the following lemma.
Lemma 3.4. Let u ∈ Pprl(x, y, λ; f˜ , ρ˜, J˜) be a pearly trajectory connecting two critical points of
f˜ . Then u does not reach the boundary ∂V .
Proof. Recall that by definition −∇f˜ is transverse to the boundary ∂V . In particular, there are
no critical points of f˜ on ∂V . Thus, non of the trajectories φt(ui(1)), i = 1, . . . l and φt(x) can
reach the boundary. If one of the J˜-holomorphic disks touches the boundary then by Lemma 1.3
pi ◦u is constant. Hence the trajectories ending and starting at ui(−1) and ui(1) would reach ∂V ,
which is a contradiction.
Now we explain the additional steps and ideas needed to generalize the arguments to give a
proof of Proposition 3.3.
Proof of Proposition 3.3. The proof consists of three steps. The first step is covered by Lemma 1.3,
1.4 and 3.4. More precisely, Lemma 1.3 implies Lemma 3.4. Lemma 1.4 ensures that we can use the
same methods as in [1] to show that the moduli spaces of pearly trajectories of virtual dimension
at most 1 form smooth manifolds and that they are compact if their dimension is zero.
The second part of the proof amounts to show that d ◦ d = 0. Let P be a one dimensional
moduli space of pearly trajectories. We will argue that the boundary of the compactification
∂P has the same description as for the compact case. Recall that for the compact setting in [1]
the boundary of a one dimensional moduli space of pearly trajectories corresponds to one of the
following three options,
(1) One of the flow lines of the negative gradient of the Morse function breaks at a critical point.
(2) One of the flow lines of the negative gradient of the Morse functions contracts to a constant
point.
(3) Bubbling of a pseudo-holomorphic disc of the pearly trajectory.
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Since the Lagrangian V  has a boundary, it could be that a pearly trajectory in P converges to
something, which is not of the form given in the description above. More specific, what could
happen is that a flow line of −∇f˜ breaks into two flow lines, both crossing the boundary ∂V .
But since the negative gradient −∇f˜ is transverse to each boundary component, such a breaking
cannot exist. Therefore we have, as in the compact setting, that
∂P = {elements of type (1)} ∪ {elements of type (2)} ∪ {elements of type (3)}.
The rest of the proof is analogous to the compact case.
As a last step it is left to show that the definition of the quantum homology is independent
of the choice of the data DS = (f˜ , ρ˜, J˜). Recall that we need a smooth family of almost complex
structures J˜t =: J on V , that all fulfill the properties needed for the definition of QH(V, S). For
every t, we may choose J˜t = i ⊕ J outside of K ×M , where J is an almost complex structure
on M . Then the homotopy J˜t is constant equal to i ⊕ J outside of K ×M . Clearly we have an
analogous result of Theorem 3.4 for the comparison moduli spaces Pcomp. Hence, the rest of the
proof follows as in [1].
Remark 3.5. The extension V  and its boundary S, as well as M˜  are useful for the definition
of the quantum homology QH(V, S). However, if there is no ambiguity we will from now on write
V , M˜ and S for the extensions V , M˜  and S.
4 The Augmentation
The aim of this section is to describe an augmentation map of the quantum homology. Most of
the results are generalizations of the results given in [1].
The following lemma gives a specific Morse function on V , which is useful for the construction
of the augmentation map.
Lemma 4.1. There exists a Morse function f˜ on V , with −∇f˜ pointing inside along the boundary
∂V and with a single minimum, which we call x0.
Proof. In [10] Hirsch gives a proof of the existence of a Morse function with a unique minimum
on a closed manifold. The methods from [10] work also in this more general setting, since the idea
of the proof is a stepwise elimination of the critical points of minimal index until there in only
one left. This is done by adjusting the Morse function such that three critical points of index 0, 0
and 1 are locally replaced by one critical point of index 0. It is easy to see that this can be done
away from the boundary if −∇f˜ is transverse to it. Moreover, since −∇f˜ points inside along the
whole boundary this procedure gives a Morse function on V with a single minimum x0. For more
details on these methods the reader is referred to [10].
Proposition 4.2. Let f˜ be a Morse function on V with −∇f˜ pointing inside along the boundary
∂V and with a single minimum, say x0. Then the minimum x0 is not a boundary of the pearl
complex of V .
Proof. It suffices to consider zero dimensional moduli spaces Pprl(x, x0, λ). Suppose first that
µ(λ) 6= 0 and let x ∈ Crit(f˜) \ {x0}. Then we compute
dimPprl(x, x0, λ) = |x| − |x0|+ µ(λ)− 1 ≥ 1− 0 + 2− 1 = 2 > 0.
Hence, if λ 6= 0 then Pprl(x, x0, λ) is not zero dimensional. Therefore we may assume that λ = 0
and in particular the index of x is 1. As a consequence the pearl differential is equivalent to the
Morse differential in this case. But the Morse homology of V is non trivial in degree zero and x0
is the only critical point of index zero. We conclude that x0 is not a boundary.
Proposition 4.3. There exists a canonical, degree preserving augmentation
V : QH∗(V )→ Λ,
which is a Λ-module map.
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Proof. For a choice of data D = (f˜ , ρ˜, J˜) we define V,D on the chain level as follows.
V,D : Crit(f˜) → Λ
x 7→
{
1, if |x| = 0
0, else
,
(12)
and extend it linearly over C((V, S);D). Here, the differential on Λ is trivial. Assume now that
f˜ is a Morse function as in Lemma 4.1. Then, V,D is a chain map, as the following calculation
shows. Clearly V,D(d(x0)) = 0 = d(V,D(x0)). If x 6= x0 then d ◦ V,D(x) = 0 and
V,D ◦ d(x) = V,D
 ∑
y
δprl=0
]Pprl(x, y, 0)y +
∑
y,λ6=0
δprl=0
(−1)|y|]Pprl(x, y, λ)ytµ(λ)

= V,D
 ∑
δprl=0
]Pprl(x, x0, 0)x0 +
∑
λ6=0
δprl=0
(−1)|x0|]Pprl(x, x0, λ)x0tµ(λ)

= 0,
where the second equality holds since f˜ has the single minimum x0 and V,D(y) = 0 whenever
y 6= x0. The rest follows from Proposition 4.2.
Let D′ be another generic data. To show that the map is canonical we need to check that
V,D′ ◦ φD′D = V,D, where φD
′
D is the comparison isomorphism between the chain complex. A
dimension calculation shows that the comparison moduli space Pcomp(x, y′, λ), with |y′| = 0 has
dimension zero if and only if |x| = −µ(λ) = 0. In other words, there are no non-empty moduli
spaces of dimension zero connecting a critical point x 6= x0 of f˜ to a critical point y′ of f˜ ′ of index
zero. Thus, for x 6= x0 we see that
V,D′ ◦ φD′D (x) = 0 = V,D(x).
Consider the case that x = x0. By definition, V,D′(y′) = 0 for every y′ with |y′| 6= 0. If |y′| = 0,
then µ(λ) must be zero by the same argument as above. We compute
V,D′ ◦ φD′D (x0) = V,D′
 ∑
|y′|=0
δcomp=0
]Pcomp(x0, y′, 0)y′

=
∑
|y′|=0
δcomp=0
]Pcomp(x0, y′, 0).
(13)
Recall that the moduli spaces were defined using a Morse cobordism (F,G) between (f˜ , ρ˜) and
(f˜ ′, ρ˜′). Notice that
∑
|y′|=0
δcomp=0
]Pcomp(x0, y′, 0)y′ is the Morse part of the differential for the Morse
function H of the critical point x0 of H. As a critical point of H, x0 has index one and it lies on
the boundary. Standard Morse theoretic arguments show that the Morse differential of x0 must
be one critical point of H of index zero. In other words,
∑
|y′|=0
δcomp=0
]P(x0, y′, 0) = 1, which proves
the statement.
5 The Quantum Product
In this section we define a product on the quantum homology.
Proposition 5.1. There exists a Λ-bilinear map
∗ : QHi(V, S)⊗QHj(V, S) → QHi+j−(n+1)(V, S)
α⊗ β 7→ α ∗ β,
which endows QH∗(V, S) with the structure of a (possibly non-unital) ring. Moreover, if S = ∂V ,
then the product turns QH∗(V, ∂V ) into a ring with a unit.
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We start by defining the necessary moduli spaces.
Definition 5.2. Fix three Morse functions f˜ , f˜ ′ and f˜ ′′ on V respecting the exit region S, a
Riemannian metric ρ˜ and a generic almost complex structure J˜ ∈ J˜ with the properties described
in Section 3. Let x, y and z be critical points in L of f˜ , f˜ ′ and f˜ ′′, respectively. Let λ be a non-
zero class in HD2 (M˜, V ) ⊂ H2(M˜, V ), where HD2 (M˜, V ) denotes the image of pi2(M˜, V ) under the
Hurewicz homomorphism. Consider the space of all tuples (u,u′,u′′, v) that satisfy:
(i) v : (D, ∂D) → (M˜, V ) is a J˜-holomorphic disk, possibly constant. v is also called the core
of (u,u′,u′′, v).
(ii) Denote x˜ = v(e−2pii/3), y˜ = v(e2pii/3) and z˜ = v(1). The points x˜, y˜ and z˜ are no critical
points. Then: u ∈ Pprl(x, x˜, ξ; J˜ , ρ˜, f˜), u′ ∈ Pprl(y, y˜, ξ′; J˜ , ρ˜, f˜ ′), u′′ ∈ Pprl(z˜, z, ξ′′; J˜ , ρ˜, f˜ ′′),
for some ξ, ξ′, ξ′′ ∈ HD2 (M˜, V ).
(iii) ξ + ξ′ + ξ′′ + [v] = λ.
Denote by Pprod(x, y, z, λ; f˜ , f˜ ′, f˜ ′′, ρ˜, J˜) the space of all such sequences. An element in this space
is called a figure-Y pearly trajectory from x and y to z.
We define the virtual dimension of Pprod(x, y, z, λ; f˜ , f˜ ′, f˜ ′′, ρ˜, J˜) by
δprod(x, y, z, λ) := |x|+ |y| − |z|+ µ(λ)− (n+ 1).
As before Pprod(x, y, z, λ; f˜ , f˜ ′, f˜ ′′, ρ˜, J˜) can be oriented by writing it as the fiber product of ori-
ented moduli spaces. Assume that (f˜ , f˜ ′, f˜ ′′, ρ˜) are in general position. If δprod(x, y, z, λ) ≤ 1,
the moduli spaces Pprod(x, y, z, λ) form smooth manifolds of dimension equal to their virtual di-
mension and they are compact if δprod(x, y, z, λ) = 0. This is a result of Lemma 1.4 and 5.3
below. The quantum product on the chain level is defined by counting the elements in the zero
dimensional moduli spaces of figure-Y pearly trajectories. More precisely, for every x ∈ Crit(f˜),
y ∈ Crit(f˜ ′) and we define
x ∗ y :=
∑
z,λ
δprod=0
]Pprod(x, y, z, λ; f˜ , f˜ ′, f˜ ′′, ρ˜, J˜)ztµ(λ), (14)
where the sum runs over all z ∈ Crit(f˜ ′′) and λ ∈ HD2 (M˜, V ), such that δprod(x, y, z, λ) = 0.
With this definition we have the following results.
Lemma 5.3. For a generic choice of data, the operation in (14) is well defined and it is a
chain map. It induces a product in homology, which is independent of the choices made in the
construction.
Lemma 5.4. The product
∗ : QHi(V, S)⊗QHk(V, S)→ QHi+k−(n+1)(V, S)
is associative.
At this point we give a more general version of Lemma 3.4. We will use the notations introduced
in [1], which describe the elements of the moduli spaces as configurations modeled over planar
oriented trees. The edges correspond to Morse functions on V and the vertices (except) the entry
and exit vertices correspond to J˜-holomorphic disks with their boundary in V . The entry and
exit points are critical points of the Morse functions.
Lemma 5.5. Let P be a moduli space modeled over planar trees, as described above. Assume that
all the edges corresponding to flow lines of Morse functions on V respecting the exit region S ⊂ ∂V .
Suppose that the almost complex structure J˜ is such that the projection pi is J˜-holomorphic outside
of K×M . Then, the elements of the moduli space P cannot reach the boundary ∂V . In particular,
if the virtual dimension of P is at most 1, it is a smooth manifold of dimension equal to its virtual
dimension and it is compact if 0-dimensional. Moreover, the compactification of a one dimensional
such moduli space has the same description as the compactification of the analogous moduli space
as in the setting of a compact connected Lagrangian.
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Proof of Lemma 5.5. The proof is analogous to the proof of Lemma 3.4 and the part of the proof
of 3.3, where the boundary of the compactification P is described.
Proof of Lemma 5.3. It follows directly form Lemma 5.5 and the methods in [1].
Proof of Lemma 5.4. By Lemma 5.5, the proof is the same as in [1].
For the existence of a unit in the case that S = ∂V we need that −∇f˜ is transverse to ∂V and
points outside at the boundary.
Proposition 5.6. There exists a Morse function on V with a single maximum m and such that
−∇f˜ points outside at ∂V .
Proof. This follows directly from Proposition 4.1. For example we take −f˜ for a Morse function
f˜ given by 4.1.
Lemma 5.7. There exists a canonical element e(V,∂V ) ∈ QHn+1(V, ∂V ), which is a unit with
respect to the quantum product, i.e. e(V,∂V ) ∗ x = x for every x ∈ QH∗(V, ∂V ).
Proof. Let f˜ be a Morse function as in Lemma 5.6. We want to show that the single maxi-
mum m represents a unit in the quantum homology QH∗(V, ∂V ). Any non-void moduli space
Pprod(m,x, λ) with µ(λ) > 0 is of dimension bigger than 0. Indeed, Pprod(m,x, λ) has dimension
|m| − |x|+ µ(λ)− 1 = (n+ 1)− |x|+ µ(λ)− 1.
If µ(λ) > 0 then
dimPprod(m,x, λ) ≥ (n+ 1)− n+ 2− 1 = 2.
Thus, to compute d(m) it suffices to consider the moduli spaces Pprod(m,x, 0). This corre-
sponds to computing the Morse differential. For the Morse differential, m clearly is a cycle,
since Hn+1(V, ∂V ) = R. We compute m ∗ y on the chain level, to show that m represents the
unit. Choose (f˜ , f˜ ′, f˜ ′′, ρ˜) in general position. We may assume f˜ ′ = f˜ ′′. We have
m ∗ y = ∑
z,λ
δprod=0
]Pprl(m, y, z, λ)ztµ(λ).
Since f˜ ′ = f˜ ′′, we see that the figure-Y pearly trajectory gives rise to a pearly trajectory from y
to z. The identity
0 = δprod(m, y, z, λ) = |m|+ |y| − |z|+ µ(λ)− (n+ 1)
implies that
0 = |y| − |z|+ µ(λ),
since |m| = n+ 1. Assume that |y| 6= |z| and µ(λ) 6= 0, then we have
δprl(y, z, λ) = |y| − |z|+ µ(λ)− 1 < 0,
which is a contradiction. We conclude that µ(λ) = 0 and |y| = |z|, and thus y = z. We may
assume that y = z is not a critical point of f˜ . Because m is the only maximum of f˜ , there exists
a unique flow line of −∇f˜ starting in m and going through y = z. Therefore
m ∗ y =
∑
z,λ
δprod=0
]Pprod(m, y, z, λ)ztµ(λ) = ±y.
Recall that the conventions for the moduli spaces of pearly trajectories are such that Pprod(m, y, y, 0)
is oriented as the unstable manifold of m. In particular the sign in front of y in the above calcu-
lation is positive. Hence
m ∗ y = y.
This proves that the cycle m represents the unit in homology.
It is left to show that the definition of the unit on the chain level is canonical. We need
to show that the corresponding comparison chain morphism preserves the homology class of m.
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Suppose φD
′
D is such a comparison morphism. Assume that the Morse function f˜
′ belonging to D′
is another Morse function with a single maximum m′. The dimension of the comparison moduli
space Pcomp(m, y′, λ), where m is the single maximum of f˜ and y′ is any critical point of f˜ ′, is
|m| − |y′|+ µ(λ) = (n+ 1)− |y′|+ µ(λ).
Thus, its dimension is only zero if µ(λ) = 0 and |y′| = n+ 1. In other words, we have φD′D (m) =
m′.
Denote the unit of QH∗(V, ∂V ) by e(V,∂V ) := [m].
Remark 5.8. Notice that it is crucial that S is the whole boundary. If S 6= ∂V then some Morse
trajectories ending at critical points of index n (i.e. one less than the maximal index) do not come
from m but rather enter the manifold V through ∂V \ S, where −∇f˜ points inside. This means
in general that m is not a cycle in this complex. It is then not true any more that there exists a
unique flow line of −∇f˜ through the point y coming from m. Therefore the proof fails in the case
S 6= ∂V .
5.1 The Graded Ring Structure
Recall that by (G,∩) we denote the monoid G = {subsets of pi0(∂V )}, where the operation ∩ is the
intersection and ∂V is the unit. The aim of this section is to show that
⊕
S∈GQH(V, S) admits
the structure of a graded ring over G, namely that there exist a product on
⊕
S∈GQH(V, S) with
the property that QH(V, S) ∗ QH(V, S′) ⊂ QH(V, S ∩ S′). For more information about rings
graded over monoids see for example [7].
Definition 5.9. Let S and S′ ∈ G be two collections of connected components of ∂V . Define the
moduli space PS,S′,S∩S′prod (x, y, z, λ; f˜ , f˜ ′, f˜ ′′, ρ˜, J˜) similar as in definition 5.2 with the only difference
that the functions f˜ , f˜ ′ and f˜ ′′ are Morse functions respecting the exit regions S, S′ and S ∩ S′
respectively. Then we define for every x ∈ Crit(f˜), y ∈ Crit(f˜ ′),
x ∗ y :=
∑
z,λ
δprod=0
]PS,S′,S∩S′prod (x, y, z, λ; f˜ , f˜ ′, f˜ ′′, ρ˜, J˜)ztµ(λ), (15)
where the sum runs over all z ∈ Crit(f˜ ′′) and λ ∈ HD2 (M˜, V ), such that δprod(x, y, z, λ) = 0.
With the above definition we get the following result. The proof of the next proposition is
postponed to the end of this section.
Proposition 5.10. There exists a bilinear map
∗S,S′ : QHi(V, S)⊗QHj(V, S′) → QHi+j−(n+1)(V, S ∩ S′),
which extends the usual quantum product and turns
⊕
S∈GQH(V, S) into a graded ring over (G,∩)
with unit e(V,∂V ).
As in the definition of the usual product we can prove that (15) is well-defined and on the
homology level it is invariant of the choice of the data. To prove the rest of the proposition we
introduce a special Morse function, which allows us to relate the quantum homologies of V with
respect to different boundary parts.
Definition 5.11. Let f˜ : V  → R be a Morse function on V , such that −∇f˜ is transverse to the
boundary ∂V  and points outside along ∂V . Moreover we want f˜ to fulfill the following properties.
f˜(t, a+j , p) = f
+
j (p) + σ
+
j (t) σ
+
j : [R+, R+ + ]→ R, p ∈M, j = 1, . . . , k+,
f˜(t, a−i , p) = f
−
i (p) + σ
−
i (t) σ
−
i : [R− − , R−]→ R, p ∈M, i = 1, . . . , k−,
,
where f+j : L
+
j → R and f−i : L−i → R are Morse functions on L+j and L−i respectively.
(i) σ+j (t) is a decreasing linear function for t ∈ [R+ + 34 , R+ + ]. Furthermore σ+j (t) has a
critical point t+j,1 := R+ +

2 of index 1, and a critical point t
+
j,0 := R+ +

4 of index 0.
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Figure 2: The functions σ−i and σ
+
j .
(ii) σ−i (t) is an increasing linear function for t ∈ [R− − , R− − 34 ]. Furthermore σ−i (t) has a
critical point t−i,1 := R− − 2 of index 1 and a critical point t−i,0 := R− − 4 of index 0.
Let S be a collection of connected components of ∂V and let N(S) be the neighborhood of S given
by
N(S) :=
∐
L−i ∈S
[R− − , R− − 3/8]× {a−i } × L−i
∐
L+j ∈S
[R+ + 3/8, R+ + ]× {a+j } × L+j .
Then the set U(S) is defined by U(S) := V  \N(S).
The functions σ+j (t) and σ
−
i (t) are illustrated in figure 2.
Let f˜ be a Morse function as in Definition 5.11 respecting the exit region ∂V . For a subset
S ⊂ ∂V denote by f(V,S) the Morse function given by restricting f˜ to the subset U(∂V \ S).
Notice that this is a Morse function respecting the exit region S. Suppose that S ⊂ S′, then
C((V, S); f˜(V,S), ρ, J) is naturally a subcomplex of C((V, S
′); f˜(V,S′), ρ, J). Let
j∗S,S′ : QH(V, S)→ QH(V, S′)
be the map, which is induced by the inclusion map jS,S′ of the subcomplex C((V, S); f˜(V,S), ρ, J,Λ)
into the chain complex C((V, S′); f˜(V,S′), ρ, J,Λ). Fix three functions f˜ , f˜ ′ and f˜ ′′ as in Defini-
tion 5.11, which are in general position. Since the definition of the product is independent of the
choice of Morse functions, it suffices to prove the identities of the product using restrictions of the
functions f˜ , f˜ ′ and f˜ ′′ to appropriate subsets.
Remark 5.12.
1. Notice that Definition 5.9 coincides on the chain level with the following definition. If a and
b are both elements of the subcomplex C(V, S∩S′; f˜(V,S∩S′), ρ, J), then a∗S,S′ b = a∗b, where
∗ denotes the usual product on C(V, S ∩ S′; f˜(V,S∩S′), ρ, J). If either a or b is not contained
in the subcomplex C(V, S ∩ S′; f˜(V,S∩S′), ρ, J), the following dimension calculation and the
discussion above guarantee that in this case there exist no pearly trajectory from a and b to
a critical point c, which lies in C(V, S ∩ S′; f˜(V,S∩S′), ρ, J). Therefore, in this case we have
a ∗S,S′ b = 0.
Proof. We may assume without loss of generality that a ∈ C(V, S; f˜(V,S), ρ, J) \ C(V, S ∩
S′; f˜(V,S∩S′), ρ, J). Thus a is of the form (t
+
j,1, a
+
j , p) or (t
−
i,1, a
−
i , p) for some critical point p
of f and some i or j, such that L+j respectively L
−
i belongs to S \ (S ∩ S′). Suppose there
exist a trajectory from a = (t−i,1, a
−
i , p) and b to some element c ∈ C(V, S∩S′; f˜(V,S∩S′), ρ, J)
such that the dimension of the moduli space containing it is zero. Then this implies the
existence of a trajectory from (t−i,0, a
−
i , p) and b to c, which lies in a moduli space that has
dimension one less (since |(t−i,0, a−i , p)| = |(t−i,1, a−i , p)| − 1), i.e. it has dimension −1. This
contradicts the assumption. Hence we conclude a ∗S,S′ b = 0.
2. It is natural that for a ∈ C(V, S; f(V,S), ρ, J) and b ∈ C(V, S′; f˜(V,S′), ρ, J) the product a∗S,S′ b
lies inside C(V, S ∩ S′; f˜(V,S∩S′), ρ, J). Clearly, if z ∈ C(V, ∂V ; f(V,∂V ), ρ, J) \ C(V, S ∩
S′; f˜(V,S∩S′), ρ, J), then there exist no pearly trajectory in C(V, ∂V ; f˜(V,∂V ), ρ, J) from a and
b to z.
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Proof of Proposition 5.10. By similar arguments as before, we know that (15) is a chain map
and induces a product on homology. Using Morse functions f˜ , f˜ ′ and f˜ ′′ as in Definition 15 and
suitable restrictions together with Remark 5.12 we can see that, if S ⊂ T and S′ ⊂ T ′, then
j∗S,T (x) ∗T,T ′ j∗S′,T ′(y) = j∗S∩S′,T∩T ′(x ∗S,S′ y). (16)
This identity implies that the product ∗S,S′ extends the usual product given in Lemma 5.3 and
that the unit of the ring e(V,∂V ) ∈ QH(V, ∂V ) is a unit for the graded ring
⊕
S∈GQH(V, S).
6 The Module Structure
In this section we want to endow the quantum homology QH(V, S) with the structure of a module
over a version of the quantum homology related to the ambient manifold M˜ . In [1] the quantum
homology of a closed Lagrangian has the structure of a two sided algebra over the quantum
homology of the ambient manifold. In our case we are considering a Lagrangian cobordism.
There are two natural ways to define the ambient manifold. Let c be big enough such that
V := V˜ |[R−−,R++]×R = V˜ |[R−−,R++]×[−c,c] and we set
T ′ := [R− − , R+ + ]× (−c, c) ⊂ R2
and
R′ := [R− − , R+ + ]× [−c, c] ⊂ R2.
Then T and R denote the set obtained from T ′ and R′ respectively by smoothening their bound-
aries and set M˜T := T ×M and M˜R := R×M . The aim of this section is to prove the following
result
Proposition 6.1. There exists a bilinear map
∗ : QHi(M˜R, ∂M˜R)⊗QHj(V, ∂V )→ QHi+j−(2n+2)(V, ∂V ),
which endows QH∗(V, ∂V ) with the structure of a two-sided algebra over the unital ring QH∗(M˜R, ∂M˜R).
6.1 The Ambient Quantum Homologies QH∗(M˜T , ∂M˜T ) and QH∗(M˜R, ∂M˜R)
Before we start with the construction of the module structure, we give the definition of the
ambient quantum homology and explain their structures and relations. Choose the symplectic
form ωM˜T = (ωR2 ⊕ ωM )|T and ωM˜R = (ωR2 ⊕ ωM )|R respectively. Let J˜ be an ω-compatible
almost complex structure on M˜T and M˜R respectively and assume that the projection pi is J˜-
holomorphic outside of some set K ×M , where K ⊂ (R−, R+) × (−c, c) ⊂ R ⊂ R2 is compact,
and such that V is cylindrical outside of K ×M .
We can define the relative quantum homology of the pairs (M˜T , ∂M˜T ) and (M˜R, ∂M˜R). Addi-
tively the quantum homologies QH∗(M˜T , ∂M˜T ) and QH∗(M˜R, ∂M˜R) are the same as the singular
homologies H∗(M˜T , ∂M˜T ) and H∗(M˜R, ∂M˜R). In order to define a product structure on the quan-
tum homology we need specific Morse functions on M˜T and M˜R. Let g˜ : M˜ → R be a Morse
function on M˜ such that −∇g˜ points outside along the boundary ∂M˜T and inside at ∂M˜T \∂M˜T .
Similarly let h˜ : M˜ → R be a Morse function on M˜ such that −∇h˜ points outside at the boundary
∂M˜R. For instance, we can take g˜ to be of the form (τT + f)|M˜T , where f is a Morse function on
M and τT is a Morse function on R2 with a single critical point of index 1 inside T , and such that
−∇τT points outside of ∂T and inside of ∂T \ ∂T . In the same way we could choose h˜ to be of
the form (τR + f)|M˜T , where f is a Morse function on M and τR is a Morse function on R2 with
a single critical point of index 2 inside R such that −∇τR points outside along ∂R.
The quantum product can be defined by counting the elements of a moduli spaces modeled
over trees with two entries and one exit point and one vertex of valence three corresponding to a
J˜-holomorphic sphere. The entry points correspond to two critical points x and y of two Morse
functions in general position and the exit point is a critical point z of a third Morse function in
general position. In the case of M˜T we use Morse functions g˜, g˜
′ and g˜′′, as they were defined
above. In the case of M˜R we use Morse functions h˜, h˜
′ and h˜′′. The edges of the tree correspond
to the flow lines of the corresponding Morse functions. Compare this with Definition 5.2. We
17
denote these moduli spaces by Mprod(x, y, z, λ; g˜, g˜′, g˜′′, J˜ , ρ˜) and Mprod(x, y, z, λ; h˜, h˜′, h˜′′, J˜ , ρ˜).
Let x ∈ Crit(g˜) and y ∈ Crit(g˜′) two critical points of two Morse functions on M˜T . Then
x ∗ y :=
∑
z,λ
]Mprod(x, y, z, λ; g˜, g˜′, g˜′′)ztµ(λ), (17)
where the sum runs over all z ∈ Crit(g˜) and λ, such that Mprod(x, y, z, λ) is 0-dimensional.
Similarly for M˜R and x, y, z ∈ Crit(h˜) we put
x ∗ y :=
∑
z,λ
]Mprod(x, y, z, λ; h˜, h˜′, h˜′′)ztµ(λ), (18)
with the sum taken over the zero dimensional moduli spaces.
At this point it is useful to extend the result of Lemma 5.5 to more general moduli spaces. We
use the conventions from [1] to describe the moduli spaces modeled over trees. These trees are
now allowed to be more general. More precisely, in addition to the moduli spaces modeled over
trees from Lemma 5.5 we allow the following things
1. The edges of the tree can also correspond to flow line of the negative gradient of a Morse
function g˜ or h˜ on one of the ambient manifolds M˜T or M˜R.
2. The edges may correspond to J˜-holomorphic spheres with tree incident points or to J˜-
holomorphic disks with incident points at the boundary and one incident point at 0.
3. The starting and ending points of the tree can also correspond to critical points of a function
g˜ or h˜ on one of the ambient manifolds M˜T or M˜R.
Then we get the more general lemma:
Lemma 6.2. Let P be a moduli space modeled over planar trees as described above. Suppose that
the almost complex structure J˜ is such that the projection pi is J˜-holomorphic outside of K ×M .
Then, the elements of the moduli space P cannot reach the boundaries of M˜R, M˜T or V . In
particular, if the virtual dimension of P is at most 1, it is a smooth manifold of dimension equal
to its virtual dimension and it is compact if it is 0-dimensional. Moreover, the compactification
of a one dimensional such moduli space has the same description as the compactification of the
analogous moduli space as in the setting of a compact connected Lagrangian.
Proof. Recall that Lemma 1.3 also applies, if we have pseudo-holomorphic spheres instead of
pseudo-holomorphic disks with boundary in a Lagrangian. Therefore, the proof is similar to the
proof of Lemma 5.5.
Lemma 6.2 ensures that the the quantum product on QH∗(M˜T , ∂M˜T ) and QH∗(M˜R, ∂M˜R)
can be defined analogously as for the non-relative case.
Lemma 6.3. For a generic choice of data, the operations (17) and (18) are well-defined and their
linear extensions define chain maps. They induce products on the ambient quantum homology of
M˜T and M˜R respectively, which are independent of the choices made in the constructions.
Proof. By Lemma 6.2 the proof is equivalent to the proof of the existence of the quantum product
for a closed manifold. This can be found in [12] for example.
As we will see below that the product on QH∗(M˜T , ∂M˜T ) actually turns out to be zero. The
product on QH∗(M˜R, ∂M˜R) can be described using the homology QH∗−2(M). These results are
summarized in the next proposition.
Lemma 6.4. The quantum homology QH∗(M˜R, ∂M˜R) is isomorphic as a ring to the quantum
homology of M by a shift in degree. More precisely
QH∗(M˜R, ∂M˜R) ∼= QH∗−2(M).
The quantum homology QH∗(M˜R, ∂M˜R) is a unital ring. The quantum product on QH∗(M˜T , ∂M˜T )
is trivial. Additively it is isomorphic to the quantum homology QH∗−1(M).
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Remark 6.5. As we have already mentioned, the quantum homologies QH∗(M˜T , ∂M˜T ) and
QH∗(M˜R, ∂M˜R) are additively the same as the singular homologies tensored with Λ, i.e. H∗(M˜T , ∂M˜T )⊗
Λ and H∗(M˜R, ∂M˜R) ⊗ Λ respectively. Note that Hi(M˜T , ∂M˜T ) ∼= Hi−1(M) ⊗R H1(T, ∂T ) ∼=
Hi−1(M) ⊗R R ∼= Hi−1(M) and Hi(M˜R, ∂M˜R) ∼= Hi−2(M) ⊗R H2(R, ∂R) ∼= Hi−2(M) ⊗R R ∼=
Hi−2(M) by the Ku¨nneth isomorphism. Therefore, the isomorphism in Lemma 6.4 can be described
as follows.
ΦR : QH∗−2(M)
∼=−→ QH∗(M˜R, ∂M˜R)
b 7→ R× b ,
where b is a homology class in QH∗−2(M) and R represents the generator of H2(R, ∂R). In
particular for every R× b and R× b′ elements of QH∗(M˜R, ∂M˜R) we have that
R× (b ∗ b′) = ΦR(b ∗ b′) = ΦR(b) ∗ ΦR(b′) = (R× b) ∗ (R× b′). (19)
For M˜T we have
ΦT : H∗−1(M)
∼=−→ H∗(M˜T , ∂M˜T )
a 7→ I × a ,
where a denotes some homology class in QH∗−1(M) and I denotes the generator of H∗(T, ∂T ),
which is represented by the interval [R− − , R+ + ]× {0} ⊂ T .
Proof of Lemma 6.4. By Remark 6.5 it is left to show that the first isomorphism ΦR respects the
quantum product. Choose the almost complex structure on M˜R to be split, i.e. J˜ = i⊕J for some
almost complex structure J on M . In particular this means that the projection pi is everywhere
(J˜ , i)-holomorphic. Consider an element in the moduli space Mprod(x, y, z, λ; h˜, h˜′, h˜′′). The
projection of the J˜-holomorphic sphere, corresponding to the interior vertex of the tree, is constant.
Hence this sphere is completely contained in one of the fibers of pi : T ×M → T , say pi−1(t). We
may assume that h˜ = h˜′′ and that h˜ = f+τ and h˜′ = f ′+τ ′. Here f and f ′ are Morse functions on
M and τ and τ ′ Morse functions on T , each with a unique maximum ξ ∈ Crit(τ) and ξ′ ∈ Crit(τ ′)
respectively. In particular pi(x) = pi(z) = ξ. Conclude that the part of the tree, corresponding to
the negative gradient flow of h˜, also has to be completely contained in pi−1(t). In particular we
see that t = ξ. We may assume that ξ is not a critical point of τ ′, then the gradient flow line of
−∇h˜′ projects under pi to the unique negative gradient flow of τ ′ connecting ξ′ to ξ.
Let x = (ξ, a), y = (ξ′, b) and z = (ξ, c). The flow line of −∇h˜′ goes from y to u(e4pii/3) =:
p. Suppose p = (ξ, q). By the choice of h′, the flow lines of h′ between y and p are in one
to one correspondence with flow lines of f ′ from b to q. Hence, we have a bijection between
Mprod(x, y, z, λ) and M(a, b, c, λ). This proves that the identity (19) holds.
For the proof of the second part of the proposition, consider two functions g˜ and g˜′ in general
position. Since the single critical point ξ′ of τ ′ has index one, we may choose the critical point ξ
of τ such that it is not contained in the unstable manifold of ξ′. By this choice of τ and τ ′, the
moduli space Mprod(x, y, z, λ; g˜, g˜′, g˜) is empty.
It is easy to see that the inclusion H∗(M˜T , ∂M˜T ) ↪→ H∗(M˜R, ∂M˜R) in singular homology is
trivial. The relation between the quantum homologies QH∗(M˜T , ∂M˜T ) and QH∗(M˜R, ∂M˜R) is
given by the following two corollaries.
Corollary 6.6. The inclusion map
QH∗(M˜T , ∂M˜T ) → QH∗(M˜R, ∂M˜R)
is trivial.
Proof. By Remark 6.5 we see that the inclusion is given by
I × a 7→ R× a.
Clearly I is zero inside H∗(R, ∂R) which proves the corollary.
Lemma 6.7. There exists a bilinear map
∗ : QH∗(M˜T , ∂M˜T )⊗QH∗(M˜R, ∂M˜R)→ QH∗(M˜T , ∂M˜T ), (20)
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which endows QH∗(M˜T , ∂M˜T ) with the structure of a module over the ring QH∗(M˜R, ∂M˜R).
Moreover this product can be described as follows. For every (I × a) ∈ QH∗(M˜T , ∂M˜T ) and
(R× b) ∈ QH∗(M˜R, ∂M˜R) we have
(I × a) ∗ (R× b) = (I × (a ∗ b)). (21)
Proof. Consider the moduli spacesMprod(x, y, z, λ; g˜, h˜, g˜′), which are defined in a similar way as
the moduli spaces Mprod in the beginning of the section with the only difference that the edges
corresponding to the flow lines of −∇g˜, −∇h˜ and −∇g˜′ for Morse functions g˜ and g˜′ on M˜T and
h˜ on M˜R. We may assume that g˜ = g˜
′. By the same argument as in the proofs earlier in this
paper we see that the the flow line corresponding to −∇g˜ and the J˜-holomorphic sphere in the
core all map to the same point under the projection pi. In other words, they are all contained in
one fiber. Suppose g˜ = τK + f , h˜ = τR + f
′ and x = (ξ, a), y = (ξ′, b) and z = (ξ, c), where ξ is
the critical point of τK and ξ
′ the critical point of τR. Since h˜ is of the form τR + f ′, there exists
a unique flow line of τR from pi(y) = ξ to the fiber containing the core and the flow lines of −∇g˜.
Hence there exists a bijection between the elements in Mprod(x, y, z, λ; g˜, h˜, g˜′) and the elements
in the moduli space Mprod(a, b, c, λ; f, f ′, f), which proves the lemma.
We can define a module structure of the quantum homology QH∗(V, S) over the unital ring
QH∗(M˜R, ∂M˜R).
Definition 6.8. Let f˜ : V → R be a Morse function on V respecting the exit region S. Let x, y
be two critical points of f˜ : V → R and a a critical point of h˜ : M˜R → R. Let λ ∈ HD2 (M˜R, V )
be a class, possibly zero. Consider the space of all sequences (u1, . . . ul; k) of every possible length
l ≥ 1,where
1. 1 ≤ k ≤ l.
2. ui : (D, ∂D)→ (M˜R, V ) is a J˜-holomorphic disk for every 1 ≤ i ≤ l, which is assumed to be
non-constant, except possibly if i = k.
3. u1(−1) ∈Wux (f˜).
4. For every 1 ≤ i ≤ l − 1 there exists 0 < ti <∞ such that φf˜ti(ui(1)) = ui+1(−1).
5. ul(1) ∈W sy (f˜).
6. uk(0) ∈Wua (h˜).
7. [u1] + · · ·+ [uk] = λ.
Two elements (u1, . . . ul; k) and (u
′
1, . . . u
′
l′ ; k
′) in this space are viewed as equivalent if l = l′,
k = k′ and for every i 6= k there exists an automorphism σi ∈ Aut(D) fixing −1 and 1 such that
σi ◦ ui = u′i. The space of all such elements (u1, . . . ul; k) modulo the above equivalence relation is
denoted Pmod(x, y, a, λ; h˜, ρ˜M˜R , f˜ , ρ˜V , J˜).
We define the virtual dimension δ(x, y, a, λ) := |x|+ |a| − |y|+ µ(λ)− (2n+ 2). On the chain
level for a ∈ Crit(h˜) and x ∈ Crit(f˜) we define
a ∗ x :=
∑
y,λ
δmod(x,y,a,λ)=0
]Pmod(x, y, a, λ; h˜, ρ˜M˜R , f˜ , ρ˜V , J˜)ytµ(λ), (22)
where the sum is taken over the critical points y ∈ Crit(f˜), such that the corresponding moduli
spaces have dimension zero.
We have the following result
Lemma 6.9. For a generic choice of the data f˜ , ρ˜V , h˜, ρ˜M˜R the map in (22) is well-defined and
a chain map. It induces a map in homology
∗ : QH∗(M˜R, ∂M˜R)⊗QH∗(V, S)→ QH∗(V, S),
which is independent of the choice of the data.
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Proof of Lemma 6.9. Applying the Lemma 6.2 we see that the proof given in [1] adapts to our
setting.
There are four properties that are left to verify. They are stated in the following lemma.
Lemma 6.10. For every a, b ∈ QH(M˜R, ∂M˜R) and for every x ∈ QH(V, S) the following prop-
erties are fulfilled.
• (a ∗ b) ∗ x = a ∗ (b ∗ x)
• e(M˜R,∂M˜R) ∗ x = x
For any a ∈ QH(M˜R, ∂M˜R) and any x, y ∈ QH(V, ∂V ) we have:
• a ∗ (x ∗ y) = (a ∗ x) ∗ y and
• a ∗ (x ∗ y) = x ∗ (a ∗ y).
Proof. For the proof see [1]. Lemma 6.2 shows once again that the proof directly generalizes to
give a proof for the non-compact setting.
7 The Inclusion
The quantum homology QH∗(M˜R, ∂M˜R) has the structure of a ring with unit. The advan-
tage of QH∗(M˜T , ∂M˜T ) over QH∗(M˜R, ∂M˜R) lies in the fact that there exists a (possibly non-
trivial) inclusion map of the Lagrangian quantum homology of the cobordism QH∗(V, S) into
QH∗(M˜T , ∂M˜T ). However, the inclusion of QH∗(M˜T , ∂M˜T ) into QH∗(M˜R, ∂M˜R) is always triv-
ial.
Proposition 7.1. There exists a QH∗(M˜R, ∂M˜R)- linear inclusion map
i(V,S) : QH∗(V, S)→ QH∗(M˜T , ∂M˜T ),
which extends on the chain level the inclusion in singular homology.
Proof. We define the moduli spaces Pinc(x, a, λ; f˜ , g˜, J˜), which coincides with the definition in [1],
except that f˜ is a Morse function on V adapted to the exit region S and g˜ is a Morse function on
M˜T as we defined it in section 6.1. We put
i : C((V, S); f˜ , ρ˜, J˜) −→ C((M˜T , ∂M˜T ); g˜, ρ˜, J˜)
x 7−→
∑
a,λ
δinc(x,a,λ)=0
]Pinc(x, a, λ; f˜ , g˜)atµ(λ) .
If we restrict the sum in the above equation to moduli spaces with λ = 0 then this is exactly
the inclusion given in singular homology. By Lemma 6.2, the proof given in [1] still works for the
non-compact case.
Remark 7.2. It is easy to see that i(e(V,S)) = [(V, S)] ∈ QH(M˜T , ∂M˜T ). In particular if the
inclusion is trivial then [(V, S)] is trivial in QH(M˜T , ∂M˜T ).
Lemma 7.3. The inclusion map from Proposition 7.1 satisfies the property
〈h∗, iL(x)〉 = (h ∗ x), (23)
for every x ∈ QH∗(L), h ∈ QH∗(M).
Proof. In [1] the analogous identity for the compact case is proven by showing that there exists
a bijection between the moduli spaces defining the left hand side of the equation and the moduli
spaces defining the right hand side. By Lemma 6.2 this proof adjust to our setting.
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8 Duality
We start this section by introducing some notation, which can also be found in [1]. Let C :=
homΛ(C((V, S); f˜ , ρ, J),Λ) such that the dual of x has index |x∗| := −|x| and the differential is
given by
〈∂∗g, x〉 := −(−1)|g|〈g, ∂x〉. (24)
We denote by sjC the j’th suspension of the complex C, i.e. (sjC)k := Ck−j .
Remark 8.1. Let C∗ denote the cochain complex, which is dual to C, namely Ck := HomR(Ck,R)⊗
(Λ)∗, where the grading is given by |x∗| = |x| and the differential is the adjoint of the differential
of C. Notice that the chain complex C is the same as C∗, only with opposite signs in the grading.
Therefore we have an isomorphisms of the following form
Hk(s
(n+1)C) ∼= Hk−(n+1)(C) ∼= H(n+1)−k(C∗).
In particular we define QH(n+1)−k(V, S) to be the k’th cohomology of the cochain complex C((V, S); f˜ , ρ, J,Λ)∗.
QH(n+1)−k(V, S) := Hk(C((V, S); f˜ , ρ, J,Λ)∗.)
Proposition 8.2. Let f˜ ′ and f˜ be two Morse functions respecting the exit region S and in general
position. There exist a degree preserving chain morphism
η : C((V, S); f˜ ′, ρ, J)→ s(n+1)(C(V, ∂V \ S);−f˜ , ρ, J)),
which descends to an isomorphism in homology. By remark 8.1 this induces an isomorphism
η : QHk(V, S)→ QH(n+1)−k(V, ∂V \ S). (25)
The corresponding (degree −(n+ 1)) bilinear map
η˜ : QH(V, S)⊗QH(V, ∂V \ S) → Λ
x⊗ y 7→ [η(x)(y)] (26)
coincides with V (x ∗ y). Here, Λ denotes the chain complex, with Λ in degree zero, and zero else
and with trivial differential. In particular, η˜(x⊗ y) = 0 if |x|+ |y| 6= n+ 1.
Proof. We sketch the differences to the proof of the analogous statement for the compact case in [1].
Let f˜ be a Morse function respecting the exit region S, then −f˜ is a Morse function respecting
the exit region ∂V \S. We have a basis preserving isomorphism ι between C((V, S); f˜ , ρ, J,Λ) and
s(n+1)C((V, ∂V \ S);−f˜ , ρ, J,Λ) defined as follows. It takes a critical point x of f˜ and sends it
to the same critical point, now seen as a critical point of −f˜ . As a generator in s(n+1)C((V, ∂V \
S);−f˜ , ρ, J,Λ), the critical point x has index −(n + 1 − k) + (n + 1) = k. With the sign
convention in (24) this is a chain morphism. We then compose ι with the comparison morphism φ :
C((V, S); f˜ ′, ρ, J,Λ) → C((V, S); f˜ , ρ, J,Λ), which induces a canonical isomorphism in homology.
The composition η := ι ◦ φ : C((V, S); f˜ ′, ρ, J,Λ)→ s(n+1)C((V, ∂V \ S);−f˜ , ρ, J,Λ) induces an
isomorphism QHk(V, S)→ QH(n+1)−k(V, ∂V \ S). This proves the first part of the theorem.
In order to prove the second part of the theorem we need to define another moduli space. This
moduli space is modeled on linear trees similar to the pearly trajectories, except that one edge
corresponds to a marked point instead of a pseudo-holomorphic disk. The linear tree connects a
critical point x of a Morse function f˜ ′ respecting the exit region S to a critical point y of a Morse
function f˜ also respecting the exit region S. Then the edges between x and the marked point are
labeled by the negative gradient flow lines of f˜ ′ and the edges between the marked point and y
are labeled by the negative gradient flow lines of f˜ . We call these moduli spaces P !(x, y; f˜ ′, f˜).
As in [1] one can see that the moduli spaces P !(x, y; f˜ ′, f˜) induce a chain map φ′ which is chain
homotopic to the comparison map φ. Therefore, counting the zero dimensional moduli spaces
P !(x, y; f˜ ′, f˜) gives < φ′(x), y >=< φ(x), y >= i ◦ φ(x)(y).
Let f˜ ′′ be a Morse function respecting the exit region ∅. In particular we may assume that f˜ ′′
has a unique minimum m inside V . Consider the moduli spaces Pprod(x, y,m; f˜ ′,−f˜ , f˜ ′′). The
zero-dimensional moduli spaces of this sort compute exactly V (x ∗ y).
As in [1] we argue that in dimension zero, the moduli spaces Pprod(x, y,m; f˜ ′,−f˜ , f˜ ′′) and
P !(x, y; f˜ ′, f˜) are in bijection. Indeed, if dimPprod(x, y,m) = 0, the central disk with valence
three is constant and there is a unique flow line of −∇f˜ ′′ from this point to m.
22
9 Proof of Theorem 1.2
We start by proving the existence of the long exact sequence in homology. For this we define a
special Morse functions on (V, S). Recall that we assume the following. On the cylindrical ends of
V  the almost complex structure J˜ splits into i⊕ J for some J on M and i the standard complex
structure on R2. Likewise on the cylindrical ends of V , the metric ρ is of the form ρ± ⊕ ρM , for
some metric ρ± on
∐
L−i and
∐
L+j .
Definition 9.1. Let S be the union of some of the ends of V , i.e.
S = (
∐
i∈I−
{(R−, a−i )} × L−i ) ∪ (
∐
j∈J+
{(R+, a+j )} × L+j ),
where I− ⊂ {1, . . . k−} and J+ ⊂ {1, . . . k+}. Denote by
S := (
∐
i∈I−
{(R− − , a−i )} × L−i ) ∪ (
∐
j∈J+
{(R+ + , a+j )} × L+j )
the corresponding union of connected components of ∂V . Let f˜ : V  → R be a Morse function
on V , such that −∇f˜ is transverse to the boundary ∂V  and points outside along S and inside
along ∂V  \ S. Moreover we want f˜ to fulfill the following properties.
f˜(t, a+j , p) = f
+
j (p) + σ
+
j (t) σ
+
j : [R+, R+ + ]→ R, p ∈M, j = 1, . . . , k+,
f˜(t, a−i , p) = f
−
i (p) + σ
−
i (t) σ
−
i : [R− − , R−]→ R, p ∈M, i = 1, . . . , k−,
,
where f+j : L
+
j → R and f−i : L−i → R are Morse functions on L+j and L−i respectively. The
functions σ+j and σ
−
i are also Morse, each with a unique critical point and satisfying
(i) σ+j (t) is a non-constant linear function for t ∈ [R+ + 34 , R+ + ] and σ+j (t) is decreasing
in this interval if j ∈ J+ and increasing if j ∈ {1, . . . , k+} \ J+. Furthermore σ+j (t) has a
unique critical point at R+ +

2 of index 1 if i ∈ J+ and of index 0 if j ∈ {1, . . . , k+} \ J+
(ii) σ−i (t) is a non-constant linear function for t ∈ [R− − , R− − 34 ] and σ−i (t) is increasing
in this interval if i ∈ I− and decreasing if i ∈ {1, . . . , k−} \ I−. Furthermore, σ−i (t) has a
unique critical point at R− − 2 of index 1 if i ∈ I− and of index 0 if i ∈ {1, . . . , k−} \ I−
We call such a function on V  a Morse function adapted to the exit region S. More generally,
we denote Sη := (
∐
i∈I−{(R− − η, a−i )} ×L−i ) ∪ (
∐
j∈J+{(R+ + η, a+j )} ×L+j ), for 0 ≤ η ≤ . Let
N be the neighborhood of S given by
N :=
∐
i∈I−
[R− − , R− − 3/8]× {a−i } × L−i
∐
j∈J+
[R+ + 3/8, R+ + ]× {a+j } × L+j .
Then the set U is defined by U := V  \N .
For once let us for forget about the orientations of the moduli spaces and assume that R = Z2.
With the above definition of a Morse function on the cobordism we know from [1] that there exists
a short exact sequence of chain complexes
0 // Ck(U ; f˜ |U , J˜ ;Z/2) j //
dU

Ck((V, S); f˜ , J˜ ;Z/2)
δ //
d(V,S)

Ck−1(S/2; f˜ |S/2 , J ;Z/2)
d
S/2

// 0
0 // Ck−1(U ; f˜ |U , J˜ ;Z/2) j // Ck−1((V, S); f˜ , J˜ ;Z/2) δ // Ck−2(S/2; f˜ |S/2 , J ;Z/2) // 0
(27)
This short exact sequence induces a long exact sequence
. . .
δ∗ // QH∗(S)
i∗ // QH(V )
j∗ // QH∗(V, S)
δ∗ // QH∗−1(S)
i∗ // . . .
More generally, if A and B are two subsets of the ends of V , such that A ∩ B = ∅, then there
exists a long exact sequence
. . .
δ∗ // QH∗(A)
i∗ // QH(V,B)
j∗ // QH∗(V,A)
δ∗ // QH∗−1(A)
i∗ // . . .
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Remark 9.2. Notice that the connecting homomorphism in homology coming from the short
exact sequence of chain complexes (27) gives us the inclusion map i∗ : QH∗(S) → QH(V ). In
singularhomology the connecting homomorphism is the one between the homologies H∗(V, S) and
H∗−1(S) and it is often denoted by δ. However, in the case of quantum homology the map δ∗ is
not the connecting homomorphism.
When working with a general ring R, which has Char(R) 6= 2, it is harder to see that the maps
j and δ above are chain maps. Clearly j is a chain map, since Ck(U ; f˜ |U , J˜) is a subcomplex of
Ck((V, S); f˜ , J˜). For the map δ this is less obvious. On the one side, the chain complex C(V, S) is
defined using moduli spaces that are fiber products of stable and unstable manifolds of some Morse
function f˜ on V  and moduli spaces of J˜-holomorphic disks in (M˜, V ). On the other side, the
chain complex C(S/2; f˜ |S/2 ; J) is defined using moduli spaces that are fiber products of stable
and unstable manifolds of a Morse function f on S and moduli spaces of J-holomorphic disks in
(M,S). To calculate the map δ∗ we need to identify some of these moduli spaces. However, it is
not clear that under these identifications the orientations of the moduli spaces match. This is the
content of the next section.
9.1 Orientations of the Moduli Spaces on the Boundary of V
Recall that the orientations of the moduli spaces of pseudo-holomorphic disks are defined using
a fixed spin structure on the Lagrangian submanifold. We use the following definition of a spin
structure, which is due to Milnor [13] and equivalent to the usual definition (for example the
definition in [11]).
Definition 9.3. A spin structure of an oriented vector bundle E over a manifold X is a homotopy
class of a trivialization of E over the 1-skeleton of X which can be extended to the 2-skeleton of
X.
With this definition of a spin structure on a general vector bundle we can define the spin
structure of a manifold as follows.
Definition 9.4. A spin manifold is a oriented Riemannian manifold with a spin structure on its
tangent bundle.
Given a spin structure on the Lagrangian cobordism V there is a canonical way to define
a spin structure on its boundary components. For a description the reader is referred to [11].
Let M(λ; J˜ ; (M˜, V )) be the moduli spaces of J˜-holomorphic disks in (M˜, V ) and similarly let
M(λ; J˜ ; (M,S)) be the moduli space of J-holomorphic disks in (M,S). For a precise definition
we refer the reader to [12]. We endow L with the spin structure induced by the spin structure of
V . This orients the spaceM(λ; J˜ ; (M,S)). The following lemma guarantees that the orientations
of the moduli spaces M(λ; J˜ ; (M˜, V )) and M(λ; J˜ ; (M,S)) match.
Lemma 9.5. The orientation of M(λ; J˜ ; (M˜, V )) restricted to the set of J˜-holomorphic curves
contained in (M,L) is the same as the orientation of M(λ; J˜ ; (M,S)).
In order to prove this lemma we need to briefly recall the construction of the orientation of
M(λ; J˜ ; (M˜, V )). Consider the following proposition, which is taken from [9].
Proposition 9.6. Let E be a complex vector bundle over a disk D2. Let F be a totally real
subbundle of E|∂D2 over ∂D2. We denote by ∂(E,F ) the Dolbeault operator on D2 with coefficients
in (E,F ),
∂(E,F ) : W
(1,p)(D2, ∂D2;E,F )→ Lp(D2;E). (28)
Assume F is trivial and take a trivialization of F over ∂D2. Then the trivialization induces a
canonical orientation of the index bundle Ker∂(E,F ) − Coker∂(E,F ).
If a Lagrangian submanifold L ⊂ M is oriented then (u|∂D2)∗TL is trivial. Indeed, TL is
trivial over the 1-skeleton of V and by a cellular approximation argument we may assume that
TL is trivial over the image of u|∂D2 . Then the first Stiefel-Whitney class w1(TL) vanishes, which
implies that w1(u
∗TL) = u∗(w1(TL)) = w1(TL) = 0 and hence (u|∂D2)∗TL is trivial. Thus we
can apply proposition 9.6 to the case (E,F ) = (u∗TM, (u|∂D2)∗TL). This gives us a pointwise
orientation of the index bundle of the Dolbeault operator ∂(E,F ). However, this trivialization is
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not unique, but the choice of a spin structure on V induces a trivialization that is unique up to
homotopy. Since the orientation of the index bundle of ∂(E,F ) depends only on the trivialization
of (u|∂D2)∗TL, it therefore depends only on the spin structure on L. In [9] it is shown that with a
choice of a spin structure on L the pointwise orientation from the proposition 9.6 can be extended
in a unique way to give a consistent orientation of the index bundle. The orientation of the index
bundle then induces an orientation of the determinant bundle of the linearized operator D∂u of
the J˜-holomorphic curve equation. Recall that the determinant bundle of a Fredholm operator is
defined as
det(D∂u) := det(CokerD∂u)
∗ ⊗ det(KerD∂u).
Proof of Lemma 9.5. By the construction of the orientation of the moduli spaces in [9], it suffices
to show that the orientations of the determinant line bundles of the linearized operators match.
Let u˜ ∈ M(λ; J˜ ; (M˜, V )) be a J˜-holomorphic disk that is mapped to the complement of K ×M .
In particular we may assume that J˜ = i⊕ J and pi(u˜) is a constant. Then the linearization of the
operator D∂u˜ splits into D∂uC ⊕D∂u, where u ∈ M(λ; J ; (M,S)) and uC is a constant curve in
C. We compute the determinant line bundle:
det
(
D∂u˜
)
= det
(
CokerD∂u˜
)∗ ⊗ det (KerD∂u˜)
= det
(
CokerD∂uC ⊕ CokerD∂u
)∗ ⊗ det (KerD∂uC ⊕KerD∂u)
= det
(
CokerD∂u
)∗ ⊗ det (CokerD∂uC)∗ ⊗ det (KerD∂uC)⊗ det (KerD∂u)
= det
(
CokerD∂uC
)∗ ⊗ det (KerD∂uC)⊗ det (CokerD∂u)∗ ⊗ det (KerD∂u) ,
where the last step follows, since D∂u is surjective and therefore the cokernel is trivial. Hence we
have the identity
det
(
D∂u˜
)
= det
(
D∂uC
)⊗ det (D∂u) .
Restricting the trivialization of (u˜|∂D2)∗TV to a trivialization of (u|∂D2)∗TL, implies that an
orientation of the determinant bundle of D∂u˜ induces an orientation of D∂u. But this trivialization
is exactly the trivialization induced by the spin structure on L. Therefore the two orientations
are equivalent.
Let e1 : U → X and e2 : V → X be smooth maps between oriented manifolds, that are
transverse. We denote by U e1× e2 V := {(u, v) ⊂ U × V |e1(u) = e2(v)} the fiber product of U
and V with the orientation induced by the orientations of U , V and X.
Remark 9.7. Let e1 : U → X and e2 : V → X be smooth maps and X a submanifold in Y .
Denote by i : X → Y the inclusion and write e′1 : U → Y and e′2 : V → Y for the compositions
i ◦ e1 and i ◦ e2 respectively. Then:
U e1× e2 V = U e′1× e′2 V. (29)
Corollary 9.8. There are two ways to orient moduli spaces modeled over planar trees in ∂V .
One is induced by the spin structure on V and the other one is induced by the spin structure on
L. These two orientations are the same.
Proof. With the conventions Wuf (x) = W
u
f˜
(x) ∩ L, identity (29) and Lemma 9.5 the corollary
follows.
9.2 The Long Exact Sequence
Proposition 9.9. For a general ring R, there exists a short exact sequence of chain complexes
0 // Ck(U ; f˜ |U , J˜) j //
dU

Ck((V, S); f˜ , J˜)
δ //
d(V,S)

Ck−1(S/2; f˜ |S/2 , J)
d
S/2

// 0
0 // Ck−1(U ; f˜ |U , J˜) j // Ck−1((V, S); f˜ , J˜) δ // Ck−2(S/2; f˜ |S/2 , J) // 0
(30)
which induces the long exact sequence in homology
. . .
δ∗ // QH∗(S)
i∗ // QH(V )
j∗ // QH∗(V, S)
δ∗ // QH∗−1(S)
i∗ // . . . .
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[R− − , R−]× {a−i } × L−i does not belongs to S
R− −  R−
N U
σ−i
σ
−
i
(t
−
i,1
)
σ
−
i
(t
−
i,0
)
R− − /2
[R− − , R−]× {a−i } × L−i belongs to S
R+ + R+
U N
σ+j
σ
+
j
(t
+
j,1
)
σ
+
j
(t
+
j,0
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R+ + /2
[R+, R+ + ]× {a+j } × L+j belongs to S
R+ R+ + 
U
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R+ + /2
[R+, R+ + ]× {a+j } × L−j does not belong to S
Figure 3: The functions σ−i and σ
+
j .
Proof of Proposition 9.9. Let f˜ be a Morse function adapted to the exit region S of V . We may
assume that K ×M ⊂ U . The map j in (30) is given by the inclusion and δ is the restriction
map. By the discussion above, the map δ is also a chain map. Hence all the maps in (30) are
chain maps. This induces the long exact sequence in homology.
In this section we summarize some properties of the maps in the long exact sequence in Propo-
sition 9.9, which is the content of Theorem 1.2. First of all we define a Morse function, which is
a small modification of Definition 9.1. The functions σ+j and σ
−
i at the cylindrical ends of the
cobordism corresponding to the set S are defined with two instead of one critical point.
Definition 9.10. Let f˜ be a Morse function on V  as in Definition 9.1, with the only difference
that σ+j and σ
−
i satisfy
(i) σ+j (t) is a non-constant linear function for t ∈ [R+ + 34 , R+ + ]. σ+j (t) is decreasing in this
interval if j ∈ J+ and increasing if j ∈ {1, . . . , k+} \ J+. Furthermore if j ∈ J+ then σ+j (t)
has a critical point t+j,1 := R+ +

2 of index 1, and a critical point t
+
j,0 := R+ +

4 of index
0. If j ∈ {1, . . . , k+} \ J+ then σ+j has a exactly one critical point R+ + 2 , which is of index
zero.
(ii) σ−i (t) is a non-constant linear function for t ∈ [R−− , R−− 34 ]. σ−i (t) is increasing in this
interval if i ∈ I− and decreasing if i ∈ {1 . . . , k−} \ I−. Furthermore if i ∈ I− then σ−i (t)
has a critical point t−i,1 := R− − 2 of index 1 and a critical point t−i,0 := R− − 4 of index 0.
If i ∈ {1 . . . , k−} \ I− then σi has a exactly one critical point R− − 2 of index 0.
Now we define the sets N , U and K similarly as in the proof of Proposition 9.9.
Throughout the rest of this section we will use the following notation. On a cylindrical end
[R− − , R−]× {a−i } ×L−i the critical points are of the form (t+i,1, a−i , p) or (t−i,0, a−i , p), where p is
a critical point of f−i . Similarly on a cylindrical end [R+, R+ + ]× {a+j } ×L+j the critical points
are of the form (t+j,1, a
+
j , p) or (t
+
j,0, a
+
j , p), where p is a critical point of f
+
j . If we do not want to
specify the connected component of S, we will sometimes write (tι,0, aι, p) and (tι,1, aι, p), as well
as fι and Lι for ι ∈ I− ∪ J+. The functions σ−i and σ+j are illustrated in figure 3. Notice that
S/4 ⊂ U . Consider the two sets Crit(f˜) ∩ S/2 and Crit(f˜) ∩ S/4, where f˜ is a function as it
is given in Definition 9.10. Then there is a natural identification between these two sets with a
shift in degree by one and given by (tι,1, aι, p) 7→ (tι,0, aι, p). Note that the index of (tι,1, aι, p) is
|p|+ 1 and the index of (tι,0, aι, p) is |p|.
Lemma 9.11. Suppose that S = ∂V . Then δ∗(e(V,∂V )) = ⊕ieL−i ⊕j eL+j .
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Proof. We choose a Morse function f˜ as in Definition 9.10 with S = ∂V . Then −∇f˜ is still
transverse to V  and points outside along ∂V . Suppose f˜ has a unique maximum m inside the
set V |K , which is possible by Proposition 5.6. In addition assume that each f−i and f+j are Morse
functions on L−i and L
−
j , both with unique maxima m
−
i and m
+
j respectively. Then
m˜−i,1 := (t
−
i,1, a
−
i ,m
−
i ) and m˜
+
j,1 := (t
+
j,1, a
+
j ,m
+
j )
are also maxima of f˜ . We want to show that∑
i
m˜−i,1 +
∑
j
m˜+j,1 −m
is a cycle and hence
[
∑
i
m˜−i,1 +
∑
j
m˜+j,1] = [m] ∈ QH∗(V, ∂V ).
Fix a critical point m˜ι,1 = (tι,1, aι,mι) ∈ {m˜−i,1, m˜+j,1}i,j and compute d(m˜ι,1). By the choice of
the σ+j and σ
−
i we know that any pearly trajectory from a critical point in Crit(f˜)∩ S/2 cannot
get into the set V |[R−,R+]×R. Hence it has to end at a point in Crit(f˜)∩ (S/2 ∪S/4). Moreover,
mι is a cycle in the complex C(S
/2; f˜ |S/2 , J), as we saw in the proof of Lemma 5.7. Therefore it
suffices to consider pearly trajectories in 0-dimensional moduli spaces from m˜ι,1 ∈ Crit(f˜) ∩ S/2
to a critical point x := (tι,0, aι, p) ∈ Crit(f˜) ∩ S/4. Then we have
δprl(m˜ι, x, λ; f˜) = |m˜ι| − |x|+ µ(λ)− 1 = 0.
Since outside of the set K×M the Morse function f˜ is the sum of fk and σk, we can project to the
last factor to get a pearly trajectory of fι in Lι, going from mι to p. Assume p 6= mι. Computing
the dimension of moduli space of the projected pearly trajectory, we get
δprl(mι, p, λ; fι) = |mι| − |p|+ µ(λ)− 1 = (|m˜ι| − 1)− |x|+ µ(λ)− 1 = −1,
which is a contradiction. Thus, d(m˜ι,1) = m˜ι,0 and therefore
d(
∑
i
m˜−i,1 +
∑
j
m˜+j,1) =
∑
i
m˜−i,0 +
∑
j
m˜+j,0.
It is left to show that d(m) =
∑
i
m˜−i,0 +
∑
j
m˜+j,0. A computation shows that for µ(λ) 6= 0
δprl(m, z, λ; f˜) = (n+ 1)− |z|+ µ(λ)− 1 ≥ (n+ 1)− n+ 2 > 0.
Thus, d(m) is equal to the Morse part of the differential, and hence |z| = n. At each critical point of
index n two trajectories of the negative gradient of f˜ end. If z is one of the critical points of index n
on S/4, then one negative gradient is coming from m˜ι for some m˜ι ∈ {m˜−i,1, m˜+j,1}i,j , and the other
one therefore has to come from m, because it is the only maximum within V |[R−,R+]×R and −∇f˜
is transverse to ∂V |[R−,R+]×R and pointing outside. Clearly the moduli spaces Pprl(m, m˜ι,0; 0)
and Pprl(m˜ι, m˜ι,0; 0) must have opposite orientations. If z is contained in V |[R−,R+]×R, then there
are two flow lines from m to z, counted with opposite signs. This proves that
d(m) =
∑
i
m˜−i,0 +
∑
j
m˜+j,0 = d(
∑
i
m˜−i,1 +
∑
j
m˜+j,1)
and thus
e(V,∂V ) = [m] = [
∑
i
m˜−i,1 +
∑
j
m˜+j,1].
Now it is easy to see that
δ∗(e(V,∂V )) = δ∗([
∑
i
m˜−i,0 +
∑
j
m˜+j,0]) =
∑
i
[m−i ] +
∑
j
[m+j ] = ⊕ieL−i ⊕j eL+j .
This proves the lemma.
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Lemma 9.12. The map δ∗ in Proposition 9.9 is multiplicative with respect to the quantum product
∗. In fact, the chain map δ satisfies δ(x ∗ y) = δ(x) ∗ δ(y).
Proof. Recall that the long exact sequence in Proposition 9.9 comes from the short exact sequence
0 // C(U ; f˜ |U , J˜) j // C((V, S); f˜ , J˜) δ // C(S/2; f˜ |S/2 , J) // 0.
The map δ : C((V, S); f˜ , J˜) → C(S/2; f˜ |S/2 , J) is given by restricting the critical points of
C((V, S); f˜ , J˜) to the critical points in C(S/2; f˜ |S/2 , J). Recall that x∗y :=
∑
δprod(x,y,z,λ)=0
]Pprod(x, y, z, λ)ztµ(λ).
Note that for any point z ∈ C(S/2; f˜ |S/2 , J) the space Pprod(x, y, z, λ) is non-empty if and only if
x, y ∈ C((V, S); f˜ , J˜)∩S/2. Indeed, the J˜-holomorphic curves which are not completely contained
in U have to be constant under pi by Lemma 1.3. No flow line of −∇f˜ can go from U to S/2 by
the construction of f˜ . By Lemma 9.5 we conclude that also the signs of Pprod(x, y, z, λ; f˜) and
Pprod(δ(x), δ(y), δ(z), λ; f˜ |S/2)) match and thus we have δ(x ∗ y) = δ(x) ∗ δ(y).
Lemma 9.13. The product ∗ on QH∗(V˜ ) is trivial on the image of the inclusion i∗. In other
words, for any two elements a and b in QH∗(S) we have that i∗(a) ∗ i∗(b) = 0.
Proof. Recall that the map i is the connecting homomorphism of the following short exact sequence
0 // Ck(U ; f˜ |U , J˜ ;R) j //
dU

Ck((V, S); f˜ , J˜ ;R) δ //
d(V,S)

Ck−1(S/2; f˜ |S/2 , J ;R)
d
S/2

// 0
0 // Ck−1(U ; f˜ |U , J˜ ;R) j // Ck−1((V, S); f˜ , J˜ ;R) δ // Ck−2(S/2; f˜ |S/2 , J ;R) // 0
We choose a Morse function f˜ as in Definition 9.10. In particular−∇f˜ is transverse to ∂V |[R−,R+]×R
and points outside along ∂V |[R−,R+]×R. Let p be a cycle in Ck−1(S/2; f˜ |S/2 , J). We consider
the critical point xι,1 := (tι,1, aι, p) ∈ Crit(f˜) ∩ S/2 of the whole function f˜ . As in the proof of
Lemma 9.11 we can show that d(xι,1) = xι,0, where xι,0 := (tι,0, aι, p) ∈ Crit(f˜) ∩ S 4 . Moreover,
xι,0 is a cycle for the complex C((V, S); f˜ , J˜). Indeed, the critical point p is a cycle of fk and tι,0
is a minimum of the function σι. By the definition of the connecting homomorphism it follows
that i(p) = xι,0 and thus i can be seen as the inclusion of the critical points of Ck−1(S/2; f˜ |S/2)
into C(U ; f˜ |U , J˜).
It is left to show that the product on the chain level for C(U ; f˜ |U , J˜) is zero for any two critical
points in S/4. The product is defined using three Morse functions f˜ , f˜ ′ and f˜ ′′ on U in general
position. In particular the stable and unstable manifolds of f˜ and f˜ ′ have to be transverse. We
may choose f˜ = f˜ ′′. We assume that f˜ is a function as in Definition 9.10. Then we can choose f˜ ′
such that the functions f−i , f
′−
i and f
+
j , f
′+
j are transverse respectively. However for i ∈ I− and
j ∈ J+ the critical points of σ−i and σ+j are slightly perturbed to obtain σ′−i and σ′+j . Assume
that σ′+j still has a unique maximum at R+ + /2 but the unique minimum is perturbed to lie at
R+ + /8. Similarly, σ
′−
i has a unique maximum at R−− /2 and a unique minimum at R−− /8.
If i /∈ I− and j /∈ J+ we just assume that σ−i , σ′−i and σ+j , σ′+j are transverse. Let x be a critical
point in C(U ; f˜ |U , J˜) that lies on S/4 and y a critical point in C(U ; f˜ ′|U , J˜) that lies in S/8.
Any trajectory of −∇f˜ ′ starting at a critical point in S/8 stays in S/8, by the choice of σ′i and
σ′j . Similarly, −∇f˜ has to stay in S/4. By Lemma 1.3 all the J˜-holomophic disks involved in a
figure-Y pearly trajectory have to map to a constant point under pi. Thus, the moduli space of
figure-Y pearly trajectories starting at x and y is empty and therefore their product is zero.
Lemma 9.14. We have the following relation
j∗(x ∗ y) = j∗(x) ∗ j∗(y).
Proof. The map j : C(U ; f˜ |U , J˜) → C((V, S); f˜ , J˜) on the chain level is given by the inclusion.
Any figure-Y pearly trajectory in C(U, f˜ |U , J˜) is also a trajectory in C((V, S); f˜ , J˜). By the
construction of the function f˜ in Definition 9.1, there exists no figure-Y pearly trajectory starting
at two generators in C(U ; f˜ |U , J˜) and ending at a generator in C((V, S); f˜ , J˜) \ C(U ; f˜ |U , J˜).
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Lemma 9.15. The diagram
Ci(V, ∂V )
i(V,∂V )
//
δ

Ci−1(M˜T , ∂M˜T )
δ

Ci(∂V )
i∂V // Ci−1(∂M˜T )
is commutative, where i∂V := ⊕iL+i ⊕ iL−j .
Proof of lemma 9.15. We choose a Morse function f on M and a special Morse function τ on R2
with with the property that g˜ := τ + f fulfills the necessary requirements to define the quantum
homology of M˜T (see section 6). Outside of the compact set K ⊂ R2 the function τ has two
critical points (R−− , 0) and (R+ + , 0) of index 1. We may assume that the unstable manifolds
of (R−− , 0) and (R+ + , 0) are vertical, such that all together the negative gradient of τ points
outside at the boundary of T and inside at its complement. Then the map δ : Ci(M˜T , ∂M˜T ) →
Ci−1(∂M˜T ) is given by the restriction of the generators of g˜ to the generators in the fiber of
(R− − , 0) and (R+ + , 0) under the projection pi. For any x ∈ Crit(f˜) \ Ker(δ) and any
a ∈ Crit(g˜)\Ker(δ) we have a bijection between the elements in the space Pinc(δ(x), δ(a), λ; f˜ , g˜)
and Pinc(x, a, λ; f˜ |S/2 , g˜|(R−−,0)∩(R++,0)). This follows by an analogous argument as in the
previous lemma.
9.3 Module Structures in the Long Exact Sequence
Once again consider the long exact sequence
. . .
δ∗ // QH∗(∂V )
i∗ // QH∗(V )
j∗ // QH∗(V, ∂V )
δ∗ // QH∗−1(∂V )
i∗ // . . .
Notice that each of the quantum homologies in this sequence is a module over some ambient
quantum homology. We would like to examine the compatibility of the quantum products with
these module structures. Consider the sequence
. . . // QH∗(M)
Φ // QH∗+2(M˜R, ∂M˜R)
id // QH∗+2(M˜R, ∂M˜R)
Φ−1 // QH∗(M) // · · ·
where Φ is the ring isomorphism Φ : QH∗(M) → QH∗+2(M˜R, ∂M˜R) : b 7→ R × b. Then we have
the following lemma:
Lemma 9.16. The module structures on QH∗(∂V ), QH∗(V ) and QH∗(V, ∂V ) over the rings
QH∗(M), QH∗+2(M˜R, ∂M˜R) and QH∗+2(M˜R, ∂M˜R) respectively fulfill the following identities:
(i) i∗(a ∗ x) = Φ(a) ∗ i∗(x), for every x ∈ QH(∂V ) and every a ∈ QH(M).
(ii) j∗(a ∗ x) = a ∗ j∗(x) for every x ∈ QH(V ) and every a ∈ QH(M˜R, ∂M˜R).
(iii) δ∗(a ∗ x) = Φ−1(a) ∗ δ∗(x), for every x ∈ QH(V, ∂V ) and every a ∈ QH(M˜R, ∂M˜R).
i.e. the maps in the long exact sequence are module maps.
Proof. (i) We choose a Morse function f˜ on V as in Definition 9.10 and a Morse function
h˜ := τR + h on M˜ as in Section 6. Then the coefficient of a ∗ x in front of ytµ(λ) for
some critical point y of f˜ |∂V /2 is defined by counting the elements in the zero dimensional
moduli spaces Pmod(x, y, a, λ; f˜ |∂V /2 , h). Recall from the proof of Lemma 9.13 that for such
a function f˜ the inclusion i of some cycle x ∈ C(∂V /2; f, J) is given by i(x) = (tι,0, aι, x)
for some ι ∈ I−∪J+. We need to compare the elements of Pmod(x, y, a, λ; f˜ |∂V /2 , h) and the
elements of Pmod((tι,0, aι, x), z, (ξ, a), λ; f˜ , h˜) for some critical points z ∈ C(U ; f˜ |U , J˜) and
ξ ∈ Crit(TR). By the same arguments as in the proof of Lemma 9.13 we know that the pearly
trajectory in V starting at the critical point i(x) = (tι,0, aι, x) ∈ U of f˜ cannot leave the set
∂V/4. Hence Pmod((tι,0, aι, p), z, (ξ, a), λ; f˜ , h˜) is not empty if and only if z = (tι′,0, aι′ , p)
for some p ∈ im(i) and ι = ι′. Moreover there exists a unique flow line of −∇τR form the
unique maximum ξ of τR to the any point in R, in particular the point (tι,0, aι). This implies
that ]Pmod((tι,0, aι, x), (tι,0, aι, p), (ξ, a), λ; f˜ , h˜) = ]Pmod(x, p, a, λ; f, h), which proves the
statement.
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(ii) Recall that the map j on the chain level is the inclusion of the subcomplex C∗(U ; f˜ |U , J˜ ;R)
into the complex C∗((V, S); f˜ , J˜ ;R). The expression j∗(a ∗x) counts elements of the moduli
space Pmod(x, y, a, λ; f˜ , h˜), where x and y are both contained in Crit(f˜) ∩ U and a ∗ j∗(x)
counts elements in the moduli space Pmod(x, y, a, λ; f˜ , h˜), where x ∈ im(j) = Crit(f˜) ∩ U
and y ∈ Crit(f˜). There exists a bijection between these moduli spaces. Indeed, by the
same argument as in the previous lemma, the moduli space Pmod(x, y, a, λ; f˜ , h˜) is empty if
y /∈ Crit(f˜) ∩ U .
(iii) Recall that the map δ on the chain level, is defined by restricting Crit(f˜) to Crit(f˜ |S/2).
The expression δ∗(a ∗ x) is defined by counting the elements in the moduli spaces of the
type Pmod(x, y, a, λ; f˜ , h˜) with x ∈ Crit(f˜) ∩ S/2, a ∈ Crit(h˜) and y = (tι,1, aι, q) ∈
Crit(f˜)∩S/2. As before, the critical point x has to lie in S/2, since otherwise there exists no
pearly trajectory from x to y by the choice of f˜ . Notice also that this space is empty whenever
y is not contained in the same connected component of the boundary as x. Therefore we can
write x := (tι,1, aι, p), where p ∈ Crit(f˜ |S/2). To compute Φ−1(a)∗δ∗(x) we count elements
in the moduli space of the form Pmod(p, q, piM (a), λ; f˜ |S/2 , f˜ ′|S/2 , h), where q is some critical
points f˜ |S/2 and piM denotes the projection piM : R×M →M . This space is empty if p and
q are not contained in the same connected component of ∂V . Clearly there exists a unique
negative gradient flow line of τR from pi(a) to pi(x) = pi(y) = (tι,1, aι). This shows that there
is a bijection between the moduli space Pmod(x, y, a, λ; f˜ , h˜) and Pmod(p, q, piM (a), λ; f, h),
which proves the last part of the lemma.
10 An Example
In this section we compute the quantum homologies for a simple example. Let L1 and L2 be two
Lagrangian spheres intersecting at exactly one point. Applying Lagrangian surgery as defined by
Polterovich in [15] gives a Lagrangian cobordism V with negative ends L1 and L2 and one positive
end L3 := L1]L2, which is the sphere obtained from L1 and L2 by surgery. See [5] or [6] for a
precise explanation. Moreover we can endow V with a spin structure (see [6] and Section 9.1).
The ends L1, L2 and L3 of V inherit spin structures too. Hence, once a spin structure is fixed on
V we can work over any ring. In order to compute the quantum homology for this cobordism, we
first start by computing the singular homology.
The cobordism V is topologically intB3\(intB31
∐
intB32), where B
3 denotes the 3-dimensional
ball. It therefore has the homotopy type of S2 ∨ S2. Therefore the singular homology groups are:
∗ 0 1 2 3
H∗(V ) Z 0 Z⊕ Z 0
H∗(V, ∂V ) 0 Z⊕ Z 0 Z.
The differential d for the quantum homology can be written as the sum
d = d0 + d1t+ d2t
2 + · · ·+ diti + . . . ,
where di has degree −1 + iNV . Since NV = 2 this implies that di = 0 unless i = 0 and in this
case d0 is the usual Morse differential. We conclude that there exist isomorphisms
QH∗(V ) ∼= H∗(V )⊗ Λ
and
QH∗(V, ∂V ) ∼= H∗(V, ∂V )⊗ Λ
Note that these isomorphisms are not canonical in the sense that there are no preferred such
isomorphisms but rather a preferred class of them, see [2], [3] and [4] for more details on that.
Similarly, let us compute the quantum homologies of the pair (V, S), where S ⊂ ∂V is a collection
of connected components of the boundary ∂V . Suppose that S = Li for some i = 1, 2, 3, then
H∗(S) is equal to Z in degree zero and two, and zero otherwise. The long exact sequence
. . .
δ∗ // H∗(S)
i∗ // H∗(V )
j∗ // H∗(V, S)
δ∗ // H∗−1(S)
i∗ // . . . ,
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becomes in our case the sequence
. . .
δ∗ // 0
i∗ // 0
j∗ // H3(V, S)
δ∗ // . . .
. . .
δ∗ // Z i∗ // Z⊕ Z j∗ // H2(V, S) δ∗ // . . .
. . .
δ∗ // 0
i∗ // 0
j∗ // H1(V, S)
δ∗ // . . .
. . .
δ∗ // Z i∗ // Z
j∗ // H0(V, S)
δ∗ // 0
.
Since we know that H0(V, S) = H3(V, S) = 0 we conclude that
∗ 0 1 2 3
H∗(V,Li) 0 0 Z 0
H∗(V, ∂V \ Li) 0 Z 0 0
By the same argument as before we have isomorphismsQH∗(V,Li) ∼= H∗(V,Li)⊗Λ andQH∗(V, ∂V \
Li) ∼= H∗(V, ∂V \ Li)⊗ Λ.
The next lemma defines a useful basis for QH∗(V, ∂V ) over the ground ring R = Q.
Lemma 10.1. The elements
xi := ([Li]×R) ∗ e(V,∂V ). (31)
for i = 1, 2 together with the unit e(V,∂V ) form a basis of QH∗(V, ∂V ) over Λ := Q[t, t−1].
Proof. It suffices to show that x1 and x2 are linearly independent over Λ. Let pii : ∂V → Li denote
the projection of ∂V to Li. Notice that
(pii(δ(xj)) = ([Lj ] ∗ eLi)
= [Lj ] · [Li]
and therefore
(pi1(δ(x1)) = −2
(pi1(δ(x2)) = 1
(pi2(δ(x1)) = 1
(pi2(δ(x2)) = −2,
which proves the lemma.
A basis for QH∗(∂V ) is given by eL1 , p1, eL2 , p2, eL3 , p3, where pi is a lift of the class of a point
in H0(Li) under the augmentation.
A basis for QH∗(V ) is p, [L1]QH∗(V ), [L2]QH∗(V ), where p is the lift of a point under the
augmentation and [L1]QH∗(V ), [L2]QH∗(V ) are the classes corresponding to the elements [L1], [L2] ∈
H2(V ) in the following sense. There exists a short exact sequence
0 → H2(V )t → QH0(V ) → H0(V ) → 0 . (32)
Consider the map
H2(∂V )t→ H2(V )t (33)
induced by the inclusion. Denote by [L1]QH∗(V ) ∈ QH∗(V ), [L2]QH∗(V ) ∈ QH∗(V ) the image
of the classes [L1] and [L2] ∈ H2(∂V ) under the map (33) and the first map in the short exact
sequence (32).
The following lemma helps us to compute the maps δ∗, i∗ and j∗.
Lemma 10.2. Denote by [(V, ∂V )] the image of the unit e(V,∂V ) under the inclusion i(V,∂V ). Then
[(V, ∂V )] = ([L1]QH∗(V ) + [L2]QH∗(V ))× I = −[L3]QH∗(V ) × I. (34)
31
Proof. Consider a Morse function f˜ on V respecting the exit region ∂V . We may assume that f˜
has four local maxima. One inside the set U (see Definition 9.10) and one for each of the ends Li.
Moreover, we assume that the local maxima on the negative ends of V have the same x-coordinate.
Let ξ1 denote the x-coordinate of the maxima on the negative ends, ξ2 the x-coordinate of the
critical point in the set U and ξ3 the x-coordinate of the maxima on the positive end. We
introduce three special Morse functions g˜i on M˜T for i = 1, 2, 3. Fix a Morse function f on M and
let g˜i = (τT )i+f be the Morse function on M˜T , such that (τT )i has exactly one critical point with
x-coordinate ξi. Taking the inclusion by counting the appropriate moduli spaces with respect to
these three functions shows that [(V, ∂V )] = ([L1]QH∗(V ) +[L2]QH∗(V ))×I = −[L3]QH∗(V )×I.
The maps δ∗, i∗ and j∗ act on the basis elements defined above as follows.
δ∗ : QH∗(V, ∂V ) → QH∗−1(∂V )
e(V,∂V ) 7→ eL1 + eL2 + eL3
([L1]×R) ∗ e(V,∂V ) 7→ [L1] ∗ (eL1 + eL2 + eL3)
([L2]×R) ∗ e(V,∂V ) 7→ [L2] ∗ (eL1 + eL2 + eL3)
i∗ : QH∗(∂V ) → QH∗(V )
eL1 7→ [L1]QH∗(V )
eL2 7→ [L2]QH∗(V )
eL3 7→ −[L1]QH∗(V ) − [L2]QH∗(V )
pi 7→ p ∀i
j∗ : QH∗(V ) → QH∗(V, ∂V )
[L1]QH∗(V ) 7→ 0
[L2]QH∗(V ) 7→ 0
p 7→ 0
On the basis elements described above the inclusion map from QH∗(V, ∂V ) into the ambient
quantum homology QH∗(M˜T , ∂M˜T ) is given by
i : QH∗(V, ∂V ) → QH∗(M˜T , ∂M˜T )
([L1]×R) ∗ e(V,∂V ) 7→ [L1] ∗ ([L1] + [L2])× I
([L2]×R) ∗ e(V,∂V ) 7→ [L2] ∗ ([L1] + [L2])× I
e(V,∂V ) 7→ ([L1] + [L2])× I
Next, we compute the quantum product structures. Recall that a basis of QH∗(V, ∂V ) is given
by
∗ 0 1 2 3
QH∗(V, ∂V ) x1 := ([L1]×R) ∗ e(V,∂V ) e := e(V,∂V )
x2 := ([L2]×R) ∗ e(V,∂V )
where e is the unit. Clearly
x1 ∗ x1 = ([L1] ∗ [L1]×R) ∗ e
x2 ∗ x2 = ([L2] ∗ [L2]×R) ∗ e
x1 ∗ x2 = ([L1] ∗ [L2]×R) ∗ e.
Recall that here the product [Li] ∗ [Lj ] denotes the product in the ambient quantum homology,
which was defined using Gromov-Witten invariants. See Section 2.1 and [12] for more details.
Remark 10.3. There is a more explicit way to calculate the product of the elements from Lemma 10.1,
which in fact leads to a proof that the discriminats (see [6]) of the Lagrangian spheres L1, L2 and
L3 in the example above are all the same. This is a result that has already been proven in a
different way in [6]. Moreover, if there is a configuration of Lagrangian spheres with Intersection
graph as in figure 4 then we can show that the discriminats of all Li are zero. This will be further
explored in [16].
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