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A frustrated spin-1/2 Heisenberg antiferromagnet on a chevron-square lattice
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The coupled cluster method (CCM) is used to study the zero-temperature properties of a frus-
trated spin-half (s = 1
2
) J1–J2 Heisenberg antiferromagnet (HAF) on a two-dimensional (2D)
chevron-square lattice. On an underlying square lattice each site of the model has 4 nearest-
neighbor exchange bonds of strength J1 > 0 and 2 frustrating next-nearest-neighbor (diagonal)
bonds of strength J2 ≡ κJ1 > 0, such that each fundamental square plaquette has only one diagonal
bond. The diagonal J2 bonds are arranged in a chevron pattern such that along one of the two basic
square axis directions (say, along rows) the J2 bonds are parallel, while along the perpendicular
axis direction (say, along columns) alternate J2 bonds are perpendicular to each other, and hence
form one-dimensional (1D) chevron chains in this direction. The model thus interpolates smoothly
between 2D HAFs on the square (κ = 0) and triangular (κ = 1) lattices, and also extrapolates to
disconnected 1D HAF chains (κ → ∞). The classical (s → ∞) version of the model has collinear
Ne´el order for 0 < κ < κcl and a form of noncollinear spiral order for κcl < κ < ∞, where κcl =
1
2
.
For the s = 1
2
model we use both these classical states, as well as other collinear states not realized
as classical ground-state (GS) phases, as CCM reference states, on top of which the multispin-flip
configurations resulting from quantum fluctuations are incorporated in a systematic truncation hi-
erarchy, which we carry out to high orders and then extrapolate to the physical limit. At each order
we calculate the GS energy, GS magnetic order parameter, and the susceptibilities of the states
to various forms of valence-bond crystalline (VBC) order, including plaquette and two different
dimer forms. We find strong evidence that the s = 1
2
model has two quantum critical points, at
κc1 ≈ 0.72(1) and κc2 ≈ 1.5(1), such that the system has Ne´el order for 0 < κ < κc1 , a form of
spiral order for κc1 < κ < κc2 that includes the correct three-sublattice 120
◦ spin ordering for the
triangular-lattice HAF at κ = 1, and parallel-dimer VBC order for κc2 < κ <∞.
PACS numbers: 75.10.Jm,75.10.Kt, 75.30.Kz, 75.40.Cx
I. INTRODUCTION
The simultaneous presence of strong frustration and
large quantum fluctuations in highly frustrated and
strongly correlated quantum antiferromagnets on two-
dimensional (2D) lattices makes these systems of huge
theoretical interest for investigating possible novel quan-
tum phases with exotic ordering.1–3 Particular interest
has focussed on the zero-temperature (T = 0) phase tran-
sitions that can occur between both quasiclassical states
showing various forms of magnetic order and magnet-
ically disordered, quantum paramagnetic (QP) phases,
as some control parameter characterizing the degree of
frustration present in the system, is varied. The latter
QP phases include both various types of valence-bond
crystalline (VBC) solid and quantum spin-liquid (QSL)
states.
Since quantum fluctuations tend to be the largest,
other things being equal, for spins with the smallest spin
quantum number s, spin-1/2 systems always occupy a
special niche. Furthermore, novel quantum phases often
emerge from the corresponding classical (s → ∞) mod-
els that exhibit an infinitely degenerate family of ground
states in some region of the classical T = 0 phase dia-
gram. What one typically finds in such a scenario is that
this (accidental) classical ground-state (GS) degeneracy
may be lifted entirely (or partially), by the well-known
order by disorder mechanism,4 to favor just one (or a few)
particular member(s) of the family as the actual quantum
GS phase. This is often found to be the case in the quasi-
classical limit (s≫ 1), where one works to keep quantum
corrections to leading order in the parameter 1/s. How-
ever, what is also often then found in those situations is
that for the s = 12 system none of the infinitely degener-
ate set of classical states that form the GS phase in the
s→∞ limit survive the quantum fluctuations to form a
stable magnetically ordered GS phase over part, or even
all, of the T = 0 quantum phase diagram. Instead, in
their place, emerges one or more novel QP phases with
no classical counterpart.
An example of a 2D spin system that fulfills the above
scenario is the anisotropic planar pyrochlore (APP)
model (also known as the crossed chain model). It
comprises a frustrated J1–J2 Heisenberg antiferromag-
net (HAF) on the 2D checkerboard lattice with nearest-
neighbor (NN) and next-nearest-neighbor (NNN) ex-
change bonds of strength J1 > 0 and J2 ≡ κJ1 > 0,
respectively. It differs from the full J1–J2 model on the
2D square lattice by having half of the NNN J2 bonds
removed, such that alternate squares have zero or two
2J2 bonds, resulting in a checkerboard pattern. It may
thus be regarded as a 2D analog of a three-dimensional
anisotropic pyrochlore model of corner-sharing tetrahe-
dra.
Since the T = 0 phase diagram of the s = 12 APP
model is thus of considerable interest, much attention
has been paid to it, using a large variety of theoretical
techniques.5–23 Despite this huge effort, the structure of
its full phase diagram has remained unsettled, at least
until very recently, particularly in the regime of large val-
ues of the frustration parameter, κ > 1, which is precisely
where the GS phase of the classical (s → ∞) version of
the model is infinitely degenerate. For example, in the
limit κ → ∞ the APP model reduces to one of essen-
tially decoupled one-dimensional (1D) crossed isotropic
HAF chains. It hence exhibits in that limit a Luttinger
QSL GS phase, with a gapless excitation spectrum of de-
confined spin-1/2 spinons. It might be supposed (as was
argued in Ref. 9) that this Luttinger-liquid behavior is
robust against the gradual turning on of interchain (J1)
couplings, so that the 2D system continues to act as a
quasi-1D Luttinger liquid for large but finite values of κ.
Such a 2D QSL GS phase is an example of what has been
called a sliding Luttinger liquid (SLL).24–26
Some putative numerical evidence for such a SLL phase
in the APP model at large values of κ was claimed in ex-
act diagonalization (ED) studies10 on small finite-sized
lattices of up to N = 36 spins. A more detailed and
more careful analysis18 of the relevant terms near the 1D
Luttinger liquid fixed point showed, however, that the
earlier prediction9 of a SLL GS phase was incorrect, and
the same authors18 suggested that an alternate possi-
ble GS phase in the large-κ regime might be the gapped
crossed-dimer valence-bond crystalline (CDVBC) state,
with twofold spontaneous symmetry breaking and with-
out any magnetic order.
A high-order, and numerically very accurate, appli-
cation of the coupled cluster method (CCM) (see, e.g.,
Refs. [27–31] and references cited therein) to the spin-
1/2 APP model indeed showed23 that the quasiclassical
antiferromagnetic (AFM) state with Ne´el ordering is the
GS phase for κ < κc1 ≈ 0.80 ± 0.01, but that the quan-
tum fluctuations totally destroy the order in all of the
infinitely degenerate set of AFM states that form the GS
phase (for κ > 1) in the classical (s→∞) case. Instead,
it was found23 that for κ > κc1 there are two stable QP
phases in different regimes of κ, each with different types
of VBC order. For κc1 < κ < κc2 ≈ 1.22 ± 0.02 the sta-
ble GS phase was found to have plaquette valence-bond
crystalline (PVBC) order, whereas for all values κ > κc2
it has crossed-dimer valence-bond crystalline (CDVBC)
order. The latter CDVBC state has a staggered ordering
of dimers along each of the two sets of crossed J2 chains,
and hence has twofold spontaneous symmetry breaking.
The CCM has also been applied with considerable suc-
cess to a large variety of other spin-lattice models (see,
e.g., Refs. 23,31–49 and references cited therein) with
different types of both quasiclassical magnetic order and
QP order. These include models that generalize the
J1–J2 model on the 2D square lattice by introducing
both spatial lattice anisotropy40 and spin anisotropy,41
as well as several models that fall in the same half-
depleted J1–J2 class as the APP model in the sense that
they are all obtained from the full J1–J2 model on the
2D square lattice by removing half of the J2 bonds in
different arrangements. Examples of this depleted J1–
J2 square-lattice class are the (J1–J
′
2 or) interpolating
square-triangle AFM model42 and the so-called Union
Jack model.44
With respect to an underlying square-lattice geome-
try the former, interpolating square-triangle HAF, model
contains both NN (J1) bonds and competing NNN (J
′
2 ≡
κJ1) bonds across only one of the diagonals of each square
plaquette, the same diagonal in every square. Each site of
the lattice is thus six-connected. Considered on an equiv-
alent triangular-lattice geometry this model may be re-
garded as having two sorts of NN bonds, with J ′2 bonds
along parallel chains and J1 bonds providing an inter-
chain coupling, such that each triangular plaquette thus
contains two J1 bonds and one J
′
2 bond. By comparison,
in the Union Jack model each square plaquette also has
only one NNN (J2) bond, but with neighboring plaque-
ttes now having the J2 bond across opposite diagonals.
The bonds are thus arranged so that on the 2×2 unit cell
they form the pattern of the Union Jack flag, and alter-
nating sites on the square lattice are thus four-connected
and eight-connected.
The corresponding GS phase diagrams of both the
spin-1/2 interpolating square-triangle and the Union
Jack HAF models are very different both from each other
and from that of the full J1–J2 square-lattice HAF model.
They both also differ markedly from that of the spin-1/2
APP model, despite the fact that both the interpolating
square-triangle and APP models reduce to uncoupled 1D
chains in the κ → ∞ limit. Presumably the large-κ dif-
ference in phase structure has to do with the fact that
whereas the GS phase of the classical (s→∞) version of
the APP model is infinitely degenerate after Ne´el order
has been destroyed by the effects of frustration, this is
not so for either of the latter models.
There is also another member of the same half-depleted
J1–J2 class of square-lattice models, which we refer to
here as the chevron-square lattice model, that has largely
been ignored up to now. Once again, each square plaque-
tte contains only one J2 bond, but now in a chevron pat-
tern such that neighboring square plaquettes along one
of the two square-lattice axis directions (say, rows) have
the J2 bond on the same diagonal, whereas along the
perpendicular direction (say, columns) neighboring pla-
quettes have J2 bonds along opposite diagonals. In our
convention the chevron lattice is henceforth drawn as in
Fig. 1 such that the basic chevron stripes of alternating
V-shapes and inverted V-shapes are oriented vertically.
Hence the square plaquettes along each row have the di-
agonal J2 bond oriented in the same direction, and with
that direction alternating between neighboring rows. On
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FIG. 1: (Color online) The J1–J2 chevron-square lattice model (J1 ≡ 1). The solid (black) lines are J1 bonds and the dashed
(green) lines are J2 bonds; (a) Ne´el state, (b) spiral state (or state s), (c) row-striped state (or state r), (d) columnar-striped
state (or state c), and (e) doubled alternating striped state (or state d). The blue arrows represent the spins on the sites of the
chevron lattice.
the chevron lattice each site is thus six-connected, as in
the APP and interpolating square-triangle HAF models.
In view of the fact that other depleted J1–J2 mod-
els on the square lattice show such a rich variety of GS
phase diagrams, the chevron-square lattice model now
seems to be well worth studying theoretically too for the
case s = 12 . The recent experimental quantum simulation
of frustrated magnetism in triangular optical lattices,50
which exploited the motional degrees of freedom of ul-
tracold atoms, provides a clear additional impetus for
such studies. In the experimental simulation50 a specific
modulation of the optical lattice was used to tune the
NN couplings on the triangular lattice in different direc-
tions independently. By introducing a fast oscillation of
the lattice the experimentalists were thus able to simulate
our previous interpolating square-triangle AFM model.42
Since, as we discuss below in Sec. II, the J1–J2 chevron-
square lattice model may also equivalently be regarded
as a different form of anisotropic triangular-lattice HAF,
it is conceivable that this model too may be experimen-
tally realizable with ultracold atoms trapped on a 2D
triangular optical lattice.
In Sec. II we describe the model itself further, including
its classical (s → ∞) counterpart. The key elements of
the CCM technique that we will apply to the s = 12 model
are reviewed in Sec. III, before presenting our results in
Sec. IV. We end with a brief summary in Sec. V.
II. THE MODEL
In this paper we study the chevron-square lattice
model whose Hamiltonian may be written as
H = J1
∑
〈i,j〉
si · sj + J2
∑
〈〈i,k〉〉′
si · sk (1)
where the operators sl ≡ (s
x
l , s
y
l , s
z
l ) are the quantum
spin operators on lattice site l, with s2l = s(s + 1). We
are interested here in the extreme quantum case s = 12 .
On the square lattice the sum over 〈i, j〉 runs over all
distinct NN bonds (with exchange coupling strength J1),
while the sum over 〈〈i, k〉〉′ runs over only half of the
distinct NNN diagonal bonds (with exchange coupling
strength J2). In the latter sum only one NNN diagonal
bond is retained in each square plaquette, as arranged in
the (vertical) chevron pattern shown explicitly in Fig. 1.
The primitive unit cell is thus of size 1× 2. In both sums
in Eq. (1) each bond is counted once and once only. In
the present paper we consider the case where both sorts
of bonds are AFM in nature, J1 > 0 and J2 ≡ κJ1 > 0,
and hence act to frustrate one another. Henceforth, we
put J1 ≡ 1 to set the overall energy scale.
The model may clearly equivalently be defined on a
triangular-lattice geometry in which every site has six
NN sites, four connected to it by J1 bonds and two con-
nected to it by J2 bonds, as shown explicitly in Fig. 2.
Thus, the chevron-square lattice model may be regarded
also as an anisotropic HAF on a triangular lattice, in
which every basic triangular plaquette contains two NN
J1 bonds and one NN J2 bond in the pattern shown.
It thus clearly shares some properties with our previous
interpolating square-triangle model42 in the sense that
both models interpolate smoothly between the HAF on
the square lattice (when the NNN bonds retained on the
square lattice are removed entirely) and the HAF on the
triangular lattice (when both NN and the retained NNN
bonds on the square lattice have equal strength). Both
models can be regarded too as anisotropic triangular-
lattice HAF models. Whereas our former interpolating
square-triangle model42 had the NN bonds along two
of the three equivalent triangular-lattice directions equal
(J1) and different along the third direction (J
′
2), in the
current chevron-lattice model the inequivalent (J2) bonds
are those along parallel zigzag (or chevron) chains in one
of the three equivalent directions for the triangular lat-
tice, as shown in Fig. 2.
The current model clearly also reduces to decoupled
1D chains in the limit κ → ∞. Thus, the case κ ≫ 1
corresponds to weakly coupled 1D chains, and the model
thus also interpolates between 1D and 2D limits.
Before considering the extreme quantum limit s = 12 it
4FIG. 2: (Color online) The J1–J2 chevron-square lattice model as an equivalent anisotropic triangular-lattice HAF model.
is worthwhile to examine first the classical limit, s→∞.
Thus, it is easy to show that the classical chevron-square
lattice model has only two GS phases. For κ < 12 the
stable GS phase has AFM Ne´el ordering on the square
lattice, as shown in Fig. 1(a). At κ = κcl =
1
2 the system
undergoes a continuous second-order phase transition to
a state with noncollinear spiral order that persists for all
values κ > 12 . The spin direction in this spiral state,
shown in Fig. 1(b), at lattice site (i, j) points at an angle
αij = α0 + [i+∆(j)]α, where ∆(j) is defined to be zero
if j is even and one if j is odd. The GS energy per spin
in this classical spiral state is thus given by
E
N
= s2(2 cosα+ κ cos 2α) , (2)
which is minimized when
α = αcl =
{
pi ; κ ≤ 12
cos−1(− 12κ ) ; κ >
1
2 .
(3)
The pitch angle φ ≡ pi−α thus measures the deviation
from Ne´el order, and its classical value is
φcl =
{
0 ; κ ≤ 12
cos−1( 12κ ) ; κ >
1
2 .
(4)
It varies from zero for κ < κcl =
1
2 to
1
2pi as κ → ∞ (as
shown later in Fig. 4). At the isotropic point, κ = 1,
we regain the classical three-sublattice ordering of the
isotopic triangular-lattice HAF with αcl =
2
3pi.
The GS energy per spin of the classical model is thus
given by
E
Ns2
=
{
−2 + κ ; κ ≤ 12
−( 12κ )− κ ; κ >
1
2 .
(5)
Equation (5) clearly shows that the classical phase tran-
sition at κ = 12 is a continuous (second-order) one, where
both the GS energy and its first derivative with respect
to the frustration parameter κ are continuous.
In the limit of large κ the GS configuration of the clas-
sical chevron-square lattice model represents a set of de-
coupled 1D HAF chains (along the chevrons of the model)
with sites connected by J2 bonds, and with a relative spin
orientation approaching 90◦ between sites on neighbour-
ing chevrons. In this classical κ → ∞ limit there is,
however, also complete degeneracy between all states for
which the relative ordering directions of spins on differ-
ent HAF chevron chains is arbitrary. Clearly the spin-
1/2 model also similarly reduces in the κ→∞ limit to a
set of decoupled 1D HAF chevron chains, which exhibit
the 1D Luttinger-liquid behavior described by the exact
Bethe ansatz solution.51
In general quantum fluctuations tend to favor states
with collinear spin order over ones with noncollinear or-
der, and it thus seems possible that at sufficiently large
(but finite) values of κ the classical spiral order will be
destroyed by quantum fluctuations in the spin-1/2 model
of interest here, to yield a state with collinear spin order-
ing. In this case the probable ordering is thus clearly one
with all of the 1D chevron chains exhibiting Ne´el ordering
in the same direction, with spins alternating in orienta-
tion (say, up and down). We note that there is still an
infinite family of such states in which, for example, all of
the spins along a given row (in our convention) can be
assigned arbitrarily to be either up or down. All of these
states are degenerate in energy at the classical level, with
an energy per spin given E/N = −s2κ. They include, for
example, the three states shown in Figs. 1(c), 1(d), and
1(e) in which, respectively, the spins in a given row all
have the same orientation (e.g., ↑↑↑↑↑ · · · ), alternate in
orientation (e.g., ↓↑↓↑↓ · · · ), and alternate in orientation
in a pairwise fashion (e.g., ↓↓↑↑↓ · · · ). Henceforth, we
refer to these three states respectively as the row-striped
state (or state r), the columnar-striped state (or state c),
and the doubled alternating striped state (or state d).
Clearly, from Eq. (5), the classical spiral state (or state
s) always has lower energy than this classical infinitely-
degenerate family of collinear AFM states. Hence, un-
like in the classical APP model, where the corresponding
infinitely-degenerate family of crossed 1D HAF chains
does form the stable GS phase for all values κ > 1, this
family never becomes the stable GS phase for the clas-
sical chevron-lattice model except in the κ → ∞ limit.
Nevertheless, as we have already suggested, it does form
a likely candidate for the stable GS phase of the s = 12
version of the model considered below, as we discuss fur-
ther in Sec. IV. In this case we also expect that the (acci-
dental) classical degeneracy might again be lifted by the
order by disorder mechanism.
5III. THE COUPLED CLUSTER METHOD
The CCM27–31 that we use here has become one of
the most powerful and most universally applicable tech-
niques of modern microscopic quantum many-body the-
ory. In recent times it has been applied with great suc-
cess to a large variety of quantum spin-lattice systems
(see, e.g., Refs. 23,31–49 and references cited therein).
In particular, for 2D models of quantum magnetism, it
now provides one of the most accurate methods available
for their study. Some of its most notable strengths are
that it provides a systematic way to study various candi-
date GS phases and their regions of stability, and that in
each case the description is systematically improvable in
terms of well-defined hierarchies of approximations to in-
corporate more and more of the multispin configurations
present in the exact, fully correlated, GS wave function.
The CCM formalism is now briefly presented. We con-
centrate on its key ingredients only, as needed for present
purposes, and refer the interested reader to the extensive
literature on the method (see, e.g., Refs. 27–31,33–35)
for further details. Any implementation of the CCM
always begins with the selection of some suitable (nor-
malized) model (or reference) state |Φ〉. For spin-lattice
models this is often conveniently chosen as a classical
state, which may or may not form the actual GS phase
of the classical (s → ∞) version of the model in some
region of the T = 0 parameter space. For the present
chevron-square lattice model we will present below in
Sec. IV results based on all five of the states shown in
Fig. 1 as CCM model states, for reasons already outlined
in Sec. II.
We denote by |Ψ〉 and 〈Ψ˜| respectively the exact GS
ket and bra wave functions of the fully interacting system
under study, where the normalizations are chosen so that
〈Ψ˜|Ψ〉 = 〈Φ|Ψ〉 = 〈Φ|Φ〉 = 1. The CCM now uses the
exponential parametrizations
|Ψ〉 = eS |Φ〉 ; 〈Ψ˜| = 〈Φ|S˜e−S , (6)
to incorporate explicitly the multispin-flip configurations
in |Ψ〉 and 〈Ψ˜| above and beyond those contained in the
chosen model state |Φ〉. The ket- and bra-state correla-
tion operators are then expressed as
S =
∑
I 6=0
SIC
+
I ; S˜ = 1 +
∑
I 6=0
S˜IC
−
I , (7)
where, by definition, C+0 ≡ 1 is the identity operator,
and C−I |Φ〉 = 0 = 〈Φ|C
+
I , ∀I 6= 0. The set-index {I}
represents a multispin-flip configuration with respect to
state |Φ〉, as we elaborate further below. The operator
C+I (≡ (C
−
I )
†) thus represents a multispin-flip creation
operator with respect to |Φ〉 considered as a generalized
vacuum state.
It is now convenient to choose a set of local coordi-
nate frames in spin space defined for each model state
separately, such that on each lattice site the spin aligns
along the negative z axis (downwards). Such rotations
obviously leave the basic SU(2) spin commutation rela-
tions unchanged. In such a basis the C+I operators now
have the universal form, C+I ≡ s
+
j1
s+j2 · · · s
+
jn
in terms of
the usual single-spin raising operators s+j ≡ s
x
j + is
y
j .
For a spin s the raising operator s+j may be applied a
maximum of 2s times on a given site j, and hence the
set-index {I} ≡ {j1, j2, · · · , jn; n = 1, 2, · · · } where any
given site-index jk may appear a maximum of 2s times.
In the present s = 12 case therefore, no index may be
repeated.
The ket- and bra-state coefficients {SI , S˜I}, which
from Eqs. (6) and (7) completely specify the GS wave
function, may now be obtained by minimizing the GS
energy functional, H¯ = H¯(SI , S˜I) ≡ 〈Ψ˜|H |Ψ〉, where
H is the Hamiltonian of the system, with respect to all
of the coefficients {S˜I} and {SI} separately, ∀I 6= 0.
Use of Eqs. (6) and (7) then leads simply to the re-
spective coupled sets of equations 〈Φ|C−I e
−SHeS |Φ〉 = 0
and 〈Φ|S˜e−S [H,C+I ]e
S |Φ〉 = 0; ∀I 6= 0, which are fully
equivalent to the GS ket and bra Schro¨dinger equations
H |Ψ〉 = E|Ψ〉 and 〈Ψ˜|H = E〈Ψ˜|. The latter set of
equations may equivalently be written as 〈Φ|S˜(e−SHeS−
E)C+I |Φ〉 = 0, ∀I 6= 0.
Once these sets of CCM equations have been solved for
the sets of correlation coefficients {SI} and {S˜I}, all GS
quantities may now be calculated in terms of them. The
GS energy is unique in that its evaluation requires only
the ket-state coefficients, E = 〈Φ|e−SHeS |Φ〉, whereas
any other GS quantity requires the bra-state coefficients
also. For present purposes, for example, we will also
calculate the magnetic order parameter, defined to be
the local average on-site magnetization, M , in the ro-
tated spin coordinates, M ≡ − 1N 〈Ψ˜|
∑N
j=1 s
z
j |Ψ〉, where
N is the number of lattice sites. A key feature of the
CCM exponential parametrizations of Eq. (6) is that the
method automatically satisfies the Goldstone linked clus-
ter theorem, even when truncations are made in the mul-
tispin configurations {I} retained in Eq. (7). Thus, the
method is automatically size-extensive at every level of
approximation, and we may take the infinite-lattice limit,
N →∞, from the very outset. Similarly, the method also
satisfies the Hellmann-Feynman theorem at all levels of
truncation.
It is important to note too that while the CCM equa-
tions are intrinsically nonlinear, due to the presence of
the basic correlation operator S in the exponentiated
form eS , it only ever appears in the equations to be
solved in the similarity transform, e−SHeS , of the Hamil-
tonian. By making use of the well-known nested commu-
tator expansion for e−SHeS, it is readily seen that the
basic SU(2) spin commutation relations imply that the
otherwise infinite series of nested commutators actually
terminates exactly at second-order terms in S for Hamil-
tonians of the form of Eq. (1) used here (and see, e.g.,
Refs. 31,33 for further details). A similar exact termi-
nation generally also applies to the evaluation of the GS
expectation value of any operator, such asM above, that
6we calculate.
Thus, the CCM formalism is exact if all multispin-flip
configurations are included in the index-set {I}, and the
equations that we need to solve in practice are coupled
sets of multinomial equations for the coefficients {SI}
and linear equations for the coefficients {S˜I}, in which
the solutions for {SI} are needed as input. Of course,
in practice we need to make finite-size truncations in the
multispin-flip configurations retained in the indices {I}.
We employ here the localized (lattice-animal-based sub-
system) LSUBn scheme,31,33 which has been well-studied
and greatly utilized for a wide variety of spin-1/2 lattice
systems.23,31–49 At the nth level of approximation in the
LSUBn scheme all possible multispin-flip configurations
are retained in the index-set {I} over different locales on
the lattice defined by n or fewer contiguous sites. In other
words, all lattice animals of size up to n sites are popu-
lated with flipped spins (with respect to the model state
|Φ〉 as reference state) in all possible ways. Such animals
(or contiguous clusters) are defined to be contiguous in
this sense if every site in the cluster is adjacent (in the
NN sense) to at least one other site in the cluster. For
our present model we define NN pairs on the triangular-
lattice geometry (as shown in Fig. 2), rather than on the
square-lattice geometry, since we wish to treat all pairs
connected by both J1 and J2 bonds on an equal footing.
The number Nf of such fundamental configurations,
which are distinct under the space- and point-group sym-
metries of the lattice and of the model state being used,
increases very rapidly with the truncation index n of the
LSUBn hierarchy. In the present study, by making use
of a highly efficient parallelized CCM code52 and super-
computer resources we have been able to perform LSUBn
calculations up to the LSUB10 level for each of the four
collinear model states of Figs. 1(a), (c), (d), and (e),
and up to the LSUB8 level for the spiral state of Fig.
1(b). For example, using the triangular-lattice geometry,
Nf = 541578 for the LSUB10 approximation using the
row-striped state of Fig. 1(c) as CCM model state.
Although we never need to perform any finite-size scal-
ing of our results, since we work from the outset in the
thermodynamic limit, N → ∞, we do need to extrapo-
late our approximate LSUBn sequence for any physical
quantity to the exact n→∞ limit. For example, for the
GS energy per spin, E/N , we use the well-tested extrap-
olation scheme23,34–41,43,45,49
E(n)/N = a0 + a1n
−2 + a2n
−4 . (8)
As is to be expected other physical quantities do not
converge as rapidly as the energy. For example, for the
magnetic order parameter, M , we generally find that a
scaling law with leading power 1/n, i.e.,
M(n) = b0 + b1n
−1 + b2n
−2 , (9)
works well for most systems with even moderate amounts
of frustration.34–37 However, for systems very close to a
QCP or for which the magnetic order parameter of the
phase under study is very small or zero, the scaling law of
Eq. (9) has been found to overestimate the magnetic or-
der and to predict a too large value for the critical value
of the the frustration parameter that is driving the transi-
tion. In such cases we use the well-studied extrapolation
scheme23,37–41,43,45,49
M(n) = c0 + c1n
−1/2 + c2n
−3/2 . (10)
Naturally, for any physical quantity Q we may always
test for the correct leading power in the corresponding
LSUBn extrapolation scheme by first fitting to a form
Q(n) = q0 + q1n
−ν , (11)
where the exponent ν is also a fitting parameter. For
the GS energy we generally find a value ν ≈ 2 for a
wide variety of both unfrustrated and (strongly) frus-
trated systems, as is also the case here, as we discuss
in Sec. IV in more detail. On the other hand, for the
magnetic order parameter, M we find ν ≈ 1 for many
systems, even moderately frustrated systems such as the
triangular-lattice HAF, which is the special case κ = 1
of the present model. However, in situations where we
are either close to a transition or where M is (close to)
zero for the phase under study we generally find ν ≈ 0.5.
Both cases are present in the current model, as we discuss
more fully in Sec. IV. Once such values for the leading
exponent have been found, they provide the subsequent
rationale for the use of Eqs. (8)–(10), for example.
IV. RESULTS
We report here on our CCM calculations for the
present spin-1/2 J1–J2 chevron-square lattice model of
Eq. (1) based in turn on each of the Ne´el, spiral,
row-striped, columnar-striped, and doubled alternating
striped states shown, respectively in Figs. 1(a,b,c,d,e).
The computational power at our disposal is such that we
can perform LSUBn calculations for each of the collinear
model states with n ≤ 10, but for the more exacting
spiral model state only for n ≤ 8.
In the first place we discuss our results obtained using
the spiral model state. Whereas the classical (s → ∞)
version of the model has a second-order phase transition
from Ne´el order (for κ < κcl) to spiral order (for κ > κcl)
at the value κ = κcl = 0.5 of the frustration parameter,
our CCM results show a shift of this critical point to a
value κ = κcl ≈ 0.72 for the present s =
1
2 quantum case.
This finding is in complete agreement with the general
observation, which is found to be true for a wide variety of
different spin-lattice models, that quantum fluctuations
generally favor collinear over noncollinear forms of spin
ordering, as discussed previously in Sec. II.
Curves such as those shown in Fig. 3 show clearly that
the CCM results based on the Ne´el model state (with
φ = 0) give the minimum GS energy for all values of κ <
κc1 , where our estimate for κc1 is itself dependent on the
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FIG. 3: (Color online) Ground-state energy per spin, E/N , as
a function of the spiral angle φ, of the spin-1/2 J1–J2 chevron-
square lattice model (J1 ≡ 1, J2 > 0). We show results using
the LSUB4 approximation of the CCM based on the spiral
model state for some illustrative values of J2 in the range
0 ≤ J2 ≤ 1.5. For J2 . 0.752 the minimum is at φ = 0
(Ne´el order), whereas for J2 & 0.752 the minimum occurs at
φ = φLSUB4 6= 0, signalling a phase transition at J2 ≈ 0.752
in this approximation.
level of LSUBn approximation used, as may be seen from
Fig. 4. The general shape of the curves shown in Fig. 3
is broadly similar to that of their classical counterparts,
E/N = s2(κ cos 2φ − 2 cosφ), from Eq. (2), but with
several important differences. One is that the crossover
from the minimum being at φ = 0 (Ne´el order) to a value
φ > 0 (spiral order) occurs at an appreciably higher value
κc1 ≈ 0.72 in the s =
1
2 case than at the value κcl = 0.5
for the classical (s → ∞) case. Another difference is
that the crossover curve itself becomes even flatter in the
spin-1/2 case than in the classical case.
Thus, a close inspection of curves such as those dis-
played in Fig. 3 for the LSUB4 case shows that, at
this level of approximation, for example, for all values
κ . 0.752 the only minimum in the GS energy is at φ = 0.
When this value is approached asymptotically from be-
low the LSUB4 energy curves become very flat around
φ = 0, indicating the disappearance at φ = 0 not only of
the second derivative d2E/dφ2 but probably also of one
or more of the higher derivatives dnE/dφn with n > 2
(as well as the first derivative dE/dφ). Similar curves
occur for other LSUBn approximations. By contrast, in
the classical case, at κ = κcl, d
nE/dφn vanishes only for
n ≤ 2. For values κ > κcl the classical curves now have
a maximum at φ = 0 and a minimum at the value φcl
given by Eq. (4). This behavior is broadly echoed in the
LSUB4 s = 12 curves shown in Fig. 3 for κ > κc1 .
However, we note from Fig. 4 (and see especially the
inset) that the crossover from one minimum (φ = 0,
Ne´el) solution to the other (φ 6= 0, spiral) one appears
to be rather abrupt, particularly for the LSUBn approx-
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FIG. 4: The angle φLSUBn that minimizes the energy per spin,
ELSUBn(φ)/N , of the spin-1/2 J1–J2 chevron-square lattice
model (with J1 > 0) versus the frustration parameter κ ≡
J2/J1, in the LSUBn approximations with n = {2, 4, 6, 8}
based on the spiral model state. The corresponding classical
result, φcl, of Eq. (4) is also shown for comparison.
imations with n = 4, 6, with the pitch angle rising very
sharply from a zero value on the Ne´el side to a nonzero
value on the spiral side. This very sharp rise is itself just
a reflection of the extreme flatness of the correspond-
ing GS energy curves in Fig. 3 near the crossover point
κ = κcl. This very flatness makes it difficult for us to
distinguish between the two scenarios of a discontinuous
jump in pitch angle versus a continuous but very steep
rise in pitch angle as we traverse the transition in the frus-
tration parameter κ from the Ne´el phase into the spiral
one. These two scenarios would correspond, respectively,
to a weakly first-order transition versus a (continuous)
second-order one. More compelling evidence for both
the numerical value κc1 and the nature of the Ne´el-spiral
quantum phase transition comes from our results, pre-
sented below, for the local on-site magnetization (which
provides the relevant order parameter for the transition).
However, before doing so, we comment further on Figs.
3 and 4. Firstly, we see from Fig. 3 that all of the CCM
LSUBn approximation give exactly the classical value
φ = 13pi for the pitch angle at the value κ = 1 correspond-
ing to the spin-1/2 HAF on the triangular lattice. This
corresponds to the correct 120◦ three-sublattice ordering
demanded by symmetry in this case. The fact that every
LSUBn approximation preserves this symmetry is a sim-
ple consequence of us defining the fundamental LSUBn
configurations on the triangular-lattice geometry shown
in Fig. 2 (in which sites connected by both J1 and J2
bonds are defined to be NN pairs). By contrast, had we
defined the fundamental LSUBn configurations on the
underlying square-lattice geometry (in which only sites
connected by J1 bonds are NN pairs, and where sites
connected by J2 bonds are NNN pairs), the exact sym-
metry at κ = 1 would only be approximately preserved
in any LSUBn approximation with a finite value of n.
8We also note from Fig. 4 that when κ > 1 the pitch
angle φ approaches the asymptotic (κ → ∞) limiting
value 12pi much faster for the quantum s =
1
2 model than
for its classical (s → ∞) counterpart. This is a first
direct piece of evidence that quantum fluctuations favor,
in this limit, collinear ordering along the weakly coupled
1D chevron chains. Figure 4 also shows that the CCM
LSUB8 approximation based on the spiral model state
appears slightly anomalous in the region κ > 1, with the
solution even becoming unstable for values κ & 2.2. We
take this as a first indication that the quantum spiral
state itself loses its stability as the actual GS phase in
this regime, as we discuss much more fully below.
Before doing so, however, we note first from Fig. 3
that our CCM solutions at a given LSUBn level of im-
plementation (viz., LSUB4 in Fig. 3) exist only for certain
ranges of the spiral pitch angle φ for some values of κ.
Thus, for example, for the case κ = 0 pertaining to the
pure square-lattice HAF (with NN interactions only), the
CCM LSUB4 solution based on the spiral model state of
Fig. 1(b) only exists for values of the frustration param-
eter in the range 0 ≤ κ . 0.29pi. For this value κ = 0,
where the Ne´el state is the physical GS phase, it seems
that any attempt to drive the system too far away from
collinearity leads to the CCM solutions themselves be-
coming unstable in the sense that a real solution simply
ceases to exist. Similarly, for example, when κ = 1.5,
Fig. 3 shows that the CCM LSUB4 solution exists only
for values 0.15pi . κ . 0.5pi. In this case the spiral state
provides the stable GS phase, and any attempt now to
move too close to collinearity leads again to instability.
Similar instabilities, which manifest themselves as ter-
mination points, occur in all LSUBn approximation (with
n > 2). Indeed, such terminations of CCM solutions are
both very common and well understood (see, e.g., Refs.
31,42). They are always reflections of the actual quan-
tum phase transitions in the system under study. In the
present case this is simply the transition between the Ne´el
and spiral phases.
In view of the fact that we have indications or sug-
gestions that the classical spiral phase might become un-
stable (for larger values of the frustration parameter κ)
against quantum fluctuations, we have also performed
CCM calculations based on the three other collinear
states shown in Fig. 1(c), 1(d), and 1(e). All of these
share the feature that the magnetic ordering along each
chevron chain (i.e., sites joined by J2 bonds) is that of a
1D Ne´el HAF. As explained in Sec. II, there is actually an
infinite family of such states, all of which are degenerate
in energy at the classical level. As expected, Fig. 5 now
shows that this accidental classical degeneracy is lifted
by quantum fluctuations. As a parenthetic note we add
that in Fig. 5 the results using state d as CCM model
state are shown only in the range κ ≥ 3, since real solu-
tions for all of the corresponding LSUBn approximations
used (viz., n = {4, 6, 8, 10}) exist only in this range for
this state. Corresponding terminations for states c and
r occur only for values κ < 1.5, as we discuss more fully
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FIG. 5: (Color online) Various GS energy differences, ∆eab ≡
estate a − estate b, with e ≡ E/N , between states a and b, ver-
sus the frustration parameter κ ≡ J2/J1, for the spin-1/2
chevron-square lattice model (with J1 > 0), where states a
and b are chosen to be the states r (row-striped), c (columnar-
striped), and d (doubled alternating striped) of Figs. 1(c)–
(e), respectively. In each case the energy per spin, e, is the
LSUB∞ result obtained from Eq. (8) using CCM LSUBn re-
sults with n = {4, 6, 8, 10}.
below for state r. Although the differences in the ener-
gies between the three states are small, it is clear that
the row-striped state of Fig. 1(c) has the lowest GS en-
ergy for all values of the frustration parameter, κ, shown.
Henceforth, therefore, we only present results comparing
CCM solutions based on the Ne´el, spiral, and row-striped
states as model states.
Thus, firstly, in Fig. 6 we show our CCM results for
the GS energy per spin, e ≡ E/N , based on each of
these states as model states. We show both raw LSUBn
results and the corresponding extrapolated LSUB∞ re-
sults using the extrapolation formula of Eq. (8). It is
clear that the LSUBn results based on each model state
converge extremely rapidly as n→∞. Figure 6(a) shows
that there is no real evidence for a discontinuity in slope
at the critical values κc1 (which themselves depend only
weakly upon the order n of the LSUBn approximation
used). If present at all, either in the raw LSUBn results
or the LSUB∞ extrapolation, any such discontinuity can
only be very weak indeed.
The overall accuracy of our results may also be ascer-
tained by examining the special case of κ = 0 (corre-
sponding to the Ne´el order of the square-lattice HAF)
and κ = 1 (corresponding to the spiral, φ = 13pi, order
of the triangular-lattice HAF). Thus, for κ = 0, the ex-
trapolated GS energy per spin, using our LSUBn results
with n = {4, 6, 8, 10} is e(κ = 0) ≈ −0.6697, which may
be compared with the results e(κ = 0) = −0.6693(1)
from a linked-cluster series expansion (SE) technique,53
and e(κ = 0) = −0.669437(5) from a large-scale quan-
tum Monte Carlo (QMC) simulation,54 free of the usual
“minus-sign-problems” for this unfrustrated limiting case
where the Marshall-Peierls sign rules55 applies. Similarly,
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FIG. 6: (Color online) CCM LSUBn results for the GS energy per spin, E/N , versus the frustration parameter κ ≡ J2/J1, for the
spin-1/2 J1–J2 chevron-square lattice model (with J1 > 0), using (a) the Ne´el and spiral states of Figs. 1(a) and 1(b) respectively
as model states with n = {2, 4, 6, 8}, and (b) the row-striped state of Fig. 1(c) as model state, with n = {2, 4, 6, 8, 10}. In each
case we also show the extrapolated LSUB∞ result obtained from Eq. (8) using the data set n = {2, 4, 6, 8}.
for κ = 1, the extrapolated value using our LSUBn re-
sults with n = {2, 4, 6, 8} is e(κ = 1) ≈ −0.5511, which
may again be compared with the results e(κ = 1) =
−0.5502(4) from a SE calculation,56 and e(κ = 1) =
−0.5458(1) from a QMC simulation.57 It is worth noting
that, unlike for the square-lattice HAF, the nodal struc-
ture of the exact GS wave function for the triangular-
lattice HAF is unknown. Hence, in this latter κ = 1 case
the QMC minus-sign problem cannot be avoided. In-
stead, a fixed-node approximation was made in Ref. 57,
which was then relaxed using a stochastic reconfiguration
technique. The resulting approximate result for the GS
is now only an upper bound, and our own CCM result is
almost certainly more accurate in this case.
In both Figs. 6(a) and 6(b) the extrapolated results are
shown only for those values of κ in each case for which
real solutions exist for all of the LSUBn approximations
used in the extrapolation. In the case of the spiral state
used as CCM model states, shown in Fig. 6(a), the ex-
trapolation is thus shown for the range 0 < κ . 2.2, since
the LSUB8 solution shows an instability for κ & 2.2 as
discussed previously. Similarly, in Fig. 6(b), we can see
that each of the LSUBn results with n > 2 based on the
row-striped state as model state, terminate at some lower
value, κt(n), which itself depends on the level n of ap-
proximation. Thus, we find κt(4) ≈ 0.95± 0.05, κt(6) ≈
1.15±0.05, κt(8) ≈ 1.35±0.05, and κt(10) ≈ 1.35±0.05.
As we have noted above, such termination points of
our CCM LSUBn calculations are always reflections of
the true quantum phase transitions in the system.31,42,44
They arise due to the solution to the CCM LSUBn equa-
tions becoming complex there, such that beyond any
such termination point two unphysical branches of com-
plex conjugate solutions exist. Conversely, in the region
where the true physical solution is real, there actually
exists another (unstable) real solution, which is both un-
physical and generally very difficult to determine numer-
ically. The physical branch is also usually easily iden-
tifiable in practice as the one which becomes exact in
some limiting case. At a termination point the two real
branches of solution (physical and unphysical) meet, and
then diverge again as wholly unphysical complex conju-
gate pairs beyond the termination point for real solu-
tions. The values of κt(n) may themselves be used to es-
timate the corresponding quantum critical point (QCP)
κc = limn→∞κt(n). We do not attempt to do so here
since it is difficult to obtain values of κt(n) with high pre-
cision, since the number of iterations required to solve the
CCM LSUBn equations to a given level of accuracy gen-
erally increases significantly as κ→ κt(n). Furthermore,
we have other more accurate criteria for determining the
QCPs, as we discuss below. Nevertheless, even the crude
values for κt(n) above for n = {4, 6, 8, 10} indicate that
the row-striped state itself can only be a possible candi-
date for the GS phase of our system for values of κ & 1.5.
We show in Fig. 7 our CCM LSUB∞ extrapolated re-
sults for the GS energy per spin, e ≡ E/N , based on the
Ne´el, spiral and row-striped model states, using Eq. (8)
and our corresponding LSUBn results for the two data
sets n = {2, 4, 6, 8} and n = {4, 6, 8, 10}. We note in
passing that if our LSUBn results are instead fitted to a
form e(n) = e0+e1n
−ν , the fitted value for the exponent
ν turns out to be very close to 2 for all values of κ except
those close to the termination points of the data set used,
for each of our model states. The use of Eq. (8) is thereby
again justified for this model. We see firstly from Fig. 7
that the results are almost identical using both data sets
for the row-striped case illustrated. Similar insensitivity
of our extrapolated results for the GS energy against the
LSUBn data set used holds for the other model states too.
Secondly, we note how our extrapolated results based on
both the spiral and row-striped states are very close to
one another, although not identical, as we discuss further
below. Thirdly, we note that in the κ → ∞ (decoupled
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FIG. 7: Extrapolated CCM LSUB∞ results for the GS energy
per spin, E/N , versus the frustration parameter κ ≡ J2/J1,
for the spin-1/2 J1–J2 chevron-square lattice model (with
J1 > 0). We show results based on the Ne´el and spiral
model states for κ < 2.2, and on the row-striped model
state for κ > 1.4, where these two (LSUB8) termination
points (see text) are marked by + symbols. The LSUB∞(1)
and LSUB∞(2) curves are extrapolations using Eq. (8) and
LSUBn results with n = {2, 4, 6, 8}, and n = {4, 6, 8, 10} re-
spectively.
spin-1/2 1D HAF chevron chains) limit, the results shown
in Fig. 7 for the row-striped state yield an extrapolated
value of the energy per spin which approaches the value
E/N = −0.4431κ, which agrees precisely with the ex-
act result, E/N = (14 − ln 2)κ, from the Bethe ansatz
solution.51,58
In Fig. 8 we show directly the GS energy difference,
e ≡ E/N , between the spiral and row-striped states. We
display both raw results at various LSUBn levels of ap-
proximation and extrapolated results where we use Eq.
(8) with various LSUBn data sets for each state sepa-
rately before taking the difference. In each case the ex-
trapolated results are shown for values between the re-
spective termination points for each of the two states.
Although the energy difference is small, it is well within
our level of accuracy.
It is interesting to note that while the spiral state has
lower energy than the row-striped state for all values
(κ < 5) of the frustration parameter shown at the low-
est LSUB2 level of approximation, there is a crossover
point above which the row-striped state lies lower in en-
ergy than the spiral state for each of the higher LSUB4
and LSUB6 levels of approximation. This is also true at
the LSUB8 level, but the crossover point is now rather
close to the point (κ ≈ 2.2) at which the corresponding
LSUB8 solution for the spiral state becomes unstable.
The crossover point for the extrapolated results clearly
shows some (relatively small) sensitivity with respect to
which set of LSUBn results is used to perform the extrap-
olation. In view of the instability of the spiral (LSUB8)
results in the relevant range, our best estimate undoubt-
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FIG. 8: (Color online) The GS energy difference, ∆esr ≡
es− er, with e ≡ E/N , between the spiral (s) and row-striped
(r) states versus the frustration parameter κ ≡ J2/J1, for the
spin-1/2 chevron-square lattice model (with J1 > 0). Results
are shown using separate LSUBn calculations for states s and
r, with n = {2, 4, 6, 8}, and also from separate LSUB∞(k)
extrapolations for the states s and r using Eq. (8) and LSUBn
data sets separately: k = 1, n = {2, 4, 6, 8}; k = 4, n =
{4, 6, 8}; and k = 5, n = {2, 4, 6}. The respective termination
points for the states are shown by + symbols.
edly comes from using the data set n = {2, 4, 6}. This
gives an energy crossover at κ ≈ 1.83, above which the
spiral state ceases to be the lowest-energy solution. This
value is itself in remarkably good agreement with our
estimate above for the (termination) point at κ ≈ 1.5,
above which the row-striped state is itself stable. Indica-
tions so far thus provide reasonably compelling evidence
for a second QCP at a value κc2 ≈ 1.7(3), above which
the spiral state ceases to be the stable GS.
In order to shed more light on this transition we now
present our corresponding CCM results for the magnetic
order parameter, M , defined to be the average local on-
site magnetization. In Fig. 9(a) we show LSUBn results
for the Ne´el and spiral states as CCM model states with
n ≤ 8. Note that for the Ne´el state we also have LSUB10
results, not shown on the figure since we do not have
corresponding LSUB10 results for the spiral state. Once
again, it is clear that the LSUB8 results for the spiral
state behave rather differently than the LSUBn results
with n ≤ 6 in the region κ > 1 as the instability around
κ ≈ 2.2 is approached. We also show in Fig. 9(a) our
extrapolated LSUB∞ result using Eq. (9) and the data
set n = {2, 4, 6, 8}. Once again, the overall accuracy of
our results may be gauged by examining the two special
cases of the pure isotropic HAF with NN interactions
only on the square lattice (κ = 0) and the triangular
lattice (κ = 1).
For the square lattice we find M(κ = 0) = 0.3087 us-
ing Eq. (9) with LSUBn results for n = {4, 6, 8} and
M(κ = 0) = 0.3074 from n = {4, 6, 8, 10}. These values
are again in excellent agreement with the correspond-
ing results M(κ = 0) = 0.3070(3) from a large-scale
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FIG. 9: (Color online) CCM LSUBn results for the GS magnetic order parameter, M , versus the frustration parameter
κ ≡ J2/J1, for the spin-1/2 J1–J2 chevron-square lattice model (with J1 > 0), using (a) the Ne´el and spiral states of Fig.
1(a) and 1(b) respectively as model states with n = {2, 4, 6, 8}, and (b) the row-striped state of Fig. 1(c) as model state
with n = {2, 4, 6, 8, 10}. In each case we show the extrapolated LSUB∞ result using the data sets shown and the respective
extrapolation formula of Eq. (9) and (10) respectively.
QMC simulation,54 and M(κ = 0) = 0.307(1) from a
linked-cluster SE calculation,53 Similarly, for the trian-
gular lattice we find M(κ = 1) = 0.2219 using Eq.
(9) with LSUBn results for n = {2, 4, 6, 8} and M(κ =
1) = 0.1893 from n = {4, 6, 8}. Again, we are in excel-
lent agreement with other values M(κ = 1) = 0.205(10)
from a fixed-node QMC simulation,57, and M(κ = 1) =
0.19(2) from a linked-cluster SE calculation.56
Figure 9(a) is completely consistent with the result
that the magnetic order parameter M → 0 at the critical
point κ = κc1 where the collinear Ne´el order for κ < κc1
yields to the noncollinear spiral order. Our best estimate
for κc1 , based on the results for M , is κc1 = 0.72(1),
where the error is estimated from a sensitivity analysis
with respect to which LSUBn results are used in the ex-
trapolation. There is also definite evidence from Fig. 9(a)
that in the spiral regime (κ > κc1), the spiral order pa-
rameter M again becomes zero (or very close to zero) at
a second critical value, κc2 ≈ 1.4, which we discuss in
more detail later.
Corresponding CCM LSUBn results for the magnetic
order parameter, M , for the row-striped state are shown
in Fig. 9(b) with n = {2, 4, 6, 8, 10}. In this highly frus-
trated regime, if we fit our results to a form M(n) =
m0+m1n
−ν , as in Eq. (11), we find that the fitted value
of the exponent ν turns out to be very close to 0.5 over al-
most the entire range of values of κ, independent of which
LSUBn data set is used for the fit. Hence, in this case it is
appropriate to use the extrapolation scheme of Eq. (10),
and in Fig. 9(b) we use the data set n = {2, 4, 6, 8} for
illustration purposes and compatibility with Fig. 9(a).
What is most striking about the extrapolated result is
that M appears to be essentially zero (or less than zero,
and hence unphysical) over the entire regime in which
the row-striped state exists as a candidate for the stable
GS phase. In Fig. 10 we present various extrapolations
of our CCM LSUBn data, from which we observe their
relative insensitivity to the choice of data set.
All of our results so far are consistent with the interpre-
tation that the spiral state exists as the stable GS phase
only in a regime κc1 < κ < κc2 , where κc2 ≈ 1.7(5).
However, the estimates so far for κc2 are based on the
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FIG. 10: (Color online) Various extrapolated CCM results for
the GS magnetic order parameter, M , versus the frustration
parameter κ ≡ J2/J1, based on the Ne´el (left curves) and
spiral (central curves) model states and the row-striped (right
curves) model state, for the spin-1/2 J1–J2 chevron-square
lattice model (with J1 > 0). The curves LSUB∞(k) with
k = 1, 2, · · · , 5 use the extrapolation scheme of Eq. (10) and
LSUBn data sets respectively: k = 1, n = {2, 4, 6, 8}; k = 2,
n = {4, 6, 8, 10}; k = 3, n = {6, 8, 10}, k = 4, n = {4, 6, 8},
and k = 5, n = {2, 4, 6}. The curves LSUB∞(k) with k =
6, 7, 8 use the extrapolation scheme of Eq. (9) and LSUBn
data sets, respectively: k = 6, n = {4, 6, 8, 10}, for the Ne´el
model state; and k = 7, n = {2, 4, 6, 8}, and k = 8, n =
{2, 4, 6} for the spiral model state.
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(a) (b) (c)
FIG. 11: (Color online) The perturbations (fields), F = δ Oˆ, for the various forms of valence-bond crystal (VBC) susceptibility
considered, namely: (a) plaquette (PVBC), χp; (b) parallel-dimer (‖DVBC), χd‖ ; and (c) perpendicular-dimer (⊥DVBC),
χd⊥ . In case (a) the thick (red) and thin (black) solid lines correspond respectively to strengthened and weakened J1 exchange
couplings, where Oˆp =
∑
〈i,j〉 aijsi · sj , and the sum runs over all NN bonds of the square lattice, with aij = +1 and −1 for
thick (red) and thin (black) solid lines respectively, as shown. In cases (b) and (c) the thick (red) and thin (green) dashed
lines correspond respectively to strengthened and weakened J2 exchange couplings, and Oˆd =
∑
〈〈i,k〉〉 aiksi · sk, and the sum
runs over the diagonal bonds of the chevron-square lattice, with aik = +1 and −1 for thick (red) and thin (green) dashed lines
respectively, as shown in each case.
energy crossing point between the spiral and row-striped
states, the termination points for the LSUBn row-striped
results, and the magnetic order parameter results for the
row-striped state. Nevertheless, the latter results also in-
dicate that, sinceM ≈ 0 everywhere that the row-striped
solution exists as a real solution, the row-striped state it-
self is actually never realized as the stable GS phase.
In order to obtain more information about the sta-
ble GS phase that the system actually enters after the
melting of spiral order at κc2 we now investigate its sus-
ceptibility to various forms of valence-bond crystalline
(VBC) orders. In particular, we consider the plaquette
valence-bond crystalline (PVBC) order illustrated in Fig.
11(a) and two forms of dimer valence-bond crystalline
(DVBC) order illustrated in Figs. 11(b) and (c), respec-
tively, which we refer to henceforth as parallel (‖DVBC)
and perpendicular (⊥DVBC) forms. In each case we con-
sider the response of the system to a corresponding field
operator, F = δ Oˆ, which is added to the Hamiltonian
of Eq. (1) (and see, e.g., Ref. 38). The corresponding
operators Oˆp, Oˆd‖ , and Oˆd⊥ for PVBC, ‖DVBC, and
⊥DVBC order are shown graphically in Fig. 11 and de-
fined explicitly in the caption. For each form of VBC
order considered, we then calculate the perturbed energy
per site, e(δ) ≡ E(δ)/N , for the modified Hamiltonian
H +F , at various LSUBn levels of approximation, using
the Ne´el and row-striped states as CCM model states.
The corresponding susceptibility,
χ ≡ − (∂2e(δ))/(∂δ2)
∣∣
δ=0
, (12)
is then calculated. Clearly the phase corresponding to the
model state used becomes unstable against the specified
form of VBC order when the corresponding extrapolated
inverse susceptibility, χ−1d , goes to zero.
The most direct and most unbiased way to extrapolate
the results is to use the LSUBn scheme for the perturbed
energy
e(n)(δ) = e0(δ) + e1(δ)n
−ν , (13)
where the exponent ν is also a fitting parameter. Gener-
ally, as we discuss below, the fitted value of ν is close to
the value 2, as expected from our standard energy extrap-
olation scheme of Eq. (8), over most of the range of values
of κ pertaining to the model state used, except very near
any corresponding termination point for the given state,
where ν then falls sharply. Alternatively, we have also
found previously46 that our LSUBn values χ(n) may of-
ten themselves be directly extrapolated very accurately
using the same scheme as in Eq. (8) for the GS energy,
viz., χ(n) = d0 + d1n
−2 + d2n
−4, at least in regions not
close to a divergence of χ. We saw similarly46 that a
corresponding extrapolation of the inverse susceptibility,
χ−1(n) = x0 + x1n
−2 + x2n
−4 , (14)
also often gives consistent results that agree closely with
those from the corresponding above extrapolation of χ
itself, except again in regions close to where χ−1 → 0.
However, since we shall specifically be interested in some
cases here in precisely such regions over an extended
range of values of the frustration parameter κ, we also
use the fitting function
χ−1(n) = y0 + y1n
−ν , (15)
with an exponent ν that is itself a fitting parameter, on
appropriate occasions.
We first present results in Fig. 12 for the inverse pla-
quette susceptibility, χ−1p , pertaining to the PVBC or-
dering illustrated in Fig. 11(a). We show explicitly the
LSUBn results with n = {4, 6, 8, 10} based on both the
Ne´el and row-striped states as CCM model states, to-
gether with the corresponding LSUB∞ extrapolations
using Eq. (13) with these data sets. As noted above,
the fitted value of the exponent ν in Eq. (13) is very
close to 2 except in very narrow regions close to κc1 on
the Ne´el side and close to κc2 on the row-striped side. It
is interesting to note that the Ne´el phase has a high sus-
ceptibility to PVBC ordering, although χ−1p → 0 only at
13
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FIG. 12: (Color online) CCM LSUBn results for the inverse
plaquette susceptibility, 1/χp, appropriate to the PVBC or-
dering of Fig. 11(a), versus the frustration parameter κ ≡
J2/J1, using the Ne´el (left curves) and row-striped (right
curves) states as model states for the spin-1/2 J1–J2 Heisen-
berg antiferromagnet on the chevron-square lattice (with J1 >
0). For both model states we show the LSUBn results with
n = {4, 6, 8, 10}, plus the corresponding extrapolated results
LSUB∞ using this data set with the extrapolation scheme of
Eq. (13).
a single value which is very close to our previous best es-
timate for κc1 . While the row-striped state, on the other
hand, is clearly much less susceptible to PVBC order-
ing, the corresponding LSUB∞ estimate for χ−1p again
becomes very close to zero at a value κc2 ≈ 1.4, which
is again compatible with our previous estimates for κc2 .
Presumably, if we were also to perform calculations for
χ−1p for the spiral phase, it too would be nonzero (and
positive) everywhere except at the values κc1 and κc2 .
However, such calculations for the spiral phase are com-
putationally very expensive, and as noted previously can
be performed only for relatively lower LSUBn orders of
approximation. Even for the collinear row-striped state
the number Nf of fundamental spin configurations in-
cluded in our CCM calculation at the LSUB10 level is
2160176.
While the results shown in Fig. 12 corroborate our pre-
vious estimates for the QCPs at κc1 (at which Ne´el or-
der yields to spiral order) and κc2 (at which spiral or-
der ceases), they essentially add nothing new. Thus, it
is clear that the PVBC state cannot be the stable GS
phase for any range of values κ > κc2 , since χ
−1
p does not
vanish over any finite range in this regime. The fact that
χ−1p vanishes at individual points (viz., κc1 and κc2 here)
is simply a reflection of these being actual QCPs. Thus,
at a QCP we expect that the system will indeed become
infinitely susceptible to all forms of ordering (or, at least,
those which are compatible with the symmetries of the
actual and trial states).
We now turn our attention to the two DVBC states of
Figs. 11(b) and (c) as possible GS phases for κ > κc2 .
Firstly, since our results for the inverse susceptibility,
1/χd⊥ , for ⊥DVBC ordering are qualitatively very sim-
ilar to those shown in Fig. 12 for PVBC ordering, we
do not show them. Again, we find that using the Ne´el
model state χ−1d⊥ vanishes at a single point, which is itself
completely compatible with our previous estimates for
κc1 , and using the row-striped model state χ
−1
d⊥
vanishes
at a single point compatible with our previous estimates
for κc2 . Thus, again, the ⊥DVBC state is excluded as a
stable GS phase in any range κ > κc2 .
By contrast, our results for the inverse susceptibility,
1/χd‖, for ‖DVBC ordering, shown in Fig. 13(a) are qual-
itatively quite different in the regime κ > κc2 . In the
inset to Fig. 13(a) we show the raw LSUBn results for
n = {2, 4, 6, 8, 10} using both the Ne´el and row-striped
states as CCM model states, while in the main figure
we show several LSUB∞ extrapolations based on both
Eqs. (13) and (15), and using various LSUBn data sets
for the fitting procedure. In Fig. 13(b) we also show the
fitted values for the exponent ν in the corresponding ex-
trapolation schemes.
In the first place we find that on the Ne´el side all of the
extrapolations yield almost identical results, with χ−1d‖ →
0 at values κ → κc1 , which are in agreement with all
previous estimates. Secondly, however, we now see from
Fig. 13(a) that using the row-striped state as CCMmodel
state, all of our extrapolations yield the result that 1/χd‖
is zero (or very close to zero) for all values κ > κc2 ≈
1.5. We thus now have very strong evidence indeed that
for κ > κc2 , the GS spiral ordering present for κc1 <
κ < κc2 gives way to ‖DVBC ordering as the stable GS
configuration.
Figure 13(b) shows that when χd‖ is calculated using
Eq. (13) as the extrapolation scheme the fitted exponent
ν is very close to the expected value 2 for a very wide
range of values of κ, as in our standard GS energy scheme
of Eq. (8), except for values of κ close to κc2 , where
it drops. In practice we calculate the second derivative
of e(δ) in Eq. (12) numerically using values δ = 0 ,±d,
typically with d = 0.001, and the value of ν plotted in
Fig. 13(b) is essentially identical for these three values of
δ used. By contrast, when 1/χd‖ is calculated using Eq.
(15), the fitted exponent ν is seen to lie very close to the
value 0.75 for a very wide range of values of κ, except for
values close to κc2 where it rises rapidly. Interestingly,
this same value of 0.75 was also observed previously for
the spin-1/2 J1–J2 Heisenberg antiferromagnet on the 2D
checkerboard lattice (viz., the APP model),23 when using
a similar state as CCM model state in a region where
the order parameter for that state was zero everywhere,
and where a corresponding DVBC state also provided the
stable GS configuration.
V. SUMMARY
We have investigated the T = 0 GS phase diagram
of an s = 12 J1–J2 HAF on a chevron-square lattice,
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FIG. 13: (Color online) (a) CCM results for the inverse parallel-dimer susceptibility, 1/χd‖ , appropriate to the ‖DVBC ordering
of Fig. 11(b), versus the frustration parameter κ ≡ J2/J1, using the Ne´el (left curves) and row-striped (right curves) states
of Figs. 1(a) and 1(c), respectively, as model states for the spin-1/2 J1–J2 Heisenberg antiferromagnet on the chevron-square
lattice (J1 > 0). For both model states we show the LSUBn results with n = {2, 4, 6, 8, 10} in the inset, while the main
figure shows various LSUB∞ extrapolations. The curves LSUB∞(k) (without symbols attached) with k = 1, · · · , 4 use the
extrapolation scheme of Eq. (15), while the curves LSUB∞(ke) (with symbols attached) with k = 2, 3 use the extrapolation
scheme of Eq. (13), in both cases using the respectively LSUBn data sets: k = 1, n = {2, 4, 6, 8}; k = 2, n = {4, 6, 8, 10}; k = 3,
n = {6, 8, 10}; and k = 4, n = {4, 6, 8}. (b) The respective fitted values of the exponent ν in the extrapolation schemes of Eqs.
(13) and (15), for the same fits as shown in subfigure (a) to the left.
the classical (s → ∞) version of which has only two GS
phases, viz., a Ne´el phase for J2/J1 ≡ κ < κcl =
1
2 ,
and a spirally-ordered phase for κ > κcl. The model in-
terpolates continuously between 2D HAFs on the square
(κ = 0) and triangular (κ = 1) lattices, and also extrap-
olates in the κ→∞ limit to uncoupled 1D HAF chains.
We found, as expected, that the quantum fluctuations
present in the s = 12 model tend to stabilize the collinear
Ne´el-ordered state, which is well established as the GS
phase for the square-lattice HAF, to larger values of the
frustration parameter κ than in the classical case. We
found a first QCP at κ = κc1 ≈ 0.72(1) at which the
Ne´el order gives way to spiral order. The pitch angle
φ of the spiral phase (that measures the deviation from
Ne´el order corresponding to φ = 0) was found to increase
markedly more rapidly as κ is increased beyond κc1 than
in the classical version as κ is increased beyond κcl.
Although the transition at κ = κc1 appears still to be
a continuous (second-order) one, just as for the classical
model at κ = κcl, we cannot from our results rule out
a weakly first-order transition at which the pitch angle
φ undergoes a discontinuous jump from a value of zero
(Ne´el order) for κ < κc1 to a nonzero value (spiral order)
infinitesimally above κc1 . The angle φ becomes exactly
60◦ at all levels of CCM LSUBn approximation at κ = 1,
corresponding to the exact three-sublattice relative 120◦
spin ordering that is well established as the GS phase for
the spin-1/2 triangular-lattice HAF.
At still higher values of the frustration parameter, κ >
1, we found that the pitch angle φ of the s = 12 model
approaches the limiting value of 90◦ (which corresponds
to Ne´el AFM ordering along the 1D chevron chains of J2
bonds) much faster than in the classical (s→∞) model.
In turn this led us to consider other possible collinear
phases in this regime, which never form the stable GS
phase in the classical case, except in the precise κ → ∞
limit, but which comprise an infinitely degenerate family
of states corresponding to Ne´el ordering along the 1D
chevron chains. We found that the order by disorder
mechanism distinguishes one such state from the rest, so
that quantum fluctuations in the s = 12 case favor it to
lie lowest in energy. Furthermore, above some value of
the frustration parameter, κ > κc2 , this state was seen
to become lower in energy too than the spiral state for
the s = 12 model. However, when we then calculated its
magnetic order parameter, we found it to be zero, within
very small numerical error bars, everywhere.
We were thus led to the conclusion that the spiral order
in the s = 12 model does not persist for all values κ >
κc1 , but only for a finite range κc1 < κ < κc2 , unlike in
the classical model where it persists for all values κ >
κcl. Instead, we found again that the magnetic order
parameter of the spiral phase seems to vanish for values of
κ above a certain critical value, which is itself consistent
within small errors bars with the energy crossing point
of the spiral state with the nonclassical collinear state
mentioned.
Since this latter collinear state itself has a vanishing
magnetic order parameter in the same region, as already
noted, it must itself yield to a state with different order-
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ing. By comparison with other related depleted J1–J2
models, we were led to consider that this collinear state
might be susceptible to some form of VBC ordering, and
we therefore calculated its susceptibility to both PVBC
ordering and two forms of DVBC ordering. From among
these we found unequivocal evidence that there is a sec-
ond QCP in the s = 12 model at a value κ = κc2 ≈ 1.5(1)
at which the spiral order present for κc1 < κ < κc2 melts
and gives way for values κ > κc2 to a parallel-dimer VBC
(‖DVBC) order.
In conclusion, the J1–J2 HAF on the chevron-square
lattice has been found to provide a rich GS phase dia-
gram for the extreme quantum case, s = 12 . It would
certainly be interesting, therefore, both to confirm our
results using other theoretical methods and to examine
the corresponding s = 1 version of the model.
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