Current understanding of the critical outbreak condition on temporal networks relies on approximations (time scale separation, discretization) that may bias the results. We introduce a theoretical framework to compute the epidemic threshold in continuous time through the infection propagator approach. We validate our findings against analytical and numerical results, and provide novel mathematical interpretations of annealed networks and time scale separation. Our work provides a coherent connection between discrete and continuous time representations applicable to realistic scenarios.
In this Letter, we propose two alternative approaches to extend the infection propagator framework to continuous time and provide solutions to estimate the epidemic threshold of epidemics spreading on generic continuously evolving networks. The first avenue considers the discrete description of the process in infinitesimally small time steps. We show that it is possible to compute the continuous-time limit of the infection propagator to characterize the transition from extinction to propagation. The second adopts a fully continuous-time description of both network evolution and spreading process. We show that the linear stability analysis of the disease-free state yields the infection propagator in continuous time, from which we derive the epidemic threshold. Most importantly, the two approaches are found to be equivalent. We derive explicit solutions for a set of network classes, and validate our results through numerical simulations.
Let us consider a susceptible-infected-susceptible (SIS) epidemic model unfolding on a continuously evolving temporal network. The SIS model constitutes a basic paradigm for the description of epidemics with reinfection [1] . Infectious individuals (I) can propagate the contagion to susceptible neighbors (S) with rate λ, and recover to the S state with rate µ. The temporal network is described by the adjacency matrix A(t), with t ∈ [0, T ].
In the first approach, we consider a discretized version of the system by sampling A(t) at discrete time steps of length ∆t ( Fig. 1 ). This yields a finite sequence of adjacency matrices {A 1 , A 2 , · · · , A Tstep }, where T step = T /∆t , and A h = A(h∆t). The sequence approximates the original continuous-time network with increasing accuracy as ∆t decreases. We describe the SIS dynamics on this discrete sequence of static networks as a discrete-time Markov chain [17, 18] :
where p h, i is the probability that a node i is in the infectious state at time step h, and µ∆t (λ∆t) is the probability that a node recovers (transmits the infection) during a time step ∆t, for sufficiently small ∆t. By mapping the system into a multilayer structure encoding both network evolution and diffusion dynamics, the infection propagator approach derives the epidemic threshold as the solution of the equation ρ (P (T step )) = 1 [43, 44] , where ρ is the spectral radius of the following matrix:
The generic element P ij (T step ) represents the probability that the infection can propagate from node i at time step 1 to node j at time step T step , when λ is close to λ c and within the quenched mean-field approximation (locally tree-like network [49] ). For this reason, we denote P as the infection propagator.
To compute the continuous-time limit of the infection propagator, we observe that P obeys the recursive relation P (h + 1) = P (h) [1 − µ∆t + λ∆tA h+1 ]. Expressed in continuous time and dividing both sides by ∆t, the relation becomes:
The equation remains well behaved when ∆t becomes small, so in the limit ∆t → 0 we
a system of N 2 coupled differential equations whose components arė
The derivatives are well defined if all elements of the adjacency matrix A ij (t) are continuous functions, otherwise they can be performed in terms of the distributions [50] .
By defining the rescaled transmissibility γ = λ/µ, we can solve Eq. (4) in terms of a series in µ [51]
with P (0) = 1 and under the assumption that γ remains finite around the epidemic threshold for varying recovery rates. The recursion relation from which we derived Eq. (4) provides the full propagator for t = T . Eq. (6) computed in T therefore provides the infection propagator for the continuous-time adjacency matrix A(t), and is defined by the sum of the following terms
Eq. (7) can be integrated numerically and an analytic solution can be obtained for special cases, as we will discuss later. The epidemic threshold in the continuous-time limit is then given by ρ (P (T )) = 1.
We now turn to the second approach to derive the continuous-time version of the infection propagator through continuous-time Markov chain equations:
Performing a linear stability analysis of the disease free state (i.e. around p i (t) = 0) in the quenched mean-field approximation [17, 18] , we obtaiṅ
We note that this expression is formally equivalent to Eq. (5). In particular, each row of P ij of Eq. (5) satisfies Eq. (9) . Furthermore, the initial condition P ij (0) = δ ij guarantees that in varying the row i we consider all vectors of the space basis as initial condition.
Every solution p(T ) of Eq. (9) can therefore be expressed as a linear combination of the rows of P (T ). This shows the full equivalence of the continuous-time limit of the discretetime analytical treatment (first approach) with the Markov chain continuous-time approach (second approach). Finally, we remark that any fundamental matrix solution of Eq. (9) obeys Eq. (5) within the framework of Floquet theory of nonautonomous linear systems [52] .
Both our approaches show that the infection propagator in continuous-time conditions is given by the terms of Eq. (7) . Here we discuss a special case where an explicit solution of the epidemic threshold can be recovered. We consider continuously evolving temporal networks satisfying the following condition (weak commutation):
i.e. the adjacency matrix at a certain time A(t) commutes with the aggregated matrix up to that time. In this condition, the order of factors in Eq. (7) no longer matters, and the term P (j) (T ) can thus be rewritten more simply as
This allows us to sum the series defining the infection propagator, yielding
where A = T 0 dtA(t)/T is the adjacency matrix averaged over time. The resulting expression for the epidemic threshold for weakly commuting networks is then
.
This analytical treatment and explicit solution prove to be rather useful as a wide range of network classes satisfies the weak commutation condition of Eq. (10). One trivial example is provided by static networks, with an adjacency matrix constant in time, for which Eq. (12) reduces immediately to the result of Refs. [17, 18] . Another weakly commuting class of networks is constituted by annealed networks [4, 53, 54] . In absence of dynamical correlations, This result thus provides an alternative mathematical framework for the conceptual interpretation of annealed networks in terms of weak commutation. Originally introduced to describe disorder on quenched networks [55, 56] , annealed networks were mathematically described in probabilistic terms, with the probability of establishing a contact depending on the degree distribution P (k) and the two-node degree correlations P (k |k) [53] . Here we show that temporal networks whose adjacency matrix A(t) asymptotically commutes with the expected adjacency matrix are found to be in the annealed regime.
Eq. (12) can also be used to test the limits of the time scale separation approach, by considering a generic temporal network not satisfying the weak commutation condition. If µ is small, we can truncate the series of the infection propagator (Eq. (6)) at the first order, P = 1 + µP (1) 
The truncation thus provides a mathematical expression of the range of validity of the timeseparation scheme for spreading processes on temporal networks, since temporal correlations can be disregarded when the network evolves much faster than the spreading process.
Extending the result of the annealed networks, we show that the weak commutation condition also holds for networks whose expected adjacency matrix depends on time as a scalar function (instead of being constant as in the annealed case), A(t) = c(t) A(0) . Also in this case we have [A(x), A(y)] = 0, so that the same treatment performed for annealed networks applies. Examples are provided by global trends in activation patterns, as often considered in infectious disease epidemiology to model seasonal variations of human contact patterns (e.g. due to the school calendar).
When the time scale separation approach is not applicable, we find another class of weakly commuting temporal networks that are used as a paradigmatic network example for the study of contagion processes occurring on the same time scale of contacts evolutionthe activity driven model [35] . It considers heterogeneous populations where each node i activates according to an activity rate a i , drawn from a distribution f (a). When active, the node establishes m connections with randomly chosen nodes lasting a short time δ (δ 1/a i ). Since the dynamics lacks time correlations, the weak commutation condition holds, and the epidemic threshold can be computed from Eq. (12). In the limit of large network size, it is possible to write the average adjacency matrix as A ij = mδ N (a i + a j ) + O( 1 N 2 ). Through row operations we find that the matrix has rank( A ) = 2, and thus only two non-zero eigenvalues, α, σ, with α > σ. We compute them through the traces of A 
yielding the same result of Ref. [35] , provided here that the transmission rate λ is multiplied by δ to make it a probability, as in [35] .
We now validate our analytical prediction against numerical simulations on two synthetic models. The first is the activity-driven model with activation rate a i = a, m = 1, and average inter-activation time τ = 1/a = 1, fixed as the time unit of the simulations. The transmission parameter is the probability upon contact λδ and the model is implemented in continuous time. The second model is based on a bursty inter-activation time distribution P (∆t) ∼ ( + ∆t) −β [31] , with β = 2.5 and tuned to obtain the same average interactivation time as before, τ = 1. We simulate a SIS spreading process on the two networks with four different recovery rates, µ ∈ {10 −3 , 10 −2 , 10 −1 , 1}, i.e. ranging from a value that is 3 orders of magnitude larger than the time scale τ of the networks (slow disease), to a value equal to τ (fast disease). We compute the average simulated endemic prevalence for specific values of λ, µ using the quasi-stationary method [57] and compare the threshold computed with Eq. (12) with the simulated critical transition from extinction to endemic state. As expected, we find Eq. (12) to hold for the activity driven model at all time scales of the epidemic process (Fig. 2) , as the network lacks temporal correlations. The agreement with the transition observed in the bursty model however is recovered only for slow diseases, as at those time scales the network is found in the annealed regime. When network and disease time scales become comparable, the weakly commuting approximation of Eq. (12) no longer holds, as burstiness results in dynamical correlations in network evolution [31] .
Our theory offers a rigorous mathematical framework for the coherent interpretation of the epidemic threshold bridging the gap between discrete and continuous time evolving networks. It provides novel approaches for the estimation of the vulnerability of temporal networks to contagion processes in many real-world scenarios, for which the discrete time 
