We may presume the neural networks are simplified models of the biological neurons system. The Artificial Neural Network (ANN) is an information processing system which is inspired by brain learning system.
INTRODUCTION
Artificial Neural Network is a precise tool to represent a technology that is in the disciplines of neurosciences, mathematics, physics, computer science and engineering. The advent of neural networks saw the area of artificial intelligence grows rapidly as a tool for many undecided events. These studies have huge possibilities to design a competent Artificial Neural Network resembling and enhancing brain efficiencies. To achieve the goal many algorithm in this field have been proposed by various authors. Here we propose a moderate algorithm for multistage Artificial Neural Network. In case of symmetrical layers h(m+n) may be taken as constant, say k. Also a group of neurons are similar in structure, the f(m) and g(n) in (1) 
i.e. the second stage output Z will be proportional to exponential weighted sum of inputs and first stage outputs.
Choosing Y = O, We get Z ∝
WX e
A result obtained by the author [10] .
