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ABSTRACT
When data is unlabelled and the target task is not known a priori,
divergent search offers a strategy for learning a wide range of skills.
Having such a repertoire allows a system to adapt to new, unfore-
seen tasks. Unlabelled image data is plentiful, but it is not always
known which features will be required for downstream tasks. We
propose a method for divergent search in the few-shot image clas-
sification setting and evaluate with Omniglot and Mini-ImageNet.
This high-dimensional behavior space includes all possible ways
of partitioning the data. To manage divergent search in this space,
we rely on a meta-learning framework to integrate useful features
from diverse tasks into a single model. The final layer of this model
is used as an index into the ‘archive’ of all past behaviors. We search
for regions in the behavior space that the current archive cannot
reach. As expected, divergent search is outperformed by models
with a strong bias toward the evaluation tasks. But it is able to
match and sometimes exceed the performance of models that have
a weak bias toward the target task or none at all. This demonstrates
that divergent search is a viable approach, even in high-dimensional
behavior spaces.
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1 INTRODUCTION
Unsupervised learning is attractive because it avoids the need for
manual data labelling; but also because human-crafted objectives
are often only proxies for desired behaviors. For image classifica-
tion, self-supervision and clustering are some of the most popular
approaches that do not depend on labels. A lesser known alter-
native is divergent discriminative feature accumulation (DDFA).
It searches for features that partition the data in novel ways and
accumulates these features in an archive [30]. The advantage of a
divergent search is that it explores as many diverse partition behav-
iors as possible. Learning a wide range of behaviors helps prepare
a system when the target task is not known a priori. In image clas-
sification, a single image can be classified in different ways based
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Figure 1: Overall framework with examples of Omniglot im-
ages. Each inner loop starts with the same model parame-
ters, θ i . Then a search for novel behaviors begins: a fully
connected layer, θf c , acts as an index to all of the features
stored in θ i , which acts as an archive of past behaviors. An-
other model, ϕ1, aims to find the parameterization of a be-
havior that is outside of the current capabilities of θ i . Then
a learner ψ1 is trained on that behavior. Finally the average
of the gradients from each learner is used to update θ i and
the process repeats with an updated archive of behaviors.
on its contents. An image of a dog at a park could be classified
based on the breed of the dog, the dog’s action/pose, the trees in the
background, the season, the weather, or whether it is day or night
time. Convergent algorithms generally settle on one partition of the
set and may fail to consider other possible arrangements. In many
cases, image-space similarities dominate and more specific/subtle
features are hard to discover without explicit supervision. We aim
to use divergent search to continually seek novel partitions rather
than converging to the cardinal dimensions of variation.
Thus far, DDFA has only been demonstrated in very restricted
settings (i.e. single layer features). One challenge of using divergent
search with deep networks is the feature accumulation aspect. It
is impractical to store copies of every network that produces a
new partition behavior. It is even less feasible to search across a
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collection of networks for useful features to combine in the fine-
tuning process. Recent work in meta-learning offers a simple way
to learn from different tasks within a single network [9, 23]. These
approaches aim to learn a set of features that is generally useful
(or quickly adaptable) for a range of tasks, which may have never
been presented during training. This lends itself well to divergent
search.
Another challenge of using DDFA with deeper networks is the
divergent search itself. Searching solely for novel partitions may
suffice when the network’s discriminative ability is inherently lim-
ited (i.e. single-layer features), but deeper networks are able to
learn parameter settings that perfectly match random labels [33].
To prevent accumulation of arbitrary and low utility features, a
measure of quality must be included in the divergent search. In the
absence of ground truth labels, robust consistency between net-
work outputs has become a popular surrogate for quality [11, 17].
We jointly search for novelty and quality by optimizing a teacher
network to exhibit behaviors that
(1) have robust consistency with a student model, but
(2) cannot be learned by an archive of past behaviors (i.e. by
reusing existing features)
Every novel behavior that is found in this search is integrated into
the network. This increases its repertoire of discriminative behav-
iors and redefines novelty - pushing the search to new behaviors.
2 RELATEDWORK
This work aims to translate the motivation from DDFA into more
modern meta-learning frameworks. Both approaches are outlined
below.
Divergent Search
One of the seminal works in this area is novelty search [20], which
eschews performance-based objectives in favor of finding novel
behaviors. Since the proposal of novelty search, divergent strategies
have become a central component of many evolutionary methods,
particularly in the field of quality diversity (QD). QD argues that the
strength of evolutionary computation lies in discovering new behav-
iors rather than optimizing toward a single targeted objective [26].
This paradigm has been used in many agent-based problem settings.
For example, in robotics it has been used to learn a repertoire of
behaviors spanning a robot’s capabilities. This endows the robot
with a range of pre-learned skills making it better prepared for
uncertain terrain or new, unseen tasks [6]. Note the close parallels
with unsupervised learning and meta-learning.
Szerlip et al. proposed DDFA to harness divergent search for
unsupervised image classification [30]. DDFA sets out to learn a
repertoire of discriminative behaviors in hopes that some of these
features will be useful for the target task. In their framework, each
candidate feature is a single-layer feature (no hidden nodes) which
outputs a scalar response for a given image. Behavior is measured
as a feature’s response to every image in the training set, forming
a vector of length equal to the number of images. Novelty is then
quantified as the distance between behavior vectors. In this way,
new features are accumulated in an archive if their behavior vector
is sufficiently different from existing features. Finally, a classifier
can be trained on top of these features using labelled examples from
a target task.
Single-layer features are not sufficient for most computer vision
applications [16]. Scaling up to deeper networks is challenging
because it is impractical to accumulate entire networks as opposed
to individual features. The fine-tuning process also becomes un-
wieldy if the classifier must search for and combine features from
an archive of networks. Furthermore, since deep networks have
more discriminative capability than single-layer features, the space
of possible behaviors could include virtually all possible partitions
of the data. Running novelty search in this behavior space could
lead to accumulation of features with very little semantic quality
or utility.
Meta-Learning
Recent work in meta-learning could help to resolve some of DDFA’s
issues, specifically the integration of features for different tasks
into a single network. Two very similar methods, model-agnostic
meta-learning (MAML) [9] and Reptile (a play on words) [23], aim
to learn a good initialization point which can quickly adapt to new
tasks. Both use an inner loop which learns from a single task, and
an outer loop which aggregates information from multiple tasks.
We choose Reptile as the basis for this work for its simplicity and
computational efficiency. Reptile learns parameter settings for a
task by taking several ordinary gradient steps. This repeats for
every task included in the outer loop, always restarting from the
same initialization point. In the meta step, the initialization point
is moved toward the mean of all task-tuned parameter settings.
Unsupervised Meta-Learning
While meta-learning approaches are typically used in supervised
settings, they offer attractive properties for unsupervised learning.
Of primary interest is their ability to learn and generalize from tasks
that are related, but not exactly the same as the the target task. This
gives us more lenience when generating tasks for training (in an un-
supervised way). Hsu et al. have exploited this fact for the purpose
of unsupervised meta-learning [13]. Their approach is based on
clustering to automatically generate tasks for unsupervised model-
agnostic meta-learning (CACTUs-MAML). They use existing self-
supervised and clustering based methods to generatemock tasks for
training the meta-learning framework (in their case MAML). Note
that the meta-learning model is typically small to prevent overfit-
ting on few-shot tasks; but the self-supervised/clustering model can
be much larger, creating a distillation effect [12] from amore sophis-
ticated model. The first step is to train a self-supervised/clustering
method. Then k-means clustering is used to partition the embed-
dings of the entire training dataset, in the latent space of the self-
supervised/clustering network. Using these clusters as labels, regu-
lar tasks can be created for training the meta-learning framework.
Hsu et al. show that i) different self-supervised/clustering methods
work better for different datasets and ii) the meta-learning per-
formance is directly related to the quality of the mock tasks, i.e.
the self-supervised/clustering method [13]. As such, this process
requires three distinct phases (self-supervision/clustering, k-means
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labelling, and meta-learning) with the potential need for trial-and-
error in the self-supervised/clustering step. This process can be
quite time-consuming and resource intensive.
To circumvent the arduous training of CACTUs-MAML, Kho-
dadadeh et al. propose unsupervised meta-learning for few-shot
image classification (UMTRA) [14]. Their method uses domain
knowledge as a substitute for explicit labels to construct tasks that
are similar to the supervised tasks, but without the need for ex-
pensive labelling. First UMTRA exploits knowledge of the data
distribution. Given the distribution of most few-shot datasets –
these include many classes and only a small number of examples
within each class – the samples in a small batch of images are likely
to come from unique classes. UMTRA begins by sampling a small
number of images and assigns unique labels to each image under
the assumption that they are from unique classes. Their calcula-
tions indicate that a sample of five images from Omniglot has a
99.2% chance of containing five unique classes (and a chance of
85.2% for Mini-ImageNet) [14]. Data distributions of both datasets
are shown in Table 1. The second source of domain knowledge is
knowledge of identity preserving transformations. Khodadadeh et
al. use data augmentation to artificially expand this small sample of
images [14]. The best results are achieved when AutoAugment [5] is
used, which optimizes an augmentation policy to increase accuracy
on a validation set. This combination of i) statistically-favorable
sampling and ii) artificial upsampling, aims to create tasks which
are as similar as possible to supervised tasks.
State-of-the-art approaches use self-supervision, clustering, or
domain knowledge to construct tasks that closely approximate
supervised tasks. The goal of training on these tasks is to give a
bias toward the type of behaviors that the model will be evaluated
on. Training and testing on the same behavior is a cornerstone
of machine learning. But recent works in evolutionary computa-
tion have asked the question of whether undirected search, which
lacks any specific objective, can discover useful behaviors on its
own. Many of these investigations co-evolve tasks and solutions
together in an open-ended fashion. For example generating mazes
and their solvers [3] or courses with new terrains and agents that
traverse them [32]. Similarly, we aim to learn teacher and student
models that jointly explore image classification behaviors. This be-
havior space is very high-dimensional and lacks the interpretability
enjoyed by many reinforcement learning problems (e.g. agent sen-
sors/states which correspond to different actions, or environment
parameterizations that correspond to different obstacles). Using di-
vergent search in this type of behavior space provides insight into
its suitability for such problems and the remaining unmet needs.
3 METHODS
In this work, unsupervised learning is formulated as a divergent
search for novel partition behaviors. A meta-learning approach
inspired by Reptile [23] forms the basis of our method. An inner
loop is used to derive a single task, while an outer loop is used to
aggregate learning from multiple tasks. The overall framework is
depicted in Figure 1.
3.1 Inner-loop
Each iteration of the inner loop is an attempt to find a novel partition
behavior. Three neural networks are used for this process. The
archive is a fixed model which is parameterized by θ i . θ i is the
initial starting point for all three networks. All models follow the
same architecture, described later in Section 3.3. The final, fully
connected, layer of the archive, θf c , is mutable. This means that the
contribution of different higher-level features to a given logit can
be changed. In this way, the fully connected layer acts as an index
to all previous behaviors. This also includes exaptations of these
archived features. In other words, features used for past behaviors
can be repurposed for direct use in new behaviors. This allows
the archive to span an even larger region of behavior space which
includes all permutations of previous partition behaviors.
The teacher model aims to find regions of the behavior space
outside of the subspace already spanned by the archive (green
region in Figure 1). It is parameterized by ϕ. Unfortunately it is dif-
ficult to analytically determine the ‘span’ of the archive in behavior
space. It is also prohibitively expensive to sample every possible
index, θf c . As such, the archive index and teacher model are jointly
optimized. The archive index is optimized to match the behavior of
the teacher. Let pϕ (x) denote the teacher’s prediction for image x
where
pϕ (x) = argmax f (x ;ϕ), (1)
and let fθ (x) denote the archive outputs:
fθ (x) = f (x ;θ i ,θf c ). (2)
The archive index is then optimized to reduce the categorical
cross-entropy between its outputs and the teacher’s predictions:
min
θfc
−
N=C∑
c=1
pϕ (x) log fθ (x) (3)
Meanwhile, the teacher is optimized according to
min
ϕ
−JS(fθ (x)| | fϕ (x)), (4)
which aims to maximize the Jensen-Shannon (JS) divergence be-
tween the outputs of the archive and the teacher. The teacher and
archive index are updated iteratively for a limited number of steps.
In theory, a longer optimization process may find a better teacher
behavior. To reduce computation timewe restrict the number of iter-
ations to 20 for all experiments. This is roughly double the number
of steps that a model is typically given in the Reptile framework to
train on a labelled classification task. As such, this limit is sufficient
for learning new behaviors.
Another consideration is the optimizer, which in this case is
Adam [15]. Typically the momentum is disabled for the optimizer
used in the Reptile framework because it leads to poorer perfor-
mance [23]. However, in our case we find it helpful to restore
momentum for the teacher optimizer to avoid oscillations between
different behaviors within the archive’s reach.
Also note that the teacher is given a head-start by starting at a
random mutation of the archive parameters through
ϕi = θ i + sη. (5)
Here η is the parameter space noise, sampled from a normal distri-
bution N(0,σ ). The standard deviation, σ , is set low and increased
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until the teacher behavior differs from the initial archive behavior
by at least one prediction within a batch of images. Each parameter
has a noise scaling factor s , which scales the noise to a reasonable
range. This is estimated by ‘safe mutations’ which considers the
magnitude of the gradient of all outputs with respect to a given
weight [19].
At the end of this process, a learner model is trained according
to
min
ψ
−
N=C∑
c=1
pϕ (x) log fψ (x) , (6)
which attempts to match the teacher behavior. The learner model
starts with the same parameters as the archive,ψ i = θ i . The opti-
mization of the learner is exactly the same as the standard inner loop
in the Reptile framework [23], but using the teacher predictions in
place of ground truth labels.
3.2 Outer-loop
The standard outer loop for Reptile [23] simply takes the final
parameter values of the learner from each inner loop iteration and
calculates the mean (Eqn 7). Then a meta-step is taken toward this
mean, depicted by the blue arrow in Figure 1.
ψ =
1
n
n∑
i=1
ψi . (7)
Using ground truth labels, it is natural to weight each task equally.
In an unsupervised setting, however, some tasks may be higher
quality than others. In fact, a critical step in QD is measuring the
novelty and quality of a behavior to determine whether it should be
kept or discarded. We assess novelty by measuring how accurately
the archive is able to match the teacher behavior. Meanwhile quality
is judged based on the robustness of the teacher behavior. To esti-
mate robustness, we measure how accurately the teacher behavior
can be matched when a model is trained on noisy examples of the
teacher behavior. During the joint optimization of the archive index
and teacher (described in Section 3.1), we include another copy of
the archive that is trained on noisy teacher predictions (Eqn. 8).
This is similar to Eqn. 3, except that i) optimization is no longer
restricted to the last layer, θf c , and ii) the teacher predictions are
affected by Bernoulli noise in the inputs to the fully connected
layer ϕf c , i.e. dropout [29]. Using dropout in the final layer of the
teacher will alter predictions that are less robust, while preserving
predictions that are more robust.
min
θ
−
N=C∑
c=1
pϕ
(
x ,nf c
)
log fθ (x) ,
where nf c ∼ Bernoulli(0.5)
(8)
Accuracy for each copy of the archive is calculated according to
Eqn. 9. The value of a behavior is then calculated as the difference
in accuracy between the two archive copies which are optimized
according to Eqn. 3 and Eqn. 8, which represent scores in novelty
and robustness respectively. Vϕ = Arobustness −Anovelty. Note that
a lower Anovelty corresponds to a more novel behavior because the
archive index was not able to find a past behavior which accurately
fit the teacher behavior.
Aθ =
1
m
m∑
j=1
pθ (x) == pϕ (x) . (9)
If the behavior value is negative, the behavior is discarded and
a new inner loop starts. The final set of positive values is normal-
ized to have a unit sum. These values are then used to calculate a
weighted average of the learners:
ψ =
n∑
i=1
viψi , where
n∑
i=1
vi = 1,vi > 0. (10)
This weighted meta-step has parallels with evolution strategies
(ES) [28]. In ES, samples in parameter space are evaluated using
a potentially non-differentiable loss function. Then the update is
found by averaging all parameter sets, weighted by their loss. In our
case, the non-differentiable loss function aims to measure quality
and diversity of behaviors, and the loss evaluation is a complete
inner loop.
3.3 Model Architecture
The models used in our experiments follow the same architecture
and hyperparameter settings as the original Reptile framework [23].
A neural network is used with four convolutional layers, followed
by a fully connected layer (Figure 2). Each convolution is followed
by batch normalization and a ReLU activation. In the case of Mini-
ImageNet, there is also a max-pooling operation before the ReLU.
The convolutional layers have 64 feature channels for the Omniglot
dataset and 32 for Mini-ImageNet.
Convolution-BatchNorm-(MaxPool)
ReLU Fully Connected
Figure 2: Network architecture with Omniglot example in-
puts.
4 EXPERIMENTAL STUDIES
4.1 Datasets
Two of the most commonly used datasets for few-shot learning are
Omniglot [18] and Mini-ImageNet [27, 31]. Each of these datasets
consists of many classes and relatively few examples (see Table 1).
Omniglot images are hand-written characters from many different
alphabet systems, captured in grayscale with dimensions 28x28 pix-
els. Mini-ImageNet consists of natural images of different subjects
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(e.g. golden retriever, poncho, school bus) captured in color with
dimensions 84x84 pixels.
Table 1: Dataset specifications.
Dataset Omniglot Mini-ImageNet
Pre-training Classes 1200 64
Evaluation Classes 423 36
Images per Class 20 600
4.2 Image Sampling
An important consideration is how images are sampled for each
inner loop. As mentioned in Section 2, UMTRA exploits knowledge
of the data distribution to sample small batches which are likely
to contain images from different classes. Figure 3 illustrates that
UMTRA’s statistically-favorable sampling, combined with augmen-
tation, simulates genuine class-based sampling. Instead of relying
on statistically-favorable sampling, we wish to simulate a case
where sample size can no longer be exploited. The probability that
each sample in a batch comes from a different class is
P =
c! ·mN · (c ·m − N )!
(c − N )! · (c ·m)! , (11)
where c is the number of classes,m is the number of images in
each class, and N is the sample size [14].
By using a sample size of 20 images for Mini-ImageNet and 90
images for Omniglot, we can reduce the chance that all images are
from unique classes to about 3%. We use this setting, depicted in the
last row of Figure 3, for the proposed method. This distribution will
likely contain multiple images from the same class, but it will also
likely contain more classes than available logits. This means that
pre-training tasks will almost certainly violate class-boundaries.
These conditions are not favorable for inducing a bias toward class-
oriented evaluation tasks. However, it simulates the most general
case of unsupervised learning, where the number of classes and the
distribution among classes is not known a priori.
4.3 Evaluation
A few-shot learning task is used to evaluate whether the algorithm
has learned useful features. In this setting,N classes are selected and
K + 1 images are sampled from each class. The model is given the
firstK images (from each class) along with their ground truth labels.
After the model is fine-tuned using these labelled examples, the
model must predict the correct class for the final (+1) image in each
class. Note that ‘fine-tuning’ will be used to refer to the learning that
occurs during the evaluation stage (using the K labelled examples);
meanwhile ‘pre-training’ will be used to refer to all learning that
occurs before the evaluation stage. The reported accuracy metric is
the average across 10,000 tasks, where each task uses a random set
of N classes. Note that the pre-training classes and test classes are
disjoint sets.
4.4 Benchmark Methods
Most existing approaches, whether supervised or unsupervised,
attempt to give the model a bias toward tasks that are similar to the
Class-based 
Sampling
Statistically-favorable 
Sampling w/ 
Augmentation
Random Sampling
Figure 3: Examples from Mini-ImageNet based on different
sampling schemes. Each row represents a batch.
evaluation tasks. In contrast, the proposed method is not biased to-
ward any particular type of classification, but instead tries to learn
as many discriminative behaviors as it can. A major question that
arises is: whether the features learned by an undirected, divergent
search are useful for downstream tasks designed by humans. In partic-
ular, how does it compare with methods that induce a strong/weak
bias toward the evaluation tasks or indeed away from the evaluation
tasks. We use four main benchmarks to represent biases of varying
strength: i) fully supervised, ii) UMTRA, iii) random initialization,
and iv) random labels.
i) Fully Supervised. The fully supervised setting (Reptile [23])
represents the most explicit way to create an inductive bias to-
ward tasks that are similar to the evaluation tasks. Supervised
pre-training uses labelled images to learn tasks that are essentially
equivalent to the evaluation tasks, but using different classes.
ii) Unsupervised meta-learning for few-shot image classification.
UMTRA uses domain knowledge as a substitute for explicit labels
to construct tasks that are similar to the evaluation tasks. It com-
bines a) statistically-favorable sampling and b) artificial upsampling
through data augmentation [14]. We re-implement UMTRA within
the Reptile [23] framework for a more direct comparison. The orig-
inal UMTRA uses AutoAugment [5] to create new realistic samples.
AutoAugment has recently surpassed state-of-the-art scores on
formidable challenges such as ImageNet [27], purely through data
augmentation. In our case, we restrict augmentations to a more
modest set of standard transformations, including random combi-
nations of:
• Horizontal flipping
• Hue, saturation, brightness and contrast adjustment by a
random factor within ranges [-0.08,0.08],[0.6,1.6],[-0.05,0.05],
and [0.7, 1.3] respectively
• Random rotation by an angle within [− π4 , π4 ]• Random cropping ranging from 1% to 20%
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While the original UMTRA uses strong augmentation to ef-
fectively ‘generate’ additional examples of each class, our low-
augmentation setting is more akin to teaching invariance to simple
transformations. We use this baseline to represent a weaker bias
toward evaluation tasks and include the original UMTRA results
for reference.
iii) Random Initialization. Random initialization represents an
unbiased baseline, i.e. the performance of a model without pre-
training. This method learns only from the fine-tuning during eval-
uation.
iv) Fixed Random Labels. The fixed random labels approach
represents a bias away from the evaluation tasks. Assigning fixed
random labels to the images creates new tasks that are very unlikely
to overlap with the type of tasks used in evaluation. In these ran-
domly labelled tasks, images with the same label are likely to come
from different classes and the same class may appear under more
than one label. As such, class-specific features are no longer reliable
signals for discrimination. Instead, the model may rely on extrane-
ous information in the images (e.g. noise or background objects).
Note that, in some cases, pre-training on random labels (i.e. ‘memo-
rizing’) can actually lead to an increase in accuracy for a supervised
task as compared with starting from a random initialization [25].
To summarize, (i) fully supervised and (ii) low-augmentation
UMTRA represent strong and weak biases toward the evaluation
tasks respectively; (iii) random initialization represents an unbi-
ased starting point; and (iv) random labels acts as a bias away from
the evaluation tasks. Comparing a divergent strategy to this spec-
trum of pre-training approaches allows us to assess how useful the
discovered features are for real, human-designed tasks.
5 RESULTS
Evaluation was performed using N = 5 classes and K = 5 fine-
tuning examples (k = 1 was also tested). The results are summa-
rized in Table 2 and Table 3. The primary benchmark methods
are shown in bold and below them are additional results summa-
rized from literature [13, 14]. Note that bidirectional generative
adversarial network (BiGAN) [7], adversarially constrained autoen-
coder interpolation (ACAI) [2], and DeepCluster [4] are different
self-supervised/clustering approaches. The representation learned
from these methods can be used in several ways, e.g. a linear classi-
fier trained on top of the representation or a k-nearest neighbors
approach. Here, only the best and worst scores are included. For
full details, refer to the original work by Hsu et al. [13]. Note that
despite the effort required to train these various methods, several
of them produce scores below random initialization.
For both datasets, the proposed divergent search strategy achieves
similar performance to methods with a weak bias toward evalua-
tion tasks (low-augmentation UMTRA). However, methods with
a stronger bias (fully supervised, original UMTRA, and CACTUs-
MAML methods), still perform significantly better. Meanwhile the
fixed random labels approach actually degrades performance com-
pared to an unbiased start from randomly initialized parameters.
A closer examination of the classification behaviors requires
inspection of individual tasks. Figure 4 displays several example
tasks using t-distributed stochastic neighbor embedding (t-SNE)
Table 2: Omniglot results for N = 5,K = 5 and N = 5,K = 1
evaluation tasks. Bottom results summarized from [13, 14].
Omniglot
Algorithm (way-shot) (5,1) (5,5)
train test train test
Fixed Random Labels 21.11 20.84 26.05 25.60
Random Initialization 34.11 33.64 66.28 64.29
Proposed 59.53 55.79 80.87 77.85
UMTRA-Reptile Low Aug 66.21 65.26 85.32 83.48
Fully Supervised 98.32 97.64 99.54 99.68
Random Initialization MAML - - 52.50 - - 74.78
BiGAN worst scores - - 40.54 - - 58.52
BiGAN best scores - - 49.55 - - 68.72
BiGAN CACTUs-MAML - - 58.18 - - 78.66
ACAI worst scores - - 51.95 - - 71.09
ACAI best scores - - 61.08 - - 81.82
ACAI CACTUs-MAML - - 68.84 - - 87.78
UMTRA-MAML - - 83.80 - - 95.43
Table 3: Mini-ImageNet results for N = 5,K = 5 and N =
5,K = 1 evaluation tasks. Bottom results summarized from
[13, 14].
Mini-ImageNet
Algorithm (way-shot) (5,1) (5,5)
train test train test
Fixed Random Labels 25.78 24.46 36.97 32.49
Random Initialization 26.02 24.59 39.93 36.52
Proposed 33.74 30.90 47.58 43.41
UMTRA-Reptile Low Aug 34.13 31.45 46.84 42.15
Fully Supervised 64.24 50.65 78.52 66.33
Random Initialization MAML - - 27.59 - - 38.48
BiGAN worst scores - - 22.91 - - 29.06
BiGAN best scores - - 27.08 - - 33.91
BiGAN CACTUs-MAML - - 36.24 - - 51.28
DeepCluster worst scores - - 22.20 - - 23.50
DeepCluster best scores - - 29.44 - - 42.25
DeepCluster CACTUs-MAML - - 39.90 - - 53.97
UMTRA-MAML - - 39.92 - - 50.73
plots [22, 24]. In each case, the model is fine-tuned on K = 5
examples from N = 5 classes. Then 10 test images are sampled
from each class and the logit outputs are visualized using t-SNE.
Although t-SNE is not deterministic, the resulting plots provide
a potential interpretation of the model’s sorting criteria. Red and
green borders around each image indicate the classification outcome
(incorrect/correct respectively). In some instances, classification
outcome is poor, but the images are still embedded in meaningful
ways.
We also perform an ablation study (Table 4). First, the quality as-
pect is removed by accepting every behavior found by the divergent
search in the inner loop (‘Divergent Only’). Then, the divergent
search is replaced by random search. In random search, labels are
sampled dynamically from a discrete uniform distribution across
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Figure 4: Example t-SNE plots using the logit outputs for 10 test images per class after fine-tuning on N = 5,K = 5 examples.
Each row is a different task. Green/red borders indicate whether images were correctly/incorrectly classified. The fully super-
vised approach is able to group images by class characteristics that are invariant to transformations. The proposed divergent
approach appears to rely on more generic features such as spatial frequency, pose, or image style. Best viewed digitally.
Table 4: Ablation study on Mini-ImageNet with N = 5,K = 5
evaluation tasks.
Ablation Study
Algorithm Accuracy
train test
Random Search 32.54 26.63
Random Initialization 39.93 36.52
Proposed (Diversity Only) 46.52 42.41
Proposed (Quality Diversity) 47.58 43.41
all possible classes. Note that this is different from the fixed ran-
dom labels setting where an image is assigned to a fixed group for
the entire pre-training process. Each component of the proposed
method increases the evaluation accuracy, especially the divergent
search used in the inner loop.
6 DISCUSSION
Evaluation on class-based tasks indicates the usefulness of a model’s
learned features. Supervised tasks and tasks that are constructed
to approximate supervised tasks lead to the highest performance.
Divergent search is able to learn features which are more benefi-
cial than harmful. However, as expected, its performance is still
significantly lower than methods with a strong bias toward evalua-
tion tasks. The image sampling protocol (Section 4.2) used in the
proposed method produces batches of images that do not neatly
fit into five classes. Nonetheless, the proposed algorithm tries to
find a new, high quality behavior for each batch. In contrast, UM-
TRA relies on statistically-favorable sampling and CACTUs-MAML
draws samples from distinct regions in an embedding space, all in
an effort to approximate supervised tasks. These results demon-
strate that despite unfavorable conditions, an undirected search in
a high-dimensional behavior space can still be fruitful. In compari-
son, many of the learned embeddings (BiGAN, ACAI, DeepCluster)
perform worse than divergent search, sometimes even worse than
random initialization. These learned embeddings typically find
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features that are relevant to the data; but without a bias toward
evaluation tasks, their efforts can be detrimental.
The random fixed labels approach also leads to a drop in perfor-
mance (Table 2 and Table 3). This suggests that the model is spe-
cializing in a behavior that is counterproductive. Hsu et al. found
a similar reduction in performance when training on random la-
bels [13]. These random tasks often include a) multiple classes
under the same label and b) the same class under multiple labels.
As such, it is reasonable that the bias learned from this pre-training
is harmful when performing class-based evaluation tasks. How-
ever, the tasks constructed in a divergent search are also likely to
violate class-boundaries. In spite of this, the divergent search is
able to learn features that are more beneficial than harmful. One
key consideration is that optimization on fixed random labels will
lead to specialized discriminative behaviors for that distribution of
tasks. In contrast, a divergent search tries to explore as many novel
discriminative behaviors as possible.
Ideally, a divergent search should accumulate specialists inmany
different behaviors. But in this setting the model size is restricted
for fair comparison with benchmarks. It is also impractical to use
niche-preserving methods (e.g. novelty search with local compe-
tition [21]) when dealing with such a high-dimensional behavior
space. As such the model is incapable of learning a specialized set
of behaviors for every task it encounters as niche-preserving meth-
ods do. Instead, the best use of the model capacity may be a set of
generic features that have the most overall utility. Figure 4 shows
that the proposed method may have learned to distinguish images
by their spatial frequency, pose, and style, all of which are fairly
generic descriptors. This type of undirected learning may eventu-
ally lead to more robust, general-purpose features than those found
by tuning a model precisely to human-crafted objectives. However,
the wide gap in performance when compared to strongly biased
methods suggests that its current state leaves much to be desired.
The fully supervised method achieves higher scores by group-
ing images based on characteristics associated with class identity.
For example, in Figure 4 panel (a), the model groups lions and
Dalmatians separately despite their high intra-class variance. Low-
augmentation UMTRA, panel (b), is also able to make this distinc-
tion. Both have learned some amount of invariance to identity-
preserving transformations thanks to the bias in their pre-training
strategies.
Divergent search is also often compared with random search. In
this case, the tasks for random search are constructed by dynami-
cally sampling labels from a discrete uniform distribution over all
possible classes. Sampling random tasks in this way effectively asks
the model to perform diverse random behaviors. Uniform random
search in behavior space has recently been proposed as an inter-
pretation of the overall outcome of novelty search [8]. Given these
intuitions, random search might be expected to perform just as well
as a divergent search. However, Table 4 indicates that this formula-
tion of random search actually has a deleterious effect on evaluation
performance. The main difference between a random behavior task
and a divergent task is that the divergent task is strongly connected
to the model’s current capabilities. In our case, the divergent task
originates from a task that the model can already perform. Then
it is optimized away from the space of behaviors that the model
can achieve given its current features. This optimization process is
stochastic, heuristic and imperfect. The resulting task may lie some-
where between easy (the model’s current behavior) and hard (a
behavior that is impossible with the model’s current features). This
may unintentionally regularize the difficulty of divergent tasks and
form a sort of curriculum [1]. As such, these divergent tasks may
have more structure than the random search in high-dimensional
behavior space, allowing for more constructive learning.
Our experiments explore the application of divergent search to
image classification. Although the motivation is similar to many
existing works on divergent search, there are several key differ-
ences. One difference is in the nature of the task. In maze solving
tasks, which is a common problem setting for divergent and open
ended evolution studies [3, 20], the complexity of a maze is fairly
simple to measure and provides a meaningful metric of progression.
This is useful for creating a trivial starting point (e.g. empty maze)
for behaviors to develop. It also inherently provides a direction for
learning which can gradually increase in complexity, e.g. sequen-
tially adding more barriers. Neither of these are available in the
image classification setting. A trivial behavior could be classifying
all images as the same class, but this is actually a degenerate behav-
ior as compared to an initialization from random [10] parameters.
Furthermore, task complexity is not easily measurable and more
complex tasks do not lead to better or more useful behaviors. An-
other difference is that the behavior space is very high-dimensional
compared to the environments used in many reinforcement learn-
ing problems. In agent-based frameworks, the behaviors can often
be conflated onto a low-dimensional space where nearly all regions
are meaningful [21]. Exploring this behavior space is very likely to
be fruitful. In the case of image classification, the behavior space is
vast and many regions of the space do not correspond to anything
meaningful. Although this is a challenging setting, the behavior
space found in nature is even larger. Bringing divergent search into
these larger playgrounds can provide insight into the needs that
are currently unmet.
7 CONCLUSION
Divergent search is a major component of QD methods which aim
to learn a repertoire of behaviors in the absence of specific be-
havioral objectives. The reasoning behind this approach is that a
system equipped with a whole host of skills will be able to handle
novel tasks better than a system which is tuned for one specific task.
Meta-learning, i.e. learning how to best learn a new task, has a very
similar end goal. However it is typically approached from the angle
of generalizing from tasks that are similar to the target task. In this
work we investigate the use of divergent search in a few-shot image
classification setting. Comparing divergent search to meta-learning
approaches, which are biased toward the target task, reveals a sig-
nificant gap in performance. But compared to weaker biases or
methods which are not specifically biased, divergent search is of-
ten comparable or better. These results demonstrate that divergent
search is a viable approach, even in a high-dimensional behavior
space. There is also considerable room for improvement, particu-
larly in the measurement of behavior quality. In future work, better
quality metrics could help condense the behavior space to dimen-
sions with more utility. A more modular architecture could also
preserve archived behaviors in a better way, facilitating exaptation.
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