Abstract. Let P be an r×s matrix of Laurent polynomials with symmetry such that P(z)P * (z) = Ir for all z ∈ C\{0} and the symmetry of P is compatible. The matrix extension problem with symmetry is to find an s × s square matrix Pe of Laurent polynomials with symmetry such that [Ir, 0]Pe = P (that is, the submatrix of the first r rows of Pe is the given matrix P), Pe is paraunitary satisfying Pe(z)P * e (z) = Is for all z ∈ C\{0}, and the symmetry of Pe is compatible. Moreover, it is highly desirable in many applications that the support of the coefficient sequence of Pe can be controlled by that of P. In this paper, we completely solve the matrix extension problem with symmetry and provide a step-by-step algorithm to construct such a desired matrix Pe from a given matrix P. Furthermore, using a cascade structure, we obtain a complete representation of any r × s paraunitary matrix P having compatible symmetry, which in turn leads to an algorithm for deriving a desired matrix Pe from a given matrix P. Matrix extension plays an important role in many areas such as electronic engineering, system sciences, applied mathematics, and pure mathematics. As an application of our general results on matrix extension with symmetry, we obtain a satisfactory algorithm for constructing symmetric paraunitary filter banks and symmetric orthonormal multiwavelets by deriving high-pass filters with symmetry from any given low-pass filters with symmetry. Several examples are provided to illustrate the proposed algorithms and results in this paper.
1. Introduction and Main Results. The matrix extension problem plays a fundamental role in many areas such as electronic engineering, system sciences, mathematics, and etc. To mention only a few references here on this topic, see [1, 2, 3, 5, 6, 7, 9, 12, 14, 15, 16, 17, 19, 20] . For example, matrix extension is an indispensable tool in the design of filter banks in electronic engineering ( [13, 14, 19, 20] ) and in the construction of multiwavelets in wavelet analysis ( [1, 2, 3, 4, 5, 6, 7, 9, 10, 12, 15, 18, 16] ). In order to state the matrix extension problem and our main results on this topic, let us introduce some notation and definitions first.
Let p(z) = k∈Z p k z k , z ∈ C\{0} be a Laurent polynomial with complex coefficients p k ∈ C for all k ∈ Z. We say that p has symmetry if its coefficient sequence {p k } k∈Z has symmetry; more precisely, there exist ε ∈ {−1, 1} and c ∈ Z such that
(1.1) If ε = 1, then p is symmetric about the point c/2; if ε = −1, then p is antisymmetric about the point c/2. Symmetry of a Laurent polynomial can be conveniently expressed using a symmetry operator S defined by
When p is not identically zero, it is evident that (1.1) holds if and only if Sp(z) = εz c . For the zero polynomial, it is very natural that S0 can be assigned any symmetry pattern; that is, for every occurrence of S0 appearing in an identity in this paper, S0 is understood to take an appropriate choice of εz c for some ε ∈ {−1, 1} and c ∈ Z so that the identity holds. If P is an r × s matrix of Laurent polynomials with symmetry, then we can apply the operator S to each entry of P, that is, SP is an r × s matrix such that [SP] j,k := S([P] j,k ), where [P] j,k denotes the (j, k)-entry of the matrix P throughout the paper.
For two matrices P and Q of Laurent polynomials with symmetry, even though all the entries in P and Q have symmetry, their sum P + Q, difference P − Q, or product PQ, if well defined, generally may not have symmetry any more. This is one of the difficulties for matrix extension with symmetry. In order for P ± Q or PQ to possess some symmetry, the symmetry patterns of P and Q should be compatible. For example, if SP = SQ, that is, both P and Q have the same symmetry pattern, then indeed P ± Q has symmetry and S(P ± Q) = SP = SQ. In the following, we discuss the compatibility of symmetry patterns of matrices of Laurent polynomials. For an r × s matrix P(z) = k∈Z P k z k , throughout the paper we denote
where P k T denotes the transpose of the complex conjugate of the constant matrix P k in C. We say that the symmetry of P is compatible or P has compatible symmetry, if SP(z) = (Sθ 1 ) * (z)Sθ 2 (z), (1.4) for some 1 × r and 1 × s row vectors θ 1 and θ 2 of Laurent polynomials with symmetry. For an r × s matrix P and an s × t matrix Q of Laurent polynomials, we say that (P, Q) has mutually compatible symmetry if SP(z) = (Sθ 1 ) * (z)Sθ(z) and SQ(z) = (Sθ) * (z)Sθ 2 (z) (1.5) for some 1 × r, 1 × s, 1 × t row vectors θ 1 , θ, θ 2 of Laurent polynomials with symmetry. If (P, Q) has mutually compatible symmetry as in (1.5), then it is easy to verify that their product PQ has compatible symmetry and in fact S(PQ) = (Sθ 1 ) * Sθ 2 . For a matrix of Laurent polynomials, another important property is the support of its coefficient sequence. For P = k∈Z P k z k such that P k = 0 for all k ∈ Z\[m, n] with P m = 0 and P n = 0, we define its coefficient support to be coeffsupp(P) := [m, n] and the length of its coefficient support to be |coeffsupp(P)| := n − m. In particular, we define coeffsupp(0) := ∅, the empty set, and |coeffsupp(0)| := −∞. Also, we use coeff(P, k) := P k to denote the coefficient matrix (vector) P k of z k in P. In this paper, 0 always denotes a general zero matrix whose size can be determined in the context.
The Laurent polynomials that we shall consider in this paper have their coefficients in a subfield F of the complex field C. Let F denote a subfield of C such that F is closed under the operations of complex conjugate of F and square roots of positive numbers in F. In other words, the subfield F of C satisfies the following properties:
x ∈ F and √ y ∈ F, ∀ x, y ∈ F with y > 0. (1.6) Two particular examples of such subfields F are F = R (the field of real numbers) and F = C (the field of complex numbers). Now, we introduce the general matrix extension problem with symmetry. Throughout the paper, r and s denote two positive integers such that 1 r s. Let P be an r ×s matrix of Laurent polynomials with coefficients in F such that P(z)P * (z) = I r for all z ∈ C\{0} and the symmetry of P is compatible, where I r denotes the r × r identity matrix. The matrix extension problem with symmetry is to find an s × s square matrix P e of Laurent polynomials with coefficients in F and with symmetry such that [I r , 0]P e = P (that is, the submatrix of the first r rows of P e is the given matrix P), the symmetry of P e is compatible, and P e (z)P * e (z) = I s for all z ∈ C\{0} (that is, P e is paraunitary). Moreover, in many applications, it is often highly desirable that the coefficient support of P e can be controlled by that of P in some way.
In this paper, we study this general matrix extension problem with symmetry and we completely solve this problem as follows: Theorem 1. Let F be a subfield of C such that (1.6) holds. Let P be an r × s matrix of Laurent polynomials with coefficients in F such that the symmetry of P is compatible and P(z)P * (z) = I r for all z ∈ C\{0}. Then there exists an s × s square matrix P e , which can be constructed by Algorithm 1 in section 2 from the given matrix P, of Laurent polynomials with coefficients in F such that (i) [I r , 0]P e = P, that is, the submatrix of the first r rows of P e is P;
(ii) P e is paraunitary: P e (z)P * e (z) = I s for all z ∈ C\{0}; (iii) The symmetry of P e is compatible; (iv) The coefficient support of P e is controlled by that of P in the following sense:
Theorem 1 on matrix extension with symmetry is built on a stronger result which represents any given paraunitary matrix having compatible symmetry by a simple cascade structure. The following result leads to a proof of Theorem 1 and completely characterizes any paraunitary matrix P in Theorem 1.
Theorem 2. Let P be an r × s matrix of Laurent polynomials with coefficients in a subfield F of C such that (1.6) holds. Then P(z)P * (z) = I r for all z ∈ C\{0} and the symmetry of P is compatible as in (1.4), if and only if, there exist s × s matrices P 0 , . . . , P J+1 of Laurent polynomials with coefficients in F such that (1) P can be represented as a product of P 0 , . . . , P J+1 :
3) (P j+1 , P j ) has mutually compatible symmetry for all 0 j J; (4) P 0 = U * Sθ2 and P J+1 = diag(U Sθ1 , I s−r ), where U Sθ1 , U Sθ2 are products of a permutation matrix with a diagonal matrix of monomials, as defined in (2.2); (5) J max
, where ⌈·⌉ is the ceiling function.
The representation in (1.8) (without symmetry) is often called the cascade structure in the literature of engineering, see [13, 14, 19] . In the context of wavelet analysis, matrix extension without symmetry has been discussed by Lawton, Lee and Shen in their interesting paper [15] and a simple algorithm has been proposed there to derive a desired matrix P e from a given row vector P of Laurent polynomials without symmetry. In electronic engineering, an algorithm using the cascade structure for matrix extension without symmetry has been given in [19] for filter banks with perfect reconstruction property. The algorithms in [15, 19] mainly deal with the special case that P is a row vector (that is, r = 1 in our case) without symmetry and the coefficient support of the derived matrix P e indeed can be controlled by that of P. The algorithms in [15, 19] for the special case r = 1 can be employed to handle a general r × s matrix P without symmetry, see [15, 19] for detail. However, for the general case r > 1, it is no longer clear whether the coefficient support of the derived matrix P e obtained by the algorithms in [15, 19] can still be controlled by that of P.
Several special cases of matrix extension with symmetry have been considered in the literature. For F = R and r = 1, matrix extension with symmetry has been considered in [16] . For r = 1, matrix extension with symmetry has been studied in [7] and a simple algorithm is given there. In the context of wavelet analysis, several particular cases of matrix extension with symmetry related to the construction of wavelets and multiwavelets have been investigated in [2, 6, 7, 9, 13, 14, 16, 18] . However, for the general case of an r × s matrix, the approaches on matrix extension with symmetry in [7, 16] for the particular case r = 1 cannot be employed to handle the general case. The algorithms in [7, 16] are very difficult to be generalized to the general case r > 1, partially due to the complicated relations of the symmetry patterns between different rows of P. For the general case of matrix extension with symmetry, it becomes much harder to control the coefficient support of the derived matrix P e , comparing with the special case r = 1. Extra effort is needed in any algorithm of deriving P e so that its coefficient support can be controlled by that of P.
The contributions of this paper lie in the following aspects. Firstly, we satisfactorily solve the general matrix extension problem with symmetry for any r, s such that 1 r s. More importantly, we obtain a complete representation of any r × s paraunitary matrix P having compatible symmetry with 1 r s. This representation leads to a step-by-step algorithm for deriving a desired matrix P e from a given matrix P. Secondly, we obtain an optimal result in the sense of (1.7) on controlling the coefficient support of the desired matrix P e derived from a given matrix P by our algorithm. This is of importance in both theory and application, since short support of a filter or a multiwavelet is a highly desirable property and short support usually means a fast algorithm and simple implementation in practice. Thirdly, we introduce the notion of compatibility of symmetry, which plays a critical role in the study of the general matrix extension problem with symmetry for the multi-row case (r 1). Fourthly, we provide a complete analysis and a systematic construction algorithm for d-band symmetric filter banks and symmetric orthonormal multiwavelets. Finally, most of the literature on the matrix extension problem only consider Laurent polynomials with coefficients in the special field C ( [15] ) or R ( [1, 16] ). In this paper, our setting is under a general field F, which can be any subfield of C satisfying (1.6).
The structure of this paper is as follows. In section 2, we shall present a step-bystep algorithm which leads to constructive proofs of Theorems 1 and 2. In section 3, we shall discuss an application of our main results on matrix extension with symmetry to the design of symmetric filter banks in electronic engineering and to the construction of symmetric orthonormal multiwavelets in wavelet analysis. Examples will be provided to illustrate our algorithms. Finally, we shall prove Theorems 1 and 2 in section 4.
2. An Algorithm for Matrix Extension with Symmetry. In this section, we present a step-by-step algorithm on matrix extension with symmetry to derive a desired matrix P e in Theorem 2 from a given matrix P. Our algorithm has three steps: initialization, support reduction, and finalization. The step of initialization reduces the symmetry pattern of P to a standard form. The step of support reduction is the main body of the algorithm, producing a sequence of elementary matrices A 1 , . . . , A J that reduce the length of the coefficient support of P to 0. The step of finalization generates the desired matrix P e as in Theorem 2. More precisely, our algorithm written in the form of pseudo-code for Theorem 2 is as follows: Algorithm 1. Input P as in Theorem 2 with SP = (Sθ 1 ) * Sθ 2 for some 1 × r and 1 × s row vectors θ 1 and θ 2 of Laurant polynomials with symmetry. 1. Initialization: Let Q := U * Sθ1 PU Sθ2 . Then the symmetry pattern of Q is 
Let B (−k2,k2) := I s , Q 1 := Q 0 , j 1 := 1 and j 2 := r 3 + r 4 + 1. while j 1 r 1 + r 2 and j 2 r do %% inner while loop Let 
, respectively. Let P J := A * J and J := J + 1. end while %% end outer while loop 3. Finalization:
Output a desired matrix P e satisfying all the properties in Theorem 2.
In the following subsections, we present detailed constructions of the matrices U Sθ , B q , B (q1,q2) , B Q1 , and U F appearing in Algorithm 1.
2.1. Initialization. Let θ be a 1×n row vector of Laurent polynomials with symmetry such that Sθ = [ε 1 z c1 , . . . , ε n z cn ] for some ε 1 , . . . , ε n ∈ {−1, 1} and c 1 , . . . , c n ∈ Z. Then, the symmetry of any entry in the vector θdiag(z −⌈c1/2⌉ , . . . , z −⌈cn/2⌉ ) belongs to {±1, ±z −1 }. Thus, there is a permutation matrix E θ to regroup these four types of symmetries together so that
where
, and n 1 , . . . , n 4 are nonnegative integers uniquely determined by Sθ. Since P satisfies (1.4), it is easy to see that Q := U * Sθ1 PU Sθ2 has the symmetry pattern as in (2.1). Note that U Sθ1 and U Sθ2 do not increase the length of the coefficient support of P.
Support Reduction.
Denote Q := U * Sθ1 PU Sθ2 as in Algorithm 1. The outer while loop in the step of support reduction produces a sequence of elementary paraunitary matrices A 1 , . . . , A J that reduce the length of the coefficient support of Q gradually to 0. The construction of each A j has three parts: {B 1 , . . . , B r }, B (−k,k) , and B Q1 . The first part {B 1 , . . . , B r } (see the for loop) is constructed recursively for each of the r rows of Q so that Q 0 := QB 1 · · · B r has a special form as in (2.8). If both coeff(Q 0 , −k) = 0 and coeff(Q 0 , k) = 0, then the second part B (−k,k) (see the inner while loop) is further constructed so that Q 1 := Q 0 B (−k,k) takes the form in (2.8) with at least one of coeff(Q 1 , −k) and coeff(Q 1 , k) being 0. B Q1 is constructed to handle the case that coeffsupp(
Let q denote an arbitrary row of Q with |coeffsupp(q)| 2. We first explain how to construct B q for a given row q such that B q reduces the length of the coefficient support of q by 2 and keeps its symmetry pattern. Note that in the for loop, B j is simply B q with q being the current jth row of QB 0 · · · B j−1 , where B 0 := I s .
By (2.1), we have Sq
For ε = 1, we let E ε := I s . Then, qE ε must take the form in either (2.3) or (2.4) with f 1 = 0 as follows:
If qE ε takes the form in (2.4), we further construct a permutation matrix E q such that
, where s g is the size of the row vector [g 1 , g 2 ]. Then qU q,ε takes the form in (2.3). For qE ε of form (2.3), we simply let U q,ε := E ε . In this way, q 0 := qU q,ε always takes the form in (2.3) with f 1 = 0.
Note that U q,ε U * q,ε = I s and f 1 = f 2 if q 0 q * 0 = 1, where f := √ ff * . Now we construct an s × s paraunitary matrix B q0 to reduce the coefficient support of q 0
where 6) and [
are unitary constant extension matrices in F for vectors f j , g j in F, respectively (see section 4 for a concrete construction of such unitary matrices U fj and U gj ). Here, the role of a unitary constant matrix U f in F is to reduce the number of nonzero entries in f such that fU f = [ f , 0, . . . , 0]. The operations for the emptyset ∅ are defined by ∅ = ∅, ∅ + A = A and ∅ · A = ∅ for any object A.
Define B q := U q,ε B q0 U * q,ε . Then B q is paraunitary. Due to the particular form of B q0 as in (2.5), direct computations yield the following very important properties of the paraunitary matrix B q :
. That is, B q has compatible symmetry with coefficient support on [−1, 1] and B q reduces the length of the coefficient support of q exactly by 2. Moreover, S(qB q ) = Sq. (P2) if (p, q * ) has mutually compatible symmetry and pq * = 0, then S(pB q ) = S(p) and coeffsupp(pB q ) ⊆ coeffsupp(p). That is, B q keeps the symmetry pattern of p and does not increase the length of the coefficient support of p. Next, let us explain the construction of B (−k,k) . For coeffsupp(Q) = [−k, k] with k 1, Q is of the form as follows:
with all F jk 's and G jk 's being constant matrices in F and F 11 , F 22 , F 31 , F 42 being of size r 1 × s 1 , r 2 × s 2 , r 3 × s 3 , r 4 × s 4 , respectively. Due to Property (P1) and (P2) of B q , the for loop in Algorithm 1 reduces Q in (2.7) to Q 0 := QB 1 · · · B r as follows:
If either coeff(Q 0 , −k) = 0 or coeff(Q 0 , k) = 0, then the inner while loop does nothing and B (−k,k) = I s . If both coeff(Q 0 , −k) = 0 and coeff(Q 0 , k) = 0, then B (−k,k) is constructed recursively from pairs (q 1 , q 2 ) with q 1 , q 2 being two rows of Q 0 satisfying coeff(q 1 , −k) = 0 and coeff(q 2 , k) = 0. The construction of B (q1,q2) with respect to such a pair (q 1 , q 2 ) in the inner while loop is as follows. Similar to the discussion before (2.3), there is a permutation matrix E (q1,q2) such that q 1 := q 1 E (q1,q2) and q 2 := q 2 E (q1,q2) take the following form:
where ε ∈ {−1, 1} and all g j 's are nonzero row vectors. Note that g 1 = g 2 =: c g1 and g 3 = g 4 =: c g3 . Construct an s × s paraunitary matrix B ( q1, q2) as follows:
where c 0 := coeff(
) . Similar to Property (P1) and (P2) of B q , we have the following very important properties of B (q1,q2) :
. That is, B (q1,q2) has compatible symmetry with coefficient support on [−1, 1] and B (q1,q2) reduces the length of both the coefficient supports of q 1 and q 2 by 2. Moreover, S(q 1 B (q1,q2) ) = Sq 1 and S(q 2 B (q1,q2) ) = Sq 2 . (P4) if both (p, q * 1 ) and (p, q * 2 ) have mutually compatible symmetry and pq * 1 = pq * 2 = 0, then S(pB (q1,q2) ) = Sp and coeffsupp(pB (q1,q2) ) ⊆ coeffsupp(p). That is, B (q1,q2) keeps the symmetry pattern of p and does not increase the length of the coefficient support of p. Now, due to the Property (P3) and (P4) of B (q1,q2) , B (−k,k) constructed in the inner while loop reduces Q 0 of the form in (2.8) with both coeff(Q 0 , −k) = 0 and coeff(Q 0 , k) = 0, to Q 1 := Q 0 B (−k,k) of the form in (2.8) with either coeff(Q 1 , −k) = coeff(Q 1 , k) = 0 (for this case, simply let B Q1 := I s ) or one of coeff(Q 1 , −k) and coeff(Q 1 , k) is nonzero. For the latter case, B Q1 := diag(U 1 W 1 , I s3+s4 )E with matrices U 1 , W 1 constructed with respect to coeff(Q 1 , k) = 0 or B Q1 := diag(I s1+s2 , U 3 W 3 )E with U 3 , W 3 constructed with respect to coeff(Q 1 , −k) = 0, where E is a permutation matrix. B Q1 is constructed so that coeffsupp(
, and E are constructed as follows.
Let U 1 := diag(U G1 , U G2 ) and U 3 := diag(U G3 , U G4 ) with
Here, for a nonzero matrix G with rank m, U G is a unitary matrix such that GU G = [R, 0] for some matrix R of rank m. For G = 0, U G := I and for G = ∅,
due to Q 1 Q * 1 = I r . The matrices W 1 , W 3 are then constructed by:
By the symmetry pattern and orthogonality of Q 1 , W Q1 reduces the coefficient support of
T Sθ 1 with
E is then the permutation matrix such that
3. Application to Filter Banks and Orthonormal Multiwavelets with Symmetry. In this section, we shall discuss the application of our results on matrix extension with symmetry to d-band symmetric paraunitary filter banks in electronic engineering and to orthonormal multiwavelets with symmetry in wavelet analysis. In order to do so, let us introduce some definitions first.
We say that d is a dilation factor if d is an integer with |d| > 1. Throughout this section, d denotes a dilation factor. For simplicity of presentation, we further assume that d is positive, while multiwavelets and filter banks with a negative dilation factor can be handled similarly by a slight modification of the statements in this paper.
Let F be a subfield of C such that (1.6) holds. A low-pass filter a 0 : Z → F r×r with multiplicity r is a finitely supported sequence of r × r matrices on Z. The symbol of the filter a 0 is defined to be a 0 (z) := k∈Z a 0 (k)z k , which is a matrix of Laurent polynomials with coefficients in F. Moreover, the d-band subsymbols of a 0 are defined by a 0;γ (z) :
To design an orthogonal filter bank with the perfect reconstruction property, one has to design high-pass filters a 1 , . . . , a d−1 : Z → F r×r such that the polyphase matrix
is paraunitary, that is, P(z)P * (z) = I dr , where each a m;γ is a subsymbol of a m for m, γ = 0, . . . , d − 1, respectively. Symmetry of the filters in a filter bank is a very much desirable property in many applications. We say that the low-pass filter a 0 (or a 0 ) has symmetry if
for some ε 1 , . . . , ε r ∈ {−1, 1} and c 1 , . . . , c r ∈ R such that dc ℓ − c j ∈ Z for all ℓ, j = 1, . . . , r. To design a symmetric filter bank with the perfect reconstruction property, from a given d-band orthogonal low-pass filter a 0 , one has to construct high-pass filters a 1 , . . . , a d−1 : Z → F r×r such that all of them have symmetry that is compatible with the symmetry of a 0 in (3.3) and the polyphase matrix P in (3.2) is paraunitary.
For f ∈ L 1 (R), the Fourier transform used in this paper is defined to bef (ξ) := R f (x)e −ixξ dx and can be naturally extended to L 2 (R) functions. For a d-band orthogonal low-pass filter a 0 , we assume that there exists an orthogonal d-refinable
T associated with the low-pass filter a 0 , with compactly supported functions φ 1 , . . . , φ r in L 2 (R), such that
and 
It is well known that {ψ 1 , . . . ,
. . , r} is an orthonormal basis of L 2 (R), for example, see [3, 8, 11, 17] and references therein.
If a 0 has symmetry as in (3.3) and if 1 is a simple eigenvalue of a 0 (1), then it is well known that the d-refinable function vector φ in (3.4) associated with the low-pass filter a 0 has the following symmetry:
Under the symmetry condition in (3.3), to apply Theorem 1, we first show that there exists a suitable paraunitary matrix U acting on P a0 := [a 0;0 , . . . , a 0;d−1 ] so that P a0 U has compatible symmetry. Note that P a0 itself may not have any symmetry. a 0 satisfying (3.3) . Then there exists a dr × dr paraunitary matrix U such that P a0 U has compatible symmetry.
Proof. From (3.3), we deduce that Since dc ℓ − c j ∈ Z for all ℓ, j = 1, . . . , r, we have c ℓ − c j ∈ Z for all ℓ, j = 1, . . . , r and therefore, Q γ ℓ,j is independent of ℓ. Consequently, by (3.8), for every 1 j r, the jth column of the matrix a 0;γ is a flipped version of the jth column of the matrix a 0;Q It is evident that U is paraunitary and P = P a0 U. We now show that P has compatible symmetry. Indeed, by (3.8) and (3.10),
where sgn(x) = 1 for x 0 and sgn(x) = −1 for x < 0. By (3.9) and noting that Q γ ℓ,j is independent of ℓ, we have
for all 1 ℓ, n r, which is equivalent to saying that P has compatible symmetry. Now, for a d-band orthogonal low-pass filter a 0 satisfying (3.3), we have the following algorithm to construct high-pass filters a 1 , . . . , a d−1 such that they form a symmetric paraunitary filter bank with the perfect reconstruction property.
Algorithm 2. Input an orthogonal d-band filter a 0 with symmetry in (3.3).
(1) Construct U as in (3.10) such that P := P a0 U has compatible symmetry:
T Sθ for some k 1 , . . . , k r ∈ Z and some 1 × dr row vector θ of Laurent polynomials with symmetry.
(2) Derive P e with all the properties as in Theorem 1 from P by Algorithm 1. T defined in (3.6) also has the following symmetry: 
The low-pass filter a 0 satisfies (3.3) with c 1 = −1, c 2 = 0 and ε 1 = ε 2 = 1. Using Lemma 1, we obtain P a0 := [a 0;0 , a 0;1 ] and U as follows:
and is given by
.
Applying Algorithm 1, we obtain a desired paraunitary matrix P e as follows:
We have
,j ) for all 1 j 4. Now, from the polyphase matrix P := P e U * =: (a m;γ ) 0 m,γ 1 , we derive a high-pass filter a 1 as follows:
Then the high-pass filter a 1 satisfies (3.13) with c 
The low-pass filter a 0 satisfies (3.3) with c 1 = 0, c 2 = 1 and ε 1 = ε 2 = 1. From P a0 := [a 0;0 , a 0;1 , a 0;2 ], the matrix U constructed by Lemma 1 is given by
where b 12 (z) = t 12 (z + z −1 )+ c 12 and b 13 (z) = t 13 (z − 2 + z −1 ). Applying Algorithm 1, we obtain a desired paraunitary matrix P e as follows:
and the coefficient support of P e satisfies coeffsupp([P e ] :,j ) ⊆ coeffsupp([P] :,j ) for all 1 j 6. From the polyphase matrix P := P e U * =: (a m;γ ) 0 m,γ 2 , we derive two high-pass filters a 1 , a 2 as follows:
Then the high-pass filters a 1 , a 2 satisfy (3.13) with c As demonstrated by the following example, our Algorithm 2 also applies to lowpass filters with symmetry patterns other than those in (3.3).
Example 3. Let d = 3 and r = 2. A 3-band orthogonal low-pass filter a 0 with multiplicity 2 in [8] is given by a 0 (z) = 1 702
,
This low-pass filter a 0 does not satisfy (3.3). However, we can employ a very simple orthogonal transform E := 1 √ 2
to a 0 so that the symmetry in (3.3) holds. That is, for a 0 (z) := Ea 0 (z)E, it is easy to verify that a 0 satisfies (3.3) with c 1 = c 2 = 1/2 and ε 1 = 1, ε 2 = −1. Construct P a0 := [ a 0;0 , a 0;1 , a 0;2 ] from a 0 . The matrix U constructed by Lemma 1 from P a0 is given by:
where c = √ 6 1404 and t jk 's are constants defined as follows:
Applying Algorithm 1 to P, we obtain a desired paraunitary matrix P e as follows:
where all t jk 's are constants given by: Note that P e satisfies SP e = [z
and we have coeffsupp([P e ] :,j ) ⊆ coeffsupp([P] :,j ) for all 1 j 6. From the polyphase matrix P := P e U * , we derive two high-pass filters a 1 , a 2 as follows: Then the high-pass filters a 1 and a 2 satisfy (3.13) with c Let a 1 , a 2 be two high-pass filters constructed from a 1 , a 2 by a 1 (z) := E a 1 (z)E and a 2 (z) := E a 2 (z)E. Then due to the orthogonality of E, {a 0 , a 1 , a 2 } still forms a d-band filter bank with the perfect reconstruction property but their symmetry patterns are different to those of a 0 , a 1 , a 2 . Let us first present a detailed construction for the unitary matrices U f and U G that are used in Algorithm 1. For a 1 × n row vector f in F such that f = 0, we define n f to be the number of nonzero entries in f and e j := [0, . . . , 0, 1, 0, . . . , 0] to be the jth unit coordinate row vector in R n . Let E f be a permutation matrix such that fE f = [f 1 , . . . , f nf , 0, . . . , 0] with f j = 0 for j = 1, . . . , n f . We define
We also define U f := I n if f = 0 and U f := ∅ if f = ∅. Here, U f plays the role of reducing the number of nonzero entries in f. More generally, for an r × n nonzero matrix G of rank m in F, employing the above procedure to each row of G, we can obtain an n × n unitary matrix U G such that GU G = [R, 0] for some r × m lower triangular matrix R of rank m.
2 , then the above procedure produces two matrices U G1 , U G2 such that G 1 U G1 = [R, 0] and G 2 U G2 = [R, 0] for some lower triangular matrix R of full rank. It is important to notice that the constructions of U f and U G only involve the nonzero entries of f and nonzero columns of G, respectively. In other words, we have
Next, we establish the following lemma, which is needed later to show that the coefficient support of ( is constructed with respect to the pair (q 1 , q 2 ) as in section 2. Proof. Due to Sp = εz c Sθ, as we discussed in section 2, there is an U p,ε such that pU p,ε takes the form in (2.3). Since U p,ε is a product of a permutation matrix and a diagonal matrix of monomials, we shall consider the case that U p,ε = I s , while the proofs for other cases of U p,ε can be obtained accordingly. Then p takes the standard form in (2.3) with f 1 = 0. In this case, s 1 > 0 and s 2 > 0 due to f 1 = f 2 = 0. By our assumptions, q := pB must take the following form:
with f 1 = 0. Then B q is given by (2.5) with 
Similarly, by coeff(BB q , 2) = coeff(B, 1)coeff(B q , 1), we have
Due to BB * = I s , we obtain
Applying the above identities to A 1 f * 1 − A 3 f * 2 and using (4.4), we get
where the last above identity follows by coeff(pB, k 2 + 1) = coeff(pB,
By similar computations as above and using the paraunitary property of B, we have coeff([BB q ] :,j , ±2) = 0 for all j ∈ I. Therefore, we conclude that coeffsupp(BB q ) ⊆ [−1, 1]. Item (1) holds.
For item (2) , up to a permutation matrix E (q1,q2) as in section 2, B (q1,q2) takes the form in (2.10). Since B takes the form in (4.3), to show that the coefficient support of BB (−k,k) is contained inside [−1, 1], we need to show that all the coefficient vectors B (q1,q2) , B 1 , . . . , B r and B (−k,k) reduce Q of the form in (2.7) to Q 1 = Q(B 1 · · · B r )B (−k,k) = QB of the form in (2.8) with at least one of coeff(Q 1 , −k) and coeff(Q 1 , k) being 0. As constructed in section 2, B Q1 = I s for the case that coeff(Q 1 , −k) = coeff(Q 1 , k) = 0, or B Q1 = diag(U 1 W 1 , I s3+s4 )E for the case coeff(Q 1 , k) = 0, or B Q1 := diag(I s1+s2 , U 3 W 3 )E for the case that coeff(Q 1 , −k) = 0. We next show that coeffsupp(BB Q1 ) ⊆ [−1, 1].
Let Q take the form in (2.7) and Q 1 take the form in (2.8) with coeff(Q 1 , k) = 0. Then B Q1 := diag(U 1 W 1 , I s3+s4 )E with U 1 , W 1 , and E being constructed as in section 2. Note that B takes the form in (4.3) . Define where G 1 , G 2 are matrices defined in (2.11). Then U 1 = diag(U G1 , U G2 ) and W 1 is defined as in (2.12) . By the coefficient supports of B and B Q1 , we only need to check that coeff(B diag(U 1 W 1 , I s3+s4 ), −2) = 0. Let V 11 , V 12 , V 21 , V 22 be diagonal matrices of size s 1 × s 1 , s 1 × s 2 , s 2 × s 1 , s 2 × s 2 , respectively, and satisfy diag(V jℓ ) = [1 m1 , 0] for j, ℓ = 1, 2, where m 1 is the rank of G 1 . Then coeff(B diag(U 1 W 1 , I s3+s4 ), −2) = coeff(B, −1) · coeff(diag(U 1 W 1 , I s3+s4 ), −1)
