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 Asymptotic Behaviour of the Minimum Bound Method
for Choosing the Regularization Parameter
Mark A. Lukas
Mathematics and Statistics
Murdoch University, Murdoch W.A. 6150, Australia
Abstract. We consider a parameter choice method (termed the minimum bound method)
for regularization of linear ill-posed problems that was developed by Raus and Gfrerer for the
case with continuous, deterministic data. The method is adapted and analysed in a discrete,
stochastic framework. It is shown that asymptotically, as the number of data points approaches
inﬁnity, the method (with constant set to 2) behaves like an unbiased error method, which selects
the parameter by minimizing a certain unbiased estimate of the expected squared error in the
regularized solution. The method is also shown to be weakly asymptotically optimal, in that the
“expected” estimate achieves the optimal rate of convergence with repect to the expected squared
error criterion and it has the optimal rate of decay.
Subject Classiﬁcations: AMS(1991) 65J20, 65D10, 62G071 Introduction
We consider a linear ill-posed operator equation
Kf(x) = g(x), x ∈ [0,1], (1.1)
with discrete noisy data yi = g(xi) + ϵi, i = 1,...,n. The errors ϵi are modelled as uncorrelated
random variables, each with mean 0 and variance σ2. It is assumed that K : L2(0,1) → L2(0,1)
and the solution f0 ∈ L2(0,1) of (1.1) exists and is unique.
Let fn be the regularized solution deﬁned as the solution of the regularization problem
minimizef∈W n−1
n ∑
i=1
[Kf(xi) − yi]2 + λ∥f∥2
W, (1.2)
where W is a Hilbert space of smooth functions, for example the Sobolev space Wm;2[0,1]. It
is well known that the accuracy of the regularized solution depends greatly on the choice of the
regularization parameter λ > 0.
We consider a parameter selection method proposed independently by Raus [17,18] and Gfr-
erer [4] (see also [3]), which we call the minimum bound method. This method was originally
introduced and analysed for problems involving continuous data with deterministic error. In that
framework, the given data function g is assumed to satisfy ∥g−g∥H ≤ δ, where K : W → H for
some Hilbert space H, and the regularized solution f
 solves (1.2) with the ﬁrst term replaced by
∥Kf −g∥2
H. The method chooses the regularization parameter to be the value that minimizes a
certain approximate upper bound on the error ∥f
 −f0∥W. As shown in [4], the minimum bound
method has the desirable property that it achieves the optimal decay rate for ∥f
 − f0∥W of
O(δ2=3), for “smooth” f0, as δ → 0. See also [7,8] for a similar approach using ﬁnite dimensional
regularization.
In this paper, we adapt and analyse the minimum bound method in the discrete probabilistic
framework above involving random errors ϵi. For this probabilistic case, it is known (see [1,10,16])
that if the regularization parameter λ = λ(n) → 0 as n → ∞ but not too quickly, then
EL1(λ) ≡ E∥fn − f0∥2
W → 0, (1.3)
where E denotes expectation. The optimal rate is given in Section 2. Also in this section are the
assumptions that will be used for the asymptotic results.
In Section 3, we deﬁne a family of loss functions ER(λ), µ ≥ 0, which includes the risk (see
[12])
ER0(λ) = ER(λ) ≡ n−1
n ∑
i=1
[Kfn(xi) − g(xi)]2 (1.4)
and an approximation ER1(λ) of EL1(λ). Then we deﬁne a corresponding family of random
functions U(λ) that are unbiased estimates of ER(λ). The minimizer ˆ λU0 of U0(λ) has been
proposed as a parameter choice method (see [2,9]) and is called the unbiased risk estimate. We
call the minimizer ˆ λU1 of U1(λ) the unbiased error estimate.
1In Section 4, the minimum bound method is adapted to the discrete, probabilistic setting
resulting in an estimate ˆ λB deﬁned as the minimizer of a certain function B(λ) (see (4.4)).
The corresponding “expected” estimate λB is deﬁned as the minimizer of EB(λ). As in the
deterministic case, the method involves a free parameter γ ≥ 1.
In Theorem 5.1, it is shown that if γ = 2, then for a range of λ → 0 as n → ∞, the function
B(λ) approximately tracks U1(λ), so ˆ λB is related to ˆ λU1. Theorem 5.2 shows that for γ = 2
and “smooth” f0, λB is weakly asymptotically optimal with respect to EL1(λ), i.e. there is a
sequence λB = λB(n) such that the ineﬃciency
IW(λB) ≡ EL1(λB)/minEL1(λ)
satisﬁes IW(λB) = O(1) as n → ∞. From Corollary 5.1, λB has the optimal rate of decay as
n → ∞. See [12,13] for similar results about other parameter choice methods.
The results of numerical simulations for the minimum bound method, the unbiased risk and
unbiased error methods, and other prominent methods are reported in [15]. Also in [15] is an
asymptotic analysis of the variability of each of the estimates and a derivation of upper and lower
bounds on λB for ﬁxed n.
2 Preliminaries
Deﬁne Kn : W → Rn by Knfi = Kf(xi), i = 1,...,n. Denoting the usual Euclidean inner
product and norm on Rn by (·,·) and ∥ · ∥ respectively, the ﬁrst term of (1.2) can be written as
n−1∥Knf − y∥2. If Kn : W → Rn is bounded, then the problem (1.2) has a unique solution fn
deﬁned by the equation
(K∗
nKn + λI)fn = K∗
ny, (2.1)
where K∗
n : Rn → W is the adjoint of Kn with respect to the inner product n−1(·,·) on Rn.
The regularized solution can also be expressed in a known computable form as follows (see
[20,21]). Assume henceforth that for each x ∈ [0,1], the linear functional W → R, f → Kf(x)
is bounded. Then there is a representer ηx ∈ W such that Kf(x) = (f,ηx)W for all f ∈ W.
Also, clearly Kn : W → Rn is bounded. Letting ηi = ηxi, it is not hard to show that K∗
ny =
n−1 ∑n
i=1 yiηi and, from (2.1),
fn = ηT(Qn + nλI)−1y, (2.2)
where Qn = nKnK∗
n is the n×n matrix with entries [Qn]ij = (ηi,ηj)W. We will assume that Qn
is non-singular and the kernel Q(x,y) deﬁned by Q(x,y) = (ηx,ηy)W is bounded on [0,1]×[0,1].
We now describe the framework and assumptions for our asymptotic analysis, which are the
same as those used in [11,12,13]. Assume that the empirical distribution function Fn of the points
xi, i = 1,...,n, converges in the sup norm to a distribution function F with density bounded
away from 0 and ∞. Let L2(F) denote the space L2(0,1) with inner product (g,h)L2(F) =
2∫ 1
0 ghdF. (For simplicity, we will usually drop the subscript L2(F) in this notation.) Assume
that K : W → L2(F) is compact with dense range and let K∗
F : L2(F) → W be the adjoint of
K. Let λ1 ≥ λ2 ≥ ··· > 0 be the eigenvalues of KK∗
F and ϕi the corresponding orthonormal
eigenfunctions.
To describe the “smoothness” class of f0, we deﬁne spaces W, as in [10,12], by
W = (K∗
FK)(−1)=2(W) = {f :
∞ ∑
i=1
(Kf,ϕi)2/λ

i < ∞},
with norm given by ∥f∥ = ∥(K∗
FK)−(−1)=2f∥W. These are the same as the spaces W used in
[12], with equivalent norms. Note that W1 = W with the same norm.
For convenience we will write an ≈ bn if there exist c1, c2 > 0 such that c1bn ≤ an ≤ c2bn,
and an ∼ bn if an/bn → 1 as n → ∞.
Assumption 1. The errors ϵi are uncorrelated random variables with mean Eϵi = 0 and
variance Eϵ2
i = σ2.
Assumption 2. The eigenvalues λi of KK∗
F : L2(F) → L2(F) satisfy λi ≈ i−r, r > 1.
Assumption 3. There exist s ∈ (0,1 − 1/r), ρj ∈ [0,s], j = 1,...,J, and a sequence dn → 0
such that for all f, v ∈ W
|
∫ 1
0
Kf(x)Kv(x)dF − n−1
n ∑
i=1
Kf(xi)Kv(xi)| ≤ dn
J ∑
j=1
||f||j||v||s−j.
Under these assumptions, the loss function EL1(λ) deﬁned in (1.3) has a known asymptotic
behaviour as n → ∞ (see [1,10,16]). To obtain estimates of EL1(λ), it is ﬁrst decomposed using
Assumption 1 as
EL1(λ) = ∥Efn − f0∥2
W + E∥fn − Efn∥2
W, (2.3)
where the ﬁrst term on the right hand side is the squared bias and the second term is the variance
of fn with respect to ∥ · ∥W. Under the conditions of Corollary 3.1 in [12], there is a sequence
αn → 0 such that, if f0 ∈ W3 and λW minimizes EL1(λ) over λ ≥ αn, then
λW ≈ (σ2n−1)r=(3r+1) and EL1(λW) ≈ (σ2n−1)2r=(3r+1).
Note that the decay rate for [EL1(λW)]1=2 is the same as the optimal rate ∥f
 −f0∥W = O(δ2=3)
in the deterministic case (see [6]), if we set δ ≈ (σn−1=2)3r=(3r+1).
Let A be the inﬂuence matrix deﬁned by Ay = Knfn for any data vector y. From (2.2) it is
clear that A = Qn(Qn + nλI)−1. From the deﬁnition, n−1Qn is symmetric and positive deﬁnite,
and therefore it has eigenvalues ¯ λi such that ¯ λ1 ≥ ¯ λ2 ≥ ··· ¯ λn > 0 and corresponding eigenvectors
¯ ϕi such that n−1(¯ ϕi, ¯ ϕj) = δij. Then it is easy to show that
Ay =
n ∑
i=1
[¯ λi/(¯ λi + λ)]n−1(y, ¯ ϕi)¯ ϕi.
3Deﬁne the functions µ1(λ) and µ2(λ) by
µ1(λ) = n−1trA = n−1
n ∑
i=1
¯ λi/(¯ λi + λ) and
µ2(λ) = n−1trA2 = n−1
n ∑
i=1
[¯ λi/(¯ λi + λ)]2.
These functions are important in the asymptotic analysis of parameter choice methods. From
Theorems 4.1 and 4.3 in [12], we have the following estimates of µ1(λ) and µ2(λ). If Assumptions
2 and 3 hold and αn → 0 as n → ∞ such that d2
nα
−(s+1)
n → 0, then
µ1(λ) ∼ n−1
∞ ∑
i=1
λi/(λi + λ) ≈ n−1D(λ;−1/r,−1) and (2.4)
µ2(λ) ∼ n−1
∞ ∑
i=1
[λi/(λi + λ)]2 ≈ n−1D(λ;−1/r,−2), (2.5)
uniformly in λ ∈ [αn,∞). Here
D(λ;a,b) =



λa, λ ≤ 1,
λb, λ > 1.
If in fact λi = ai−r, a > 0, r > 1, then it is known (see [2], p. 401) that as λ → 0
∞ ∑
i=1
[λi/(λi + λ)]p ∼ a1=rλ−1=r
∫ ∞
0
1/(1 + xr)p dx , p = 1,2. (2.6)
3 Unbiased error estimate
The loss functions EL1(λ) and ER(λ) can be regarded as two cases from a family of loss functions
that we now describe (see also [9]). For µ ≥ 0, deﬁne a class of inner products and norms on Rn
by
(w,z) =
n ∑
i=1
n−2(w, ¯ ϕi)(z, ¯ ϕi)¯ λ
−
i
and ∥z∥2
 = (z,z). These norms can be thought of as discrete versions of the H norms deﬁned
in [10,11] as
∥h∥2
H =
∞ ∑
i=1
(h,ϕi)2λ
−
i .
Note that for µ = 0, we have
∥z∥2
0 =
n ∑
i=1
n−2(z, ¯ ϕi)2 = n−1∥z∥2,
and similarly ∥h∥2
H0 = ∥h∥2
L2(F).
The case with µ = 1 is also special as follows. Let P : W → W be the orthogonal projection
onto span{ηi,i = 1,...,n}. Using the deﬁnition of ηi, it is easy to show that P is given by
4Pf = ηTQ−1
n Knf. Then
∥Pf∥2
W = (Knf)TQ−1
n Knf =
n ∑
i=1
n−2(Knf, ¯ ϕi)2¯ λ
−1
i = ∥Knf∥2
1. (3.1)
It is known (see [19,14]) that, under certain assumptions on the kernel Q, the projection error
∥f − Pf∥W → 0 as n → ∞ with known rate. So for any f ∈ W, as n → ∞, ∥Knf∥2
1 ∼ ∥f∥2
W.
Moreover, since Pfn = fn and P is orthogonal, we always have
∥Knfn − g∥2
1 = ∥Pfn − Pf0∥2
W = ∥fn − f0∥2
W − ∥f0 − Pf0∥2
W, (3.2)
where g = (g(x1),...,g(xn))T. Therefore, minimizing ∥Knfn −g∥2
1 with respect to λ is equiva-
lent to minimizing ∥fn − f0∥2
W.
Deﬁne the loss function ER(λ) with respect to ∥ · ∥ to be
ER(λ) = E∥Knfn − g∥2
. (3.3)
From above, ER0(λ) is simply the risk ER(λ), ER1(λ) is an approximation of EL1(λ) and the
minimizer of ER1(λ) is the same as the minimizer of EL1(λ).
The next result will be used often in what follows.
LEMMA 3.1 If the errors ϵj satisfy Assumption 1, then n−1(ϵ, ¯ ϕ) are uncorrelated, En−1(y, ¯ ϕi) =
n−1(g, ¯ ϕi), En−2(ϵ, ¯ ϕi)2 = σ2n−1 and
En−2(y, ¯ ϕi)2 = n−2(g, ¯ ϕi)2 + σ2n−1.
Proof. Let Xi = n−1(ϵ, ¯ ϕi) and Yi = n−1(y, ¯ ϕi). From Assumption 1, clearly EXi = 0 and so
EYi = n−1(g, ¯ ϕi). In addition
EXiXp = n−2 ∑
j;k
Eϵjϵk¯ ϕij¯ ϕpk = σ2n−2(¯ ϕi, ¯ ϕp) = σ2n−1δip,
so Xi are uncorrelated and EX2
i = σ2n−1. Therefore
EY 2
i = E(n−2(g, ¯ ϕi)2 + n−1(g, ¯ ϕi)Xi + X2
i ) = n−2(g, ¯ ϕi)2 + σ2n−1.
2
From (3.3), Assumption 1, Lemma 3.1 and the deﬁnition of A, we have
ER(λ) = ∥EKnfn − g∥2
 + E∥Knfn − EKnfn∥2

= ∥(I − A)g∥2
 + E
n ∑
i=1
n−2(ϵ, ¯ ϕi)2¯ λ
2−
i (¯ λi + λ)−2
= λ2
n ∑
i=1
n−2(g, ¯ ϕi)2¯ λ
−
i (¯ λi + λ)−2 + σ2n−1
n ∑
i=1
¯ λ
2−
i (¯ λi + λ)−2. (3.4)
5Now we deﬁne a family of parameter choice methods for µ ≥ 0 based on an unbiased estimate
of the loss function ER(λ). Deﬁne the random function U(λ) by
U(λ) = ∥(I − A)y∥2
 + σ2n−1
n ∑
i=1
¯ λ
−
i (¯ λi − λ)(¯ λi + λ)−1. (3.5)
THEOREM 3.1 Under Assumption 1, U(λ) is an unbiased estimate of ER(λ), i.e. EU(λ) =
ER(λ).
Proof. Using Lemma 3.1, we have
EU(λ) = Eλ2
n ∑
i=1
n−2(y, ¯ ϕi)2¯ λ
−
i (¯ λi + λ)−2 + σ2n−1
n ∑
i=1
¯ λ
−
i (¯ λi − λ)(¯ λi + λ)−1
= ∥(I − A)g∥2
 + λ2σ2n−1
n ∑
i=1
¯ λ−(¯ λi + λ)−2 + σ2n−1
n ∑
i=1
¯ λ
−
i (¯ λi − λ)(¯ λi + λ)−1
= ER(λ).
2
Since U(λ) is an unbiased estimate of ER(λ), it is natural to consider choosing the regu-
larization parameter as the minimizer ˆ λU of U(λ) over λ > 0. Then the corresponding “ex-
pected” estimate λU, deﬁned as the minimizer of EU(λ), is of course equal to the minimizer of
ER(λ). By diﬀerentiating U(λ) and equating the derivative to zero, ˆ λU satisﬁes the equation
GU(λ) = σ2, where
GU(λ) =
nλ
∑n
i=1 n−2(y, ¯ ϕi)2¯ λ
1−
i (¯ λi + λ)−3
∑n
i=1 ¯ λ
1−
i (¯ λi + λ)−2 . (3.6)
When µ = 0, we have EU0(λ) = ER0(λ) = ER(λ), and this parameter choice method is
called the unbiased risk estimate. It was proposed in this general context in [2,9]. For µ = 1,
from (3.2),
EU1(λ) = ER1(λ) = EL1(λ) − ∥f0 − Pf0∥2
W,
so λU1 = λW, the minimizer of EL1(λ), and we call ˆ λU1 the unbiased error estimate.
4 Minimum bound method
First we describe the minimum bound method under the deterministic assumption that n−1=2∥g−
y∥ ≤ δ. Let fn and f0
n be the regularized solutions corresponding to data y and g respectively.
As in the continuous case (see [4]), but with Kn in place of K, we have, for any γ ≥ 1,
∥fn − f0∥2
W ≤ 2[∥f0
n − f0∥2
W + ∥fn − f0
n∥2
W]
≤ 2[∥f0
n − f0∥2
W + γδ2/λ], (4.1)
6and the minimizer over λ > 0 of the upper bound (4.1) is deﬁned by the equation
2γ−1λ3n−1((KnK∗
n + λI)−3g,g) = δ2.
This is not practical since g is not known. However, substituting y for g in this equation, we
have the practical choice of λ deﬁned by
GB(λ) ≡ 2γ−1λ3n−1((KnK∗
n + λI)−3y,y) = δ2. (4.2)
The bound (4.1) can be written as
2[∥f0
n − f0∥2
W + γδ2/λ] = 2[∥f0
n − Pf0∥2
W + ∥Pf0 − f0∥2
W + γδ2/λ]
and
∥f0
n − Pf0∥2
W = ∥ηT(Qn + nλI)−1g − ηTQ−1
n g∥2
W (4.3)
= g(Q−1
n − (Qn + nλI)−1)Qn(Q−1
n − (Qn + nλI)−1)g.
If we substitute y for g in (4.3) and minimize the resulting approximate bound, then, since
Qn = nKnK∗
n, it is not hard to check that we obtain (4.2). The approximate version of (4.3) is
equal to ∥fn − fI∥2
W, where fI = ηTQ−1
n y is known to be the unique element in W of smallest
W norm satisfying the interpolation condition KnfI = y. Thus the parameter chosen is the
minimizer of the function
∥fn − fI∥2
W + γδ2/λ = ∥Knfn − y∥2
1 + γδ2/λ,
where we also used (3.1).
Now we suppose that the errors ϵi, i = 1,...,n, are random variables as in Assumption 1,
with known variance σ2. Then clearly En−1∥ϵ∥2 = σ2, and the minimum bound method can be
adapted by simply replacing δ2 by σ2. So we choose the parameter to be the minimizer ˆ λB over
λ > 0 of the function
B(λ) = ∥fn − fI∥2
W + γσ2/λ
= λ2
n ∑
i=1
n−2(y, ¯ ϕi)2¯ λ
−1
i (¯ λi + λ)−2 + γσ2/λ, (4.4)
where we used the spectral decomposition of n−1Qn. From B′(ˆ λB) = 0, as in (4.2), ˆ λB satisﬁes
the equation
GB(λ) = 2γ−1λ3
n ∑
i=1
n−2(y, ¯ ϕi)2(¯ λi + λ)−3 = σ2. (4.5)
Also deﬁne the “expected” estimate λB to be the minimizer of EB(λ), and so λB satisﬁes the
equation EGB(λ) = σ2. Note that from Lemma 3.1,
EB(λ) = λ2
n ∑
i=1
[n−2(g, ¯ ϕi)2 + σ2n−1]¯ λ
−1
i (¯ λi + λ)−2 + γσ2/λ (4.6)
7LEMMA 4.1 If σ2 < 2γ−1n−1∥y∥2, then (4.5) has a unique solution ˆ λB, which minimizes B(λ)
over λ > 0. Similarly, under Assumption 1, if (γ − 2)σ2 < 2n−1∥g∥2, then EGB(λ) = σ2 has a
unique solution λB, which minimizes EB(λ) over λ > 0.
Proof. Clearly GB(0) = 0, GB(λ) is increasing with λ and GB(λ) → 2γ−1n−1∥y∥2 as λ → ∞.
Therefore, if σ2 < 2γ−1n−1∥y∥2, then (4.5) has a unique solution. Clearly B(λ) → ∞ as λ → 0
and B(λ) →
∑n
i=1 n−2(y, ¯ ϕi)2¯ λ
−1
i as λ → ∞, so ˆ λB must minimize B(λ). From Lemma 3.1,
EGB(λ) = 2γ−1λ3
n ∑
i=1
n−2(g, ¯ ϕi)2(¯ λi + λ)−3 + 2γ−1λ3σ2n−1
n ∑
i=1
(¯ λi + λ)−3, (4.7)
and the result for λB follows like for ˆ λB.
2
5 Asymptotic properties
First we show that asymptotically, as n → ∞, the minimum bound method is closely related to
the unbiased error method.
THEOREM 5.1 Suppose that Assumptions 2 and 3 hold. If αn → 0 as n → ∞ such that
d2
nα
−(s+1)
n → 0 and n−1α
−1=r
n → 0, then as n → ∞
GB(λ) ∼ 2γ−1GU1(λ) and EGB(λ) ∼ 2γ−1EGU1(λ),
uniformly in λ ∈ [αn,∞). Moreover, if γ = 2, then as n → ∞
0 < [B(λ) − S − U1(λ)]/B(λ) = o(1),
uniformly in λ ∈ [αn,∞), where S = σ2n−1 ∑n
i=1 ¯ λ
−1
i .
Proof. From (3.6) and (4.5), we get
GB(λ)/GU1(λ) = 2γ−1n−1λ2
n ∑
i=1
(¯ λi + λ)−2
= 2γ−1(1 − θ),
where θ = 2µ1(λ) − µ2(λ). Clearly 0 < µ1(λ) ≤ θ ≤ 2µ1(λ), so from (2.4) we have θ ≈
n−1D(λ;−1/r,−1). Therefore θ → 0 as n → ∞, since n−1λ−1=r → 0, and the ﬁrst part of the
result follows. The second part involving expectation is proved in the same way.
If γ = 2, then from (4.4) and (3.5), some algebra gives
0 < B(λ) − S − U1(λ) = 2σ2λ−1µ1(λ).
The result follows since B(λ) ≥ 2σ2λ−1 and µ1(λ) = o(1) from (2.4).
2
8Theorem 5.1 suggests that if γ = 2, then ˆ λB and λB should behave like ˆ λU1 and λW respec-
tively. The next theorem shows that this is true in that λB is weakly asymptotically optimal with
respect to EL1(λ) and ER1(λ).
THEOREM 5.2 (a) Suppose that Assumptions 1, 2 and 3 hold, f0 ∈ W, β > 1, and αn → 0
as n → ∞ such that d2
nα
−(s+1)
n → 0. Let
λ∗
W =



(σ2n−1)r=(r+1), 1 < β < 3,
(σ2n−1)r=(3r+1), β ≥ 3,
and assume that λ∗
W ≥ αn. Then, with γ = 2, there exists a constant C and a sequence λB =
λB(n) of minimizers of EB(λ) over λ ≥ αn such that λB → 0 as n → ∞ and
EL1(λB)
min≥nEL1(λ)
≤ C.
The same result holds for the loss function ER1(λ).
(b) If in addition, λi = ai−r, a > 0, r > 1, then we have C ∼ 2r + 1 for the bound in (a).
Proof. With γ = 2, from (3.2), (3.4) and (4.6), we have
EB(λ) − EL1(λ) = EB(λ) − ER1(λ) − ∥f0 − Pf∥2
W = 2σ2λ−1µ1(λ) + T,
where
T = σ2n−1
n ∑
i=1
¯ λ
−1
i − ∥f0 − Pf0∥2
W.
Therefore, using (2.4), as n → ∞
0 < EB(λ) − T − EL1(λ) = 2σ2λ−1µ1(λ) ≈ 2σ2n−1D(λ;−1 − 1/r,−2), (5.1)
uniformly in λ ∈ [αn,∞). Also, from (2.3) and from p. 52 and Theorem 4.2 in [12] (with P = I
and m = 0 there, and since λn = n¯ λ), as n → ∞
EL1(λ) ≥ E∥fn − Efn∥2
W = σ2n−1
n ∑
i=1
¯ λi(¯ λi + λ)−2 ≈ σ2n−1D(λ;−1 − 1/r,−2), (5.2)
uniformly in λ ∈ [αn,∞). Hence, combining (5.1) and (5.2), there exists a constant C > 0 such
that
EL1(λ) < EB(λ) − T ≤ CEL1(λ) (5.3)
for all λ ∈ [αn,∞). Let λB be the minimizer of EB(λ) over λ ≥ αn. From Lemma 4.1, λB exists
and is ﬁnite. From (5.3) and Corollary 3.1 in [12], as n → ∞
EL1(λB) < EB(λB) − T ≤ EB(λ∗
W) − T ≤ CEL1(λ∗
W) → 0.
This implies that λB → 0 as n → ∞ since, from Proposition 3.1 in [12],
EL1(λB) ≥ ∥EfnB − f0∥2
W ≥ C1 min{1,λ2
B}
for some constant C1. In addition, from (5.3), we have
EL1(λB) < EB(λB) − T ≤ C min
≥n
EL1(λ),
9and the result follows.
The same argument can be applied to give the result for the loss function ER1(λ). The bound
corresponding to (5.2) follows since, from (3.4), (3.1) and the fact that Pfn = fn, we have
ER1(λ) ≥ E∥Knfn − EKnfn∥2
1 = E∥fn − Efn∥2
W,
and the last term is estimated in (5.2).
(b) From (5.1) and (5.2), we have
EL1(λ) < EB(λ) − T ≤ CnEL1(λ), (5.4)
where
Cn =
2µ1(λ)
µ1(λ) − µ2(λ)
+ 1,
since
µ1(λ) − µ2(λ) = n−1λ
n ∑
i=1
¯ λi(¯ λi + λ)−2.
Let λB be the minimizer of EB(λ) over λ ≥ αn and let
Cn = max{Cn : αn ≤ λ ≤ max{λB,λ∗
W}}.
Then (5.4) gives
EL1(λB) < EB(λB) − T ≤ Cn min
≥n
EL1(λ).
If λi = ai−r, then from (2.4), (2.5) and (2.6), since λB → 0 and λ∗
W → 0, we get
Cn ∼
2
∫ ∞
0 1/(1 + xr)dx
∫ ∞
0 xr/(1 + xr)2 dx
+ 1 = 2r + 1.
Here the last equality is obtained using the integration formula (see [5], Section 3.241, no. 4, p.
341) ∫ ∞
0
x−1/(1 + xr)m dx = (1/r)Γ(µ/r)Γ(m − µ/r)/Γ(m)
and the identity
Γ(1 + z) = zΓ(z)
for all z in the domain of Γ. The result follows.
2
COROLLARY 5.1 Assume that the conditions of Theorem 5.2 are satisﬁed and suppose λW
and λB minimize EL1(λ) and EB(λ), respectively, over λ ≥ αn. If f0 ∈ W3 and γ = 2, then as
n → ∞
λB ≈ λW ≈ λ∗
W = (σ2n−1)r=(3r+1)
and EL1(λB) ≈ EL1(λW) ≈ (σ2n−1)2r=(3r+1).
10Proof. From Corollary 3.1 in [12], λW ≈ λ∗
W. Also, from this corollary and Theorem 5.2,
EL1(λB) ≈ EL1(λW) ≈ EL1(λ∗
W) ≈ λ∗
W
2.
Hence, from Propositions 3.1 and 3.2 in [12], if λB = cnλ∗
W, then
(c2
n + c−1−1=r
n )λ∗
W
2 ≈ EL1(λB) ≈ λ∗
W
2.
This implies that cn ≈ 1 and therefore λB ≈ λ∗
W, which completes the proof.
2
Acknowledgements The work for this paper was completed while the author was on sabbatical
from Murdoch University and visiting the University of Wales, Aberystwyth, and the University of
Cincinnati. The support and hospitality he received from and at these institutions are gratefully
acknowledged.
References
[1] D.D. Cox, Approximation of method of regularization estimators, Ann. Statist. 16 (1988),
694-712.
[2] P. Craven and G. Wahba, Smoothing noisy data with spline functions, Numer. Math. 31
(1979), 377-403.
[3] H.W. Engl and H. Gfrerer, A posteriori parameter choice for general regularization methods
for solving linear ill–posed problems, Appl. Numer. Math. 4 (1988), 395-417.
[4] H. Gfrerer, An a posteriori parameter choice for ordinary and iterated Tikhonov regular-
ization of ill-posed problems leading to optimal convergence rates, Math. Comp. 49 (1987),
507-522.
[5] I.S. Gradshteyn and I.M. Ryzhek, Tables of Integrals, Series, and Products, Academic Press,
London, 1994.
[6] C.W. Groetsch, The Theory of Tikhonov Regularization for Fredholm Equations of the First
Kind, Pitman, Boston, 1984.
[7] C.W. Groetsch and A. Neubauer, Regularization of ill-posed problems: optimal parameter
choice in ﬁnite dimensions, J. Approx. Th. 58 (1989), 184-200.
[8] J.T. King and A. Neubauer, A variant of ﬁnite dimensional Tikhonov regularization with
a-posteriori parameter choice, Computing 40 (1988), 91-109.
11[9] M.A. Lukas, Regularization of Linear Operator Equations, Ph.D. thesis, Australian National
University, Canberra, ACT, 1981.
[10] M.A. Lukas, Convergence rates for regularized solutions, Math. Comp. 51 (1988), 107-131.
[11] M.A. Lukas, Methods for choosing the regularization parameter, in: R.S. Anderssen and A.K.
Pani, Eds., Inverse Problems in Partial Diﬀerential Equations, Proceedings of the Centre for
Mathematical Analysis, Australian National University, 1992.
[12] M.A. Lukas, Asymptotic optimality of generalized cross–validation for choosing the regular-
ization parameter, Numer. Math. 66 (1993), 41-66.
[13] M.A. Lukas, On the discrepancy principle and generalized maximum likelihood for regular-
ization, Bull. Austral. Math. Soc. 52 (1995), 399-424.
[14] M.A. Lukas, Convergence rates for moment collocation solutions of linear operator equations,
Numer. Funct. Anal. Optimiz. 16 (1995), 743-750.
[15] M.A. Lukas, Comparisons of parameter choice methods for regularization with discrete noisy
data, to appear in Inverse Problems, 1997.
[16] D.W. Nychka and D.D. Cox, Convergence rates for regularized solutions of integral equations
from discrete noisy data, Ann. Statist. 17 (1989), 556-572.
[17] T. Raus, On the discrepancy principle for the solution of ill–posed problems (Russian), Uch.
Zap. Tartu Gos. Univ. 672 (1984), 16-26.
[18] T. Raus, On the residue principle for the solution of ill–posed problems with non-selfadjoint
operator (Russian), Uch. Zap. Tartu Gos. Univ. 715 (1984), 12-20.
[19] G. Wahba, Convergence rates of certain approximate solutions to linear operator equations
of the ﬁrst kind, J. Approx. Th. 7 (1973), 167-185.
[20] G. Wahba, Practical approximate solutions to linear operator equations when the data are
noisy. SIAM J. Numer. Anal. 14 (1977), 651-667.
[21] G. Wahba, Spline Models for Observational Data, SIAM, Philadelphia, 1990.
12