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Avant-Propos
Ce document est une synthe`se de mes travaux de the`se de doctorat sur les
proble`mes de conception optimale des circuits e´lectromagne´tiques pour les propul-
seurs plasmiques par des me´thodes d’optimisation Topologique. Travaux ont e´te´
eﬀectue´s au sein du Laboratoire plasma et conversion d’e´nergie (LAPLACE) dans
l’e´quipe Groupe de Recherche en Electrodynamique (GREM3) aﬄie´ a` l’Universite´
Toulouse III – Paul Sabatier.
L’objectif de ces travaux est le de´veloppement et l’e´laboration de me´thodes et
de mode`les pour la re´solution des proble`mes de conception optimale de circuits
e´lectromagne´tiques. Les mode`les the´oriques propose´s sont ge´ne´raux et les phe´no-
me`nes que re´gissent aux seins de ces dispositifs sont gouverne´s par des e´quations de
Maxwell (qui sont des EDPs du second ordre). Nous avons applique´ notre approche
d’optimisation nume´rique a` des proble`mes de conceptions en 2D repre´sentant des
sections plane dans un domaine re´fe´rentiel au syste`me de coordonne´es carte´siennes.
Pour la re´solution nume´rique du proble`me de conception optimale traite´, les
logiciels de calculs scientiﬁques FEMM (pour la re´solution des mode`les d’e´lec-
tromagne´tisme) et Matlab (pour le module d’optimisation algorithmique). Par la
suite la me´thode de densite´ SIMP a e´te´ utilise´ inte´grants des sche´mas d’interpola-
tion de mate´riaux ge´ne´ralise´s que nous avons propose´ dans le cadre de cette the`se
aﬁn de re´soudre eﬃcacement les proble`mes d’e´lectromagne´tisme. Les sche´ma d’in-
terpolations initiaux e´tant plus de´die´s aux proble`mes purement me´canique. Nos
approches sont toujours valide´es a` travers des cas tests de conception optimale de
syste`mes e´lectromagne´tiques. Ces travaux ont fait l’object de plusieurs communica-
tions scientiﬁques notamment des articles de revues internationales, de confe´rences
internationales et nationales.
Dans ce manuscrit, il y a dans les bas de pages une courte biographie des pion-
niers dans les recherches scientiﬁques (en ce qui concerne les notion aborde´es). A`
travers ces historiques, je rend hommage a` ces savants qui ont contribue´ conside´-
rablement aux progre`s scientiﬁques et technologiques. A` propos, Auguste Comte
(1798-1857) disait : « On ne connaˆıt pas comple`tement une science tant qu’on n’en
sait pas l’histoire ». Ces biographies sont re´fe´rence´es Wikipe´dia.
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Re´sume´
Dans le domaine de la propulsion spatiale e´lectrique, le propulseur a` eﬀet Hall
(PEH) constitue une solution tre`s attractive pour les missions interplane´taires et
le controˆle d’orbite du satellite. Cependant, les performances du propulseur sont
directement lie´es au champ magne´tique ge´ne´re´ dans le canal plasma et donc a` la
topologie ge´ne´rale du circuit magne´tique.
Les proble`mes de conception de circuits magne´tiques des PEHs sont des pro-
ble`mes inverses d’e´lectromagne´tisme. Nous les formulons sous la forme de MINLP
(Mixed Integer Nonlinear Program). Les mode`les e´labore´s sont des proble`mes d’op-
timisation non convexes, dont les contraintes sont des e´quations aux De´rive´es Par-
tielles d’e´lectromagne´tisme (e´quations de Maxwell), des contraintes physiques no-
tamment sur le poids/volume, de la ge´ome´trie et de la topologie des pie`ces du
moteur. De plus, ces proble`mes de conception optimale de dispositifs e´lectroma-
gne´tiques sont tre`s diﬃciles a` analyser et a` re´soudre. En eﬀet, ils sont mal-pose´s au
sens de Hadamard ; en particulier, ils pre´sentent une faible stabilite´ et l’existence
de solution n’est pas toujours garantie.
Ces proble`mes de conception optimale sont re´solus avec des me´thodes d’optimi-
sation structurale topologique base´es sur des approches de distribution de densite´
de mate´riaux appele´es me´thode SIMP (Solid Isotropic Mate´riaux with Penaliza-
tion). Dont, nous avons introduit une extension utilisant des sche´mas d’interpola-
tion de mate´riaux polynomiaux ge´ne´ralise´s appele´e Mixed-SIMP (M-SIMP) plus
spe´ciﬁque a` la re´solution de manie`re eﬃcace des MINLPs en “ 0-1 ”.
Nous avons de´veloppe´ une famille de code d’optimisation appele´e ATOP (Algo-
rithme To Optimize Propulsion) et de´die´e a` la conﬁguration magne´tique optimale
des PEHs . ATOP a e´te´ construit en utilisation une paralle´lisation des logiciels de
calculs scientiﬁques FEMM (Finite Element Method Magnetics) pour la re´solution
des EDPs de Maxwell et MatLab pour le module d’optimisation. ATOP comporte
les routines suivantes : (i) ATOPTO utilisant les algorithmes d’optimisation locale
qui imple´mentent le gradient topologique de mate´riaux fournit ; (ii) ATOPBBA utili-
sant un algorithme d’optimisation globale de type Branch and Bound qui inte`grent
des bornes infe´rieures du crite`re calcule´es via l’Arithme´tique des Intervalles ; (iii)
ATOPBBA->TO un code hybride obtenu en associant les deux codes pre´ce´dents.
Des exemples d’applications nume´riques ont permis de valider d’eﬃcacite´ et la
robustesse de nos approches.
Mots cle´s : Proble`me Inverse, e´quations de Maxwell, Optimisation Topo-
logique, Analyse de Sensibilite´, Optimisation Nume´rique, Algorithme Branch and
Bound, e´lectromagne´tisme, Propulsion e´lectrique, Propulseur a` Eﬀet Hall.
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Abstract
In space propulsion, the Hall Eﬀect Thruster (HET) is a very attractive so-
lution for interplanetary missions and orbit control of the satellite. However, the
performance of the thrusters is directly related to the magnetic ﬁeld generated in
the plasma channel, hence that depends on the global topology of the magnetic
circuits.
The considered design problems are inverse ones in electromagnetism. These
inverses problem are formulated under the form of MINLP (Mixed Integer Nonli-
near Program). The obtained models are non-convex optimization problems, and
subject to constraints such us : Partial Diﬀerential Equations of Electromagnetism
(Maxwell equations), including physical constraints on weight / volume, geometry
and topology constraints on some pieces of the engine. Moreover, optimal design
problems of electromagnetic devices are very diﬃcult to analyze and to solve. In-
deed, they are ill-posed in the sense of Hadamard ; in particular, they have low
stability and existence of solution is not always guaranteed.
These optimal design problems are solved with topology optimization methods
based on material density distribution approach called SIMP (Solid Isotropic Ma-
te´riaux with Penalization). Thus, we have introduced new material interpolation
scheme based on generalized polynomials called Mixed-SIMP (M-SIMP), more spe-
ciﬁc for solving eﬃciently MINLP in “ 0-1 ”.
We have developed a set of numerical optimisation code named ATOP (Algo-
rithme To Optimize Propulsion) and dedicated to optimal magnetic conﬁguration
of HETs. ATOP is built by using in parallel two well-known scientiﬁc computation
softwares namely : FEMM (Finite Element Method Magnetics) for solving associa-
ted PDEs ; Matlab for the optimization module. ATOP has the following packages :
(i) ATOPTO based on local optimization algorithms, and implement a provided to-
pological derivative ; (ii) ATOPBBA based on a global optimization algorithm (Brand
and Bound) ; (iii) ATOPBBA->TO hybride code built from the two previous ones.
Finally, some numerical applications are solved ; these results have allowed to va-
lidate the eﬃciency and robustness of our approches.
Keywords : Inverse Problem, Maxwell Equations, Topology Optimiza-
tion, Sensitivity Analysis, Numerical Optimization, Branch and Bound Algorithm,
Electrical Propulsion, Hall eﬀect Thruster.
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Introduction
La conqueˆte spatiale oﬀre des sujets passionnants et fondamentaux a` la commu-
naute´ scientiﬁque. Aﬁn d’explorer l’espace, il faut cependant disposer de technolo-
gies ade´quates. En eﬀet, pour e´chapper a` l’attraction terrestre et fendre les couches
atmosphe´riques qui enveloppent notre plane`te, des dispositifs reque´rant une e´norme
source d’e´nergie (presque illimite´e) sont ne´cessaires. Ainsi, au commencement e´tait
la propulsion chimique. Avec cette technologie les chercheurs et inge´nieurs ont pu
e´laborer des engins spatiaux qui ont permis de faire les premiers pas dans l’es-
pace. Ces moteurs a` propulsion chimique fournissent une tre`s grande puissance et
ils sont aussi tre`s gourmands en terme de consommation de carburant. L’une des
conse´quences de l’utilisation d’une quantite´ importante d’ergols par les moteurs
chimiques, est qu’il n’y a quasiment pas de place pour embarquer suﬃsamment
de charges utiles (c’est-a`-dire par exemple les mate´riels scientiﬁques pour l’e´chan-
tillonnage, les doublons des composantes sensibles en cas de de´faillance, etc). S’ils
constituent encore la seule alternative pour faire de´coller les fuse´es, ils ne peuvent
en aucun cas constituer une solution viable lorsqu’il s’agit d’eﬀectuer des missions
interplane´taires avec des sondes spatiales et dans ce cas, la seule alternative re´side
dans la propulsion e´lectrique (qui est plus habilite´ ces missions longues dure´es).
Les moteurs a` propulsion e´lectrique sont des moteurs plasmiques ou ioniques qui
pre´sentent plusieurs avantages, dont le principal est qu’ils sont e´conomes en car-
burant. De plus, les satellites se de´plac¸ant a` l’aide de ce type de moteur e´lectrique
peuvent embarquer plus de charges utiles. De surcroˆıt, graˆce aux technologies de la
propulsion e´lectrique, les voyages dans les espaces lointains deviennent possibles.
Ainsi, les voyages interplane´taires pourront se faire a` l’aide des moyens de trans-
port « low-cost » comparativement au couˆt astronomique alloue´ aux lancements
des satellites a` propulsion chimique. De nos jours, ces moteurs a` propulsion e´lec-
trique et plus particulie`rement le moteur a` eﬀet Hall sont utilise´s sur beaucoup
de satellites, notamment les satellites ge´o-stationnaires employe´s pour la te´le´com-
munication, les analyses me´te´orologiques, les surveillances des traﬁcs ae´riens, etc.
Malgre´ des avance´es technologiques signiﬁcatives, le design de ces moteurs plasma
reste proble´matique du fait de la complexite´ des phe´nome`nes physiques mis en jeu.
Chacun des trois constituants principaux du moteur a` eﬀet Hall par exemple soit
la cathode, le canal plasma et le circuit magne´tique peuvent faire l’objet d’e´tudes
fondamentales aﬁn d’avoir une vision rigoureuse et globale du dimensionnement du
syste`me.
Jusqu’a` pre´sent la conception du Propulseur a` Eﬀet Hall (PEH) se faisait em-
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piriquement (par « essai-erreur »). Dans cette the`se, l’objectif est de proposer des
mode`les mathe´matiques pour aider le concepteur dans sa taˆche de re´alisation du
circuit magne´tique du propulseur e´lectrique. En eﬀet, on pourra tenter de proposer
une solution alternative aux approches habituelles par essai-erreur qui sont a` la fois
couˆteuses (en terme de mate´riels utilise´s pour les expe´rimentations), pe´nibles (car
ces instruments de mesures ne sont pas a` la porte´e de tous), et moins rationnelles.
La conception du circuit magne´tique d’un propulseur peut eˆtre conside´re´ comme
un proble`me inverse d’e´lectromagne´tisme. En eﬀet, a` partir d’une topologie ma-
gne´tique requise dans le canal plasma, il faudra de´terminer la distribution des
mate´riaux et des sources du champ magne´tique, l’inter-connection des diﬀe´rentes
composantes est alors une inconnue du proble`me de conception.
Par la suite, dans cette the`se, on se propose de formuler ce proble`me inverse
sous la forme d’un proble`me d’optimisation mathe´matique. Les mode`les the´oriques,
ainsi obtenus sont des proble`mes d’optimisation non-convexes avec des contraintes
comportant des e´quations aux de´rive´es partielles (EDPs). En eﬀet, les phe´nome`nes
e´lectromagne´tiques qui re´gissent le fonctionnement de ces moteurs plasmiques font
intervenir le champ e´lectromagne´tique et les e´quations de Maxwell. Ces proble`mes
d’optimisation sont diﬃciles a` re´soudre car ils sont mal-pose´s au sens de Hadamard.
Pour trouver des solutions a` ces proble`mes de conception par optimisation, nous
proposons l’utilisation des me´thodes d’optimisation topologique. L’optimisation to-
pologique appartient a` la famille des me´thodes d’optimisation structurale qui furent
initialement de´veloppe´es pour re´soudre les proble`mes purement me´caniques. Notre
motivation dans l’utilisation de cette me´thode vient du fait qu’elle doit permettre
de ge´ne´rer des circuits magne´tiques a` ge´ome´tries varie´es se distinguant ainsi des
proce´de´s habituels de conception qui consistent a` faire bouger les contours d’une
pie`ce ferromagne´tique (pre´alablement et soigneusement choisie) sans modiﬁer ve´-
ritablement la topologie de la pie`ce. Les outils d’optimisation topologique oﬀrent
quant a` eux des changements fondamentaux de la structure a` concevoir sans aucun
a priori sur la connectivite´ du domaine de conception.
A partir d’un premier mode`le (the´orique) d’optimisation topologique pour la
conception des circuits magne´tiques pour propulseurs e´lectriques, nous avons de´ve-
loppe´ une deuxie`me formulation base´e sur la discre´tisation du domaine d’e´tude a`
optimiser (y compris des me´thodes par e´le´ments ﬁnis pour la re´solution des EDPs)
du proble`me initial. C’est ce nouveau mode`le discret qui sera assujetti aux simu-
lations nume´riques. Pour cela avec l’optimisation topologique, il existe plusieurs
techniques dans la litte´rature. Mais dans ces travaux, nous avons privile´gie´ une
technique base´e sur la distribution optimale de densite´ de mate´riau dans un do-
maine de conception a` topologie variable. Cette approche qui est une variante de
la me´thode par homoge´ne´isation, est plus couramment connue sous le nom de mo-
de`le SIMP (Solid Isotropic Material with Penalization of intermediate densities).
Elle consiste a` relaxer le proble`me initialement discret (ou mixte) en un proble`me
d’optimisation continu suivi d’une pe´nalisation des valeurs optimales continues
aﬁn d’obtenir la convergence vers des solutions discre`tes (pour les variables qui
Introduction 3
doivent-eˆtre discre`tes). Par ailleurs, cette approche SIMP est la plus utilise´e, et on
la retrouve meˆme dans des logiciels commerciaux de conception optimale.
Sur le proble`me continu par relaxation, on a l’avantage d’utiliser des algorithmes
d’optimisation locale de type gradient (c’est-a`-dire utilisant une direction de des-
cente). En ge´ne´ral, ses algorithmes sont eﬃcaces sur des proble`mes de grande taille
contrairement aux algorithmes combinatoires. Par conse´quent, une information du
premier ordre est plus que ne´cessaire pour la proce´dure d’optimisation nume´rique.
Dans notre cas, nous calculons le gradient topologique mate´riel appele´ aussi sensibi-
lite´ de la fonction couˆt a` travers une me´thode de variable adjointe. L’utilisation de
cette de´rive´e analytique rend notre module d’optimisation beaucoup plus robuste
et rapide que si l’on devait par exemple utiliser les diﬀe´rences ﬁnies.
Apre`s avoir envisage´ une me´thode d’optimisation topologique qui permet d’ob-
tenir des solutions locales, nous avons pousse´ notre investigation sur des algo-
rithmes de´terministes d’optimisation globale et ce, malgre´ la diﬃculte´ de prouver
l’existence d’un optimum global. Nous pre´senterons dans ce contexte des tech-
niques d’optimisation topologique hybrides faisant intervenir une e´tape de re´solu-
tion par un algorithme d’optimisation de´terministe globale de type B&B (Branch
and Bound), associe´ a` un algorithme d’optimisation local (si ne´ce´ssaire). Avec le
B&B, nous pourrons fournir des bornes analytiques du crite`re d’optimisation en
utilisant des me´thodes de calculs base´es sur l’Arithme´tique des Intervalles (AI) et
une hypothe`se sur la norme du champ magne´tique dans la zone objectif.
La transposition des me´thodes d’optimisation topologique de´die´es a` la re´solu-
tion des proble`mes me´caniques (notamment la minimisation de la compliance) a` la
re´solution des proble`mes de conception des dispositifs e´lectromagne´tiques n’est pas
simple. En eﬀet, on n’a pas les meˆmes conside´rations en terme de proprie´te´ de ma-
te´riau ni les meˆmes mode`les physiques. Donc, l’utilisation de telles approches dans
le domaine de l’e´lectromagne´tisme, en particulier pour la conception des circuit
magne´tiques reste diﬃcile. Au cours de ces travaux, nous rele`verons ce de´ﬁ en pro-
posant des programmes ATOP (Algorithm To Optimize Propulsion) d’optimisation
topologique capable de re´soudre eﬃcacement les proble`mes inverses d’e´lectroma-
gne´tisme. L’application de ces me´thodes se fera sur le design de circuits e´le´mentaires
pour propulseur a` eﬀet Hall.
Ce me´moire de the`se est scinde´ en 5 chapitres. Dans ce qui suit, des re´sume´s
de chacun de ces chapitres seront donne´s.
Dans le premier chapitre, nous pre´senterons les principales technologies de la
propulsion spatiale. Nous montrerons les grandes re´ussites du domaine de la pro-
pulsion spatiale et nous terminerons ce chapitre en discutant les diﬃculte´s lie´es a`
la conception des propulseurs et la ne´cessite´ de de´velopper des outils aﬁn d’auto-
matiser ces processus de design.
Dans le second chapitre, des approches mathe´matiques d’optimisation structu-
rale existantes seront pre´sente´es pour la re´solution de proble`mes physiques. Dans ce
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chapitre, nous analyserons notre proble`me de conception dans le but de le formuler
comme un proble`me d’optimisation topologique.
Dans le chapitre trois, nous de´taillerons successivement les e´tapes du calcul
de la sensibilite´ de notre proble`me d’optimisation et l’utilisation du mode`le SIMP
pour le design des circuits magne´tiques. Dans ce chapitre, nous exposerons aussi en
de´tails a` la fois le principe de fonctionnement de notre code ATOPTO et l’importance
de l’utilisation de notre sche´ma ge´ne´ralise´ d’interpolation de mate´riaux a` travers
des e´tudes comparatives (avec le sche´ma classique existant). Ce chapitre compor-
tera e´galement des exemples d’applications de design de circuits magne´tiques qui
valideront notre approche.
Suite a` l’application d’algorithmes d’optimisation locale, des premie`res solutions
topologiques ont e´te´ obtenues, mais la de´pendance du point de´part est tre`s forte.
Aﬁn de palier a` cela, dans le chapitre quatre, nous avons mis en place une technique
d’hybridation s’appuyant sur l’utilisation d’un point de de´part obtenu globalement
avec un algorithme de type B&B. Ce chapitre contient une section d’application
nume´rique validant notre me´thode de couplage d’algorithme d’optimisation globale
et locale. Les bon re´sultats des techniques de´veloppe´es dans ce chapitre ont permis
d’e´laborer une nouvelle version du code initial ATOPBBA->TO.
Le chapitre cinq est quant a` lui de´die´ aux re´sultats nume´riques avec ATOPTO.
Cependant, nous exploiterons un nouveau crite`re d’optimisation base´ sur la mini-
misation de l’e´nergie ge´ne´re´e au sein du circuit magne´tique. Dans ce chapitre, on
montre a` quel point nos approches de conception optimale sont capables de trouver
des solutions re´alisables en terme de fabrication concre`te sur des proble`mes assez
varie´s.
Enﬁn dans la conclusion, un re´sume´ des travaux eﬀectue´s dans cette the`se
est propose´. De plus, on se tourne pour ﬁnir vers l’avenir en proposant quelques
possibilite´s d’extensions comple´mentaires a` ces re´sultats.
Chapitre 1
Propulsion Spatiale E´lectrique et
Proble´matique de la Conception
Optimale des Propulseurs a` Eﬀet
Hall
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1. Propulsion Spatiale E´lectrique et Proble´matique de la Conception Optimale
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1.1 Introduction
Ce premier chapitre doit permettre de se familiariser avec le domaine d’appli-
cation associe´ au sujet d’e´tude que nous allons traiter dans cette the`se, a` savoir la
propulsion e´lectrique spatiale. Il est en eﬀet ne´cessaire avant de se plonger dans la
me´thodologie d’optimisation qui fera ll’objet de la the`se de tracer rapidement le
contour physique sur lequel s’appuie les outils mathe´matiques mis en place. La pro-
pulsion e´lectrique spatiale sera donc ici pre´sente´e dans ses grandes ge´ne´ralite´s, en
partant dans un premier temps des technologies ope´rationnelles jusqu’aux caracte´-
ristiques physiques de leurs performances. Apre`s avoir fait le tour rapidement des
propulseurs e´lectriques de´veloppe´s depuis les anne´es 1970, on se focalisera dans un
second temps sur le Propulseur a` Eﬀet Hall (PEH) qui a de´ja` connu quelques beaux
succe`s spatiaux (Deep Space 1, Smart 1). Son principe de fonctionnement sera de´-
taille´. Au travers d’une analyse des trois constituants physiques fondamentaux de
son circuit (la cathode, le canal plasma et la topologie magne´tique ge´ne´re´e dans
le canal plasma), on pourra mettre en lumie`re la complexite´ physique et les dif-
fe´rentes proble´matiques associe´es a` l’optimisation de la conﬁguration magne´tique
d’un propulseur plasmique. Fort de ce constat, nous choisirons de nous consacrer a`
un axe de recherche visant a` optimiser le circuit magne´tique ge´ne´rant une topologie
spe´ciﬁque de champ magne´tique dans le canal plasma.
1.2 Propulsion Spatiale
Outre des proble`mes de conception, les syste`mes de propulsion des satellites
ont besoin d’une consommation d’e´nergie assez important fournie par le carburant
et le syte`me e´lectrique et e´lectronique embarque´. Le type de carburant utilise´ et
l’ensemble des processus de sa transformation en force propulsive motrice sont d’au-
tant plus importants qu’ils permettent entre autres a` l’analyse de la performance,
l’eﬃcacite´ et aussi a` la classiﬁcation des propulsions spatiales.
Ainsi, en faisant, l’inventaire des forces applique´es au satellite voguant dans son
orbite, la conservation de la quantite´ de mouvement conduit a` une relation liant la
masse de carburant consomme´e mc a` la variation Δv de la vitesse du syste`me et
de la vitesse d’e´jection vp du ﬂuide propulsif ; ceci est de´ﬁni comme suit :
mc = m0(1− e−
Δv
vp ) (1.1)
ou` m0 est la masse du satellite (y compris le carburant). L’e´quation (1.1) est
aussi appele´e e´quation de Tsiolkovski 1 (ou de la fuse´e). Elle permet de constater
par exemple que pour eﬀectuer une manœuvre ne´cessitant une acce´le´ration Δv(>
0), celle-ci peut eˆtre accomplie avec une faible consommation de carburant en
augmentant vp (voir (1.1)).
1. Constantin Edouardovitch Tsiolkovski (5 Septembre 1857 -19 Septembre 1935) est un scien-
tiﬁque Russe d’origine Polonaise conside´re´ comme le pe`re et le the´oricien de l’astronautique mo-
derne. Dans la litte´rature, on trouve aussi le nom « Tsiolkovsky » de´signant la meˆme personne.
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Manœuvres Δv [m.s-1]
Transfert d’orbite 1500
Mise a` poste 8
Correction d’orbite 15 (par an)
Controˆle Nord/Sud 50 (par an)
Controˆle Est/Ouest 5 (par an)
De´sorbitation 3
Propulsion primaire (sonde) 400
Table 1.1 – Ordres de grandeurs des incre´ments de vitesse Δv correspondant a`
diﬀe´rents types de manœuvres dans l’espace.
1.2.1 Diﬀe´rents Types de Missions Spatiales
La propulsion spatiale se divise principalement en deux types de missions :
— les ope´rations de transfert d’orbite et les missions interplane´taires qui font
appel a` des syste`mes dit de propulsion primaire,
— les ope´rations mettant en œuvre des syste`mes de propulsion secondaire et
principalement lie´es aux de´placement des satellites :
— avec le transfert d’orbite basse,
— avec la mise a` poste du satellite,
— avec les corrections d’orbites,
— avec l’orientation du satellite (correction Nord/Sud et Est/Ouest),
— et en ﬁn de vie la mise sur l’orbite de rebut.
Le Tableau 1.1 donne des ordres de grandeurs de l’incre´ment de vitesse pour les
manœuvres usuelles d’un satellite ge´ostationnaire, et pour la propulsion primaire
d’une sonde [2].
1.2.2 Grandeurs Caracte´ristiques : Pousse´e et Impulsion
Spe´ciﬁque
Les principales grandeurs caracte´ristique permettant des e´tudes analytiques et
comparatives rationnelles des propulseurs sont :
— la pousse´e T , elle est la force motrice induite par l’expulsion des gaz pro-
pulsifs (avec une vitesse vp), oriente´e dans le sens oppose´ de vp. Elle est
donne´e localement a` chaque instant par :
T = vp
dm
dt
= vpm˙ (1.2)
avec m˙ est le de´bit massique du gaz e´jecte´. De cette expression, on en de´-
duit que l’intensite´ de la pousse´e est d’autant plus grande que la quantite´
de carburant consume´ a` la seconde est e´leve´e.
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— l’Impulsion Spe´ciﬁque Isp, note´e en ge´ne´ral par Isp. Cette quantite´ est
fre´quemment employe´e pour caracte´riser les performances d’un propulseur.
Elle permet en eﬀet de comple´ter l’information apporte´e par la valeur de
la pousse´e T , en lui associant une notion de consommation. L’impulsion
spe´ciﬁque Isp, exprime´e en secondes correspond au temps ne´cessaire a` une
force pour produire une pousse´e e´quivalente a` celle conse´cutive a` l’e´jection
d’une masse mp (ou encore au temps pendant lequel un propulseur pourra
maintenir une pousse´e de g Newton avec 1kg de ﬂuide propulsif, ou` g est
la constante d’acce´le´ration du pesanteur dont une valeur approximative est
9,8 N.kg-1 son S.I est m.s-2). L’impulsion spe´ciﬁque est de´ﬁnie par :
Isp =
T
mpg
=
vp
g
(1.3)
L’Isp e´tant du meˆme sens de variation (au sens Mathe´matique) que vp, il
s’ensuit de la relation (1.1), que plus Isp est grande, plus la consommation
est faible (pour ope´rer un incre´ment de vitesse donne´e).
Ces grandeurs caracte´ristiques conduisent a` la classiﬁcation des propulseurs
pour les ve´hicules spatiaux en deux grandes technologies a` savoir la propulsion
chimique et la propulsion e´lectrique.
1.2.3 Propulsion Chimique
La technologie de la propulsion chimique est la plus ancienne et la mieux maˆı-
trise´e. Elle consiste a` re´aliser une pousse´e en e´jectant sous haute pression une
grande quantite´ de gaz provenant de la combustion de produits chimiques. Dans
le domaine de la propulsion chimique, il existe les syste`mes de :
— Propulsion a` gaz froids : Ces syste`mes de propulsion utilisent des gaz
le´gers tels que l’hydroge`ne, l’he´lium et l’azote contenus dans un re´servoir
sous forte pression. Ceux-ci sont simplement libe´re´s dans une tuye`re d’e´jec-
tion de´tendeur-re´gulateur de pression. Ce type de propulsion est destine´ soit
a` la correction d’orientation ou de vitesse soit au controˆle d’altitude d’un
satellite ou d’une sonde spatiale.
— Propulsion liquide : Dans le syste`me des propulseurs a` ergols liquides, on
exploite une re´action exothermique entre un comburant et un combustible
qui sont aspire´s par une turbo-pompe avant d’eˆtre injecte´s dans la chambre
de combustion. C’est le type de propulsion utilise´ par tous les lanceurs. Le
gaz produit est propulse´ a` travers une tuye`re.
— Propulsion Solide : Dans un moteur a` propulsion solide, on dispose d’un
seul re´servoir contenant le propergol solide, me´lange de comburant et de
combustible appele´ chargement. Ce chargement est perce´ par un tuyau me´-
tallique qui sert de chambre a` combustion. L’e´jection des gaz provenant de
la combustion chimique cre´e la pousse´e. Ce type de propulsion est majoritai-
rement utilise´ pour les missiles et comme propulseur d’appoint du premier
e´tage dans les fuse´es modernes.
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1.2.4 Propulsion Electrique
La propulsion e´lectrique est base´e sur l’utilisation de l’e´nergie e´lectrique, four-
nie en ge´ne´ral par des panneaux solaires inte´gre´s au satellite. On peut de´ﬁnir
la propulsion e´lectrique comme e´tant la pousse´e produite par l’acce´le´ration d’un
ﬂuide propulsif. De cette de´ﬁnition, on peut distinguer principalement 3 types (ou
moyens) de propulsion e´lectrique [4] :
— la propulsion e´lectrothermique, les propulseurs e´lectrothermiques em-
ploient un arc e´lectrique (Arcjet) ou un chauﬀage par eﬀet Joule (Re´sistor-
jet) pour chauﬀer le gaz propulsif e´jecte´ a` grande vitesse par une tuye`re.
— la propulsion e´lectrostatique, consiste a` acce´le´rer un gaz ionise´ via un
champ e´lectrique.
— la propulsion e´lectromagne´tiques met conjointement en jeu un champ
e´lectrique et un champ magne´tique. Il s’agit de cre´er des collisions entre
les e´lectrons et les atomes d’un gaz aﬁn de ge´ne´rer le plasma a` partir d’un
gaz ionise´. Les ions sont acce´le´re´s en sortie du canal plasma par un fort
gradient de champ magne´tique. Ces moteurs sont appele´s moteurs plasmas
ou moteurs a` eﬀet Hall 2 ou plus couramment Propulseur a` Eﬀet Hall, que
l’on notera PEH.
Actuellement la propulsion e´lectrostatique et e´lectromagne´tique sont les tech-
nologies les plus matures. Cependant, dans mes travaux de the`se, on s’inte´ressera
plus particulie`rement a` la conception des PEHs.
L’exploitation des propulseurs e´lectriques met en avant une caracte´ristique sup-
ple´mentaire en paralle`le de la pousse´e T et de l’impulsion spe´ciﬁque Isp qui se
nomme l’eﬃcacite´ et qui est note´e η. Elle correspond au rapport de la puissance
me´canique Pmeca convertie en e´nergie cine´tique pour le satellite sur la puissance
e´lectrique absorbe´e par le propulseur Pel. Ainsi, ce parame`tre η qui est tre`s impor-
tant pour l’analyse des missions spatiales est donne´ par :
η =
Pmeca
Pel
=
T 2
2mpPel
. (1.4)
Dans ce cas, une relation entre la pousse´e T , la puissance e´lectrique Pel et la vitesse
d’e´jection vp est obtenue comme suit :
T
Pel
=
2η
vp
. (1.5)
Ce rapport diminue lorsque la vitesse d’e´jection augmente pour une meˆme pous-
se´e. On de´duit alors de (1.3) qu’un propulseur a` forte Isp consommera donc une
puissance e´lectrique plus e´leve´e qu’un propulseur a` Isp faible [2].
1.3 Inte´reˆt pour la Propulsion Electrique
La propulsion classique chimique ge´ne`re des pousse´es conside´rables, pouvant
atteindre des milliers de Newtons. Cet avantage apparent est en fait a` double
2. Edwin Herbert Hall (7 Novembre 1855 - 20 Novembre 1938) est un physicien Ame´ricain
qui a de´couvert l’eﬀet Hall en 1879.
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tranchant. En eﬀet :
— Pour e´chapper a` l’attraction terrestre, il faut fournir une puissance de pous-
se´e e´norme et seule la propulsion chimique est capable d’assurer cette fonc-
tion d’extraction.
— Cette forte pousse´e consomme une masse de carburant a` l’image de la puis-
sance fournie. Par exemple, dans le cas de TELECOM 2, satellite ge´ostation-
naire de te´le´communication, d’une masse totale au lancement de 2,3 tonnes
et d’une dure´e de vie de 10 ans, la masse du syste`me propulsif est de 1,250
tonnes, dont 1,150 tonnes d’ergols liquides. Pour un satellite d’observation
de la terre en orbite basse tel que SPOT 1, 2 ou 3 3 de masse au lancement
1,9 tonnes et d’une dure´e de vie de 3 ans, la masse du syste`me propulsif est
de 200 kg dont 150 kg d’ergols [3].
La masse d’un satellite 100% chimique est compose´e pour environ 60% du poids des
ergols, des re´servoirs, de la tuyauterie, des vannes et des pompes. Cette consom-
mation e´leve´e mise en paralle`le avec le prix du kilogramme embarque´ (entre 10 et
20 ke) rend la propulsion chimique inexploitable pour les vols ou les manœuvres
spatiaux de longue dure´e. De plus, une fois le satellite dans l’espace propre c’est a`
dire sur son orbite, la vitesse d’e´jection des masses du gaz propusilf vp est faible ce
qui implique aussi une faible valeur de l’Isp.
Au vu de ces diﬃculte´s, l’alternative qui se´duit a` la fois les scientiﬁques et les
industriels est la propulsion e´lectrique. Avec les propulseurs e´lectriques, la vitesse
d’ejection communique´e au gaz ionise´ peut atteindre plusieurs dizaines de km/s
d’ou` une grande valeur de l’Isp. Les moteurs e´lectriques ont une faible consom-
mation de carburant, ce qui les rend tre`s attractifs voire indispensables pour les
missions de longue dure´e (notamment les missions interplane´taires).
Cependant, les propulseurs e´lectriques ne sont pas sans inconvenient. Leur prin-
cipal de´faut est la faible pousse´e ge´ne´re´e, seulement de quelques dizaines ou cen-
taines de milliNewton. Par exemple le moteur a` eﬀet Hall de l’Aerojet BPT-4000
fournit environ 0,262 N pour une puissance de 4500 W et une tension e´lectrique de
400 V (les valeurs correspondantes pour Isp et η sont respectivement de 2059 s et de
59%). A noter que des tests re´alise´s avec succe`s sur ce PEH ont permis de conclure
qu’il est le moteur e´lectrique le plus puissant pour les vols commerciaux [5, 6].
Cette puissance minime ne permet pas de faire de´coller des lanceurs ou de mettre
des engins en orbite, mais la capacite´ de travailler sur de longues pe´riodes permet :
— d’acce´le´rer en permanence un ve´hicule spatial : sur des distances a` parcourir
tre`s longues, comme des vols interplane´taires, la sonde e´quipe´e d’un propul-
seur e´lectrique aura au ﬁnal une vitesse supe´rieure a` ce qu’elle aurait pu
avoir avec une impulsion chimique initiale ;
— de re´aliser des corrections en permanence de trajectoire ou d’orbite : les
corrections sur les orbites de satellites se font habituellement a` des instants
pre´cis par allumage des moteurs chimiques pour re´aliser une correction suﬃ-
3. SPOT est l’acronyme de Satellite Pour l’Observation de la Terre. Le programme SPOT est
re´alise´ par le CNES (Centre National d’Etudes Spatiales) et ses collaborateurs. SPOT-1 a e´te´
lance´ le 22 Fe´vrier 1986 par Ariane 1.
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Technologie T [N] Isp[s]
Manœuvre Controˆle Controˆle
de Transfert d’ Altitude d’Orbite
C
h
im
iq
u
e Gaz froid 0,05-20 10-170 ×
Liquide 1-2000 250-350 × × ×
solide 50-50000 280-310 ×
E
le
ct
ri
q
u
e Electrothermique 0,1-0,2 450-650 × × ×
Electrostatique 0,001-0,02 2300-3500 × ×
Electromagne´tique 0,01-0,5 1000-2500 × × ×
Table 1.2 – Principales technologies de propulsion et comparaison de l’ordre de
grandeur des parame`tres caracte´ristiques.
samment importante pour justiﬁer cet allumage couˆteux. Avec des moteurs
e´lectriques, le faible couˆt permet de re´aliser cette correction plus souvent,
sur des amplitudes moins importantes [7].
La faible pousse´e inhe´rente aux propulseurs e´lectriques rend ces propulseurs
« marathoniens ». En eﬀet, un satellite tout e´lectrique aura un de´lai de mise a`
poste tre`s long. Un satellite a` propulsion e´lectrique mettra par exemple 6 a` 7 mois
pour se placer dans l’orbite ge´ostationnaire contre une dizaine de jours pour une
propulsion chimique. Si une mission Apolo pouvait se placer sur l’orbite lunaire en
3 a` 4 jours, la sonde SMART-1 a mis environ 14 mois [8].
L’utilisation des moteurs tout e´lectrique reste proble´matique pour des missions
ou` la dure´e est une contrainte. Pour ame´liorer la pousse´e, il est ne´ce´ssaire d’apporter
d’avantage de puissance e´lectrique au dispositif, mais l’e´nergie est une denre´e rare
dans l’espace (a` moins d’eˆtre suﬃsamment proche du soleil ce qui n’est pas sans
danger pour le ve´hicule spatial).
Malgre´ ces be´mols, la propulsion e´lectrique reste la plus avantageuse pour la
plupart des ope´rations spatiales car a` pousse´e donne´e, elle permet de re´duire de
plus de 60% la masse de carburant et le couˆt de la mission comparativement au cas
chimique. On peut dans ce cas transporter plus de charge utile sur les satellites.
Les grands industriels du spatial tels que SAFRAN, SNECMA et BOEING pre´-
voient dans les anne´es a` venir, l’envoi de nombreux satellites « tout e´lectrique ».
Notamment des satellites de´die´s a` la te´le´communication et des voyages dans les
espaces lointains (C’est le cas par exemple de AlphaSat, lance´ en 2013).
Le Tableau 1.2 re´sume les diﬀe´rentes technologies de propulsion, leurs champs
d’application pour les missions spatiales et leurs principales performances (la pous-
se´e T et Impulsion Spe´ciﬁque Isp voir les e´quations (1.2) et (1.3)). Toutefois, ces
valeurs peuvent varier en fonction de la taille du moteur et de la puissance e´lec-
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trique d’alimentation (surtout au niveau des propulseurs e´lectriques).
1.3.1 Maturite´ des Propulseurs Electriques
Suite aux e´tudes de Tsiolkovsky qui a notamment travaille´ sur la propulsion
chimique, le concept de propulsion e´lectrique fut introduit par Robert H. Goddard
en 1906. Il de´posa le premier brevet d’un propulseur e´lectrostatique en 1920 [2, 4].
Par la suite, il faut attendre 1980 et le de´but de la conqueˆte spatiale pour que
la propulsion e´lectrique fasse ve´ritablement son apparition. Citons a` ce titre les
avance´es majeures avec les travaux de A. V. Cleaver [9] et de D. G. Sheperd [10]
dans les anne´es 80 et le de´veloppement des premiers propulseurs ope´rationnels graˆce
aux travaux de E. Stuhlinger 4 [11, 12, 13, 14]. La concurrence technologique entre
les Etats Unis d’Ame´rique (USA) et l’URSS dans les anne´es 60-70 constituera
aussi un facteur majeur pour le de´veloppement des diﬀe´rentes technologies des
propulseurs e´lectriques (SERT I : Space Electric Rocket Test pour les USA ; et
ZOND :   (sonde) et METEOR :  (me´te´orologie) pour l’URSS).
Aujourd’hui, les moteurs tout e´lectrique sont matures et ont e´te´ utilise´s avec
succe`s pour re´aliser des missions re´elles hors laboratoire. Parmi les nombreux vols
dans les domaines spatiaux lointains, citons les plus ce´le`bres avec METEOR 1,
DEEP SPACE 1 et SMART 1, dont on va expliciter le moteur de propulsion dans
les prochains paragraphes.
1.3.1.1 Satellite Meteor et les Propulseurs SPTs
Les concepts de moteurs commercialise´s sont les propulseurs Russes SPTs (Sta-
tionary Plasma Thrusters), les propulseurs NSTAR (NASA Solar Technology Ap-
plication Readiness) des Ame´ricains, et le PPS-1350 (Propulseur Plasma Station-
naire) du groupe Franc¸ais SAFRAN. Les moteurs SPTs appartiennent a` la famille
des propulseurs e´lectromagne´tiques (voir la section 1.2.4). Ces engins ont e´te´ de´-
veloppe´s par le chercheur et inge´nieur Russe A. I. Morozov et les membres de son
e´quipe. Ils ont e´quipe´ la famille des satellites Meteor de´die´s a` la re´colte de donne´es
me´te´orologiques. C’est ainsi que le 29 De´cembre 1971, le premier satellite Meteor-
18 muni de deux propulseurs SPT-50 a e´te´ mis en orbite. Les tests eﬀectue´s sur
ce vaisseau spatial au cours de son fonctionnement en 1972 ont e´te´ concluants,
la pousse´e obtenue par l’analyse des donne´es du satellite sur les parame`tres de la
correction d’orbite e´tant conformes a` celles obtenues pendant les tests et les simu-
lations eﬀectue´s en laboratoire. De plus, les deux prototypes ont pu fonctionner
et assurer un transfert d’orbite d’une hauteur de 17 km avec une pousse´e de 20
mN pendant 170 heures. Ces prototypes avaient une eﬃcacite´ comprise entre 0,15
et 0,45. La re´ussite de cette mission est due en grande partie au Professeur A. I.
Morozov [16, 17, 18, 19]. Une illustration de Meteor-18 et d’un moteur SPT-50 est
donne´e sur la Figure 1.1.
4. Ernst Stuhlinger (19 De´cembre 1913 - 25 Mai 2008) e´tait un scientiﬁque Ame´ricain (d’ori-
gine Allemande). Ses travaux ont e´norme´ment contribue´ au de´veloppement des moteurs ioniques
pour la propulsion spatiale e´lectrique.
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(a) Satellite Meteor (b) SPT-50
Figure 1.1 – Repre´sentation ge´ne´rale du satellite Meteor : a) Meteor-18 avec 1-
emplacement des propulseurs SPTs, 2- Re´servoir de Xe´non. b) Un moteur SPT-50.
1.3.1.2 Deep Space 1 (DS1) et le moteur NSTAR
La sonde spatiale DS1 a servi pour la premie`re mission interplane´taire. Elle
inte`gre un engin a` grille de propulsion ionique, issue de la NASA (National Ae-
ronautics and Space Administration). Son moteur est un produit du programme
NSTAR (NASA Solar Technology Application Readiness) de´veloppe´ et conc¸u par
les chercheurs et inge´nieurs de l’e´quipe NASA GRC, JPL et Hughes/Boeing. Elle
a e´te´ lance´e le 24 Octobre 1998 et termina sa mission le 18 De´cembre 2001. L’ex-
pe´dition fut un grand succe`s et permit de valider les performances de la propulsion
e´lectrique en particulier celle des moteurs de la se´rie NSTAR pour les mission dans
les espaces lointains. Ce moteur propulsa le ve´hicule spatial sur environ 263.179.600
km avec un incre´ment de vitesse Δv a` plus de 4,3 km/s. Pour cette ope´ration la
masse de Xe´non consomme´e (environ 82 kg) a permis au moteur NSTAR de fournir
des pousse´es comprises entre 19 mN et 92 mN pour des puissances e´lectriques de
0.5 a` 2.3 kW. L’Isp correspondante fut de 1900 a` 3100s (plus de dix fois supe´rieure
a` celle d’un moteur chimique conventionnel) pour plus de 16000 heures de fonc-
tionnement ou` son eﬃcacite´ η a varie´ entre 0,42 et 0,62. Le voyage de DS1 fut
le plus suivi de l’histoire et le plus productif en publications scientiﬁques [20]. La
Figure 1.2 montre DS1 et son propulseur ionique.
1.3.1.3 SMART-1 et le PPS-1350
L’agence spatiale europe´enne ESA (European Space Agency) cre´e´e en Mai 1975
(comparativement a` la NASA : Juillet 1958) a envoye´ sa premie`re sonde lunaire
100% e´lectrique SMART-1 (Small Mission for Advanced Research in Technology)
le 27 Septembre 2003. SMART-1 e´tait e´quipe´ d’un propulseur plasmique a` eﬀet
Hall appele´ PPS-1350 conc¸u par le constructeur Franc¸ais SNECMA du groupe
SAFRAN. Ce propulseur e´lectrique est l’e´quivalent du SPT-100 du constructeur
Russe Fakel. Mis en orbite ge´ostationnaire par le lanceur Ariane-5, le satellite a
atteint son orbite lunaire en Novembre 2004 pour accomplir ses missions scienti-
ﬁques. Graˆce a` son moteur a` plasma de´livrant 68 mN de pousse´e avec une Isp de
1640 s pour une puissance maximale de 1,19 kW fournie par les deux panneaux
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(a) SD1 en vol (b) Le Propulseur NSTAR
Figure 1.2 – a) Le satellite DS1 de la NASA en vol dans l’espace, la lumie`re
bleu est le jet du ﬂuide propulsif provenant de l’ionisation du Xe´non. b) Le moteur
ionique a` grille avec 30 cm de diame`tre pour un poids de 8.3 kg qui a servi de
moyen de propulsion de DS1. (Cre´dit photo : NASA)
solaires inte´gre´s a` son plateforme. SMART-1 a parcouru plus de 100×106 km en
consommant seulement 82 kg de Xe´non. Le PPS-1350 a pu produire des pousse´es
pendant une dure´e cumule´e d’environ 4958 heures dont 240 heures de manie`re
continue, c’est-a`-dire sans interruption de puissance. Cette mission fut une grande
re´ussite, et le moteur a` eﬀet Hall de la SNECMA utilise´ de´tient le record en terme
de dure´e de vie avec plus de 10500 heures au point nominal sans de´faillance et
sans de´gradation notable des performances. Le Tableau 1.3 resume les grandeurs
caracte´ristiques relatives a` la sonde SMART-1 [21, 22]. La Figure 1.3 illustre la
mission SMART-1 et une photo du PPS-1350.
Grandeur valeur
Masse totale (m0) 370 kg
Masse de carburant (Xe) 82kg
Incre´ment de vitesse (Δv) 3,7 km/s
Puissance e´lectrique (Pel) 1,14 kw
Pousse´e (T ) 68mN
Impulsion Spe´ciﬁque Isp 1540 s
Eﬃcacite´ (η) 0,45- 0,60
Table 1.3 – Les valeurs moyennes des grandeurs caracte´ristiques de la mission
interplane´taire tout e´lectrique SMART-1 de l’agence spatiale europe´enne (ESA).
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(a) SMART-1 dans l’espace (b) le PPS-1350
Figure 1.3 – a) Le satellite SMART-1 en vol, la traˆıne´e bleue claire montre le
jet plasmique duˆ au fonctionnement du propulseur. b) La pre´sentation du moteur
a` eﬀet Hall PPS-1350 qui a e´te´ utilise´ comme moyen de propulsion primaire de
SMART-1. (Cre´dit photo : ESA)
1.4 Propulseurs a` Eﬀet Hall (PEHs)
1.4.1 Ele´ments Constitutifs d’un PEH
Les principaux e´le´ments d’un PEH classique pre´sente´ sur la Figure 1.4 sont les
suivants :
— un canal plasma constitue´ en ge´ne´ral de ce´ramiques qui est de forme cir-
culaire . Il sert d’isolant et de chambre de de´charge dans laquelle les
e´lectrons sont conﬁne´s magne´tiquement et le gaz (carburant) ionise´ ;
— une anode  sous forme de rondelle place´e au fond de la chambre de de´-
charge et perfore´e de minuscules trous. Ainsi, l’anode sert aussi de passoire
pour les ﬁnes particules du gaz a` ioniser qui y arrivent par l’interme´diaire
de tubes relie´s au re´servoir du ve´hicule spatial ;
— une cathode place´e en ge´ne´ral a` l’exte´rieur du canal plasma, creuse, qui
fournit les e´lectrons ne´cessaires au fonctionnement propre du propulseur ;
Dans certains cas comme l’anode, la cathode sert aussi de passoire pour
le gaz propulsif. Il est a note´ aussi que l’anode et la cathode forment le
circuit e´lectrique du propulseur e´lectrique. La diﬀe´rence de potentiel entre
ces deux e´lectrodes ge´ne`re un champ e´lectrique dans le canal du moteur
pour l’expulsion a` grande vitesse des cations du gaz ionise´ ;
— un circuit magne´tique  qui constitue le squelette du moteur fait de ma-
te´riaux ferromagne´tiques. Ce circuit ge´ne`re une topographie spe´ciﬁque de
champ magne´tique pour le pie´geage des e´lectrons et l’acce´le´ration des ions
en sortie ;
— des bobines qui une fois alimente´es, assurent et renforcent la circulation
de courant a` l’inte´rieur du moteur propulsif. L’intensite´ du champ magne´-
tique du dispositif est d’autant plus forte que l’intensite´ des courants qui
traversent les bobines est grande ;
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— des supports de ﬁxation  qui aident a` l’insertion et a` la ﬁxation du pro-
pulseurs sur le satellite.
Sur les propulseurs actuels, le circuit magne´tique qui constitue par la suite la
proble´matique de conception optimise´e de notre e´tude, ge´ne`re un champ magne´-
tique de quelques centaines de Gauss.





Figure 1.4 – Les principaux e´le´ments constitutifs d’un PEH : 1. Circuit magne´-
tique, 2. Bobines, 3. Anode, 4. Cathode, 5. Canal ce´ramique, 6. Support de ﬁxation.
1.4.2 Principe de Fonctionnement d’un PEH
Les de´couvertes de particules subatomiques, les ions par Faraday 5, les e´lectrons
par Thomson 6 et les protons par Rutherford 7, ont contribue´ conside´rablement a`
faire avancer les recherches scientiﬁques et la compre´hension sur la matie`re et les
e´le´ments constituants notre univers. Ces de´couvertes ont rendu possible l’e´mer-
gence de plusieurs domaines de recherche tels que la physique nucle´aire et tre`s
re´cemment la physique des plasmas. Ainsi, les scientiﬁques re´alisent qu’ils ont a`
leur disposition une source alternative d’e´nergie et/ou de carburant qui peut re´-
pondre aux besoins d’e´nergie avec des technologies de pointe telle que la propulsion
e´lectrique des engins spatiaux. Les PEHs utilisent l’interaction dans ce cadre de
ces diﬀe´rentes particules subatomiques.
5. Michael Faraday (22 Septembre 1791 - 25 Aouˆt 1867) : physicien et chimiste Britannique.
6. Joseph John Thomson (18 De´cembre 1856 - 30 Aouˆt 1940) : physicien Anglais.
7. Ernest Rutherford (30 Aouˆt 1871 - 19 Octobre 1937) : physicien et chimiste Ne´o-Ze´lando-
Britannique.
1.4. Propulseurs a` Eﬀet Hall (PEHs) 17
Le principe de fonctionnement des PEHs, peut-eˆtre de´crit comme suit :
— La diﬀe´rence de potentiel entre l’anode et la cathode cre´e un champ e´lec-
trique
−→
E axial dans le canal plasma.
— Le circuit magne´tique ge´ne`re un champ magne´tique
−→
B axisyme´trique et
majoritairement radial.
— Lorsque les e´lectrons quittent la cathode pour se diriger vers l’anode, une
grande partie d’entre eux sont pie´ge´s par les lignes de champ magne´tique et
se meuvent selon une trajectoire he´lico¨ıdale autour de ces lignes de champ
magne´tique. Ces e´lectrons sont soumis a` la force e´lectromagne´tique existant
a` l’inte´rieur du canal aussi connue sous le nom de force Lorentz 8 note´e
−→
F L
et donne´e par
−→
F L = −e(−→E +−→v ×−→B), avec e et −→v la charge absolue et le
vecteur vitesse de l’e´lectron conside´re´. Cela provoque la modiﬁcation de leur
vitesse et de leur trajectoire. Les e´lectrons qui passent la barrie`re magne´tique
vont rentrer en collision avec les atomes de Xe´non injecte´s en fond du canal
plasma : il y a ionisation du Xe´non. Les cations Xe+ (et aussi des cations
Xe2+) libe´re´s sont alors expulse´s par la force e´lectrique induite par le champ−→
E . Ces cations peuvent atteindre une vitesse d’e´jection de 40 km/s (pour
une tension de 400 V), et participent a` la pousse´e du propulseur.
— Paralle`lement les e´lectrons conﬁne´s dans la barrie`re magne´tique sont le sie`ge
d’une de´rive azimutale
−→
E×−→B d’ou` un courant azimutal dit courant de Hall
(quelques dizaines d’Ampe`re 9). La force de Laplace 10 re´sultante participe
aussi a` l’ame´lioration de la pousse´e.
— Au voisinage du plan de sortie du canal plasma, une partie des e´lectrons
ge´ne´re´s par la cathode se me´lange au plasma e´jecte´ pour ainsi e´tablir la
neutralite´ de celui-ci. Cela est tre`s important pour le bon fonctionnement
du propulseur car autrement une interaction des particules de meˆme signe
pourrait causer un retour de certaines d’entre elles dans le moteur, ce qui
conduirait a` un dysfonctionnement du dispositif.
Le principe de fonctionnement d’un PEH est illustre´ sur la Figure 1.5.
De plus dans certains moteurs plasmiques, une tuyauterie qui relie la cathode
au re´servoir de gaz permet d’optimiser le processus d’ionisation aﬁn de booster la
pousse´e.
Remarque 1.1 Les principaux carburants de ces propulseurs e´lectriques sont les
gaz rares (aussi appele´s gaz nobles). Ce choix n’est pas hasardeux car les gaz rares
sont les plus stables ce qui facilite leur stockage et leur transport. De plus, ils li-
be`rent facilement les e´lectrons et les ions, ame´liorant ainsi les performances du
propulseur. Enﬁn, parmi les gaz rares, on pre´fe`re de loin ceux qui ont une masse
8. Hendrik Antoon Lorentz (18 Juillet 1853 - 4 Fe´vrier 1928) : physicien Ne´erlandais, prix
Nobel de physique de 1902.
9. Andre´-Marie Ampe`re (20 Janvier 1775 -10 Juin 1836) : mathe´maticien, physicien, chimiste
et philosophe Franc¸ais. Il fait e´galement partie des soixante-douze savants dont le nom est inscrit
sur la tour Eiﬀel.
10. Pierre-Simon de Laplace (23 Mars 1749 - 5 Mars 1827) : mathe´maticien, astronome, phy-
sicien et homme politique Franc¸ais.
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Figure 1.5 – Sche´ma de la coupe transversale d’un PEH montrant son principe
de fonctionnement.
Gaz Helium Ne´on Argon Krypton Xe´non Radon
n.e 2 10 18 36 54 86
m.a. [u] 4 20 40 84 131 222
Table 1.4 – Les gaz rares avec leur masse atomique (m.a) et leur n.e (nume´ro
e´lectronique) : ce sont les e´le´ments chimiques du groupe 18 dans la classiﬁcation
pe´riodique de Mendele¨ıev.
atomique (m.a) assez e´leve´e car comme on peut le constater dans l’e´quation (1.2),
la pousse´e T est proportionnelle a` la masse e´jecte´e. C’est pourquoi, on utilise prin-
cipalement le Xe´non (Xe) qui est le deuxie`me gaz rare le plus massique apre`s le
Radon (Rn). Bien qu’ayant la m.a la plus importante, on n’utilise pas le Radon
car c’est un e´le´ment radioactif et sa manipulation est dangereuse. Le Tableau 1.4
donne une valeur approximative des m.a des gaz rares en unite´ de masse atomique
(note´ : u et 1u  1, 66×10−27Kg) et du nombre total d’e´lectrons ou nume´ro e´lectro-
nique (n.e) qu’ils posse`dent sur l’ensemble de leur niveau d’e´nergie. Par exemple,
un propulseur a` Xe´non sera plus eﬃcace qu’un propulseur a` Krypton, et trois fois
plus eﬃcace qu’un propulseur a` Argon. Ceci e´tant l’Argon et le Krypton sont des
gaz moins one´reux et de nombreuses e´tudes portent actuellement sur la faisabilite´
de propulseurs Krypton ou Argon, voir par exemple les articles [23, 24, 25, 26].
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1.5 Etat de l’Art de la Conception du PEH
1.5.1 Inﬂuence de la Topologie ge´ne´ral de l’Architecture
d’un Propulseur Electrique sur son Fonctionnement
La topologie ge´ne´rale de l’architecture d’un PEH contribue logiquement a` ses
performances. Parmi les constituants d’un PEH et les concepts physiques mis en
jeu pour la ge´ne´ration du plasma, de la pousse´e et des performances globales du
syste`me, on distingue :
— la ge´ome´trie de la cathode,
— la ge´ome´trie du canal plasma,
— la topologie du champ magne´tique dans et en sortie du canal plasma.
Voir les ﬁgures illustratrices 1.4 et 1.5.
1.5.1.1 Inﬂuence de la Ge´ome´trie de la Cathode
Comme l’anode, la cathode peut servir a` l’injection du gaz (en de´bit faible
comparativement a` celui de l’anode) mais sa fonction principale est l’e´mission des
e´lectrons. Sa ge´ome´trie et sa position par rapport au canal plasma jouent un roˆle
important. En eﬀet des e´tudes expe´rimentales ont montre´ que plus elle est proche
du canal plus les e´lectrons e´mis sont eﬃcaces pour l’ionisation. Dans le moteur io-
nique a` grille NSTAR de la NASA, il y avait initialement 2 cathodes respectivement
a` l’inte´rieur et l’exte´rieur du canal plasma. La cathode interne participe a` l’ionisa-
tion du gaz tandis que la cathode externe sert a` neutraliser le faisceau des cations
e´jecte´s (voir par exemple la Figure 1.5). Soulignons que ce concept de se´paration
de la zone d’ionisation et d’acce´le´ration est maintenant re´actif avec la notion de
propulseur double e´tage, pour plus de de´tails sur ce concept voir les travaux de J. P.
Boeuf, L. Garrigues, G. J. Hagelaar, C. Boniface et leurs co-auteurs [15, 27, 28, 29].
Le PPS-1350 du SMART-1 e´tait quant a` lui e´quipe´ de deux cathodes place´es a` l’ex-
te´rieur du canal mais dont les fonctions respectives e´taient aussi d’ame´liorer le taux
d’ionisation, la neutralisation du faisceau de cations et l’acce´le´ration en sortie du
canal, voir les Figures 1.3(b) et 1.5. La conﬁguration de la cathode n’est pas condi-
tionne´e uniquement par l’eﬃcacite´ d’e´mission des particules. La cathode est aussi
expose´e a` la radiation thermique et aux bombardement des e´lectrons et des ions
du Xe´non ce qui entraine son e´rosion et la limitation de la dure´e de vie du mo-
teur. Diﬀe´rentes ge´ome´tries des oriﬁces et d’e´paisseurs des plaques de la cathode
ont e´te´ teste´es. Des plaques plus e´paisses et des oriﬁces plus larges permettent
d’e´viter ces attaques qui e´rodent la cathode. Cependant, il a e´te´ aussi remarque´
qu’une plaque trop e´paisse ou ayant des oriﬁces de diame`tres trop larges re´dui-
saient les performances du moteur [20, 31] . Il devient alors e´vident que le choix
de la ge´ome´trie de la cathode est proble´matique. Une solution envisage´e par des
chercheurs japonais est l’introduction d’un concept nouveau connu sous l’acronyme
ERC (Electron Cyclotron Resonance). Cette technologie a permis la fabrication de
moteurs plasmiques proches des moteurs a` grilles mais sans cathode. Les e´lectrons
sont ge´ne´re´s par chauﬀage micro-onde a` resonance cyclotronique e´lectronique avec
une fre´quence d’environ 2.5 GHz. Le premier test hors laboratoire de ce concept
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s’est fait lors de la mission spatiale japonaise HAYABUSA soutenue par JAXA (Ja-
pan Aerospace Exploration Agency). Lance´ en Mai 2003, HAYABUSA e´tait e´quipe´
de 4 moteurs ERC [31]. Bien que ces moteurs fonctionne`rent durant les missions
sans proble`mes d’e´rosion leurs capacite´s sont reste´es assez me´diocres par rapport
aux moteurs a` eﬀet Hall. Dans le rapport [32] se trouvent beaucoup de de´tails et
des tests accompagne´s de donne´es chiﬀre´es des re´sultats d’expe´rimentation sur la
conﬁguration de la cathode.
1.5.1.2 Inﬂuence de la Ge´ome´trie du Canal Plasma
Le canal plasma repre´sente le centre de de´tention et de libe´ration des particules
plasmiques. Il est en mate´riau die´lectrique, ce qui lui permet d’isoler le plasma
des parties me´talliques du propulseur. Le plasma propulsif ronge peu a` peu ses
parois internes par l’eﬀet des chocs e´lastiques des ions et des e´lectrons. Ainsi au
cours du fonctionnement du moteur, le canal est e´rode´ au fur et a` mesure que le
ve´hicule spatial se de´place. Une ide´e simpliste visant a` limiter l’e´rosion consiste-
rait a` augmenter les dimensions du canal plasma. Ainsi, on peut imaginer qu’un
canal plasma a` grand diame`tre verrait ses parois plus e´loigne´es des zones plasma
a` forte densite´. Malheureusement, les performances sont directement lie´es aux di-
mensions du canal plasma. La profondeur est ainsi dimensionne´e en fonction du
rayon de Larmor 11 des ions et des e´lectrons pour favoriser les collisions (cause de
l’ionisation du gaz noble). Les propulseurs a` plasma stationnaire SPTs de´veloppe´s
par les Russes (Fakel) sont classe´s en fonction de la taille du diame`tre externe du
canal. Le SPT-50 a un diame`tre externe de 50 mm, voir Figure 1.1(b). L’industriel
Franc¸ais SNECMA classe ses propulseurs en fonction de la puissance e´lectrique.
Ainsi, le PPS-1350 fonctionne en re´gime nominal a` une puissance de 1350 W, avec
un diame`tre externe de 100 mm [33]. Soulignons que le canal dans le plan de sortie
est divergent pour oﬀrir une surface d’appuie plus large au gaz e´jecte´. A travers
les formules de la masse de carburant consomme´ (1.1), de la pousse´e (1.2) et de
l’impulsion spe´ciﬁque (1.3) on montre que la vitesse d’e´jection des ions est un para-
me`tre tre`s important en vue d’avoir une bonne performance de l’engin spatial. Des
e´tudes re´centes, notamment dans la the`se de G. Bourgeois [24] ont cependant porte´
sur la variation de la largueur du canal. Ces tests eﬀectue´s sur un prototype de
laboratoire en variant la largeur du canal selon 3 conﬁgurations S0, 2S0 et 3S0 (S0
correspond a` un dimensionnement proche d’un PPS-200) ont donne´ des re´sultats
inte´ressants. Au cours de ces expe´riences l’e´valuation de la vitesse d’explusion des
ions Xe´non a` 100 mm du plan de la sortie du canal a donne´ 4,7 km/s (∼ 15 eV),
9 km/s (∼ 54,4 eV) et 7,8 km/s (∼ 41,4 eV) pour S0, 2S0 et 3S0 respectivement.
En conclusion, l’e´nergie cine´tique communique´e aux ions augmente avec la largeur
du canal plasmique. Ces analyses sont tre`s pertinentes mais ne permettent pas de
conclure de´ﬁnitivement sur le design du canal. En eﬀet, avec ces re´sultats, on se
rend compte que l’e´volution de l’e´nergie cine´tique acquise par les particules n’est
pas une fonction croissante des diﬀe´rentes sections. De plus, la profondeur du canal
e´tait aussi ﬁxe´e pour ces tests.
11. Joseph Larmor (1 Juillet 1857 - 19 Mai 1942) : physicien, mathe´maticien et homme politique
Irlandais.
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1.5.1.3 Inﬂuence de la Topologie Magne´tique
La topologie magne´tique d’un propulseur inclut la distribution spatiale a` l’in-
te´rieur du canal plasma et a` l’exte´rieur au-dessus du plan de sortie (de 5 a` 10 cm
du plan de sortie, voir par exemple les Figures 1.7(a) et 1.8). La topologie magne´-
tique est un e´le´ment fondamental du propulseur a` 2 titres. D’une part, le circuit
magne´tique associe´ repre´sente plus de 50% de la masse totale du propulseur, ce qui
est tre`s impactant pour le couˆt global du propulseur. D’autre parts, la topologie
magne´tique inﬂue simultane´ment sur les performances et la dure´e de vie du propul-
seur. Pendant de tre`s nombreuses anne´es, la communaute´ scientiﬁque du plasma
a e´tudie´ les PEHs sur la base d’une topologie magne´tique bien connue et qui a
peu change´. Cependant, depuis quelques anne´es, un inte´reˆt croissant est donne´ a`
l’e´tude des interactions champ-plasma et a` la recherche de nouvelles topologies
magne´tiques [34, 35, 36, 37, 38].
1. Inﬂuence du champ e´lectromagne´tique sur les particules charge´es
La propagation des ondes e´lectromagne´tiques agit sur la dynamique des
particules issues de la diﬀe´rence de potentiel applique´e au circuit e´lectrique
(entre l’anode et la cathode) et sur le taux d’ionisation du gaz donc sur
le comportement global du plasma propulsif. En eﬀet, le champ e´lectroma-
gne´tique modiﬁe la dynamique des e´lectrons et des cations du gaz ionise´
en leur communiquant une vitesse solution de l’e´quation (1.6). Par ailleurs,
le champ magne´tique joue un roˆle de ﬁltre au sein du plasma en se´parant
les ions selon leur quantite´ de charge. Cette se´paration se fait a` travers le
rayons moyen de courbure de leur trajectoire appele´ aussi rayon de Larmor
(voir l’e´quation (1.7)).
— Mouvement d’une particule plasmique : La relation fondamentale de la
dynamique de Newton applique´e a` une particule se de´plac¸ant dans un
champ e´lectromagne´tique s’e´crit :
d
dt
(m−→v ) = q(−→E +−→v ×−→B), (1.6)
avec m, −→v , q la masse, le vecteur vitesse, et la charge de la particule
conside´re´e. On note que dans l’e´quation (1.6), l’expression de droite est
celle de la force de Lorentz.
— Rayon de Larmor : Le rayon de Larmor de la trajectoire he´lico¨ıdale des
particules charge´es autour des lignes de champ magne´tique notamment
les e´lectrons est donne´ par :
Rl =
mvort
|q|‖−→B‖
, (1.7)
avec :
• vort le module de la composante orthogonale du vecteur vitesse −→v ,
• ‖−→B‖ l’intensite´ du champ magne´tique.
Ainsi, ce rayon Rl, fonction de la charge permet de diﬀe´rencier les espe`ces
subatomiques suivant leur masse et leur charge.
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— Vitesse de de´rive : Le plasma produit par un propulseur e´lectrique est
soumis a` un mouvement de translation d’ensemble des particules le
constituant suivant un vecteur vitesse −→vD induit par l’eﬀet Hall dans
la direction azimuthale
−→
E ×−→B . −→vD est appele´e vitesse de de´rive. Elle est
inde´pendante de la charge, de la masse des particules conside´re´es et est
de´ﬁnie par :
−→vD =
−→
E ×−→B
B2
. (1.8)
2. Inﬂuence du champ magne´tique sur la dure´e de vie et sur la per-
formance du propulseur e´lectrique
Pour un moteur ionique, la cartographie magne´tique choisie est ge´ne´rale-
ment celle d’un champ intense au centre du canal sur l’axe du canal et
principalement radial au niveau du plan de sortie du canal. Les zones ou`
le champ magne´tique est maximal constituent des zones de pie´geage des
e´lectrons. Les lignes de champ magne´tique assujettissent les e´lectrons a` res-
ter dans la chambre d’ionisation ce qui augmente leur probabilite´ (voisinant
90%) de rentrer en collision avec les atomes du gaz injecte´ : d’ou` une aug-
mentation du taux d’ionisation et une ame´lioration de la pousse´e ge´ne´re´e
(car de´pendant de la quantite´ de particules e´jecte´es, voir la formule (1.2)).
En outre, la maximisation du champ au centre du canal a aussi pour eﬀet
la cre´ation d’une zone de plasma dense, ce qui minimise les chocs des parti-
cules contre les parois ce´ramiques. Ces chocs, rappelons le, sont des facteurs
de re´duction de la dure´e de vie du moteur parce qu’ils provoquent l’e´rosion
des parois ce´ramiques puis celles du circuit magne´tique.
La topologie magne´tique ide´ale pre´sente respectivement par rapport au ca-
nal ce´ramique des lignes internes convexes, des lignes externes concaves et
quasi-rectilignes au voisinage du plan de sortie. Ces courbures de lignes de
champ magne´tique qui sont appele´es lentilles magne´tiques ou dans la
litte´rature magnetic lens (ML) sont illustre´es sur la Figure 1.6. Cela fait
du circuit magne´tique l’aˆme des propulseurs e´lectriques car il est l’unique
composant en mesure d’assurer la ge´ne´ration de ces diﬀe´rents types de ligne
de champ dans le canal plasma. Aﬁn d’assurer ses fonctions, le circuit ma-
gne´tique a` lui aussi sa propre conﬁguration topologique a` respecter dont nos
me´thodes d’optimisation topologique doivent permettre sa conception. Le
« Magnetic Shielding » (MS : blindage magne´tique) est une variante des
lentilles magne´tiques propose´e par A. I. Morozov dans les anne´es 1960 pour
la conﬁguration des SPTs. La distribution des lignes de champ se caracte´rise
par une plus forte inclinaison par rapport au plan de sortie du canal. Ceci
favorise le conﬁnement e´lectronique du plasma au centre prote´geant ainsi les
parois du canal (voir des illustration sur la Figure 1.6). La faisabilite´ et l’ef-
ﬁcacite´ du blindage magne´tique pour les PEHs ont e´te´ montre´es et valide´es
sur des prototypes de laboratoire au cours des expe´riences eﬀectue´es par
le centre de recherche spatial JPL (de la NASA), plus pre´cise´ment par R.
Hofer et ces coe´quipiers [39, 40]. La Figure 1.6 montre une topographie ma-
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gne´tique de type MS (comparativement aux lentilles magne´tiques classiques
ML).
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Figure 1.6 – Sche´ma de la coupe transversale d’un PEH avec des lignes de champ
ide´ales pre´sentant des lentilles magne´tiques, sche´ma dans le plan (r, z) indiquant
les diﬀe´rents e´le´ments caracte´ristiques d’une topologie magne´tique d’un PEH.
3. Topologie Standard du Champ Magne´tique (PEH Classique)
Les moteurs a` eﬀet Hall produisent une topologie spe´ciﬁque de champ ma-
gne´tique servant a` la fois a` l’ionisation par conﬁnement magne´tique des
e´lectrons et a` l’acce´le´ration des ions en sortie. Cette Topologie du champ
magne´tique peut se de´composer en trois zones [15] :
— Zone Anodique (zone 1) : C’est la partie profonde du canal plasma proche
de l’anode ou` le champ magne´tique est relativement faible et la densite´
des particules neutre tre`s forte. Cette zone est caracte´rise´e par une bonne
conduction e´lectronique et donc par un faible champ e´lectrique.
— Zone d’Ionisation (zone 2) : Cette re´gion est situe´e juste avant la sortie
du canal. Dans cette zone, le taux d’ionisation est maximum. Le champ
magne´tique devient important, les e´lectrons pie´ge´s dans les lignes de
champ magne´tique entrent en collision avec les atomes du gaz propulsif
provocant ainsi leur ionisation. Elle contient en majorite´ les lignes de
champ convexes (lentille magne´tique) et rectiligne.
— Zone d’Acce´le´ration (zone 3) : Cette re´gion comprend les voisinages du
plan de sortie et les lignes de champ y sont principalement concaves. Le
champ e´lectromagne´tique est assez important. En revanche la densite´
des particules neutres est faible et peu d’ions sont cre´e´s. La mobilite´
e´lectronique dans la direction axiale est faible. On assiste a` une acce´-
le´ration des ions qui seront ensuite e´jecte´es a` des vitesses de l’ordre de
20 km/s. La densite´ du plasma y est re´duite comparativement aux zones
1 et 2.
Ces zones diﬀe´rentes sont pre´sente´es sur la Figure 1.7.
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(a) (b)
Figure 1.7 – Coupe transversale d’un PEH montrant la topologie magne´tique
standard : a) Lignes de champ magne´tique avec les lentilles magne´tiques et les
valeurs extreˆmes du champ en diﬀe´rentes parties du canal plasmique. b) (En haut)
repre´sentation des diﬀe´rentes zones d’une topologie magne´tique : zone anode (1),
zone d’ionisation (2), et zone d’acce´le´ration (3). (En bas) : Proﬁls axiaux moyens
(sche´mas) du champ e´lectrique E, du taux d’ionisation (S) et de la densite´ des
e´le´ments neutres (N).
1.5.1.4 Circuit Magne´tique de Re´fe´rence du PEH
Le circuit magne´tique est l’ossature du propulseur. Il est constitue´ de mate´riaux
ferromagne´tiques typiquement de fer pur et de conducteurs, et il sert de routine
entre les parties soft et hard du propulseur. Dans le paragraphe 1.5.1.3, on a montre´
l’inﬂuence et le roˆle important du champ magne´tique et seul un circuit magne´tique
de´die´ est capable d’e´tablir a` l’inte´rieur du canal du moteur et a` ses environs la
topologie magne´tique souhaite´e. Ce circuit magne´tique se compose ge´ne´ralement
de :
— noyaux magne´tiques, forme´s de colonnes late´rales dont les axes sont pa-
ralle`les a` l’axe principal du propulseur. Ces colonnes entoure´es de bobines
s’appuient sur une plaque ferromagne´tique. Cette plaque magne´tique est
pourvue d’oriﬁces laissant un passage pour les tubes d’injection du gaz.
— pie`ces polaires, ce sont des arborescences des noyaux magne´tiques. Ces pie`ces
ne sont pas force´ment constitue´es de la meˆme matie`re que le reste du circuit
magne´tique. Situe´es a` proximite´ de la sortie du canal de de´charge, les pie`ces
polaires contraignent le champ magne´tique a` eˆtre majoritairement radial au
niveau du plan de sortie.
— e´crans magne´tiques, ce sont les parois d’un cylindre additionnel en mate´-
riaux ferromagne´tiques et localise´s entre les bobines externes et le canal
plasma. Ces e´crans ont plusieurs fonctions. D’une part, ils participent a`
la ge´ne´ration du gradient de champ magne´tique en sortie de canal et per-
mettent de de´vier des lignes de champ des parois du canal plasma. D’autre
part, ils constituent des barrie`res thermiques tre`s eﬃcaces pour prote´ger les
bobines externes.
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Les dimensions et les formes de ces diﬀe´rentes parties du circuit magne´tique
sont a` determiner pour chaque type de topologie magne´tique requise. La Figure 1.8
illustre les diﬀe´rente parties du circuit magne´tique pour un moteur a` plasma sta-
tionnaire.
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Figure 1.8 – Sche´ma de la coupe transversale du circuit magne´tique d’un propul-
seur a` eﬀet a` Hall.
Au vue de l’inﬂuence de la ge´ome´trie de l’architecture des propulseurs e´lec-
triques, il est clair que leur conception optimale ne´cessite beaucoup de travaux de
recherche a` la fois the´oriques, expe´rimentaux et pratiques.
1.5.2 Proble`me de Conception Optimale du Circuit Ma-
gne´tique pour les PEHs
Le circuit magne´tique du PEH doit ge´ne´rer dans un canal plasma un champ
magne´tique axisyme´trique dont la distribution spatiale dans un plan (x,y) est loin
d’eˆtre uniforme. En eﬀet, il s’agit principalement de garantir des zones a` faible
champ magne´tique en fond de canal, des zones de champ intense au centre du
canal et un fort gradient de champ en sortie du canal pour acce´le´rer les ions et
ge´ne´rer la pousse´e. A cela s’ajoutent des contraintes magne´tiques plus actuelles
consistant a` prote´ger les parois du canal par des lignes de champ paralle`les a`
ces parois aﬁn d’ame´liorer la dure´e de vie du propulseur. Enﬁn soulignons que
le canal plasma constitue un entrefer dont les dimensions sont du meˆme ordre
de grandeur que celles du circuit magne´tique. Ainsi, pour un PPS-1350 dont le
diame`tre externe et la longueur du circuit magne´tique est de l’ordre de la dizaine de
centime`tres le canal plasma a une largeur de 4 cm pour une profondeur de 7 cm. La
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conformation d’un champ magne´tique non uniforme dans un tel entrefer induit une
diﬃculte´ supple´mentaire dans la de´ﬁnition du circuit magne´tique par le fait qu’il est
diﬃcile voire impossible dans ce cas de pouvoir de´velopper un mode`le analytique sur
lequel se baser pour e´tablir un pre´-dimensionnement. Par ailleurs, il faut aussi tenir
compte des contraintes de fonctionnement et en particulier de la tenue thermique du
circuit. La tempe´rature aux parois ce´ramiques peut atteindre 850◦C ce qui induit
sur le circuit magne´tique qui est proche un environnement extreˆme. Le recours
a` des mate´riaux supportant les tre`s hautes tempe´ratures de fonctionnement est
indispensable. Par ailleurs, il faut s’assurer que le propulseur puisse fonctionner
10000 heures sans proble`me avec une alimentation e´lectronique relativement simple
(courant continu unidirectionnel). Le circuit doit donc eˆtre robuste, relativement
simple et e´conome en terme de consommation d’e´nergie e´lectrique.
Enﬁn soulignons qu’avec un couˆt du kilogramme embarque´ autour de la dizaine
de ke, la minimisation de la masse est cruciale pour l’attractivite´ du propulseur.
Ce circuit est compose´ de quatre colonnes externes supportant des bobines ali-
mente´es par un meˆme courant continu. Ces colonnes qui reposent sur une plaque
d’appuie sont surmonte´es de pie`ces polaires externes pour guider le ﬂux du champ
e´lectromagne´tique. Le mate´riau utilise´ pour la constitution de ces diﬀe´rentes pie`ces
est du fer doux. Au centre du circuit est loge´e une colonne centrale bobine´e. L’in-
curvation des lignes de champ et la ge´ne´ration du gradient de champ est assure´e
par les pie`ces polaires mais aussi en grande partie par des e´crans magne´tiques cir-
culaires, qui servent aussi de drain et de protection thermique pour les bobines. Ce
circuit magne´tique est le fruit d’anne´es de recherches empiriques pour la mise au
point et l’obtention du champ magne´tique de´sire´ a` puissance e´lectrique cible´e.
Les principaux acteurs des lanceurs spatiaux souhaitent maintenant diversiﬁer
leur oﬀre en proposant des plateformes utiles de diverses gammes. Cela conduit
a` la conception de propulseurs adapte´s. Les puissances e´lectriques vise´es vont du
kW jusqu’a` la dizaine de kW. Il est donc ne´cessaire de pouvoir disposer d’une me´-
thodologie de conception ﬁable et rapide des circuits magne´tiques de propulseurs.
Le proble`me de conception e´tant de satisfaire une topologie de champ magne´tique
dans un canal plasma ﬁxe´ avec des contraintes de fonctionnement et d’environne-
ment donne´es. C’est dans cette optique que le recours a` la conception optimise´e
par re´solution de proble`mes inverses prend tout son sens.
Au cours de la re´solution de ce proble`me de conception optimale, nos analyses
porterons principalement sur les phe´nome`nes e´lectromagne´tiques qui re`gnent dans
le canal et ses environs et qui agissent sur les diﬀe´rentes particules plasmiques.
Ces phe´nome`nes physiques sont mode´lise´s par des Equations aux De´rive´es Par-
tielles (EDPs), notamment les e´quations de Maxwell 12 en magne´tostatique. Ce qui
ajoute une couche de diﬃculte´ a` notre proble`me de conception car il faut considerer
et satisfaire des contraintes EDPs au cours des processus d’optimisation mathe´ma-
12. James Clerk Maxwell (13 Juin 1831 - 5 Novembre 1879) : physicien et mathe´maticien E´cos-
sais. Il est principalement connu pour avoir uniﬁe´ en un seul ensemble d’e´quations, les e´quations
de Maxwell, l’e´lectricite´, le magne´tisme et l’induction, en incluant une importante modiﬁcation
du the´ore`me d’Ampe`re. Albert Einstein ( 14 Mars 1879 - 18 Avril 1955) de´crivait les travaux de
Maxwell comme les « plus profonds et fructueux que la physique ait connu depuis le temps de
Newton ».
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tique. Notre de´marche de conception optimale de circuits magne´tiques optimaux
peut se re´sumer sur le diagramme de la Figure 1.9 (le proﬁle champ Bx du est une
illustration).

	


+
 ((
 
 	
	 ,
 (		
 	
 
%


	













Figure 1.9 – Diagramme repre´sentant notre de´marche pour concevoir un circuit
magne´tique optimal pour Propulseur Electrique a` eﬀet Hall (PEH).
1.6 Conclusion
Ce premier chapitre a e´te´ consacre´ a` une pre´sentation ge´ne´rale de la propulsion
spatiale et plus spe´ciﬁquement a` la propulsion spatiale e´lectrique. Apre`s avoir ex-
plicite´ les principales caracte´ristiques de´ﬁnissant la propulsion (pousse´e, impulsion
spe´ciﬁque et eﬃcacite´), les deux principales technologies, a` savoir la propulsion
chimique et la propulsion e´lectrique ont e´te´ mises en comparaison. Dans le cadre
de notre e´tude focalise´e plus spe´ciﬁquement sur la propulsion des satellites et des
sondes interplane´taires, la propulsion e´lectrique a e´te´ de´taille´e pour ﬁnalement se
consacrer a` la description du concept du propulseur e´lectrique a` eﬀet Hall. Les
constituants fondamentaux du propulseur sont le champ e´lectrique ge´ne´re´ entre
une cathode et une anode, le gaz propulsif a` ioniser et a` acce´le´rer, le canal plasma
et le champ magne´tique produit dans le canal plasma par un circuit magne´tique
dont la masse repre´sente au moins 50% de la masse totale du propulseur. La topo-
logie du champ magne´tique dans le canal plasma est spe´ciﬁque et doit re´pondre a`
plusieurs fonctions dont l’ionisation du gaz, l’acce´le´ration du gaz ionise´ en sortie de
canal et la protection des parois du canal vis-a`-vis du bombardement e´lectronique.
De ce fait la de´ﬁnition du circuit magne´tique devient particulie`rement complexe
d’autant plus qu’il faut y ajouter de fortes contraintes environnementales (tenue
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en tempe´rature) et e´conomiques (minimisation de la masse et augmentation de la
dure´e de vie). Le recours a` des me´thodes classiques du concepteur en syste`mes e´lec-
tromagne´tiques telles que le pre´-dimensionnement d’un circuit via les the´ore`mes de
la magne´tostatique ou le de´veloppement d’un mode`le analytique est diﬃcilement
envisageable compte tenu de la distribution spatiale du champ dans l’entrefer (ca-
nal plasma large) requise. Dans ce contexte on se tourne naturellement vers des
simulations nume´riques par re´solution de proble`mes inverses en magne´tostatique,
soit construire empiriquement un circuit magne´tique qui satisfasse une carte de
champ. Dans cette the`se, il s’agira donc de de´velopper des mode`les d’optimisation
mathe´matiques re´sultants de ces proble`mes inverses de conception qui nous per-
mette de de´ﬁnir un circuit magne´tique sans a priori et sans mode`le analytique et
qui garantisse l’obtention d’une topologie magne´tique dans un espace ge´ome´trique
donne´.
Chapitre 2
Me´thodes et Mode`les
d’Optimisation pour la
Conception de Propulseurs
E´lectriques
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2.1 Introduction
L’e´volution de l’Homme a atteint un stade ou` l’utilisation des re´sultats, des
outils et des me´thodes provenant de la recherche scientiﬁque occupe une place tre`s
importante dans l’aide a` la de´cision et a` la re´alisation de tous les projets. Ainsi,
aﬁn d’ame´liorer si possible le rendement de ses activite´s, l’une des branches des
mathe´matiques applique´es de´die´e a` ces proble´matiques a fait son apparition : c’est
l’optimisation.
Dans ce qui suit, nous pre´senterons les concepts fondamentale des mode`les
d’optimisation. En particulier, nous de´taillerons les diﬀe´rentes e´tapes de la formu-
lation de notre proble`me de conception optimale des circuits magne´tiques pour
PEHs, plus l’analyse de la sensibilite´ du proble`me de conception par des me´thodes
d’optimisation topologique.
2.2 Ge´ne´ralite´s et Notions Fondamentales
L’optimisation peut se de´ﬁnir comme e´tant l’ensemble des proce´dures permet-
tant de choisir la meilleure valeur par rapport a` un ensemble de choix possibles. De
nos jours, les the´ories et les applications de l’optimisation ont beaucoup progresse´
graˆce a` l’e´laboration d’algorithmes d’optimisation de plus en plus eﬃcaces et a` la
puissance croissante des calculs sur ordinateur.
Ainsi, avec les me´thodes d’optimisation mathe´matiques, on arrive de manie`re
rationnelle et rigoureuse a` proposer des solutions pour des proble`mes complexes
et varie´s en Informatique (temps d’exe´cution des taˆches et l’utilisation des res-
sources), en Economie (maximisation des proﬁts, minimisation des de´penses), en
Chimie (conception d’un re´acteur chimique, rendement des re´actions chimiques),
en Me´canique (forme des objets tels que les poutres des baˆtiments et ponts, la
carrosserie des automobiles, le fuselage et les ailes des avions), en Ge´nie Electrique
ou en Electromagne´tisme (maximisation des performances et re´duction des pertes
de syste`mes e´lectrome´caniques comme les machines e´lectriques).
2.2.1 Formalisme du Proble`me d’Optimisation
Une formulation ge´ne´rale d’un proble`me d’optimisation qui consiste a` minimiser
une fonction f sur Rn a` valeur dans R sous des contraintes qui sont de´ﬁnies par
des fonctions (gi)1≤i≤p et (hi)1≤i≤q, avec n, p, q ∈ N∗, peut eˆtre donne´e par :
(Pcont)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
min
x∈Rn
f(x), (2.1)
s.c. :
gi(x) ≤ 0, i = 1, . . . , p (2.2)
hj(x) = 0, j = 1, . . . , q (2.3)
Dans le proble`me (Pcont) :
• la fonction f est appele´e le crite`re, fonction objectif ou fonction couˆt,
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• la variable x = (x1, . . . , xi, . . . , xn)T est l’inconnue. Chaque composante xi
de x est appele´e variable de de´cision, de conception ou de controˆle (selon
l’application pratique du mode`le) et n est la taille du proble`me.
• (gi)1≤i≤p (respectivement (hi)1≤i≤q) de´ﬁnissent les contraintes d’ine´galite´
(respectivement d’e´galite´).
• L’ensemble Eadm = {x ∈ Rn : gi(x) ≤ 0, i = 1, . . . , p;hj(x) = 0, j = 1, . . . , q}
est appele´ ensemble re´alisable ou admissible.
• Un vecteur x∗ est une solution de (Pcont) si et seulement si, il est dans Eadm
et pour tout x dans Eadm, on a : f(x) ≥ f(x∗).
Par la suite, on appellera x∗ un minimum de (Pcont).
• On note : argmin
x∈Eadm
{f} (ou simplement argmin{Pcont}) l’ensemble des minima
du proble`me (Pcont) (c’est-a`-dire x∗ ∈ argmin{Pcont}).
Notons que les proble`mes de maximisation ont les meˆmes notions fondamentales
que ceux de minimisation. Dans cette the`se, les proble`mes que nous conside´rerons
sont des minimisations. C’est ainsi que nous nous focaliserons sur la minimisation
en pre´sentant les terminologies relatives, et ce sans perte de ge´ne´ralite´ car maxi-
miser une fonction (f) peut se ramener a` la minimiser en prenant par exemple son
oppose´e (−f).
La classiﬁcation des proble`mes d’optimisation peut eˆtre eﬀectue´e selon plusieurs
conside´rations telles que la nature de l’ensemble admissible Eadm, la relation de de´-
pendance liant les contraintes et le crite`re aux variables de de´cision et aussi selon
la re´gularite´ des fonctions de´ﬁnissant le proble`me.
2.2.1.1 Espace des Variables de De´cision : Continu et Discret
(Pcont) est un proble`me d’optimisation continue car il est de´ﬁni sur l’espace
vectoriel Rn (en excluant le cas ou` il existerait une ou plusieurs contraintes qui
induisent une restriction de xi a` des valeurs entie`res). Il existe aussi des proble`mes
dans lesquels les variables ne peuvent eˆtre que des nombres entiers, ce sont des
proble`mes d’optimisation discre`te. Par exemple, le proble`me d’optimisation du
nombre de couches d’un bobinage ou du nombre d’encoches d’une machine e´lec-
trique. Dans le cas discret, une formulation peut eˆtre obtenue par exemple en
remplac¸ant l’espace vectoriel Rn par l’ensemble des entiers relatifs Zn. Certains
proble`mes contiennent a` la fois des variables discre`tes et continues. Dans ce cas
le proble`me est dit d’optimisation mixte. Par exemple, dans le proble`me de di-
mensionnement du circuit magne´tique pour propulseur e´lectrique, les grandeurs
ge´ome´triques sont continues tandis que le nombre de spires du bobinage est entier.
Le proble`me d’optimisation est donc mixte.
Notons que les proble`mes d’optimisation discre`te sont aussi souvent appele´es
optimisation combinatoire. Dans (Pcont) par soucis de simpliﬁcation, nous avons
pris la variable x dans Rn, en toute ge´ne´ralite´ la variable d’optimisation peut
appartenir a` des espaces tre`s varie´s. C’est le cas en optimisation de forme et topo-
logique ou` la variable peut eˆtre un domaine ge´ome´trique ou des fonctions (comme
en the´orie du controˆle optimal) .
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2.2.1.2 Contraintes : Optimisation avec Contraintes et sans Contrainte
Par sa de´ﬁnition (Pcont) est un proble`me d’optimisation avec contraintes du fait
des e´quations (2.2) et (2.3). En conception, la plupart des proble`mes d’optimisation
ont des contraintes plus ou moins complexes. Dans le domaine spatial par exemple,
les contraintes ge´ome´triques prenant en compte l’insertion du dispositif optimal
dans le reste de l’appareil et doivent aussi eˆtre associe´es a` la contrainte de poids.
Mais les the´ories de base ont e´te´ e´tablies pour les proble`me ge´ne´raux, c’est-a`-dire
sans cette contrainte. Ainsi, aﬁn d’utiliser les meˆmes approches dans les deux cas,
il existe des techniques (de´pendant du proble`me) permettant de passer du cas avec
contraintes au proble`me sans contrainte en utilisant par exemple une formulation
Lagrangienne 1 associe´e au proble`me.
2.2.1.3 Optimisation Line´aire, Convexe et Quadratique
Les relations de de´pendances reliant les variables de controˆles du proble`me
aux fonctions de´ﬁnissant le crite`re et les contraintes sont tre`s importantes en op-
timisation. En eﬀet, leur complexite´ induit des diﬃculte´s supple´mentaires dans
l’obtention d’une solution au proble`me tant au niveau the´orique que nume´rique.
Ainsi, dans (Pcont) si les fonctions f , gi et hj sont aﬃnes (resp. convexe) alors on
a un proble`me d’optimisation line´aire (resp. optimisation convexe). Autrement le
proble`me est dit d’optimisation non line´aire/non convexe. Un peu a` cheval entre
l’optimisation line´aire et l’optimisation convexe, il y a l’optimisation quadratique
ou` le crite`re et les contraintes sont quadratiques. En optimisation convexe le do-
maine admissible Eadm doit eˆtre aussi convexe. La litte´rature des the´ories et des
outils nume´riques (logiciels) de re´solution de proble`mes line´aires, quadratiques et
convexes est bien fournie 2. Par ailleurs les premiers re´sultats en optimisation ma-
the´matiques et nume´riques furent ceux de la re´solution des proble`mes line´aires avec
la me´thode du simplexe 3 dans les anne´es 1940. Plus de de´tails se trouvent dans la
bibliographie de G. B. Dantzig notamment dans [41, 42, 43].
2.2.1.4 Diﬀe´rentiabilite´ du Proble`me en Optimisation
En optimisation, les de´rive´es (gradient ou de manie`re ge´ne´rale les diﬀe´ren-
tielles) des fonctions du proble`me jouent un roˆle capital dans la de´termination de
l’optimum. Bien que essentielle, cette information n’est pas toujours facilement ac-
cessible. Par ailleurs, il existe des proble`mes ou` elle n’est meˆme pas de´ﬁnie pour
certaines fonctions. Ainsi, on distingue :
— optimisation diﬀe´rentiable : c’est lorsque toutes les fonctions f , gi et hj sont
continuˆment diﬀe´rentiables,
1. Cette terminologie vient de Joseph Louis, comte de Lagrange (25 Janvier 1736 - 10 Avril
1813) qui e´tait un mathe´maticien, me´canicien et astronome Franc¸o-Italien.
2. C’est pourquoi on essaie au maximum de se ramener a` ces classes d’optimisation si possible
en utilisant des techniques telles que le changement de variables ou la de´composition en parties
convexes et concaves.
3. Cette me´thode d’optimisation line´aire a e´te´ de´veloppe´e par George Bernard Dantzig (1914-
2005) un mathe´maticien Ame´ricain. Il fut l’un des fondateurs de la Recherche Ope´rationnelle.
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— optimisation non diﬀe´rentiable : c’est lorsque il existe au moins une des
fonctions f , gi et hj qui est non diﬀe´rentiable.
En optimisation non diﬀe´rentiable en lieu et place de la diﬀe´rentielle classique on
utilise un « object » beaucoup plus general appele´ sous-diﬀe´rentiel de f et note´
∂f(.). Le sous-diﬀe´rentiel est une notion fondamentale en analyse convexe et est
tre`s utile en optimisation convexe non diﬀe´rentiable. Plus de de´tails sur le sous-
diﬀe´rentiel et son utilisation en optimisation se trouve dans les livres de Jean-
Baptiste Hiriart-Urruty et Claude Lemare´chal, voir [44, 45]. La litte´rature, pro-
pose aussi d’autres approches telles que la diﬀe´rentiation automatique permettant
d’obtenir la de´rive´e de certaines fonctions complexes 4 de manie`re nume´rique sans
approximation en suivant le principe de la de´rivation des fonctions compose´es [46].
Il existe aussi des me´thodes d’optimisation dites d’optimisation sans de´rive´es ba-
se´es sur des mode`les d’approximation polynomiale des fonctions du proble`me aﬁn
d’utiliser des techniques d’optimisation diﬀe´rentiable [47]. Ces me´thodes d’optimi-
sation sans de´rive´es sont tre`s eﬃcaces sur des proble`mes connus sous l’appellation
de « Boˆıte Noire ».
2.2.2 Algorithmes d’Optimisation : Globale et Locale
Lorsque nous avons un proble`me d’optimisation a` re´soudre, l’objectif principal
consiste a` obtenir la meilleure solution, autrement dit en cas de minimisation,
obtenir le vecteur de de´cision re´alisant la plus petite valeur de la fonction couˆt
respectant les contraintes de notre proble`me : c’est la solution exacte. Sauf que
le comportement et les complexite´s des fonctions objectif et contraintes peuvent
rendre cet objectif (but) inatteignable. En eﬀet, d’une part, beaucoup de proble`mes
d’optimisation de la re´alite´ physique et/ou meˆme the´oriques ont des fonctions couˆts
qui sont de´ﬁnis implicitement ce qui ne permet pas une analyse rigoureuse de leur
comportement et leurs re´gularite´. D’autre part, ces fonctions couˆts peuvent avoir
plusieurs minima (ou maxima) locaux qui sont en ge´ne´ral des bassins d’attraction
pour les algorithmes d’optimisation nume´rique.
De´ﬁnition 2.1 (Minimum Global) Soit xOG un e´le´ment de Rn ; On dit que xOG
est une solution globale ou simplement minimum global de (Pcont) si et seulement
si son image f(xOG) est la plus petite valeur de f sur l’ensemble Eadm. On e´crit
formellement :
xOG est un minimum global de (Pcont) ⇐⇒ ∀x ∈ Eadm, f(xOG) ≤ f(x). (2.4)
De´ﬁnition 2.2 (Minimum Local) Soit xOL un e´le´ment de Rn ; On dit que xOL
est une solution locale ou simplement minimum local de (Pcont) si et seulement s’il
existe un voisinage de xOL tel que xOL soit un optimum global de la restriction de
(Pcont) a` ce voisinage. On e´crit formellement :
xOL est un minimum local de (Pcont)

∃V∗ ∈ V (xOL)/∀x ∈ V∗ ∩ Eadm, f(xOL) ≤ f(x).
(2.5)
4. Au sens de la diﬃculte´ d’obtenir la de´rive´e de manie`re classique.
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Il s’ensuit de la De´ﬁnition 2.2 que tout minimum global est minimum local (il
suﬃt de prendre V∗ = Rn). Le graphe de la Figure 2.1 montre une illustration
repre´sentative de ces extrema (local et global).
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Figure 2.1 – Repre´sentation graphique d’une fonction pre´sentant un minimum
local xOL et un minimum global xOG. V∗ est un voisinage de xOL sur lequel ce
point est optimal global.
En Optimisation, un algorithme est un ensemble des me´thodes, proce´dures et
techniques e´labore´es pour calculer ou approcher la solution d’un proble`me. Les
algorithmes permettent aussi de classiﬁer les proble`mes d’optimisation : ainsi, on
parlera d’optimisation locale (resp. optimisation globale) si l’algorithme utilise´ pour
la re´solution du proble`me permet d’obtenir un minimum local (resp. global).
Les algorithmes d’optimisation locale sont principalement de´terministes, ite´ra-
tifs et de type gradient ou dit de descente 5 qui utilisent la de´rive´e premie`re et
seconde (si possible) pour trouver la direction permettant de diminuer les valeurs
du crite`re a` partir d’un point initial, aﬁn d’obtenir une solution approximative. En
ge´ne´ral, ces algorithmes sont eﬃcaces sur des proble`mes assez re´guliers. La solution
optimale est cherche´e parmi les points critiques de la fonction objectif, c’est-a`-dire
les points solutions de l’e´quation ∇f(x) = 0 (dite e´quation d’Euler ou Condition
Ne´cessaire d’Optimalite´ du Premier Ordre) [48].
En optimisation globale, les me´thodes sont dites optimales (car elles retrouvent
la meilleure solution en ge´ne´ral) et les algorithmes utilise´s n’ont pas besoin a priori
de la de´rive´e, ce qui explique en partie leurs eﬃcacite´ en optimisation non diﬀe´ren-
tiable (surtout en cas de discontinuite´ des fonctions du proble`me). Ils sont plutoˆt
5. La direction de la plus grande descente correspond a` l’oppose´e de celle du gradient de la
fonction objectif dans le cas de minimisation.
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base´s sur un nombre e´leve´ d’e´valuation de la fonction couˆt sur un grand nombre de
points du domaine (admissible) du proble`me. Ensuite, le principe de base est d’or-
donner la distribution des valeurs de la fonctionnelle a` minimiser, puis de re´cupe´rer
les variables de controˆle re´alisant la valeur minimale. Ces algorithmes sont en ge´ne´-
ral de type se´paration-e´valuation (commune´ment connu sous l’appellation anglaise
Branch and Bound (B&B)), multi-start (qui consiste a` re´soudre avec un nombre
assez important de point a` l’aide d’algorithme d’optimisation local typiquement de
descente et choisir la meilleure solution selon le proble`me de minimisation consi-
de´re´), e´volutionnistes (tels que les algorithmes ge´ne´tiques, les colonies de fournis,
le recuit simule´,. . . ) [49, 50].
Bien que de plus en plus sophistique´s de nos jours, les algorithmes d’optimisa-
tion globale ne´cessitent beaucoup de temps de calcul et d’espace me´moire lors de
l’optimisation nume´rique. Cela rend quasi-impossible l’utilisation des algorithmes
d’optimisation globale sur des proble`mes de grandes tailles. De plus, hormis les
proble`mes d’optimisation line´aire, quadratique et convexe en toute ge´ne´ralite´, il
est tre`s diﬃcile de prouver l’existence d’optima globaux.
2.3 Optimisation Structurale
L’optimisation des structures tire ses origines des proble`mes purement me´ca-
nique du ge´nie civil, ou` elle fut de´veloppe´e pour la conception optimale des poutres
(de baˆtiments, de ponts,. . . ) soumis a` des charges. Les me´thodes d’optimisation
structurale peuvent eˆtre re´parties en 3 grandes classes, comme suit :
2.3.1 Optimisation de Dimensionnement
L’optimisation de dimensionnement/parame´trique consiste a` trouver les lon-
gueurs optimales, l’e´paisseur optimale, le diame`tre optimal d’une section trans-
versale d’un objet conside´re´. Cette classe d’optimisation est utilise´e en particulier
pour optimiser le nombre des membres d’une structure en treillis. Dans ce cas, elle
permet d’e´liminer les membres inutiles de la structure, voir la Figure 2.2. L’optimi-
sation de dimensionnement est par exemple utilise´e dans l’industrie d’automobile
pour optimiser les e´paisseurs des toˆles des carrosseries pour obtenir des ve´hicules
plus le´gers.
2.3.2 Optimisation de Forme
L’optimisation de forme/ge´ome´trique consiste a` trouver la ge´ome´trie spatiale
optimale d’un objet en faisant varier ses frontie`res. Ces variations de frontie`res
ne doivent pas modiﬁer la connexite´ initiale ; c’est-a`-dire que les formes initiales
et optimales de la structure doivent avoir le meˆme nombre de trous, voir la Fi-
gure 2.3. Cette contrainte de connexite´ re´duit fortement la classe des solutions
re´alisables. Chez les avionneurs, selon le type d’appareil l’allure ou` la forme de
base des ailes est souvent donne´es, l’optimisation ge´ome´trique permet par exemple
d’avoir des ailes plus ou moins plates/e´tire´es respectant un certain ae´rodynamisme
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Figure 2.2 – Optimisation de dimensionnement. Le design optimal comporte des
membres dont certains ont e´te´ supprime´s, ceux qui sont en pointille´s : (a` gauche)
design initial, (a` droite) design optimal.
aﬁn de minimiser la traine´e exerce´e sur le ve´hicule. En optimisation de forme, le
suivi de l’e´volution des frontie`res s’eﬀectue graˆce a` l’utilisation des fonctions ho-
me´omorphismes pour parame´trer le domaine de conception. Ces home´omorphismes
permettent de capturer des domaines a` topologie e´quivalente au cours du processus
d’optimisation nume´rique.
Figure 2.3 – Optimisation de forme ge´ome´trique. Les frontie`res en rouge sont
celles qui sont variables : (a` gauche) design initial, (a` droite) design optimal.
2.3.3 Optimisation Topologique
L’optimisation topologique e´tudie a` la fois la ge´ome´trie des objets et la fac¸on
dont les parties d’un objet sont connecte´es les unes aux autres. Il s’ensuit que
l’optimisation topologique des structures consiste a` chercher dans toutes les direc-
tions sans restriction explicite ou implicite, la meilleure re´partition des mate´riaux
constitutifs et la meilleure forme d’un objet. En ge´ne´ral, cette classe d’optimisation
structurale est la plus ﬂexible et ge´ne`re des designs optimaux qui n’ont pas d’e´qui-
valence topologique avec les designs initiaux correspondants, voir la Figure 2.4.
Dans tous les domaines d’application l’optimisation topologique permet d’obtenir
des solutions tre`s innovantes qu’un designer (aussi expe´rimente´ soit-il) ne saurait
faire intuitivement.
Dans cette the`se, on travaillera principalement sur l’optimisation topologique
notamment car elle est beaucoup plus ge´ne´rale. De plus, cette me´thode est capable
de nous fournir des formes ou des dimensions optimales des structures a` concevoir.
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Figure 2.4 – Optimisation de forme Topologique : (a` gauche) design initial avec
une distribution quelconque et homoge`ne de mate´riaux, (a` droite) design optimal
pre´sentant deux parties distinctes, une zone blanche qui de´signe le trou (ou vide)
et une zone en noir pour les points mate´riels.
C’est pourquoi, elle est aussi connue sous le nom d’optimisation de forme ge´ne´rali-
se´e [53]. De plus, e´tant donne´ que la topologie du domaine de conception change au
cours du processus d’optimisation, le choix d’un point de de´part en optimisation
topologique n’est pas aussi crucial qu’en optimisation de forme ou en optimisation
de dimensionnement (parame´trique).
Enﬁn, les conceptions base´es sur l’optimisation topologique oﬀrent un gain
e´norme en temps dans le processus de de´veloppement et une re´duction conside´-
rable du poids des pie`ces conc¸ues (en ge´ne´ral). Par exemple, en me´canique, pour
des proble`mes courants de conception, on peut estimer que les gains moyens de
performances vont, en optimisation de dimensionnement, de 5 a` 10% et, en opti-
misation de forme avec une topologie ﬁxe´e, de 10 a` 30%. Avec l’optimisation topo-
logique, on pense que les gains ge´ne´re´es peuvent aller de 40 a` 100% sur le crite`re
de performance (Duysinx, 1995-1996) [54]. Ainsi, en pratique dans la conception
de structures e´lectromagne´tiques, on peut penser que l’optimisation topologique
nous permettra d’aller au dela` des solutions empiriques base´es sur l’intuition et
l’expe´rience des inge´nieurs.
L’optimisation topologique requiert des outils d’analyse mathe´matiques spe´ci-
ﬁques notamment les espaces fonctionnels et les ope´rateurs diﬀe´rentiels. Dans les
paragraphes suivants sont brie`vement rappele´es ces quelques notions fondamen-
tales.
2.4 Outils d’Analyse : Espaces Fonctionnels et
Ope´rateurs Diﬀe´rentiels
L’analyse fonctionnelle traite des caracte´ristiques comportementales des objects
repre´sentatifs de la re´alite´ physique et des phe´nome`nes qui nous entourent. Elle
oﬀre les outils abstraits ne´cessaires pour de´ﬁnir, expliquer et justiﬁer de manie`re
rationnelle et rigoureuse les lois qui re´gissent les phe´nome`nes physiques, dont pour
ce qui nous inte´ressera, les phe´nome`nes d’e´lectromagne´tisme.
Dans cette section, on conside´rera un domaine Ω, une partie non vide et borne´ de
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Rn et de frontie`re ∂Ω.
2.4.1 De´ﬁnitions et Rappels
De´ﬁnition 2.3 La frontie`re ∂Ω de Ω est continue (resp. Lipschitz 6 de classe Ck,
avec k ∈ N) si pour tout point x de ∂Ω, il existe un voisinage Ox de x dans Rn et un
nouveau syste`me orthogonal de coordonne´es y = (y′, yn), avec y′ = (y1, . . . , yn−1)
tels que :
a) Ox est un hypercube dans le nouveau repe`re orthogonal :
Ox = {y; −ai < yi < ai, i = 1, . . . , n},
b) il existe une fonction φ continue (resp. Lipschitz de classe Ck), de´ﬁnie sur
O′ = {y; −ai < yi < ai, i =, . . . , n− 1},
et satisfaisant :
| φ(y′) |≤ an/2, ∀y′ ∈ O′,
Ω ∩ Ox = {y; yn < φ(y′)},
∂Ω ∩ Ox = {y; yn = φ(y′)}.
En d’autres termes, dans un voisinage du point x ∈ ∂Ω, l’ensemble Ω est en dessous
du graphe de φ et ∂Ω est le graphe de φ. Par conse´quent, si Ω est un ouvert avec
sa frontie`re ∂Ω Lipschitzienne : alors, Ω est d’un seul coˆte´ de ∂Ω autour de tout
point de ∂Ω (voir une illustration sur la Figure 2.5).
De´ﬁnition 2.4 Le domaine Ω est dit continu (resp. Lipschitz de classe Ck, avec
k ∈ N) si sa frontie`re ∂Ω est continue (resp. Lipschitz de classe Ck, avec k ∈ N).
Remarque 2.1 Sur la re´gularite´ du domaine
— Cette notion de re´gularite´ sur le domaine est particulie`rement importante
dans l’e´tude des EDPs. Des de´ﬁnitions 2.3 et 2.4, on en de´duit que les
domaines ayant un point de rebroussement ou une ﬁssure sont irre´guliers,
voir la Figure 2.5(b).
— Les domaines pre´sentant des coins droits comme les rectangles sont consi-
de´re´s comme re´guliers, voir la Figure 2.5(a). De manie`re ge´ne´rale, si Ω
est un ouvert convexe borne´, alors il est fortement Lipschitzien, une preuve
se trouve dans [55]. En particulier, dans nos applications nume´rique pour
le design des circuits magne´tiques, nous utiliserons des domaines rectangu-
laires.
D’autres types de domaines irre´guliers sont donne´s dans [56] et des de´tails supple´-
mentaires se trouvent dans les manuels de ge´ome´trie diﬀe´rentielle.
De´ﬁnition 2.5 (Espace des fonctions tests) Soit Ω un ouvert de Rn. L’espace
vectoriel des fonctions de classe C∞ (c’est-a`-dire continuˆment et inﬁniment de´ri-
vable) a` support compact dans Ω est note´ D(Ω), c’est l’espace des fonctions tests.
6. Rudolph Otto Sigismund Lipschitz (14 Mai 1832 - 7 Octobre 1903) : mathe´maticien Alle-
mand.
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Figure 2.5 – a) Domaine re´gulier dont celui de droite simplement continu et
Lipschitzien, et celui de gauche de Classe 1 ; b) Domaine irre´gulier pre´sentant des
singularite´s.
L’espace fonctionnel D(Ω) est fondamental en analyse notamment en the´orie des
distributions et pour la re´solution des EDPs. Il posse`de des proprie´te´s topologiques
tre`s inte´ressantes et essentielles pour beaucoup de preuves analytiques. De plus, il
est dense dans la plupart des espaces fonctionnels typiquement ceux de Lebesgue 7
et de Sobolev 8. On utilise ses e´le´ments pour approcher beaucoup de varie´te´s de
fonctions (exemple : les fonctions localement inte´grables) sans proble`me lie´ a` la
re´gularite´.
2.4.2 Espaces de Lebesgue et Espaces de Sobolev
En plus de l’espace des fonctions tests D(Ω), en analyse fonctionnelle, on a les
espaces de Lebesgue et les espaces de Sobolev qui furent de´veloppe´s avec la the´orie
des mesures, la the´orie des inte´grales et la the´orie des EDPs.
1. Les espaces de Lebesgue sont les espaces vectoriels fonctionnels, note´ par
Lp(Ω), pour p ∈ [1,+∞[ et de´ﬁnis par :
Lp(Ω) =
⎧⎨
⎩u : Ω −→ R, mesurable ;
∫
Ω
|u|pdΩ < ∞
⎫⎬
⎭ . (2.6)
Les espaces de Lebesgue munis de la norme ,
‖u‖p =
⎧⎨
⎩
∫
Ω
|u|pdΩ
⎫⎬
⎭
1
p
, ∀u ∈ Lp(Ω), (2.7)
7. Henri-Le´on Lebesgue (28 Juin 1875 - 26 Juillet 1941) : mathe´maticien Franc¸ais. Il est
reconnu pour sa the´orie d’inte´gration publie´e initialement dans sa dissertation Inte´grale, longueur,
aire a` l’universite´ de Nancy en 1902.
8. Sergue¨ı Lvovitch Sobolev (6 Octobre 1908 - 3 Janvier 1989) : mathe´maticien et physicien
atomique Russe. Il fut le premier a` introduire la notion de fonctions ge´ne´ralite´s et une version
abstraite de la notion classique de diﬀe´rentiation dans les anne´es 1935 (connues sous le nom des
distributions).
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sont des espaces de Banach 9.
2. Les espaces de Sobolev sont les espaces vectoriels, note´s Wm,p(Ω), pour
p ∈ [1,+∞[ et m ∈ N et de´ﬁnis par :
Wm,p(Ω) = {u ∈ Lp(Ω); ∂αu ∈ Lp(Ω), ∀|α| ≤ m, } , (2.8)
avec α = (α1, . . . , αn) un multi-indice de Nn de module |α| =
∑n
i=1 αi, et
la quantite´ diﬀe´rentielle partielle ∂αu (en ge´ne´ral au sens des distributions)
de´ﬁnie par :
∂αu =
∂|α|u
∂xα11 . . . ∂x
αn
n
. (2.9)
Les espaces de Sobolev sont des extensions aux de´rive´es partielles des fonc-
tions des espaces Lp(Ω). Ces espaces sont aussi des espaces de Banach pour
la norme suivante :
‖u‖m,p =
⎧⎨
⎩∑|α|≤m ‖∂αu‖pp
⎫⎬
⎭
1
p
, ∀u ∈ Wm,p(Ω). (2.10)
Lorsque p = 2, l’espace de Sobolev Wm,2(Ω) est ge´ne´ralement note´ par
Hm(Ω). Dans ce cas, l’espace Hm(Ω) est un espace de Hilbert 10 pour le
produit scalaire :
〈u, v〉Hm =
∑
|α|≤m
∫
Ω
∂αu . ∂αvdΩ, ∀u, v ∈ Hm(Ω). (2.11)
En particulier, l’espace L2(Ω), aussi appele´ l’espace des fonctions a` e´ner-
gie ﬁnie est un espace de Hilbert lorsqu’il est muni du produit scalaire
ci-dessous :
〈u, v〉2 =
∫
Ω
u . vdΩ, ∀u, v ∈ L2(Ω). (2.12)
Ce produit scalaire (2.12) et sa norme induite (voir (2.7)) seront note´s par
la suite sans indice.
Nous allons principalement utiliser les espaces L2(Ω) et H1(Ω) pour les calculs
inte´graux. Des analyses beaucoup plus e´labore´es sur ces espaces fonctionnels se
trouvent dans les travaux de R. Adams [57], de C. Zuily [58], et de H. Brezis [59, 60].
2.4.3 Ope´rateurs Diﬀe´rentiels
Les principaux ope´rateurs diﬀe´rentiels de l’analyse vectorielle sont du premier
ordre a` savoir l’ope´rateur gradient, l’ope´rateur divergence et l’ope´rateur rotationnel.
9. Stefan Banach (1892-1945) est un mathe´maticien Polonais. Ses travaux ont surtout porte´
sur l’analyse fonctionnelle dont il est l’un des fondateurs.
10. David Hilbert (23 Janvier 1862 - 14 Fe´vrier 1943) : mathe´maticien Allemand. Lors du
deuxie`me congre`s international des mathe´maticiens, tenu a` Paris en 1900, il pre´senta une liste de
23 proble`mes (appele´ par la suite « proble`mes de Hilbert ») qui tenaient jusqu’alors les mathe´-
maticiens en e´chec.
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2.4.3.1 Ope´rateur Gradient
De´ﬁnition 2.6 Soit f ∈ H1(Ω), le gradient de f note´ grad(f) est le vecteur
de´ﬁnie par :
grad(f) =
(
∂f
∂x1
, . . . ,
∂f
∂xn
)T
. (2.13)
Dans la litte´rature diﬀe´rentes notations 11 sont employe´es, dont les plus courantes
sont : ∇(f),
−→
∇ (f),
−→
grad(f). A l’ope´rateur gradient, on associe l’espace :
H(grad; Ω) =
{
f ∈ L2(Ω) | grad(f) ∈ (L2(Ω))n} . (2.14)
Sur H(grad; Ω), on de´ﬁnit le produit scalaire,
〈f, g〉H(grad;Ω) =
∫
Ω
f . gdΩ+
∫
Ω
grad(f) .grad(g)dΩ, ∀f, g ∈ H(grad; Ω), (2.15)
la norme induite est,
‖f‖H(grad;Ω) =
√√√√∫
Ω
|f |2dΩ +
∫
Ω
|grad(f)|2dΩ, ∀f ∈ H(grad; Ω). (2.16)
Ainsi, l’espace vectoriel (H(grad; Ω), 〈., .〉H(grad;Ω)) est un espace de Hilbert. On
remarque aussi que cet espace co¨ıncide exactement avec l’espace de SobolevH1(Ω),
ce qui restreint un peu son usage dans les calculs.
2.4.3.2 Ope´rateur Divergence
De´ﬁnition 2.7 Soit la fonction vectorielle f = (f1, . . . , fn) ∈ H1(Ω)n, la diver-
gence de f note´ div(f) est le champ scalaire de´ﬁni par :
div(f) =
∂f1
∂x1
+ . . .+
∂fn
∂xn
. (2.17)
Elle est couramment note´e par ∇ .(f).
On associe a` l’ope´rateur divergence l’espace vectoriel,
H(div; Ω) =
{
f ∈ L2(Ω)n | div(f) ∈ L2(Ω)} . (2.18)
Sur H(div; Ω), on de´ﬁnit le produit scalaire,
〈f , g〉H(div;Ω) =
∫
Ω
f . gdΩ +
∫
Ω
div(f) . div(g)dΩ, ∀f , g ∈ H(div; Ω), (2.19)
11. Les notations munies de ﬂe`ches en dessus sont ge´ne´ralement faite pour pre´ciser la nature
vectorielle des ope´rateurs. Dans ce me´moire, on pre´fe´rera utiliser la mention sans ﬂe`che.
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la norme induite est,
‖f‖H(div;Ω) =
√√√√∫
Ω
‖f‖2dΩ +
∫
Ω
(div(f))2dΩ, ∀f ∈ H(div; Ω). (2.20)
Ainsi, l’espace vectoriel (H(div; Ω), 〈., .〉H(div;Ω)) est un espace de Hilbert.
Remarque 2.2 Par de´ﬁnition, cet espace contient l’espace de Sobolev H1(Ω)
n
.
2.4.3.3 Ope´rateur Rotationnel
Dans cette sous-section, Ω est une partie de R3 ou de R2 (on pre´cisera si ne´ces-
saire selon ces deux cas).
De´ﬁnition 2.8 Soit la fonction vectorielle f = (f1, f2, f3) ∈ H1(Ω)3, le rota-
tionnel de f note´ rot(f) est le vecteur de´ﬁni par :
rot(f) =
(
∂f3
∂x2
− ∂f2
∂x3
,
∂f1
∂x3
− ∂f3
∂x1
,
∂f2
∂x1
− ∂f1
∂x2
)
. (2.21)
Le rotationnel est une quantite´ tensorielle tridimensionnelle. Il caracte´rise le mou-
vement de rotation local d’un champ de vecteur dans l’espace physique ; c’est-a`-dire
en 3D. Selon les auteurs et les domaines d’application, on trouve diﬀe´rentes nota-
tions de cet ope´rateur telles que : ∇× (f), rot(f),
−→
∇×(f), −→rot(f).
Au rotationnel, on associe l’espace vectoriel suivant,
H(rot; Ω) =
{
f ∈ L2(Ω)3 | rot(f) ∈ L2(Ω)3} . (2.22)
Sur H(rot; Ω), on de´ﬁnit le produit scalaire,
〈f , g〉H(rot;Ω) =
∫
Ω
f . gdΩ +
∫
Ω
rot(f) . rot(g)dΩ, ∀f , g ∈ H(rot; Ω), (2.23)
sa norme induite est,
‖f‖H(rot;Ω) =
√√√√∫
Ω
‖f‖2dΩ +
∫
Ω
‖rot(f)‖2dΩ, ∀f ∈ H(rot; Ω). (2.24)
Ainsi, l’espace vectoriel (H(rot; Ω), 〈., .〉H(rot;Ω)) est un espace de Hilbert.
2.4.3.4 Cas de la Dimension 2
Dans certains proble`mes physiques, on peut avoir a` e´tudier des objects ayant
un axe et/ou un plan de syme´trie ou des objects invariants selon une ou plusieurs
directions. Dans ces cas, au lieu de conside´rer toutes les directions de l’espace,
il apparaˆıt avantageux d’analyser ces proble`mes par rapport aux direction pre´-
sentant des variations importantes. Ceci est utile en e´lectromagne´tisme car cela
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permet de re´duire les complexite´s des proble`mes en terme de calculs analytiques
et de re´solution nume´rique. Les de´ﬁnitions des ope´rateurs diﬀe´rentiels s’e´tendent
facilement a` toutes les dimensions excepte´ l’ope´rateur rot(.) qui est plutoˆt spe´ci-
ﬁque a` la dimension 3. Aﬁn de le manipuler aise´ment par exemple en dimension 2
(en magne´tostatique, beaucoup de syste`mes peuvent se ramener en 2D et le plus
souvent le champ magne´tique est contenu dans un plan), il est impe´ratif d’adopter
les de´ﬁnitions, suivantes :
Soient Ω ⊂ R2,
1. Cas des fonctions scalaires : soit φ ∈ H1(Ω), dans la de´ﬁnition 2.8, en
prenant f = (f1, f2, f3) = (0, 0, φ), on obtient :
rot(f) =
(
∂φ
∂x2
,− ∂φ
∂x1
, 0
)
. (2.25)
Par la suite, avec l’isomorphisme suivant,
L2(Ω)× L2(Ω)× {0} ∼−→ L2(Ω)× L2(Ω), (2.26)
on peut alors de´ﬁnir l’ope´rateur rotationnel pour les fonctions de´ﬁnies sur
une partie de R2 et a` valeurs scalaires par :
rot(ϕ) =
(
∂ϕ
∂x2
,− ∂ϕ
∂x1
)
, ∀ϕ. (2.27)
2. Cas des fonctions bidimensionnelles : soit v = (v1, v2) ∈ H1(Ω)2, avec la de´-
ﬁnition 2.8, pour la fonction construite f = (f1, f2, f3) = (v, 0) = (v1, v2, 0),
on a :
rot(f) =
(
0, 0,
∂v2
∂x1
− ∂v1
∂x2
)
. (2.28)
Avec l’isomorphisme ci-dessous :
{0} × {0} × L2(Ω) ∼−→ L2(Ω), (2.29)
on peut alors de´ﬁnir l’ope´rateur rotationnel pour les fonctions vectorielles
2D de´ﬁnies sur une partie de R2 par :
rot(ψ) =
∂ψ2
∂x1
− ∂ψ1
∂x2
, ∀ψ = (ψ1, ψ2). (2.30)
Ces e´tudes distinctes ont permis de mettre en e´vidence les diﬃculte´s que l’on
peut rencontrer lorsque l’on utilise le rotationnel surtout en 2D. Dans les expres-
sions (2.27) et (2.30), on a note´ en « gras » et « normale » les formulations
e´quivalentes vectorielle et scalaire respectivement. Par la suite, on gardera cette
convention de notation. Dans ce cas les espaces de Hilbert de´die´s deviennent :
• Cas vectoriel,
H(rot; Ω) =
{
f ∈ L2(Ω) | rot(f) =
(
∂f
∂x2
,− ∂f
∂x1
)
∈ L2(Ω)2
}
. (2.31)
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• Cas scalaire,
H( rot; Ω) =
{
f = (f1, f2) ∈ L2(Ω)2 | rot(f) = ∂f
∂x2
− ∂f
∂x1
∈ L2(Ω)
}
.
(2.32)
Remarques 2.3 (Sur le rotationnel 12)
— L’espace H(rot; Ω) est e´gal a` l’espace de sobolev H1(Ω). En eﬀet ce sont des
espaces vectoriels, et en comparant les de´ﬁnitions (2.31) et (2.33) le re´sultat
s’ensuit.
H1(Ω) =
{
v ∈ L2(Ω) | ∂v
∂x2
,
∂v
∂x1
∈ L2(Ω)
}
. (2.33)
— Il est possible d’e´tendre la de´ﬁnition de l’ope´rateur rotationnel a` des dimen-
sions au-dela` de 3, en utilisant les produits tensoriels.
2.5 Description et Mise en Place de Mode`les de
Simulations
2.5.1 Mode`les 2D pour la Simulation et le Design des PEHs
La conception et l’e´tude d’un PEH met en paralle`le le design du circuit magne´-
tique et la ge´ne´ration du plasma. Ceci est duˆ en grande partie aux mode`les phy-
siques des plasmas dans lesquels le champ est conside´re´ constant et non modiﬁe´ par
le courant de Hall ge´ne´re´. Les mode`les du plasma s’appuient sur le mouvement des
particules (tels que les atomes, les ions, les electrons, les neutrons) dans la chambre
de de´charge et dans le faisceau plasmique ge´ne´re´. On utilise des approches ﬂuide
et/ou particules, base´es sur la re´solution de l’e´quation de Boltzmann 13, connue
dans litte´rature sous le nom de mode`le PIC (Particle-In-Cell). Au mode`le PIC on
associe le plus souvent une me´thode collisionnelle de Monte-Carlo (MCC : Monte
Carlo Collision). Cela permet de prendre en compte les inter-actions plasma-parois
ce´ramique, et donc l’e´rosion. Le premier mode`le hybride PIC-MCC a e´te´ propose´
par Fife et Martinez sous l’appellation HPHall (Hybrid-PIC Hall) [61]. Re´cemment
beaucoup d’autres codes de simulation hybride PIC (Hybride PIC : ions+ ﬂuide
d’e´lectrons) pour moteurs plasmiques ont aussi e´te´ propose´s notamment des ver-
sions ame´liore´es du HPHall incluant l’inte´gration de phe´nome`nes physiques inﬂuant
sur la performance des moteurs ioniques [62, 63, 64].
S’agissant du design du circuit magne´tique, il n’existe pas de mode`les de di-
mensionnement, ceci malgre´ le roˆle majeur que joue le champ magne´tique dans les
performances du propulseur. Comme cela a e´te´ dit dans le premier chapitre, un
mode`le analytique du fait de la non uniformite´ du champ dans le canal plasma et
du taux de fuite induit par la grandeur relative de l’entre-fer (canal plasma). La
12. On a de´cide´ de pre´senter un peu plus cet ope´rateur que les autres car il a un roˆle majeur
en e´lectromagne´tisme et son utilisation en 2D n’est pas imme´diate.
13. Ludwig Eduard Boltzmann (20 Fe´vrier 1844 - 5 Septembre 1906) : physicien et philosophe
Autrichien. Il est conside´re´ comme le pe`re de la physique statistique et adepte des the´ories de
l’existence des atomes.
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plupart des circuits magne´tiques que l’on utilise actuellement sont principalement
ceux propose´s par A. I. Morozov (depuis les anne´es 1960 pour les types SPTs) et
ses « de´rive´es » c’est-a`-dire ceux obtenus a` partir de ce mode`le mais empiriquement
(par exemple en faisant une homothe´tie).
Cependant, qu’il s’agisse du mode`le plasma et du circuit magne´tique le recours
a` des mode`les d’e´tude re´duits est majoritaire. L’hypothe`se simpliﬁcatrice commune
au mode`le plasma et a` la topologie magne´tique concerne l’homoge´ne´ite´ azimutale.
De ce fait, il est possible de se placer dans un domaine d’e´tude 2D.
Outre cette hypothe`se, dans le cas spe´ciﬁque de la mode´lisation du plasma,
d’autres hypothe`ses comple´mentaires interviennent [61, 62, 63, 64, 15, 65]. Pour la
conception du circuit magne´tique avec un mode`le re´duit 2D, on admettra la ge´o-
me´trie axisyme´trique du moteur de´ja` conside´re´e par R. Vilamot dans sa the`se [2].
Dans ce passage d’une structure non syme´trique a` une structure axisyme´trique, aﬁn
d’avoir une e´quivalence, il est ne´cessaire de remplacer les e´le´ments non invariant
par rotation autour de l’axe principal du moteur (bobines, noyaux magne´tiques la-
te´raux) par des e´le´ments ayant cet axe comme axe de re´volution, voir la Figure 2.6.
De plus ample de´tails sur ce passage se trouve dans [2].
Figure 2.6 – Passage d’une structure quasi axisyme´trique a` une structure re´elle-
ment axisyme´trique et la section 2D correspondante (a` optimiser).
Par la suite dans notre mode`le, on utilisera une section plane (surfacique) du
propulseur, la cartographie magne´tique du ﬂux conside´re´e est alors celle dispo-
nible dans l’entre-fer ou` se loge le canal plasma. La Figure 2.7 montre un quart
d’un propulseur avec sa section repre´sentant la surface a` optimiser. Il est a` noter
qu’une simulation 3D est souvent ne´cessaire en « post-processing » aﬁn de valider
l’approche et de corriger certains e´carts 14 induits par les transformations ge´ome´-
triques eﬀectue´es. En particulier la re´solution autour de l’axe pourra modiﬁer le
volume de la structure 3D lorsque l’on e´tude la section plane dans un syste`me de
coordonne´es carte´siennes au lieu d’un syste`me de coordonne´es de polaire (qui peut
conserver le volume cylindrique par rotation autour de l’axe de re´volution), voir
les Figures 2.6 et 2.7.
Remarque 2.4 Dans ce qui suit, on notera les vecteurs champs magne´tique et
e´lectrique
−→
B et
−→
E simplement par B et E respectivement aﬁn d’alle´ger les e´cri-
tures.
14. Par exemples les performances the´oriques du PPPS-1350 e´taient supe´rieures a` celles obte-
nues dans l’espace lors de la mission SMART-1.
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Figure 2.7 – Un quart du moteur ionique, utilise´ pour les simulations nume´riques
3D avec des sections transversales, dont une surface sera optimise´e.
2.5.2 Mode´lisation des Phe´nome`nes Electromagne´tiques
L’e´lectromagne´tisme est l’e´tude des champs e´lectromagne´tiques, leurs variations
temporelles et spatiales, et leur interaction sur les particules charge´es e´lectrique-
ment. Dans le Chapitre 1, on a montre´ l’action du champ e´lectromagne´tique avec
la dynamique des particules charge´es. Dans la formulation du proble`me d’optimi-
sation visant a` dimensionner le circuit magne´tique, il est ne´cessaire de re´pertorier
les e´quations relatives a` la physique du dispositif. En notant ρe´l
15 et J, la densite´
de charge e´lectrique et la densite´ de courant respectivement, la forme locale des
e´quations de Maxwell dans un milieu donne´ est :
• L’e´quation de Maxwell-Faraday :
rot(E) +
∂B
∂t
= 0. (2.34)
• L’e´quation de Maxwell-Ampe`re :
rot(H)− ∂D
∂t
= J. (2.35)
• L’e´quation de Maxwell-Gauss (magne´tique) :
div(B) = 0. (2.36)
• L’e´quation de Maxwell-Gauss (e´lectrique) :
div(D) = ρe´l. (2.37)
15. ρe´l est la densite´ de charge e´lectrique, a` ne pas confondre avec ρ dont utilisera par suite
pour la densite´ de mate´riaux.
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Avec :
• H : le vecteur induction magne´tique,
• D : le vecteur de´placement e´lectrique.
Pour permettre une mode´lisation comple`te des phe´nome`nes, on introduit les
lois constitutives qui caracte´risent le comportement des milieux qui conduisent ces
ondes e´lectromagne´tiques, ainsi que la loi d’Ohm qui lie le courant J au champ E :⎧⎪⎨
⎪⎩
D = εE,
B = μH,
E =
1
σ
J.
(2.38)
∗ ε = ε0εr est la permittivite´ die´lectrique absolue ; avec εr et ε0 (sa valeur est
estime´e a` 1/(36π×109)F/m) la permittivite´ relative du milieu et la permit-
tivite´ du vide respectivement.
∗ μ = μ0μr est la perme´abilite´ magne´tique absolue ; avec μ0(= 4π×10−7H/m)
et μr la perme´abilite´ relative du milieu/mate´riau et la perme´abilite´ du vide
respectivement.
∗ σ est la conductivite´ e´lectrique du mate´riau.
Les e´quations (2.34) - (2.38) peuvent eˆtre non-line´aires ou anisotropes. Dans ce
cas, les parame`tre caracte´ristiques ε, μ et σ sont des quantite´s tensorielles [66, 67].
Dans ces travaux, on se placera principalement dans le cas des milieux line´aires et
isotropes pour les simulations nume´riques. Il est possible de mode´liser le proble`me
de conception des PEHs en utilisant les mate´riaux ferromagne´tiques non sature´s car
en pratique le champ magne´tique requis par ces moteurs plasmique est de quelques
centaines de Gauss.
On travaillera aussi en re´gime permanent 16 qui sont des re´gimes ou` les va-
riations temporelles des termes sources du champ sont nulles. En eﬀet, dans ces
re´gimes aussi dits statiques, on obtient un de´couplage des phe´nome`nes e´lectriques
caracte´rise´s par les champs E et D ayant pour source la densite´ de charge ρe´l, et
pour source magne´tique des champs B et H la densite´ de courant J, tout ceci est
donne´ par les e´quations de Maxwell [67, 68]. Ainsi, on pourra faire uniquement de
manie`re se´pare´e une approche e´lectrostatique ou une approche magne´tostatique du
proble`me e´tudie´. En ce qui concerne le de´veloppement architectural des propulseurs
de Hall, le phe´nome`ne pre´ponde´rant est le magne´tisme.
2.5.2.1 Cas de la Magne´tostatique
En magne´tostatique, les termes comportant une de´rivation par rapport au
temps sont ne´glige´s. Les e´quations e´tudie´es dans ce cas sont les suivantes :
rot(H) = J, div(B) = 0, et B = μH. (2.39)
16. Cela est une des caracte´ristiques principales des moteurs plasmiques e´tudie´s dans mes tra-
vaux, c’est ainsi qu’ils sont aussi appele´s PPS (Propulseur a` Plasma Stationnaire).
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Pour mener a` bien le calcul des grandeurs magne´tiques, on introduit le poten-
tiel vecteur A. L’existence d’un tel potentiel est justiﬁe´ par l’e´quation de Max-
well (2.36) et par la topologie du domaine conside´re´. Par ailleurs, si le domaine est
connexe, et que le champ magne´tique est nul 17 au niveau des frontie`res avec la rela-
tion (2.36), on de´montre l’existence d’un potentiel vecteur A ve´riﬁant rot(A)=B,
voir [69]. En ce qui concerne son unicite´, physiquement on peut ajouter une condi-
tion de jauge telle que la jauge de Coulomb (div(A) = 0), ou on peut aussi ajouter
une condition aux limites surA. Sans perte de ge´ne´ralite´, on ajoutera une condition
aux limites de type Dirichlet homoge`ne sur le potentiel vecteur, voir la Figure 2.10.
Ce choix se justiﬁe en pratique, par le de´sir d’imposer des champs nuls a` l’inﬁni.
2.5.2.2 Utilisation des Aimants Permanents
Dans notre mode`le, nous pouvons eˆtre amene´s a` introduire les aimants per-
manents pour 2 raisons. D’une part l’utilisation des aimants permanents peut
contribuer a` re´duire signiﬁcativement le volume et la masse du circuit magne´tique.
D’autre part, l’analyse de la sensibilite´ de notre mode`le d’optimisation se fera par
l’utilisation de la Me´thode dite de la Variable Adjointe (MVA), et cela ne´cessitera
l’introduction d’un nouveau syste`me (dit e´tat adjoint) dont la source d’e´nergie pro-
vient d’un pseudo-aimant. Ce qui donne un sens fondamental (au moins the´orique)
a` la prise en compte d’aimants permanents dans notre mode`le d’e´tude. Par ailleurs,
en ce qui concerne l’application physique pour les PEHs, des travaux re´cents sur
le design des propulseurs sugge`rent de´ja` de remplacer en partie ou entie`rement les
e´lectroaimants par des aimants permanents [70, 71, 72].
L’aimant permanent est caracte´rise´ par une aimantation note´ M et de´ﬁni par
le moment magne´tique par unite´ de volume du mate´riau. Cette aimantation M
est lie´e au champ magne´tique H par la susceptibilite´ magne´tique 18 χ a` travers
la relation M = χH. Finalement, avec les conventions de Sommerfeld 19 et de
Kennelly [66, 73, 74], on obtient la relation constitutive qui lie les champs B, H et
M comme suit :
B = μ(H+M) (2.40)
Dans un milieu aimante´, ces quantite´s vectorielles magne´tiques sont oriente´es diﬀe´-
remment. Une illustration graphique de leur orientation en un point P d’un milieu
magne´tise´ par un aimant est donne´ sur la Figure 2.8 (voir [74]).
En tirant l’intensite´ du champ magne´tique H dans l’e´quation (2.40) et en le
remplac¸ant dans l’e´quation de Maxwell-Ampe`re (cas statique), on obtient :
rot(νB−M) = J, (2.41)
17. Dans notre cas, cette condition est ve´riﬁe´e car on impose une topographie de champ magne´-
tique nulle dans les voisinages lointains du ve´hicule spatial (sinon il y a fort risque de proble`mes
de compatibilite´ magne´tique avec d’autres composantes e´lectromagne´tique de la navette spatiale
ou de proble`mes d’interfe´rence avec d’autres objects fortement magne´tise´s dans l’espace tels que
les de´bris d’autres engins spatiaux).
18. C’est l’e´quivalent de la perme´abilite´ magne´tique. En eﬀet, on a : B = μH et M = χH.
19. Arnold Johannes Wilhelm Sommerfeld (5 De´cembre 1868 - 26 Avril 1951) : physicien the´o-
ricien Allemand.
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Figure 2.8 – Re´presentation des vecteurs champs du champ B, H et M pour un
milieu magne´tise´ uniforme´ment par un aimant permanent.
ou` : ν = 1
μ
est la re´luctivite´ magne´tique.
Compte tenu de la line´arite´ des ope´rateurs diﬀe´rentiels, en de´veloppant l’ex-
pression a` gauche de la relation (2.41), on exprime rot(M), que l’on posera e´gal a`
JM. Cette quantite´ JM est un courant de magne´tisation Ampe´rien caracte´ristique
du milieu magne´tise´ [74], aussi appele´ courant de polarisation magne´tique. JM
de´signe le courant contributif de l’aimant, source naturelle du champ magne´tique.
2.5.2.3 Re´duction a` la Dimension 2 des Champs Magne´tostatiques
La conse´quence naturelle du passage des ge´ome´tries complexes aux ge´ome´tries
classiques (ayant des syme´tries et des directions d’invariance) est la re´duction des
variations majeures dans certaines composantes des champs magne´tiques, rendant
relativement simple leur de´termination. Ainsi, ce paragraphe comple`te celui de la
sous-section 2.5.1, pour la conside´ration 2D des champs dans un repe`re associe´ a` la
section plane conside´re´e. On choisira un repe`re carte´sien 20(x, y), voir les ﬁgures 2.6
et 2.7.
Dans la re´alite´ physique, la conside´ration 2D des e´quations de Maxwell correspond
a` la situation ou` le champ e´lectromagne´tique est invariant par translation dans la
direction z. On peut aussi penser a` des champs cre´e´s par des particules charge´es
qui se de´placent seulement dans des plans paralle`les (x, y). En ce qui concerne
la conﬁguration magne´tique des PEHs, on aura le vecteur champ B = (Bx,By)
principalement radial donc tre`s important dans la direction (x), le vecteur champ
e´lectrique E = (Ex,Ey) essentiellement axial ; c’est-a`-dire important dans la direc-
tion (y) notamment dans l’entre-fer. Dans ce cas, on a les e´quivalences suivantes :
∗ pour la densite´ de courant :
J = (0, 0, J(x, y)) ≡ J(x, y). (2.42)
20. Dans la litte´rature d’autre choix de re´fe´rentiel sont faits tels que (θ, r), (r, z), (r, x).
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∗ pour le potentiel vecteur :
A = (0, 0, A(x, y)) ≡ A(x, y). (2.43)
∗ pour le champ magne´tique B = rot(A) :
B =
(
∂A
∂y
,−∂A
∂x
, 0
)
≡
(
∂A
∂y
,−∂A
∂x
)
. (2.44)
∗ L’e´quation magne´tostatique de Maxwell-Ampe`re (2.41) devient alors :
−∇× [νB(A)−M] + J = 0 (2.45)
Dans l’e´quation (2.45), on a :
1. associe´ la direction du champ magne´tique B a` l’ope´rateur rot(.). En
eﬀet, on travaillera dans les cas ou` l’existence du potentiel vecteur est
toujours ve´riﬁe´e.
2. note´ l’ope´rateur rot(.) par ∇× (.) pour simpliﬁer la distinction entre le
cas ou` l’argument de l’ope´rateur rotationnel est une fonction vectorielle
du cas ou` celui-ci est une fonction scalaire.
Ainsi, on vient de donner les hypothe`ses et de´ﬁnir les bases sur lesquelles, on
formulera le proble`me de conception comme la re´solution d’un proble`me inverse
par de l’optimisation topologique.
2.5.3 Proble`me Inverse en Magne´tostatique
Les proble`mes directs sont ceux dont les causes (ou les entre´es) sont connues ou`
les eﬀets (ou les sorties) seront a` de´terminer. Pour les proble`mes inverses, on a une
connaissance des eﬀets/sorties souhaite´s et le but est de trouver les causes/entre´es
capables de les produire. Ramene´ a` la conception du circuit magne´tique du PEH,
le proble`me a` re´soudre est typiquement un proble`me inverse. A partir d’une topo-
logie magne´tique de champ requise dans le canal plasma (entrefer magne´tique), il
s’agit alors de de´ﬁnir la topologie et la ge´ome´trie des pie`ces ferromagne´tiques, la
disposition des bobines et les densite´ de courant associe´es.
Pour re´soudre ces proble`mes inverses, il existe deux approches principales : une
approche empirique (par « essaie-erreur »), et une approche par optimisation ma-
the´matique. La premie`re approche, peut-eˆtre la plus ancienne 21, consiste en une
re´solution empirique ite´rative ou manuelle du proble`me direct (correspondant au
proble`me inverse e´tudie´). A chaque e´tape de la re´solution avec cette approche, on
compare les performances (ou valeurs caracte´ristiques) obtenues avec celles impo-
se´es, jusqu’a` atteindre une approximation acceptable en se basant par exemple
sur une pre´cision ﬁxe´e des calculs. Cette me´thode est dite empirique et ne´cessite
des connaissances assez pre´cises et pointues en ce qui concerne le dispositif consi-
de´re´. En conse´quence, on peut penser que cette me´thode est plutoˆt re´serve´e aux
inge´nieurs experts dans le domaine.
21. L’approche empirique est la plus utilise´e pour le design des circuits magne´tiques des PEHs
de nos jours.
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Dans ces travaux, on formulera le proble`me de conception de circuit magne´tique
a` l’aide d’approche d’optimisation topologique [2, 75, 76, 77]. Dans notre proble`me :
1. L’objectif est constitue´ de la cartographie d’un champ magne´tique impose´
dans l’entrefer. Si besoin, cet objectif peut aussi eˆtre constitue´ a` partir de
points situe´s sur l’axe du canal plasma et/ou sur le plan de sortie et dans
leurs voisinages imme´diats.
2. Les contraintes : elles sont divise´es en deux cate´gories :
— analytique : les e´quations aux de´rive´es partielles (EDPs) magne´tosta-
tique de Maxwell (typiquement l’e´quation (2.45)),
— physique : les ge´ome´tries, les dimensions, le poids/volume du moteur.
Cela donne la possibilite´, d’avoir un peu de controˆle sur les solutions
attendues et permet d’exclure les solutions trop triviales (tel que le do-
maine de conception vide de mate´riau ou inversement un domaine de
conception rempli d’un mate´riau).
3. Les parame`tres de conception (variables) : la distribution des sources de
champ (densite´s de courant) note´ J(x, y) et l’aimant permanent M(x, y), et
la distribution de mate´riaux ferromagne´tiques doux de perme´abilite´ magne´-
tique μ(x, y) (valeurs donne´es dans un repe`re spatial 2D). On regroupe ces
quantite´s dans un vecteur p (= {J,μ,M}) qui sera le parame`tre de controˆle
du proble`me. En eﬀet, notre approche est base´e sur la determination de la
distribution optimale des mate´riaux dans le domaine de conception. Ces pa-
rame`tres sont caracte´ristiques des mate´riaux utilise´s pour le design, le prin-
cipe de re´solution revient donc a` de´terminer en chaque point du domaine
conside´re´ les valeurs des parame`tres constitutifs des mate´riaux et sources
utiliser pour la conception.
4. L’utilisation d’une me´thode d’optimisation structurale topologique requiert
la discre´tisation du domaine d’e´tude (pour l’imple´mentation nume´rique) et
la re´solution des e´quations magne´tostatiques par des logiciels de simulation
par e´le´ments ﬁnis.
Le processus global de re´solution a` l’aide de l’approche dite « exacte » (compa-
rativement a` celle empirique) est re´sume´s a` la Figure 2.9.
2.5.4 Formulation du Proble`me
Soit Ω une partie borne´e de R2, le domaine de conception conside´re´. Il est
subdivise´ en 3 types de sous-domaines a` savoir : (i) la zone cible ou zone de mesure
ΩT
22 ou` la topographie du champ magne´tique est ﬁxe´e. Cette valeur connue du
champ magne´tique est note´e B0. En pratique, cette zone cible se caracte´rise par un
ensemble de donne´es regroupant les points ge´ome´triques P(x, y) du domaine global
Ω qui appartiennent a` ΩT et les composantes (B0x,B0y) du champ magne´tique
B0 associe´ a` la topographie magne´tique souhaite´e (en ces points P(x, y) ∈ ΩT) ;
(ii) les zones variables Ωv(J), Ωv(μ) et Ωv(M) correspondant aux re´gions de Ω ou`
la densite´ de courant J , la perme´abilite´ magne´tique μ et l’aimant permanent M
22. Dans ΩT, l’indice T est pour le terme anglais « Target » qui signiﬁe cible/objective.
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Figure 2.9 – Re´solution me´thodologique du proble`me inverse d’e´lectromagne´tisme
pour la conception optimale de circuits magne´tiques de´die´es a` la propulsion e´lec-
triques, avec une approche d’optimisation topologique par la distribution optimale
de mate´riaux.
sont variables. Comme le parame`tre de conception p, l’union des zones variables
forment la zone variable totale Ωv ; (iii) les zones pre´de´ﬁnies ge´ome´triquement et
dont la composition en terme de mate´riau et de source reste inchange´e au cours
du processus de conception (c’est-a`-dire que ces zones sont topologiquement ﬁxes).
Ces diﬀe´rents sous-domaines sont repre´sente´s sur la Figure 2.10.
Enﬁn, sur le potentiel vecteur A, on impose une condition de Dirichlet 23 homo-
ge`ne sur la frontie`re ∂Ω du domaine (cette hypothe`se est acceptable car la frontie`re
du domaine Ω est loin de la zone d’inte´reˆt ΩT). La fonction objectif F sera l’er-
reur quadratique entre le champ B0 et celui calcule´ B(A) dans le domaine ΩT. Le
proble`me d’optimisation peut-eˆtre formule´ comme suit :
(℘)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
p
F (p) =
∫
ΩT
‖B(A)−B0‖2dΩ, (2.46)
s.c. :
−∇× [ν(p)B(A)−M(p)] + J(p) = 0, dans Ω, avec A|∂Ω = 0, (2.47)
p ∈ P :=
{
p ∈ L∞(Ω) : pmin ≤ p ≤ pmax,
∫
Ωv
pdΩ = V0
}
, (2.48)
avec :
23. Johann Peter Gustav Lejeune Dirichlet (13 Fe´vrier 1805 - 5 Mai 1859) : mathe´maticien
Allemand. Il fut le professeur de Riemann (Georg Friedrich Bernhard Riemann : 17 Septembre
1826 - 20 Juillet 1866).
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• pmin et pmax les bornes infe´rieures et supe´rieures de la variable p,
• V0 un volume limite ﬁxe´.
• ‖B − B0‖2 = |Bx − B0x|2 + |By − B0y|2, avec Bx et By les composantes
carte´siennes du champ magne´tique B(A) := B.
Le proble`me (℘) est pre´sente´ sous une forme continue. Ge´ne´ralement, on choi-
sit plutoˆt une formulation initiale discre`te, ce qui peut camouﬂer certains pro-
ble`mes lie´s a` la re´gularite´ des fonctions, conduisant a` des singularite´s lors de la
re´solution nume´rique. Avec le vecteur potentiel A qui est une fonction de p, des
techniques proches de celles utilise´es en the´orie de controˆle optimal pourront eˆtre
employe´es pour les calculs diﬀe´rentiels de la fonction objectif F . Ainsi, A sera
aussi conside´re´e comme une variable d’e´tat associe´e au syste`me primal de´ﬁni par
l’e´quation (2.47). En eﬀet, ce proble`me e´tant de´ﬁni implicitement en fonction de
la variable de conception p, les me´thodes classiques ne peuvent permettre l’obten-
tion de son gradient qui est fondamental en optimisation, en particulier pour notre
code d’optimisation utilisant des algorithmes de descente. On notera par Dadm, le
domaine admissible de (℘), donne´ par :
Dadm =
{
p ∈ P | ∃A ∈ H10(Ω) et h(p, A) = 0
}
, (2.49)
avec :
• l’espace de Dirichlet homoge`ne H10(Ω), de´ﬁni par :
H10(Ω) =
{
f ∈ H1(Ω) | f|∂Ω = 0
}
. (2.50)
• la fonction h est donne´e par :
h(p, A) = −∇× [ν(p)B(A)−M(p)] + J(p). (2.51)


Figure 2.10 – Subdivision du domaine pour l’optimisation topologique.
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2.5.5 Existence de Solutions pour le Proble`me de Design
Comme pour tout proble`me, on doit ve´riﬁer que Dadm contient au moins un
e´le´ment. D’abord, concernant la variable de conception p, l’admissibilite´ d’un pa-
rame`tre de conception de´pend de l’ensemble de base P qui fait intervenir la valeur
du volume impose´ V0. En eﬀet, un mauvais choix de cette valeur peut impliquer des
diﬃculte´s a` trouver des formes topologiques ade´quates pour Ωv, pouvant satisfaire∫
Ωv
pdΩ = V0. En pratique, il est possible d’analyser le proble`me avec plusieurs
V0, ce qui peut servir aussi a` ame´liorer l’encombrement en noyau magne´tique des
anciens circuits en re´duisant leurs volumes initiaux. Autrement, on transforme la
contrainte en ine´galite´ dans P , et dans ce cas on obtient un domaine plus vaste.
L’approche the´orique avec l’ine´galite´ reste quasi-identique au mode`le pre´ce´dent.
Pour P = ∅, et un vecteur p de P , on doit re´soudre l’EDP de Maxwell, h(p, A) =
0, pour avoir le potentiel A. Comme les fonctions ν, M, J sont borne´es, avec le
the´ore`me de Lax-Milgram 24, on montre l’existence et l’unicite´ de la solution pour ce
proble`me [58, 59, 60, 69]. Ainsi, l’ensemble Dadm sera non vide. Il reste maintenant
a` examiner l’existence de solutions re´alisables et inte´ressantes pour le concepteur.
Enﬁn, bien que l’on travaille sur un domaine re´alisable, (℘) de´rive d’ un pro-
ble`me inverse, et il est connu qu’en toute ge´ne´ralite´, ces proble`mes sont mal-
pose´s [75, 78, 79, 80]. La notion de proble`me bien-pose´ est un concept mathe´matique
introduit par Hadamard 25 comme suit, un proble`me (ou mode`le) est bien-pose´ si et
seulement si, les conditions suivantes sont satisfaites : (i) l’existence de solution,
(ii) l’unicite´ de la solution, (iii) la stabilite´ du mode`le (la de´pendance de fa-
c¸on continue par rapport aux donne´es dans le cadre d’une topologie raisonnable).
Pour les proble`mes inverses de conception magne´tostatique, il est tre`s de´licat de
garantir l’existence propre meˆme d’une solution pour la performance/champ im-
pose´. De plus, une des spe´ciﬁcite´s des syste`mes magne´tiques est la non unicite´ des
donne´s d’entre´es pour une sortie ﬁxe´e. Ainsi a` titre d’exemple, s’agissant du cir-
cuit magne´tique du PEH, l’e´quivalence courant ↔ aimant induit indubitablement
qu’il est possible de trouver un noyau d’aimant permanent qui ge´ne`re la meˆme
conﬁguration magne´tique qu’une distribution de densite´ de courant traversant les
bobines (voir les de´tails donne´s dans la sous-section 2.5.2.2). De plus, (℘) est tre`s
sensible aux perturbations des parame`tres de conception. En eﬀet, une petite mo-
diﬁcation des valeurs des sources de champ magne´tiques J et M peut entraˆıner
des variations importantes de l’intensite´ du champ. En revanche, pour des classes
de mate´riaux ﬁxe´es (mate´riaux ferromagne´tiques doux ou durs), une variation des
proprie´te´s du milieux μ (ou ν) n’implique pas de modiﬁcations signiﬁcatives sur la
conﬁguration magne´tique du dispositif, on a une certaine stabilite´ par rapport a`
ce parame`tre (voir aussi d’autres de cas de faible stabilite´ ou de stabilite´ partielle
en e´lectromagne´tisme dans [75]). A fortiori, le proble`me d’optimisation (℘) est non
24. The´ore`me fondamental en EDP, du nom de :
— Peter Lax (1er Mai 1926 a` Budapest - . . . ) est un mathe´maticien Hongrois de nationalite´
Ame´ricaine,
— Arthur Norton Milgram (3 Juin 1912 - 30 Janvier 1961) est un mathe´maticien Ame´ricain.
25. Jacques Salomon Hadamard (8 De´cembre 1865 - 17 Octobre 1963) : mathe´maticien Franc¸ais.
Il est connu pour ses travaux en the´orie des nombres et en cryptologie.
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convexe.
Ainsi, on montre a` quel point le proble`me (℘) peut-eˆtre diﬃcile a` re´soudre. Aﬁn
de trouver des solutions approchant au mieux la cartographie magne´tique cible B0,
on choisit des techniques qui permettent si possible d’atteindre des optima locaux
a` de´faut d’avoir un optimum global.
Dans l’optique de re´soudre le proble`me (℘), nous avons privile´gie´ l’utilisation
des algorithmes de descente, par conse´quent une information du premier ordre de la
fonction couˆt est capitale. Ces algorithmes sont en eﬀet assez puissants nume´rique-
ment pour trouver des solutions optimales. Et cela, en un temps-CPU relativement
court meˆme pour des proble`mes de grande taille (comparativement aux autres al-
gorithmes nume´riques tels que ceux sans calcul de de´rive´es).
2.5.5.1 Analyse de la Sensibilite´ du Proble`me
En optimisation topologique, la sensibilite´ du proble`me mesure les variations du
crite`re par rapport aux parame`tres de conception. Ces parame`tres de conception
de´pendent e´videmment du proble`me e´tudie´ : (a) en optimisation de dimensionne-
ment, ce sont les dimensions ge´ome´triques ; (b) en optimisation de forme, ce sont
les frontie`res ; (c) en optimisation topologique par la distribution de matie`re, ce
sont les proprie´te´s des sources et des mate´riaux (cela prend la forme de de´rivation
par rapport au domaine car c’est a` travers les proprie´te´s mate´rielles que l’on fait
la subdivision du domaine). Ainsi, la de´ﬁnition suivante en de´coule :
De´ﬁnition 2.9 La sensibilite´ du proble`me (P) est la de´rive´e de F par rapport aux
parame`tres de conception p˜ ; elle est de´ﬁnie par :
lim
ζ→0
F (p˜+ ζ)− F (p˜)
‖ζ‖ . (2.52)
Lorsqu’elle existe et est ﬁnie, cette de´rive´e sera note´e par ∇pF (p˜) ou F ′(p˜) (de´ri-
ve´es en la variable p˜).
Il existe plusieurs me´thodes pour calculer la sensibilite´ d’un proble`me. Parmi
ces me´thodes, nous avons : 1) la Me´thode de la Variable Adjointe (MVA) [75,
81, 82, 83, 84, 85], 2) la me´thode de l’e´nergie mutuelle [86], 3) le the´ore`me de
Tellegen 26 [87]. En ge´ne´ral, lorsque l’on dispose d’un mode`le discret, la sensibilite´
se calcule directement a` partir des e´quations alge´briques de´ﬁnissant le mode`le.
L’approche MVA reste tout de meˆme la plus populaire pour le calcul des gradients
surtout pour les proble`mes implicites a` partir des contraintes EDPs. C’est aussi
cette me´thode que nous allons utiliser pour de´terminer le gradient topologique de
F . On obtient le re´sultat suivant :
Proposition 2.1 Le gradient Topologique de (℘) est donne´ par :
∂F
∂p
=
∫
Ω
[
∂J
∂p
λ+
∂M
∂p
B(λ)− ∂ν
∂p
B(A)B(λ)
]
dΩ, (2.53)
26. Bernard DH Tellegen (24 Juin 1900 - 1930 Aouˆt 1990) : Ne´erlandais inge´nieur e´lectricien
et inventeur de la pentode et du gyrateur.
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ou` la fonction λ ∈ H10(Ω) est solution du proble`me suivant :
∇× [νB(λ)−Ma1ΩT ] = 0 dans Ω avec Ma = 2[Bx−B0x,By −B0y]. (2.54)
avec : 1ΩT la fonction indicatrice de la zone de mesure ΩT, voir Figure 2.10 (rappel :
1ΩT = 1 sur ΩT et 0 ailleurs).
La fonctionnelle λ est appele´e variable adjointe (a` la variable primale A) et so-
lution d’un syste`me adjoint (2.54) (au syste`me primal (2.47)) aussi appele´ e´tat
adjoint (notamment en the´orie de controˆle) ou multiplicateur de Lagrange pour la
contrainte EDPs de (℘) (en optimisation avec contraintes non line´aires).
Pour e´tablir la preuve de la proposition 2.1, on aura besoin du the´ore`me suivant :
The´ore`me 2.1 Soit Ω une partie Lipschitz de Rn. La formule de Green 27 dans
l’espace fonctionnel associe´ a` l’ope´rateur rotationnel s’e´crit :
 pour n = 3, on a : ∀ v,u ∈ H(rot; Ω),∫
Ω
rot(v) .udΩ−
∫
Ω
v . rot(u)dΩ =
∫
∂Ω
v × η .ud∂Ω , (2.55)
 pour n = 2, on a : ∀ v ∈ H(rot; Ω), ∀u ∈ H1(Ω),∫
Ω
rot(v).udΩ−
∫
Ω
v . rot(u)dΩ =
∫
∂Ω
v . τ .ud∂Ω , (2.56)
avec η et τ les vecteurs unitaires respectivement normal et tangent a` la
frontie`re ∂Ω, voir la Figure 2.11
Preuve: Voir les The´ore`me 2.11 [69] et The´ore`me 3 [77].
Maintenant, on peut commencer la preuve de la proposition 2.1.
Preuve: La preuve se fait en 3 e´tapes :
1. Calcul du Lagrangien :le Lagrangien note´ L aussi appele´ fonction objectif
augmente´e associe´e au proble`me (℘), peut-eˆtre de´ﬁnie par la somme de F
et d’une formulation faible (variationnelle) de l’e´quation de Maxwell (2.47).
Ainsi, pour tout (p, A, λ) ∈ L∞(Ω)×H10(Ω)×H10(Ω)
L(p, A, λ) = F (p) +
∫
Ω
λh(p, A)dΩ. (2.57)
27. George Green (14 Juillet 1793 - 31 Mai 1841) : physicien Britannique. Il a contribue´ au de´ve-
loppement d’outils d’analyse mathe´matique pour l’e´lectromagne´tisme (notamment les fonctions
potentielles ou les fonctions de Green).
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En utilisant la technique d’inte´gration par parties donne´e au the´ore`me 2.1
et en se rappelant que B(A) = rot(A), alors pour tout λ ∈ H10(Ω)∫
Ω
λh(p, A)dΩ =
∫
Ω
[−∇× (νB(A)−M) + J ]λdΩ ,
=
∫
Ω
−∇× (νB(A)−M)λdΩ +
∫
Ω
JλdΩ ,
=
∫
Ω
JλdΩ−
∫
Ω
(νB(A)−M)B(λ)dΩ−
∫
∂Ω
Hτλd∂Ω,
comme, λ|∂Ω = 0, on obtient ﬁnalement la formulation faible suivante :∫
Ω
λh(p, A)dΩ =
∫
Ω
[Jλ− νB(A)B(λ) +MB(λ)]dΩ. (2.58)
Avec la relation (2.58), l’expression de L devient :
L(p, A, λ) =
∫
Ω
‖B(A)−B0‖21ΩTdΩ +
∫
Ω
[Jλ− νB(A)B(λ) +MB(λ)]dΩ.
(2.59)
2. De´termination du syste`me adjoint : Pour cela, on utilise les conditions ne´-
cessaires d’optimalite´ du premier ordre via le the´ore`me de Karush-Kuhn-
Tucker 28 (KKT) e´quivalentes a` la stationnarite´ du Lagrangien [44, 45, 48,
81]. Pour un triplet (p, A, λ) satisfaisant la condition de KKT, on a :
〈∂L
∂A
(p, A, λ), ϕ〉 = 0, ∀ϕ ∈ H10(Ω). (2.60)
Compte tenue de la line´arite´ de l’ope´rateurB, en utilisant l’expression (2.59),
l’expression de gauche dans l’e´galite (2.60) donne :
〈∂L
∂A
(p, A, λ), ϕ〉
=
∫
Ω
∂(|Bx −B0x|2 + |By −B0y|2)1ΩT
∂B
B(ϕ)dΩ
−
∫
Ω
νB(ϕ)B(λ)dΩ, (2.61)
28. Aussi connu dans la litte´rature sous le nom de conditions de Kuhn-Tucker.
— Harold William Kuhn (29 Juillet 1925 - Juillet 2014) e´tait un mathe´maticien et e´conomiste
Ame´ricain.
— Albert William Tucker (28 Novembre 1905 - 25 Janvier 1995) e´tait un mathe´maticien Ame´-
ricain d’origine Canadienne.
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Il s’ensuit alors que :
〈∂L
∂A
(p, A, λ), ϕ〉 =
∫
Ω
[Ma1ΩT − νB(λ)]B(ϕ)dΩ, (2.62)
Avec la condition de stationnarite´ (2.60), et en utilisant le The´ore`me 2.1,
comme la fonction ϕ est prise quelconque dans H10(Ω), on obtient l’e´quation
suivante :
∇× [νB(λ)−Ma1ΩT ] = 0. (2.63)
On montre ainsi qu’un e´tat primal A est optimal s’il existe λ solution du
syste`me adjoint (2.54).
De manie`re analogue, on trouve que la condition de stationnarite´ par rapport
a` λ donne le syste`me primal dont le potentiel A est solution.
3. Calcul du gradient topologique : Pour tout couple (p, A) tel que p ∈ Dadm
et A le potentiel vecteur associe´, on a :
L(p, A, λ) = F (p) ∀λ,=⇒ ∂L
∂p
(p, A, λ) = F ′(p). (2.64)
De l’inde´pendance des variables p, A et λ, dans la de´ﬁnition de L, et du
fait que les fonctionnelles de´ﬁnissant les champs magne´tiques, les proprie´te´s
des mate´riaux et les sources soient borne´es, alors en utilisant les proprie´te´
de de´rivation sous le signe inte´grale, on trouve :
∂L
∂p
(p, A, λ) =
∫
Ω
[
∂J(p)
∂p
λ+
∂M(p)
∂p
B(λ)− ∂ν(p)
∂p
B(A)B(λ)]dΩ, (2.65)
En comparant les e´quations (2.64) et (2.65), le re´sultat de la Proposition 2.1
sur le calcul de la sensibilite´ du proble`me s’ensuit.
Remarque 2.5 (sur le calcul de la sensibilite´)
— Dans la formulation du Lagrangien L, on peut inte´grer la condition de Di-
richlet homoge`ne A|∂Ω en ajoutant le terme
∫
∂Ω
λAd∂Ω. Dans ce cas, on
obtient le meˆme re´sultat, seulement il y a plus de calculs supple´mentaires a`
faire, voir par exemple [81].
— Il est possible aussi d’obtenir des re´sultats similaires avec des conditions aux
limites de type Neumann, ou mixte. En ge´ne´rale, on obtient les meˆmes types
de conditions pour les deux e´tats primal et adjoint, voir [75, 77].
2.5.6 Interpre´tation Physique du Mode`le Adjoint
En toute ge´ne´ralite´, l’e´tat adjoint n’a pas de sens physique concret. Ce syste`me
est perc¸u comme un moyen permettant de calculer la sensibilite´. En ce qui concerne
notre mode`le magne´tostatique, le mode`le adjoint correspondant ainsi trouve´ n’est
pas vide de sens. En eﬀet, en comparant les e´quations (2.47) et (2.54), il apparait
que, l’e´tat adjoint (2.54) est aussi de type « maxwellerien » (c’est-a`-dire une e´qua-
tion de type d’e´lectromagne´tisme de Maxwell, notamment similaire a` l’equation
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Figure 2.11 – (a` gauche) la distribution de mate´riaux et de sources magne´tiques
pour le domaine primal ou` le potentiel vecteur A est calcule´ ; (a` droite) le domaine
de´die´ au mode`le adjoint obtenu, ou` le pseudo-potentiel vecteur λ est calcule´.
de Maxwell (2.45)). Ce nouveau proble`me magne´tostatique a les meˆmes proprie´te´s
magne´tiques au niveau des mate´riaux que le proble`me initial. Par contre, ils n’ont
aucune source magne´tique en commun. La distribution de sources du syste`me ad-
joint est la quantite´Ma1ΩT donne´ dans l’e´quation (2.54) et analogue a` des aimants
permanents qui mesure l’e´cart entre les champs magne´tiques calcule´s B et celui
impose´ B0. Ainsi les modules ‖B(λ)‖ des champs magne´tiques adjoints servent
d’indicateur de bonne convergence vers une meilleure approximation de B0 au
cours du processus d’optimisation. De plus, Ma1ΩT se comporte en aimant perma-
nent place´ dans la region cible ΩT. Une illustration est donne´e dans la Figure 2.11
comparant les domaines d’e´tude primal et adjoint.
2.6 Conclusion
Nous avons rappele´ les notions essentielles de l’optimisation mathe´matique et
les ope´rateurs diﬀe´rentiels ne´cessaires a` l’e´laboration d’un mode`le magne´tosta-
tique de design de circuits magne´tiques. Pour la conception optimale structurale, il
existe principalement 3 classes de me´thodes qui sont l’optimisation de dimensionne-
ment, l’optimisation de forme ge´ome´trique et l’optimisation topologique. Nous nous
sommes focalise´s sur l’optimisation topologique pour trouver des solutions a` notre
proble`me inverse de conception car elle est beaucoup plus ge´ne´rale et elle permet
l’obtention de formes complexes et varie´es sans aucun a priori restrictif explicite ou
implicite. Les simulations nume´riques des PEHs sont assez complexes, et peuvent
se faire selon deux niveaux principaux a` savoir : la conﬁguration architecturale
globale du circuit magne´tique et l’analyse du comportement des plasmas dans le
canal plasma du moteur. Chacune de ces simulations en 3D demande des temps de
re´solutions relativement e´leve´s. Ainsi, il est important de s’appuyer sur des mode`les
re´duits typiquement en 2D, aﬁn d’eﬀectuer des simulations en temps raisonnable.
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La mise en place des mode`les re´duits fait appel a` des hypothe`ses simpliﬁcatrices
qui rendent possible la validation des proble`mes re´duits pour la re´alisation concre`te
du PEH. Avec la donne´e d’un champ requiert B0 associe´ a` une topographie au sein
du canal plasma et a` ses environs formant une zone cible ΩT, nous avons propose´
une formulation de ce proble`me de conception du circuit magne´tostatique capable
de ge´ne´rer un tel champ magne´tique. Cette formulation (℘) a un crite`re de type
moindres carre´s qui est de´die´ a` la re´solution de proble`mes inverses notamment de
conception par l’optimisation topologique. Par la suite, les calculs du gradient to-
pologique ont e´te´ faits avec une MVA. Le gradient analytique calcule´ est tre`s utile
dans l’utilisation d’algorithmes de descente au cours du processus d’optimisation.
L’imple´mentation nume´rique du mode`le d’optimisation (℘), passe par une nou-
velle formulation associe´e a` une discre´tisation (en e´le´ments ﬁnis), ensuite des ap-
proches de densite´ de mate´riaux seront utilise´es dans le domaine de conception
pour de´terminer les distributions de sources et mate´riaux sur un maillage du do-
maine a` topologie variable Ωv. Le chapitre suivant fera l’object de plus de´tails sur
cette approche de densite´ de mate´riaux couramment connu sous le nom de mode`le
SIMP propose´ par Bendsøe [51, 52].
Chapitre 3
Re´solution Nume´rique du
Proble`me de Conception
Topologique par la Me´thode de
Densite´ de Mate´riaux
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3. Re´solution Nume´rique du Proble`me de Conception Topologique par la
Me´thode de Densite´ de Mate´riaux
3.1 Introduction
Apre`s avoir propose´ le mode`le the´orique continu pour la re´solution de pro-
ble`mes inverses de conception de circuits magne´tiques pour PEHs dans le chapitre
2, dans ce chapitre, nous allons pre´senter les principales me´thodes d’optimisation
topologiques utilise´es pour trouver des solutions nume´riquement. Cette re´solution
se fait au moyen d’un second mode`le qui est lui discret. Parmi les me´thodes d’opti-
misation topologique existantes, l’approche par la distribution optimale de densite´
mate´riaux connue sous le nom de mode`le SIMP a e´te´ privile´gie´e. Cette approche
est une variante de la me´thode d’homoge´ne´isation qui sera explique´e dans ce cha-
pitre. Ainsi par le mode`le SIMP (Solid Isotropic Material with Penalization) un
nouveau programme de design des circuits optimaux a e´te´ e´labore´. Ce programme
appele´ ATOPTO (Algorithm To Optimize Propulsion with Topology Optimization)
inclut une phase de post-traitement permettant l’obtention de circuits a` topolo-
gie optimale qui sont re´alisables (pouvant eˆtre manufacture´ concre`tement selon
le model re´duit traite´). De plus, le code ATOPTO imple´mente de nouveaux Sche´mas
d’Interpolation de Mate´riaux (SIMs) qui sont plus ge´ne´raux et plus eﬃcaces que les
sche´mas couramment utilise´s (dans ce type d’approche pour l’optimisation topolo-
gique). Cela a accru l’eﬃcacite´ et la robustesse de notre programme d’optimisation
topologique. Ce chapitre contient aussi des re´sultats qui valident notre proce´dure
automatique de conception optimale de circuits magne´tiques pour les PEHs.
3.2 Ge´ne´ralite´s sur les Me´thodes d’Optimisation
Topologique
Apre`s la conception des structures me´caniques, de nos jour, l’optimisation to-
pologique est de plus en plus pre´sente dans les proce´dures de de´veloppement et de
conception des dispositifs e´lectromagne´tiques. Selon la structure e´tudie´e, les pro-
ble`mes d’optimisation topologique peuvent eˆtre divise´s en deux grands types (G.
I. N. Rozvany, 2001 [53]) :
• les proble`mes d’optimisation topologique des structures a` treillis. Les struc-
tures traite´es sont discre`tes, constitue´es en ge´ne´ral de poutres, de portiques,
etc. La particularite´ de ces structures en treillis est que le rapport volume
de mate´riaux/ volume total de l’espace occupe´ par le dispositif est tre`s
faible. Dans ce cas, une topologie optimale sera cherche´e dans le sens de
la connexite´ des jonctions des diﬀe´rents membres de la structure ; ainsi, on
cherche a` e´liminer les membres inutiles et/ou a` renforcer les membres im-
portants par rapport a` un crite`re qui peut eˆtre la re´sistance de la structure
a` re´aliser a` des charges externes applique´es, voir Figure 3.1 (de [54]) .
• les proble`mes d’optimisation topologique des structures continues. Ce sont
des structures continues dont le volume de mate´riaux dans le domaine de
conception est plus e´leve´. Dans ces proble`mes, l’optimisation topologique
a` pour but de localiser le domaine variable de manie`re optimale entre les
diﬀe´rents types de mate´riaux disponibles pour la conception.
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Figure 3.1 – Optimisation topologique de treillis de barres (de type Michelle
trusses).
Les premiers travaux en optimisation topologique furent ceux des structures
a` treillis. Notamment, a` travers les travaux et les the´ories de Maxwell (1890) et
Michelle (1904) qui ont e´te´ a` l’origine des formulations des structure en treillis :
c’est ainsi que la plupart de ces types de structures sont connues sous le nom de
Michelle truss ou Michelle structure [88, 89].
En optimisation topologique des structures continues, on utilise une approche
microscopique de la structure. La topologie optimale est projete´e sur un maillage
ﬁxe au cours de l’optimisation nume´rique ; ainsi, le maillage reste ﬁxe mais la to-
pologie change au cours des ite´rations. Contrairement a` l’optimisation de forme
ge´ome´trique ou` l’approche est plutoˆt macroscopique car dans ce cas le domaine
variable est conside´re´ de manie`re globale en le bougeant a` travers ses frontie`res
libres jusqu’a` ce que soit atteinte une forme optimale. Dans l’approche macrosco-
pique, le plus souvent au cours du processus d’optimisation, on adapte au ﬁl des
ite´rations de l’algorithme un maillage voue´ a` la nouvelle ge´ome´trie (courante). Les
principales me´thodes d’optimisation topologique des structures continues sont la
me´thodes de Gradient Topologique, de Lignes de Niveau, d’Homoge´ne´isation et de
Distribution de Mate´riaux (ou Me´thode de la Densite´).
3.3 Me´thodes d’Optimisation Topologique
Soit Ω une partie borne´e et re´gulie`re de Rd (avec d = 2, 3). Conside´rons un
proble`me d’optimisation topologique qui consiste a` concevoir un dispositif contenu
dans Ω. Notons Ωadm l’ensemble des formes topologiques admissibles, ide´alement
c’est un ensemble comme Eadm (conf. chap. 2), pouvant contenir les diﬀe´rentes
contraintes de conception d’un dispositif magne´tique tels que le volume ou le poids,
le pe´rime`tre du contour frontalier des e´le´ments topologiques re´alisables. Ainsi, une
formulation ge´ne´rale du proble`me peut eˆtre donne´e par :
min
Ωv∈Ωadm
F(Ωv). (3.1)
Ou` : Ωv est la region a` topologie variable incluse dans le domaine Ω, dans laquelle
doivent eˆtre de´termine´es les caracte´ristiques ge´ome´triques (taille des trous ou quan-
tite´ de mate´riau utilise´e) et topologiques (nombre de composantes connexes). En
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ge´ne´ral, la fonction couˆt est donne´e par
F(Ωv) =
∫
Ω
f(u)dΩ, (3.2)
ou` : u est la solution d’une EDP pose´e sur le domaine Ω (contenant la zone a`
topologie variable Ωv). Nous allons maintenant pre´senter l’aspect ge´ne´ral des tech-
niques de re´solution du proble`me d’optimisation (3.1) avec les principales me´thodes
d’optimisation topologique.
3.3.1 Me´thode de Gradient Topologique
La me´thode de gradient topologique est une approche purement base´e sur l’ana-
lyse de la sensibilite´ de la fonctionnelle F . Initialement connue dans la litte´rature
sous le nom « bubble method » (qui signiﬁe litte´ralement me´thode de la bulle), elle
permet de de´tecter l’insertion d’un trou (ou d’une bulle) dans un domaine de de-
sign ; cette me´thode a e´te´ introduite par A. Schumacher [90]. Par suite, l’approche
a e´volue´ notamment graˆce aux travaux de Sokolovski et al. [91, 92, 93], Masmoudi
et al. [94, 95, 96]. Ces auteurs propose`rent a` la fois des justiﬁcations mathe´ma-
tiques relatives aux diﬀe´rentes the´ories du calcul du gradient topologique et des
ide´es d’extension a` l’e´tude des proble`mes plus ge´ne´raux avec diverses conditions
aux limites.
Soient Θ une forme ge´ome´trique e´le´mentaire et x un point de Ωv, on conside`re
une perturbation topologique du domaine variable Ωv autour du point x de meˆme
classe topologique que Θ note´ par B(x, δ) (pour un certain δ ∈ R∗+) et de´ﬁnie par
la similitude suivante :
B(x, δ) = x+ δΘ. (3.3)
En perturbant Ωv de B(x, δ), on obtient un domaine perturbe´ Ωv,δ = Ωv \ B(x, δ),
voir la Figure 3.2. Lorsqu’il existe, on appelle asymptotique topologique le de´velop-
pement asymptotique d’ordre un 1, de la fonctionnelle F en Ωv donne´ par
F(Ωv,δ) = F(Ωv) + ϑ(δ)GΩv(x) + ϑ(δ)o(δ), (3.4)
ou` : l’ope´rateur δ ∈ R+ −→ ϑ(δ) est une fonction scalaire positive telle que
lim
δ→0
ϑ(δ) = 0. L’existence du de´veloppement (3.4) de´pend de la re´gularite´ du do-
maine Ω, de la diﬀe´rentiabilite´ de l’inte´grant f (voir l’e´quation (3.2)) et aussi de
celle de la fonction de mesure des perturbations ϑ. Lorsqu’elle existe l’asymptotique
topologique est unique.
De´ﬁnition 3.1 L’unique fonction x : −→ GΩv(x) dans (3.4) est appele´e gradient
topologique (ou de´rive´e topologique) de la fonction couˆt F du proble`me d’optimisa-
tion topologique (3.1) au point x du domaine d’e´tude Ω.
1. Lorsque le proble`me est suﬃsamment re´gulier en terme du domaine variable de design et des
fonctions de´ﬁnissant les contraintes EDPs alors le de´veloppement asymptotique topologique peut-
eˆtre a` des ordre m > 1. En eﬀet des articles sur le cas d’ordre deux existent dans la litte´rature,
voir par exemple [97].
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Figure 3.2 – Principe du concept du gradient topologique : le domaine initial Ωv
est perturbe´ par l’insertion de bulle de la forme B(x, δ). La nouvelle topologie Ωv,δ
sera meilleure par rapport a` la pre´ce´dente selon le signe de la variation F(Ωv,δ)−
F(Ωv). Dans ce cas, l’e´le´ment ge´ome´trique de base Θ est un disque.
Cette de´ﬁnition se justiﬁe par le fait que la quantite´ GΩv repre´sente le taux de
variation, c’est-a`-dire la sensibilite´ de l’objectif F par rapport a` une perturbation
topologique du domaine. De plus, avec l’expression (3.4) et compte tenu de la
de´ﬁnition de ϑ, on peut donner le gradient topologique par la limite diﬀe´rentielle
suivante :
GΩv(x) = lim
δ→0
F(Ωv,δ)−F(Ωv)
ϑ(δ)
. (3.5)
Ainsi, comme en optimisation classique, le signe de GΩv indique la possibilite´ de
trouer le domaine Ωv (s’il est initialement forme´ de mate´riau solide) ou de mettre
un substrat/matie`re (s’il est initialement vide). Ce concept de de´termination de
gradient d’un proble`me d’optimisation topologique est illustre´ sur la Figure 3.2.
En pratique, l’expression explicite de GΩv de´pend e´videmment du crite`re mais
aussi des conditions aux limites de la contrainte EDP utilise´e. Ge´ne´ralement, la
de´termination d’une expression analytique de GΩv se fait a` travers des formulations
Lagrangiennes, qui ne´cessitent l’introduction d’un multiplicateur de Lagrange qui
est lui solution d’un nouveau mode`le appele´ e´tat adjoint. Cet e´tat adjoint est
aussi une EDP de meˆme type que l’e´tat primal [93] (voir par la Section 2.5.5.1 du
Chapitre 2).
Dans la re´solution nume´rique avec le gradient topologique, on de´ﬁnit la forme
ge´ome´trique e´le´mentaire Θ car c’est elle qui impose la forme des trous (ou des
zones a` mate´riaux) a` inclure pour modiﬁer la topologie de manie`re optimale. Leur
taille est donne´e par le coeﬃcient δ, (voir l’e´quation (3.3)). Un choix judicieux
de la fonction d’approximation et de correction du premier ordre ϑ de F est de
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prendre la mesure de Lebesgue de la perturbation B(x, δ). En eﬀet, la fonction
δ −→ ϑ(δ) := mes(x+ δΘ), satisfait les proprie´te´s exige´es pour ϑ.
Ainsi, comme en optimisation classique, le signe de GΩv indique la possibilite´
de trouer le domaine Ωv (s’il est initialement forme´ de mate´riau solide) ou faire
apparaˆıtre un substrat/matie`re dans un domaine a` topologie variable (s’il est initia-
lement vide). Par conse´quent, on pourra utiliser GΩv comme direction de descente
dans l’algorithme d’optimisation nume´rique [95] ; d’ou` dans le cas de ge´ne´rations
de trous dans un domaine ferromagne´tique, on doit avoir : F(Ωv,δ) < F(Ωv). La
topologie optimale Ωoptv sera alors donne´e par :
Ωoptv := {x ∈ Ωv : GΩv(x) ≥ 0}. (3.6)
3.3.2 Me´thode des Surfaces/Lignes de Niveaux
L’utilisation de la me´thode des lignes ou surfaces de niveaux (ou simplement
en anglais : level-set method) pour l’optimisation topologique est assez re´cente. En
eﬀet, cette approche a e´te´ introduite a` la base par S. Osher et J. A. Sethian [98],
sous le nom « PSC Algorithm ». Dans leurs travaux, les auteurs pre´sentent cette
approche comme un algorithme permettant de calculer l’e´volution des surfaces, en
re´solvant des e´quations de Hamilton-Jacobi 2 [98, 99, 100, 101]. Ces surfaces en
mouvement sont ensuite projete´es dans un espace de dimension infe´rieure sur un
maillage ﬁxe. La me´thode des lignes de niveaux a e´te´ popularise´e graˆce a` son appli-
cation a` la re´solution des proble`mes d’optimisation structurale. Ainsi, l’approche
a su se´duire les chercheurs en conception optimale de tout bord notamment en
optimisation des structures me´caniques (notamment avec les travaux de G. Allaire
, F. Jouve et leurs co-auteurs [102, 104, 105, 106] qui y ont couple´ en particu-
lier le concept de gradient topologique, S. Amstutz [107, 108], M. Y. Wang et
al. [109, 110, 111]) et en conception optimale des dispositifs e´lectromagne´tiques
(voir les travaux de S. Park et al. [112, 113]). Cet engouement vient aussi du fait
qu’avec cette me´thode de courbes de niveaux, il est possible de faire de l’optimi-
sation de forme en faisant varier les frontie`res du domaine de conception a` travers
l’e´volution de fonctions de niveaux : ainsi cela peut permettre de changer la topo-
logie d’un domaine de design en y incluant par exemple des perforations graˆce a`
l’image projete´e d’une fonction de niveaux sur un maillage donne´.
Dans ce qui suit, nous allons de´crire le principe de la me´thode des surfaces de
niveaux.
Pour analyser et suivre l’e´volution des frontie`res libres d’un domaine en vue
de faire de l’optimisation de formes, suivant l’ide´e originale de S. Osher et J. A.
2. Ces e´quations sont les premiers mode`les mathe´matiques du phe´nome`ne d’e´coulement dont
les pionniers furent :
— William Rowan Hamilton (4 Aouˆt 1805 - 2 Septembre 1865) : mathe´maticien, physicien
et astronome irlandais.
— Carl Gustav Jakob Jacobi (10 De´cembre 1804 - 18 Fe´vrier 1851) : mathe´maticien alle-
mand.
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Sethian [98], on introduit une fonction implicite ψ dite de niveaux ; cette fonction
de niveaux sert a` parame´trer le domaine et permet de se´parer le domaine variable
entre les mate´riaux utilise´s pour la conception, voir la Figure 3.3. Dans le cas de
deux mate´riaux disponibles pour le design, en particulier lorsque que l’on a un
proble`me de type binaire (c’est-a`-dire ou` l’on a le choix entre un solide et du vide),
la fonction ψ est donne´e dans le domaine global Ω comme suit :
ψ(x) = 0 si x ∈ ∂Ω ∩ Ωv,
ψ(x) < 0 si x ∈ Ω \ Ωv,
ψ(x) > 0 si x ∈ Ωv.
⎫⎬
⎭ (3.7)
∣∣∣∣∣∣
ψ(x) = 0 si x ∈ Ωfer ∩ Ωvide,
ψ(x) < 0 si x ∈ Ωvide,
ψ(x) > 0 si x ∈ Ωfer.
⎫⎬
⎭ (3.8)
La formulation (3.7) est plus de´die´e a` de l’optimisation de forme base´e sur une
approche macroscopique. En eﬀet, comme dans la plupart des cas en optimisation
de forme, dans cette formulation, la fonction de niveaux ψ se de´place avec les
frontie`res libres de Ωv jusqu’a` une position optimale sans pour autant introduire
de nouvelles perforations. Par contre, la formulation (3.8) est plus adapte´e a` des
modiﬁcations topologiques du domaine variable, notamment pour les proble`mes
d’e´lectromagne´tisme car on y utilise une description microscopique du domaine de
conception. Dans ce cas, on a Ω = Ωvide ∪ Ωfer, en optimisation nume´rique, on
pourra alle´ger les calculs en ﬁxant les valeurs ψ en dehors de la zone Ωv.

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Figure 3.3 – Le principe de l’approche par courbes de niveaux (dite level-set
method) utilisant une fonction implicite ψ parame´trant le domaine d’e´tude pour
la conception optimale.
Dans cette approche de courbes de niveau, le principe consiste a` suivre la pro-
pagation des frontie`res ∂Ωv (jusqu’a` l’obtention d’une forme topologique optimale).
Pour cela, on introduit un nouveau parame`tre t (avec t ≥ 0) ; avec ce second para-
me´trage, le mode`le d’optimisation topologique (3.1) devient un proble`me d’e´volu-
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tion temporelle ou` t joue le roˆle de la variable temporelle 3. Ainsi, on peut conside´rer
les points spatiaux x (∈ Ω) et la fonctionnelle des niveaux ψ comme de´pendant du
temps, et on exprime :
• Le de´placement des points x(t) a` partir d’un point x0 et a` une vitesse V(t)
par :
x(t) = D(x0,V(t)), avec :
dx(t)
dt
= V⊥(t). (3.9)
Dans l’e´quation (3.9), la quantite´ V⊥ est la composante normale du vecteur
vitesse V car il est connu que dans les proble`mes de variation des frontie`res,
les variations se font majoritairement suivant la normale η (dans un repe`re
de Frenet 4 (η, τ)). Une illustration se trouve sur la Figure 3.3.
• La courbe de niveau ze´ro de ψ caracte´risant les limites de se´paration du
domaine topologique par :
ψ(t, x(t)) = 0, ∀x(t) ∈ ∂Ω(t). (3.10)
En the´orie, si la fonction ψ est un diﬀe´omorphisme au moins C1, on pourrait ex-
traire analytiquement l’ensemble des lignes de niveaux graˆce au the´ore`me des fonc-
tions implicites. Sauf qu’en pratique, on n’a pas cette forte re´gularite´ sur ψ. Par
conse´quent, on re´sout ite´rativement ce proble`me implicite a` travers une forme dif-
fe´rentielle que l’on rapproche nume´riquement par diﬀe´rences ﬁnies sur un maillage
uniforme [98, 104, 114, 115]. Ainsi, en de´rivant le mode`le Eule´rien (3.10) ci-dessus
par rapport au temps t, en tenant compte de (3.9), on obtient une e´quation de
type Hamilton-Jacobi, ci-dessous qui gouverne l’e´volution des courbes de ψ :
∂ψ
∂t
+V⊥ .∇xψ = 0, dans R∗+ × Ω, (3.11)
avec la condition initiale suivante :
ψ(0, x) = ψ0(x), ∀x ∈ Ω. (3.12)
En tout point du domaine d’e´tude on peut exprimer la normale unitaire η
en fonction du gradient de la fonction ψ par η = ∇xψ/‖∇xψ‖. Par la suite, en
remarquant que V⊥ = Vnη, pour un certain scalaire Vn, l’e´quation (3.11) devient.
∂ψ
∂t
+ Vn‖∇xψ‖ = 0, dans R∗+ × Ω. (3.13)
L’equation diﬀe´rentielle (3.13) est aussi de type Hamilton-Jacobi. Il existe une vaste
litte´rature sur l’analyse the´orique et nume´rique justiﬁant l’existence de solutions
re´gulie`res de viscosite´ 5 pour ces EDPs. Plus de de´tails se trouvent notamment dans
les articles de P. L. Lions et M. G. Crandall [118, 119, 120, 121].
3. Ce parame`tre est souvent appele´ dans la litte´rature pseudo-temps ou temps ﬁctif. Dans le
processus d’optimisation structurale, nume´riquement il correspond a` un pas de descente.
4. Jean Fre´de´ric Frenet (7 Fe´vrier 1816 -12 Juin 1900) : mathe´maticien, astronome et me´te´o-
rologue franc¸ais.
5. La notion de solution de viscosite´ a e´te´ introduite par le mathe´maticien franc¸ais Pierre
Louis Lions pour les EDPs scalaire du premier ordre [119]. C’est la motivation du passage de
l’e´quation (3.11) vectorielle a` la formulation scalaire (3.13).
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En pratique, au cours du processus d’optimisation nume´rique, l’algorithme uti-
lise´ pour suivre la propagation de la fonction de niveaux ψ est assuje´ti a` des singu-
larite´s et a` des instabilite´s nume´riques lie´es principalement aux sche´mas d’approxi-
mation (des EDPs) ou aux maillages (ﬁxes ou adaptatifs) [122]. Dans ce cas, on
utilise essentiellement des techniques de pe´nalisation base´es sur l’e´valuation de la
courbure moyenne H du niveau conside´re´. C’est une quantite´ qui sert de controˆle
sur le pe´rime`tre du contour permettant d’induire une contrainte re´gularisatrice.
Cette courbure moyenne est la divergence de la normale exte´rieure unitaire η, et
elle de´ﬁnit par :
H = div(η) = div
( ∇xψ
‖∇xψ‖
)
. (3.14)
La Me´thode des Lignes de Niveaux a e´te´ initialise´e pour l’optimisation de
forme ; cependant des travaux recents de Allaire, Jouve, Dijk, Keulen et leurs co-
auteurs [106, 115, 116, 117], etc) ont montre´ l’applicabilite´ de cette approche pour
l’optimisation topologique. Il faut noter que la vitesse d’e´volution V est choisie
ge´ne´ralement de telle sorte que le de´placement des frontie`res du niveau ze´ro de
ψ entraˆıne une de´croissance du crite`re F . Un choix naturel consiste a` prendre
cette vitesse e´gale au gradient (resp. au gradient topologique) lorsque l’on fait de
l’optimisation de forme ge´ome´trique (resp. de l’optimisation topologique), ce qui
implique aussi l’introduction d’une e´tape d’e´valuation d’un syste`me adjoint au mo-
de`le initial. C’est ce lien qui unit ces diﬀe´rentes approches de conception optimale
des structures.
3.3.3 Me´thode d’Homoge´ne´isation
Comme le terme topologie, le concept d’homoge´ne´isation est utilise´ dans beau-
coup de domaines scientiﬁques : en me´decine, en chimie, en me´canique, en ma-
the´matique 6. Bien que l’utilisation d’une approche par homoge´ne´isation peut-eˆtre
le´ge`rement diﬀe´rente d’un domaine a` un autre, la philosophie de base reste iden-
tique. Spe´ciﬁquement, en science des mate´riaux ou en phe´nome´nologie, l’homo-
ge´ne´isation est la proce´dure qui consiste a` e´tablir une harmonie, une cohe´rence
parfaite, de manie`re continue dans des milieux physiques : ainsi, on transforme un
domaine he´te´roge`ne c’est-a`-dire constitue´ de diﬀe´rents e´le´ments aux proprie´te´s phy-
siques (conductivite´, perme´abilite´, . . . ) distinctes (appele´ phases) en un domaine
moyenne´ correspondant dont la caracte´ristique physique est dite homoge´ne´ise´e ou
eﬀective, voir la Figure 3.4.
Les the´ories de l’homoge´ne´isation sont tre`s utiles dans la mode´lisation des phe´-
nome`nes de la re´alite´ physique. En eﬀet, elles permettent de se ramener a` des
domaines d’e´tudes ou` les me´thodes classiques fonctionnent comme nous le verrons
dans ce qui suit. Ainsi, elles facilitent la justiﬁcation de l’existence et la re´gula-
rite´ des solutions des EDPs. Autrement, dans les milieux fortement he´te´roge`nes
les inclusions (de trous ou de matie`res) induisent des sauts de discontinuite´s des
6. De plus chaque branche des mathe´matiques utilisent ce concept plus ou moins diﬀe´rem-
ment : par exemple en alge`bre : espace homoge`nes, en analyse classique : fonctions homoge`nes,
les EDPs : homoge´ne´isation des ope´rateurs diﬀe´rentiels.
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Figure 3.4 – Le principe de la me´thode d’homoge´ne´isation : On obtient une struc-
ture moyenne´e (milieu eﬀectif) a` partir d’un melange he´te´roge`ne multi-phase.
proprie´te´s des mate´riaux ce qui aﬀecte les solutions calcule´es de ces EDPs. En parti-
culier dans les milieux non-uniformes, les solutions ge´ne´re´es peuvent-eˆtre oscillantes
(autour de la solution calcule´e sur le domaine homoge`ne), voir les travaux de Ben-
soussan, Lions et Papanicolaou [123] de Tartar [125, 126]. Le lecteur peut se re´fe´rer
aussi au document [127] qui pre´sente des de´tails sur les ope´rateurs diﬀe´rentiels et
les the´ore`mes de convergences associe´s. En ge´ne´ral, on conside`re des structures
dites pe´riodiques ou` le domaine structural global est compose´ des duplications par
similitude d’une cellule e´le´mentaire ; par exemple, une cellule e´le´mentaire rectangu-
laire de dimension ε dans toutes les directions, comme repre´sente´ sur la Figure 3.5.
Dans ce cas, le milieu est dit de pe´riode ε (en ge´ne´ral ε ∈]0, 1[). De plus, dans un
milieu pe´riodique, la correspondance du syste`me de coordonne´es des deux milieux
est la plus simple. Par exemple dans R2 : si on note par RM(O,i,j) un syste`me
de coordonne´es du milieu eﬀectif, alors un repe`re associe´ aux coordonne´es micro-
scopiques est Rm(O, I, J) ; avec I = (1/ε)i et J = (1/ε)j, voir la Figure 3.4. Cela
simpliﬁe e´norme´ment les expressions du de´veloppement asymptotique des vecteurs
champ et potentiel magne´tique ou du de´placement en me´canique [123, 127, 81].
Les hypothe`ses pour faire de l’approximation par homoge´ne´isation requie`rent
que cette quantite´ soit ne´gligeable devant les dimensions ge´ome´triques globales du
domaine conside´re´. Ces milieux pe´riodiques sont fondamentaux dans beaucoup de
the´ories mathe´matiques base´es sur l’homoge´ne´isation. Notamment, c’est le cadre
ide´al des de´veloppements asymptotiques du vecteur de de´placement (solution de la
condition d’e´quilibre des charges applique´es a` la structure) dans les proble`mes de
me´canique et du vecteur potentiel en magne´tostatique (solution d’EDPs Maxwell).
En particulier, dans les proble`mes d’e´lectromagne´tisme les vecteurs parame`tres des
proprie´te´s physiques des milieux (ou mate´riaux) et potentiel magne´tique A, on fait
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le de´veloppement a` deux e´chelles suivant :
Aε(x) =
+∞∑
i=0
εiAi(x,
x
ε
), (3.15)
ou` les Ai(x, y) sont des fonctions de 2 variables avec x pour l’analyse du compor-
tement macroscopique (milieu homoge´ne´ise´) et y pour l’analyse du comportement
microscopique (milieu he´te´roge`ne). Ces fonctions Ai(x, y) sont ε-pe´riodiques en la
variable y (ces fonctions sont aussi oscillantes). De manie`re analogue, on fait un
de´veloppement des parame`tres magne´tiques p intervenant dans les lois constitu-
tives des mate´riaux, qui sera note´ pε (aussi pe´riodique en la deuxie`me composante).
Rappelons que dans les milieux inhomoge`nes les parame`tres p et pε sont des ten-
seurs (d’ordre d× d dans Rd, pour d = 2, 3).
Ensuite, le couple (pε, Aε) est injecte´ dans l’e´quation de Maxwell-Ampe`re (voir
le chapitre 2). On trouve le mode`le suivant prenant en compte les deux niveaux
d’e´volution des processus e´lectromagne´tiques dans le domaine structurel e´tudie´ :
−∇× [ν(pε)B(Aε)−M(pε)] + J(pε) = 0, dans Ω,
Aε = 0, sur ∂Ω.
}
(3.16)
Le mode`le eﬀectif correspondant a` (3.16) est celui satisfait par la limite sui-
vante :
(pε, Aε) −→
ε→0
(p∗, A∗) dans L∞(Ω)×H10(Ω). (3.17)
Les the´ore`mes de convergence de la suite (pε, Aε)ε>0, d’existence de la limite homo-
ge´ne´ise´e (p∗, A∗) ainsi que de plus amples de´tails sur les de´veloppements asymp-
totiques ont e´te´ propose´s par Bensoussan, Lions et Papanicolaou [123], Senchez-
Palencia [124], Tartar [125, 126], Jikov, Kozlov et Oleinik [127]. Ces analyses ne
feront pas l’objet du pre´sent manuscrit, et par suite les quantite´s (p∗, A∗) calcule´es
sur le domaine relaxe´ seront note´es simplement sans l’exposant e´toile´ (∗). Ne´an-
moins, nous sommes inte´resse´s par l’application de la me´thode d’homoge´ne´isation
pour la de´termination de la topologie optimale du domaine de conception Ωv.
L’utilisation d’une approche par homoge´ne´isation des mate´riaux pour l’optimi-
sation topologique a e´te´ connue graˆce au travaux de Murat et Tartar [128, 129],
Bendsøe, Kikuchi, Suzuki et leurs co-auteurs [130, 131, 51], Hassani et Hinton [132]
et surtout avec les contributions de Allaire [133, 81]. Le passage de l’e´chelle micro-
scopique multi-phase a` une e´chelle macroscopique eﬀective e´quivalente oﬀre beau-
coup plus de degre´ de liberte´ aux designers en apportant davantage de solutions
aux diﬃculte´s rencontre´es en optimisation de forme classique telles que : la non-
existence de solution, l’impossibilite´ de variation continue des frontie`res (diﬃculte´
avec les interfaces due a` l’extreme he´te´roge´ne´ite´ du milieu), manque de justiﬁcation
rigoureuse des re´sultats de convergence, etc. De´sormais, le domaine relaxe´ obtenu
par homoge´ne´isation, est plus vaste et contient a` la fois des solutions faites de ma-
te´riaux purs et aussi de solutions en mate´riaux composites. De plus, on peut aussi
eﬀectuer des calculs de de´rive´es sans soucis de continuite´ du domaine d’e´tude :
cela autorise la faisabilite´ des me´thodes base´es sur les algorithmes de type gra-
dient. Par la suite, conside´rons notre proble`me de conception optimale bi-phase :
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Figure 3.5 – Milieu he´te´roge`ne ε-pe´riodique a` deux phases.
lorsque l’on dispose de deux mate´riaux un faible ou mou et l’autre fort ou solide de
parame`tre caracte´ristique a` l’e´chelle microscopique pmin et pmax
7 respectivement,
dans ce cas le proble`me d’optimisation topologique (3.1) se re´duit a` la recherche
de la distribution optimale de ces mate´riaux dans Ωv a` travers les valeurs des para-
me`tres {pmin,pmax} en chaque point x de Ω. Le principe d’homoge´ne´isation consiste
a` relaxer ce couple de parame`tres en conside´rant continuˆment toutes les quantite´s
interme´diaires entre pmin et pmax : c’est-a`-dire que l’on travaillera de´sormais sur
le segment [pmin, pmax]. Le domaine d’e´tude devient plus grande autorisant des
formes topologiques admissibles the´oriquement qui peuvent ne pas eˆtre re´alisables
en pratique. Cela ne´cessite l’introduction de deux nouvelles fonctions ρ et g, qui
seront employe´es pour parame´trer la re´partition du « me´lange » de´signe´ par sa
proprie´te´ caracte´ristique homoge´ne´ise´e p dans le domaine a` topologie variable Ωv.
Ainsi, la relation suivante est e´tablie :
p(x) = g(ρ(x)) ∈ [pmin,pmax] , ∀x ∈ Ωv. (3.18)
Dans (3.18), les fonctions g et ρ sont monotones et de meˆme sens de variation
(ge´ne´ralement croissantes). En suivant l’ide´e originale de Bendsøe [134, 52], la
fonction g est appele´ Sche´ma d’Interpolation de Mate´riaux (SIM) ou en anglais
Material Interpolation Scheme (MIS) ; et on prend la variable fonctionnelle ρ dans
[0,1]. Avec de telles conside´rations, le proble`me inhomoge`ne original devient un
7. Ici, contrairement aux proble`mes purement me´caniques, le parame`tre pmin peut-eˆtre pour le
mate´riau mou comme pour le mate´riau solide. En eﬀet, pour notre proble`me d’e´lectromagne´tisme,
en conside´rant la re´luctivite´ magne´tique ν qui est une proprie´te´ caracte´ristique des mate´riaux
ferromagne´tiques, inverse de la perme´abilite´ magne´tique μ, elle vaut en valeur relative par exemple
1 pour l’air (mou ou vide) et 1/1000 pour le fer.
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vrai proble`me d’optimisation binaire ; ou` l’on a :
ρ(x) ∈ {0, 1}, ∀x ∈ Ωv, tel que : ρ(x) =
⎧⎨
⎩
1 si x ∈ Ωmax,
0 si x ∈ Ωmin,
(3.19)
avec :
• Ωmax := {x ∈ Ωv : p(x) = pmax},
• Ωmin := {x ∈ Ωv : p(x) = pmin},
et :
Ωv = Ωmax ∪ Ωmin. (3.20)
Dans ce cas, la fonction ρ se comporte alors comme une fonction de densite´
de mate´riaux dans le mode`le homoge´ne´ise´ car sa valeur ρ(x) en tout point x de
Ωv indique la proportion de mate´riau homoge`ne de´pose´ en ce point. De plus, on
trouve : ∫
Ωv
ρdΩ ≤
∫
Ωv
1ΩmaxdΩ = mes(Ωmax). (3.21)
La relation (3.21) est tre`s importante car elle permet de prendre en compte la
contrainte sur le volume de mate´riaux utilise´s pour le design. Ge´ne´ralement pour
e´viter des solutions topologiques trop triviales dans Ωv lors de la re´solution algorith-
mique, l’ensemble admissible Ωadm dans (3.1) contient l’ine´galite´ :
∫
Ωv
ρdΩ ≤ V0,
pour V0 un volume de mate´riaux impose´ pour le design du dispositif (cela permet
indirectement de concevoir des circuits magne´tiques pour PEH a` poids optimal car
masse = masse volumique × volume).
Finalement, avec la formulation homoge´ne´ise´e de (3.1), on cherche une topologie
optimale de Ωv dans le sens des densite´s optimales ρ
opt sur un maillage ﬁxe de ce
domaine d’e´tude, voir la Figure 3.8.
Si la me´thode d’homoge´ne´isation pour l’optimisation topologique semble pra-
tique et simple, lors de son utilisation, on est confronte´ le plus souvent a` des
diﬃculte´s lie´es a` l’interpre´tation des valeurs continues de la densite´ ρ en terme
de mate´riaux existants. Pour surmonter cela, il est possible de trouver des ma-
te´riaux isotropes, anisotropes, composites, poreux, lamine´s ou des structures pe´-
riodiques qui correspondent ou qui approchent les comportements que devraient
avoir la structure ayant une valeur de densite´s interme´diaires (0 < ρ < 1). Ces
analyses sont principalement base´es sur la re´sistance des mate´riaux et la the´orie
de´veloppe´e par Hashin et Shtrikman [135] qui ont propose´ des techniques varia-
tionnelles de calcul de bornes des coeﬃcients homoge´ne´ise´s de ces mate´riaux (en
e´lasticite´ ses coeﬃcients sont : coeﬃcient/ratio de Poisson 8, module de Young 9,
tenseur d’e´lasticite´ line´aire/non line´aire, etc). De nos jours, le de´veloppement et
8. Sime´on Denis Poisson (21 Juin 1781 - 25 Avril 1840) : mathe´maticien, ge´ome`tre et physicien
franc¸ais.
9. Thomas Young (13 Juin 1773 - 10 Mai 1829) : physicien, me´decin et e´gyptologue britan-
nique.
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l’e´laboration de ces mate´riaux hybrides a` travers la me´thode d’homoge´ne´isation,
ont beaucoup e´volue´. En eﬀet, on trouve dans la litte´rature en plus des papiers
cite´s ci-dessus, d’autres travaux inte´ressants traitant cette proble´matique. On peut
citer notamment les articles de Cherkaev, Kohn, Lipton, Lurie, Milton et leurs co-
auteurs [136]–[142]. Malgre´ les eﬀorts the´oriques fournis en renforc¸ant la technique
d’homoge´ne´isation par la the´orique des composites, la garantie d’existence de ma-
te´riaux correspondant a` toute les valeurs de la densite´ continue ρ dans [0, 1] reste
une question ouverte !
De plus, l’utilisation des mate´riaux perfore´s ou poreux n’est pas envisageable dans
tous les domaines. C’est le cas par exemple en ae´ronautique ; ou imaginez les ailes
d’un avion faite d’une structure poreuse ou grossie`rement perfore´e, ou encore les
circuits magne´tiques d’un propulseur plasmique en mate´riaux poreux expose´s a` des
tempe´ratures extreˆmes. Donc, il devient plus que ne´cessaire de trouver des moyens
d’e´viter ces valeurs de densite´ interme´diaire aﬁn d’avoir des designs a` topologie
optimale avec des mate´riaux purs ; c’est-a`-dire forcer la variable fonctionnelle a`
prendre les valeurs ze´ro ou un (« black-and-white » design/binary solution). Par
suite, il a e´te´ propose´ dans la litte´rature des choix sur la fonction auxiliaire SIM
g pour reme´dier au proble`me. L’utilisation de ces fonctions SIM permettant de
pallier aux proble`mes des densite´s composites a` donner naissance a` une nouvelle
approche connue sous le nom SIMP method.
3.3.4 Me´thode SIMP
La me´thode SIMP a e´te´ introduite en optimisation topologique par Bendsøe
sous les noms « direct approach » (approche directe), « ﬁctitious material model »
(mode`le de mate´riau ﬁctif), « artiﬁcial material approach » (l’approche de mate´-
riaux) [51, 134, 52]. Cette approche dite directe est une variante de la me´thode d’ho-
moge´ne´isation. Mais contrairement a` la me´thode d’homoge´ne´isation ou` beaucoup
d’eﬀorts sont eﬀectue´s pour e´tablir l’existence et l’e´laboration de mate´riaux com-
posites induits par la moyennisation des proprie´te´s microscopiques des mate´riaux
utilise´s pour le design, cette nouvelle approche se focalise plutoˆt sur comment pre´-
venir l’apparition des densite´s interme´diaires dans la densite´ optimale ρopt (trouve´e
par le processus d’optimisation 10). Bendsøe proposa une formulation polynomiale
pour le sche´ma d’interpolation de mate´riaux (SIM) g dans l’e´quation (3.18) comme
suit :
p(x) = f cn(ρ(x)) = pmin + (pmax − pmin)[ρ(x)]n, ∀x ∈ Ω. (3.22)
La relation (3.22) est connue dans la litte´rature sous l’appellation de power-
law que j’appellerai formulation polynomiale classique dans tout ce qui suit sauf
indication contraire (car nous proposerons de nouvelles formulations ge´ne´ralise´es).
En utilisant la formulation (3.22), l’ide´e est de rendre non attractives les densite´s
interme´diaires en les pe´nalisant graˆce a` des valeurs relativement e´leve´es de l’ex-
posant n dans la formule (3.22). En eﬀet, comme la fonction ρ est a` valeur dans
10. Surtout pour les approches algorithmiques continues de descente qui sont eﬃcaces en ge´ne´ral
meˆme pour les proble`mes de grande taille, de plus il faut que l’on garde cette relaxation continue
obtenue graˆce a` l’homoge´ne´isation aﬁn de toujours be´ne´ﬁcier des justiﬁcations rigoureuses de ce
concept mathe´matique puissant.
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[0, 1], augmenter le degre´ n du polynoˆme gn permettrait de re´partir les valeurs de
la densite´ entre les valeurs “0” et “1” ; c’est-a`-dire que cela favoriserait l’obtention
de solutions binaires : c’est pourquoi l’exposant n est appele´ facteur ou degre´ de
pe´nalisation. Ce parame`tre nous donne ainsi une sorte de controˆle sur l’apparition
de densite´s interme´diaires donc de mate´riaux composites dans la topologie opti-
male (voir une illustration sur la Figure 3.6). C’est alors que l’approche a e´te´ par la
suite de´signe´e par l’acronyme SIMP par Rozvany en 1992 [53] qui donna la signi-
ﬁcation Solide Isotropic Microstructure with Penalization (for intermediate den-
sities). Par la suite Bendsøe donna la de´ﬁnition suivante Solid Isotropic Material
with Penalization (for intermediate densities). Cette dernie`re de´ﬁnition est la plus
utilise´e dans la litte´rature car cela correspond en fait a` l’ide´e originale de l’au-
teur [134, 52] et c’est celle que l’on retiendra dans ce manuscrit. En eﬀet, le mode`le
SIMP a pris forme suite aux diﬃculte´s rencontre´es lors de l’imple´mentation nume´-
rique de l’approche initiale d’homoge´ne´isation pour le design optimal [130]. Bend-
søe et Kikuchi furent parmi les pionniers a` mettre en pratique l’homoge´ne´isation
pour l’optimisation topologique nume´rique. Le principe de la me´thode consiste a`
travailler avec l’e´chelle macroscopique obtenue apre`s homoge´ne´isation. Puis sur un
maillage ﬁxe (typiquement des e´le´ments ﬁnis) doit eˆtre de´termine´e la distribution
optimale de mate´riaux isotrope dans chaque cellule du domaine discret a` travers la
valeur densite´ ρ. A ce stade, introduire des conside´rations microscopiques des struc-
tures cellulaires du milieu rendrait le proble`me beaucoup plus complexe voire meˆme
impossible a` re´soudre (surtout nume´riquement) car il n’y aurait plus d’harmonie,
ni de continuite´, ni de line´arite´ du milieu. De plus il faudrait conside´rer l’orienta-
tion et la forme ge´ome´trique de chaque micro-phase (ce qui implique naturellement
l’ajout de nouvelles variables dans le proble`me) [131, 132, 81, 144, 145, 147]. Du
coup, on revient sur les diﬃculte´s re´solues avec l’application de la me´thode d’ho-
moge´ne´isation (ce qui serait dommage).
C’est pourquoi ce mode`le est connu comme e´tant une variante de la me´thode
d’homoge´ne´isation, que l’on peut re´sumer comme suit :
SIMP ← Homoge´ne´isation+ Pe´nalisation des composites.
De plus, le sche´ma d’interpolation classique f cn utilise´ pour contraindre les densite´s
ρ a` prendre des valeurs discre`tes “0-1” (dans chaque cellule du maillage du domaine
de conception a` topologie variable Ωv) de´rive aussi de la combinaison line´aire
11 par
relaxation du couple {pmin,pmax} au segment [pmin,pmax] := [θpmin+(1− θ)pmax :
0 ≤ θ ≤ 1] (interpolation couramment utilise´e en analyse convexe).
Au de´but des anne´es 80, le mode`le SIMP e´tait peu appre´cie´ car il ne pre´sentait
pas de justiﬁcation rigoureuse quant a` l’interpre´tation des densite´s interme´diaires
pre´sentes dans la structure optimale obtenue. C’est alors que ce mode`le fut consi-
de´re´ comme une me´thode dite de mate´riaux ﬁctifs/artiﬁciels ; de plus les re´sultats
obtenus de´pendaient fortement du maillage utilise´ [132, 148]. Re´cemment des tra-
vaux ont montre´ la possible e´laboration de structure composite correspondant aux
11. C’est le cas lorsque n=1 dans la formulation (3.22),
p = gn(ρ) = pmin + (pmax − pmin)ρ, ∀ρ ∈ [0, 1].
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Figure 3.6 – SIM classique note´ par gc,n(ρ) = νr(ρ) = νmin+(νmax−νmax)ρn, avec
νr la re´luctivite´ relative, νmin = 1/1000 et νmax = 1.
valeurs de ρ dans ]0, 1[. En ge´ne´ral, cela de´pend du domaine d’application et des
proprie´te´s eﬀectives des mate´riaux de conception. Par exemple dans [52] sur le
proble`me d’optimisation topologique de me´canique, Bendsøe et Sigmund utilisent
le concept des bornes variationnelles sur les proprie´te´s eﬀectives des composites de
Hashin et Shtrikman, et proposent des conditions et des solutions pour la faisabi-
lite´ des topologies optimales contenant des valeurs interme´diaires ; Ces conditions
regroupent le facteur de pe´nalisation n et le ratio de Poisson ν0 dans les ine´galite´s
constitutives suivantes :
n ≥ max{ 2
1−ν0 ,
4
1+ν0
}
en dimension 2,
n ≥ max
{
15(1−ν0)
7−5ν0 ,
3(1−ν0)
2(1−2ν0)
}
en dimension 3.
(3.23)
La Figure 3.7(de [52]) montre des conceptions de microstructures obtenues graˆce
a` l’interpre´tation des densite´s interme´diaires issues d’un algorithme d’optimisation
utilisant la me´thode SIMP, pour plus de´tails voir les documents [134, 52].
De nos jours la me´thode SIMP est la plus utilise´e pour l’optimisation topo-
logique a` cause de sa simplicite´ d’imple´mentation et de sa facilite´ de couplage
avec d’autres proce´dures ou techniques d’optimisation nume´rique. De plus, elle est
destine´e par essence a` l’obtention de solutions plus proches d’un design discret
usinable. C’est ce qui explique l’engouement des chercheurs et des industriels pour
cette me´thode. De nombreux logiciels commerciaux d’optimisation topologique uti-
lisent aussi cette approche de densite´ de mate´riaux suivie de pe´nalisation (tels que :
OPTISTRUCT, ALTAIR, TOPOPT, TOSCA, . . . ). C’est cette approche que nous
avons aussi choisie pour re´soudre notre proble`me de conception de circuits magne´-
tiques pour propulseurs e´lectriques. Contrairement a` certaines applications ou` les
mate´riaux composites sont accepte´s, notre application en e´lectromagne´tisme n’au-
torise pas de telles structures.
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Figure 3.7 – Conception micro-structurale de mate´riaux composites obtenue par
le melange de vide (re´gion en blanc) et de mate´riau solide isotrope line´aire (re´gion
en noir) avec un mode`le SIMP de facteur de pe´nalisation n = 4 pour la formulation
classique : le ratio de Poisson ν0 est choisi e´gal a` 0 et 0, 5 pour diﬀe´rentes valeurs
de densite´ ρ = {0, 25; 0, 5; 0, 75}.
3.4 Formulation du Proble`me de Conception de
PEHs pour le Mode`le SIMP
En utilisant les relations (3.18) et (3.22), un changement de variables est eﬀectue´
entre le parame`tre des proprie´te´s des mate´riaux et des sources de conception p et la
fonctionnelle de densite´ ρ. Cela se fait sans diﬃculte´ majeure car par construction
les sche´mas d’interpolation {gn : [0, 1] −→ [pmin,pmax], ρ −→ gn(ρ)} liant p et
ρ sont choisis de manie`re a` ce qu’ils soient des diﬀe´omorphismes pour toutes les
valeurs du degre´ de pe´nalisation n. Cette parame´trisation continue du domaine de
conception avec les fonctions compose´es gn ◦ ρ se distingue de celles utilise´es en
optimisation de forme classique. En eﬀet, les fonctions parame´triques controˆlent
les variations des frontie`res libres du domaine sans modiﬁer la connectivite´ de
celui-ci (pre´servant ainsi la topologique initiale). Mais en optimisation topologique
avec l’approche SIMP, elles controˆlent la re´partition des densite´s de mate´riaux et
des sources a` l’inte´rieur de chaque maille du domaine e´tudie´ (cela conduit a` des
changements de topologie car dans ces proble`mes de conception optimale, le plus
souvent, on a l’e´quivalence : Absence de Mate´riau ⇔ Insertion de Trou, d’ou` le
nombre de trous dans le domaine Ωv qui va eˆtre celui des points qui auront ze´ro
comme valeur de densite´). Ainsi, on exprime toutes les e´quations du proble`me en
fonction de la seule variable ρ, et les champs magne´tiques sont aussi calcule´s en
fonction de ρ. Par conse´quent, la densite´ des mate´riaux ρ devient notre variable de
conception optimale et l’on pose : B(ρ) = B(A(ρ)) qui est l’induction du champ
magne´tique associe´.
Ensuite, en vue de la re´solution nume´rique, le domaine est discre´tise´ et chaque
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cellule de Ωv constitue une variable d’optimisation du proble`me, on pose alors :
ρ = (ρ1, . . . , ρi, . . . , ρN), avec N le nombre de subdivisions de Ωv, voir la Figure 3.8.
De meˆme, les EDPs mode´lisant les e´tats primal et adjoint du proble`me sont expri-
me´es en fonction de la densite´. Finalement, le proble`me (℘) peut-eˆtre reformule´ de
manie`re discre`te comme suit :
(℘ρ)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
ρ∈RN
F (ρ) =
∫
ΩT
|| B(ρ)−B0 ||2 dΩ, (3.24)
s.c. :
hA(ρ) = 0, dans Ω, (3.25)
hλ(ρ) = 0, dans Ω, (3.26)
N∑
i=1
ρivi = ρ
Tv = V0. (3.27)
0 ≤ ρ ≤ 1. (3.28)
Ou` :
• les e´quations (3.25) et (3.26) sont les formulations correspondantes aux pro-
ble`mes primal et adjoint respectivement,
• v = (v1, . . . , vN) est le vecteur repre´sentant les volumes 12 e´le´mentaires de
chaque cellule, voir par exemple la Figure 3.8.
Dans le cas d’un maillage re´gulier uniforme, les volumes e´le´mentaires (vi)1≤i≤N
sont tous e´gaux ; l’e´galite´ (3.27) peut alors eˆtre normalise´e, elle devient alors :
N∑
i=1
ρi = v0, avec v0 = V0/v1. (3.29)
Avec la loi de de´rivation des fonctions compose´es, la sensibilite´ de (℘ρ) par rapport
a` la nouvelle variable de conception ρ est donne´e par :
∂F
∂ρ
=
∫
Ωv
∂g
∂ρ
[
∂J
∂g
λ+
∂M
∂g
B(λ)− ∂ν
∂g
B(A)B(λ)
]
dΩ, (3.30)
avec g le SIM choisi pour la parame´trisation du domaine de conception.
L’inte´grale de la fonction couˆt de (℘ρ) dans l’e´quation 3.24 se calcul de manie`re
approche´e nume´riquement sur un maillage rectangulaire uniforme de la zone cible
ΩT, voir les Figures 3.8 et 3.9.
3.5 Re´solution Nume´rique : le code d’Optimisa-
tion Topologique ATOPTO
Pour la re´solution nume´rique des proble`mes d’optimisation structurale, il existe
plusieurs algorithmes dans la litte´rature qui peuvent-eˆtre spe´ciﬁques aux proble`mes
12. Rigoureusement, c’est en 3D que les (vi)1≤i≤N sont eﬀectivement des volumes cellulaires
associe´s aux mailles. Dans notre mode`le re´duit 2D, on a garde´ le terme volume pour de´signer ces
quantite´s qui sont en re´alite´ des surfaces e´le´mentaires des mailles (c’est cette appellation qui est
aussi couramment employe´e dans la litte´rature, voir par exemple [51]).
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Figure 3.8 – Domaine topologique variable Ωv discre´tise´ pour l’approche SIMP,
chaque cellule est une variable de design tels que ρ = (ρ1, . . . , ρi, . . . , ρN), avec N
le nombre total de mailles.
de me´canique [51, 52, 53, 54, 81, 132, 133, 148] et d’e´lectromagne´tisme [149, 150,
85, 86, 87]. La majeure partie des solveurs connus et robustes pour le design sont
de´die´s a` la re´solution des proble`mes en me´canique. En ce qui concerne les autres
applications, notamment en e´lectromagne´tisme, il revient le plus souvent aux desi-
gners de de´velopper leurs propres algorithmes heuristiques aﬁn d’avoir des solutions
re´alisables. De plus, dans le domaine de la propulsion e´lectrique spatiale, il n’existe
pas de telles approches pour la conception automatise´e des circuits magne´tiques.
Les circuits utilise´s dans la conﬁguration des moteurs actuels ont e´te´ majoritai-
rement conc¸us empiriquement (par « essai-erreur »). Ainsi, la mise en place et le
de´veloppement d’outils servant a` la conﬁguration de la topologie magne´tique et ar-
chitecturale des propulseurs plasmiques, est plus que jamais ne´cessaire. C’est l’une
des motivations fondamentales de ce travail, et dans cette section nous pre´senterons
notre de´marche en de´tails comprenant l’architecture et le principe de fonctionne-
ment de notre code d’optimisation topologique pour les circuits magne´tiques par
re´solution de proble`me inverse d’e´lectromagne´tisme.
3.5.1 Outils de Calculs
Nous avons choisi de construire un code d’optimisation topologique sous le
nom ATOPTO (Algorithm To Optimize Propulsion using Topology Optimization).
ATOPTO est base´ sur le mode`le SIMP utilisant la sensibilite´ topologique (3.30) dans
les algorithmes nume´riques de type gradient. Nous utilisons principalement deux
logiciels de calculs bien connus dans la communaute´ scientiﬁque a` savoir MATLAB 13
(MATrix LABoratory) de´veloppe´ par la socie´te´ MathWorks [151] et FEMM 4.2 14
(Finite Element Method Magnetics version 4.2) de´veloppe´ par David Meeker [152].
13. C’est un logiciel payant disponible sous tous les syste`mes d’exploitation [151].
14. C’est un logiciel libre disponible uniquement sous window [152].
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Ces logiciels rendent notre travail beaucoup plus ﬂexible et exploitable par des in-
ge´nieurs. De plus, ces choix se sont impose´s indirectement car dans le domaine de
la conception de propulseurs e´lectriques la majeure partie des travaux sur le plan
national et international (articles, the`ses, plan d’expe´rience, voir notamment les
re´fe´rences pre´sente´es au Chapitre 1 sur la propulsion spatiale) est re´alise´e dans ces
environnements. FEMM sert a` re´soudre les e´quations de Maxwell-Ampe`re qui consti-
tuent les contraintes du proble`me d’optimisation (notamment dans le mode`le (℘ρ)
les e´galite´s (3.25) et (3.26)). Cet outil de calcul par la me´thode des e´le´ments ﬁnis
en 2D, dispose d’un panel de fonctionnalite´s permettant la prise en charge de plu-
sieurs classes de proble`me d’e´lectromagne´tisme avec diﬀe´rents types de syste`mes de
coordonne´es spatiales. Ainsi, nous avons interface´ FEMM avec MATLAB pour la partie
optimisation du code. En particulier, nous exploitons la toolbox d’optimisation de
MATLAB a` travers la fonction fmincon de´die´e a` l’optimisation avec contraintes. Nous
savons qu’il existe d’autres logiciels
(par exemple : SCILAB, FreeFem++, ANSYS, Maxwell, Flux, ABAQUS, COM-
SOL, NX Nastran, MSc Nastran, QuickField, etc) pouvant aussi eˆtre utilise´s dans
notre travail. Mais, le bon compromis pour faciliter l’e´change de donne´es entre
chercheurs et inge´nieurs en ce qui concerne ces proble`mes de conﬁguration des pro-
pulseurs a` eﬀet Hall est l’utilisation de ces outils de calculs scientiﬁques. De plus,
leur pre´cision sur les calculs de champs e´lectromagne´tiques conviennent a` l’applica-
tion conside´re´e, et les circuits optimaux obtenus peuvent-eˆtre exporte´s sous forme
d’exe´cutables pouvant servir a` d’autres types de simulation dans le cadre du de´ve-
loppement et de l’e´laboration des propulseurs (telle que : le mouvement plasmique
a` l’inte´rieur du moteur). Ce qui fait que la diﬃculte´ n’est pas le choix de logiciels
de calculs mais plutoˆt leur utilisation par des inge´nieurs ou autres collaborateurs
qui ont ces logiciels a` leur disposition pour re´aliser les simulations nume´riques.
3.5.2 Syste`me de Maillages Utilise´s
Le maillage d’un domaine a` e´tudier en analyse nume´rique est d’une grande
importance. Cela est d’autant plus fondamental que la qualite´ du maillage eﬀectue´
pour l’approximation nume´rique inﬂuence la qualite´ de la solution obtenue. D’ou`,
dans la plupart des mode`les mathe´matiques, le raﬃnement de la discre´tisation du
domaine d’e´tude implique une bonne pre´cision sur les valeurs nume´riques calcule´es
(en ge´ne´ral). Dans le solveur ATOPTO, nous utilisons deux syste`mes de maillage
correspondant aux deux niveaux de re´solution du proble`me :
1. Au niveau du calcul des champs magne´tiques :
Pour le calcul des vecteurs potentiels, et du champ magne´tique, on utilise
un maillage ﬁn pour une meilleure pre´cision sur les valeurs de champs cal-
cule´s suivant la tole´rance requise pour le bon fonctionnement du dispositif
a` concevoir, que l’on impose directement dans un script qui doit-eˆtre lu par
FEMM. Ce maillage triangulaire est fait dans le domaine entier Ω, voir la
Figure 3.9, d’autres exemples se trouvent dans [152].
2. Au niveau des variables d’optimisation :
Pour la re´solution du proble`me d’optimisation, on emploie une discre´tisa-
tion plus grossie`re par rapport au pre´ce´dent cas. Ce maillage est eﬀectue´
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uniquement dans la zone variable Ωv et le nombre de ses cellules N est la
dimension/taille du proble`me discret d’optimisation topologique (℘ρ), voir
aussi les Figures 3.8 et 3.9. En pratique, une subdivision uniforme du do-
maine variable Ωv est utilise´e car dans ce cas les cellules e´le´mentaires ob-
tenues ont la meˆme surface. Par la suite, c’est l’expression simpliﬁe´e (3.29)
qui sera imple´mente´e dans le programme ATOPTO. Il est possible de raﬃner
ce maillage a` souhait a` la limite de la capacite´ des supports et ressources
informatiques disponibles pour re´aliser les simulations et garantir la robus-
tesse de l’algorithme d’optimisation choisi. Il est a` noter aussi que plus le
domaine Ωv sera maille´ ﬁnement, plus il y aura de variables d’optimisation
et plus la complexite´ de re´solution nume´rique augmente. L’avantage c’est
que la solution optimale obtenue pre´sentera une topologie beaucoup plus
pre´cise. Le calcul nume´rique de l’inte´grale de´ﬁnissant le crite`re sur ΩT se
fait aussi sur un maillage inde´pendant mais similaire a` celui de Ωv (sauf que
le maillage de ΩT n’entre pas dans les composantes de la variable ρ), voir la
Figure 3.9.
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Figure 3.9 – Repre´sentation graphique du domaine e´tudie´ Ω sous FEMM montrant
le syste`me de maillage utilise´ pour la conception optimale avec ATOPTO.
Cette distinction entre la discre´tisation globale du domaine Ω pour les calculs
par e´le´ments ﬁnis et celle de la zone a` topologie variable Ωv est une originalite´ pour
la re´solution d’un proble`me d’optimisation topologique par la me´thode SIMP. Ce-
pendant, ce type d’adaptation de maillage grossier existe en optimisation de forme
ge´ome´trique, ou` un maillage ﬁn est employe´ pour le calcul des grandeurs physiques
du proble`me par e´le´ments ﬁnis et un maillage grossier pour le suivi des frontie`res
du domaine [153]. En ge´ne´ral, pour l’optimisation topologique par la me´thode de
la densite´, le maillage des e´le´ments ﬁnis du domaine entier est celui qui donne la
taille du proble`me. Ceci meˆme s’il y a des zones ou` la distribution de mate´riaux est
de´ja` connue [154]. Cela complexiﬁe inutilement le proble`me car il faudrait mani-
puler un vecteur variable du proble`me d’optimisation ayant certaines composantes
de´ja` connues donc ﬁxe´es a` l’avance. Cela alourdi les processus d’optimisation ce qui
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peut eˆtre e´vite´ en proce´dant comme expliquer ci-dessus. De plus, dans le cadre spe´-
ciﬁque du proble`me inverse de conception des propulseurs, cela pre´sente un grand
intereˆt a` cause de la cartographie magne´tique B0 impose´e dans la zone cible ΩT.
En eﬀet, la topographie magne´tique donne´e peut eˆtre issue d’une autre simulation
nume´rique notamment par un inge´nieur spe´cialiste de la propulsion spatiale. Ainsi,
pour avoir les meˆmes e´chelles et pre´cisions de calcul avec les meˆmes outils, il faudra
aussi utiliser les meˆmes maillages pour calculer le champ magne´tique B. Dans ce
cas la minimisation de l’e´cart ‖B0 −B‖ (dans la region ΩT) a un sens.
3.5.3 Principe de Fonctionnement du code ATOPTO
Notre programme d’optimisation topologique pour la re´solution du proble`me
inverse d’e´lectromagne´tisme peut-eˆtre de´crit de la manie`re suivante :
Etape 1 : De´ﬁnition du Cadre de Travail,
Apre`s avoir choisi un proble`me de conception de circuit magne´tique et pose´
le mode`le mathe´matique correspondant, on se pose maintenant la question :
comment traiter notre proble`me avec l’outil choisi FEMM. Il faut alors de´ﬁnir
le cadre de re´solution du proble`me, c’est-a`-dire que l’on doit donner :
— le type de proble`mes d’e´lectromagne´tisme : magne´to-statique, magne´to-
harmonique, e´lectrostatique, e´lectrodynamique, . . . .
— les conditions aux limites des EDPs de´ﬁnissant le mode`le : Dirichlet,
Neumann, Mixte (ou de Robin 15),. . . .
— le syste`me de coordonne´es utilise´es : carte´sien, cylindrique.
— les unite´s de mesure des dimensions ge´ome´triques de´ﬁnissant le domaine
d’e´tude : millime`tre (mm), centime`tre (cm), me`tre (m).
— la librairie des mate´riaux et sources magne´tiques utilise´s pour le design :
air, fer, aimant, courant (bobine), ce´ramique,. . . .
— le comportement intrinse`que des mate´riaux magne´tiques : line´aire ou
non line´aire.
— la pre´cision des calculs par le solveur : la taille des mailles, l’angle mi-
nimum des angles des triangles e´le´mentaires (du maillage des e´le´ments
ﬁnis),. . . .
Ainsi, tous les parame`tres par de´faut du logiciel doivent eˆtre controˆle´s aﬁn
de ve´riﬁer la correspondance par rapport a` nos exigences. Par ailleurs en
cas de traitement de donne´es provenant d’un tiers, il faut s’assurer que l’on
travaille dans le meˆme cadre. Une liste comple`te des cadres d’e´tudes pris en
charge par FEMM se trouve dans [152].
Etape 2 : Description de la topologie ge´ne´rale et initiale du domaine
D’abord, on de´crit la topologie de tous les sous-domaines de Ω (on doit pre´-
ciser si le sous-domaine conside´re´ est : un secteur d’un disque, un rectangle,
une plaque ellipso¨ıdale, . . . ). Ensuite, on donne les dimensions ge´ome´triques
du domaine d’e´tude Ω, ainsi que celles de ses sous-domaines, notamment
15. Victor Gustave Robin (17 Mai 1855 - 1897) : mathe´maticien franc¸ais, professeur de mathe´-
matiques applique´es a` la Sorbonne.
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la zone cible ΩT, les zones a` topologie variable formant Ωv, la position des
zones contenant les sources de champ magne´tique. Avec ces dimensions ge´o-
me´triques on de´ﬁnit la position du centre de chaque re´gion du domaine de
conception qui servira de repe`re (associe´ a` chaque re´gion).
Ensuite, lorsqu’il existe, le domaine correspondant a` l’e´tat adjoint du pro-
ble`me est de´ﬁni. Soulignons que les EDPs (3.25) et (3.26) sont re´solues avec
les meˆmes caracte´ristiques ge´ome´triques du domaine Ω, en particulier avec
des parame`tres identiques a` ceux donne´s dans l’Etape 1 (les syste`mes de
coordonne´es, les unite´s de mesure, les maillages, etc). De plus, les deux do-
maines pre´sentent la meˆme topologie en terme de distribution de mate´riaux
notamment les parties ferromagne´tiques. Cependant, la source de champ
magne´tique de l’e´tat l’adjoint (3.26) est obtenue par la conversion de la dif-
fe´rentielle du re´sidu ‖B0−B‖2 en un aimant ﬁctif Ma (voir de plus amples
de´tails dans la section d’interpre´tation physique de l’e´tat adjoint expose´
dans la section 2.5.6 du Chapitre 2).
Enﬁn, on pre´cise la nature topologique du proble`me en terme de distribu-
tion de mate´riaux et sources de chaque zone du domaine. Il s’agit de dire
dans chaque zone, lesquelles des composantes du parame`tre p = {μ,M,J}
sont ﬁxes (celles dont les valeurs sont donne´es dans le cahier des charges), et
lesquelles sont variables (dont les re´partitions optimales sont a` de´terminer).
Dans chaque zone a` topologie variable, les bornes pmin et pmax sont ﬁxe´es
en fonction du type de mate´riaux. Dans la version actuelle du programme
ATOPTO, dans chaque zone variable, une seule parmi les composantes de p
doit eˆtre libre (c’est-a`-dire variable). Ensuite le maillage pour l’optimisation
des diﬀe´rentes zones de Ωv est de´ﬁni. Enﬁn un SIM avec un facteur de pe´na-
lisation n note´ par gn est aussi choisi pour le parame´trage de distribution du
mate´riau dans le domaine Ωv (donnant la relation p = gn(ρ)). De´ja`, a` cette
e´tape, un design topologique initial peut eˆtre choisi a` travers un vecteur p0
(il existe une densite´ initiale correspondante ρ0 tel que ρ0 = g−1n (p
0), qui
devra eˆtre choisie a` l’e´tape suivante pour le module d’optimisation).
Par ailleurs, sous FEMM, une hypothe`se simpliﬁcatrice des proprie´te´s des
mate´riaux dans les diﬀe´rentes re´gions est utilise´e (qui est donne´e dans le
Tableau 3.1). Dans le cas de mate´riaux ferromagne´tiques non line´aires une
courbe d’hyste´re´sisB-H est employe´e pour caracte´riser ces mate´riaux. Mais,
nous travaillerons sans saturation, le module de l’induction magne´tique ‖B‖
n’exce`dera pas 0.5T, avec des mate´riaux homoge`nes et line´aires. De plus, en
ce qui concerne la cartographie magne´tique du champ au centre du PEH,
son module est de quelques centaines de Gauss (∼ 150G= 0.015T).
Etape 3 : Module d’optimisation
Le code propose´ pour le design optimal des circuits est ﬂexible dans le
sens ou` l’on a la possibilite´ d’utiliser quasiment tous les algorithmes exis-
tants dans la litte´rature. De manie`re ge´ne´rale, dans les proble`mes de me´-
canique, les algorithmes les plus utilise´s sont la me´thode des asymptotes
mobiles MMA (Method of Moving Asymptotes), l’approximation convexe
des contraintes non line´aire CONLIN ( CONvex LINearization), la me´thode
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Mate´riaux Perme´abilite´ Densite´ de Courant Re´manence
Air (vide) μ0 0 0
Ferromagne´tique μ0μr 0 0
Bobine (cuivre) μ0 J 0
Aimant permanent μ0 0 Br
Table 3.1 – De´ﬁnition des proprie´te´s des mate´riaux (y compris les sources) dans
les diﬀe´rentes zones du domaine d’e´tude sous FEMM. Avec μ0 = 4π × 10−7 H/m, la
perme´abilite´ absolue du vide (qui est la meˆme que celle de l’air), la perme´abilite´
magne´tique et la densite´ de courant s’expriment en H/m et A/m2 respectivement.
du crite`re d’optimalite´ OC (Optimality Criteria) [53, 54, 51, 158, 155, 156].
Cependant, d’autres algorithmes d’optimisation locale utilisant le gradient
topologique (3.30) ont e´te´ privile´gie´s dans notre module d’optimisation. Les
principaux algorithmes de´terministes d’optimisation locale sont : les algo-
rithmes de Newton, Active-set, SQP, Interior-Points Method, etc. Ces algo-
rithmes sont disponibles dans la toolbox d’optimisation de MATLAB. Ne´an-
moins, il est possible de se servir dans ATOPTO de ses propres algorithmes (si
ne´cessaire).
Dans ce suit, on appellera solution fabricable, une solution topologique pour
laquelle les composantes de la variable de la densite´ ρ correspondante sont
assez proche de 0 ou 1 (c’est-a`-dire proche d’une solution binaire que l’on
cherche). Ainsi, on fera une analyse de la solution en terme de fabrication.
Etape 4 : Analyse de la solution en terme de fabrication
Cette e´tape ressemble a` ce que l’on appelle le plus souvent dans la litte´ra-
ture ou chez les designers post-processing. C’est dans cette phase de post-
re´solution que l’on va de´cider de la qualite´ de la topologie optimale continue
incluant la proce´dure d’extraction d’une vraie solution discre`te. En eﬀet, en
toute ge´ne´ralite´, en re´solvant le proble`me continue (℘ρ), il est assez diﬃcile
d’avoir des solutions binaires, comme on pourrait le souhaiter en re´alite´ ;
et cela malgre´ une forte valeur du facteur de pe´nalisation n que l’on utilise
avec gn dans la me´thode SIMP. Contrairement a` la de´marche classique qui
consiste a` supprimer de manie`re arbitraire et empirique les densite´s interme´-
diaires de la solution optimale ρopt (0 < ρopti < 1, i ∈ 1;N), dans ATOPTO,
nous proce´dons d’une fac¸on originale et assez rationnelle. En eﬀet, pour le
post-process a` partir d’une solution continue, l’e´limination des valeurs de
densite´s continues se fait en partie a` l’aide du module d’optimisation. Cette
technique d’e´limination de ces densite´s continues consiste a` utiliser la so-
lution topologique composite ρopt comme point de de´part dans le module
d’optimisation de la manie`re suivante : soient Pn une partie ﬁnie de N∗,
AlgoOpt(Proble`me Mode`le, ρ0, n) une pre´sentation du module d’optimisa-
tion ayant comme argument un proble`me mode`le (a` re´soudre), un facteur
de pe´nalisation n et un design topologique initial ρ0, alors notre proce´de´
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d’e´limination des densite´s interme´diaires peut-eˆtre donne´ par l’algorithme 1.
Une description de l’Algorithme 1 peut eˆtre donne´e comme suit :
 un ensemble SB : c’est un sous-ensemble de [0, 1]N servant a` ve´riﬁer
l’e´cart entre chaque composante de la solution continue ρopt de 0 et
1. Comme on n’utilise pas des algorithmes d’optimisation combinatoire
(en ge´ne´ral), il reste donc diﬃcile d’avoir des solutions binaires. Alors,
l’ensemble SB est de´ﬁni a` une tole´rance  pre`s des designs topologiques
discrets (typiquement  ∈ [10−3, 10−1]) par :
SB =
{
ρ ∈ [0, 1]N : max(ρi, 1− ρi) < , pour i = 1, . . . , N
}
. (3.31)
 une fonction de perturbation fp : c’est une fonction que l’on utilise pour
forcer le proble`me a` converger davantage vers des designs binaires. En
ge´ne´ral, pour cela, on utilise des fonctions stables sur le segment [0, 1]. En
particulier dans les tests nume´riques, on a utilise´ la fonction suivante :
fp : [0, 1] −→ [0, 1], ρ −→ fp(ρ) = 1
2
[1− cos(πρ)] . (3.32)
La fonction fp de´ﬁnie dans (3.32) a e´te´ propose´e par Allaire dans [81],
pour pe´naliser les solutions optimales composites. Cette fonction permet
de faire converger les valeurs infe´rieures a` 1/2 vers 0 et les valeurs supe´-
rieures a` 1/2 vers 1 (ces relations sont strictes car 1/2 est un point ﬁxe de
cette fonction). De plus, en faisant la mise a` jour du point initial ρ0 avec
la solution optimale ρopt a` travers une fonction fp, on perturbe un peu le
design obtenu en le contraignant a` converger vers une solution binaire.
Cela permet aussi a` l’algorithme d’ATOPTO d’eﬀectuer de plus amples re-
cherches en ne s’arreˆtant pas force´ment sur le premier optimum local
trouve´.
Le principe de fonctionnement de notre programme de conception optimale
ATOPTO peut eˆtre re´sume´ par le sche´ma 3.10.
3.6 Applications Nume´riques
Dans cette section, notre technique d’optimisation topologique base´e sur l’ap-
proche de densite´ de mate´riaux avec le code ATOPTO sera valide´e sur des exemples
concrets. Les proble`mes conside´re´s sont des proble`mes inverses qui consistent a`
de´terminer un circuit magne´tique que l’on appellera circuit de « Gauss » car le
champ donne´ B0 dans la zone cible ΩT est une courbe de Gauss suivant la compo-
sante y tandis que sa composante en x est nulle, voir la Figure 3.12. Les diﬃculte´s
rencontre´es avec l’utilisation de l’approche SIMP pour le design optimal seront
aussi pre´sente´es. Dans ces re´sultats nume´riques, les cellules en rouge de´signeront
les points mate´riels (partie ferromagne´tique) du domaine de conception Ωv et les
cellules bleues de´signeront les zones d’air (vide). Pour ces premiers tests nume´-
riques, deux SIMs ont e´te´ employe´s a` savoir : la fonction polynomiale classique (
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Algorithme 1 Optimisation et Pe´nalisation des Densite´s Interme´diaires
1:  = 1 ; {C’est un entier naturel qui permet de parcourir les composantes d’un
vecteur Pn contenant les valeurs du degre´ de pe´nalisation choisie pour le design
optimal.}
2: n = Pn() ; {C’est le degre´ de pe´nalisation initiale. n est alors la premie`re
composante de Pn.}
3: ℘ρ ←− Proble`me Mode`le ; {C’est le proble`me de conception de circuits magne´-
tiques a` traiter.}
4: ρ0 ∈ [0, 1] ;{C’est le point de de´part pour l’algorithme d’optimisation.}
5: ρopt := AlgoOpti(℘ρ, ρ
0, n) ; {Re´solution du proble`me avec les donne´es ini-
tiales. AlgoOpti est le programme d’optimisation utilise´ pour la re´solution
nume´rique.}
6: tantque ρopt /∈ SB et  ≤ longueur(Pn) faire
{Ve´riﬁcation de la contrainte sur la solution discre`te a`  pre`s. De plus, la
longueur du vecteur Pn est prise en compte pour e´viter l’exe´cution en boucle
inﬁnie du programme.}
7:  ←−  + 1 ;
8: n ←− Pn() ; {la nouvelle valeur du facteur de pe´nalisation qui sera uti-
lise´e dans l’e´tape suivante dans le but de pe´naliser davantage les valeurs
composites.}
9: ρ0 ←− fp(ρopt) ; {Perturbation de la solution continue comme de´crit dans
l’e´quation (3.32) et mise a` jour du point de de´part.}
10: ρopt := AlgoOpti(℘ρ, ρ
0, n) ; {Module d’optimisation re´solvant le (℘ρ) avec
les nouveaux parame`tres.}
11: ﬁn tantque
12: retourne ρopt ;
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Figure 3.10 – Diagramme de l’architecture de ATOPTO.
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voir l’e´quation (3.22)) et un SIM ge´ome´trique (une fonction exponentielle) donne´e
par :
gdl(ρ) = pmin
(
pmax
pmin
)ρ
= pmin exp(ρ ln(
pmax
pmin
)), avec ρ ∈ [0, 1]. (3.33)
Cette formulation (3.33) a e´te´ propose´e par Dyck et Lowther [160]. Ce sche´ma
d’interpolation est eﬃcace sur les proble`mes d’e´lectromagne´tisme ou` le mate´riau
utilise´ a des proprie´te´s caracte´ristiques limites (pmin et pmax ) qui sont stricte-
ment positives [150, 160, 161], ce qui limite son application a` l’interpolation de la
perme´abilite´/re´luctivite´ magne´tique dans notre e´tude. Bien que cette formulation
exponentielle n’ait pas de facteurs de pe´nalisation explicite, elle est comparable
aux SIMs classiques de facteurs de pe´nalisation compris entre {5, 6, 7} ; voir une
repre´sentation graphique sur la Figure 3.11. C’est ce qui explique en partie sa force
de pe´nalisation des densite´s composites.
Figure 3.11 – Comparaison entre le sche´ma ge´ome´trique et les sche´mas classiques
de degre´ {5, 6, 7}, la perme´abilite´ magne´tique relative de valeurs pmax = μfer =
1000 pour le fer et pmin = μair = 1 pour l’air.
Remarque 3.1 Sur la Figure 3.11, la comparaison eﬀectue´e consiste a` observer
parmi les SIMs polynomiaux classiques (3.22), lesquels sont suﬃsamment proches
du SIM exponentionnel (3.33). Par exemple les SIMs de degre´ n ∈ {2, 3, 9, 10}
seront plus e´carte´s de la formulation (3.33) comparativement a` ceux de degre´ n ∈
{5, 6, 7}, voir aussi la Figure 3.6.
3.6.1 Conception d’un Circuit de Gauss
Dans cet exemple le circuit comporte 4 bobines et aucun aimant (c’est-a`-dire
M = 0). Ces bobines sont traverse´es par des densite´s de courant donne´es comme
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suit : –bobine 1, J1 = 5 . 10
6 A/m2 ; – bobine 2, J2 = −5 . 106 A/m2 ; – bobine
3 J3 = −5 . 106A/m2 ; – et bobine 4, J4 = 5 . 106 A/m2. La zone a` topologie
variable Ωv est forme´e de deux sous-re´gions disjointes Ωv1 et Ωv2 qui sont alloue´es
pour la re´partition optimale de la perme´abilite´/re´luctivite´. Quant a` la perme´abilite´
magne´tique du fer, elle est donne´e par ses valeurs limites μmin = 1 et μmax = 1000
(ou avec la re´luctivite´ νmin = 1/1000 et νmax = 1). Il faudra ensuite multiplier
ces quantite´s par μ0 (ou par ν0 = 1/μ0) pour avoir les proprie´te´ absolues. Le
volume limite V0 est ﬁxe´ a` 50% du volume total du domaine variable de conception
Ωv. Chacune des deux zones Ωv1 et Ωv2 est discre´tise´e uniforme´ment avec 400
(= 20 × 20) cellules rectangulaires (ce qui donne un proble`me a` 800 variables),
voir la Figure 3.12(a). Les formulations discre`tes correspondantes a` l’inte´gration
des SIMs sont exprime´es de manie`re suivante :
— SIM polynomial classique,
ν(ρ) =
i=N∑
i=1
[1/1000 + (1− 1/1000)ρni ]1i, (3.34)
— SIM exponentiel,
μ(ρ) =
i=N∑
i=1
exp(ρi ln(1000))1i, (3.35)
avec : 1i la fonction caracte´ristique de la i
ie`me maille du domaine (discret)
de conception Ωv, voir la Figure 3.12(a).
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Figure 3.12 – Domaine de conception pour le proble`me du circuit de Gauss :
(a) la subdivision du domaine Ω, la discre´tisation des zones variables Ωv1 et Ωv2
(Ωv1 ∪ Ωv2 = Ωv), et la zone de mesure ΩT qui est au centre du domaine Ω. (b)
Le graphe de la cartographie magne´tique : sa composante B0y est une fonction
gaussienne.
Ce proble`me de grande taille a e´te´ re´solu avec succe`s en utilisant ATOPTO [76].
Sur cette application, les deux SIMs parame´trant le domaine de conception va-
riable Ωv ont trouve´ des topologies optimales tre`s proches et e´quivalentes (au sens
de leur connectivite´) en partant du meˆme design initial, voir les Figures 3.13. Ce-
pendant, soulignons que la formulation exponentielle (3.35) pre´sente de meilleures
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performances. En eﬀet, la valeur minimale de la fonction objectif correspondante
est 1, 2 . 10−2 qui est infe´rieure a` celle obtenue avec la formulation (3.34) soit
2, 3 . 10−2. De plus, en ce qui concerne le temps de re´solution, avec (3.35), on
a un Temps-CPU nettement plus faible que celui pris en utilisant la formulation
polynomiale, voir la Figure 3.13. Par la suite, sur la Figure 3.14, l’historique de
la convergence de la fonction couˆt, l’approximation du champ impose´ B0 et le
ﬂux magne´tique ge´ne´re´ par le circuit optimal obtenu avec le sche´ma (3.35) sont
repre´sente´s.
3.6.2 Diﬃculte´s dues a` la Me´thode SIMP
Comme toute autre me´thode d’optimisation topologique structurale, l’optimi-
sation topologique par distribution de densite´ de matie`re SIMP est assujetti : (i) a`
la de´pendance de la solution optimale vis-a`-vis du maillage utilise´, (ii) au proble`me
du damier, (iii) a` la pre´sence de plusieurs minima locaux (en ge´ne´ral, cela de´pend
aussi de la nature du proble`me). Pour pallier ces diﬃculte´s des techniques de re´-
gularisation existent dans la litte´rature, voir par exemple [51, 154, 159, 163, 162].
Une des technique les plus utilise´es pour de telles re´gularisations est celle des ﬁltres
pour les densite´s propose´e par Bruns et Tortorelli [164, 165]. En plus des diﬃculte´s
ci-dessus, l’optimisation par la me´thode des densite´s ge´ne`re l’apparition de densite´s
interme´diaires dans la solution optimale (lorsque que l’on utilise des algorithmes
d’optimisation continue). Bien qu’il soit possible dans certains cas de concevoir
ces solutions composites avec des micro-structures perfore´es ou poreuses, voir la
Figure 3.7. Cela est diﬃcilement concevable dans le cas du circuit magne´tique. En
eﬀet, ces structures contenant des inclusions microscopiques ne sont pas adapte´es
a` toutes les applications physiques. En pratique, pour e´viter ces densite´s interme´-
diaires, on utilise couramment dans le module optimisation des valeurs relativement
e´leve´es du facteur de pe´nalisation n : c’est le principe meˆme de l’approche SIMP.
Sauf que lorsque n > 1, on peut rencontrer des instabilite´s nume´riques au voisinage
de 0 car dans ce cas la pente des fonctions gn tend vers 0 (car la de´rive´e ∂gn/∂ρ
intervient dans la sensibilite´ (3.30)). C’est ainsi que l’on introduit un parame`tre
ρmin(> 0) et le proble`me discret de design (℘ρ) est ﬁnalement conside´re´ sur [ρmin, 1]
(au lieu de [0, 1]). Par ailleurs, une grande valeur du facteur de pe´nalisation n pro-
voque des proble`mes de convergence dans l’algorithme d’optimisation. En eﬀet,
pour des valeurs de ρ strictement plus petites que 1, leur puissance en n tend vers
0 (c’est-a`-dire : pour ρ ∈]0, 1[, ρn −→ 0), ce qui fait qu’au cours des ite´rations
(notamment de type direction de descente) les e´carts seront si insigniﬁants que
l’algorithme s’arreˆtera de manie`re pre´mature´e.
Pour surmonter, ces diﬃculte´s, des SIMs alternatives ont e´te´ propose´s, voir
par exemple dans [150, 166, 167], et le sche´ma le plus couramment utilise´ est le
sche´ma de type fonction rationnelle propose´e par Stolpe et Svanberg qui est de´ﬁni
par [167] :
gr,n(ρ) = pmin +
ρ(pmax − pmin)
1 + n(1− ρ) , avec ρ ∈ [0, 1], et n ≥ 0. (3.36)
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(a) Topologie Initiale
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(b) Topologie Optimale avec le sche´ma exponentiel gdl (Nombre
d’ite´rations = 344, Temps-cpu = 9h42min21s, fval = 1.2 . 10−2).
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(c) Topologie Optimale avec le sche´ma Polynomial gn (Nombre
d’ite´rations = 684, Temps-cpu = 22h10min12s, fval = 2.3 . 10−2).
Figure 3.13 – Re´sultats nume´riques pour le proble`me d’un circuit de Gauss. La
quantite´ fval repre´sente la valeur optimale du crite`re. Le facteur de pe´nalisation n
a e´te´ pris de 1 a` 4. (cela correspond a` Pn = [1, 2, 3, 4].
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Figure 3.14 – Re´sultats nume´riques avec la formulation exponentielle : (a) his-
torique de la convergence de la fonction objectif ; (b) comparaison entre les com-
posantes y du champ impose´ B0 et du champ calcule´ B ; (c) distribution spatiale
de l’intensite´ du module ‖B‖ du champ magne´tique dans le domaine Ω.
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Dans ce sche´ma rationnel (3.36), la quantite´ n joue le roˆle de facteur de pe´nalisation
comme dans le cas classique (3.22). Le sche´ma gr,n a eﬀectivement une pente non
nulle meˆme pour n grand. Mais il reste tre`s similaire au cas classique dans les
simulations nume´riques. Dans nos e´tudes, nous proposons, une nouvelle manie`re
de conside´rer la formulation propose´e initialement par Bendsøe [134] qui fera l’objet
de la section suivante.
3.7 Formulation Polynomiale Ge´ne´ralise´e des SIMs
Aﬁn d’utiliser eﬃcacement le sche´ma classique (3.22), nous proposons dans cette
the`se une extension plus ge´ne´rale. En eﬀet, pour une valeur du degre´ n, au lieu de
se focaliser sur le monoˆme de degre´ n, nous conside´rons le polynoˆme « complet »
fn de´ﬁni comme suit :
p(ρ) = fn(ρ) =
n∑
i=0
aiρ
i, with ρ ∈ [0, 1], ai ∈ R, (3.37)
ve´riﬁant les conditions :
1. fn(0) = pmin, et fn(1) = pmax,
2. fn est stable, strictement croissante et convexe sur [0, 1].
Ces deux conditions permettent d’avoir une correspondance bijective entre la den-
site´ ρ et les proprie´te´s des mate´riaux p. Le choix des coeﬃcients (ai)0≤i≤n de´pend
du proble`me de conception e´tudie´. Lorsque ces coeﬃcients sont positifs alors l’ex-
pression (3.37) est une combinaison convexe de la famille des sche´mas classiques
(f ci )1≤i≤n avec : pour i ∈ N∗ :
f ci (ρ) = pmin + (pmax − pmin)ρi, ρ ∈ [0, 1]. (3.38)
Ainsi, on obtient des sche´ma polynomiaux ge´ne´ralise´s (3.37), qui vont pre´senter
plus d’avantages que les conside´rations classiques. En eﬀet, ces formules ge´ne´rales
posse`dent deux moyens de controˆle pour un meilleur usage de l’approche SIMP : a`
savoir le degre´ n pour re´duire l’apparition des densite´s interme´diaires et les poids
(ai)0≤i≤n pour induire de la stabilite´ nume´rique lors du processus d’optimisation,
voir une illustration sur la Figure 3.15.
Cette approche peut avoir une interpre´tation physique qui est la suivante : en
conside´rant le facteur de pe´nalisation n comme l’intensite´ d’une force applique´e a`
la densite´ ρi dans la iie`me cellule du maillage de Ωv (maillage pour les variables
d’optimisation, voir les Figures 3.8, 3.9 et 3.12(a)), alors la formulation ge´ne´rali-
se´e permet d’amortir l’eﬀet de cette force en re´partissant sa charge entre plusieurs
points (a` travers les monoˆmes (ρi)1≤i≤n) au lieu de l’appliquer en un seul point
(c’est-a`-dire le monoˆme ρn pour le SIM classique (3.22) ou (3.38)). Ainsi, avec la
formulation propose´e (3.37), le processus d’optimisation se de´roule sans diﬃculte´
pour tout n ∈ N∗. De plus, a` travers les re´sultats obtenus au cours des diﬀe´rentes
simulations eﬀectue´es, nous avons constate´ que la formulation classique favorisait
plus les solutions proches de 0 que celles qui avoisinnent 1. Cela peut s’expliquer
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par le fait que l’on utilise des algorithmes de type gradient qui cherchent en ge´-
ne´ral les solutions parmi les points critiques (c-’est-a`-dire les points qui annulent
la de´rive´e du crite`re). Cet aspect constitue un inte´reˆt quant a` l’utilisation de la
forme ge´ne´rale propose´e en (3.37). En eﬀet, on note que la forme ge´ne´rale contient
toujours une partie line´aire d’ou` la quantite´ ∂fn/∂ρ ne sera pas rigoureusement
e´gale a` 0 aux composantes nulles de ρ pour n > 1 (comme elle l’est avec la forme
classique (3.22)). Cela implique que la sensibilite´ du proble`me (3.30) sera nulle
uniquement en des points vraiment stationnaires (bien e´videmment, ceci va ame´-
liorer la qualite´ des solutions locales trouve´es). De plus les fonctions fn (n ≥ 1)
se comportent de manie`re syme´trique entre les deux valeurs extreˆmes de ρ, ce qui
favorise une sorte d’e´qui-probabilite´ entre les deux valeurs discre`tes {0; 1}. Des
illustrations se trouvent sur la Figure 3.15. Dans ce qui suit, nous allons proposer
des techniques pour de´terminer les poids (ai)0≤i≤n.
3.7.1 Proposition de SIMs Ge´ne´ralise´s
Pour e´tablir des relations analytiques qui permettent de calculer les coeﬃcients
(ai)0≤i≤n du polynoˆme fn, on utilise la condition 1 donne´e dans la de´ﬁnition (3.37))
qui nous donne les relations ci-dessous :
a0 = pmin, et
n∑
i=1
ai = pmax − pmin. (3.39)
Les e´galite´s de l’e´quation (3.39) sont des relations explicites entre la fonc-
tionnelle fn et les proprie´te´s des mate´riaux utilise´s pour la conception optimale.
Ainsi, il devient e´vident qu’il existe plusieurs choix possibles 16 pour les coeﬃcients
(ai)0≤i≤n. Dans notre e´tude, nous proposons de conside´rer ces coeﬃcients comme
des suites re´currentes d’un certain ordre p. Dans ce cas, il est alors possible de
les exprimer en fonction du degre´ n de pe´nalisation. Comme a0 est connu (=pmin,
voir l’e´quation (3.39)), il reste alors a` de´terminer la famille (ai)1≤i≤n. Pour cela, on
pose :
α0 +
p−1∑
i=0
αi+1am+i = am+p, with : m+ p ≤ n, m ∈ N, αi ∈ R. (3.40)
Dans la de´ﬁnition (3.40) des poids il y a p degre´s de liberte´. Ainsi, la suite (ai)1≤i≤n
sera de´termine´e de manie`re unique a` partir des p premiers coeﬃcients.
16. En tenant compte bien suˆr de la condition 2 qui accompagne la formulation ge´ne´rale (3.37).
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(a) SIM classique (b) SIM de la suite uniforme
Figure 3.15 – Les re´pre´sentations graphiques des SIMs classiques f cn et ge´ne´ralise´s
fun (SIM uniform (3.43)) qui sont utilise´s avec la me´thode SIMP. Ces courbes sont
trace´es avec la reluctivite´ νr qui a pour valeurs min et max : νrmin = 10
−3 et
νrmax = 1. Le vecteur Pn e´gal a` [1, 2, 3, 4, 5, 6, 10].
3.8 Etudes Comparatives avec les Formulations
Ge´ne´ralise´es
3.8.1 Suites Aﬃnes du Premier Ordre
Par souci de simplicite´, nous utilisons ici des suites re´currentes aﬃnes du pre-
mier ordre connues dans les manuels classiques sous le nom de suites arithme´tico-
ge´ome´triques. Dans ce cas, on exprime chaque poids ai en fonction de son indice
(ou rang) i, des coeﬃcients α0, α1 et du poids a1 (qui est au premier ordre). Par
la suite, a` partir des relations (3.39) et (3.40), nous avons pour la suite aﬃne :
ai =
⎧⎪⎨
⎪⎩
a1 + (i− 1)α0, si α1 = 1,
αi−11
(
a1 − α01−α1
)
+ α0
1−α1 , sinon.
(3.41)
De plus, en combinant (3.39) et (3.41), le poids a1 est calcule´ par :
a1 =
⎧⎪⎨
⎪⎩
1
2
[
2
(
pmax−pmin
n
)− (n− 1)α0] , si α1 = 1(
α1−1
α1n−1
) [
pmax − pmin − nα01−α1
]
+ α0
1−α1 , sinon.
(3.42)
Pour les exemples nume´riques, nous avons choisi les formulations suivantes :
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— Suite Uniforme que l’on nommera uniform : Dans ce cas, on prend : α0 =
0, et α1 = 1. Ainsi pour i = 2, . . . , n, ai = a1, le sche´ma correspondant est :
fun(ρ) = a0 + a1
n∑
i=1
ρi, ∀ρ ∈ [0, 1]. (3.43)
— Suite ge´ome´trique 17 que l’on nommera geometric : dans ce cas, on prend :
α0 = 0, et α1 = 10. Le sche´ma obtenu est :
f gn(ρ) = a0 +
n∑
i=1
a1α
i−1
1 ρ
i, ∀ρ ∈ [0, 1]. (3.44)
— Suite arithme´tico-ge´ome´trique que l’on nommera arithmetic-geometric :
Dans ce cas, on prend : α0 = 1.5 et α1 = 0.01. Le sche´ma re´sultant est :
f agn (ρ) = a0 +
n∑
i=1
[
αi−11
(
a1 − α0
1− α1
)
+
α0
1− α1
]
ρi, ∀ρ ∈ [0, 1]. (3.45)
Remarques 3.2 Sur les SIMs choisis
— On nommera le SIM classique par classical de degre´ n par f cn.
— Dans les formules ge´ne´rales (3.41) et (3.42), il sera recommande´ de prendre
α1 = −1. En eﬀet, choisir α1 e´gal a` −1 dans ces expressions peut induire des
oscillations conduisant a` des instabilite´s nume´riques car (−1)n ∈ {−1;+1}.
— On gardera l’appellation anglaise en « gras » pour ces diﬀe´rents sche´mas
polynomiaux (en particulier dans la le´gende des ﬁgures).
3.8.2 Analyse des Proﬁls de Performances
Dans ce paragraphe, un Benchmark a e´te´ eﬀectue´ avec les 4 formulations se´-
lectionne´es : Classique (3.38), Uniforme (3.43), Ge´ome´trique (3.44) et Arithme´tico-
Ge´ome´trique(3.45). La technique d’e´valuation des performances introduite par Do-
lan et More dans [168] a e´te´ adopte´e et les cas tests conside´re´s ont e´te´ traite´s avec
le solveur ATOPTO. Pour cette e´tude comparative, le proble`me de conception d’un
circuit magne´tique, typiquement celui du premier exemple d’application de [76] a
e´te´ re´solu. Les quantite´s caracte´ristiques sont brie`vement rappele´es comme suit :
l’aimant permanent M = 0, la densite´ de courant J = 2 . 106 A/m2, les valeurs de
perme´abilite´ relatives sont μmin = 1 (pour l’air ) et μmax = 1000 (pour le fer). Dans
ces proble`mes, les valeurs du facteur de pe´nalisation ont e´te´ prises de 1 a` 6 ( une
limitation a` 6 a e´te´ choisie pour que le SIM classique puisse eˆtre plus stable).
Les re´sultats nume´riques obtenus ont e´te´ compare´s selon deux crite`res :
— le nombre total de densite´s interme´diaires dans la topologie optimale (note´
τ) : la bonne performance sera pour la fonction SIM qui re´sout le plus
grand pourcentage des proble`mes tests avec le plus petit nombre de densite´s
interme´diaires.
17. A ne pas confondre avec le sche´ma gdl donne´ dans l’expression (3.33) propose´e par Dyck et
Lowther [160]. On gardera plutoˆt l’appellation sche´ma exponentielle pour cette fonctionnelle gdl.
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— la valeur minimale de la fonction de couˆt (note´ fopt) : la meilleure per-
formance est attribue´e a` la fonction SIM ayant le plus grand nombre de
proble`mes re´solus avec la plus petite valeur possible de la fonction de couˆt.
En conside´rant ces deux crite`res, nous recherchons un bon compromis entre
une bonne qualite´ de la convergence et le nombre minimum de densite´s composites
dans le design optimal. En eﬀet, en ge´ne´ral, la solution continue est meilleure que
la solution discre`te en terme de valeur du minimum trouve´ (du crite`re) et donc en
terme d’approximation du champ impose´ dans ΩT. De plus, une forte pe´nalisation
de´grade la qualite´ de la solution a` cause du manque de bonne convergence comme
souligne´ ci-dessus (surtout avec le SIM classique).
Le proﬁl de la performance d’un SIM est de´ﬁni comme le pourcentage de pro-
ble`mes tests re´solus, note´ p. Ainsi la performance peut-eˆtre de´ﬁnie par une proba-
bilite´, voir pour plus de de´tails [168]. Par exemple, pour une valeur donne´e de τ0,
p(τ0) est la probabilite´ qu’un sche´ma conside´re´ re´sout ce ratio de proble`mes avec
au plus τ0 nombre de densite´s interme´diaires (dans la solution optimale). Puis,
pour les crite`res du Benchmark la meilleure formulation est celle qui a sa courbe
au-dessus des autres, voir la Figure 3.16.
Sur la ﬁgure. 3.16(a), nous constatons que le sche´ma uniforme fun est celui qui a
re´solu plus de 50% des cas tests avec au plus τ = 12 densite´s interme´diaires dans la
solution optimale. Cependant, avec le sche´ma classique f cn pour τ = 12, le ratio de
proble`mes re´solus est environ de 25%. La formulation arithme´tico-ge´ome´trique f agn
est ainsi plus eﬃcace que la formulation classique si l’on conside`re uniquement le
nombre de densite´s interme´diaires τ . Par contre les SIMs ge´ome´trique et classique
sont tre`s proches pour ce cas d’analyse.
Sur la Figure 3.16(b), nous remarquons que la formulation uniforme fun a re´solu
plus de 65% des proble`mes pour une valeur minimale de crite`re infe´rieure ou e´gale
a` fopt = 5.10−5. Pour la meˆme pre´cision sur la valeur optimale du crite`re les
trois autres formulations sont assez proches (mais la courbe de la formulation
ge´ome´trique est au-dessus des deux autres ce qui montre bien qu’elle est plus
performante).
Avec ces tests nume´riques, nous avons constate´ que la formulation uniforme
fun , nous oﬀre le bon compris recherche´ qui consiste a` obtenir une meilleure qualite´
de convergence de la fonction objectif avec un design optimal contenant peu de
densite´s composites. Cela est diﬃcile en toute ge´ne´ralite´ (surtout avec le sche´ma
classique qui est couramment imple´mente´ dans les codes d’optimisation topolo-
gique). Par exemple c’est le cas avec le sche´ma ge´ome´trique f gn : en eﬀet ce sche´ma
est moins eﬃcace que f cn et f
ag
n en conside´rant leur performance en τ . En revanche
il est plus performant que ces derniers en terme de valeur minimale du crite`re fopt,
comme illustre´ sur la Figure 3.16. Cette dernie`re comparaison montre l’inte´reˆt d’un
bon choix pour les poids (ai)0≤i≤n.
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(a) (b)
Figure 3.16 – Analyse des proﬁls de performances, avec le code ATOPTO utilisant
les quatre SIMs se´lectionne´s : (a) Performance sur l’apparition des densite´s inter-
me´diaires dans la solution optimale. Les segments en pointille´s montrent les ratios
de proble`mes tests re´solus pour τ = 12. (b) Performance pour la qualite´ de l’ap-
proximation du champ impose´ dans ΩT. Les segments en pointille´s montrent les
ratios de proble`mes tests re´solus pour fopt = 5 . 10−5.
3.8.3 Conception d’une Pie`ce Polaire pour PEH
Dans cet exemple de proble`me d’e´lectromagne´tisme, le but est de concevoir
un circuit magne´tique optimal capable de ge´ne´rer dans la zone de mesure ΩT un
proﬁl de cartographie de champ magne´tique B0 de composante B0y nulle et dont
la composante B0x est ﬁxe´e et repre´sente´e sur la la Figure 3.17(b). Le domaine de
conception e´tudie´ est donne´ sur la Figure 3.17(a).
Dans ce proble`me, le parame`tre de conception est la perme´abilite´, les valeurs
de courant et d’aimant restent identiques a` celles donne´es dans la section 3.8.2. Le
volume V0 est ﬁxe´ a` 40% du volume de Ωv. Ωv est discre´tise´ en 20×16 mailles (soit
N = 320 variable de conception). On utilise un point de de´part ρ0 = (0.1, . . . , 0.1),
c’est-a`-dire que la densite´ 0.1 est uniforme´ment re´partie dans chaque cellule de Ωv
discre´tise´. Le degre´ de pe´nalisation est ﬁxe´ a` n = 5 pour chaque SIM utilise´. Dans
le tableau 3.8.3, la quantite´ fval de´signe la valeur de la fonction objectif apre`s
l’e´limination de toutes les densite´s composites dans le design topologique optimal
trouve´ (c’est-a`-dire la valeur du couˆt pour la solution binaire re´sultante).
En plus du benchmarking eﬀectue´ dans la sous-section 3.8.2, nous avons ob-
tenu sur l’application nume´rique pour le design de la pie`ce polaire des re´sultats
conﬁrmant ceux de cette section. De surcroˆıt, le sche´ma uniforme pre´sente des re´-
sultats meilleurs par rapport a` ceux obtenus avec les autres sche´mas, voir fu5 dans
le Tableau 3.8.3. Sur cet exemple nume´rique, on montre que lorsqu’il y a peu de
densite´s interme´diaires dans la solution continue, apre`s la phase de post-process la
solution binaire reste tre`s proche de la solution continue. Dans le cas contraire, le
design continu et le design discret sont tre`s diﬀe´rents. Voir les Figures 3.19 et 3.18.
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(b) proﬁl de B0x dans la zone de mesure ΩT.
Figure 3.17 – Proble`me de conception d’une pie`ce polaire pour PEH.
SIM fopt τ fval Temps-CPU (min)
f c5 4.01e-4 236 3.63e-3 45
fu5 4.97e-4 48 4.60e-4 150
f g5 8.84e-4 227 5.42e-3 54
f ag5 4.79e-4 118 4.28e-4 126
Table 3.2 – Les re´sultats nume´riques du proble`me de conception de la pie`ce avec
ATOPTO suivant les quatre SIMs propose´s.
Remarques 3.3 (Re´alisation concre`te des designs optimaux obtenus)
Les solutions optimales des Figures 3.13(b) et 3.13(c) pre´sentent des topologies
e´quivalentes aux blocs de mate´riaux ferromagne´tiques se´pare´s. De meˆme les solu-
tions donne´es sur les Figures 3.18(b) et 3.19(b) posse`dent aussi des cellules ferro-
magne´tiques de´tache´es. Ces solutions topologiques optimales sont diﬃciles a` re´a-
liser directement (en ge´ne´ral). En eﬀet, il faudrait trouver un moyen pour relier
ces paries de mate´riaux ferromagne´tiques de´connecte´es ou les enleve´ lorsque les
cellules correspondant ne sont pas majoritaires (groupe´es, voir par exemple les Fi-
gures 3.18(b) et 3.19(b)). Il faut aussi noter que ces exemples d’application sont
plus the´oriques, typiquement pour des illustrations d’ordre acade´mique. Cependant,
dans le chapitres 5 des de´tails sont donne´s sur les possibilite´s d’e´laborations des
designs optimaux en terme de leur re´alisation concre`te pour les conﬁguration des
pie`ces polaires d’un PEH.
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(a) Solution continue
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(b) Solution pe´nalise´
Figure 3.18 – Re´sultats nume´riques avec avec le SIM Classique.
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(b) Solution binaire
Figure 3.19 – Re´sultats nume´riques avec le SIM Uniforme.
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(a) La carte des densite´s composites avec
le SIM Classique.
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(b) La carte des densite´s composites avec
le SIM Uniforme.
Figure 3.20 – Comparaison de la distribution des densite´s composites dans la
solution continue.
3.9 Conclusion
Au cours de ces e´tudes, nous avons explore´ les diﬀe´rentes me´thodes d’optimisa-
tion topologique a` savoir la me´thode du gradient topologique, la me´thode des lignes
de niveaux, la me´thode d’homoge´ne´isation et enﬁn la me´thode SIMP. Notre choix
s’est focalise´ sur cette dernie`re me´thode pour la re´solution nume´rique de proble`me
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de conception d’un circuit magne´tique pour PEH. Nous avons explique´ en de´tails
la nomenclature et le principe de fonctionnement du solveur d’optimisation topo-
logique spe´ciﬁquement de´veloppe´ ATOPTO. Ce programme se caracte´rise entre autre
par une bonne convergence au cours du processus d’optimisation (en comparant
l’utilisation de SIMs classiques a` celle de SIM ge´ne´raise´s) et nous avons pu obtenir
des topologies de circuit magne´tiques tout a` fait re´alisables (c’est-a`-dire des proche
de celle binaire).
Cependant nous avons pu constater que les designs re´sultants du processus
d’optimisation de´pendaient fortement du point de de´part. En eﬀet, aﬁn d’atte´nuer
cette de´pendance, il peut eˆtre inte´ressant d’appliquer des techniques d’optimisation
globales. Mais, au vu de la taille de ces proble`mes de conception optimale il est
e´vident qu’avec les me´thodes globales habituelles la re´solution sera diﬃcile (surtout
a` cause du Temps-CPU). Donc, il faudra de´velopper des heuristiques aﬁn de pouvoir
de´terminer des solutions globales pour ces proble`mes (lorsqu’elles existent).
Chapitre 4
Algorithme de B&B pour
l’Optimisation Topologique de
PEHs
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4.1 Introduction
Dans les proce´dures de conception optimale des structures me´caniques comme
e´lectromagne´tiques, en ge´ne´rale l’inte´reˆt se porte sur la solution exacte du pro-
ble`me. Dans le cas de la conception optimale des circuits magne´tiques pour PEHs,
des maillages ﬁns sont ne´cessaires. Cela implique naturellement la re´solution de
proble`mes d’optimisation de grande taille ce qui devient proble´matique lorsque
l’on envisage le de´veloppement de me´thodes notamment de´terministes d’optimi-
sation globale. En eﬀet, les approches globales habituelles restent diﬃciles voire
impossibles a` appliquer sur des proble`mes de grande taille de part la complexite´
exponentielle du proble`me d’optimisation dans le cas ge´ne´ral. De plus, dans notre
cas, la recherche de solutions globales est encore plus complique´e car nous avons
a` re´soudre des proble`mes inverses d’e´lectromagne´tisme qui sont mal-pose´s comme
nous l’avons souligne´ dans les chapitres pre´ce´dents. Ne´anmoins, nous pre´senterons
dans ce chapitre un programme d’optimisation globale base´ sur un algorithme par
se´parations et e´valuations progressives de type Branch and Bound (B&B) inte´grant
des techniques de calculs des bornes en utilisant l’arithme´tique des intervalles.
4.2 Me´thodes Globales pour l’Optimisation To-
pologique
Les proble`mes d’optimisation de conception structurale sont ceux ou` le nombre
de parame`tres de controˆle peut croˆıtre tre`s rapidement. En eﬀet, pour une meilleure
pre´cision sur la forme des structures e´tudie´es des parame`tres supple´mentaires sont
ne´cessaires dans le cas de l’optimisation de dimensionnement ou de forme, et des
domaines ﬁnement discre´tise´s sont indispensables dans le cas de l’optimisation to-
pologique. Ainsi, l’utilisation de me´thodes d’optimisation globale devient trop couˆ-
teuse en temps de calcul. Cependant, en conside´rant des proble`mes de taille mode´-
re´e, des solutions exactes peuvent eˆtre obtenues lorsque l’on utilise des techniques
d’optimisation globale. Dans la litte´rature, il existe des travaux en optimisation
topologique utilisant des algorithmes d’optimisation globale qui sont principale-
ment base´s sur des approches stochastiques tels que les algorithmes e´volutionnistes
comme par exemple les algorithmes ge´ne´tiques. Les travaux de Y. M. Xie et ses
co-auteurs [171, 172] sont a` ce titre inte´ressants pour l’utilisation d’algorithmes
e´volutionnistes 1 en optimisation topologique.
Quant aux me´thodes de´terministes de types B&B, on trouve quelques premiers
articles re´cents, dont ceux de M. Stolpe et al [173, 174, 175], focalise´s sur le design
des structures en treillis (donc du « sizing optimization »).
L’approche de´terministe d’optimisation globale B&B privile´gie´e dans cette the`se
reste tre`s attractive car elle est tre`s eﬃcace pour la re´solution des proble`mes d’op-
timisation d’une re´alite´ physiques plus complexes comme celui du PEH. Dans ce
contexte et pour assurer la continuite´ et le de´veloppement du code IBBA (pour Inter-
1. Aussi appele´ couramment dans la litte´rature franc¸aise : algorithme e´volutionnaire (par la
traduction anglais evolutionary algorithm).
4.3. Algorithme B&B par Intervalles 103
val Branch and Bound Algorithm) initie´ par F. Messine (voir par exemple [49, 169]),
nous avons opte´ pour une approche B&B utilisant l’Arithme´tique des Intervalles.
Dans le paragraphe suivant, nous allons brie`vement donner quelques aspects
the´oriques fondamentaux sur les ope´rations alge´briques de l’analyse par intervalles
avant de les appliquer aux calculs des bornes sur les champs magne´tiques et de les
imple´menter dans l’optimisation topologique des PEHs avec le code IBBA.
4.3 Algorithme B&B par Intervalles
4.3.1 Arithme´tique d’Intervalles
Les the´ories fondamentales de l’arithme´tique par intervalles modernes furent
connues graˆce aux travaux de Ramon E. Moore (1966) [177, 178] qui a de´veloppe´
cet outil pour analyser et rendre robuste le codage nume´rique des nombres re´els
repre´sente´s sur ordinateur par des nombres a` virgules ﬂottantes. Cet outil permet
d’e´liminer les erreurs de calculs nume´riques [179] mais cela ne´cessite un temps de
calcul plus long et peut ge´ne´rer des encadrements de l’erreur peu pre´cis. Le principe
consiste a` encadrer un nombre issu d’un calcul nume´rique xm par deux nombres
ﬂottants les plus proches possible xg et xd (tel que : xg ≤ xd) ainsi xm ∈ [xg, xd].
L’utilisation des techniques d’arithme´tique d’intervalles en optimisation globale
a e´te´ rendu populaire graˆce aux travaux de Ichida et Fujii [180], Hansen [181, 182],
Ratschek, Rokne et Voller [184, 185, 186], Kearfott [187, 188].
Les ope´rations alge´briques sur les intervalles s’inspirent de celles des re´els.
Soit I = {[A,A] : A,A ∈ R}, l’ensemble des intervalles re´els ferme´s et borne´s.
Soient I,J ∈ I, et  ∈ {+,−, ., /}, alors on a :
I J = {a b|a ∈ I; b ∈ J}. (4.1)
L’image d’une ope´ration alge´brique quelconque sur les intervalles contient toutes
les valeurs possibles obtenues a` travers le croisement de tous les couples apparte-
nant aux intervalles correspondants. Ainsi, de la continuite´ des intervalles re´els, de
celle des ope´rateurs arithme´tiques et du fait que R soit totalement ordonne´, alors
le re´sultat obtenu est aussi un intervalle re´el plus pre´cise´ment un e´le´ment de I.
Pour l’ope´ration de division («  = / »), a` l’image de la division dans R, ze´ro ne
doit pas appartenir au de´nominateur. Pour I,J ∈ I, Moore de´ﬁnit l’arithme´tique
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d’intervalles dans [178] de la manie`re suivante :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
I+ J =
[
I+ J, I+ J
]
,
−J = [−J,−J ] ,
I− J = I+ (−J),
I .J =
[
min{I .J, I .J, I .J, I .J},max{I .J, I .J, I .J, I .J}] ,
1/J =
[
1/J, 1/J
]
, si 0 ∈ [J,J ] ,
I/J = I .(1/J).
(4.2)
En particulier, on a la de´ﬁnition suivante pour le carre´ de l’intervalle I :
I2 =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
[
I
2
, I2
]
, si I < 0,
[
I2, I
2
]
, si I ≥ 0,
[
0,max(I2, I
2
)
]
, si I < 0 < I.
(4.3)
Les de´ﬁnitions ci-dessus 2 (4.2) montrent que dans la the´orie des intervalles, la
soustraction et la division ne sont pas les ope´rations inverses de l’addition et de la
multiplication. Comme nous pouvons le remarquer l’arithme´tique d’intervalles ne
conserve pas toutes les proprie´te´s de l’arithme´tique standard. En eﬀet, la structure
(I,+, .) est uniquement sous-distributive, c’est a` dire pour I,J,K ∈ I, on a :
I .(J+K) ⊂ I .J+ I .K (4.4)
L’inclusion dans la relation (4.4) peut-eˆtre stricte, par exemple pour I = [−2,−1],
J = [−1, 1], K = [1, 2], on a :
I .(J+K) = [−6, 0]  I .J+ I .K = [−6, 1].
De manie`re ge´ne´rale, les structures alge´briques (I,+, 0) et (I, ., 1) sont des mo-
no¨ıdes commutatifs [189] ; ou` pour tout x ∈ R, en arithme´tique d’intervalles, x
devient [x, x] (par abus de notation on gardera x au sens des intervalles, ce type
d’intervalle est connu sous le nom d’intervalle de´ge´ne´re´ par Moore [179]). En re-
vanche les ope´rateurs ensemblistes (∪,⊂,∩, \, . . .) restent identiques au standard
sur les parties de R. Ces ope´rations ensemblistes et de calculs alge´briques se ge´-
ne´ralisent sur les hypercubes, nomme´s aussi pave´s de Rn (avec n ≥ 1). On notera
2. Dans les de´ﬁnitions donne´es dans les e´galite´s (4.2), la division par un intervalle contenant 0
n’est pas de´ﬁnie. Cependant, pour e´liminer cette restriction, E. Hansen propose une arithme´tique
d’intervalles e´tendue ge´rant les bornes inﬁnies, pour plus de de´tails voir [49, 169, 178, 179].
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par In l’ensemble des intervalles ferme´s et borne´s de Rn (de meˆme une extension
de la the´orie des intervalles sur les matrices existe dans la litte´rature [190, 191]).
En particulier, les calculs par intervalles s’eﬀectuent aussi a` travers l’extension
naturelle des fonctions (forme ge´ne´rale des fonctions d’inclusion) sur les fonctions
analytiques standards telles que : cosinus, sinus, logarithme, . . . .
Exemples :
• sin([0, π/2]) = [sin(0), sin(π/2)] = [0, 1].
• exp([0, 1]) = [exp(0); exp(1)] = [1, e].
• arccos([−1, 1]) = [arccos(1), arccos(−1)] = [0, π].
4.3.2 Fonction d’Inclusion
L’une des phases importante et centrale d’un algorithme de type B&B est le
calcul des bornes, que l’on eﬀectue ici en utilisant l’arithme´tique d’intervalles. Dans
les calculs de ces bornes, on est amene´ a` e´valuer des expressions fonctionnelles,
pouvant avoir des comportements structurels divers (polynomiales, exponentielles,
logarithmiques, trigonome´triques,. . . ). Pour mener a` bien ces calculs, on se base
sur la de´ﬁnition suivante :
De´ﬁnition 4.1 Soient, I ∈ In, f : I −→ R, une fonction continue. La fonction
d’inclusion aux intervalles de f est l’application note´e F : In ⇒ I, tel que :
f(I) :=
[
min
x∈I
f(x),max
x∈I
f(x)
]
⊆ F(I) :=
[
F(I),F(I)
]
. (4.5)
La fonction d’inclusion F de f ve´riﬁe les proprie´te´s suivantes :
1. La fonction d’inclusion F(I) co¨ıncide avec la fonction f(I) si I est un
intervalle de´ge´ne´re´, c’est a` dire :
f(x) = F(x), ∀x ∈ R( ou Rn). (4.6)
2. La fonction d’inclusion est croissante sur l’ensemble des parties de l’en-
semble de base par rapport a` l’ordre ensembliste « inclusion : ⊂ », c’est-a`-
dire :
∀ I,J ∈ In, I ⊂ J =⇒ F(I) ⊂ F(J). (4.7)
3. Cas des fonctions monotones sur R : soit f ∈ C(R), si f est strictement
monotone alors F(I) = f(I) pour tout intervalle I. Plus pre´cise´ment, on a
f(I) =
⎧⎨
⎩
[
f(I), f(I)
]
, si f est de´croissante,
[
f(I), f(I)
]
, si f est croissante.
(4.8)
Cette proprie´te´ sera utile pour notre e´tude de conception des circuits magne´-
tiques dans les de´monstrations car on aura une monotonie (plus pre´cise´ment
106 4. Algorithme de B&B pour l’Optimisation Topologique de PEHs
une croissance) induite par l’augmentation du module du champ magne´-
tique dans le canal plasma (entrefer magne´tique) du dispositif en fonction
de l’augmentation du volume de mate´riaux ferromagne´tiques dans le do-
maine de conception (en conside´rant le domaine a` traiter de la Figure 4.3).
Remarque 4.1 (Diﬃculte´s de l’analyse des intervalles) En ge´ne´ral dans
le cadre de la de´termination des bornes pour faire l’optimisation globale utilisant
l’arithme´tique des intervalles, on est inte´resse´ par des intervalles les plus petits
possibles, (si possible avoir une e´galite´ dans la de´ﬁnition (4.1)). C’est la` que re´side
la principale diﬃculte´ dans le maniement des intervalles avec la non unicite´ de
l’extension naturelle. En eﬀet, pour une meˆme expression fonctionnelle donne´e,
le re´sultat des calculs alge´briques de´pendent de l’ordre dans lequel le de´veloppement
a e´te´ eﬀectue´. Cela conduit surtout a` la surestimation des minorants et majorants
obtenus trop distants des bornes re´elles. L’une des principales causes est notam-
ment la non distributivite´ de la multiplication par rapport a` l’addition (et aussi par
rapport a` la soustraction, voir l’e´quation (4.4)).
• Exemple : Pour la fonction quadratique q(x) = ax2 + bx + c, le meilleur
encadrement est obtenu avec l’expression suivante :
q(x) = a
[(
x+
b
2a
)2
− b
2 − 4ac
4a2
]
. (4.9)
• En eﬀet : pour a = b = c = 1, avec les deux expressions qd (forme de´velop-
pe´e) et qc(forme canonique (4.9)) :
qd(x) = x
2 + x+ 1, qc(x) = (x+
1
2
)2 + 3
4
,
qd([−1, 1]) = [−1, 1]2 + [−1, 1] + [1, 1], qc([−1, 1]) = ([−1, 1] + [12 , 12 ])2 + [34 , 34 ],
qd([−1, 1]) = [−1, 3]. qc([0, 1]) = [0, 3].
Il est clair que le plus petit intervalle est celui obtenu avec la forme cano-
nique (4.9) ci-dessus. Ainsi, on voit a` quel point le maniement des intervalles est
complexe. Ces proprie´te´s seront utilise´es pour les demonstrations que l’on eﬀec-
tuera dans ce manuscrit et plus pre´cise´ment pour le calcul des bornes infe´rieures
par intervalles car la fonction objectif de notre proble`me d’optimisation topolo-
gique est quadratique en B (champ magne´tique ge´ne´re´ par le circuit a` conce-
voir). Cependant dans la litte´rature, on trouvera d’autres proprie´te´s fort inte´res-
santes [176, 177, 178, 189, 190, 191].
4.4 Formulation du Proble`me d’Optimisation To-
pologique
On souhaite maintenant appliquer la the´orie de l’Arithme´tique des Intervalles
pour calculer des bornes infe´rieures utiles dans la re´solution de notre proble`me
de conception par optimisation topologique avec un algorithme B&B. Rappelons
rapidement la formulation de base du proble`me d’optimisation a` traiter.
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Figure 4.1 – Domaine de conception repre´sentatif du proble`me d’optimisation
topologique : la zone admissible est Ωv ou` la topologie spatiale optimale en terme
de mate´riau est a` de´terminer.
Soit Ω une partie de R2 de´signant le domaine de conception topologique du
circuit magne´tique a` concevoir. On conside`re le proble`me inverse de conception qui
consiste a` synthe´tiser la cartographie magne´tique B0 souhaite´e dans la zone ΩT
de Ω. Contrairement aux cas ge´ne´riques expose´s dans les chapitres 2 et 3, dans ce
proble`me inverse, on de´terminera principalement la topologie du noyau ferroma-
gne´tique du dispositif dans la zone a` topologie variable Ωv, les valeurs des sources
magne´tiques l’aimant permanent M et la densite´ de courant dans les bobines J
seront ﬁxe´es. Plus pre´cise´ment, on pose M = 0 et J = J0 (dont on donnera la
valeur dans la section application nume´rique). Cette densite´ de courant J0 est don-
ne´e dans la re´gion Ωs. La Figure 4.1 illustre le domaine de conception a` e´tudier.
Comme pre´ce´demment, la frontie`re du domaine ∂Ω est assujettie a` une condition
au limite de type Dirichlet homoge`ne sur le vecteur potentiel magne´tique A . Par
conse´quent, le parame`tre de conception p se re´duit a` la perme´abilite´ magne´tique μ
(ou de manie`re e´quivalente a` la re´luctivite´ magne´tique ν, en utilisant la relation :
μ = 1/ν). Ainsi, le proble`me d’optimisation topologique pour la conception de
circuit magne´tique conside´re´ peut eˆtre formule´ comme suit :
(Π)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
p
F (p) =
∫
ΩT
|| B(A)−B0 ||2 dΩ, (4.10)
s.c. :
−∇× [ν(p)B(A)] + J0 = 0, avec A = 0, sur ∂Ω, (4.11)
p ∈ P = {p ∈ L∞(Ω) : pmin ≤ p ≤ pmax,
∫
Ωv
pdΩ = V0}. (4.12)
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4.5 Algorithme B&B pour l’Optimisation Topo-
logique
Pour la re´solution nume´rique du proble`me (Π), dans le chapitre 3 une approche
de distribution optimale de densite´ de mate´riaux a e´te´ propose´e en utilisant une ap-
proche SIMP base´ sur des algorithmes d’optimisation locale. On proce´dera dans le
chapitre de manie`re analogue en discre´tisant le domaine de conception e´tudie´, aﬁn
d’avoir une formulation du proble`me d’optimisation (Π) en un proble`me “0-1” non
line´aire et non convexe (similaire a` la formulation (℘ρ)). Ensuite, une adaptation
du code IBBA [49, 169, 50] sera e´labore´e pour obtenir des solutions exactes.
4.5.1 Formulation Discre`te du Proble`me (Π)
Avec l’algorithme de´terministe B&B, la pe´nalisation utilise´e dans l’algorithme
SIMP n’est plus ne´cessaire. Par conse´quent, on utilisera un SIM line´aire, qui donne
pour n = 1 :
p = g(ρ) = pmin + (pmax − pmin)ρ, ∀ρ ∈ [0, 1]. (4.13)
Par la suite, tout sera exprime´ en fonction de la seule variable ρ. On posera
B(ρ) = B(A(ρ)). Comme on imple´mente une forme discre´tise´e du proble`me (Π), en
particulier la quantite´
∫
ΩT
‖B(A)−B0‖2dΩ, il est alors possible d’exprimer le cri-
te`re simplement sous la forme ‖B(ρ)−B0‖2. Le proble`me combinatoire e´quivalent
au proble`me (Π) peut eˆtre donne´ par :
(Πρ)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
ρ
F (ρ) =|| B(ρ)−B0 ||2, (4.14)
s.t. :
hA(ρ) = 0, in Ω, (4.15)
N∑
i=1
ρi = v0, (4.16)
ρ ∈ [0, 1]N . (4.17)
avec :
• N le nombre de variables du proble`me discret dans la zone Ωv ;
• v0 le volume e´le´mentaire de chaque cellule du maillage uniforme de Ωv ;
• hA(ρ) la fonction obtenue en remplac¸ant dans l’e´quation de Maxwell-Ampe`re
la variable p par le sche´ma d’interpolation correspondant g(ρ).
Dans le proble`me (Πρ), une formulation continue a e´te´ utilise´ (c’est-a`-dire on
a conside´re´ le pave´ [0, 1]N au lieu de l’ensemble purement binaire {0, 1}N) mais
au cours du processus d’optimisation algorithmique, les solutions sont cherche´es
parmi les sommets du pave´ [0, 1]N , voir l’algorithme 2.
4.5.2 Hypothe`se et proprie´te´s de la formulation (Πρ) pour
le B&B
Il faut maintenant re´soudre le proble`me “0-1” non line´aire (Πρ) avec une tech-
nique d’optimisation globale base´e sur du B&B. Au vu de la complexite´ naturelle
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de cette me´thode qui est de l’ordre de O(2N), il est tre`s diﬃcile de traiter des pro-
ble`mes de tre`s grande taille en toute ge´ne´ralite´. En particulier, concernant notre
proble`me de conception optimale des circuits magne´tiques pour PEH, la diﬃculte´
de re´solution peut conside´rablement augmenter a` cause de la non-line´arite´ du pro-
ble`me d’une part, et d’autre part, de l’utilisation d’un code d’e´le´ments ﬁnis a`
chaque ite´ration pour re´soudre la contrainte EDP (ce qui peut-eˆtre aussi couˆteux
en temps-CPU selon la taille du domaine Ω du proble`me). Il devient alors diﬃcile
voire impossible d’extraire des bornes directement en utilisant l’arithme´tique d’in-
tervalles. C’est pourquoi nous avons introduit une hypothe`se sur le module ‖B‖
qui re`gne dans l’entrefer d’un circuit magne´tique de type PEH : cette hypothe`se
est ve´riﬁe´e dans la re´gion de mesure ΩT.
Hypothe`se 4.1 Soit X un pave´ de [0, 1]N . Pour tout ρ ∈ X, on a :
‖B(ρ)‖ ∈ [‖B(X.inf)‖, ‖B(X.sup)‖] dans ΩT, (4.18)
ou` les notations d’arithme´tiques par intervalles vectorielles standards sont utilise´es
pour .inf et .sup ;X.inf (resp.X.sup) repre´sente les sommets de l’hypercubeX et ses
composantes sont constitue´es par la borne infe´rieure Xi (resp. la borne supe´rieure
Xi) ; ou` Xi sont les composantes intervalles du pave´ X. On utilise les notations
.inf et .sup dans cette partie pour faciliter la mise en place du programme d’op-
timisation nume´rique car ce sont ces notions qui sont utilise´es directement dans la
bibliothe`que INTLAB [192].
L’arithme´tique d’intervalles est prise en charge dans un environnement de pro-
grammation MATLAB, a` travers la plateforme de calcul et d’optimisation par inter-
valles INTLAB. On peut ainsi y manipuler les intervalles a` souhait sans diﬃculte´
majeure avec les fonctionnalite´s disponibles sous MATLAB. Cette routine a e´te´ de´-
veloppe´e par Rump et ses collaborateurs [192].
Remarques 4.2 Sur l’hypothe`se 4.1
— Sur notre proble`me de conception optimale dont le domaine d’e´tude est mon-
tre´ sur la Figure 4.3, la force de notre hypothe`se est qu’elle implique une
croissance du module de l’induction magne´tique dans la zone ΩT en fonction
de la quantite´ de mate´riaux distribue´e dans la zone variable Ωv. En terme
de densite´ de mate´riaux ρ, cela correspond a` un vecteur ρ = (ρ1, . . . , ρN)
ayant plus de composantes en « 1 » 3.
— Cette hypothe`se physique a e´te´ ve´riﬁe´e empiriquement et nume´riquement sur
notre proble`me test. Elle n’est pas ve´riﬁe´e en toute ge´ne´ralite´ sur les circuits
magne´tiques des dispositifs e´lectromagne´tiques. Par exemple, lorsque la zone
cible ΩT est plus petite ou change de position par rapport aux zones a` topo-
logie variable Ωv, la totalite´ du ﬂux magne´tique ne passe plus dans ΩT. Dans
ce cas l’apport de mate´riau ferromagne´tique n’augment plus ne´cessairement
le module de l’induction magne´tique dans ΩT. Cependant la non ve´riﬁca-
tion ne met pas en cause les re´sultats ce chapitre. En eﬀet, lorsqu’elle n’est
3. Comme par exemple : pour ρ0 = (0, . . . , 0), ρ1 = (1, . . . , 1) et ρ2 = (0, . . . , 0, 1, 0, . . . , 0) on
a l’ordre suivant du module du champ magne´tique, ‖B(ρ0)‖ ≤ ‖B(ρ2)‖ ≤ ‖B(ρ1)‖ dans ΩT.
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pas satisfait, c’est le temps-cpu qui pourra augmenter avec l’algorithme de
B&B.
— Si tout le ﬂux passe, l’hypothe`se 4.1 est directement ve´riﬁe´e. Cependant dans
nos proble`mes tests tout le ﬂux ne passe pas ne´cessairement entre les deux
poˆles.
Dans ce qui suit, sous l’hypothe`se 4.1, on obtient les re´sultats suivants sur le
calcul des bornes pour le proble`me (Πρ).
Proposition 4.1 Soit X, un pave´ de [0, 1]N , le crite`re F de (Πρ) est minore´ par :
F (ρ) ≥ LB1(X) = ‖B(X.inf)‖2 − 2‖B(X.sup)‖ || B0 || + || B0 ||2, ∀ρ ∈ X. (4.19)
Preuve: avec (4.14), nous obtenons, pour tout ρ pris dans X,
F (ρ) = ‖B(ρ)‖2 − 2B(ρ)B0+ || B0 ||2 . (4.20)
L’ine´galite´ de Cauchy-Schwarz s’e´crit alors :
−B(ρ)B0 ≥ −‖B(ρ)‖ || B0 || . (4.21)
En utilisant les e´quations (4.21) et (4.18) dans la relation (4.20), nous de´dui-
sons (4.19) directement.
Proposition 4.2 Soit X, un pave´ de [0, 1]N , une borne infe´rieure de la fonction
F est :
F (ρ) ≥ LB2(X) = min(LB21(X),LB22(X)), ∀ρ ∈ X, (4.22)
avec : {
LB21(X) = (‖B(X.inf)‖ − ‖B0‖)2, (4.23)
LB22(X) = (‖B(X.sup)‖ − ‖B0‖)2. (4.24)
Preuve: En combinant l’expression (4.20) et l’ine´galite´ (4.21), on trouve :
F (ρ) ≥ F˜ (ρ) = ‖B(ρ)‖2 − 2‖B(ρ)‖‖B0‖+ || B0 ||2, ∀ρ ∈ X. (4.25)
Par la suite, on a la formulation suivante :
F˜ (ρ) = (‖B(ρ)‖ − ‖B0‖)2, ∀ρ ∈ X. (4.26)
Graˆce a` l’hypothe`se (4.18) et l’inclusion naturelle de l’arithme´tique des intervalles
(voir dans la de´ﬁnition), on a :
F˜ (ρ) ∈ ([‖B(X.inf)‖, ‖B(X.sup)‖]− || B0 ||)2. (4.27)
D’apre`s les proprie´te´s alge´briques e´le´mentaires de l’arithme´tique des intervalles (4.3)
(en plus dans ces deux cas, nous avons ‖B(X.inf)‖ ≥ 0, voir aussi la de´ﬁnition (4.8)
avec la relation (4.18)), on trouve :
F˜ (ρ) ∈ [min(LB21(X),LB22(X)),max(LB21(X),LB22(X))] . (4.28)
D’ou` nous en de´duisons directement la Proposition 4.2.
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Proposition 4.3 (Comparaison entre les LB1 et LB2) Les bornes infe´rieures
de la fonction objectif donne´es dans les Propositions 4.1 et 4.2 ve´riﬁent :
LB2(X) ≥ LB1(X), ∀X ⊂ [0, 1]N . (4.29)
Preuve: Soit X, un pave´ de [0, 1]N , en utilisant (4.18), on a :
{ ‖B(X.inf)‖2 ≤ ‖B(X.sup)‖2, (4.30)
−2‖B(X.sup)‖‖B0‖ ≤ −2‖B(X.inf)‖‖B0‖, (4.31)
d’ou` :
‖B(X.inf)‖2 − 2‖B(X.sup)‖‖B0‖+ ‖B0‖2 ≤ (‖B(X.inf)‖ − ‖B0‖)2, (4.32)
‖B(X.inf)‖2 − 2‖B(X.sup)‖‖B0‖+ ‖B0‖2 ≤ (‖B(X.sup)‖ − ‖B0‖)2. (4.33)
Il s’ensuit alors :
LB1(X) ≤ LB21(X) and LB1(X) ≤ LB22(X). (4.34)
Proposition 4.4 (Admissibilite´ de la boˆıte X) Si une boˆıte X contient une
solution optimale globale du proble`me de conception (Πρ) alors :
‖B(X.inf)‖ ≤ ‖B0‖+
√
f˜ , (4.35)
‖B(X.sup)‖ ≥ ‖B0‖ −
√
f˜ , (4.36)
ou` f˜ est une borne supe´rieure de la fonction objectif du proble`me (Πρ) (cette va-
leur peut-eˆtre atteinte sur un point admissible obtenu au cours des ite´rations de
l’algorithme B&B).
Preuve: Conside´rons la fonction objectif F (ρ) = ‖B(ρ) −B0‖2 du proble`me dis-
cret (Πρ). Soit f˜ sa borne supe´rieure courante (typiquement selon le principe de
l’algorithme par B&B [49, 50], il existe un point courant ρ˜ obtenu au cours des
ite´rations tel que F (ρ˜) = f˜ ) et ρ∗ une solution globale de (Πρ), par de´ﬁnition de
l’optimum global on a : F (ρ∗) ≤ f˜ . Ce qui implique que nous sommes inte´resse´s
seulement par les points ρ ∈ X tels que : F (ρ) = ‖B(ρ)−B0‖2 ≤ f˜ . En remarquant
que ‖B(ρ)−B0‖2 ≥ (‖B(ρ)‖ − ‖B0‖)2, nous obtenons,
| ‖B(ρ)‖ − ‖B0‖ |≤
√
f˜ . (4.37)
L’ine´galite´ (4.37) montre que le point ρ de X est re´alisable si le module de l’induc-
tion magne´tique ‖B(ρ)‖ est borne´ par ‖B0‖ −
√
f˜ and ‖B0‖+
√
f˜ .
Ainsi, une boˆıte X ne contient aucune solution si ses extre´mite´s infe´rieures X.inf
(resp. ses extre´mite´s supe´rieures X.sup) ne satisfont par l’inegalite´ (4.35)(resp.
ine´galite´ (4.36)). Dans le cas contraire, X contient des minima globaux.
Remarque 4.3 La Proposition 4.4 a permis de ge´ne´rer deux contraintes addi-
tionnelles que l’on inte`grera dans notre code d’optimisation B&B. En eﬀet, ces
contraintes ame´liorent la convergence de notre code B&B d’optimisation topolo-
gique.
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4.5.3 Algorithme B&B pour l’Optimisation Topologique
Le code ATOPBBA de´veloppe´ dans ses travaux de´rive du code d’optimisation
IBBA [49]. La particularite´ de ce nouveau code pre´sente´ et nomme´ aussi Algo-
rithme 2 est l’utilisation des propositions 4.1-4.4 qui renforcent son eﬃcacite´ et
permet de prendre en compte les proprie´te´s e´lectromagne´tiques du circuit a` conce-
voir. En ligne 4, nous avons le crite`re d’arreˆt qui est satisfait lorsque la diﬀe´rence
entre f˜ (la valeur de la fonction objectif F en la solution re´alisable courante ρ˜) et
la valeur de la plus mauvaise borne infe´rieure min(z,X)∈L z est plus petite en mo-
dule |f˜ - min(z,X)∈L z| qu’un certain epsilon f (typiquement f = 10−6) ; on ﬁxera
aussi e´ventuellement le nombre maximal d’ite´rations ce qui permet a` l’algorithme
de s’arreˆter meˆme s’il n’arrive pas a` prouver que la solution courante qu’il a est
bien un minimum global. Cela est utile le plus souvent pour e´viter au programme
de tourner inutilement en cas de non convergence, ce qui peut eˆtre assez fre´quent
dans les proble`mes traite´s car ce sont des proble`mes inverses et la complexite´ de
ATOPBBA est exponentielle. La ligne 11 inte`gre les bornes infe´rieures calcule´es LB1
et LB2, la contrainte de volume (4.12) et les ine´galite´ (4.35)-(4.36). Avec ATOP
BBA,
nous n’avons pas besoin de « post-process » pour faire la pe´nalisation des densite´s
interme´diaires (comme en avec ATOPTO, cf le Chapitre 3). Cela constitue l’un des
avantages dans l’utilisation du programme d’optimisation ATOPBBA. En eﬀet, nous
obtenons directement une vraie solution binaire donc une topologie optimale re´ali-
sable. Cette caracte´ristique est aussi impose´e dans l’algorithme a` travers les lignes
6 et 12. On remarque dans la ligne 12, que le point milieu admissible m doit
eˆtre binaire et satisfaire la contrainte de volume (4.12). En pratique, des points
sont ale´atoirement tire´s jusqu’a` l’obtention d’un point qui soit re´alisable au sens
de notre proble`me (Πρ). Pour le reste, notre code reste identique a` un algorithme
B&B classique [49, 50].
Notre code ATOPBBA reste limite´ sur la taille des proble`mes qui peuvent-eˆtre re´-
solus. Cependant, il est capable de fournir des solutions globales contrairement a`
ATOPTO qui est a` la fois de´pendant du point de de´part et du sche´ma d’interpola-
tion des mate´riaux utilise´s. Par contre ATOPTO a l’avantage de re´soudre localement
des proble`mes de grandes dimensions. L’ide´e de proposer une approche heuris-
tique combinant les codes d’optimisation topologique ATOPTO et ATOPBBA pour une
conception optimise´e des circuits magne´tiques nous a permis de de´velopper un code
hybride ATOPTO+ATOPBBA de´nomme´ par la suite ATOPBBA->TO donne´ en Algorithme 3.
Aﬁn d’exploiter de manie`re optimale ce code hybride, il est avantageux de classer
les proble`mes suivant leur taille en deux types comme suit :
— Les proble`mes de type SSP (SSP : Small Size Problems), qui sont les pro-
ble`mes pour lesquels le nombre de variable de conception reste infe´rieur ou
e´gal a` 20.
— Les proble`mes de type LSP (LSP : Large Size Problems) qui sont les pro-
ble`mes de grande dimension.
Notre proce´de´ d’optimisation hybride est re´sume´ sur en Algorithme 3. Le maillage
adaptatif du domaine a` optimiser est illustre´ sur la Figure 4.2. On arrive de cette
manie`re a` induire une convergence vers un minimum global a` nos codes car l’in-
ﬂuence du point de de´part n’est plus aussi importante que dans le cas d’une utili-
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Algorithme 2 ATOPBBA
1: X := Pave´ initial a` explorer pour la recherche de la solution globale, { X =
[0, 1]N}
2: f˜ := +∞, borne supe´rieure courante de la valeur du minimum global, {Cette
borne est initialement prise a` +∞ et mise a` jour au ﬁl des ite´rations.}
3: L := (−∞,X), l’initialisation de la structure de donne´es pour stocker les e´le´-
ments, (les e´le´ments de L ont deux composantes : une borne infe´rieure et un
pave´ espace de recherche de solutions globales)
4: tantque L = ∅ et f˜ − min
(z,X)∈L
z > f {et le nombre maximal d’ite´rations n’est
pas atteint} faire
5: Extraire dans L l’e´le´ment qui a le plus petit minorant,
6: Se´paration du pave´ X en X0 et X1 {choisir les ν premiers segments de
longueur 1 ; et construire deux branches (X0)ν := [0, 0] et (X1)ν := [1, 1]}
7: pour j = 1 a` 2 faire
8: Calculer : lj = LB(Xj) une borne infe´rieure de F sur Xj,
9: Calculer : Binf = ‖B(Xj.inf)‖ et Bsup = ‖B(Xj.sup)‖,
10: Calculer : s =
∑n
i=1Xj,
11: si lj ≤ f˜ et s.inf <= v0 et s.sup >= v0 et Binf ≤ ‖B0‖ +
√
f˜ et Bsup ≥
‖B0‖ −
√
f˜, alors
12: Calcul d’un pointm ∈ {0, 1}N∩Xj tel que
∑n
i=1mi = v0, {m := Xj.mid,
et si une composante mi =
1
2
, on choisit ale´atoirement mi dans {0; 1},
si ne´cessaire ce choix dans {0; 1} peut concerner d’autres composantes
de m aﬁn de satisfaire la contrainte de volume
∑n
i=1mi = v0}
13: si f˜ > F (m), alors
14: ρ˜ = m et f˜ = F (m),
15: Supprimer dans la structure L les couples (z,X) tel que z > f˜
16: ﬁnsi
17: Inse´rer le couple (lj,Xj) dans la structure L,
18: ﬁnsi
19: ﬁn pour
20: ﬁn tantque
21: retourne ρ˜ : la solution globale de (Πρ).
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Algorithme 3 ATOPBBA->TO
1: (P) := proble`me de design initial {Le mode`le discret du proble`me de conception
de circuits e´lectromagne´tiques a` re´soudre, typiquement (Πρ) ou (℘ρ) (dans le
chapitre 3).}
2: si (P) est un SSP alors
3: Re´soudre (P) avec ATOPBBA
4: sinon
5: Transformer le proble`me LSP (P) en un SSP note´ (P’) a` travers un maillage
plus grossier {Le choix de ce maillage grossier depend a` la fois de la taille
initiale de (P) et de l’utilisateur.}
6: Re´soudre (P’) avec ATOPBBA ; Soit ρP’,OG la solution globale obtenue {Si elle
existe (car on a a` re´soudre des proble`mes inverses).}
7: Dupliquer les composantes de ρP’,OG en la taille du design initial de (P).
Posons ρP,0 cette solution e´tendue.
8: Re´soudre (P) avec ATOPTO utilisant ρP,0 comme point de de´part.
9: ﬁnsi
10: retourne la solution optimale ρopt de (P).
sation directe de ATOPTO. De surcroˆıt, ce choix du design initial est une particularite´
originale de notre code ATOPBBA->TO. Ce proce´de´ reste assez proche d’une technique
homotopique.
4.6 Design d’un Circuit Magne´tique Ele´mentaire
On se propose d’appliquer les codes ATOPTO et ATOPBBA->TO a` un exemple de design
d’un circuit magne´tique similaire a` un circuit magne´tique de type PEH. Le domaine
traite´ est pre´sente´ sur la Figure 4.3 et repre´sente une coupe transverse du circuit
axisyme´trique. Les composantes du champ magne´tique associe´ a` la cartographie
impose´e B0 sont donne´es sur la Figure 4.4. Le champ magne´tique est ge´ne´re´ par
une bobine parcourue par une densite´ de courant J0 = (J01,J02) et caracte´rise´e
par ses deux sections planes (constituant la zone Ωs avec : J01 = −2 . 106 A/m2
et J02 = +2 . 10
6 A/m2). La perme´abilite´ magne´tique μ qui est le parame`tre de
conception a pour valeur minimale μmin = μ0 = 4π . 10
−7 H/m et pour valeur
maximale μmax = 1000μ0.
4.6.1 Re´sultats Nume´riques avec ATOPTO et ATOPBBA
La premie`re partie de cette application est de´die´e a` la re´solution avec ATOPBBA,
sur des proble`mes de classe SSP. Ainsi, on choisit deux cas tests a` maillages grossiers
et l’on note VT le nombre total de mailles dans chaque cas : le premier cas test
comporte 6 cellules dont 3 dans chaque zone variable pour un volume ﬁxe´ V0 =
1/3VT (ce qui donne une cellule en mate´riau ferromagne´tique dans chaque zone
variable Ωvi, i = 1, 2, c’est-a`-dire v0 = 2) ; le second cas test comporte 20 variables
dont 10 pour chacune des deux zones variables pour un volume ﬁxe´ V0 = 1/5VT (soit
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Figure 4.2 – Principe de la programmation hybride ATOPBBA->TO : un LSP (P)
transforme´ en un SSP (P’) qui est re´solu avec ATOPBBA. L’ argmin de (P’) est utilise´
comme point de de´part (P) re´solu avec ATOPTO avec un algorithme d’optimisation
locale.
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Figure 4.3 – Domaine de conception pour le design d’un circuit magne´tique e´le´-
mentaire : deux zones variables Ωv1 et Ωv2. La densite´ de courant J0 = (J01,J02)
caracte´rise la bobine (constituant la zone Ωs, see Fig. 4.1). Le centre de la zone
cible ΩT occupe l’origine du repe`re associe´ au domaine d’e´tude Ω.
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(a) la composante x de B0 dans ΩT
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(b) la composante y de B0 dans ΩT
Figure 4.4 – Les composantes du champ magne´tique prescript B0 dans ΩT.
deux cellules en mate´riau ferromagne´tique dans chacune des zones Ωvi, i = 1, 2, ce
qui donne v0 = 4).
Dans chacun de ces cas tests, on a obtenu la solution globale au proble`me inverse
que l’on avait construit arbitrairement aﬁn de ve´riﬁer l’eﬃcacite´ de ATOPBBA. Ces
solutions sont illustre´es sur la Figure 4.5 ou` la borne infe´rieure utilise´e est LB2.
Par ailleurs, on constate qu’avec la borne infe´rieure LB1, le premier cas test a e´te´
re´solu en 15 ite´rations tandis que 4676 ite´rations ont e´te´ ne´cessaires pour le second
cas test (contre seulement 5 et 3477 ite´rations pour les tests 1 et 2 respectivement
avec la borne LB2). Dans les deux cas, on a inte´gre´ aussi la contrainte de volume
et la Proposition 4.4. Enﬁn la valeur de l’objectif est rigoureusement ze´ro dans les
deux cas lors de la re´solution nume´rique.
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(a) Premier Cas Test.
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(b) Second Cas Test.
Figure 4.5 – Deux proble`mes SSP re´solution globalement avec ATOPBBA avec la
borne infe´rieure LB2. (a) Premier cas test re´solu avec 5 ite´rations en 1.19mn. (b)
Second cas test re´solu en 3477 ite´rations repre´sentant approximativement 23h.
Sur ces premiers essais, nous obtenons la solution globale avec ATOPBBA en un
temps de re´solution tre`s faible comparativement a` la complexite´ d’un algorithme
de type B&B classique (voir la Figure 4.5). Avec ATOPTO, on obtient deux solutions
locales diﬀe´rentes en fonction des points de de´part choisis (voir la Figure 4.6). Cela
montre clairement que le proble`me d’optimisation pour la conception optimale de
structures e´lectromagne´tiques (Πρ) est non convexe et donc tre`s diﬃcile a` re´soudre
tant the´oriquement que nume´riquement. Le choix du point de de´part avec ATOPTO
est primordial (pour l’algorithme de type gradient utilise´ dans le module optimi-
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sation). L’un des principaux avantages de ATOPTO est qu’il est eﬃcace et robuste
pour le design optimal des circuits magne´tiques et permet de trouver des bonnes
solutions aux proble`mes de conception de type LSP (surtout pour N ≥ 700, voir
le chapitre 3 et l’article [76]). Concernant ATOPBBA, il fournit les solutions optimales
globales en un nombre ﬁni d’ite´rations avec un Temps-CPU tre`s e´leve´ contrairement
a` ATOPTO (voir les Figures 4.5 et 4.6). Il faut remarquer que les contraintes (4.35)
et (4.36) donne´es dans la proposition 4.4 jouent un roˆle important dans la re´duc-
tion du nombre d’ite´rations au cours du processus d’optimisation nume´rique. Par
exemple, sans ces contraintes dans le Test 1, la solution globale est obtenue en 40
ite´rations au lieu de 15 ite´rations avec ces contraintes. Dans le tableau 4.6, nous
avons fait une comparaison entre ATOPTO et ATOPBBA sur le second proble`me test
(20 variables) ; il ressort d’une part la diﬃculte´ pour les me´thodes d’optimisation
locales de trouver l’optimum global (le design optimal trouve´ de´pend du point de
de´part) et d’autre part un temps important meˆme a` 20 variables pour que ATOPBBA
converge (vers la solution globale du proble`me de conception optimale e´tudie´).
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(a) Topologie initiale (domaine vide).
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(b) Solution optimale avec ATOPTO : Iters=45,
Temps-CPU=17 min, Min. Val.=6.8 10−4.
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(c) Topologie initiale (domaine plein).
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(d) Solution optimale avec ATOPTO : Iters=38,
Temps-CPU=10 min, Min. Val.=6.7 10−3.
Figure 4.6 – Deux solutions locales trouve´es avec le code ATOPTO utilisant diﬀe´rents
points de de´part.
4.6.2 Etudes De´taille´es d’ATOPBBA
Dans le proble`me test 2 qui comporte 20 variables, la zone variable Ωv2 est
de´ﬁnie a` partir de la solution globale obtenue a` la Figure 4.5(b). Nous recherchons
le design optimal uniquement dans la zone variable Ωv1. Cela constitue un nouveau
proble`me d’optimisation topologique du domaine variable Ωv1 dont le nombre de
mailles est e´gal a` 10 (soit un proble`me a` 10 variables). Dans le tableau 4.2, nous
pre´sentons les re´sultats nume´riques qui comparent l’eﬃcacite´ des deux bornes in-
fe´rieures LB1 et LB2, avec ou sans l’inte´gration des contraintes de volume, des
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Code Nombre d’Ite´rations Temps-CPU(min) Nature de la solution
ATOPBBA 3477 1020 0 (minimum global)
ATOPTO (vide) 45 17 6.8 10−4 (minimum local)
ATOPTO (plein) 38 10 6.7 10−3 (minimum local)
Table 4.1 – Analyse des solutions obtenues avec ATOPBBA et ATOPTO le proble`me
test 2.
contraintes additionnelles d’admissibilite´ des points courants a` travers la proposi-
tion 4.4. D’apre`s le tableau 4.2, ces tests nume´riques montrent que dans tous les
cas, la borne infe´rieure calcule´e LB2 est la plus eﬃcace. De surcroˆıt, le gain en pour-
centage en terme du nombre d’ite´rations (donc indirectement en temps-CPU) sont
tous supe´rieurs a` 13% ; cela peut-eˆtre explique´ par la proposition 4.3. Par ailleurs,
la borne infe´rieure LB1 peut eˆtre ne´gative, donc elle peut eˆtre tre`s e´loigne´e de la
valeur optimale de la fonction de couˆt, contrairement a` la borne infe´rieure LB2
qui est toujours positive (comme la fonction objectif F (ρ), voir l’e´quation (4.14)
dans le mode`le (Πρ)). Comme dans le cas de la re´solution nume´rique avec ATOP
TO,
la prise en compte de la contrainte de volume permet une re´duction importante
du nombre d’ite´rations (voir le cas 2 dans le tableau 4.2). Les deux contraintes
de la proposition 4.4 induisent aussi une re´duction du nombre d’ite´rations. Nous
remarquons aussi que l’utilisation de la Proposition 4.4 est plus eﬃcace lorsque
la borne infe´rieure calcule´e dans le code B&B est la borne LB1 (voir le cas 3 du
tableau 4.2). Conside´rant les gains en pourcentage entre le pire et le meilleur des
cas (LB1 dans le cas 1 pour le pire des cas, et LB2 dans le cas 4 pour le meilleur),
nous obtenons des gains d’environ 90% en nombre d’ite´rations et en temps-CPU.
En re´sume´, nous pouvons conclure qu’il est plus avantageux de faire l’optimisation
globale avec ATOPBBA muni de la borne LB2.
Remarque 4.4 Le Gain est de´ﬁni par l’erreur relative entre le nombre d’ite´ra-
tions (ou le Temps-CPU) eﬀectue´ (ou consomme´) avec les bornes infe´rieures LB1
et LB2.
Gain :=
#LB1 −#LB2
#LB1
(4.38)
Les diﬀe´rents cas tests avec la borne LB ∈ {LB1,LB2} :
— cas 1 : utilisation de la borne infe´rieure LB uniquement,
— cas 2 : LB + la contrainte de volume (e´quation (4.16)),
— cas 3 : LB + la proposition 4.4 (e´quations (4.35) and (4.36)),
— cas 4 : LB + la contrainte de volume + la proposition 4.4.
4.6.3 Application du Programme ATOPBBA->TOpour le Design
Optimal d’un Circuit Magne´tique
Nous nous proposons maintenant de tester la technique d’hybridation pre´sente´e
dans l’Algorithme 3 et illustre´e sur la Figure 4.2 sur le meˆme circuit magne´tique.
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LB
Cas Cas 1 Cas 2 Cas 3 Cas 4
Iters T-CPU Iters T-CPU Iters T-CPU Iters T-CPU
LB1 1010 392 167 56 432 175 125 45
LB2 298 123 122 45 298 120 99 39
Gain (%) 70.5 58.7 26.9 19.6 31.0 31.4 20.8 13.3
Table 4.2 – Etudes comparatives entre bornes infe´rieures LB1 et LB2.
Compte tenu des re´sultats pre´ce´dents, nous avons opte´ pour la borne infe´rieure
LB2. Les re´sultats nume´riques de cet exemple d’application sont pre´sente´s sur la
Figure 4.7.
L’utilisation de la contrainte de volume n’est pas toujours possible imme´diate-
ment car il faudrait l’adapter au maillage grossier (pour le proble`me re´duit (P’),
voir la Figure 4.2). En eﬀet, cette contrainte est donne´e pour le proble`me de de-
sign initial (P). Selon le type de maillage grossier choisi pour le second proble`me
de design (P’), on pourra si ne´cessaire faire quelques calculs supple´mentaires aﬁn
d’e´tablir la contrainte de volume correspondante pour (P’) et l’inte´grer dans le
module de re´solution de ATOPBBA. Le cas e´che´ant cela ne constitue pas en soi une
diﬃculte´ pre´occupante car notre programme d’optimisation topologique globale
peut converger sans la prise de cette contrainte de volume (en ge´ne´ral cela im-
plique plus d’ite´rations, voir la Section 4.6.2).
Finalement pour valider l’eﬃcacite´ de notre technique d’hybridation, nous l’ap-
pliquons sur un proble`me de conception a` 40 variables pour lesquelles la solution
globale est connue, voir [76] pour une description pre´cise de ce proble`me. Nous uti-
lisons comme point de de´part la solution optimale globale obtenue avec ATOPBBA sur
un proble`me re´duit (P’) a` 8 variables (voir la Figure 4.7(b)) et sans contrainte de
volume. La solution obtenue en 4.7(c) est convertie en un design initial 4.7(d) pour
ATOPTO, la solution globale en 4.7(e) est obtenue graˆce au code hybride ATOPBBA->TO.
La solution concre`te pour le design de ce circuit magne´tique est illustre´e sur la
Figure 4.8.
4.7 Conclusion
Graˆce a` l’arithme´tique d’intervalles, nous avons eﬀectue´ des calculs de bornes
pour notre fonction couˆt. Ces bornes utilise´es dans un code de type B&B plus
pre´cise´ment, le solveur d’optimisation globale de´terministe IBBA, nous a permis
d’e´laborer un code d’optimisation topologique ATOPBBA capable de re´soudre globa-
lement le mode`le binaire de notre proble`me de conception. Cela nous e´vite l’e´tape
de pe´nalisation qui est normale en utilisant des approches continues base´e sur les
me´thodes d’optimisation de type gradient. Cependant ATOPBBA reste eﬃcace uni-
quement pour des proble`mes de la classe SSP. Aﬁn d’exploiter ce code dans la
re´solution des proble`mes LSP, une technique d’hybridation ATOPBBA->TO a e´te´ mise
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(a) Proble`me initial : 40 variables
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(b) Proble`me re´duit : 8 variables
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(c) Solution avec ATOPBBA : Iters=98,
CPU=20 min.
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(d) Point de de´part pour ATOPTO.
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(e) Solution globale avec ATOPTO :
Iters=57, CPU=22 min.
(f) La distribution du ﬂux magne´tique
dans le domaine de conception.
Figure 4.7 – Application de l’approche heuristique hybride ATOPBBA->TO.
Figure 4.8 – La re´alisation 3D du circuit optimale correspondant a` la solution (en
2D) obtenue avec ATOPBBA->TO.
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en place ; celle-ci consiste a` utiliser successivement les deux codes ATOPBBA et ATOPTO.
Cette combinaison a e´te´ applique´ avec succe`s sur un vrai proble`me de conception
optimale de circuit magne´tique e´le´mentaire e´tudie´ dans [76].

Chapitre 5
Minimisation de la densite´ de
courant avec ATOPTO
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5.1 Introduction
Dans ce chapitre, un nouveau crite`re lie´ a` la minimisation de la densite´ de cou-
rant qui alimente les e´lectro-aimants va eˆtre conside´re´. La minimisation des densite´
de courant implique la minimisation de la puissance e´lectrique consomme´e par les
propulseurs e´lectriques). Ainsi, cette optimisation est fondamentale pour notre ap-
plication de design de circuits magne´tiques de propulseurs plasmiques (PEHs). En
eﬀet, le plus souvent au cours de leur fonctionnement la mise en veille de la sonde
ou de la navette spatiale est due a` un manque de ressource d’e´nergie e´lectrique. Le
plus souvent, les engins spatiaux sont e´quipe´s de panneaux solaires larges et ou ro-
tatifs (en fonction de la position des rayons solaire qui doivent charger leurs cellules
photovolta¨ıques). A` force d’adapter ces panneaux au besoin de la navette en terme
de sa consommation en puissance e´lectrique, on se voit augment les charges de la
mission spatiale. D’ou l’inte´reˆt de conside´re´ de tel crite`re d’optimisation pouvant
re´duire la consommation d’e´nergie de l’engin conside´re´. Pour ce nouveau proble`me,
le code ATOPTO est utilise´ avec le SIM uniforme fun propose´ dans le Chapitre 3 pour
la re´solution nume´rique. Pour ce proble`me de design associant des sources et des
mate´riaux, le proble`me d’optimisation obtenu est mixte (variables continues et dis-
cre`tes). Cependant, des techniques de relaxation identiques a` celles applique´es aux
formulations (℘) et (℘ρ) pre´ce´demment e´tudie´es seront utilise´es. Ne´anmoins, les
densite´s de courant dans les bobines seront parame´tre´s avec un SIM line´aire (ou
sans e´tape de pe´nalisation) car celles-ci sont de´ja` des variables continues et n’ont
donc pas besoin d’eˆtre relaxe´es. Par conse´quent, ce mode`le sera dit Mixed-SIMP
(M-SIMP).
5.2 Description du Proble`me
Dans ce proble`me, la re´gion a` topologie variable Ωv est forme´e de deux zones :
Ωm1 et Ωm2 pour la re´partition optimale de mate´riaux ferromagne´tiques ; quatre
positions de source Ωs1, Ωs2, Ωs3 et Ωs4 ou` l’on doit trouver les densite´s minimales
de courant. Le domaine d’e´tude Ω est donne´ sur la Figure 5.1. Dans ce proble`me de
conception de circuits magne´tiques, les zones a` topologie variable Ωm1 et Ωm2 font
partie inte´grante du circuit magne´tique a` conﬁgurer. Plus pre´cise´ment, ces zones
correspondent a` l’emplacement des pie`ces polaires (avec : la pie`ce polaire interne
dans la zone Ωm1 et la pie`ce polaire externe dans la zone Ωm2, voir la Figure 5.1
et aussi la Section 1.5.1.4 du Chapitre 1). Ainsi, le circuit magne´tique cherche´ est
celui qui re´alisera une consommation minimale de la densite´ de courant avec une
topologie optimale des pie`ces polaires. En courant continu, une fonctionnelle couˆt
ade´quate serait :
W =
∫
Ω
AJdΩ. (5.1)
En eﬀet, dans le domaine traite´, la densite´ de courant qui travers les sections
planes des bobines ont le meˆme sens de circulation que le potentiel vecteur A (dans
les meˆmes sections), il vient que W est une quantite´ positive. En absence d’aimant
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permanent dans l’e´quation de Maxwell-Ampe`re (2.45), la densite´ de courant J
devient l’unique terme source ; par conse´quent J et A ont le meˆme sens de variation
a` travers l’e´quation (5.3). De plus, avec cette fonctionnelle W , le proble`me de
conception optimale obtenu (P) sera auto-adjoint (apre`s l’analyse de sa sensibilite´)
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Figure 5.1 – Domaine de conception pour le proble`me de minimisation d’e´nergie.
5.2.1 Formulation du Proble`me
En conside´rant, le mode`le magne´tostatique venant des e´quations de Maxwell-
Ampe`re comme pre´ce´demment dans le Chapitre 2 (dans la formulation du pro-
ble`me (℘)), on peut formuler le proble`me comme suit :
(P)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
min
p
W (p) =
∫
Ω
A(p)J(p)dΩ, (5.2)
s.c. :
−∇× [ν(p)B(A)] + J(p) = 0, dans Ω, et A|∂Ω = 0, (5.3)
p ∈ Pw. (5.4)
Dans le mode`le (P), on a :
1. Le crite`reW est comparable a` celle du double d’une e´nergie magne´tique [193,
194].
2. Le parame`tre de conception, p = {ps,pm}, avec ps la composante de´signant
les sources magne´tiques (courant J) et la composante pm de´signant le ma-
te´riau utilise´ (proprie´te´ du milieu magne´tique : perme´abilite´ magne´tique μ
ou re´luctivite´ magne´tique ν).
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3. L’ensemble admissible, Pw est donne´ par :
Pw =
{
p ∈ [pmin,pmax] :
∫
Ωm
pmdΩ = V0; I(ps) ≤ 0; E(ps) = 0;B(A) ∈ CΩT
}
,
(5.5)
ou` pmin et pmax sont les bornes du parame`tre p, Ωm est e´gale a` l’union
Ωm1∪Ωm2, V0 est le volume limite du mate´riau ferromagne´tique utilise´ pour
le design. L’ine´galite´ I(ps) et l’e´galite´ E(ps) sont des contraintes line´aires sur
les densite´s de courant dans les bobines. Par exemple, on peut imposer que
les courants J1 et J2 soient plus petits que les courants J3 et J4. L’e´galite´
E(ps) peut-eˆtre la loi d’Ohm et/ou une contrainte de position « aller-retour »
en conside´rant la section plane d’une bobine (typiquement comme dans les
zones de sources Ωs3 et Ωs4, on impose J3 = J4), voir la Figure 5.1.
Quant a` la condition B(A) ∈ CΩT , elle permet de prendre en compte la to-
pologie de la cartographie magne´tique a` l’inte´rieur et au voisinage imme´diat
du propulseur, notamment : –la position spatiale et l’intensite´ maximale de
l’induction du champ magne´tique produit par le dispositif ; –l’imposition de
zone(s) de champ magne´tique nul (en ge´ne´ral au niveau de l’anode) ; –les
variations du champ magne´tique suivant l’axe du canal ce´ramique 1 (aussi
connu sous le nom de gradient du champ magne´tique) ; –les formes et cour-
bures des lentilles magne´tiques (surtout au niveau du plan de sortie du
moteur) ; etc, [2, 15, 195, 196]. Ainsi, cette dernie`re contrainte sur le ﬂux
magne´tique cre´e´ par le circuit a` concevoir induit au proble`me (P) son aspect
de proble`me inverse d’e´lectromagne´tisme. Dans les applications nume´riques,
on prendra l’ensemble CΩT comme suit :
CΩT = {B : αmin ≤ α(B) ≤ αmax dans ΩT1; ‖B‖ ≤ B0,max dans ΩT2} ,
(5.6)
avec ΩT1 le segment de l’axe du plan de sortie reliant les longueurs supe´-
rieures des deux zones Ωm1 et Ωm2. ΩT2 le segment de l’axe du canal plasma
reliant le centre du coˆte´ supe´rieur de la zone Ωs2 et le milieu du segment ΩT1
(on posera ΩT = ΩT1 ∪ ΩT2). B0,max est une borne supe´rieure sur la valeur
du module du proﬁl de l’intensite´ de l’induction magne´tique B en fonction
des points de ΩT2 (le plus souvent, cette valeur maximale du champ est
atteinte au voisinage du plan de sortie du canal). Une illustration se trouve
sur les Figures 5.1, 5.2 et 5.3. La fonction angulaire α(B) mesure l’inclinai-
son des lentilles magne´tiques au centre du canal ce´ramique. Elle est donne´e
par [15] :
α(B) = atan
(
By
Bx
)
. (5.7)
1. Cette variation du gradient du champ magne´tique est donne´e par [196] :
FB(x) =
∣∣∣∣B(x)×∇|B(x)||B(x)|
∣∣∣∣
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5.2.2 Formulation M-SIMP du proble`me (P)
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Figure 5.2 – Domaine de conception discre´tise´ pour l’approche M-SIMP.
Pour la re´solution nume´rique, on propose une approche M-SIMP (Mixed-SIMP),
avec le SIM uniformes fun . Par la suite, les parame`tres de design qui sont la dis-
tribution de mate´riaux et de sources dans le domaine de conception discret sont
interpole´s comme suit :
p = {ps,pm} = {fun1(ρs), fun2(ρm)} , ∀ρ := {ρs, ρm} ∈ [0, 1]× [0, 1]. (5.8)
Avec la fonction de densite´ ρ ayant deux composantes globales ρs et ρm de´ﬁnissant
les variables de courant et de perme´abilite´ respectivement, voir la Figure 5.2. Une
formulation par la me´thode de densite´ du proble`me d’optimisation (P) est :
(Pρ)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
ρ
W (ρ), (5.9)
s.c. :
hA(ρ) = 0, (5.10)
Aiρ ≤ bi, (5.11)
Aeρ = be, (5.12)
B(ρ) ∈ CΩT , (5.13)
0 ≤ ρ ≤ 1. (5.14)
ou` : hA est la fonction de´ﬁnissant l’EDP (5.3) en terme de la densite´ ρ. Les
e´quations alge´briques (5.11), (5.12), (5.13) et les bornes (5.14) correspondent aux
contraintes de´ﬁnissant le domaine admissible Pw, voir la de´ﬁnition (5.5).
Proposition 5.1 Le gradient topologique du proble`me (Pρ) est donne´ par :
∂W
∂ρ
=
∫
Ω
[
2A
∂J
∂fun
− ∂ν
∂fun
B(A)2
]
. ∂f
u
n
∂ρ
dΩ, (5.15)
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ou` :
−∇× [ν(p)B(A)] + J(p) = 0, dans H10(Ω). (5.16)
Preuve: On proce`de de manie`re analogue a` la preuve de la proposition 1 du cha-
pitre 2 avec une MVA, en introduisant un Lagrangien et une variable adjointe
(appele´e aussi multiplicateur de Lagrange) associe´s au crite`re W et a` la contrainte
EDP (5.3) dans le proble`me de conception (P). Avec les conditions de station-
narite´ de ce Lagrangien, le syste`me adjoint et la de´rive´e ∂W/∂p sont de´termine´s.
Ensuite, avec la loi de de´rivation des fonctions compose´es, la formule de la sensi-
bilite´ du proble`me de la minimisation de la densite´ de courant (5.15) s’en suit. Ici,
je redonnerai les grandes lignes de la preuve.
1. Calcul du Lagrangien associe´ au crite`re W : notonsW ce Lagrangien associe´
au proble`me P a` travers le crite`re W et d’une formulation variationnelle
de l’e´quation de Maxwell-Ampe`re (5.3). Il peut-eˆtre alors de´ﬁni pour tout
(p, A, λ) ∈ L∞(Ω)×H10(Ω)×H10(Ω) par,
W(p, A, λ) = W (p) +
∫
Ω
λ[−∇× [ν(p)B(A)] + J(p)]dΩ. (5.17)
En utilisant la technique d’inte´gration par parties donne´e dans le The´o-
re`me 1 du chapitre 2 et de la de´ﬁnition du vecteur potentiel A (B(A) =
rot(A)), l’expression de W devient :
W(p, A, λ) =
∫
Ω
AJ(p)dΩ +
∫
Ω
[λJ(p)− ν(p)B(A)B(λ)]dΩ. (5.18)
2. Le syste`me adjoint correspondant : un triplet (p∗, A∗, λ∗) satisfait la condi-
tion d’optimalite´ du premier ordre pour la fonctionnelle augmente´e W si le
gradient W est nul en ce point c’est-a`-dire : ∇W(p∗, A∗, λ∗) = 0. En parti-
culier la de´rive´e partielle de W par rapport a` A note´ ∂W/∂A est nulle en
ce point. Cette condition donne l’e´galite´ suivante :
〈∂W
∂A
(p∗, A∗, λ∗), ϕ〉 = 0, ∀ϕ ∈ H10(Ω). (5.19)
En de´veloppant l’expression de gauche dans l’e´galite´ (5.19), compte tenu de
la de´ﬁnition (5.18), elle devient,
〈∂W
∂A
(p∗, A∗, λ∗), ϕ〉 =
∫
Ω
[ϕJ(p∗)− ν(p∗)B(ϕ)B(λ∗)]dΩ, ∀ϕ ∈ H10(Ω).
(5.20)
En annulant la formulation diﬀe´rentielle faible (5.20) (suivant la condition
KKT (5.19)), la formulation forte re´sultante (par application du the´ore`me
de Green) est :
J(p∗)−∇× [ν(p∗)B(λ∗)] = 0. (5.21)
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Ainsi, le triplet (p∗, A∗, λ∗) est optimal pour W si λ∗ est solution du sys-
te`me (5.21). De manie`re analogue, la condition de stationnarite´ de W par
rapport a` λ donne le syste`me primal (5.3) dont la composante A∗ est solu-
tion.
3. Calcul de la sensibilite´ de W : Pour tout triplet (p, A, λ) tel que le couple
(p, A) soit re´alisable pour le proble`me P, les fonctions W et W sont e´gales
(pour λ). D’ou`, il s’ensuit naturellement que,
∂W
∂p
(p, A, λ) = W ′(p), ∀λ. (5.22)
De l’inde´pendance des variables p, A et λ, dans la de´ﬁnition de W , et du
fait que les fonctionnelles de´ﬁnissant les champs magne´tique, les proprie´te´s
des mate´riaux et les sources sont borne´es, alors en utilisant les proprie´te´s
de de´rivation sous le signe inte´gral, a` partir de l’expression (5.18), nous
obtenons la de´rive´e partielle de W par rapport a` p,
∂W
∂p
(p, A, λ) =
∫
Ω
[
(λ+ A)
∂J(p)
∂p
− ∂ν(p)
∂p
B(A)B(λ)
]
dΩ. (5.23)
Par la suite, en remarquant que le syste`me adjoint (5.21) est identique au
syste`me primal (5.3) (de plus λ∗|∂Ω = 0), il s’ensuit que les points (p, A, λ)
qui sont critiques pour W ve´riﬁent la condition de l’auto-ajoint A = λ. En
combinant, cette remarque a` la relation (5.22), on obtient :
∂W
∂p
(p, A, λ) =
∫
Ω
[
2A
∂J(p)
∂p
− ∂ν(p)
∂p
B(A)2
]
dΩ. (5.24)
Finalement, avec l’interpolation p = fun(ρ), ∀ρ ∈ [0, 1], la loi de de´rivation
des fonctions compose´es permet de passer de l’expression (5.24) au gradient
de W par rapport a` la variable ρ.
Remarque 5.1 La re´solution nume´rique du proble`me (Pρ) est relativement simple
par rapport au proble`me (℘ρ) en terme de temps CPU. En eﬀet, le mode`le d’optimi-
sation topologique (Pρ) e´tant auto-adjoint l’e´valuation du gradient topologique (5.15)
ne ne´cessite qu’une seule re´solution par e´le´ments ﬁnis (seulement l’e´quation de
Maxwell-Ampe`re (5.3)). Contrairement au proble`me de crite`re moindre carre´ (℘ρ)
ou` la re´solution d’un e´tat adjoint est indispensable.
5.3 Applications Nume´riques
Conside´rons un exemple d’application de conception de circuits magne´tiques
pour PEH ou` chacune des deux zones variables Ωm1 et Ωm2 est discre´tise´e en
30×15 mailles (pour les variables d’optimisation associe´e aux densite´s de mate´riau
ferromagne´tique), a` quoi il faut ajouter les quatre zones de densite´s de courant
(Ωs1,Ωs2,Ωs3, et Ωs4).
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• Les bornes infe´rieures et supe´rieures des parame`tres de conception p =
{ps,pm} sont :
◦ pour les sources : {psmin,psmax} = {−3,+3} (A/mm2)
◦ pour le mate´riau : {pmmin,pmmax} = {4π10−7, 4π10−7 × 8000} (H/m)
• Le nombre N de variables de conception est :
N = 4︸︷︷︸
ρs=(ρs1,...,ρ
s
4)
(Sources )+ 2× 30× 15︸ ︷︷ ︸
ρm=(ρm1 ,...,ρ
m
900)
(Material) = 904︸︷︷︸
ρ=(ρ1,...,ρ904)
. (5.25)
• Les contraintes line´aires sont :
◦ pour les sources : ρs3 = ρs4 et
∑
ρsi ≤ 2.
◦ pour les mate´riaux : ∑ ρmi = v0.
• Les contraintes sur le proﬁl du champ magne´tique sont :
◦ l’inclinaison des lentilles magne´tiques : α ∈ [αmin, αmax],
αmin = −10; αmax = +10 (en degre´).
◦ l’intensite´ maximale du champ est B0,max = 0, 04T.
Dans les simulations nume´riques, en plus du proﬁl du champ au centre du canal
(CL : Center Line), une analyse du comportement du proﬁl de la cartographie
magne´tique ge´ne´re´e par le circuit optimal au niveau des parois internes (IW : Inner
Wall) et externes (OW : Outer Wall) du canal ce´ramique, voir la Figure 5.3 a aussi
e´te´ eﬀectue´e. Pour ainsi avoir une vision plus globale et beaucoup plus pre´cise sur
la topologie magne´tique trouve´e. Dans ces cas tests, on a utilise´ un facteur de
pe´nalisation n e´gale a` 50 avec la formulation uniforme fun (pour le parame´trage de
ρm).
5.3.1 Cas Tests pour Diﬀe´rents Volumes de Mate´riau
Deux cas tests ont e´te´ conside´re´s ici : a` savoir, un premier test avec v0 =
60% ∗ V ol(Ωm) (note´ T1) et un deuxie`me avec v0 = 40% ∗ V ol(Ωm) (note´ T2).
Pour ces applications de design, sur la courbe montrant les densite´s optimales de
courant en abscisse, les quatre sections de bobines sont de´signe´es par Coil Int (
pour J1 dans la zone Ωs1), Coil Arr ( pour J2 dans la zone Ωs2), Coil Ext1 (pour
J3 dans la zone Ωs3) et Coil Ext2 (pour J4 dans la zone Ωs4), voir les re´sultats
nume´riques sur les Figures 5.2, 5.6(b) et 5.12(b). Les re´sultats nume´riques obtenus
au cours du processus d’optimisation sont re´sume´s dans le Tableau 5.3.2.
5.3.2 Analyse des Re´sultats Nume´riques
Ces tests nume´riques valident notre approche d’optimisation, et conﬁrment l’ef-
ﬁcacite´ et la robustesse du programme ATOPTO. Dans les 2 tests les valeurs de la
norme du champ au centre de la chambre de de´charge (canal plasma) restent en des-
sous de la valeur limite impose´e (B0,max = 0, 04T), voir les Figures 5.7(a) et 5.13(a).
Sur les Figures 5.7(a) et 5.13(a), on note que pour les circuits e´lectromagne´tiques
optimaux obtenus, la cartographie de champ magne´tique ge´ne´re´ posse`de dans ΩT2
un module un peu e´loigne´ de B0,max cela respecte bien la contrainte (impose´e dans
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Figure 5.3 – Illustration graphique de l’inclinaison α et les re´gions d’analyse du
proﬁl du champ magne´tique : la paroi interne (IW : Inner Wall), l’axe central (CL :
Center Line) et la paroi externe (OW : Outer Wall) et le plan de sortie du canal
plasmique.
cette zone de canal plasma). Il est possible si ne´cessaire (surtout pour les inge´-
nieurs) d’ajouter une borne infe´rieure B0,min pour encadrer ce module radial du
champ magne´tique comme celles de l’inclinaison α (voir l’e´quation (5.6)). L’in-
clinaison des lentilles magne´tiques pour T2 reste dans la fourchette des valeurs
souhaite´es (voir la Figure 5.13(b)). Par contre, dans le cas test T1, cette incli-
naison α de´passe le´ge`rement la valeur minimale impose´e αmin = −10◦ (voir la
Figure 5.7(b)). En pratique cette contrainte est tre`s utile car elle peut permettre
de pre´venir le phe´nome`ne d’e´rosion (en imposant a` cet eﬀet une topologie de champ
de magne´tique ayant des lentilles magne´tiques beaucoup plus incline´es par rapport
aux pie`ces polaires typiquement comme celles du Magne´tique Shielding a` l’inte´-
rieur du moteur). Avec ces re´sultats nume´riques, il apparaˆıt que pour cre´er une
zone de champ magne´tique nul dans le canal plasma sur cet exemple d’application,
il faut que la densite´ de courant dans Ωs2 soit tre`s proche de ze´ro. Dans ce cas,
les e´crans magne´tiques servent de boucliers eﬃcaces pour empeˆcher les lignes de
champ d’envahir l’inte´rieur du canal plasmique (c’est ce type de distribution de ﬂux
magne´tique qui est souhaite´ dans le cadre de certaines conﬁgurations magne´tiques
des PEHs), voir les Figures 5.4(b) et 5.10(b) (voir aussi les Figures 5.5 et 5.11).
Par ailleurs, ces re´sultats nume´riques montrent bien que la condition aux limites
impose´e sur le potentiel vecteur (dans le mode`le (P)) est satisfaite (de meˆme les
champs magne´tiques B produis par les circuits magne´tiques ainsi obtenus sont nuls
a` l’inﬁni en particulier au niveau de la frontie`re ∂Ω du domaine de conception Ω) ;
ceci est montre´ sur les Figures 5.9 et 5.15. Sur l’exemple nume´rique T2, il est a`
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(a) Topologie optimale
(b) Distribution du ﬂux magne´tique
Figure 5.4 – Solution topologique optimale pour T1 : NbIter = 0, W (ρ
0) = 35, 4
et NbIter = 110; W (ρ
opt) = 0, 48.
Figure 5.5 – Distribution de l’intensite´ du module du ﬂux magne´tique dans le
domaine de conception Ω (pour T1).
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Figure 5.6 – Densite´s de courant optimales pour T1.
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Figure 5.7 – Contraintes impose´es sur la topologie de la cartographie magne´tique
produite par le circuit optimal (pour T1).
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Figure 5.8 – Le proﬁl du champ a` l’inte´rieur du moteur au niveau des deux parois
murale et centrale du canal plasma : (a) le proﬁl de la composante radiale du champ
magne´tique B ; (b) le proﬁl de la composante axiale du champ magne´tique B (pour
T1).
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(a) La circulation du champ B a` l’inte´rieur du domaine Ω.
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(b) Les lignes e´quipotentielles du vecteur potentiel A dans le domaine Ω.
Figure 5.9 – Analyse graphique de la distribution spatiale du champ magne´tique
B et du vecteur potentiel A a` l’inte´rieur du domaine de conception du circuit (pour
T1).
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(a) Topologie Optimale
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(b) Distribution du ﬂux magne´tique
Figure 5.10 – Solution topologique optimale pour T2 : NbIter = 0, W (ρ
0) = 2, 38
et NbIter = 138; W (ρ
opt) = 0, 99.
Figure 5.11 – Distribution de l’intensite´ du module du ﬂux magne´tique dans le
domaine de conception Ω pour T2.
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Figure 5.12 – Densite´s de courant optimales pour T2.
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Figure 5.13 – Contraintes impose´es sur la topologie de la cartographie magne´tique
produite par le circuit optimal (pour T2).
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Figure 5.14 – Le proﬁl du champ a` l’inte´rieur du moteur au niveau des deux parois
murale et centrale du canal plasma : (a) le proﬁl de la composante radiale du champ
magne´tique B ; (b) le proﬁl de la composante axiale du champ magne´tique B (pour
T2).
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(a) La circulation du champ B a` l’inte´rieur du domaine Ω.
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Figure 5.15 – Analyse graphique de la distribution spatiale du champ magne´tique
B et du vecteur potentiel A a` l’inte´rieur du domaine de conception du circuit (pour
T2).
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noter que le champ magne´tique optimal (c’est-a`-dire celui produit par le circuit
magne´tique optimal trouve´) est majoritairement radial car sa composante axiale
est quasi-nulle comme le montre la Figure 5.14(b). De plus, au niveau de la sortie
du canal d’ionisation, l’angle d’inclinaison est pratiquement nul sur une grande
partie du plan de sortie, notamment au centre de ce plan, voir la Figure 5.13(b) :
c’est ce type de topologie magne´tique qui est requis en ge´ne´ral pour les moteurs
plasmiques.
Les circulations du champ magne´tique dans le domaine de conception Ω, pre´-
sente´ sur les re´sultats nume´riques des Figures 5.9(a) et 5.15(a) servent a` la de´-
termination du sens de la vitesse de de´rive −→vD =
−→
E×−→B
B2
dans la mode´lisation des
plasmas pour la propulsion des PEHs (voir plus de de´tails dans la section 1.5.1.3
du Chapitre 1).
En ce qui concerne l’usage des deux circuits a` topologie magne´tique obtenus, le
circuit de T1 est re´alisable en pratique sans alte´ration de la qualite´ de la solution
trouve´e avec le processus de conception optimale de ATOPTO. En eﬀet, toutes les
parties ferromagne´tiques sont connecte´es les unes aux autres, voir la Figure 5.4(a) et
une illustration 3D du circuit e´lectromagne´tique complet est donne´e en Figure 5.16.
Par contre, l’e´tape de re´alisation du circuit magne´tique obtenu dans le cas test T2
ne´cessite des jonctions supple´mentaires qui relieront les diﬀe´rents blocs se´pare´s
de mate´riau (sur le design a` topologie optimale de la Figure 5.10(a)). Le bon
compromis est de chercher la manie`re de connecter ses blocs de fer de la solution
optimale 5.10(a). Pour cela, il est possible de proce´der selon l’une des 3 fac¸ons
suivantes du plus simple au plus complexe :
1. Joindre ces blocs ferromagne´tiques avec la meˆme matie`re que ceux des blocs
(obtenus avec l’optimisation) en suivant le ﬂux du champ magne´tique (typi-
quement comme celui de la Figure 5.4(b)). Cette manie`re de proce´der peut
de´te´riorer la qualite´ de la solution optimale de T2. En eﬀet, le volume de
mate´riau V0 impose´ ne sera plus respecte´, de plus en augmentant le volume
de fer dans les zones de pie`ces polaires cela pourrait accroˆıtre l’intensite´
maximal du champ magne´tique au centre du canal plasma (conforme´ment
a` l’hypothe`se 1 du chapitre 4 pour l’application de la me´thode de B&B
pour l’optimisation topologique des circuits magne´tiques pour PEH). Une
illustration est donne´e sur la Figure 5.17(a).
2. Joindre ces blocs ferromagne´tiques avec une autre matie`re notamment du
die´lectrique. Ce nouveau mate´riau qui servira de jointure, peut-eˆtre choisi
de telle sorte que le circuit magne´tique re´sultant soit moins encombrant et
plus le´ger (en proce´dant de manie`re analogue au cas 1). Dans ce cas, aussi la
forme des joints doit suivre le ﬂux du champ produit par le circuit (comme
de´crit pre´ce´demment). Une illustration 3D du dispositif optimal trouve´ est
faite sur la Figure 5.17(b).
3. Joindre ces blocs ferromagne´tiques avec des frontie`res libres qui seront assu-
jettis a` une optimisation de forme pour obtenir la jointure optimale. Ne´an-
moins, ce dernier proce´de´ qui est plutoˆt rationnel, constitue l’une des per-
pectives de cette the`se. Dans ce cas, il sera alors possible de de´velopper une
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approche comple`te en commenc¸ant avec l’optimisation topologique et en
poursuivant avec de l’optimisation de forme sur une grande partie des fron-
tie`re en « dents de scie » (en particulier dans le re´sultat nume´rique 5.10(a)),
et ce aﬁn d’avoir des pie`ces polaires aux contours a` la fois lisses et optimaux.
Une illustration est donne´e sur la Figure 5.18.
A travers les diﬀe´rents tests nume´riques, on remarque que cette se´paration
des blocs est l’une des diﬃculte´s bien connue en optimisation topologique sous le
nom de « proble`me de damier », survient lorsque le volume total du domaine de
conception a` topologie variable (Ωm) est tre`s grand devant le volume limite impose´
v0. Lorsque le volume total est e´leve´ devant v0, non seulement cela peut induire
beaucoup de densite´s interme´diaires dans la solution optimale mais cela provoque
aussi la dispersion des blocs de mate´riau dans le domaine de conception (il faut
aussi noter que le design optimal a` blocs se´pare´s correspondant au test T2 a un
volume limite ﬁxe´ a` 40% du volume total contre 60% pour le cas test T1). Les
dispositifs des Figures 5.16 et 5.17 montrent le passage des mode`les re´duits 2D a`
la re´alisation physique 3D des circuit e´lectromagne´tiques optimaux trouve´s.
Cas test NbIter W 0 → W opt J1opt J2opt J3opt J4opt
T1 : v0 = 60% 110 35.5 → 0.48 −0.21 −0.29 −0.25 −0.25
T2 : v0 = 40% 138 2.38 → 0.99 −0.25 +0.035 −0.61 −0.61
Table 5.1 – Les re´sultats nume´riques avec ATOPTO du proble`me de conception des
pie`ces polaires interne et externe, pour une consommation minimale de puissance
e´lectrique. Les temps CPU sont de 130 min pour T1 et 290 min pour T2.
Figure 5.16 – Principe de jointure des blocs se´pare´s du circuit optimal du cas test
T2 par optimisation de forme.
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(a)
(b)
Figure 5.17 – Re´alisation pratique du design optimal du cas test T2 : (a) Circuit
magne´tique optimal a` jointure ferromagne´tique ; (b) Circuit magne´tique optimal a`
jointure en mate´riau die´lectrique le´ger (en bleu). Dans ces dispositifs : -la couleur
grise de´signe le circuit magne´tique ; -la couleur rouge de´signe des zones de bobines
externes Ωs3 et Ωs4 de valeur optimale de densite´ de courant −0.61 ; -la couleur
marron de´signe´ la zone de la bobine centrale Ωs1 de valeur optimale de densite´
courant −0.25 ; - la couleur jaune de´signe la zone de la bobine arrie`re Ωs2 de valeur
optimale 0.035, voir le Tableau 5.3.2.
	
	
  	

Figure 5.18 – Principe de jointure des blocs se´pare´s du circuit optimal du cas test
T2 par optimisation de forme.
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Remarque 5.2 Les Figures 5.17 et 5.18 sont des sche´mas illustrant le dispositif
3D proble`me e´tudie´ (P) dont le domaine de conception conside´re´ est pre´sente´ sur
la Figure 5.1. Ses ﬁgures ont e´te´ re´alise´es en utilisant le principe de re´duction
montre´ dans la Section 2.5.1 du Chapitre 1 avec les re´sultats topologique optimal
obtnue (dans un repe`re carte´sien 2D), voir aussi la Figure 2.6 (pour le processus
inverse c’est-a`-dire passage d’une ge´ome´trie 3D a` une section plane a` optimiser).
5.4 Conclusion
Pour re´soudre le proble`me de consommation de puissance e´lectrique des propul-
seurs e´lectriques, il est inte´ressant de conside´rer le proble`me inverse de conception
de circuits magne´tiques en minimisant la densite´ de courant traversant les section
planes des bobines. En conside´rant ce nouveau crite`re, un nouveau mode`le d’op-
timisation topologique pour le design associe´ a e´te´ propose´. C’est un proble`me
d’optimisation mixte (car les densite´s de courant sont des variables continues et
les mate´riaux sont des variables discre`tes). Par la suite, l’analyse de sensibilite´ a
conduit a` re´solution d’un proble`me auto-adjoint dont le processus d’optimisation
nume´rique est moins gourmand en terme de la consommation du temps-cpu, cela
permet aussi de induire de l’eﬃcacite´ et de la robustesse du code ATOPTO. Cela a
constitue´ une extension des applications possibles de notre approche d’optimisation
topologique, que l’on a appele´ M-SIMP.
Cette approche M-SIMP a e´te´ valide´e a` travers des exemples d’application pra-
tique pour la conﬁguration ge´ome´trique des pie`ces polaires d’un PEH. Avec diﬀe´-
rents ratios de volumes limites de mate´riau et l’addition de nouvelles contraintes,
des solutions distinctes ont e´te´ obtenues. En particulier pour un faible ratio de
volume de mate´riau impose´, le circuit optimal trouve´ est fait de blocs de circuits
de´connecte´s les uns des autres dont il faudra trouver un proce´de´ ade´quat pour les
joindre. Dans ce chapitre, nous avons propose´ 3 manie`res pour la manufacturation
concre`te de tels circuits magne´tiques dissocie´s.

Conclusion
Dans ces travaux de the`se, nous avons pre´sente´ les principales technologies de
propulsion spatiale qui sont la propulsion chimique et la propulsion e´lectrique. En-
suite, nous avons montre´ et explique´ notre intereˆt pour les propulseurs e´lectriques,
en particulier les moteurs a` eﬀet Hall. Bien que moins couˆteux en e´nergie consom-
me´e pour les missions spatiales lointaines ou` la dure´e du voyage n’est pas une
contrainte majeure, la conﬁguration topologique du circuit magne´tique de ces en-
gins a` propulsion plasmique reste tre`s complexe a` re´aliser. C’est ce qui explique le
rattachement des inge´nieurs aux premiers circuits propose´s par les pionniers dans
le domaine du design des ve´hicules spatiaux. Cependant, ces anciens mode`les de
circuits magne´tiques de´die´s aux propulseurs plasmiques conc¸us empiriquement sont
le plus souvent pe´nalise´s par leur masse et ils sont aussi plus encombrant. Ainsi,
nous avons propose´ des mode`les et me´thodes mathe´matiques aﬁn de re´soudre ces
proble`mes de conﬁguration magne´tique des propulseurs e´lectriques avec rigueur et
rationalite´. Les mode`les re´sultants sont des proble`mes d’optimisation tre`s diﬃciles
a` re´soudre. En eﬀet, ce sont des proble`mes inverses d’e´lectromagne´tisme qui sont
mal-pose´s.
Suite a` la mise en place de ces mode`les the´oriques, nous avons de´veloppe´ des
programmes mathe´matiques servant d’outils the´oriques et nume´riques pour le de-
sign optimal et automatique des circuits magne´tiques respectant une topographie
de champ magne´tique impose´e. Nos codes d’optimisation topologique sont de´nom-
me´s ATOP (Algorithm To Optimize Propulsion). Ils sont principalement base´s sur
l’approche de distribution optimale de densite´ de matie`re (SIMP) couple´ avec des
algorithmes d’optimisation locale d’une part. Aﬁn, d’avoir des solutions usinables,
nous avons renforce´ l’eﬃcacite´ et la robustesse de ATOPTO avec des Sche´mas d’In-
terpolation de Mate´riaux polynomiaux ge´ne´ralise´s. De plus, dans nos e´tudes pour
re´duire les inﬂuences du point de´part dans le module d’optimisation, nous avons
propose´ un programme hybride ATOPBBA->TO utilisant une me´thode d’optimisation
globale de´terministe de type B&B (Branch and Bound) avec un code de calcul par
intervalles suivi d’une re´solution avec ATOPTO (d’autre part).
Les re´sultats obtenus au cours des diﬀe´rentes simulations nume´riques ont e´te´
satisfaisant ceux ci ont permis de valider nos approches en montrant l’eﬃcacite´
et la robustesse de nos techniques d’optimisation pour la conception des circuits
magne´tiques pour les PEHs. En plus de rendre facile et automatique le proces-
sus de conception des propulseurs e´lectriques, avec le code ATOP, le gain en terme
de la masse peut-eˆtre estime´ entre 30% et 60% (selon le nombre des noyaux ma-
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gne´tiques du circuit soumis a` l’optimisation topologique). Avec de tels outils, des
conﬁgurations magne´tiques pouvant limiter le phe´nome`ne d’e´rosion (qui est l’une
des principales causes de mise hors service des propulseurs e´lectriques) pourront
voir le jour. En eﬀet, les recherches ont permis de prouver qu’un choix judicieux de
la cartographie est une solution pre´ventive contre l’e´rosion (par exemple le Magne-
tic Shielding). Il suﬃt alors d’imposer de telles distributions de champ magne´tique
(et ou avec un angle d’inclinaison des lentilles magne´tiques particulier permettant
de prote´ger les pie`ces polaires qui sont les plus expose´es au bombardement des
particules plasmiques fortement e´nerge´tiques) pour retrouver le circuit magne´tique
capable de produire ces distributions de champ.
Dans cette the`se, on s’est principalement focalise´ sur les me´thodes d’optimi-
sation topologique car elles sont beaucoup plus ge´ne´rales dans le sens ou` elles
permettent d’avoir des designs topologiques optimaux inattendus d’une part. Ce-
pendant, elles permettent aussi d’avoir des solutions optimales qui n’aurait pu eˆtre
obtenues soit en utilisant l’optimisation parame´trique ou l’optimisation forme (uni-
quement). Ne´anmoins, une suite logique a` ces re´sultats d’optimisation topologiques
est l’application de me´thodes d’optimisation de forme classique (base´e sur les varia-
tions de frontie`re) a` partir des solutions topologiques obtenues, et ce aﬁn de raﬃner
rigoureusement les contours des circuits optimaux a` re´aliser (comme expliquer au
Chapitre 5). Ainsi, en plus de la technique d’hybridation avec un algorithme B&B
(qui a donne´ naissance au de´veloppement du code ATOPBBA->TO, cf Chapitre 4), cela
pourrait aussi eˆtre une extension du code ATOPTO (qu’on appellera ATOPTO->SO).
Dans ces approches utilisant des SIMs ge´ne´raux pour le mode`le SIMP (pre´sente´s
au Chapitre 3), il pourrait-eˆtre inte´ressant d’imple´menter les suites re´currentes
du seconde ordre. Ces re´sultats pourraient eˆtre compare´s a` ceux de´ja` obtenus en
utilisant les SIMs du premier ordre par rapport aux deux crite`res d’analyse de la
qualite´ de la solution optimale : avoir une bonne convergence en terme de la valeur
minimum du crite`re et moins de points interme´diaires dans le design optimal de la
solution continue (cf Chapitre 3).
Au cours des pre´ce´dentes analyses, nous avons proce´de´ par se´paration des pro-
ble`mes de conception aﬁn de les re´soudre eﬃcacement : a savoir un mode`le de
type moindres carre´s avec un crite`re F et un mode`le base´ sur la minimisation de
l’e´nergie magne´tique W . Un mode`le e´tendu peut eˆtre obtenu en couplant ces deux
proble`mes mono-crite`re (℘) et (P). En plus, ce mode`le pourrait eˆtre inte´ressant
pour nos applications, en incluant des termes prenant en compte des parame`tres
plasmiques et ou de pousse´e. Dans ce cas, une formulation du proble`me peut-eˆtre
donne´e comme suit : min
p∈Ωcircuit∩Ωplasma
β1F (p) + β2W (p) + β3Ψ(u, ξ). Dans ce pro-
ble`me, les coeﬃcients β1, β2 et β3 sont des quantite´s positives (en ge´ne´ral ils sont
pris de sorte que le crite`re ci-dessus soit une combinaison convexe). Les deux pre-
miers termes correspondent aux fonctions objectifs F et W des deux proble`mes
(℘) et (P) respectivement. Le troisie`me crite`re Ψ est associe´ a` la mode´lisation du
plasma et de la pousse´e produite par le propulseur e´lectrique. Avec u la vitesse
moyenne des particules ioniques et ξ la densite´ du plasma. Ces deux parame`tres
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caracte´ristiques d’un plasma sont lie´s par une e´quation d’e´volution donne´e par
∂ξ
∂t
+ ∇ .(ξu) = 0. Par ailleurs, la vitesse u est lie´e au champ e´lectromagne´tique
par des quantite´s physiques telles que la force de Lorentz FL (voir notamment le
chapitre 1), et par la vitesse de de´rives (cf chapitre 1). Cette nouvelle formulation
fera intervenir, d’autres parame`tres (notamment a` travers l’utilisation du champ
e´lectrique E), tel que la tempe´rature T du plasma (qui est un parame`tre tre`s im-
portant pour le choix des mate´riaux pour le design) et le potentiel e´lectrostatique φ.
En particulier, pour simpliﬁer le proble`me, on pourra de´ﬁnir la densite´ du plasma
par une distribution de Boltzmann ξ = ξ0 exp
(
eφ
T
)
, avec e la charge e´le´mentaire
e´lectronique.
Dans ce proble`me, l’ensemble admissible est donne´ par Ωcircuit ∩ Ωplasma, avec
Ωcircuit l’ensemble de´ﬁnissant les contraintes habituelles telles que les bornes sur
le parame`tre de conception du circuit p, le volume limite V0, les contraintes sur
la topographie du champ magne´tique B (typiquement comme en (P)). Ωplasma est
de´die´ ici au type de plasma. Cet ensemble Ωplasma peut contenir des contraintes
telles que la condition d’e´quilibre du plasma, la stabilite´ du plasma (que l’on me-
sure le plus souvent a` travers le produit scalaire : u .∇ξ), une valeur limite T0 sur
la tempe´rature a` l’inte´rieur de la de´charge plasmique, la pression P , etc.
Par sa de´ﬁnition le proble`me complet d’optimisation he´rite des meˆmes diﬃcul-
te´s que les premiers mode`les d’optimisation (℘) et (P) (notamment il est mal-pose´).
Ici, j’ai privile´gie´ une formulation mono-objectif, ne´anmoins des techniques d’opti-
misation multi-objectifs peuvent s’appliquer pour le re´soudre. Une deuxie`me e´tape
pourra eˆtre aussi l’emploi d’approches d’optimisation stochastique car la densite´
du plasma est fonction du taux d’ionisation du gaz propulsif qui suit une loi de
probabilite´.
Cependant, l’aboutissement de la re´solution de proble`me incluant la mode´li-
sation du plasma ne´cessite des collaborations supple´mentaires entre Plasmiciens,
Electromagne´ticiens et Mathe´maticiens.
Au cours de ces travaux de recherches, les de´ﬁs e´taient nombreux a` cause no-
tamment du caracte`re pluridisciplinaire de cette e´tude (les the´ories mathe´matiques,
d’e´lectromagne´tisme, de la mode´lisation,optimisation mathe´matique, etc). Malgre´
tout, nous sommes parvenus a` proposer des solutions qui ont abouti a` la mise
en place de mode`les mathe´matiques pre´cis et de programmes nume´riques de´die´s
au design optimal de circuits magne´tiques de propulseurs plasmiques. Ainsi, notre
algorithme ATOP pourra servir pour de´terminer des conﬁgurations de la topologie
magne´tique des nouvelles ge´ne´rations de propulseurs plasmiques a` eﬀet Hall, avec
plus de simplicite´, de rationalite´ et d’eﬃcacite´.
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