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Abstract
Similar to the problem of linearization, the “small divisor problem” also arises in the discussion of invertible analytic solutions
of a class of q-difference equations. In this paper we give the existence of such solutions under the Brjuno condition and prove
that the equation may not have a nontrivial analytic solution when the Brjuno condition is violated. These results are applied to
discussing a nonlinear iterative equation.
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1. Introduction
Consider the nonlinear functional equation
k∑
j=0
∞∑
t=1
Ct,j (z)
(
ϕ
(
qj z
))t = G(z), (1.1)
where q is a given constant, G and Ct,j (t ∈ N, j = 0, . . . , k) are both given functions and ϕ is an unknown function.
Being a relation among q-differences ϕ(qj z) (j = 0, . . . , k) of the unknown function ϕ, this equation is also referred
to a nonlinear q-difference equation (or called geometric difference equation). The theory of q-difference equations
was investigated early by G.D. Birkhoff [4], R.D. Carmichael [7] and C.R. Adams [1] in the beginning of the 20 cen-
tury. For its extensive relations to other mathematical subjects and natural sciences, it gets more and more attractive
to mathematicians and recently numerous works are dedicated to various forms of q-difference equation in differ-
ent aspects, for example, symmetries [16], Galois theory [21], hypergeometric solutions [2], analytic solutions [19].
Among those attractive problems, an important thing is discussing analytic solutions of the Poincaré equation (see,
e.g., [5,8,15,20,23])
F
(
ϕ(z)
)= ϕ(qz), ∀z ∈ C, (1.2)
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trivial constant solution ϕ(z) ≡ 0, an analytic solution is invertible, and each invertible analytic solution provides a
local analytic transformation which linearizes the analytic germ of the diffeomorphism F near O .
As indicated in [6], small divisors or denominators occurs in finding invertible analytic solutions of Eq. (1.2).
Actually, the convergence of a formal series solution highly depends on the location of q in C, which happens to be
the eigenvalue of the linearization of F at O . It was known early in [14] that such a solution exists if |q| = 1, and, in
[20] that when q is a nth root of the unity an invertible analytic solution exists if and only if the (n− 1)th iterate of F
is the identity. The so-called “small divisor problem” actually happens in the case that q lies on the unit circle S1 in C
but is not a nth root of the unity. When q = e2πiθ with irrational θ , a factor qn−1 −1 appears in the denominator as we
recursively determine the coefficient sn of a formal series solution ϕ(z) =∑∞n=1 snzn. The “small divisor” qn−1 − 1
makes the convergence of the formal series solution very delicate. In 1938 H. Cremer [8] proved that the formal series
solution diverges for some irrational θ . The convergence was proved by C.L. Siegel [20] in 1942 when θ satisfies
the Diophantine condition. A.D. Brjuno [5] further improved Siegel’s result and showed the convergence when the
irrational θ satisfies a weaker condition, called the Brjuno condition later. In recent decades efforts [23] were also
made with quadratic polynomial mappings for the case out of the Brjuno condition.
It is also interesting to discuss invertible analytic solutions of the general equation (1.1). Existence of such solutions
was proved in [22] when q lies off the unit circle S1 or q = e2πiθ with either a rational number θ or an irrational
number θ satisfying the Diophantine condition. As observed in [22], the small divisor problem again arises in the
case of irrational θ . In this paper we continue to discuss invertible analytic solutions of the general equation (1.1)
between the case of rational number θ and the case of irrational number θ satisfying the Diophantine condition. After
state relations between the Diophantine condition and the Brjuno condition in Section 2, we give the existence of
such solutions under the Brjuno condition in Section 3 and prove in Section 4 the fact that Eq. (1.1) may not have
a nontrivial analytic solution when θ violates the Brjuno condition. Finally, we apply these results to discussing a
nonlinear iterative equation.
2. Brjuno condition
The Brjuno condition was proposed first by A.D. Brjuno [5]. Some basic notions on this condition are summarized
in [6]. In this section we state those notions again for more convenience in our applications, display the relation
between the Diophantine condition and the Brjuno condition, and add some details to explain them.
As in [24], given real β  0, an irrational number θ ∈ R \Q is said to satisfy the Diophantine condition of order β
(or say θ ∈D(β) for short) if there exists a constant c > 0 such that
|θ − p/q| c/q2+β, ∀p/q ∈ Q, q  1. (2.1)
Obviously, D(β1) ⊂D(β2) for arbitrary β1, β2  0 with β1 < β2. Let D :=⋃β0D(β) and those numbers in D are
called Diophantine numbers. A number in the complement of D in R \Q, denoted by L, is called a Liouville number.
According to the number theory (see in [11]), the Diophantine condition can be re-casted in terms of the speed
of growth of various quantities related to the continued fraction expansion. In order to show this, we recall some
elementary facts on standard real continued fractions. For a given real θ , let [θ ] denote its integer part and let {θ} =
θ − [θ ]. Then every irrational number θ has a unique expression of the Gauss continued fraction
θ = a0 + θ0 = a0 + 1
a1 + θ1 = a0 +
1
a1 + 1a2+θ2
. . . ,
where integers aj s and decimals θj s are calculated by the algorithm:
(a) a0 = [θ ], θ0 = {θ}, and
(b) an = [1/θn−1], θn = {1/θn−1} for all n 1.
This number can be denoted simply by
θ = [a0, a1, . . . , an, . . .]. (2.2)
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pn, qn are determined recursively by{
pn = anpn−1 + pn−2, qn = anqn−1 + qn−2, ∀n 0,
p−1 = q−2 = 1, p−2 = q−1 = 0. (2.3)
As in [11, p. 130], pn/qn is called the nth convergent of θ . It is easy to show that qn never depends on a0. As in
[6, p. 82], we can check that
qn 
1
2
(√
5 + 1
2
)n−1
,
∑
n0
1
qn

√
5 + 5
2
,
∑
n0
logqn
qn
 4, (2.4)
(qn + qn+1)−1 < |qnθ − pn| < q−1n+1, ∀n 1. (2.5)
As in [6,24], θ ∈D if and only if there exists two constant c > 0 and β  0 such that
qn+1  cq1+βn , ∀n 0. (2.6)
In fact, by the definition that D :=⋃β0D(β), there exists two constant c1 > 0 and β  0 such that |θ − p/q| 
c1/q2+β for all p/q ∈ Q with q  1, implying that |θ − pn/qn|  c1/q2+βn for all n  0. It follows from (2.5) that
q−1n+1  c1/q
1+β
n , so (2.6) holds for c := 1/c1. On the contrary, from (2.3) we see that qn+1  qn for n  0, with
inequality when n > 0. It follows from (2.6) and (2.5) that |qnθ − pn| > (qn + qn+1)−1  (2qn+1)−1  c2/q1+βn ,
where c2 := 1/(2c). Consider arbitrary integers p,q with q  1. There exists n0  0 such that qn0  q < qn0+1.
Referencing to Theorem 182 and its proof in [11, pp. 151–152], we have |p − qθ | |pn0 − qn0θ |. Thus |p − qθ |
c2/q
1+β
n0  c2/q1+β , implying that (2.1) holds for c = c2.
On the basis of Gauss continued fractions, we can well understand the concept of Brjuno condition, an extension
of Diophantine condition. As in [24], an irrational number θ ∈ R \ Q is said to satisfy the Brjuno condition (or called
a Brjuno number) if the sequence of denominators (qn)n0 of the convergents of θ satisfies
B(θ) :=
∞∑
n=0
q−1n logqn+1 < +∞. (2.7)
The set of all Brjuno numbers, denoted by B, actually includes all Diophantine numbers and a part of Liouville
numbers [10,12,24]. In fact, (2.7) restricts the growth rate of sequence (qn)n0 to be weaker than Diophantine’s.
More precisely, by (2.6) we have q−1n logqn+1  q−1n log c + (1 + β)q−1n logqn, implying that B(θ) < +∞ by (2.4)
for each θ ∈D. It proves D ⊂ B. On the other hand, if there exists a constant c 1 such that the denominators of the
convergents of θ ∈ R \ Q satisfy qn+1 = [ceq1−εn ] for all n  0 and for arbitrary fixed small ε > 0, then by the first
inequality in (2.4),
q−1n logqn+1  q−1n log c + q−1n q1−εn = q−1n log c + q−εn  q−1n log c + 2ε
((√
5 + 1
2
)−ε)n−1
.
It implies that
B(θ) =
∞∑
n=0
q−1n logqn+1  log c
∞∑
n=0
q−1n + 2ε
∞∑
n=0
((√
5 − 1
2
)ε)n−1
< +∞,
i.e., a Brjuno number which does not satisfy (2.6) can be given. Let Z+ denote the set of all nonnegative integers and
use the notation []x[] := infp∈Z |x −p| for the distance from a real number x to the nearest integer. For any θ ∈ B with
the nth convergent pn/qn, let J ∗k (θ) := Jk(θ) ∪J ′k(θ), where
Jk(θ) :=
{
j ∈ Z+: []jθ [] 1/(8qk)
}
,
J ′k(θ) := {j ∈ Z+: j1 < j < j2 and qk exactly divides j − j1 for some j1, j2 ∈ Jk with j2 − j1 < Ek}
and Ek := max{qk, qk+1/4}. For arbitrary k,n ∈ Z+, let ηk := 2qk/Ek , mk(n) := max{j ∈ J ∗(θ): 0 j  n} andk
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{
mk(n)+ηkn
qk
− 1, if mk(n) + qk ∈ J ∗k (θ),
max{(1 + ηk)n/qk − 2, (ηkmk(n) + n)/qk − 1}, if mk(n) + qk /∈ J ∗k (θ).
Then we define I θk (n) := max{J θk (n), [n/qk]}. Clearly, for each k ∈ Z+, I θk (n) is a nonnegative function satisfying
I θk (0) = 0. The following useful result was given by A.M. Davie in [9].
Lemma 1. The function Kθ(n) := n log 2 +∑∞k=0 I θk (n) log(2qk+1), where n ∈ Z+, has the following properties:
(a) Kθ(n) n(B(θ) + 61 log 2).
(b) Kθ(n1) + Kθ(n2)Kθ(n1 + n2) for all n1, n2 ∈ Z+.
(c) −log |2 sin(nπθ)|Kθ(n) − Kθ(n − 1).
3. Existence of analytic solutions
Having those preliminaries in Section 2, we consider Eq. (1.1), where we assume without loss of generality that
(H1) function G is analytic for |z| < σ and satisfies G(0) = 0 and G′(0) = 0, and
(H2)j functions Ct,j (z) (t ∈ N) are all analytic for |z| < σ and the series ∑∞t=1 Ct,j (z1)zt2 converges for a definite
pair of nonzero complex z1, z2 with |z1| < σ .
Remark that the convergence of the series in (H2)j is needed so that Eq. (1.1) is meaningful.
Theorem 1. Suppose that (H1) holds and (H2)j holds for j = 0,1, . . . , k and that |C1,1(0)| >∑kj=2 j |C1,j (0)|. If the
polynomial
P(z) :=
k∑
j=0
C1,j (0)zj (3.1)
has a zero q = e2πiθ ∈ S1 such that θ ∈ B, then for arbitrarily given μ1 ∈ C Eq. (1.1) has a unique analytic solution
ϕ in a neighborhood of the origin such that ϕ(0) = 0 and ϕ′(0) = μ1.
Obviously, the solution is invertible when μ1 = 0.
Proof. Let G(z) =∑∞n=0 bnzn, Ct,j (z) =∑∞n=0 ct,j,nzn for t ∈ N, j = 0, . . . , k, and let
ϕ(z) =
∞∑
n=0
snz
n (3.2)
be a formal series solution of Eq. (1.1). By hypothesis (H1) and the requirement that ϕ(0) = 0, we have b0 = 0, b1 = 0
and s0 = 0. Substituting G, Ct,j and ϕ in (1.1) by their power series and (3.2), we get
∞∑
n=2
bnz
n =
k∑
j=0
∞∑
t=1
( ∞∑
n=0
ct,j,nz
n
)( ∞∑
n=1
sn
(
qj z
)n)t
=
∞∑
n=1
(
k∑
j=0
n−1∑
h=0
∑
1tn−h, (lp)∈Υ tn−h
ct,j,h
t∏
p=1
qjlp slp
)
zn
=
∞∑
n=1
(
k∑
j=0
c1,j,0q
jnsn
)
zn +
∞∑
n=2
(
k∑
j=0
∑
2tn, (lp)∈Υ tn
ct,j,0q
jn
t∏
p=1
slp
)
zn
+
∞∑
n=2
(
k∑
j=0
n−1∑
h=1
∑
1tn−h, (lp)∈Υ t
ct,j,hq
j (n−h)
t∏
p=1
slp
)
zn,n−h
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P
(
qn
)
sn =
(
k∑
j=0
c1,j,0q
jn
)
sn = Dn
(
s(n − 1), q), n 1, (3.3)
where s(n − 1) := (s0, . . . , sn−1), D1(s(0), q) := 0, and
Dn
(
s(n − 1), q) := bn − k∑
j=0
∑
2tn, (lp)∈Υ tn
ct,j,0q
jn
t∏
p=1
slp −
k∑
j=0
n−1∑
h=1
∑
1tn−h, (lp)∈Υ tn−h
ct,j,hq
j (n−h)
t∏
p=1
slp ,
∀n 2.
From the first equality of system (3.3) we can choose s1 as an arbitrary complex μ1 since P(q) = 0. For n 2,
P
(
qn
)= P (qn)− P(q) = k∑
j=0
C1,j (0)qnj −
k∑
j=0
C1,j (0)qj =
(
qn − q)Δn(q),
where
Δn(q) := C1,1(0) +
k∑
j=2
j∑
s=1
C1,j (0)q(n(j−s)+s−1). (3.4)
In view of the hypotheses that |q| = 1 and |C1,1(0)| > ∑kj=2 j |C1,j (0)|, we have |Δn(q)|  |C1,1(0)| −∑k
j=2 j |C1,j (0)| > 0. By q = e2πiθ with θ ∈ B, we can reduce (3.3) to
s1 = μ1, sn = Dn(s(n − 1), q)
(qn − q)Δn(q) , n 2. (3.5)
So a sequence {sn}∞n=1 can be determined uniquely by (3.5) recursively.
In what follows we prove the convergence of series (3.2) in a neighborhood of the origin. By hypotheses (H1) and
(H2)j there exists a constant M > 0 such that
|bn| M
rn
, |ct,j,n| M
(1 + k)rn+t , ∀t ∈ N, n ∈ N ∪ {0}, j = 0, . . . , k, (3.6)
for any given r ∈ (0,min{|z1|, |z2|}). Let m := |C1,1(0)| −∑kj=2 j |C1,j (0)|. By (3.5),⎧⎪⎪⎪⎨
⎪⎪⎪⎩
|s1| = |μ1|,
|sn| 1|qn−1 − 1|
(
M
m
)(
1
rn
+
∑
2tn, (lp)∈Υ tn
1
rt
t∏
p=1
|slp | +
n−1∑
h=1
∑
1tn−h, (lp)∈Υ tn−h
1
rh+t
t∏
p=1
|slp |
)
,
∀n 2.
(3.7)
In order to apply the method of majorant series, consider the equation
T (z,W) := W − |μ1|z − M
m
(
1
(1 − z/r)(1 − W/r) − 1 −
z
r
− W
r
)
= 0. (3.8)
Obviously T (z,W) is analytic in the neighborhood of the origin. Moreover, we have T (0,0) = 0 and
∂T (0,0)/∂W = 1. By the analytic implicit function theorem [3, p. 134], there exists a unique function W(z), analytic
near the origin, such that W(0) = 0 and satisfies (3.8) near the origin. Let
W(z) =
∞∑
n=1
ωnz
n.
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⎪⎩
ω1 = |μ1|,
ωn = M
m
(
1
rn
+
∑
2tn,(lp)∈Υ tn
1
rt
t∏
p=1
ωlp +
n−1∑
h=1
∑
1tn−h, (lp)∈Υ tn−h
1
rh+t
t∏
p=1
ωlp
)
, ∀n 2. (3.9)
We can deduce that
|sn| ωneKθ (n−1), ∀n 1, (3.10)
where function Kθ is defined in Lemma 1. In fact, it is obvious that |s1| = ω1 = ω1eKθ (0) by Kθ(0) = 0. Assume
that |sj |  eKθ (j−1)ωj holds for all integers j  n − 1, where n  2 is a certain integer. Since Kθ is a nonnegative
function, from (3.7) we see
|sn| 1|qn−1 − 1|
(
M
m
)(
1
rn
eKθ (n−2) +
∑
2tn, (lp)∈Υ tn
1
rt
t∏
p=1
(
ωlpe
Kθ (lp−1))
+
n−1∑
h=1
∑
1tn−h, (lp)∈Υ tn−h
1
rh+t
t∏
p=1
(
ωlpe
Kθ (lp−1))).
For (lp) ∈ Υ tn (2 t  n) and (lp) ∈ Υ tn−h (1 h n − 1, 1 t  n − h), we have
t∑
p=1
Kθ(lp − 1)Kθ(n − 2)Kθ(n − 1) + log
∣∣2 sin((n − 1)πθ)∣∣,
by Lemma 1(b) and (c). Note that∣∣2 sin((n − 1)πθ)∣∣= ∣∣e(n−1)πiθ − e−(n−1)πiθ ∣∣= ∣∣e2(n−1)πiθ − 1∣∣= ∣∣qn−1 − 1∣∣.
It implies by (3.9) that
|sn| eKθ (n−1) · M
m
(
1
rn
+
∑
2tn, (lp)∈Υ tn
1
rt
t∏
p=1
ωlp +
n−1∑
h=1
∑
1tn−h, (lp)∈Υ tn−h
1
rh+t
t∏
p=1
ωlp
)
= ωneKθ (n−1),
i.e., (3.10) is proved by induction. By Lemma 1(a) we have Kθ(n) n(B(θ) + 61 log 2). Hence
|sn| ωneKθ (n−1)  ρne(n−1)(B(θ)+61 log 2),
that is,
lim sup
n→∞
(|sn|) 1n  lim sup
n→∞
(
ρne(n−1)(B(θ)+61 log 2)
) 1
n = ρeB(θ)+61 log 2,
implying that series (3.2) converges in a neighborhood of the origin. This completes the proof. 
4. Nonexistence of analytic solutions
The convergence of the formal series solution of Eq. (1.1) depends crucially on the arithmetical property of the
zero q = e2πiθ of the polynomial P defined in (3.1). In this section we prove that if θ ∈ R \ Q satisfies the Cremer
condition [8], which violates the Brjuno condition, then the formal series solutions of Eq. (1.1) are divergent.
Theorem 2. Suppose that q = e2πiθ satisfies
sup
logqn+1
qn
= +∞, (4.1)n0
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trarily given k analytic function sequences satisfying hypotheses (H2)j , j = 0,2, . . . , k, and the complex c1,1,0 :=
−C1,0(0)q−1 −∑kj=2 C1,j (0)qj−1 satisfies |c1,1,0| >∑kj=2 j |C1,j (0)|, then c1,1,0 can be extended to an analytic
function sequence (Ct,1(z))t1 which satisfies hypothesis (H2)1 such that Eq. (1.1) with those Ct,j and G(z) ≡ 0 has
no nontrivial analytic solutions with the fixed point O .
Proof. By (2.5) and (4.1), we have
sup
n0
log[]qnθ []−
1
qn = sup
n0
log |qnθ − pn|−1
qn
 sup
n0
logqn+1
qn
= +∞.
So, lim supn→+∞[]nθ []−1/n = +∞, or equivalently
lim sup
n→+∞
∣∣qn − 1∣∣− 1n = +∞, (4.2)
because 4[]nθ [] |qn − 1| = |e2πinθ − 1| 2π[]nθ [].
It is obvious that for μ1 = 0 Eq. (1.1) has only a trivial analytic solution ϕ(z) ≡ 0 because G(z) ≡ 0. Therefore,
we consider nonzero μ1 ∈ C and choose s1 = μ1. Define Cn,1(z) := cn,1,0 for all n  1. Since G(z) ≡ 0, from the
definition of Dn(s(n − 1), q) below (3.3) we get
Dn
(
s(n − 1), q)= −qnμn1(cn,1,0 + Ξn(s(n − 1), q)), ∀n 2, (4.3)
where
Ξn
(
s(n − 1), q) := q−nμ−n1
( ∑
2tn−1, (lp)∈Υ tn
ct,1,0q
n
t∏
p=1
slp +
∑
j=0,2,...,k
∑
2tn, (lp)∈Υ tn
ct,j,0q
jn
t∏
p=1
slp
+
∑
j=0,2,...,k
n−1∑
h=1
∑
1tn−h, (lp)∈Υ tn−h
ct,j,hq
j (n−h)
t∏
p=1
slp
)
.
Now construct a sequence (cn,1,0)n2 recursively such that
|cn,1,0| :=
∣∣μ−n1 Δn(q)∣∣, arg cn,1,0 := argΞn(s(n − 1), q). (4.4)
From (3.4) we get
∣∣Δn(q)∣∣ ∣∣C1,1(0)∣∣+ k∑
j=2
j∑
s=1
∣∣C1,j (0)q(n(j−s)+s−1)∣∣ ∣∣C1,1(0)∣∣+ k∑
j=2
j
∣∣C1,j (0)∣∣
for all n 2. It follows from the first equality in (4.4) that
lim sup
n→+∞
|cn,1,0| 1n  lim sup
n→+∞
(
|μ1|−n
(∣∣C1,1(0)∣∣+ k∑
j=2
j
∣∣C1,j (0)∣∣
)) 1
n
= |μ1|−1,
i.e., the series
∑∞
n=1 cn,1,0zn converges in a neighborhood of the origin. So the constructed sequence (Ct,1(z))t1
satisfies the hypothesis (H2)1.
On the other hand, the second equality in (4.4) implies that the vector of cn,1,0 and the vector of Ξn(s(n − 1), q)
have the same direction. It follows from (4.3) and (4.4) that∣∣Dn(s(n − 1), q)∣∣ ∣∣μn1cn,1,0∣∣= ∣∣Δn(q)∣∣, ∀n 2. (4.5)
From (3.5) and (4.5) we obtain
|sn| |Δn(q)|n =
1
n−1 , ∀n 2.|(q − q)Δn(q)| |q − 1|
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lim sup
n→+∞
|sn| 1n  lim sup
n→+∞
∣∣qn−1 − 1∣∣− 1n = lim sup
n→+∞
(∣∣qn−1 − 1∣∣− 1n−1 ) n−1n = +∞,
that is, the formal series solution (3.2) of Eq. (1.1) is divergent. 
5. Applications and remarks
In this section we apply our theorems to the iterative equation
k∑
j=0
∞∑
t=1
at,j
(
f j (z)
)t = 0, ∀z ∈ C, (5.1)
where at,j (t ∈ N, j = 0, . . . , k) are given complex constant and f j (z) denotes the j th iterate of the unknown function
f (z), i.e., f j (z) = f (f j−1(z)) and f 0(z) = z. Many special forms of Eq. (5.1) are extensively investigated in for ex-
ample [13,15,17–19,25] and some references therein. Remark that the equation∑kj=0∑∞t=1 at,j (f j (z))t =∑∞t=1 gtzt
can be written as
∑∞
t=1(at,0 + gt )(f 0(z))t +
∑k
j=1
∑∞
t=1 at,j (f j (z))t = 0, i.e., the same form of Eq. (5.1).
Let q be the eigenvalue of the linearized f at its fixed point O . The existence of analytic solutions for Eq. (5.1)
was discussed in [22] in the cases that q lies off the unit circle S1 and that q = e2πiθ with either a rational number θ
or an irrational number θ satisfying the Diophantine condition. In this section we discuss it for q = e2πiθ when θ is a
Brjuno number and when θ is not. We generally assume:
(H3)j The series
∑∞
t=1 at,j zt converges in a neighborhood of the origin.
Corollary 1. Suppose that (H3)j holds for j = 0,1, . . . , k and that |a1,1| >∑kj=2 j |a1,j |. If q = e2πiθ with θ ∈ B is
a zero of polynomial P1(z) :=∑kj=0 a1,j zj , then Eq. (5.1) has an analytic solution of the form
f (z) = ϕ(qϕ−1(z)) (5.2)
in a neighborhood of the origin, where ϕ is an invertible analytic solution of the q-difference equation
k∑
j=0
∞∑
t=1
at,j
(
ϕ
(
qj z
))t = 0, ∀z ∈ C, (5.3)
as obtained in Theorem 1 near its fixed point O . Moreover, f (0) = 0 and f ′(0) = q .
Proof. By Theorem 1, we can find an analytic solution ϕ(z) of Eq. (5.3) in the form of (3.2) such that ϕ(0) = 0 and
ϕ′(0) = μ1 = 0. Clearly, the inverse ϕ−1(z) exists and is analytic in a neighborhood of the origin. Thus f , defined
by (5.2), is also analytic in a neighborhood of the origin. From (5.3), it is easy to see that
k∑
j=0
∞∑
t=1
at,j
(
f j (z)
)t = k∑
j=0
∞∑
t=1
at,j
(
ϕ
(
qjϕ−1(z)
))t = 0,
i.e., the function f defined in (5.2) near the origin satisfies Eq. (5.1). 
Corollary 2. Suppose that q = e2πiθ satisfies (4.1), in which (qn)n0 is the sequence of denominators of the con-
vergent of θ . If (at,j )t1 (j = 0,2, . . . , k) are arbitrarily given k complex sequences satisfying hypotheses (H3)j ,
j = 0,2, . . . , k, and the complex a1,1 := −a1,0q−1 −∑kj=2 a1,j qj−1 satisfies that |a1,1| >∑kj=2 j |a1,j |, then a1,1
can be extended to a sequence (at,1)t1 which satisfies hypothesis (H3)1 such that Eq. (5.1) has no analytic solutions
of the form (5.2), i.e., f (z) = ϕ(qϕ−1(z)), near the origin, where ϕ is an invertible analytic function with a fixed
point O .
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function near O and satisfies the q-difference equation (5.3). Unfortunately, by Theorem 2, for such a q there exists
a sequence (at,1)t1 such that Eq. (5.3) has no invertible analytic solution with the fixed point O . Thus, with those
sequences (at,j )t1 (j = 0,1,2, . . . , k) Eq. (5.1) has no analytic solutions of the form (5.2). 
Example 1. Consider the equation
2e4πiθ z + 3e2πiθ (1 − ef (z))+ f 2(z) = 0, (5.4)
where θ = [0, a1, . . . , an, . . .] and the sequence (an)n1 is defined recursively by{
an = l[e
√
qn−1 ], n = 1,2, . . . ,
q−1 = 0, q0 = 1, qn = anqn−1 + qn−2, n = 1,2, . . . , (5.5)
for a given positive integer l. Clearly, (qn)n0 in (5.5) is the sequence of denominators of the convergents of θ and
Eq. (5.4) is an iterative equation of the form (5.1), where k = 2 and
a1,0 = 2e4πiθ , a1,1 = −3e2πiθ , a1,2 = 1, at,0 ≡ 0, at,1 = −3e2πiθ /t !, at,2 ≡ 0, ∀t  2.
Note that |a1,1| > 2|a1,2| and that q := e2πiθ is a zero of the polynomial
P(z) = 2e4πiθ − 3e2πiθ z + z2.
Moreover,
logqn+1
qn
= log(l[e
√
qn ]qn + qn−1)
qn
 log(l(e
√
qn + 1)qn + qn)
qn
 log((2l + 1)e
√
qnqn)
qn
= log(2l + 1)
qn
+
√
qn
qn
+ logqn
qn
,
implying that
∑
n0 q
−1
n logqn+1 < +∞ by (2.4). Hence θ ∈ B. By Corollary 1 we see that Eq. (5.4) has an analytic
solution of the form f (z) = ϕ(qϕ−1(z)) in a neighborhood of the origin such that f (0) = 0 and f ′(0) = q , where ϕ
is a local invertible analytic solution of the equation
2e4πiθϕ(z) + 3e2πiθ (1 − eϕ(qz))+ ϕ(q2z)= 0,
obtained by Theorem 1.
Example 2. Consider q = e2πiθ and θ = [0, a1, a2, . . . , an, . . .], where the sequence (an)n1 is defined recurrently by{
an = lnqn−1 , n = 1,2, . . . ,
q−1 = 0, q0 = 1, qn = anqn−1 + qn−2, n = 1,2, . . . , (5.6)
for a given positive integer l. It is easy to see that (qn)n0 in (5.6) is the sequence of denominators of the convergents
of θ . Furthermore, consider two sequences (at,j )t1 (j = 0,2) with at,0 :≡ 2e4πiθ and at,2 :≡ 1. Obviously, the
complex a1,1 := −3e2πiθ satisfies a1,1 = −a1,0q−1 − a1,2q and |a1,1| > 2|a1,2|. By Corollary 2, there exists complex
at,1 (t = 2,3, . . .), satisfies hypothesis (H3)1, such that Eq. (5.1) with k = 2 and those sequences (at,j )t1 (j = 0,1,2)
has no analytic solutions of the form f (z) = ϕ(qϕ−1(z)), where ϕ is an invertible analytic function with the fixed
point O . In fact,
sup
n0
logqn+1
qn
= sup
n0
log(an+1qn + qn−1)
qn
 sup
n0
log(n + 1)qn
qn
= sup
n0
log(n + 1) = +∞,
implying that the sequence (qn)n0 satisfies condition (4.1).
Remark that, although Theorem 2 gives a result for irrational θ outside the class B, further discussion outside the
class B remains difficult for analytic solutions of Eq. (1.1).
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