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Abstract
In this thesis, we discuss several instances in which non-linear behaviour affects
cosmological evolution in the early Universe. We begin by reviewing the standard
cosmological model and the tools used to understand it theoretically and to compute
its observational consequences. This includes a detailed exposition of cosmological
perturbation theory and the theory of inflation. We then describe the results in this
thesis, starting with the non-linear evolution of the curvature perturbation in the
presence of vector and tensor fluctuations, in which we identify the version of that
variable that is conserved in the most general situation. Next, we use second order
perturbation theory to describe the most general initial conditions for the evolution of
scalar perturbations at second order in the standard cosmological model. We compute
approximate solutions valid in the initial stages of the evolution, which can be used
to initialize second order Boltzmann codes, and to compute many observables taking
isocurvature modes into account. We then move on to the study of the inflationary
Universe. We start by analysing a new way to compute the consequences of a sudden
transition in the evolution of a scalar during inflation. We use the formalism of
quantum quenches to compute the effect of those transitions on the spectral index of
perturbations. Finally, we detail the results of the exploration of a multi-field model
of inflation with a non-minimal coupling to gravity. We study popular attractor
models in this regime in both the metric and the Palatini formulations of gravity and
find all results for both the power spectrum and bispectrum of fluctuations to closely
resemble those of the single-field case. In all systems under study we discuss the
effects of non-linear dynamics and their importance for the resolution of problems in
cosmology.
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1. Introduction
Throughout the history of humankind, observations of the Universe have led to many
explanations for its origin, size and evolution. However, only in the 20th century, has
Cosmology emerged as a physical science, and even more recently have there been
observations of sufficient quality to accurately describe it as a precision science.
A paradigm shift occurred with the development of the theory of General Relativity,
by Albert Einstein [1, 2]. This description of space as a dynamical entity changed our
view of the Universe in many ways. It was particularly important for cosmology, since
it allowed for the development of models of the Universe in which it was no longer
static, such as those studied by Friedmann, Lemaˆıtre, Robertson and Walker that
gave rise to the geometry which now carries their names. The first observations of
this changing nature of space were obtained by Slipher, Hubble and many others, who
observed that the redshift of galaxies increased with their distance to the Earth [3–5].
This first suggestion that the Universe was expanding, was further supported by the
discovery of the origin of light elements by Alpher, Bethe and Gamow [6] and later
by the detection of the cosmic microwave background (CMB) by Penzias and Wilson
[7]. The Big Bang theory was thus fully established as the leading description of the
evolution of the Universe.
The shift towards precision cosmology began with the measurements of the temper-
ature anisotropies of the CMB by the Cosmic Background explorer (COBE) [8]. This
measurement, along with those of the first peak in the angular power spectrum of
temperature anisotropies by BOOMERanG and MAXIMA, allowed cosmologists to
extract precise information from the CMB and estimate the curvature of the Universe
for the first time [9, 10]. This was also the first time that the seeds of structure
could be inferred on different scales, suggesting that the origin of all structure we see
today is primordial. Further observations of the CMB by the satellite experiments
WMAP [11, 12] and Planck [13–15], have increased the precision of the angular
power spectrum and have independently found evidence for the existence of cold
dark matter (CDM). The presence of this mysterious substance had already been
suggested much earlier in astrophysical systems by Zwicky [16, 17], Rubin [18, 19]
and many others, but the significance of its detection at early times is still one of
10
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the most crucial observations in its support.
Besides the CMB, many other sources of data have become important in the last few
decades. Surveys of large numbers of galaxies and supernovae and those that measure
weak lensing have been essential in developing our current picture of the Universe.
In particular, supernova surveys have measured the expansion of the Universe to
be accelerating for the last 4 billion years [20, 21]. Moreover, measurements of the
baryon acoustic oscillations (BAOs) by the 2-Degree Field survey (2DF) [22, 23], the
Sloan Digital Sky Survey (SDSS) [24] as well as the WiggleZ survey [25] confirmed
this accelerated expansion as well as the existence of dark matter.
The picture that has emerged is often called the “Standard Model of Cosmology”,
“Concordance Cosmology” or the ΛCDM model. This model is extremely successful
in describing all the observations that are currently available, but is somewhat less
satisfactory from a theoretical point of view, requiring the addition of dark matter
and a cosmological constant, Λ, whose nature is largely unknown. Furthermore, this
model also relies on the fact that the early Universe is very close to homogeneous
and isotropic, but with small stochastic inhomogeneities.
These properties of the early Universe can be successfully explained in the frame-
work of Cosmic Inflation. It postulates the existence of a stage of accelerated
expansion during the first instants of the Universe, which not only homogenizes
the Universe but also generates stochastic perturbations via the enhancement of
quantum fluctuations. This idea was proposed by Guth, Starobinsky and Linde
and developed by many others to explain the horizon and flatness problems of
Big Bang cosmology [26–31]. The generation of scalar fluctuations that could seed
structure was later discovered by Sasaki, Mukhanov and others [32–36], but was not
part of the original motivation. This prediction and its subsequent confirmation
in CMB observations increased the support for inflation as the model for the early
Universe, while other models, such as cosmic strings, were ruled out. Current data
have been able to accurately pinpoint the amplitude of primordial fluctuations to
be As = (2.141± 0.052)× 10−9 and have also measured their spectral index to be
significantly distinct from scale invariant, with a value of ns = 0.9681± 0.0044.
Regarding inflation, many questions still remain unanswered, such as how many
fields actively took part in inflation, as well as how the accelerated expansion ended
in the period called reheating and gave rise to the radiation dominated stage that
followed it [37–39]. Furthermore, another outstanding question is whether inflation
produced primordial gravitational waves, as they are expected to be generated
by a mechanism similar to that for scalar fluctuations, but have so far remained
undetected [15]. Another question relates to the statistics of the fluctuations, which
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are currently measured to be Gaussian, within the experimental uncertainty [40],
but non-Gaussianities may exist at small levels and their detection would provide
insights into the non-linear dynamics of inflation. Even not accounting for these
fundamental issues, many models of inflation exist that fit observations [41] and one
of the main research questions of inflationary cosmology is to find which microscopic
model can best describe the early Universe [42]. This would not only allow us to
better understand the history of the cosmos, but would also provide evidence about
the fundamental laws that rule it, at scales which are unreachable in lab experiments.
The aim of this thesis is to contribute to the answer of these questions using
techniques ranging from quantum field theory in curved spacetime to cosmological
perturbation theory, passing through numerical methods and the analysis of different
probes of the early Universe. We will start by describing cosmological perturbation
theory in chapter 2, as it is ubiquitous in all of theoretical cosmology and is essential
for the understanding of the concordance model. This technique is indeed crucial to
solve the differential equations of General Relativity, as a completely non-perturbative
formulation is still far from reach by even the most powerful computers available.
As the name implies, it relies on an expansion in small quantities — the size of
the primordial fluctuations — and allows one to linearize the evolution equations
and render them solvable. In chapter 3, we discuss the theory of inflation in detail
and describe its phenomenology and how it is constrained by experiment. We also
review the state of the Universe after inflation, particularly from the initial stages of
radiation domination, until last scattering. We show some of the techniques used to
calculate the evolution of fluctuations during that stage, in the final parts of that
chapter. We then move on to the original results in this thesis, which we now briefly
motivate.
The gauge invariant curvature perturbation on uniform density hypersurfaces, ζ,
is a useful variable when computing predictions from inflation [34, 43–45]. It is well
known that for the simplest models of inflation, ζ is constant in time on super-horizon
scales [46–50]. This means that its value measured from the CMB is very easy to
relate to its value during inflation. In Chapter 4, we study non-linear corrections
to this variable. We look particularly at the effects of corrections related to vector
and tensor fluctuations and study different definitions of ζ, not all of which lead to
the usual conservation of this variable on super-horizon scales. We investigate which
conditions need to be obeyed for conservation at the non-linear level and how to
define the curvature perturbation that is conserved in the most general case.
Conservation of ζ is relevant for inflationary scenarios with a single scalar field.
However, should there be more than one field active during inflation [51–56], not
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only will the curvature perturbation not be conserved in general, but the energy of
the fluctuations in the inflaton fields will also be unevenly distributed between the
different species produced during reheating, generating isocurvature modes [57, 58].
Should that happen, it is important to understand how this affects the CMB as well
as the later evolution of cosmological fluctuations [59–61]. This is done by analysing
the system of differential equations describing the system during radiation domination
and finding the most general solution whose amplitude grows in time [62–66]. This
is then applied to Boltzmann solvers to calculate predictions for experiment [67–71].
Constraints on isocurvature modes can then be derived from observations of the
CMB and large-structure [23, 72–76]. While these probes have not yet detected
isocurvature fluctuations, the so-called compensated isocurvature mode may exist,
since it evades most of the constraints at the linear level by not producing an overall
matter isocurvature mode [77–80]. Moreover, the possibility that non-adiabatic
modes may have non-Gaussianity could provide an alternative way to measure
them [81–83]. In summary, non-adiabatic modes are still observationally relevant
and their detection could open new windows into the physics of the early Universe.
In Chapter 5, we update this analysis to the non-linear level and study the most
general growing solutions at second order in cosmological fluctuations. We calculate
approximate solutions for the initial instants of the evolution for each quadratic
combination of linear modes. This can then be used as initial conditions in second-
order numerical solvers to investigate non-linear effects of these modes and derive new
constraints on the early Universe. This is particularly relevant for observables whose
predictions require calculations at non-linear orders in perturbation theory. Examples
include the intrinsic bispectrum of the CMB [84–87], magnetic field generation during
the pre-recombination era [88–91] and vorticity production [92–95].
We then move backwards in cosmic time and study aspects of inflation. As
mentioned above, the fundamental nature of inflation is not completely understood
and while the standard picture of single field slow-roll inflation is sufficient, it is
important to study the effects of alternatives to the simplest case. A particular set
of these alternatives are related to transient phenomena occurring during inflation,
which typically break slow-roll [96–98], and which we briefly review in Section 3.1.5
of Chapter 3. In Chapter 6, we study one such case by investigating fast phenomena
that arise when there is an almost instantaneous change of the couplings of the
system—a quantum quench. We aim to model generic scenarios in multi-field models
of inflation, in which the field trajectory suddenly changes, effectively modifying the
parameters of the potential, such as the masses and couplings of the fields.
More specifically, we study quenches of scalar fields on a de Sitter spacetime using
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the non-perturbative large-N approximation [99–102]. These methods are very useful
for the study of non-linear effects of the largest scales in de Sitter spacetime [103–109]
and that is one of the reasons why we use them. In applying these methods to the
quench, we will therefore be able to calculate the consequences of this fast transition
for these infrared effects. The other reason for using these techniques is that they
allow us to estimate the effects of these transitions using analytical methods, which
can illuminate their interpretation. Quenches are also extensively studied in flat
spacetime for many applications [110–112] and we also provide a comparison of their
effects in that case with those of a curved spacetime. These results are obtained in the
static de Sitter spacetime, but our future goal is to calculate observable consequences
of these quenches in a more dynamical model of inflation. This will allow for more
realistic predictions that can then be compared to experiment.
A more standard alternative to single-field inflation is the multi-field case, which
we review in Section 3.1.4 of Chapter 3. In Chapter 7, we investigate particular
multi-field models based on cosmological attractors, i.e. models for which the observ-
ables reach universal values in some limit of the parameters [113–121]. We study a
model whose attractor behaviour is caused by a non-minimal coupling of the scalars
to gravity [113, 122–128]. This has the further advantage of being well motivated
from a fundamental point of view, since quantum corrections naturally generate such
couplings in a curved spacetime [129]. In our extension of these models into the
multi-field regime, we also analyse the effects of different formulations of gravity, the
standard metric one and the Palatini formulation [130–132]. These two formulations
are known to give different predictions in a non-minimally coupled model and have
been extensively studied in that case [133–141]. Reference [141], in particular, has
shown these formulations to be substantially different in single-field attractor models.
This further motivates our study, as we can then test whether multi-field effects have
different consequences in these two different formulations of gravity. In principle, this
could allow for testing which formulation is correct using early Universe cosmology,
a test which may not be possible otherwise.
Finally, we discuss the conclusions reached in this thesis and point towards future
research directions, in Chapter 8.
2. Cosmological Perturbation
Theory
2.1. Introduction
Perturbation theory is one of the most widely used techniques in physics [142]. It
allows one to drastically simplify calculations and to study problems which would
otherwise be impossible to solve. For it to work, however, it requires the existence of
a small quantity, relative to which all others may be compared and which, in a first
approximation, may be neglected. These quantities may be parameters of the theory
being used, as is often done in quantum mechanics or particle physics, or they may
be the dynamical variables themselves, as is the case in cosmological perturbation
theory. It is common, however, that the smallness of the dynamical variables is
related to a small parameter, as is the case for the relationship between the size
of cosmological fluctuations and the energy scale of inflation, as will be shown in
Chapter 3. Regardless of its origin, we shall label the size of the quantity by  in
this chapter.
The general procedure used in perturbation theory starts by expanding all relevant
variables in powers of . For a variable T , this expansion is
T =
∑
n
1
n!
nT (n) ≡ T (0) + δT (1) + 1
2
2δT (2) + . . . , (2.1)
in which we use the conventional factor 1/n! inspired by the Taylor expansion
and defined the notation δT (n) to distinguish between the perturbations of order
n and what we will often call the background part of the variable, T (0). For many
applications of perturbation theory, this background part may vanish, but in many
cases and in this thesis, it will represent a solution of the system of equations under
study in a very simple case in which the symmetries of the problem allow for an
exact solution.
As we will see in this chapter, one of the great advantages of perturbation theory
15
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is that, in many cases, it allows for a system of equations to be linearized, thus
simplifying it considerably. After having solved the background equations and finding
T (0), the following step is then to solve this linearized system to find the solution
δT (1), which should depend on the background solution. To find the next order
solution, one then merely needs to solve another linear equation for δT (2) that is now
sourced by terms quadratic in δT (1), which are known at this stage. Even if, at every
new order, the solution may be more complicated, this procedure can continue up to
arbitrary orders to improve the accuracy of the result to the desired level, as well as
to study new effects not present at lower order.
This technique is extremely useful, but care must be taken regarding its validity.
Perturbation theory is valid when each new contribution δT (n+1) is only a small
correction to the previous order non-zero variable, δT (n), i.e. when δT (n+1)  δT (n),
for all values of n. If the small quantities under study are the dynamical variables
themselves, this may not always be verified, as these variables may grow beyond the
size which verifies the previous condition. Cosmological perturbation theory can run
into this issue, but only when studying the late Universe on relatively small scales.
On large scales or in the early Universe, this problem is not known to occur, at least
for the most popular models. We will therefore assume perturbation theory to be
valid in all its applications in this thesis.
The study of perturbations in cosmology has a rich history, which we now briefly
review. The original studies of perturbations in a cosmological setting were done
by Lifshitz [143, 144], who first calculated the evolution of density perturbations at
linear level. Tomita was the first to perform a similar calculation at the non-linear
level [145–147], computing the second-order density evolution. The gauge invariant
formalism for cosmological perturbations was developed by Bardeen in Ref. [148],
who defined the first gauge invariant perturbations, which now carry his name. This
built on more general work by Stewart and Walker, who studied perturbations of
general spacetimes in Ref. [149]. Kodama and Sasaki generalized the gauge invariant
formulation in Ref. [150], deriving the equations for many different cosmological
scenarios, including a multi-fluid system obeying the Boltzmann equation. Gauge
invariant perturbation theory was thoroughly studied in Refs. [151, 152], in which
many second-order equations were originally derived in a gauge invariant formulation.
Many other works have contributed to the development of cosmological perturbation
theory, which we do not mention. The interested reader may find more information
in the reviews [153–156].
This chapter will serve to review cosmological perturbation theory, starting with
the more general relativistic perturbation theory in Section 2.2 and then applying it to
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the cosmological setting with the Friedmann-Lemaˆıtre-Robertson-Walker background
in Section 2.3. This exposition will serve also to establish the notation used in the
remaining chapters of the thesis and to provide the technical background required to
understand those chapters.
Many of the calculations shown in this chapter and in the rest of the thesis were
performed using the Mathematica package xPand1 [157], which is built into the
tensor calculus package xAct2 [158].
2.2. Relativistic Perturbation Theory
Relativistic perturbation theory is the perturbative technique used in the context of
relativistic theories of gravity, such as Einstein’s general relativity. It is adequate
for these theories because it takes into account the fundamental symmetry of the
theory in its formulation, i.e. diffeomorphism invariance, and is therefore the correct
perturbative treatment to study tensor fields on Lorentzian manifolds. In what
follows, we specialize to the study of general relativity, but much of what is described
is also valid in more general settings.
2.2.1. General Relativity
The theory of general relativity (GR) was developed by Albert Einstein in 1915
and describes spacetime as a manifold with its curvature determined by the matter
content present in the spacetime. It is based on (pseudo)-Riemaniann geometry and
we will briefly review its main points here.
The fundamental dynamical variable in GR is the metric tensor, gµν , which defines
infinitesimal distances between points in spacetime
ds2 = gµνdx
µdxν . (2.2)
It is a symmetric, invertible tensor and we use the (−,+,+,+) convention for its
signature. The curvature can be calculated from the metric tensor by defining
the Levi-Civita connection, ∇µ, compatible with the metric and with components
determined by the Christoffel symbols
Γαµν =
1
2
gαβ (gβµ,ν + gβν,µ − gµν,β) , (2.3)
1http://www.xact.es/xPand/
2http://www.xact.es
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and obtaining the Riemann tensor associated with it
Rαβµν = Γ
α
βν,µ − Γαβµ,ν + ΓαµσΓσβν − ΓανσΓσβµ . (2.4)
The Ricci tensor, Rµν , and the Ricci scalar, R, are contractions of the Riemann
curvature tensor
Rµν = R
α
µαν , R = g
µνRµν , (2.5)
and their combination defines the Einstein tensor by
Gµν = Rµν − 1
2
Rgµν . (2.6)
Besides being symmetric, this tensor has the important property of being divergence-
free, ∇µGµν = 0 due to the Bianchi identities. This is the reason why the Einstein
tensor is used in the Einstein field equations
Gµν = 8piGTµν , (2.7)
since the stress-energy tensor of matter, Tµν , must also be divergence-free to preserve
local conservation of energy and momentum. The constant G is the Newtonian
constant of gravity. We choose units for which the speed of light, c, is set to unity.
The field equations can also be derived from the action
S =
∫
d4x
√−g
[
R
16piG
+ Lm
]
, (2.8)
in which g is the determinant of the metric, used here to define the invariant volume
measure and Lm is the matter Lagrangian. The first term of the action in Eq. (2.8)
is called the Einstein-Hilbert action and describes the gravitational dynamics. In the
standard metric formulation of gravity, the Einstein equations are derived from this
action by varying it with respect to the metric tensor3. Both the Einstein-Hilbert
action and the field equations are invariant under diffeomorphisms, which is equivalent
to saying that the theory is described by tensors, which are independent of the choice
of coordinate system or basis, by definition. This symmetry is extremely important
and has consequences for the development of a consistent perturbation theory, as we
show in the next subsection.
From the action, Eq. (2.8), one can see that the matter Lagrangian, Lm, is related
3Other formulations exist, which give rise to the same equations of motion, such as the Palatini
formulation, which is studied in Chapter 7.
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to the stress-energy tensor via
Tµν = −2δLm
δgµν
+ gµνLm . (2.9)
In full generality, one can decompose the stress energy tensor into more familiar
variables by choosing a set of observers represented by a time-like unit vector field,
uµ. The resulting decomposition is given by ([159])
Tµν = ρuµuν + Phµν + qµuν + qνuµ + piµν , (2.10)
in which hµν = gµν + uµuν is the projection tensor orthogonal to u
µ. The remaining
variables are the following observer-dependent physical quantities:
Energy density − ρ = Tµνuµuν , (2.11)
Pressure − P = Tµνhµν/3, (2.12)
Energy flux − qα = −Tµνhµαuν , (2.13)
Anisotropic stress − piαβ = hµαhνβTµν − Phαβ. (2.14)
These quantities obey the constraints qαu
α = 0, piαβu
α = 0 and piµµ = 0, which follow
from their definitions. In many cases, the frame is chosen such that the energy flux
vanishes, qµ = 0. This is the so-called energy frame, which will be used throughout
this thesis. In this frame the matter degrees of freedom described by qµ are thus
transferred to the observer’s 4-velocity, since it is now constrained to follow the
flow of the matter to conserve the vanishing energy flux. Any other frame choice
is possible and this procedure is always covariant, in the sense that the quantities
generated are the same in all systems of coordinates. They are, however, different
for different observers, which implies that all quantities are defined with respect to a
particular observer, which must also be known in order to make predictions about
observables related to those quantities.
The equations of motion for these fluid quantities can be derived from the conser-
vation of the stress-energy tensor,
∇µT µν = 0 . (2.15)
However, this only gives rise to four equations, one for each value of the free index ν,
and there are, in total, ten functional degrees of freedom in the stress-energy tensor.
Therefore, to completely describe the evolution of the system, one typically requires
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more information.
In many cases it is possible to use a perfect fluid in its energy frame to describe
the matter in the system. In that case, the anisotropic stress vanishes and the
number of independent variables of the system reduces to five. To further reduce
it to four, the same number as the conservation equations, one must still use an
equation of state to relate the pressure to the other variables. A barotropic equation
of state, P = P (ρ), is often used and can successfully describe many fluids relevant
for cosmology. Alternatively, even when the fluid is not perfect, the anisotropic stress
can take a form that depends only on the other fluid parameters, such as when it is
well represented by shear viscosity.
Alternatively, if a system has a Lagrangian formulation, such as the one in Eq. (2.8),
the equations of motion can be derived directly from the Lagrangian and then
converted to fluid variables, if necessary. This is the case for field theories, such as
electromagnetism and scalar field theories, used to describe inflation.
Another option, for systems of many particles, is to use the kinetic theory descrip-
tion for each component in terms of their distribution functions, f , defined as the
number of particles per unit of phase space. The distribution function obeys the
Boltzmann equation
df
dλ
= pµ
∂f
∂xµ
+
dpµ
dλ
∂f
∂pµ
= C[f ] , (2.16)
in which λ is an affine parameter along the trajectories of the particles, pµ is the
particle’s 4-momentum and C[f ] is the collision term, representing the interactions
between different particles. If no interactions exist, the collision term vanishes and
this equation is called the Liouville equation. One can show that the Liouville
equation includes the conservation of the stress-energy tensor when integrated with
respect to the 4-momentum ([159])∫
d3p
E
pν
df
dλ
= 0⇔ ∇µT µν = 0 , (2.17)
since the relation between the distribution function and the stress-energy tensor is
given by ∫
d3p
E
pµpνf = T µν , (2.18)
in which E = −pµuµ is the energy of the particles as seen by an observer with
4-velocity uµ and d
3p/E is the invariant measure in momentum space. However, the
Liouville (or Boltzmann) equation includes more information and can be used to
completely describe the system. We shall discuss it further in Section 2.3.
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If matter is composed of particles that can be approximated as test particles, its
evolution can also be described using the geodesic equation,
pµ∇µpν = 0 , (2.19)
written here in terms of the 4-momentum vector. This is often useful for computing
the evolution of matter if the system under study is composed only of a few particles
or if calculations are to be performed numerically. The usefulness of the geodesic
equation is far more general, however, than to describe the matter degrees of freedom.
It is mostly applied to study the geometry of a spacetime by analysing the trajectories
of test particles, such as massless particles that obey
pµpµ = 0 , (2.20)
or massive ones, with mass m,
pµpµ = −m2 . (2.21)
A useful tool in solving problems in General Relativity is the definition of a
tetrad basis. This basis consists of a set of four vector fields, eµa , which span a
non-coordinate basis for the vectors. The inverse tetrad, eaµ, is also defined and is a
basis for one-forms. Its components are given by
eµae
b
µ = δ
b
a , e
µ
ae
a
ν = δ
µ
ν . (2.22)
Any tensor can be represented in this basis, with its components given by suitable
contractions with the tetrad components. For example, the components of the
stress-energy tensor in the tetrad basis are
T ab = e
a
νe
µ
bT
ν
µ . (2.23)
The covariant derivative of a tensor in this basis is given by
∇cT ab = ∂cT ab + Ω ac dT db − Ω dc bT ad , (2.24)
in which we have defined the directed derivative in this basis as ∂c ≡ eµc ∂µ and we
introduced the affine connection components Ω ab c. The directed derivatives do not
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commute and their commutator is given by4
[∂a, ∂b] =
(
dcba − dcab
)
, (2.25)
with the tetrad derivative, dcab, given by
dcab ≡ ecνeµb
∂eνa
∂xµ
. (2.26)
With vanishing torsion, as we are assuming, the affine connection coefficients are
given by
Ω ab c =
1
2
(
dacb − dabc + d acb − d ac b + d abc − d ab c
)
, (2.27)
in which some of the indices of the tetrad derivative terms have been raised and
lowered with the metric. The relationship between this affine connection and the
Levi-Civita connection defined above is given by
Ω ab c = d
a
cb + e
a
λe
µ
c e
ν
bΓ
λ
µν . (2.28)
While one can always choose any basis, a particularly useful one is that for which
the metric evaluates to the Minkowski metric
gµνe
µ
ae
ν
b = ηab . (2.29)
This way, one transfers all the information in the metric to the tetrad fields. However,
the four vectors eµa include more degrees of freedom (16) than the metric (10), which
represent 3 Lorentz boosts and 3 rotations. This extra freedom is often fixed by
aligning one of the tetrad fields with the 4-velocity of a chosen observer or with
some direction that is relevant to the physical system in question. Additionally, one
commonly fixes the remaining rotational freedom by stating that the tetrad does not
rotate with respect to some set of directions intrinsic to the system. We discuss this
further below, when we deal with the cosmological case.
Tetrads are particularly useful for systems obeying the Boltzmann equation, as
the collision term can be directly written in its Minkowski form. We use them below
in Section 2.3 when we write the Boltzmann equation in a cosmological setting.
The Einstein equations are non-linear partial differential equations for the metric
tensor and for that reason, they are very difficult to solve in general scenarios. The
4The commutator of two operators A and B is defined as [A,B] = AB −BA.
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exact solutions that do exist are for fairly simple systems with particular symmetries,
such as Minkowski spacetime, for which there is no curvature anywhere, or for black
holes, which have spherical or axial symmetry. The exact solutions that we focus on
in this thesis belong to the Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) family
of spacetimes. They are spacetimes with homogeneous and isotropic spatial slices,
which makes them suitable for situations in which the cosmological principle is valid.
Their line element is given by
ds2 = a2(τ)
(
−dτ 2 + dr
2
1−Kr2 + r
2
(
dθ2 + sin2 θdϕ2
))
, (2.30)
which we have written here in terms of conformal time τ and in spherical coordinates.
The function a(τ) is the scale factor and must obey evolution equations derived from
the Einstein equations; K represents the constant curvature of the homogeneous
spatial slices. We will study this solution in detail in Section 2.3. The next subsection
will detail the perturbative techniques used to solve the Einstein equations when no
exact solution can be found.
2.2.2. Perturbing spacetime
Perturbation theory in a relativistic setting gives rise to interesting issues related to
the fact that spacetime itself is perturbed. One must therefore make sure that the
formalism is adapted to the geometric nature of the problem and is covariant. We
therefore follow Refs. [142, 149, 156, 160, 161].
The first step in this procedure is to identify the exact solution of the Einstein
field equations that approximates the system under study. For cosmology, this is the
FLRW solution, but here we will attempt to be fully general and call that solution
the background solution with the background metric g
(0)
µν . The solution describes the
background manifold, M0. The physical spacetime, represented by the manifold M,
is then approximated by the perturbed manifold, which is part of a one-parameter
family of manifolds M, with  being the small parameter defining the perturbative
scheme. All of these 4-dimensional manifolds are embedded in a 5-dimensional
manifold N . We can then define a diffeomorphism φ :M0 →M, which identifies
points in M0 to those in M. It is also useful to define a vector field X in the
tangent bundle of N , whose integral curves, γ, intersect each of the manifolds of the
family M, thus generating the diffeomorphism φ, by identifying each interception
in M to a point in the background manifold M0.
Given a tensor field T , its Taylor expansion around any point in M0 ⊂ N , along
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the integral curve, γ, is given by
Tφ ≡ φ∗T = e£XT |0 = T0 + (£XT )|0 +O(2) , (2.31)
in which T is the tensor field T evaluated at the manifold M, £X is the Lie
derivative along the vector X and φ∗ denotes the pull-back of the diffeomorphism φ,
which is used to evaluate the result on M0. The use of the exponential of the Lie
derivative is simply a shorthand for the Taylor expansion, but will be useful below
to simplify certain calculations. We also introduce the notation Tφ to distinguish the
pullback of T from the tensor itself. Labeling perturbations as δT , one can separate
the full result order by order as (omitting pull-backs)
Tφ = T
(0) + δT (1) +
1
2
δT (2) + . . . , (2.32)
so that δT (n) = n(£nXT )|0, in which we use a similar notation to Eq. (2.1), but have
absorbed the  parameters into the perturbations and have omitted the subscript φ
from the perturbations, for simplicity. Note that all quantities are evaluated in M0
and will therefore be written in terms of the coordinates of the background manifold.
Gauge Transformations
The choice of vector field X in Eq. (2.31) and corresponding diffeomorphism φ is not
unique, since there is no unique way to identify points in two manifolds. This choice
is called the gauge choice and X is called the generator of that gauge. As we will see
below, perturbed quantities defined in different gauges will not be equal. This is not
surprising, as quantities in one gauge are evaluated at different points from quantities
in another gauge. It is useful, therefore, to relate quantities in different gauges and
to establish ways to fix the chosen gauge. Two approaches exist for doing just that,
called the active and passive approaches. They differ by the choice of manifold on
which to focus. The active approach focuses on each point in the perturbed manifold
M and compares tensors in the corresponding points in M0 using different gauge
generators. The passive approach does the opposite, it begins with points onM0 and
evaluates tensors at different points in the perturbed manifold. They are equivalent
and lead to the same formulas for relating perturbations in different gauges and, for
that reason, we expose only the active approach here.
We begin by defining a new gauge generator, Y , and its corresponding diffeomor-
phism, ψ. The idea is then to compare the pullbacks of the tensor T via the two
diffeomorphism φ and ψ. The composition of the two diffeomorphisms φ and ψ
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results in another diffeomorphism Φ :M0 →M0 given by Φ = φ− ◦ ψ, which now
relates the two points in the background manifold, M0, that correspond to the same
point in the perturbed manifold, M. The gauge transformation for the tensor Tφ is
simply the pullback with the composite diffeomorphism, which is given by5
Tψ = Φ
∗
Tφ = e
£Y e−£XTφ = exp
( ∞∑
n=1
n
n!
£ξ(n)
)
Tφ , (2.33)
in which the last step is a consequence of the Baker-Campbell-Hausdorff (BCH)
formula and the ξ(n) are given by6
ξ(1) = Y −X, ξ(2) = [X, Y ] , ξ(3) = 1
2
[X + Y, [X, Y ]] , etc. (2.34)
This is the general gauge transformation rule for any tensorial quantity T and is,
therefore, the expression which allows one to relate two different choices of the
generating vector, labeled by the gauge transformation vector
ξ =
∞∑
n=1
n
n!
ξ(n) . (2.35)
A common way to express these quantities in different gauges is to drop the subscripts
φ and ψ and use instead T˜ = Tψ and T = Tφ. We shall now follow this convention
when writing most equations for gauge transformations. Absorbing the perturbation
parameter  into each ξ(n), one finds the following transformation rules at each order
of perturbations, up to second order:
T˜ (0) = T (0) , (2.36)
δ˜T
(1)
= δT (1) + £ξ(1)T
(0) , (2.37)
δ˜T
(2)
= δT (2) +
(
£ξ(2) + £
2
ξ(1)
)
T (0) + 2£ξ(1)δT
(1) . (2.38)
It is interesting to note that, should a tensorial quantity vanish up to some order n,
the order n+ 1 quantity is automatically invariant under any gauge transformation.
At linear level, this result is called the Stewart-Walker lemma [149] and for a general
order, we will label it the generalised Stewart-Walker lemma. As is shown later, most
cosmological quantities are not gauge invariant, i.e. they depend on which gauge was
5This relation is easy to demonstrate using the identity T = (φ∗ )
−1φ∗T and applying ψ
∗
 , leading
to Tψ = ψ
∗
 (φ
∗
 )
−1Tφ.
6The vectors are interpreted here as operators X = Xµ∂µ. This implies that a commutator of two
vectors X and Y is given, in terms of the Lie derivative, by [X,Y ] = £XY .
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chosen to start with. However, once a gauge is fixed, all quantities in that gauge are
well defined.
The process of fixing a gauge is often based on choosing an appropriate number
of tensor fields and giving some constraints on their perturbations. As an example,
suppose one had a scalar field ϕ, whose background value ϕ(0) is not constant. One
can (partially) fix a gauge by deciding that its perturbations vanish, i.e. by forcing
ϕ to obey the symmetries of the background manifold. In the language described
above, one is simply choosing to map the points in M to points in M0 for which
the value of ϕ is the same, which is certainly possible. Making this choice along with
similar ones for three other complementary variables (in 4 dimensions), eliminates
the freedom in choosing gauge generators. The mapping between the background
and perturbed manifolds is completely determined, and thus all perturbations are
uniquely defined. By this we also mean that these perturbations defined in the δϕ = 0
gauge are gauge invariant, in the sense demonstrated by the following 1-dimensional
example: the gauge transformation required to reach the δϕ = 0 gauge from any
other gauge is fixed by the gauge conditions:
δ˜ϕ
(1)
= 0⇒ ξ(1) = −δϕ
(1)
ϕ˙(0)
, (2.39)
in which we used only the first order transformation and a dot represents the derivative
in the only direction available. The perturbations of another scalar quantity, Θ, in
the δϕ = 0 gauge are given by
δ˜Θ
(1)
= δΘ(1) − Θ˙
(0)
ϕ˙(0)
δϕ(1) . (2.40)
One can easily show that the right-hand side of the expression above is gauge invariant.
This can be generalised to arbitrary dimensions and so we conclude that variables
in a fixed gauge give expressions for gauge-invariant quantities. This is the most
common method for generating gauge invariants, but it is also possible to do it simply
by finding combinations of variables whose transformations do not include any terms
with ξ.
An alternative way to find gauge invariants is to make use of the symmetries
of the background. Suppose the background is invariant under translations in a
direction wµ. Then, any derivatives of background quantities in that direction must
vanish. Using again the scalar variable ϕ, this means that Υ ≡ wµ∂µϕ vanishes in
the background. Then, by the Stewart-Walker lemma, the first-order perturbation
δΥ(1) is gauge invariant. This so-called covariant formalism [162] is more difficult to
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implement at higher orders [163, 164], but can be useful for finding gauge-invariant
quantities which are unconnected to any specific gauge.
The Einstein field equations are invariant under any gauge transformation, as is
any equation relating tensors, since it can always be rewritten as
Gµν − 8piGTµν = 0 , (2.41)
and the right-hand-side (0) is obviously invariant. This has the consequence that the
Einstein field equations can always be written equivalently in any gauge or with any
choice of gauge-invariant variables. Another consequence of this symmetry is that all
quantities that can possibly be observed must be gauge invariant, because there is no
way for the equations to have information about the gauge in which they were used.
This gauge symmetry is different from the diffeomorphism invariance of the
fundamental theory. Indeed, as seen through the examples above, the perturbations
of a diffeomorphism-invariant quantity are not gauge-invariant. The reason for that
is the requirement that the background is split from the perturbation, as we will
see in the following example. Let U ∈ M be a point in the perturbed manifold.
The scalar field ϕ at point U can only take one value, ϕ(U), which is independent of
which coordinate system one chooses to represent the point U in. This is an example
of diffeomorphism or coordinate invariance. Now consider two points, P and Q on
the background manifold M0 that are mapped to U via two different gauges, given
respectively by the diffeomorphisms φ and ψ. Assume also that the field ϕ = ϕ(0) is
different in both these points P and Q in the background. Then, it becomes obvious
that two perturbations δϕ can be defined,
δϕ(P ) = (φ∗ϕ)(P )− ϕ(0)(P ) , (2.42)
δ˜ϕ(Q) = (ψ∗ϕ)(Q)− ϕ(0)(Q) , (2.43)
which represent the perturbation at the same physical point, U . The pullbacks
of ϕ have the same value and are equal to ϕ(U), but their Taylor expansions are
different, because they are expanded around different points. This is the reason why,
even though ϕ is diffeomorphism independent, the perturbations at each order are
different. This is true, in spite of the sum of all perturbations being exactly the same.
Some points must be made about the gauge transformation of quantities in a
tetrad basis. To find how the tetrad itself transforms under a gauge transformation,
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we use the gauge transformation rule for the metric
gψ = Φ
∗
gφ , (2.44)
and substitute in the relation of the metric to the tetrad vectors
ηabe
a
ψ ⊗ ebψ = ηcd(Φ∗ecφ)⊗ (Φ∗edφ) . (2.45)
The general solution is
eaψ = Λ
a
b Φ
∗
e
b
φ , (2.46)
in which the matrix Λ represents a Poincare´ transformation and therefore obeys
ηacΛ
a
bΛ
c
d = ηbd . (2.47)
It is necessary to apply this transformation to the pull-back of the tetrad because we
would like the tetrads in both gauges to be similarly aligned, i.e. the choices made
to constrain their extra freedom to rotations and boosts must be the same. Those
choices, along with Eq. (2.47) completely restrict the components of the matrix Λ
and allow one to calculate it from the gauge transformation rule, Eq. (2.46). We
shall do this below for the cosmological case. A direct way to find Λ consists of
simply inverting Eq. (2.46) to find
Λab = e
a
ψ · Φ∗eφb . (2.48)
This method requires advance knowledge of the transformation properties of the
tetrad, but can be useful if one just needs the Lorentz transformation for a different
purpose, such as to calculate tensor components more easily, as we now describe.
Components of tensors in a tetrad basis have a slightly different transformation rule,
due to the fact that they are not written in the coordinate basis of the background,
but in terms of the tetrad pulled-back from the physical manifold M. This implies
that the gauge transformations for the components of a vector V are
V aψ = Vψ · eaψ = (Φ∗Vφ) · (Λab Φ∗ebφ) , (2.49)
and using the rules of the pull-back one finds
V aψ = Λ
a
b Φ
∗
V
b
φ , (2.50)
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and since the components V b are scalars, their pull-back is simply given by
Φ∗V
b
φ = exp (ξ
µ∂µ)V
b
φ . (2.51)
This implies that to find the gauge transformation of contravariant tensor components,
we only have to multiply them by the appropriate number of Lorentz transformation
matrices and use the usual gauge transformation rules for scalars. Covariant compo-
nents transform with the inverse matrix, which we denote by Λ ab . For example, a
tensor field with components T ab transforms as
T˜ ab = Λ
a
cΛ
d
b exp (ξ
µ∂µ)T
c
d . (2.52)
For tensors which are not fields, such as the momentum of particles pµ (or pa), the
perturbations and gauge transformations are not defined in this way. Not being fields,
the Taylor expansion is not defined. However, these tensors may still be mapped
from the physical manifold, M, to the background M0 using the usual pull-back
operation. This is important for calculating quantities derived from the distribution
function of a species, such as the stress-energy tensor described in Eq. (2.18), since
those quantities involve integrations over the momentum. Therefore, the gauge
transformation of the 4-momentum pa is its pull-back, which for the components in
the tetrad basis is given by
p˜a = ΛacΦ
∗
p
c , (2.53)
in which the last part just means the pull-back of its components. This transformation
is exactly equivalent to that for a general vector, but the last term is not expanded,
as that is not possible for vectors defined only at a point. What one may do is write
the pull-back of the components as the components evaluated at a different point,
i.e. (Φ∗p
c)(Q) = pc(P ), in which, once more, the points Q and P are related by the
map Φ.
7 Using the fact that the distribution function, f , is a scalar, we can now
show that Eq. (2.52) is obeyed by the stress-energy tensor given in Eq. (2.18) when
written in the tetrad basis:
T˜ ab =
∫
d3p˜
E˜
p˜ap˜bf˜ = Λ
a
cΛ
d
b
∫
d3p
E
pcpd exp (ξ
µ∂µ)f , (2.54)
in which all momenta are evaluated at the same point and thus we omitted their
7In fact, all such momenta are pull-backs of the 4-momentum in the tangent space of M. Thus,
all integrals of the distribution function are always integrals over the momentum evaluated in
the physical manifold.
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pull-backs and the measure d3p/E is invariant under Lorentz transformations and
therefore no extra Λ terms arise from it.
An interesting, but expected, property of gauge transformations is that they form
a group, under the composition operation. To show this, we have to check that these
transformations satisfy the group criteria: closure, associativity, invertibility and the
existence of an identity element. The identity criterion is obviously satisfied, as, in
the language of the right-hand-side of Eq. (2.33), we can use ξ = 0. For invertibility,
we must show that there exists a vector σ such that
e£σe£ξ = 1 . (2.55)
One can easily show that this is satisfied for σ = −ξ, using the fact that, in that
case, the operators commute. Associativity is inherited from the associativity of Lie
derivatives. The last issue is closure, which simply states that a combination of two
gauge transformations is another gauge transformation. In other words, we must
show that a vector υ exists, such that
e£σe£ξ = e£υ . (2.56)
Using the BCH formula on the left-hand-side we can see that this is satisfied if
υ = ξ + σ +
1
2
[σ, ξ] +
1
12
[σ − ξ, [σ, ξ]] + . . . , (2.57)
so that, up to second order its components are
υ(1) = ξ(1) + σ(1) , (2.58)
υ(2) = ξ(2) + σ(2) + [σ(1), ξ(1)] . (2.59)
One can take this further. Should the generators of the gauges related by ξ be
X and Y as before, and the generator of the third gauge be Z, then the second
gauge transformation changes from Y to Z and the composition of the two is a
transformation from the gauge labeled by X to that labeled by Z. One can show,
from Eqs. (2.58) and (2.59) that υ is related to X and Z in the correct way:
υ(1) = Z −X , υ(2) = [X,Z] . (2.60)
This shows that gauge transformations form a group. This is, in fact, essential
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for these transformations to be well defined, since, if they were not a group, no
gauge-invariants could exist, and consequently no well defined results could be
calculated.
Now that we have developed all the necessary formalism for dealing with perturba-
tions of spacetime, we will now apply it to the background solution most commonly
used in cosmology — the Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) solution —
in the next section.
2.3. Perturbations in FLRW
The FLRW line element, given in Eq. (2.30), corresponds to a family of solutions with
homogeneous and isotropic spatial slices. Furthermore, in the coordinates chosen
here, the components of the metric depend only on time, which in much of this thesis
is represented by the conformal time coordinate, τ . The conversion to cosmic time, t,
is given by
t =
∫
ad τ . (2.61)
We begin by describing the equations of motion for the scale factor a(τ) and the
matter variables at the background level. We then introduce perturbations to this
solution, working only in the flat case, i.e. K = 0 in Eq. (2.30). We show the
perturbed evolution equations for both metric and matter perturbations as well as
their gauge transformations. We conclude with the perturbed Liouville term of the
Boltzmann equation and a derivation of the equation for the anisotropic stress.
2.3.1. Background
The Einstein equations give rise to only two independent equations for the scale
factor a(τ), of which only one is dynamical. Before showing them, it is useful to
define the Hubble rate, H, given by
H =
a˙
a
, (2.62)
in which a dot over a quantity represents a derivative with respect to cosmic time t.
The conformal Hubble rate is similarly given by
H = a
′
a
= aH , (2.63)
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where a prime denotes the derivative with respect to conformal time. The Friedmann
equation is a constraint for the conformal Hubble rate and is given by
H2 = 8piG
3
a2ρ−K . (2.64)
The only other independent part of the Einstein field equations can be found from
their trace and is given by
H′ = −4piG
3
a2(ρ+ 3P ) . (2.65)
To simplify notation, we have used the symbol of the variable to denote its background
value, i.e. ρ = ρ(0). We have assumed that the matter is well described by a perfect
fluid at the background level and that the frame used to project the stress-energy
tensor is the energy frame, as mentioned above. The conservation of the stress-energy
tensor gives another dynamical equation which is not independent of the two Einstein
equations:
ρ′ = −3H(ρ+ P ) . (2.66)
Many solutions to these equations have been found in particularly simple cases, such
as when a single fluid dominates the energy density and has the simple equation of
state
P = wρ , (2.67)
with w constant. Solving for ρ one finds
ρ(a) = ρ0a
−3(1+w) , (2.68)
with ρ0 an integration constant, often set to the value of ρ today. The particular
cases of interest are those with zero curvature, K = 0 and with specific equations of
state for radiation (w = 1/3), matter (w = 0) and vacuum energy (w = −1). The
corresponding solutions for a(τ) are
a(τ) =
√
8piGρ0
3
τ , w =
1
3
, (2.69)
a(τ) =
2piGρ0
3
τ 2 , w = 0 , (2.70)
a(τ) = −
√
3
8piGρ0
1
τ
, w = −1 , (2.71)
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in which we have assumed expanding initial conditions (a′ > 0). As will be made
clear below, many more solutions exist, with fluid mixtures or with scalar fields,
which cannot always be found analytically. We leave that discussion to the next
chapter.
The components of the tetrad basis vectors and one-forms are easy to find for the
background solution, since the metric is diagonal. While non-unique, the simplest
tetrad that describes the FLRW metric is that for which all basis vectors are aligned
with the coordinate directions. It is given by
eaµ = aδ
a
µ , e
µ
a =
1
a
δµa . (2.72)
As will become apparent in Chapters 3 and 5, we need to solve the Boltzmann
equation to describe both photons and neutrinos at different stages of the evolution of
the Universe. We will treat both species as being composed of massless particles, even
though this is only an approximation for neutrinos. Furthermore, we will describe
these species at a stage in which the energy transfer between them and other species
is nearly negligible, and certainly so at the background level. For that reason, it
is enough to use only the Liouville equation at that level. For massless species,
the 4-momentum can be written in the tetrad basis as pa = (p, pni), in which p is
the magnitude of the 3-momentum and the direction vector obeys nin
i = 1. The
Liouville equation reduces to
∂f
∂τ
= Hp∂f
∂p
. (2.73)
To simplify it, we have used the geodesic equation, Eq. (2.19), at the background
level,
dp
dτ
= −pH , dn
i
dτ
= 0 . (2.74)
The Liouville equation has a very general solution — f = f(pa) — but for particles
in equilibrium, the distribution function is given by the well-known Bose-Einstein
distribution
fBE(p, τ) ∝ 1
exp
(
p
T (τ)
)
− 1
, (2.75)
for photons, and the Fermi-Dirac distribution
fFD(p, τ) ∝ 1
exp
(
p
T (τ)
)
+ 1
, (2.76)
for neutrinos. In both cases T (τ) is the temperature, which decays with expansion
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as T ∝ a−1, to satisfy the Liouville equation.
It is also useful to define the redshift, z, of photons traveling through the expanding
Universe. It is clear from the background geodesic equation, Eq. (2.74), that the
energy of photons, E = p, obeys E ∝ a−1. Given the proportionality relation between
energy and frequency, E ∝ ν, one concludes that the frequency of a photon shifts
towards the red as the Universe expands. This defines the redshift, z, as the relative
change in frequency from emission of a photon in the past (ν0) to its reception on
Earth at the current time (ν). This is given by
z ≡ ν0 − ν
ν
= a−1 − 1 , (2.77)
in which a is the scale factor at the time of emission and we are assuming that a = 1
at the present time. We see therefore that the redshift, z, of a distant source of
light is a good proxy for the relative size of the Universe. Since in most standard
cosmological models a is a monotonic function of time, both the scale factor and z
can be used to describe the time of events in the past, as we shall do in this thesis.
2.3.2. Scalar-Vector-Tensor decomposition
Before writing down the equations of motion for the metric perturbations, we first
discuss a way to decompose them according to their transformation properties — the
scalar-vector-tensor (SVT) decomposition.
We perform a (3+1) decomposition of spacetime parametrising each spatial hy-
persurface with conformal time τ in a similar way as in the Arnowitt-Deser-Misner
formalism [165]. This implies that vectors and tensors have temporal and spatial
components. A generic vector is given by
V µ = (V 0, V i) , (2.78)
and the component V 0 is a 3-scalar on the spatial slices, while V i is a 3-vector.
This procedure generalizes to higher rank tensors. To respect the isotropy of the
background spacetime, V i must be zero at that level, while V 0 is always non-zero for
non-vanishing vectors.
Beyond this decomposition, it is also useful to split the remaining degrees of
freedom further into scalars, vectors and tensors. This allows for the decoupling of
the equations for the different components, at first order. The spatial part of V µ is
then decomposed as
V i = V ,i + V iv , (2.79)
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with V iv being divergence-free. The scalar V is related to the divergence of V
i, while
the divergence-free vector is related to its curl, i.e.,
V i,i = ∇2V , mliijkV j,k,l = ∇2V mv . (2.80)
The metric is decomposed as
g00 =− a2 (1 + 2φ) , (2.81)
gi0 =a
2Bi = a
2 (B,i − Si) , (2.82)
gij =a
2 (δij + 2Cij) , (2.83)
in which φ is the perturbation to the lapse, B and Si are, respectively, the scalar
and vector parts of the shift and Cij is the perturbation to the spatial part of the
metric. Cij is further decomposed as
Cij = −ψδij + E,ij + F(i,j) + hij , (2.84)
in which ψ is the curvature perturbation in this metric convention [153, 156]8, E and
Fi are, respectively, a scalar and a vector part of the spatial metric and hij is the
tensor potential, representing gravitational waves. Both Fi and Si are divergence-free,
F i,i = 0 , S
i
,i = 0 , (2.85)
and hij is both divergence-free and traceless,
hij,i = 0 , h
i
i = 0 . (2.86)
The 4-velocity is decomposed in a similar way to the generic vector shown above,
but it is useful to introduce factors of the scale factor, a, in the definition of the
perturbations. Furthermore, an observer’s 4-velocity must obey
uµu
µ = −1 , (2.87)
which implies one can find an expression for the u0 component in terms of ui and
8Other conventions can also be used, as will be discussed in detail in Chapter 4.
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the metric. The final result, valid up to second order, is
u0 = a−1
(
1− φ+ 3
2
φ2 +
1
2
viv
i + vi (B,i − Si)
)
, (2.88)
ui = a−1vi = a−1
(
v,i + viv
)
. (2.89)
We have slightly abused the notation and used vi to mean δijv
j. This simplification
of notation is used throughout the thesis for most spatial quantities, as will be
mentioned again when appropriate.
Regarding the stress-energy tensor, one could decompose it in a similar way to the
metric, but, as we have already introduced a decomposition based on the 4-velocity
in Eq. (2.10), we choose the standard option of decomposing the fluid variables ρ, P
and piµν instead. For the 4-scalars, we simply write the perturbations by explicitly
separating them from the background:
ρ = ρ(0) + δρ , (2.90)
P = P (0) + δP , (2.91)
in which we have written the superscript on the background quantities for clarity, but
will omit them in the rest of the text. The decomposition of the anisotropic stress
tensor is complicated by its constraints, piαβu
α = 0 and piµµ = 0. For this reason, its
components also depend on the velocity fluctuations, as well as the metric. Up to
second order in fluctuations, they are given by
pi00 = 0, pii0 = −2piijvj ,
piij = a
2
[
Πij + Π(i,j) + Π,ij − 1
3
δij∇2Π
]
+
4
3
δijpiklC
kl , (2.92)
in which we have defined the scalar, Π, vector, Πi, and tensor, Πij, parts of the
anisotropic stress.
The tetrad basis vectors, eµa , defined in the previous section can now be calculated
for the perturbed FLRW spacetime. Before that, we must fix the superfluous degrees
of freedom that the basis vectors contain. We align eµ0 with the vector parallel to
the time direction, implying that ei0 = 0.
9 To fix the remaining degrees of freedom,
we first note, that at the background level, it is possible to define a coordinate
9This is the choice of Refs. [86, 166, 167], which we follow. Alternatively, some authors [168, 169]
choose the inverse tetrad to obey e
0
i = 0 from the requirement that it is orthogonal to spatial
hypersurfaces.
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induced tetrad, in which each basis vector is aligned with a coordinate direction,
i.e. ea ∝ δµa∂µ, with the kronecker delta enforcing a correspondence between the
spacetime indices and the tetrad indices. This complete alignment is no longer
possible for the perturbed tetrad, but one can still choose its basis vectors to have
the same orientation as in the background and the same index correspondence with
the coordinate indices. One can then impose the weaker alignment condition eji = e
i
j .
This fixes the rotation of each tetrad basis vector with respect to the background
tetrad in a “democratic” way, as opposed to aligning a specific direction. We now use
Eq. (2.29) to compute the remaining components of the tetrad basis. Up to second
order, they are given by
e00 =
1
a
(
1− φ+ 3
2
φ2
)
, e00 = a
(
1 + φ− 1
2
φ2
)
,
ei0 = 0 , e
0
i = −aBi(1− φ) , (2.93)
e0i =
1
a
Bj
(
(1− 2φ)δji − Cji
)
, ei0 = 0 ,
eji =
1
a
(
δji − Cji +
3
2
CikC
jk − 1
2
BiB
j
)
, eij = a
(
δij + C
i
j −
1
2
CikCjk +
1
2
BiBj
)
.
The components of the 4-momentum for massless particles in the tetrad basis are
split into a 3-momentum magnitude and a direction via
pa = (p, pni) , (2.94)
in which the direction vector ni is normalized, i.e., nin
i = 1. When calculating
integrals of the distribution function, we use this split of the momentum to separate
the angular integrations from those in the momentum magnitude. One such integral
defines the brightness fluctuation ∆ [86, 170],
∆(τ, ~x, ~n) =
∫
dp p3(f(τ, ~x, p, ~n)− f (0)(τ, p))∫
dp p3f (0)(τ, p)
, (2.95)
in which we have subtracted the background value of the distribution function,
f (0). We will see in Chapter 3, that the brightness fluctuations are related to the
temperature fluctuations.
Integrations in the angular directions are often taken into account by decomposing
the distribution function or the brightness fluctuation into spherical harmonics. In
this thesis and following Ref. [171], we introduce a different projection in terms of
tensors, which is similar to that of Kodama and Sasaki [150]. To be concrete, we
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integrate the brightness fluctuation, ∆, with different numbers of direction vectors,
ni, using the projectors given by
P i1···iNN =
∫
dΩ
4pi
ni1 · · ·niN . (2.96)
The resulting integrations generate a set of 3-tensors which we call brightness tensors,
shown here up to rank 3,
∆0 = P0[∆] =
∫
dΩ
4pi
∆(τ, ~x, ~n) , (2.97)
∆i = P i1[∆] =
∫
dΩ
4pi
ni∆(τ, ~x, ~n) , (2.98)
∆ij = P ij2 [∆] =
∫
dΩ
4pi
ninj∆(τ, ~x, ~n) , (2.99)
∆ijk = P ijk3 [∆] =
∫
dΩ
4pi
ninjnk∆(τ, ~x, ~n) . (2.100)
Note that these tensors appear to describe more degrees of freedom than the usual
multipoles. For example, ∆ij is a symmetric 3-tensor, thus having in total 6 com-
ponents, while the usual ` = 2 multipoles only represent 2` + 1 = 5 degrees of
freedom. This discrepancy can be understood by noticing that the brightness tensors
are related amongst each other. The extra d.o.f. in this example is actually in the
trace of ∆ij, which is obviously equal to ∆0, since nin
i = 1. Therefore, it is the
traceless part of each of these tensors that includes the same information as the usual
multipoles. For that reason, it is useful to also define traceless brightness tensors:
∆ijT =∆
ij − 1
3
δij∆0 , (2.101)
∆ijkT =∆
ijk − 3
5
δ(ij∆k) , (2.102)
∆ijklT =∆
ijkl − 6
7
δ(ij∆
kl)
T −
1
5
δ(ijδkl)∆0 , (2.103)
∆ijklmT =∆
ijklm − 10
9
δ(ij∆
klm)
T −
3
7
δ(ijδkl∆m) . (2.104)
These quantities can be related to the components of the stress-energy tensor
using Eq. (2.18) and the conversion from the coordinate to the tetrad basis. The
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brightness tensors up to rank 2 can be written as
∆0 = −δT
0
0 −BiT i0
ρ
, (2.105)
∆i = −T
j
0
ρ
(δij(1− φ) + Cij) , (2.106)
∆ iT j =
1
ρ
(
T kl
(
δljδ
i
k −
1
3
δijδ
l
k + δ
l
jC
i
k − δikC lj
)
+ T k0
(
δikBj −
1
3
δijBk
))
, (2.107)
in which ρ is the background energy density of the appropriate massless species. The
variables can also be converted into the usual fluid variables in the desired frame.
The quantity ∆0 is related to the density perturbation, while ∆
i is related to the fluid
velocity and ∆ iT j can be used to represent the anisotropic stress. At first order in
fluctuations, they are proportional, but, at higher orders, frame effects can introduce
further complications into their explicit relations.
The brightness tensors are also decomposed into their scalar, vector and tensor
parts. For the rank 1 and 2 tensors, we use the same decomposition as for the velocity
and anisotropic stress, respectively:
∆i = ∆,i1 + ∆
i
1v , (2.108)
∆ijT = ∆
,ij
2 −
1
3
δij∇2∆2 + ∆(i,j)2v + ∆ij2t . (2.109)
The labels v and t denote the transverse vector and transverse and traceless tensor
parts. As for the rank 3 tensor, there are, in total, 7 degrees of freedom split into
one scalar, one vector, one rank 2 tensor and one rank 3 tensor. They are defined via
∆ijkT = ∆
,ijk
3 −
3
5
δ(ij∇2∆,k)3 + ∆(i,jk)3v −
1
5
δ(ij∇2∆k)3v + ∆(ij,k)3t + ∆ijk3T . (2.110)
Higher rank tensors could be similarly decomposed, but, for brevity, we do not do so
here. It should be noted that the rank 3 transverse traceless tensor, ∆ijk3T , is often
ignored, because its evolution equations are not sourced at the linear level, since no
fundamental field exists with spin 3 and no linear mechanism exists for exciting this
mode. The same applies for higher rank tensors. At the non-linear level, however,
all those tensors would be sourced by combinations of lower order tensors and would
thus be generated.
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2.3.3. Gauge Transformations
We use the SVT decomposition also for the gauge transformation vector, ξµ, resulting
in
ξµ = (ξ0, ξi) = (α, β,i + γi) . (2.111)
The gauge transformations are derived from Eqs. (2.36)-(2.38), up to second order
in perturbations. For 4-scalars, such as the energy density, one finds
δ˜ρ = δρ+ αρ′ +
1
2
α (ρ′′α + ρ′α′ + 2δρ′) +
1
2
(2δρ+ ρ′α),k
(
β,k + γk
)
, (2.112)
and for any other scalar, such as the pressure P , one only has to substitute all the ρ
and δρ for the desired background and perturbations of the 4-scalar in question.
For the velocity fluctuations v and viv, we use the rules to transform the 4-velocity
uµ and split the result in the same way. The resulting transformations are
v˜ =v − β′ + 1
2
∇−2Xv k,k , (2.113)
v˜v
i =viv − γi ′ +
1
2
Xv i + 1
2
∇−2Xv k,ki , (2.114)
with the second-order parts written in terms of Xv i, which is given by
Xvi ≡ ξi′ (2φ+ α′ + 2Hα)− αξi′′
− ξkξi′,k + ξk′ξi,k + 2α
(
vi′ −Hvi)+ 2vi,kξk − 2vkξi,k . (2.115)
The transformations for the metric quantities are obtained from the gauge trans-
formation rules applied to the metric tensor. From the time-time component one
finds the following gauge transformation for the perturbation to the lapse
φ˜ = φ+Hα + α′ + 1
2
α
[
α′′ + 5Hα′ + (H′ + 2H2)α + 4Hφ+ 2φ′]
+ α′ (α′ + 2φ) +
1
2
ξk (α′ +Hα + 2φ),k
+
1
2
ξk′
[
α,k − 2Bk − δklξl′
]
. (2.116)
We have used here the slightly longer notation δklξ
l, whereas this is often written as
ξk, in the literature [156]. We chose the form used above to avoid confusion with the
spatial component of the covariant vector, which can also be defined as ξν = gµνξ
µ
and would give a different result. This choice is made throughout the thesis and will
appear in most calculations involving second-order gauge transformations.
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Using the space-time component, one finds the transformations for B and Si,
which are given by
B˜ = B + β′ − α + XBi,i , (2.117)
S˜i = Si − γi ′ −XBi +∇−2XBk,i,k , (2.118)
with the non-linear terms given by
XBi ≡
[ (
2HBi +Bi′)α +Bi,kξk − 2φα,i +Bkξk,i +Biα′ + 2Cikξk′]
+ 2Hα (ξi′ − α,i)+ 1
2
[
α′1
(
ξi′ − 3α,i) + α (ξi′′ − α,i′)
+ ξk′
(
ξi,k + 2δklξ
l,i
)
+ ξk
(
ξi′,k − α,i,k
) −α,kξk,i] . (2.119)
Finally, the transformations of the components of the spatial metric are given by
ψ˜ = ψ −Hα− 1
4
X ii +
1
4
∇−2X ij,ij , (2.120)
E˜ = E + β +
3
4
∇−2∇−2X ij,ij −
1
4
∇−2X ii , (2.121)
F˜i = Fi + γi +∇−2X ,jij −∇−2∇−2X jk,jki , (2.122)
h˜ij = hij +
1
2
Xij + 1
4
(
∇−2X ,klkl −X kk
)
δij (2.123)
+
1
4
∇−2∇−2X kl,klij +
1
4
∇−2X kk,ij −
1
2
∇−2
(
X ,kik ,j + X ,kjk ,i
)
,
with Xij given by
X ij ≡
[(
H2 + a
′′
a
)
α2 +H (αα′ + α,kξ k) ]δij (2.124)
+ 2
[
α
(
Cij′ + 2HCij)+ Cij,kξ k + Cikξk,j + Cjkξk,i]+ (Biα,j +Bjα,i)
+ 2Hα (ξi,j + ξj,i)− α,iα,j + δklξk,iξl,j
+
1
2
[
α
(
ξi,j′ + ξj,i′
)
+
(
ξi,j,k + ξ
j,i
,k
)
ξk + ξi,kξ
k,j + ξj,kξ
k,i + ξi′α,j + ξj′α,i
]
.
We can see that all metric perturbations are gauge dependent already at first
order, except for the tensor perturbation, hij. This can be explained in terms of
the Stewart-Walker lemma by computing the expansion of the Weyl tensor, Cαβµν ,
the traceless part of the Riemann curvature tensor. This tensor vanishes at the
background level, and must therefore be invariant at first order. This can be used to
find many other gauge-invariants involving scalar and vector potentials by splitting
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the Weyl tensor into those parts. Performing the tensor projection, for example, of
C0ij0, one can independently conclude that hij is invariant.
The anisotropic stress tensor is also gauge-invariant at first order, but this is no
longer true at second order. Its gauge transformations are given by
Π˜ = Π +
3
2
∇−2∇−2XΠkl,kl , (2.125)
Π˜i = Πi + 2∇−2XΠki,k − 2∇−2∇−2XΠkl,ikl , (2.126)
Π˜ij = Πij + XΠij +
1
2
δij∇−2XΠkl,kl − 2∇−2XΠk(i,j)k +
1
2
∇−2∇−2XΠkl,ijkl , (2.127)
with XΠ given by
XΠij ≡
1
a2
(
αpi′ij −
2
3
piklξ
k,lδij + 2pik(iξ
k
,j) + ξ
kpiij,k
)
. (2.128)
The transformation properties of the metric potentials could also have been found
by studying the gauge transformations of the tetrad variables, given by Eq. (2.46). In
order to do that, we must find the components of the Lorentz transformation matrix
Λ. Using the constraints defining our tetrad (ei0 = 0 and e
j
i = e
i
j) and Eq. (2.47), we
find the components of Λ and its inverse to be, up to first order
Λ 00 = 1 , Λ
0
0 = 1 , (2.129)
Λ i0 = ξ
i′ , Λi0 = −ξi′ , (2.130)
Λ 0i = δijξ
j′ , Λ0i = −δijξj′ , (2.131)
Λ
j
i = δ
j
i +
1
2
(ξj,i − δikξk,j) , Λ
j
i = δ
j
i +
1
2
(δikξ
k,j − ξj,i) . (2.132)
These can be used to calculate the gauge transformations for the brightness tensors
defined above. This is only necessary for brightness tensors of rank 3 and above,
since for the lower rank tensors, these transformations can be calculated using those
for the stress-energy tensor. The transformation for the rank 3 brightness tensor is
given by
∆˜ijk = ∆ijk + ξµ∆ijk,µ + 3δ
(i
l δ
j
rδΛ
k)
s∆
lrs − 3δ(il δjrξk)′∆lr + ξl′∆ijkl , (2.133)
in which δΛks is the perturbed part of Λ
k
s.
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Notable gauges and invariants
Many gauges have become popular in the literature and this thesis makes use of
several different ones. We now describe their definitions and compute some of the
gauge-invariant quantities that arise from them.
A gauge that is prolific in inflationary theory is the uniform density gauge. It is
often defined only with one condition — δρ = 0 — and, as we will see in Chapter 4,
many different sets of gauge conditions can be used to fix the remaining gauge freedom.
Most of Chapter 4 is dedicated to the gauge-invariant curvature perturbation on
uniform density hypersurfaces, ζ. As will be made clear in that chapter, many
versions of this variable can be defined, especially at second order. We show here
only the first-order version, which agrees with our definition of the spatial metric:
ζ ≡ −ψ −Hδρ
ρ′
. (2.134)
This variable is used because it has interesting conservation properties on large scales,
as shall be made clear below. For that reason, it is in terms of this variable that
many inflationary observables are calculated and we also use it in our discussions of
the theory of inflation throughout this thesis.
A similarly useful gauge is the comoving gauge. It is defined by
v = B = viv = 0 . (2.135)
In single-field inflation, this gauge is equivalent to setting the scalar field perturbations,
δϕ, to zero, since δϕ ∝ v +B. This allows for the description of the system in terms
of metric variables only, in a similar way to the uniform density gauge. This similarity
is further confirmed when comparing the gauge-invariants constructed in both gauges.
In this comoving gauge, one defines the comoving curvature perturbation,
R ≡ ψ −H(v +B) , (2.136)
and in slow-roll models of single field inflation it can be shown to be approximately
equal to −ζ, on large scales. Because of this, these variables are both used in the
literature to describe the scalar modes produced during inflation. The symbol ζ is
also sometimes used to mean R, and both quantities are often just called “curvature
perturbation”, without reference to the particular gauge in which they were defined.
We now describe flat gauge. Its name derives from the fact that, in this gauge,
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the spatial slices have as flat a metric as possible. Its definition is thus given by
ψ = E = F i = 0 . (2.137)
The only perturbation that remains non-zero in the spatial metric is the tensor part,
which is gauge-invariant at first order and can never be eliminated by a gauge choice.
This gauge is very common within multi-field inflation, as in that case, it allows one
to use only the perturbations of the scalar fields to describe the full system to the
desired accuracy on large scales. An interesting gauge-invariant quantity which is
defined by this gauge is the energy density perturbation on flat hypersurfaces, whose
first-order expression is
δρf ≡ δρ+ ρ
′
Hψ = −
ρ′
Hζ . (2.138)
The relation with ζ is what makes this variable interesting, as it makes it easy to
calculate ζ from the knowledge of the energy density, which is a function only of the
scalar fields active during inflation.
A very popular gauge for studying the post-inflationary Universe is longitudinal
gauge. This gauge is also often called conformal Newtonian gauge, and is defined by
the following conditions on two scalar variables,
B = E = 0 . (2.139)
If the problem under study only involves scalars, this choice is sufficient and turns
out to diagonalise the metric, making many calculations simpler. When extended
to include vector degrees of freedom, this gauge is often called Poisson gauge. Two
possible definitions exist in the literature, with the choice
F i = 0 , (2.140)
being the most common [87, 166, 172, 173]. It is motivated by the similarity with
the Coulomb gauge of electromagnetism (∇ · A = 0), since its gauge conditions
are equivalent to Bi,i = 0 and C
ij
T ,i = 0, with C
ij
T being the traceless part of the
perturbations of the spatial metric, Cij. The alternative choice,
Si = 0 , (2.141)
is also used and is based on the requirement that the contravariant vector orthogonal
to spatial hypersurfaces has a vanishing spatial part [156]. Among the various gauge-
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invariant quantities arising in this gauge are the Bardeen potentials [148], given
by
Φ ≡ φ+H(B − E ′) + (B − E ′)′ , (2.142)
Ψ ≡ ψ −H(B − E ′) . (2.143)
These quantities were the first gauge-invariants to be explicitly calculated and have
been used in the literature for a very long time. They have the property of simplifying
one of the equations of motion considerably as one can verify by substituting them
into Eq. (2.159) below. This gauge also has the advantage of nearly mimicking the
evolution equations of Newtonian cosmology on short scales, at least at first order.10
The last gauge we discuss here is synchronous gauge. In it, there exists a set
of observers following geodesics for whom proper time coincides with cosmic time,
dt = adτ , which is the reason for its name. It is defined by the choices
φ = B = Si = 0 , (2.144)
and is also very popular in the literature, having been used in many well known
numerical solvers [67–69, 155]. A well known issue occurs with this gauge, as the
conditions that define it in Eq. (2.144) are not sufficient to fully determine the gauge
and therefore, some residual gauge freedom remains. The first-order gauge generators
necessary to convert from another gauge into synchronous gauge are given by
α(1) = −1
a
(∫
aφ(1)dτ − C(1)α (xi)
)
, (2.145)
β(1) =
∫ (
α(1) −B(1)) dτ + C(1)β (xi) , (2.146)
γ
(1)
i =
∫
S
(1)
i dτ + C
(1)
γ i (x
i) . (2.147)
The functions Cβ and C
i
γ are constant in time and can be fixed by a choice of
coordinates at the initial hypersurface [156] and would only affect initial conditions
of the variables E and F , which are not relevant for the dynamics. The function Cα,
however, can affect the definition of many other variables and can generate so-called
gauge modes, when solving the differential equations of the system. To avoid this,
Cα can be unambiguously chosen by setting the initial velocity perturbation of some
species to zero. It can easily be checked, by using Eqs. (2.38) and (2.146), that, at
10Other gauges exists in which this is also true. The N -body gauge [174] is particularly suitable
for making the connection between Newtonian and relativistic cosmology.
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first order, this constant is given by
C(1)α = a(τ0)(v
(1)
s (τ0) +B
(1)(τ0)) , (2.148)
in which τ0 is the initial time, and vs is the velocity of a certain species. This species
is often chosen to be cold dark matter, since in synchronous gauge, the Euler equation
for CDM is given by
v(1)′c +Hv(1)c = 0 , (2.149)
which implies that if v
(1)
c = 0 at any time, it must be zero at all other times. Therefore,
this choice not only fixes the gauge, but is also more economical in that there is
one fewer equation to be solved. At second order, the situation is very similar. The
second-order gauge generators are formally given by
α(2) = −1
a
(∫
a
(
φ(2) + Xφ
)
dτ − C(2)α (xi)
)
, (2.150)
∇2β(2)′ = ∇2 (α(2) −B(2))−X kB ,k , (2.151)
while the gauge transformation of the dark matter velocity is
∇2v˜(2)c = ∇2
(
v(2)c − β(2)′
)
+ X kvc ,k . (2.152)
The terms denoted by XX are the quadratic parts of the gauge transformations, given
in Eqs. (2.116), (2.119) and (2.115). From this, we can see that we can also determine
the constant function C
(2)
α , by setting the second-order dark matter velocity to zero,
giving
∇2C(2)α = a(τ0)
(∇2 (v(2)c (τ0) +B(2)(τ0))+ X kB ,k(τ0) + X kvc ,k(τ0)) . (2.153)
As was already true at first order, the Euler equation for v
(2)
c also constrains it to
be zero at all times should it be zero at any instant, and given that vc was also
chosen to be zero at first order. From this we can conclude that synchronous gauge is
effectively equivalent to a “dark matter-comoving” gauge, specified by the conditions
vc = B = 0. This equivalence is complete, as one can then derive the remaining
synchronous gauge condition, φ = 0, by noting that the dark matter Euler equation
(i.e. ∇βT iβc = 0), in that gauge, is simply a constraint, which is satisfied at both
orders by φ(1) = 0 and φ(2) = 0. This equivalence also demonstrates that synchronous
gauge (with zero dark matter velocity) is well defined, in spite of the non-locality in
time of its gauge generator, α.
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2.3.4. Evolution equations
Einstein Equations
We will now show the perturbed Einstein field equations, Eq. (2.7), up to second
order. We also split the equations into their scalar, vector and tensor parts and write
them without specifying any gauge. We begin with the time-time Einstein equation:
∇2ψ −H∇2B +H∇2E ′ − 3Hψ′ − 3H2φ− 3
2
H2δ = XNL00 , (2.154)
in which we introduced the density contrast δ ≡ δρ/ρ and we collected all the
non-linear terms in XNL00, which is given by
XNL00 = (H2 −H′)vi(vi +Bi) +
3
2
H2BiBi − 6H2φ2 + 2HC ′φ (2.155)
+Bi,j
(
1
2
(δijC − Cij)′ − 2H(Cij + φδij) + 1
4
(B(i,j) − δijBk,k)
)
+Bi
(
Cj′[j,i] +HC,i − 2HCji,j +Hφ,i +
1
4
HB,j[i,j]
)
+
1
4
(
C ′ijC
ij′ − (C ′)2
)
+ 2HCijCij′ − CijC,ij + 2CijCki,jk − CijC ,kij,k
+
1
4
C,jC
,j + Cji,jC
i ,k
k − C,iCi ,kk +
1
2
Cij,kC
ik,j − 3
4
Cij,kC
ij,k ,
in which C ≡ Ckk . This short-hand will also be used in the other equations to label
their respective non-linear contributions, XNL0i and XNLij, much like the variables
introduced in the gauge transformations above. It should be said, however, that they
are not components of any tensor and that the notation used is only meant to convey
the fact that they are derived from the Einstein equations with one covariant index
and one contravariant index. We shall not provide the reader with explicit expressions
for the remaining non-linear parts here, as they become too cumbersome for this
presentation. However, we do write down a simplified version of these equations in
Chapters 4 and 5, when they are required for the calculations in question.
The space-time equation results in a scalar equation,
ψ′ + 2Hφ− 2(H2 −H′)(v +B) = ∇−2XNL0,ii , (2.156)
and a vector equation,
∇2F ′i +∇2Si + 4(H2 −H′)(vi − Si) = 4
(XNL0i −∇−2XNL0,jj,i ) . (2.157)
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The spatial part of the Einstein equation, like the spatial metric, is composed of
two scalar parts
ψ′′ + 2Hψ′ +Hφ′ + (H2 + 2H′)φ− 8piGa2
(
1
2
δP +
1
3
∇2Π
)
= ∇−2XNLi,jj,i , (2.158)
E ′′ −B′ + 2H(E ′ −B) + ψ − φ− 8piGa2Π = 3∇−2∇−2XNLi,jj,i −∇−2XNLii , (2.159)
one vector part
F ′′i + S
′
i + 2H(F ′i + Si)− 8piGa2Πi = 4∇−2XNLki,k − 4∇−2∇−2XNLk,ll,ki , (2.160)
and a tensor part
hi′′j + 2Hhi′j −∇2hij − 8piGa2Πij = 2XNLij + δij∇−2XNLk,ll,k (2.161)
− 4∇−2XNLk(i,j)k +∇−2∇−2XNLk,ll,ijk .
We can clearly see in all equations above, one of the advantages of the SVT de-
composition — the scalars, vectors and tensors do not couple to each other at first
order, implying that one can solve their respective equations independently of the
others. At second order, this is no longer exactly true, as the second-order equations
are sourced by combinations of first-order scalars, vectors and tensors. This can be
seen clearly in the non-linear part of the time-time equation, shown in Eq. (2.155),
in which all types of couplings exist. However, the second-order parts of variables
continue not to mix, so one can still evolve them independently.
Conservation of the stress-energy tensor
We now show the equations derived from the covariant conservation of the stress-
energy tensor, Eq. (2.15). The time component is given by
δ′ − ρ+ P
ρ
(
3ψ′ −∇2(v + E ′))− 3H(Pδ − δP ) = X 0T , (2.162)
with X 0T the non-linear source of the equation. The spatial component gives the
generalization of the Euler equation, which can be further split into a scalar and a
vector component. The scalar equation is
(v +B)′ +
(
1− 3P
′
ρ′
)
H(v +B) + φ+ 1
ρ+ P
(
δP +
2
3
∇2Π
)
= ∇−2X iT ,i ,
(2.163)
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while the vector one is given by
(viv − Si)′ +
(
1− 3P
′
ρ′
)
H(viv − Si) +
1
2(ρ+ P )
∇2Πi = X iT −∇−2X j,iT ,j , (2.164)
where, once again, X iT encodes the non-linear terms.
Boltzmann Equation
The Boltzmann equation, given by Eq. (2.16), is a partial differential equation in
both the spacetime position and the momentum. While, this can be solved directly,
in principle, it is easier to solve equations for the brightness tensors defined above.
This implies projecting the Boltzmann equation by integrating over the momentum.
One first performs the same integration in momentum as that used to define ∆
in Eq. (2.95). The resulting equation is then projected using the projectors given
in Eq. (2.96) to generate equations for each of the brightness tensors. While this
procedure gives rise to an infinite number of equations for an infinite hierarchy
of brightness tensors, often only a finite number of them are required to compute
observables to the specified degree of accuracy. Furthermore, as mentioned above,
for many systems, such as perfect fluids, only a finite number of brightness tensors
are non-zero.
Here we shall present the derivation of the equation for the rank-2 brightness
tensor for massless species, representing the evolution of the anisotropic stress. It
will serve as an example for the method described above, as well as being one of the
equations used in Chapter 5.
The derivation begins with the rewriting of the Boltzmann equation in terms of
conformal time, instead of the affine parameter used in Eq. (2.16). This is done
by dividing by p0. Furthermore, we represent the momentum dependence of the
distribution function in the tetrad basis, as this will simplify the derivation of the
collision term for photons, to be done below. The resulting equation is
∂f
∂τ
+
∂f
∂xi
dxi
dτ
+
∂f
∂p
dp
dτ
+
∂f
∂ni
dni
dτ
=
1
p0
C[f ] . (2.165)
The left-hand-side is commonly called the Liouville term and we shall focus on it
now. The right-hand side is the collision term and its description is left for Chapter 3
as it depends crucially on the properties of the interactions between the species of
interest, which we are not specifying here.
The Liouville term can be further simplified using the geodesic equation, Eq. (2.19).
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For simplicity, we will now proceed by calculating quantities in synchronous gauge.
In this gauge, the velocity of particles is given by
dxi
dτ
=
pi
p0
=
(
δij − Cij
)
nj . (2.166)
From the geodesic equation, we get
1
p
dp
dτ
= − [Hδkl + C ′kl − CikC ′il − CilC ′ik]nknl , (2.167)
and
dni
dτ
= − (δik − nink) [C ′klnl + njnl (Cjk,l − Cjl,k)] . (2.168)
Substituting these into the Liouville term and integrating it over the momentum
magnitude one finds the following equation for ∆,
∆′ + ∂i∆
(
δij − Cij
)
nj + 4(1 + ∆)nknl
(
C ′kl − CikC ′il − CilC ′ik
)
(2.169)
−∂∆
∂ni
(
δik − nink) [C ′klnl + njnl (Cjk,l − Cjl,k)] =
∫
dp p3 1
p0
C[f ]∫
dp p3f (0)(τ, p)
,
in which we used the following identities
1∫
dp p3f (0)(τ, p)
∫
dp p3p
∂f
∂p
= −4(1 + ∆) , (2.170)
1∫
dp p3f (0)(τ, p)
∫
dp p3
∂f
∂τ
=
∂∆
∂τ
− 4H(1 + ∆) . (2.171)
Equation (2.169) is a sufficient representation of the Liouville term for the purposes
of cosmological perturbation theory. As mentioned above, this equation exhibits a
dependance on the direction of particles, but one can now apply the projectors in
Eq. (2.96) to find equations for the brightness tensors. For this example, we apply
P ij2 to find the left-hand-side of the equation for the rank-2 brightness tensor:
∆ij′ + ∆ijk,l
(
δlk − C lk
)− C ′kl (∆ijkl −∆ilδkj −∆ijδkl −∆jlδki) (2.172)
+ 2Cr[k,l]
(
∆ilrδkj + ∆jlrδki + ∆ijlδkr
)
+
8
15
[
Cij − CikCkj +
1
2
δij(C − CklCkl)
]′
=
∫
dpdΩ
4pi
ninj p3 1
p0
C[f ]∫
dp p3f (0)(τ, p)
.
We can see that both in this final equation and in the previous one we have kept
the collision term to illustrate which operations were performed on the original
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equation. To derive this equation for ∆ij we used some identities for the integrals of
the direction vectors,∫
dΩ
4pi
ninj =
1
3
δij ,
∫
dΩ
4pi
ninjnknl =
1
15
(
δijδkl + δikδjl + δilδjk
)
. (2.173)
The integrals of terms including ∂∆/∂ni were obtained via integration by parts and
can be shown to obey the general formula∫
dΩ
4pi
ni1 ...niM
(
δjk − njnk) ∂∆
∂nj
= (2 +M)∆ki1...iM −Mδk(i1∆i2...iM ) . (2.174)
To conclude the derivation, one would now subtract the trace from Eq. (2.172) to
find the equation for the traceless brightness tensor of rank 2, which more accurately
represents the anisotropic stress. A version of this equation will be shown in Chapter 5.
We can draw some conclusions from Eq. (2.172). We notice that, already at the
linear level, this equation for ∆ij depends on the rank-3 tensor ∆ijk, so to completely
solve it, one would also need the equation for the latter variable. At second order, we
also see that this problem is aggravated as there is a dependence also on the rank-4
tensor ∆ijkl. This confirms the well known fact that the system of equations that
arises from the projections of the Boltzmann equation form a hierarchy that is not
closed, i.e. the equation for the tensor of rank N will depend at least on that of
rank N + 1 for any N . Fortunately, their contributions are less and less important,
the further in rank they are from the variable of interest. For instance, to calculate
the solution for the rank-2 tensor, setting the rank-3 tensor to zero would greatly
impact the result, but setting the rank-10 tensor to zero, would have a much smaller
effect. Therefore, what is usually done is to choose a certain value of N = N∗ for
which the brightness tensors of rank N > N∗ are approximated analytically, and one
then solves the remaining system of equations numerically. The alternative option of
setting certain tensors to zero would, in fact, introduce so-called reflection effects
into the final result, which should be avoided. Very high-rank tensors are not usually
needed for most applications, as there exist approximate formulas which permit
one to calculate high-rank tensors from the knowledge of a few of the lower-rank
ones. This is done through a formal solution to the Boltzmann hierarchy, called
the line-of-sight formula, which has been very important for the development of
calculations of CMB anisotropies, which we discuss in the next chapter.
3. Early Universe Cosmology
In this chapter, we describe the physics of the early Universe and the methods used to
make predictions from that epoch. We will begin with a review of inflation, describing
its motivations and key features in Section 3.1. We then describe the evolution of
the Universe after inflation in 3.2, briefly reviewing the cosmological history, as given
by the ΛCDM model, focusing on the stages leading up to recombination. We also
describe the evolution of linear perturbations, from the radiation dominated universe
until the present time and how they depend on the primordial fluctuations.
3.1. Inflation
3.1.1. Introduction
The theory of inflation was originally developed to explain the so-called problems of
Big Bang cosmology. There were originally three of these problems, which can be
understood as issues of fine tuning of the initial conditions for the usual radiation
dominated stage of cosmology. We only describe the flatness and horizon problems,
for brevity and due to the reduced relevance of the third one, the monopole problem.
The so-called flatness problem is an issue with the initial curvature of the Universe.
To see this, one can rewrite the Friedmann equation, Eq. (2.64), in terms of the
density parameter Ω = 8piGρ/3H2 as
Ω(τ)− 1 = KH2 . (3.1)
If the conformal Hubble rate H is decaying, as happens for matter obeying the strong
energy condition, ρ+ 3P > 0, then Ω will move away from 1 as the Universe evolves.
However, observations reveal that Ω is very close to unity at the present time, which
implies that Ω− 1 must have been extremely fine-tuned to be close to 0 in the early
Universe if matter always obeys the condition for deceleration.
Another issue is the horizon problem. The particle horizon is defined as the largest
distance a particle could have travelled from an initial time to a later one. The
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comoving particle horizon is given by
rh =
∫ t
0
dt′
a(t′)
=
∫ log a
−∞
d log a˜
H(a˜) , (3.2)
in which we have assumed that the scale factor vanishes at the initial time t = 0.
We note that this is an integral over the conformal Hubble radius, H−1. We see once
more that, if H is decaying, the largest contributions to the comoving horizon are
those from the later time being considered. This implies that in the early Universe,
the horizon was far smaller than it is today, thus limiting causal contact between
larger regions. However, observations of the CMB today show that its temperature
is nearly isotropic over scales which should not have been in contact in the early
Universe. Again, this appears to require a large fine-tuning of the initial conditions
of the Universe, which is usually undesirable.
In both cases we see that it is the requirement that the conformal Hubble radius
H−1 grows at all times that gives rise to these fine tuning issues. Should it decay
with time for a sufficient amount of time, Ω would approach 1 and the comoving
horizon would receive a very large contribution from the early Universe. This would
allow the regions that were in causal contact in the past to be larger, as well as
reducing the spatial curvature to the vanishing values observed. Introducing an epoch
of accelerated expansion — inflation — before the radiation domination era gives
precisely this decrease of the conformal Hubble radius and solves all these problems.
The requirement that inflation last for a large enough time to solve the problems
above can be translated into a condition on the number of times the size of the
Universe increases by a factor of e. This is what is commonly called the number of
e-folds and is given by
N = log
aend
a
=
∫ tend
t
Hdt′ , (3.3)
with the subscript ’end’ referring to the end of inflation. The solution of the problems
described above requires N & 60. During this time one must have H′ > 0 or
equivalently, the slow-roll parameter , defined as
 ≡ − H˙
H2
= −d logH
dN
, (3.4)
must obey  < 1. As already mentioned above, this implies a violation of the strong
energy condition for the matter dominating the Universe during inflation. We show
in the next section that a scalar field can violate that condition and thus inflate the
Universe, hence making scalar field theory a candidate for a viable model of the early
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Universe.
3.1.2. Scalar field dynamics
The dynamics of a scalar field are encoded in its action. For a canonical scalar field,
ϕ, it is given by
Sϕ =
∫
d4x
√−g
[
−1
2
∂µϕ∂
µϕ− V (ϕ)
]
, (3.5)
in which V (ϕ) is the scalar potential, which will determine most of the dynamics.
A more general action will be written down in Chapter 7, including multiple non-
canonical fields. However, the canonical single-field case will suffice for this review of
inflation. The stress-energy tensor for this action can be found by applying Eq. (2.9)
to this case, giving
Tµν = ∂µϕ∂νϕ− gµν
(
1
2
∂µϕ∂
µϕ+ V (ϕ)
)
. (3.6)
At the background level, the energy density and pressure are given by
ρ =
1
2
ϕ˙2 + V (ϕ) , (3.7)
P =
1
2
ϕ˙2 − V (ϕ) . (3.8)
It is now clear that the strong energy condition can be violated by this field if
V > (ϕ˙)2, i.e. if the field is moving sufficiently slowly along its potential. This is
what gives the name to the slow-roll parameter, , as the condition on the time
derivative of ϕ is equivalent to  < 1, the condition for successful inflation. In order
for inflation to last for the required number of e-folds, it is also necessary that  is
small for a sufficient amount of time. The η parameter is then defined as
η = − 1
2
d
dN
, (3.9)
to measure the rate of change of . Many more slow-roll parameters are defined, for
the higher derivatives of H, but we will not require them for this introduction. These
parameters measure the deviation of the background spacetime from a pure de Sitter
spacetime, which is given by the solution in Eq. (2.71) and for which the Hubble
rate H is constant. Most models of inflation have a long phase of slow-roll evolution
in which all slow-roll parameters are much smaller than unity and a solution can
be found perturbatively around the de Sitter solution. To see this in more detail,
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let us look at the evolution equation for the scalar field. It is obtained through the
variation of the action, Eq. (3.5), with respect to the scalar field and is called the
Klein-Gordon equation,
2ϕ− ∂ϕV (ϕ) = 0 , (3.10)
in which the 4-dimensional D’Alembert operator is given by 2 = ∇µ∇µ and ∂ϕ is
the derivative with respect to the scalar field. At the background level, this equation
is given by
ϕ¨+ 3Hϕ˙+ ∂ϕV = 0 . (3.11)
Together with the Friedmann equation, which in this case is given by
H2 =
8piG
3
(
1
2
ϕ˙2 + V (ϕ)
)
, (3.12)
these equations constitute the full system to solve at the background level for a single,
canonically normalized, scalar field. Solving them exactly for a generic potential
is often impossible and numerical techniques are usually employed. However, the
perturbative approach mentioned above can be used to simplify the solution of the
system considerably. This is the so-called slow-roll approximation, in which an
expansion in slow-roll parameters is made. This assumes that the slow-roll conditions
 1 , |η|  1 , (3.13)
hold true throughout the inflationary stage. As described above, the first condition
guarantees inflation and allows one to approximate
H2 ≈ 8piG
3
V (ϕ) . (3.14)
The condition on η allows for sufficient inflation and justifies neglecting the second
time derivative of ϕ when comparing it to Hϕ˙, giving a simplified version of the
Klein-Gordon equation,
ϕ˙ ≈ −∂ϕV
3H
. (3.15)
When these conditions are approximately valid, it is also useful to define the
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potential slow-roll parameters, given by
V =
1
16piG
(
∂ϕV
V
)2
, (3.16)
ηV =
1
8piG
∂2ϕV
V
. (3.17)
These parameters are small as a consequence of the original slow-roll conditions,
Eq. (3.13), and can be used as expansion parameters for a perturbative solution of
the equations of motion. One can calculate the expressions for the original slow-roll
parameters perturbatively, in terms of the potential ones. At first order in slow-roll,
this is given by
 ≈ V , η ≈ ηV − V . (3.18)
Using this, one can calculate an approximate number of e-folds by using
N ≈
∫ ϕ
ϕend
dϕ√
2V
, (3.19)
whose calculation just depends on the potential. The requirement that the number
of e-folds is greater than 60 then constrains the parameters of the potential through
the formula above.
3.1.3. Generation of fluctuations
We now turn to the study of quantum fluctuations around the homogeneous back-
ground of inflation. We review the calculation of their spectrum and show their
dependence on the slow-roll parameters defined above. We begin by writing the
perturbed Klein-Gordon equation at first order, in the gauge given by the conditions
δϕ = 0 , E = 0 , F i = 0 . (3.20)
It is then an equation for the curvature perturbation ψ, which in this gauge equals R,
the comoving curvature perturbation. After eliminating the other metric potentials,
φ and B, the resulting equation is
ψ′′ −∇2ψ +
(
H + 2ϕ
′′
ϕ′
+
8piGϕ′2 − 2H′
2H
)
ψ′ = 0 . (3.21)
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This can be rewritten in terms of the Sasaki-Mukhanov variable [32, 36], v = zψ,
with z = aϕ′/H, giving
v′′ −
[
∇2 + z
′′
z
]
v = 0 . (3.22)
One now performs a Fourier transform
v(τ, ~x) =
∫
d3k
(2pi)3
vk(τ)e
i~k·~x , (3.23)
finding
v′′k +
[
k2 − z
′′
z
]
vk = 0 . (3.24)
We now see that this is the equation for a harmonic oscillator with a time-dependent
frequency. We note that, if z′′/z > k2 an instability arises, increasing the amplitude of
the fluctuations enormously. Since z′′/z ∼ H2, this instability happens approximately
when the size of the Hubble radius equals the length scale in question, k−1. And,
given that the Hubble radius is decreasing throughout inflation, this enhancement of
fluctuations will happen to smaller and smaller scales until the end of inflation. Or,
from a different point of view, at sufficiently early times, each scale k is deep inside
the horizon (k2  z′′/z) and will eventually exit the horizon, while being amplified.
So far we have treated these fluctuations classically, which is a good approximation
as they exit the horizon. However, their evolution while still inside the horizon is
quantum mechanical, and thus, one must quantize the Mukhanov-Sasaki variable, v,
to account for the sub-horizon evolution. We simply perform the usual canonical
quantization, by elevating v and its conjugate momentum v′ to operators, via
v(τ, ~x) =
∫
d3k
(2pi)3
(
akvk(τ)e
i~k·~x + a†k(vk(τ))
∗e−i
~k·~x
)
, (3.25)
with ak and a
†
k being the anihilation and creation operators obeying
[ak, a
†
q] = (2pi)
3δ(3)(~k − ~q) , [ak, aq] = 0 , [a†k, a†q] = 0 . (3.26)
Canonical normalization of the operators v and v′ implies
[v(τ, ~x), v′(τ, ~y)] = i~δ(3)(~x−~y) , [v(τ, ~x), v(τ, ~y)] = 0 , [v′(τ, ~x), v′(τ, ~y)] = 0 . (3.27)
This in turn constrains the normalization of the mode functions to obey
vkv
∗ ′
k − v∗−kv′−k = i~ , |vk|2 = |v−k|2 , |v′k|2 = |v′−k|2 . (3.28)
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The vacuum state |0〉 is defined by
ak|0〉 = 0 , (3.29)
and is not unique. It can, however, be specified by requiring that the vaccum is
the state with minimum energy. This definition is not so clear when the system is
time-dependent, but can be accommodated, if one considers the sub-horizon limit, in
which z′′/z is negligible when compared to k2. This implies that the initial fluctuation
vk is given by
vk(τ → −∞) = e
−ikτ
√
2k
. (3.30)
This choice of vacuum state is called the Bunch–Davies Vacuum [175–177]. Excited
states have also been considered and we will show a mechanism for effectively creating
them, in Chapter 6.
Together with the normalization conditions given in Eq. (3.28), the initial conditions
in Eq. (3.30) completely fix the freedom of the functions vk(τ) and allow one to
find a unique solution. Finding such a solution analytically is not straightforward
and is impossible in most cases. However, if the slow-roll conditions are valid, an
approximation can be found for z′′/z, which is given by
z′′
z
≈ 2 + 6− 3η
τ 2
. (3.31)
Substituting this into the Mukhavov-Sasaki equation, Eq. (3.24), one finds the
following approximate solution
vk(τ) =
√−τ (c1(k)H(1)ν (−kτ) + c2(k)H(2)ν (−kτ)) , (3.32)
in which H
(i)
ν are Hankel functions of the ith kind of order ν, given by
ν ≈ 3
2
+ 2− η . (3.33)
Both  and η were approximated to constants to calculate this result. The k-
dependent coefficients c1 and c2 are to be determined by the initial conditions and
the normalization constraints. That procedure results in the following solution
vk(τ) =
√
pi
4
ei(2ν+1)
pi
4
√−τH(1)ν (−kτ) . (3.34)
Since the origin of these fluctuations is quantum mechanical, they form a stochastic
3.1: Inflation 59
field, whose realization cannot be predicted. What can be calculated are the correla-
tion functions of such a field. In this case, these are defined as vacuum expectation
values of collections of operators,
〈ABC...Z〉 ≡ 〈0|ABC...Z|0〉 . (3.35)
The most important one is the power spectrum, which is given by the two-point
correlation function. For the comoving curvature perturbation R, we define the
power spectrum PR by
〈RkRq〉 = PR(k)(2pi)3δ(3)(~k + ~q) . (3.36)
Using the fact that ψ = R in the gauge used here and the relation between ψ and v,
it is straightforward to show that
PR(k) =
|vk|2
2a2
. (3.37)
Continuing with the assumption of constant slow-roll parameters, we find the power
spectrum to be1
PR(k) =
H¯2
4M2Plk
3
k−4+2ητ 2(η−) , (3.38)
in which M2Pl = (8piG)
−1 is the reduced Planck mass and H¯ is defined by the solution
for a(τ) in this slow-roll regime:
a(τ) =
1
H¯(−τ) 11−
. (3.39)
From this result, we can immediately read off the spectral index
ns − 1 ≡ d log(k
3PR(k))
d log k
= −4+ 2η . (3.40)
All values of the slow-roll parameters are evaluated at horizon crossing, as the
approximation that they are constant is not expected to last for the entire duration
of inflation (except for exponential inflation). Evaluating the power spectrum at
horizon crossing allows us to recover the standard de Sitter result, by rewriting H¯ in
1In the approximation of constant slow-roll parameters, we have η = , so the time-dependence
shown here disappears. This is expected, as we will show below that R is conserved after horizon
crossing.
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terms of the Hubble rate at horizon crossing H∗,
H¯2 = k2H2∗ (− 1)2 . (3.41)
This results in
PR(k) =
H2∗
4∗M2Plk3
(1− ∗)2 , (3.42)
which differs slightly from the standard result because it takes into account higher
order contributions in slow-roll. We have now concluded the calculation of the
spectrum of scalar fluctuations generated during inflation. This is one of the most
important results in inflationary theory, since these fluctuations will later act as the
seeds of structure in the late Universe, as we discuss below.
This result also shows that the size of cosmological perturbations is initially de-
termined by the energy scale of inflation, H. Since this energy scale must be much
smaller than the Planck mass, we can conclude that cosmological fluctuations are
initially small. As mentioned in the beginning of Chapter 2, this is very important
for the validity of perturbation theory, as a perturbative expansion would otherwise
be impossible. Furthermore, should the result above have a very large amplitude, its
validity would be questionable, since perturbation theory was employed to derive it.
Given its smallness, we can conclude that our approach is consistent.
Another key prediction of inflation is the generation of primordial gravitational
waves, which we now review. The mechanism for their amplification is very similar
to that of scalar fluctuations, and they also originate from vacuum fluctuations. To
see that, let us start by rewriting the linear version of Eq. (2.161), the evolution
equation for tensor modes, in Fourier space. We expand the tensor fluctuations by
factoring out the polarization tensor, sij, resulting in
hij(τ, ~x) =
∫
d3k
(2pi)3
∑
s=+,×
sij(k)h
s
k(τ)e
i~k·~x , (3.43)
with sij(k) obeying 
i s
i (k) = k
isij(k) = 0 and +,× represent the two possible
polarizations of the tensor modes. In these variables, Eq. (2.161) becomes
hs ′′k + 2Hhs ′k + k2hsk = 0 , (3.44)
which is very similar to the equation for the curvature perturbation, Eq. (3.21).
The procedure to calculate the power spectrum is therefore also very similar. The
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canonical variable that one quantizes is vsk = ah
s
k/2 and the equivalent Mukhanov-
Sasaki equation is
vs′′k +
[
k2 − a
′′
a
]
vsk = 0 . (3.45)
Following the same procedures as before, one finds the power spectrum to be
Pt(k) = 2Ph(k) =
4
k3
H2∗
M2Pl
, (3.46)
in which we include the contributions from the two polarizations. The spectral index
is given by
nt ≡ d log(k
3Pt(k))
d log k
= −2 . (3.47)
The relative size of tensor fluctuations is measured by the tensor to scalar ratio r.
This is defined as the ratio of power spectra and is given by
r ≡ Pt
PR
= 16 . (3.48)
We can now see that nt and r must be proportional to each other in a slow-roll
scenario. Should both be measured in the future, one could test whether inflation
happened in a slow-roll regime.
So far, we have not described the statistics of the stochastic field of perturbations
beyond the two-point function. This is sufficient in cases in which the fluctuations
have Gaussian statistics, since all other correlation functions are either zero or
completely determined by the two-point function. However, in more general cases, all
correlation functions may be independent and understanding them can illuminate the
statistics of the fluctuations, which in turn are dependent on the fundamental physics
of inflation. The first correlation function of interest is the three-point function of
scalar perturbations, which defines the bispectrum, BR,
〈Rk1Rk2Rk3〉 = (2pi)3δ(3)(~k1 + ~k2 + ~k3)BR(k1, k2, k3) . (3.49)
A detection of a non-zero bispectrum would be a signal of non-Gaussianity, since
this correlation function vanishes for a Gaussian distribution. One of the aims of
many future experiments is to measure the effects of a finite primordial bispectrum,
as it would reveal much about the physics of the early Universe. A common way to
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parametrize non-Gaussianity is by defining fNL via
fNL(k1, k2, k3) =
5
6
BR(k1, k2, k3)
PR(k1)PR(k2) + PR(k1)PR(k3) + PR(k2)PR(k3)
. (3.50)
Since fNL is a function of three wave-vectors, which are constrained by the Dirac
delta function, it is useful to describe this dependence in terms of different triangle
configurations. The most common ones are the squeezed (k1 ≈ k2  k3), the equilat-
eral (k1 ≈ k2 ≈ k3) and the folded/flattened (k1 ≈ k2 ≈ k3/2) configurations [178].
Different models of the early Universe predict different shapes of non-Gaussianity,
which peak at the different configurations.
The prediction from single-field slow-roll inflation with a Bunch-Davies vacuum
is generically that fNL is small in all configurations. This is illustrated by a result
named the Maldacena consistency relation [179, 180] and given by
lim
k3→0
fNL(k1, k2, k3) =
5
12
(1− ns) . (3.51)
Since 1−ns is O(, η), this would imply that the detection of a substantial fNL in the
squeezed configuration would rule out single-field slow-roll inflation. Furthermore
it has recently been shown that even this result is too optimistic, as the observed
fNL actually vanishes in this limit due to observer effects [181–183]. This can be
explained by the fact that a curvature fluctuation on a scale larger than the horizon
would not be observed, as it amounts to a constant re-scaling of the background
scale factor. For this reason, such a large-scale fluctuation must not be correlated to
those on smaller scales, implying that the squeezed limit must be zero. Therefore any
measurement of non-Gaussianity in the squeezed limit would invalidate single-field
inflation.
The results shown in this section have all been evaluated at horizon crossing, but
are valid until the end of inflation and beyond. The reason for that is that both the
curvature perturbation R and the tensor amplitude h are conserved quantities at
super-horizon scales [46], as we now show. We begin by noting that R is related to
−ζ, defined in Eq. (2.134), via
− ζ = R+ k
2
H2
2ρ
3(ρ+ P )
Ψ , (3.52)
in which Ψ is one the Bardeen potentials shown in Eq. (2.143). We conclude here,
that on large scales, k  H, and assuming R ∼ Ψ, the second term is negligible and
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R = −ζ. Thus one has only to prove conservation of ζ.
The equation of motion for ζ can be derived from the energy conservation equation,
Eq. (2.162), and is given by
ζ ′ =
1
3
k2(v + E ′)−H δPnad
ρ+ P
, (3.53)
with δPnad being the non-adiabatic pressure perturbation. On super-horizon scales,
the first term is negligible, while the second one vanishes for adiabatic fluctuations,
such as those of a single scalar field undergoing slow-roll evolution. We conclude
therefore that ζ is conserved on super-horizon scales, which automatically implies R
is also conserved, given their similarity. We thus justify the evaluation of the power
spectrum at horizon crossing, since it will stop evolving after that point.
We have concluded that to compute predictions from inflationary models, such as
the spectral index, one must find the values of the slow-roll parameters at horizon
crossing. To do this, it is simpler to compute them using the potential slow-roll
parameters V and ηV as they can be found by simply taking derivatives of the
potential. A further step must be taken, however, to find the field value at which to
evaluate the derivatives of the potential. This can be done by writing the number
of e-folds as a function of the field value, using Eq. (3.19). For example, for the
Starobinsky model, whose potential in the Einstein frame is given by
V (ϕ) = Λ4
(
1− e−
√
2
3
ϕ
MPl
)2
, (3.54)
the potential slow-roll parameters are
V =
4
3
(
1− e
√
2
3
ϕ
MPl
)−2
≈ 4
3
e
−2
√
2
3
ϕ
MPl , (3.55)
and
ηV = −4
3
e
−
√
2
3
ϕ
MPl
(
1− 2e−
√
2
3
ϕ
MPl
)(
1− e−
√
2
3
ϕ
MPl
)−2
≈ −4
3
e
−
√
2
3
ϕ
MPl , (3.56)
while the number of e-folds before the end of inflation is
N(ϕ) ≈ 3
4
e
√
2
3
ϕ
MPl . (3.57)
This can be inverted very easily to give the following results for the spectral index,
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ns − 1 and tensor-to-scalar ratio r,
ns − 1 = − 2
N
, r =
12
N2
. (3.58)
Substituting in N = 60, required by the solution of the horizon and flatness problems,
results in ns = 0.967 and r = 0.003, which are among the values that better fit the
data collected so far [73]. The same procedure followed here can be used to compare
predictions of many single-field slow-roll inflationary models with experiment as has
been done, for example, in the reviews [41, 42].
3.1.4. Multi-field inflation
A very common extension of the inflationary scenario discussed here is the introduction
of additional scalar fields [51–56]. These scenarios are often richer in phenomenology
than the single-field case and also correspondingly more difficult to compute accurately,
which is why numerical methods are usually unavoidable [184–186]. The addition
of extra fields is also somewhat motivated from top-down physical theories, such as
string theory, in which many scalar fields appear naturally. Furthermore, even in the
Standard Model of particle physics, the Higgs field is present, and should it not be
the inflaton, it would be a second scalar present during inflation.2
Let us introduce a single extra scalar to exemplify some of the effects of multi-field
inflation. The action of the scalars is then
Sϕ =
∫
d4x
√−g
[
−1
2
∂µϕI∂
µϕI − V (ϕI)
]
, (3.59)
in which a sum is implied in the repeated field indices, which are labeled with capital
roman letters. The potential V (ϕI) may now include interaction terms between the
two fields.
At the background level, it is often useful to define the total field velocity as
ϕ˙ =
√
ϕ˙Iϕ˙I , (3.60)
so that the Friedmann equation can still be written as in Eq. (3.12). The background
trajectories are now two dimensional and will generically be substantially different,
given different initial conditions. This typically does not occur in single-field inflation,
since an attractor is reached in most cases [43, 189]. However, if the two-field potential
has a heavy direction, i.e. ∂22V is very large, for example, then all trajectories will
2See, however, Refs. [187, 188] for the case in which the Higgs is the inflaton.
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eventually be directed to the minimum in that direction. Often the evolution after
that is very similar to the single-field case.
We also split the field fluctuations along the directions parallel and perpendicular
to the background direction given by ϕ˙. We therefore define
δϕ ≡ δϕI ϕ˙
I
ϕ˙
, δS ≡ δϕIeIs , (3.61)
with eIs the unit vector perpendicular to ϕ˙
I , which we will call the entropic direction,
since fluctuations in that direction are non-adiabatic entropy perturbations. In
multi-field scenarios, it is more common to use flat gauge, ψ = 0, than the gauge
used above, in order to treat all fields equally. However, it is still useful to relate
the field fluctuations with the curvature perturbation R = −ζ [190, 191]. At linear
order, this relation is given by
R = H
ϕ˙
δϕ =
H
ϕ′
δϕ , (3.62)
which we have written also in terms of quantities in conformal time. We can now
rewrite the evolution equation for ζ, Eq. (3.53), in terms of R, on large scales as
([156, 192])
R′ = 2H
ϕ′
θ′δS , (3.63)
with θ′ the angular velocity in field space,
θ′ = −a2∂sV
ϕ′
, (3.64)
which is given in terms of the derivative of the potential with respect to the entropic
direction, ∂sV . As its name indicates, θ
′ parametrizes how fast the field trajectory
turns. Should the field follow a linear trajectory in field space, then we may conclude
that R is conserved.
Let us now analyse the evolution of entropy perturbations, δS. We do that by
projecting the perturbed Klein-Gordon equations in the entropic direction eIs. On
large scales, that equation is given by ([192, 193])
δS ′′ + 2HδS ′ + a2m2sδS = 0 , (3.65)
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with the effective mass, m2s, given by
m2s = ∂
2
sV + 3
(
θ′
a
)2
. (3.66)
We can conclude from here that the entropy fluctuations may be substantially damped,
if the effective mass ms is very large. This is the case when there is a heavy direction
in field space, since ∂2sV is very large, as mentioned above. If the turning rate θ
′
is small, then even the fluctuations generated in this case are very similar to those
arising in single-field inflation. However, if the opposite is true, and the turning
rate is larger than ∂2sV , then even with small entropy fluctuations, δS ∝ 1/θ′, the
sourcing of curvature fluctuations is still efficient, since R′ ∝ θ′δS ∼ 1. Therefore,
the results change with respect to the expectation of the single-field case, even if
ms is large. In the absence of a heavy direction, there is no general result and
substantial non-adiabatic fluctuations may be generated. Consequently the curvature
perturbation will not be conserved on super-horizon scales.
Many more interesting effects occur when two or more scalar fields are active during
inflation. One of them is the possibility of generating substantial non-Gaussianity,
since the existence of multiple active fields during inflation avoids the Maldacena
consistency relation. This is a very distinctive feature, and would be effective at
discerning this scenario from the single-field, slow-roll case. Furthermore, the presence
of non-adiabatic fluctuations and the related evolution of ζ on large scales gives
rise to a different tensor-to-scalar ratio than predicted in the single-field case. In
particular, the relation between r and nt is modified and it can be used to test
these models. Furthermore, entropy fluctuations can excite isocurvature modes after
inflation, which can leave an imprint on the later Universe. We will study these
isocurvature modes in Chapter 5 at second order in perturbations.
Further modifications of the multi-field scenario can also enrich their phenomenol-
ogy. In Chapter 7 we study such an inflation model, in which we add a non-minimal
coupling to gravity. As we will see below, this effectively gives rise to a modified
kinetic term, which can generate interesting effects such as a curved field space. Many
other effects can arise, which break the slow-roll assumption. In the next section we
discuss some of the scenarios in which that happens.
3.1.5. Breaking slow-roll
Another simple modification to the single-field slow-roll scenario described above is
to allow for a temporary break of slow-roll before the end of inflation. This can occur
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in many different situations, primarily if the potential has sharp features, such as a
step or a bump, in small regions in field space [194–199]. Alternatively, in models
with non-canonical kinetic terms, the feature may also be in the effective sound
speed of fluctuations, instead of the potential [200–205]. These situations can also
be created in a multi-field setting, by introducing fast changes in the inflationary
trajectory [204], or generating coherent oscillations in the entropic direction [206–209]
and also by changing the effective mass of the entropic direction [210], the latter of
which is related to our study of a quantum quench in Chapter 6.
All these situations have in common the fact that some quantity changes on a
time scale faster than the Hubble rate. This has the consequence of generating an
amplification or dampening of the fluctuations in the scales that crossed the horizon
when the feature was being traversed. Using the single-field case as an example, let
us note what happens if the quantity z′′/z changes rapidly but then returns to its
previous value. This is what happens in the case of a small step in the potential
around ϕ ≈ ϕ∗, which we can parametrize via
V (ϕ) = V0(ϕ)
[
1 + A tanh
(
ϕ− ϕ∗
B
)]
. (3.67)
For most of the field evolution, z′′/z is very similar to a′′/a. However, when the field
traverses the step, it accelerates, so that z′′/z increases for a short time and then
decreases below a′′/a when the field decelerates again. Scales which have already
exited the horizon when this occurs are not affected by this rapid change in z′′/z,
as are scales for which k  z′′/z. However, the evolution of intermediate scales is
modified since the ratio between k and z′′/z changes rapidly. For example, a scale
that would exit the horizon during the transition, is now amplified earlier, but then
re-enters the sub-horizon regime while the field decelerates, only to leave it again
shortly after. This temporary oscillatory phase lasts different amounts of time for
perturbations of different scales, generating a modulation in the amplitude of their
power spectrum. This modulation decays with k as smaller scales are progressively
less affected by the feature. The detailed analysis and explanation of this scenario is
given in Ref. [195], in which numerical calculations reveal the oscillations described
and how they depend on the parameters of the feature.
There have been some hints of these features in observations of the CMB, al-
beit with low statistical significance. However, their detection would provide us
with new insights into the physics of the early Universe and is even conjectured
to allow for a distinction between the inflationary scenario and other alternatives [209].
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We have now concluded our exposition of inflation and will now briefly describe
the evolution of the Universe after inflation, beginning at the stage of reheating and
proceeding with the evolution of the Universe until the generation of anisotropies in
the CMB.
3.2. Post-inflation evolution
3.2.1. From reheating to nucleosynthesis
The inflationary stage described in the previous section must have ended at some
point, at least in a patch that included our observable Universe. Therefore, the
inflationary potential must be such that, after some time of approximately slow-roll
evolution, a more rapid stage ensues, in which the slow-roll parameter  grows and
reaches unity. At this time, the accelerated expansion stops and the comoving horizon
begins growing. Consequently, fluctuations are no longer amplified. Beyond that
point in time, the energy density of the inflaton(s) must be transferred to other
fields, which are, or eventually decay to, the known particles of the Standard Model
of particle physics. This stage is called reheating [37–39] and is one of the least
understood stages of the evolution of the Universe. It is often modeled by assuming
that the inflaton potential has a minimum around which the field oscillates. A
coupling with other fields is then introduced as an effective decay rate, ΓϕR, which
converts the energy in the inflaton into radiation via the equation,
ρ′ϕ + 3(H + ΓϕR)ρϕ = 0 . (3.68)
Many different models exist that describe reheating and attempt to estimate when it
happens, how many e-folds it lasts and how efficient it is. The question regarding
its length in time is important because it influences when the fluctuations measured
today crossed the horizon, described by the number of e-folds, N , given above.
This is a theoretical uncertainty in most models of inflation and predictions are
usually calculated for 50 < N < 60. Fortunately, as we have seen in the example
of Starobinsky inflation above, predictions are often not very sensitive to small
variations of N and this uncertainty is not so relevant.
Furthermore, if only a single field is responsible for driving inflation, the large-scale
curvature perturbations generated are unaffected by the reheating stage, since ζ
is conserved on super-horizon scales. The fluctuations in ζ are distributed equally
between the different species and only an adiabatic mode survives. On the other
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hand, if there are multiple fields active until the end of inflation, ζ may no longer
be conserved and the detailed physics of reheating can play a role in its evolution.
Moreover, all fields have to decay to the Standard Model species, which implies that
their perturbations will be distributed in non-trivial ways among the perturbations
of the energy density of different species, generating isocurvature perturbations. The
way in which this happens is not straightforward to estimate and is often very model
dependent.
After reheating, the Universe enters a radiation dominated stage, described, at the
background level, by the solution given in Eq. (2.69). Most species are expected to
quickly reach a state of thermal equilibrium with a very high temperature, Treh > TeV,
since their densities are expected to be high enough to ensure their frequent interaction.
If all species reach this state of equilibrium, then isocurvature modes decay during
this stage [211], unless they are sourced by some other means.
The expansion of the Universe causes its temperature to decay as T ∝ 1/a, allowing
phase transitions to occur. Given our lack of knowledge of particle physics above the
TeV scale, it is not impossible that many phase transitions happened at very early
times, when the temperature was larger than that scale or even during inflation. This
may include a Grand Unification phase transition, in which the symmetry unifying
the strong and the electroweak interactions was broken; as well as a mechanism for
baryogenesis and leptogenesis. Again, many models exist to explain these phenomena,
but we will not describe them here.
The first phase transition that is known to have occurred is the electroweak
phase transition around the temperature of 100 GeV. At this stage, Standard model
particles acquired masses and the electromagnetic interaction splits from the weak
force. The weak interaction probability, σw, then began decaying as σw ∝ T 2 and the
corresponding interaction rate of electrons with neutrinos, Γν = neσw, now behaved
as Γν ∝ T 5, assuming the electrons are still relativistic with ne ∝ T 3. The expansion
rate, given by the Hubble parameter, changes with temperature as H ∝ T 2 during
the radiation dominated stage. At some point, after the temperature has fallen
sufficiently, the interaction rate falls below the expansion rate, making interactions
increasingly rare. Therefore, from that point on, at temperatures lower than about
T ∼ 1 MeV, neutrinos can no longer maintain equilibrium with the electrons and
consequently with all other interacting species. Soon after, the temperature drops
below the electron mass, me ≈ 511 keV and electrons efficiently annihilate with
positrons. Their number density drops further and this also contributes to the
complete decoupling of neutrinos from the remaining plasma of electrons and protons.
Furthermore, positron-electron annihilation produces many photons, and leads to
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an increase in their temperature. Since neutrinos are decoupled from the remaining
plasma, their temperature does not change at this stage and is thus kept lower
that the photon temperature throughout their evolution. Neutrinos then propagate
freely, thus forming the Cosmic neutrino background (CνB), which has never been
detected. Their free streaming also has important consequences for the evolution of
perturbations, since their distribution can now become anisotropic, as we will see in
the next section.
While the above was happening in the lepton sector, another phase transition
happened in the quark sector — the QCD phase transition. This occurred at
a temperature of around T ∼ 100 MeV, and, after this transition, the quark-
gluon plasma dissipated, and the quarks became confined in hadrons and mesons.
Eventually, most baryons decay to form protons and neutrons, with a ratio of
abundances determined by their mass difference ∆m = 1.293 MeV, via n/p = e−∆m/T .
This ratio is maintained by their frequent interactions via the weak force, but is
nevertheless decreasing due to the decay of temperature with the expansion of the
Universe. However, the interaction rate of weak interactions between protons and
neutrons falls below the Hubble rate at around T ≈ 0.7 MeV and then the neutron-
to-proton ratio is frozen at the value n/p ≈ 1/6. Due to their higher mass, neutrons
then decay into protons via beta decay with a lifetime of around 880 seconds, until
the temperature falls below that required for forming nuclei, T ∼ 0.1 MeV, at which
point the neutron-to-proton ratio has decreased to n/p ≈ 1/7. This is the starting
point of Big Bang Nucleosynthesis (BBN), whose relatively low temperature is due
to the small size of the baryon-to-photon ratio, ηbγ ∼ 10−10, which delays efficient
nuclei formation until the temperature drops well below their binding energy. When
nuclei do begin forming, protons and neutrons go through a chain of of reactions,
creating Deuterium and Helium-3, until most neutrons become bound in Helium-4
nuclei, since it is the most stable light element. The mass fraction of Helium-4
relative to that of all baryons is then easy to estimate with a counting argument to
be approximately 1/4. Other abundances of the light elements can also be predicted
using more refined calculations [212] and the agreement of these predictions with
measurements is a key piece of evidence of the Big Bang model of cosmology.
The origin of dark matter in the early Universe may have followed a similar
pathway as the other species. The hypothesis that dark matter is made of weakly
interacting massive particles (WIMPs) postulates that the weak interaction keeps
dark matter in equilibrium in the early Universe at a very high temperature. WIMPs
then decouple when their interaction rate falls below the freeze-out temperature,
being non-relativistic at that stage. This then fixes their abundance and comparing
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that to observations allows one to derive relations between the interaction rate and
the mass of the WIMP. However, the unknown nature of dark matter and the failure
of its direct detection in current experiments, implies that very little can be confirmed
about its origin and formation mechanism. In particular, it may have never been
in equilibrium at early times, such as happens in models describing dark matter as
composed of feebly interacting massive particles (FIMPs) [213]. Many other models
of dark matter exist, based, for example on axions [214] or even primordial black
holes [215]. Due to their very different formation mechanisms, and the fact that
many of them may contribute to the total dark matter energy density, it is difficult
to say with certainty how dark matter was formed and how it affected the early
Universe, besides through its action on the Universe as a cold species with negligible
interactions.
3.2.2. Recombination and the CMB
Background evolution and thermodynamics
After neutrino decoupling and shortly after nucleosynthesis has ran its course, at
z ∼ 108, the majority of the matter in the Universe is composed of: nearly massless
neutrinos that are free-streaming, cold dark matter behaving as dust and the baryon-
photon plasma, composed of electrons, ions and photons interacting via Compton
and Coulomb interactions. Radiation is still the dominant component of the Universe
and hence the background expansion rate still obeys the solution given by Eq. (2.69).
However, since the energy density of radiation dilutes faster than that of non-
relativistic matter, composed of both dark matter and baryons, it is inevitable
that the Universe becomes matter dominated after some time. This occurs at a
temperature T ∼ 1 eV, corresponding to a redshift z ≈ 3300.
The photons are kept in equilibrium with the remaining plasma due to Compton
interactions. However, since their temperature is now smaller than the masses of both
ions and electrons, these interactions do not cause the energy of the photons to change
appreciably. They are thus well described by the non-relativistic limit of Compton
scattering, called Thomson scattering. The cross-section for the interactions between
photons and electrons is σT = 4.328 × 10−29 m2, while that for the corresponding
interaction with protons is smaller by a factor of the square of their mass ratio,
(me/mp)
2 ∼ 10−7. The dominant interactions of photons are therefore those with
electrons, whose interaction rate is neσT , representing the inverse of the mean time a
photon travels between scatterings.
The interaction rate of Thomson scattering is sufficiently large to keep the plasma
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in equilibrium for a very long time. So long, that if nothing else were to occur, the
interaction rate would not fall below the expansion rate, H, until a redshift z ∼ 40.
However, before that, electrons begin combining with protons efficiently to form
atoms in the process called recombination. After this stage, almost all electrons
become bound in atoms and no longer interact with the photons. This sudden drop in
the free electron number density, ne, causes the Thomson interaction rate to sharply
decrease and fall below the expansion rate. Photons are then decoupled from the
baryon fluid and begin streaming freely. The point in which photons last scattered
happens at this stage and thus the Cosmic Microwave Background is formed, which
is observed today to have a temperature T = 2.35× 10−4 eV= 2.725 K.
The temperature and redshift at which decoupling happened are important quanti-
ties and are difficult to estimate analytically, due to the complicated non-equilibrium
physics of the process and the need to describe the different energy levels of the
hydrogen atom. This is usually done using numerical codes such as RECFAST [216]
and HyRec [217], which accurately compute the ionisation history using only a few
energy levels. However, an order of magnitude estimate can be obtained analyti-
cally and we shall briefly describe it now, beginning with a simplified description of
recombination and then estimating the decoupling temperature and redshift.
The quantity that controls recombination is the free electron fraction, given by
xe =
ne
nb
, (3.69)
with nb the baryon number density, which is approximately equal to the total number
density of electrons, due to the neutrality of the Universe and if we neglect the
contribution from helium atoms. We also assume that the only reaction that occurs
is
e− + p+ ↔ H + γ , (3.70)
since it is the dominant reaction for production of hydrogen. Under these conditions,
the Saha equation can describe the evolution of xe during equilibrium. It is given by
([87, 218])
x2e
1− xe =
√
pi
4
√
2ζ(3)
1
ηbγ
(me
T
)3/2
e−EH/T , (3.71)
with EH = 13.6 eV being the binding energy of hydrogen. We see that besides EH ,
the other parameter that controls the evolution is the baryon-to-photon ratio ηbγ.
Similarly to what was already described above for nucleosynthesis, the fact that ηbγ is
very small, implies that the temperature must fall far below the binding energy, EH ,
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for xe to deviate significantly from its initial value of xe = 1. Close to recombination,
xe falls rapidly due to the exponential factor in the Saha equation. Estimating the
start of recombination as the moment when xe = 0.5, results in a recombination
temperature of T = 0.32 eV and a corresponding redshift of z = 1360. Under the
approximations used here, xe then decays to zero exponentially. This solution is,
however, not very accurate after the first instants of recombination. This is because
it does not include the non-equilibrium effects of an expanding Universe. The main
effect is the freeze out of recombination, when the rate of the reaction above falls
below the expansion rate. Estimates from numerical solvers of the ionisation history
show that the free electron fraction asymptotes to a constant value of xe ∼ 10−3,
which is not reached until much later at a redshift of order 100.
To compute when the CMB was formed, one would need to go further and calculate
when decoupling happens. This can be estimated by comparing the interaction rate
of Thomson scattering and the Hubble rate, but even this simple estimate would
require a numerical solution for xe, so we will not describe the details here. That
estimate is also not very accurate for last scattering, as it would return a value of
z ≈ 900 when σTne = H [87]. A more accurate estimate is obtained by asking instead
at what redshift a photon is most likely to have last scattered. This probability is
described by the visibility function
g(τ) = −κ′e−κ , (3.72)
in which κ is the optical depth, defined via the integral of the interaction rate. Its
derivative in conformal time is therefore
κ′ = −aneσT , (3.73)
which is different from the interaction rate quoted above by a factor of a, due to
the change to conformal time. The function g(τ) can be shown numerically to peak
at the redshift zLSS = 1100, which defines the last scattering surface. This is the
redshift at which the CMB was formed.
After last scattering, photons do not interact very often and essentially only redshift
on their way to Earth, due to cosmic expansion. Because of this, and the fact that,
during recombination, the energy exchanges between photons and electrons are too
small, photons maintain their equilibrium spectrum, as given by Eq. (2.75) with
T ∝ a−1. This was measured to high precision by the COBE satellite, thus confirming
this prediction [219, 220]. Their energy density simply drops off as radiation with
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ργ ∝ a−4.
The free electrons that remain still interact frequently with photons until much
later, keeping their temperature matched to the photon temperature. This is because
of the much larger number of photons with respect to that of electrons, which
maintains equilibrium only for the least abundant of the two species. However, most
baryons are now in the form of hydrogen atoms, which are fully decoupled from the
remaining species. The background evolution of their energy density is that of dust,
ρb ∝ a−3.
This concludes our short review of the background evolution of the baryon-photon
plasma. Regarding the other species, in the standard model of cosmology, cold dark
matter simply evolves as dust, with ρc ∝ a−3, as do the baryons. The neutrinos
evolve as radiation, with ρν ∝ a−4, at least until their effective temperature is smaller
than their masses of O(eV), when they become non-relativistic.
Evolution of perturbations and CMB anisotropies
We have just described above the background and thermal evolution of the baryon-
photon plasma, as well as that of cold dark matter and neutrinos. Primordial
fluctuations from the very early Universe are transferred to all of these species,
generating density and velocity fluctuations or, more generally, fluctuations of their
distribution functions. The study of the evolution of these perturbations can provide
great insights into the evolution of the Universe, and allows us to predict the spectrum
of anisotropies of the CMB. This is one of the key observations of modern cosmology,
as it contains a very large amount of information about the primordial Universe, as
well as the cosmic expansion and the contents of the Universe. For this reason, we
briefly review here the methods used to compute the anisotropy spectrum.
The first issue we address is that of the state of perturbations at the start of this
stage, after electron-positron annihilation, which provides the initial conditions for
their evolution. As briefly mentioned above, the allocation of the primordial fluctua-
tions among each species depends on the character of the mode under consideration,
i.e., whether it is an adiabatic or an isocurvature mode. Initially, the adiabatic mode
has a non-zero curvature perturbation, ζ ∝ −R, and all entropy fluctuations Ssr
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vanish3. These are given by
Ssr =
δs
1 + ws
− δr
1 + wr
, (3.74)
with δs and ws, respectively, the density contrast and equation of state parameter
of each species. For an isocurvature perturbation, the opposite is true, with the
curvature perturbation vanishing initially and one or more of the entropy fluctuations
being finite.4
A prediction of the relative sizes of each of these modes is non-trivial, not only
because many different models of inflation exist, but also because the evolution
between reheating and the stage under study here is not straightforward. On the
one hand, we are fairly confident that the adiabatic mode exists and is conserved
throughout its super-horizon evolution, and its amplitude has been measured. On
the other hand, the isocurvature modes may be generated by multi-field inflation,
but may later decay substantially, if the species they relate to reaches equilibrium.
Their size when species decouple is therefore the result of a competition of their size
after reheating and how much they decayed over their evolution. This is generally
unpredictable, unless one has a very detailed model of the entire evolution. Here and
in the rest of this thesis, we take the agnostic view and study all isocurvature modes
and their possible contributions to the evolution of fluctuations.
The evolution equations for the fluctuations of the relevant species are essentially
given in Section 2.3.4 of Chapter 2, except for the absence of collision terms. Neutrinos
and dark matter are not interacting during the stage of interest and therefore will obey
the Liouville equation and the conservation of their individual stress-energy tensors.
Furthermore, due to the high rate of Coulomb interactions between electrons and ions,
we will assume that they form a single fluid of baryons, even before recombination,
and thus we will not need to know the collision term for those interactions. Photons
and charged particles, however, do interact very strongly via Thomson scattering
and their collision term must be calculated in order to describe the evolution of
their perturbations accurately. The calculation of the collision term for photons was
performed in detail up to second order in Ref. [221] and we now reproduce the main
steps.
3Note that these quantities are different from the the entropy fluctuations, δS, defined in multi-field
inflation in Eq. (3.61). In spite of their probable connection due to the generating mechanism
of isocurvature, it is unlikely that these two quantities are equal in most cases, so we chose to
distinguish them explicitly by using the different notation, Ssr.
4A more complete definition and description of all the possible isocurvature modes is given in
Chapter 5, in which these modes are studied in great detail and up to second order.
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The collision rate C[f ](~p) is defined as the rate of change of the number of particles
with momentum ~p. The reaction in question is Thomson scattering,
γ(~p) + e−(~q) ↔ γ(~p′) + e−(~q′) , (3.75)
where we have explicitly labeled all momenta. The collision rate is an integral over
all possible momenta that contribute to create or destroy a photon of momentum ~p.
It is given by
C[f ](~p) =
∫
d3q
(2pi)3Eq
∫
d3p′
(2pi)3Ep′
∫
d3q′
(2pi)3Eq′
|M|2 δ(3)(~p+ ~q − ~p′ − ~q′) (3.76)
× δ(Ep + Eq − Ep′ − Eq′) [fp′gq′(1 + fp)(1− gq)− fpgq(1 + fp′)(1− gq′)] ,
in which Ex is the energy of the particle labeled by momentum x in the tetrad frame,
f is the distribution function of photons, g is the distribution function of electrons
and |M|2 is the Thomson interaction amplitude. The delta functions enforce energy
and momentum conservation. This expression is rather general and no approximation
has been used. However, to transform it into a more useful form, we eliminate the
momentum ~q′ with the delta function, and we perturb the result in two different
ways. First we expand the photon distribution function f in cosmological fluctuations
as fp = f
(0)
p + δfp. Second, we expand all other quantities in powers of the energy
transfer,
Eq − Eq′
T
≈ q
me
, (3.77)
which as mentioned above, is very small at these temperatures, in which the electron
momentum q is non-relativistic. The Thomson amplitude is, in this approximation,
|M|2 = 6piσTm2e
(
1 + cos2 θ
)
, (3.78)
where cos θ = ~n · ~n′ is the cosine of the angle between the photon momenta. The
electron distribution function for momentum ~q′ is expanded around the one for the
ingoing momentum ~q in powers of the energy transfer. After this expansion, the
expression for C[f ] includes integrals of gq multiplied by several powers of the electron
momentum q. Given that we know the electron distribution function to be of the
Maxwell-Boltzmann form, these integrals are simple to calculate in terms of the
moments of the distribution, such as the free electron number density ne and the
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average velocity of electrons, ve. At first order, the result is
C[f ] = −3
8
neσTp
∫
dΩ′
4pi
(3 + cos 2θ) [δf(p, ~n)− δf(p, ~n′) (3.79)
+p(~n− ~n′) · ~vef (0)′(p)
]
.
To obtain the source terms for the equations of the brightness tensors, one then has
to integrate this result over the momentum p and over the angular directions with
different powers of the direction vector ni. This results in the following expressions
for the collision terms up to rank 2 brightness tensors:∫
dΩ
4pi
∫
dp p3 1
p0
C[f ]∫
dp p3f (0)(τ, p)
= 0 , (3.80)∫
dΩ
4pi
ni
∫
dp p3 1
p0
C[f ]∫
dp p3f (0)(τ, p)
=
4
3
κ′(viγ − vie) , (3.81)∫
dΩ
4pi
ninj
∫
dp p3 1
p0
C[f ]∫
dp p3f (0)(τ, p)
=
9
10
κ′∆ijγT . (3.82)
We have included the factor 1/p0 multiplying each collision rate, since that is what
appears when the Boltzmann equation is written in terms of conformal time, as
seen in Eq. (2.165). We conclude from here that, at first order in perturbations,
the energy conservation equation for photons is not sourced by collisions, while the
the momentum conservation equation has a source that depends on the velocity
difference between the photons and the baryons. The evolution of anisotropic stress
is only sourced by itself.
At very early times, when the interaction rate is very high, the collision terms
drive the evolution to make them vanish, as any deviation from this generates a very
strong source in the equations. Therefore, at sufficiently early times, one may use
the tight coupling approximation:
viγ = v
i
e ≡ vibγ , ∆ijγT = 0 . (3.83)
This implies that we will require one fewer equation to describe the evolution, as
there will be a single Euler equation for the baryon-photon plasma. Note, however,
that since the collision term does not affect the energy conservation equation, one
still has to evolve two equations for the evolution of δγ and δb.
The same arguments used to show the vanishing of the anisotropic stress can also
be used to show that all higher rank brightness tensors are zero in this approximation.
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This means that the photon fluid acts as a perfect fluid with interactions at early
times. Furthermore, this also implies that no anisotropies are generated in this fluid.
It is only around last scattering that anisotropies are created, since there are no more
interactions to stop photons from free streaming. The small inhomogeneities in the
gravitational potentials and the photon energy density are then transformed into
anisotropies at recombination and this is, in essence, what we later observe in the
CMB. We shall briefly review the calculation of the spectrum of anisotropies below.
Before going into the details of the anisotropy generation, we briefly mention
how dark matter and neutrinos evolve. Dark matter behaves like dust, having
negligible pressure and anisotropic stress. Its evolution therefore follows Eqs. (2.162)
and (2.163) with P = δP = Π = 0. This has the effect that dark matter clusters
according to the gravitational field being sourced by all species. The neutrinos
follow the same equations but with Pν = ρ/3 and δP = δρ/3. Because they have
no interactions, their anisotropic stress is not suppressed, as it is initially in the
photon fluid. However, because they did interact strongly in the past, anisotropies
only start being generated after their decoupling, which happens only slightly earlier
than the epoch under analysis here. Furthermore, anisotropies only grow when
sourced by inhomogeneities, hence, only after the fluctuations re-enter the Hubble
horizon and “see” an inhomogeneous Universe, can the anisotropic stress be generated.
All this is encoded in Eq. (2.172) without collision term and more generally in the
Liouville equation for neutrinos. In spite of it being initially negligible for the scales
of interest, neutrinos eventually contribute with a source of anisotropic stress in the
pre-recombination Universe and this has an effect on the gravitational potentials,
through the space-space Einstein equation, Eq. (2.159).
We now move on to the estimation of the CMB anisotropies, which are later
measured in the temperature field. We provide a simplified description, following
Ref. [222], but change much of the notation and do the calculations in a different
gauge.
The temperature fluctuations Θ are defined by a modification of the background
photon distribution function, given by
f(τ, ~x, p, ~n) =
[
exp
(
p
T (0)(τ) [1 + Θ(τ, ~x, p, ~n)]
)
− 1
]−1
. (3.84)
These temperature perturbations can easily be shown to be related to the brightness
fluctuations, ∆, defined in Chapter 2, via
∆γ = 4Θ + 6Θ
2 , (3.85)
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and are thus an equivalent way of describing the perturbed Boltzmann equation.5
We aim to compute the fluctuations of Θ today and to calculate their angular
power spectrum, since this is what is measured in the CMB. This is defined by
CTT` ≡
1
4pi
∫
dΩdΩ′P`(nin′i)〈Θ(~n)Θ(~n′)〉 , (3.86)
in which P` are Legendre polynomials of order ` and all variables are evaluated at
the present time and at the position of the Earth. The Legendre polynomials, P`(x)
always include their argument raised up to the power `, i.e. x`. This implies that
to calculate the spectrum at a value ` requires knowledge of the brightness tensors
up to rank `. Therefore, if one is interested in predicting the CMB power spectrum
up to ` of order 1000, one needs to evolve at least the same number of differential
equations for photons plus those for the other species and the Einstein equations.
A numerical solution is thus very computationally intensive and the original codes
written for that task, such as COSMICS [155], could take several days to compute
the spectrum. Fortunately, a different method exists, using the so-called line-of-sight
formalism [67]. It uses a different way to solve the Boltzmann equation, which we
now describe.
We begin by rewriting the momentum integrated Boltzmann equation, Eq. (2.169),
at first order and in terms of the temperature fluctuation, Θ,
Θ′ + ni∂iΘ− κ′Θ = −ninjC ′ij − κ′
[
nivb i +
3
4
∫
dΩ′
4pi
(1 + (nin′i)
2)Θ(~n′)
]
, (3.87)
which we wrote in synchronous gauge, as before, and included the collision term
derived above. A line of sight is then defined as a null curve linking a point in which
a photon was emitted (E) to the point where it was received (R). We parametrise
this curve by the affine parameter λ and we see that its tangent vector can be written
as (1, ni) in the tetrad basis. Using these facts, we can conclude that the first two
terms in Eq. (3.87) can be re-written as
Θ′ + ni∂iΘ =
dΘ
dλ
. (3.88)
Given this, and the fact that κ′ = dκ/dλ, the full equation can be formally solved by
5The relation shown above is obtained given a certain definition of temperature, which is in this
case associated to the first moment of the distribution function, the brightness. At second
order the different definitions of temperature do not coincide and one must choose a definition
carefully. For more details, the reader is directed to Refs. [87, 223].
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an integral over the variable λ, given by
[
Θe−κ
]
R
=
[
Θe−κ
]
E
+
∫ R
E
dλe−κS , (3.89)
with S being the right-hand side of Eq. (3.87) and E, R being, once more, the two
ends of the line of sight. Given that we are interested in calculating Θ at our current
position on Earth, we assign that position to point R, for which the optical depth, κ,
vanishes. Emission occurs at very early times, when κ 1, so we can neglect the
first term on the right-hand side. Performing the angular integral in the source term,
we find
[Θ]R =
∫ R
E
dλ
[
−κ′e−κ
(
Θ0 +
3
4
ΘijT ninj + n
ivb i
)
− e−κninjC ′ij
]
, (3.90)
in which we have used the temperature tensors of rank 0 (Θ0) and rank 2 (Θ
ij
T ) that
are related to the brightness tensors via the same relation as in Eq. (3.85). It now
becomes clear how this result leads to a huge simplification of the calculation of
the spectrum of anisotropies, since one only needs to compute two of the brightness
tensors to calculate the full temperature fluctuation today. The authors of this
method developed the Boltzmann solver CMBFAST [67, 224, 225], which improved
the computation time of the anisotropy spectrum by several orders of magnitude.
This method is now used in all modern Boltzmann solvers, including the linear codes
CAMB [68], CLASS [69], CMBEasy [226], PyCosmo [227] and the second order codes
SONG [87] and CMBQuick.
Having now described the line-of-sight formalism, we now have all the ingredients
to accurately calculate the power spectrum of the CMB. To conclude this chapter,
let us now summarize the steps of a complete calculation. They are
• Compute the background evolution;
• Compute the ionization history;
• Initialize perturbations with adiabatic or isocurvature modes;
• Evolve the equations for the perturbations in Fourier space;
• Calculate the sources for the line-of-sight integral;
• Compute C`.
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This is the typical procedure followed by a Boltzmann solver, although many details
have been omitted.
Boltzmann codes often do far more than just computing the C`s, being able to
calculate also the polarization of the CMB, as well as its lensing at late time. They
are also able to calculate the matter power spectrum at a range of scales, along with
the galaxy number count spectrum and that of the weak lensing potential. Second
order codes are able to go even further and can calculate the intrinsic bispectrum
of the CMB, as well as the generation of vorticity and cosmic magnetic fields. In
Chapter 5, we discuss how to extend these calculations at second order to the case
of isocurvature initial conditions.
4. The evolution of the curvature
perturbation in the presence of
vectors and tensors
4.1. Introduction
In this chapter, we study the evolution of the curvature perturbation at second order.
We have already seen in Chapter 3 that, for simple inflation models, this quantity
is conserved on super-horizon scales at the linear level. Here we study the effect of
non-linearities on that result, which include the mode coupling between scales and
between scalars, vectors and tensors. We start by reviewing the different versions of
the gauge-invariant curvature perturbation on uniform density hypersurfaces and
show how they are related. We then derive the evolution equation for each convention
and compare the results. Besides the scalar contributions we also keep all vector and
tensor contributions, as well as the anisotropic stress. Finally, we take the large-scale
limit and check for the conditions of existence of conserved quantities.
The chapter is organized as follows. In the next section, we present the different
conventions for the metric perturbations and give the necessary gauge transformations.
The different definitions of ζ are given in Section 4.3, along with a number of auxiliary
gauge invariant quantities. A derivation of the evolution of ζ(2) is presented in Section
4.4. We then present our conclusions in Section 4.5.
4.2. Definitions of the spatial metric
In this initial section, we build on the treatment of cosmological perturbation theory
developed in Chapter 2 and introduce four different ways to split the the metric
tensor into perturbations. These vary in the way the spatial part of the metric is
arranged. The version that we will use in most of the calculations below takes the
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form given by Eqs. (2.81)–(2.83), which we now reproduce:
g00 =− a2 (1 + 2φ) , (4.1)
gi0 =a
2 (B,i − Si) , (4.2)
gij =a
2 [δij + 2Cij] . (4.3)
The first convention we will treat is defined by arranging Cij as in Eq. (2.84), i.e.
Cij = −ψδij + E,ij + F(i,j) + hij . (4.4)
This is the metric convention used by Mukhanov, Feldman and Brandenberger in
Ref. [153] and Malik and Wands in Ref. [156], for example.
This first convention for ψ can be understood, at first order, as the perturbation
to the intrinsic curvature, as explained in Appendix A. As we will see, the other con-
ventions do not have this property, but can be generally understood as perturbations
to the scale factor a(t). Appendix A also contains a definition of the scale factor
from the extrinsic curvature, which is more easily relatable to the versions of ψ given
below.
A variation from the form given in Eq. (4.4) consists of collecting the trace of Cij
in a single variable, here denoted by ψT . This split was used, e.g., by Bardeen in
Ref. [148] and also by Kodama and Sasaki in Ref. [150], where ψT was denoted by
HL. The perturbation to the spatial part of the metric becomes
Cij = −ψT δij + E,ij − 1
3
δij∇2E + F(i,j) + hij , (4.5)
which, upon comparison with the previous convention, Eq. (4.4), shows that the new
curvature perturbation ψT is related to ψ at all orders via
ψT = ψ − 1
3
∇2E . (4.6)
The third kind of decomposition of gij we will treat is similar to the second one,
Eq. (4.5), but factors out the determinant of the spatial part of the metric, instead
of the trace. This is the decomposition used by Salopek and Bond in Ref. [43] and
also by Maldacena in Ref. [228]. It can be written as
gij = a
2e2ψD [eω]ij , (4.7)
in which ω is a traceless tensor and ψD is the curvature perturbation of interest in
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this convention, defined by
e6ψD ≡ det(gij/a2) . (4.8)
This quantity is usually interpreted as being a perturbation to the number of e-folds
[43], N , given by N = ln a− ψD − ψ2D. A related interpretation would be to think
of it as a perturbation to the volume of spatial hypersurfaces, as it is proportional
to the determinant of the spatial metric. It can be shown [156], that, up to second
order, ψD is related to the other conventions by the following expressions,
ψD =− ψT − 1
3
CijC
ij = (4.9)
=− ψ + 1
3
∇2E − ψ2 − 1
3
hijh
ij +
2
3
ψ∇2E
− 2
3
hij (E,ij + Fi,j)− 1
3
F(i,j)F
j,i − 1
3
E,ij
(
2F i,j + E,ij
)
. (4.10)
The fourth convention is not a variation of gij per se, but only a different way
of defining the curvature perturbation. As with the third definition, Eq. (4.7), we
factor out the determinant of the spatial part of the metric, but in this case, we use
the inverse metric to do so. Therefore, it is now defined as
gij = a−2e−2ψI [eωI ]ij, (4.11)
in which, again, ωI is a traceless tensor and ψI is the new version of the curvature
perturbation, determined by e−6ψI ≡ det(gija2). To our knowledge, this is the first
time this definition has been used in the literature. Concerning its interpretation, it
can still be seen as a perturbation to the scale factor and we find it to be equal to
the integrated expansion, when the latter is evaluated in a comoving threading (see
Appendix A for more details). Comparing this new version of ψ to the original one,
we find the following relation
ψI =− ψ + 1
3
∇2E − ψ2 − 1
3
hijh
ij +
2
3
ψ∇2E + 1
6
(
B,i − Si
) (
B,i − Si)
− 2
3
hij (E,ij + Fi,j)− 1
3
F(i,j)F
j,i − 1
3
E1,ij
(
2F i,j + E,ij
)
. (4.12)
We will use these four conventions to define different versions of the gauge-invariant
curvature perturbation in the next section.
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4.3. Gauge-invariant quantities
The method we use to generate gauge-invariant variables is described in Chapter 2
and Refs. [142, 156], and starts with performing a gauge transformation on a variable
of interest, e.g. ψ. One then substitutes the gauge generator components ξµ with those
obtained by solving a gauge fixing constraint, e.g. δ˜ρ = 0. The end result is a gauge-
invariant quantity, e.g. the curvature perturbation in uniform density hypersurfaces,
ζ. We apply this method for the quantities of interest in the subsections below.
4.3.1. Curvature perturbation on uniform density
hypersurfaces
The focus of this chapter is the curvature perturbation on uniform density hypersur-
faces ζ. As was already mentioned in Chapter 2 above, it is defined to be equal to
−ψ in the gauge in which the density field is uniform (δ˜ρ = 0). Starting with our
first convention for the metric, Eq. (4.4), this condition is sufficient to fully construct
ζ at first order as ([34, 46])
ζ(1) ≡ −ψ(1) −Hδρ
(1)
ρ′
. (4.13)
However, at second order, one is also forced to specify the first-order gauge to define
this curvature perturbation unambiguously. For this convention of the metric tensor,
Eq. (4.4), we will use the following gauge conditions to define ζ(2) ([50])
ζ(2) ≡ −ψ˜(2) , if δ˜ρ(2) = δ˜ρ(1) = E˜(1) = 0 , F˜ (1)i = 0 . (4.14)
These add a flat threading (E˜(1) = 0 , F˜
(1)
i = 0) to the uniform density gauge
(often defined only with δ˜ρ = 0). The general formal expression for ζ(2) is given in
Ref. [156]. In full detail, the formula is rather complicated and we write it here with
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the r.h.s. evaluated in flat gauge,
ζ(2) =− H
ρ′
δρ(2) +
1
ρ′2
(
2H2 +H′ −Hρ
′′
ρ′
)
δρ(1) 2 +
2H
ρ′2
δρ(1)δρ(1)′
− 1
2ρ′2
δρ
(1)
,k δρ
(1),k − 1
ρ′
(
B
(1)
,k − S(1)k
)
δρ(1),k
+∇−2
{
1
2
[
1
ρ′2
δρ(1),iδρ(1),j +
2
ρ′
δρ(1),(i
(
B(1),j) − S(1) j))]
,ij
+
1
ρ′
(
h(1) ij′ + 2Hh(1) ij) δρ(1),ij} . (4.15)
We can see that, in contrast with the first-order result, the second order ζ is much
harder to relate to density perturbations in flat gauge, given the presence of vectors
and tensors. In spite of this, this expression is still useful in writing the gauge-
invariant curvature perturbation in terms of multiple scalar fields, as is done in
Refs. [190, 191].
Let us now move to the second convention of the metric, Eq. (4.5). In this case,
δ˜ρ = 0 is no longer a sufficient gauge condition to define an invariant, even at first
order; one must also specify the scalar part of the threading, due to the inclusion
of E in the definition of ψT (see Eq. (4.6)). The extra condition we choose here is
v˜(1) = 0, which results in the following expression1
ζ
(1)
T = −ψ(1)T −
H
ρ′
δρ(1) +
1
3
∇2
∫
v(1)dτ , (4.16)
in which the integral in conformal time is indefinite. The introduction of these
integrals is the disadvantage of using the gauge condition, v˜(1) = 0. This might be
problematic, as this condition only sets the gauge up to an arbitrary function of
the spatial coordinates, which, in turn, might spoil the gauge invariance of the new
variable. In spite of this, it is possible to construct a gauge invariant quantity, by
defining it to be
ζ
(1)
T ≡ ζ(1) +
1
3
∇2
∫
J (1)dτ . (4.17)
with J (1) being the gauge-invariant velocity on flat hypersurfaces, defined by
J (1) = E(1)′ + v(1) . (4.18)
1An alternative choice would be E˜(1) = 0, but that would simply result in the expression for the
original metric convention, as ψ˜
(1)
T = ψ˜
(1) in that case.
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While the integral in Eq. (4.17) is still indefinite, the integrand is gauge invariant
and, therefore, this is the definition we use.
At second order, one sets the second order gauge in the same way, i.e. δ˜ρ(2) =
v˜(2) = 0 and, to avoid additional issues with indefinite integrals, one can choose
δ˜ρ(1) = E˜(1) = F˜
(1)
i = 0 for the first order gauge fixing. With this choice, we find
ζ
(2)
T = ζ
(2) +
1
3
∇2
∫
J (2)dτ, (4.19)
in which J (2) is the second order equivalent of J (2) in this gauge, i.e. it equals
E(2)′ + v(2) in the gauge obeying δ˜ρ(1) = E˜(1) = F˜ (1)i = 0. As is visible in the
expression above, Eq. (4.17), the only variable of interest is ∇2J (2) and hence, for
shortness of presentation, that is all we show below, with the r.h.s. evaluated in flat
gauge
∇2J (2) =∇2v(2) + 2
ρ′
[
δρ(1)
(
H(v(1) iV + v(1),i)− v(1) i′V − v(1)′,i
)]
,i
(4.20)
+
[
δρ
(1)
,i δρ
(1),i
2ρ′2
+
(
B(1),i − S(1) i) δρ(1),i
ρ′
+∇−2
{
−3
2
[
1
ρ′2
δρ(1),iδρ(1),j +
2
ρ′
δρ(1),(i
(
B(1),j) − S(1) j))]
,ij
− 3
ρ′
(
h(1) ij′ + 2Hh(1) ij) δρ(1),ij}]′ .
As we will see in Section 4.4, this quantity is relevant regardless of the choice of
convention for the metric, as it will appear in the evolution equation for the curvature
perturbation.
Let us now turn to the third convention of the metric, Eq. (4.7). For this case, ζD
will be defined as being equal to ψD instead of−ψD, in order to keep the same sign as ζ.
Starting at first order, we see that we get either ζ
(1)
D = ζ
(1) or ζ
(1)
D(v) = ζ
(1)
T , depending
on whether we choose E˜(1) = 0 or v˜(1) = 0, respectively, for fixing the threading.
The second order result is more interesting, as there is no gauge fixing for which it
is equal to either of the other definitions above. In the most conservative case, the
choice of gauge fixing is δ˜ρ(2) = E˜(2) = 0 at second order and δ˜ρ(1) = E˜(1) = F˜
(1)
i = 0
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at first order. This results in2
ζ
(2)
D = ζ
(2) − 2
3
h
(1)
ij h
(1) ij − 2(ζ(1))2 . (4.21)
A different gauge fixing is δ˜ρ(2) = v˜(2) = 0 and δ˜ρ(1) = v˜(1) = v˜
(1)
V i = 0, for which the
result is
ζ
(2)
D(v) =ζ
(2) +
1
3
∫
∇2J (2)dτ − 2
3
h
(1)
ij h
(1) ij − 2(ζ(1))2 + 2ζ(1),i
∫ (
J (1),i + V (1) i
)
dτ
+
2
3
∫ {[(
J (1),i + V (1) i
)
Υ(1)
]
,i
+∇2J (1),i
∫ (
J (1),i + V (1) i
)
dτ ′
}
dτ , (4.22)
in which V (1) i is the gauge-invariant velocity vector perturbation in flat hypersurfaces
and Υ is the gauge-invariant lapse perturbation in uniform density hypersurfaces. In
a general gauge, these quantities are given by
V (1) i = v
(1) i
V + F
(1) i′, (4.23)
Υ(1) = φ(1) −Hδρ
(1)
ρ′
−
(
δρ(1)
ρ′
)′
. (4.24)
For the fourth version of the curvature perturbation, Eq. (4.11), the procedure
is very similar to the one for the third convention. As in the previous case, the
first-order quantities obey ζ
(1)
I = ζ
(1) or ζ
(1)
I(v) = ζ
(1)
T , depending on whether E˜
(1) = 0
or v˜(1) = 0 is chosen for setting the threading. At second order, the results are
ζ
(2)
I = ζ
(1) − 2
3
h
(1)
ij h
(1)ij − 2(ζ(1))2 (4.25)
+
1
3
(
W
(1)
i − V (1)i + A(1),i − J (1),i
) (
W (1) i − V (1) i + A(1),i − J (1),i) ,
if the gauge is fixed with δ˜ρ(2) = E˜(2) = 0 and δ˜ρ(1) = E˜(1) = F˜
(1)
i = 0, and
ζ
(2)
I(v) = ζ
(2) +
1
3
∫
∇2J (2)dτ − 2
3
h
(1)
ij h
(1) ij − 2(ζ(1))2 (4.26)
+
1
3
(
W
(1)
i + A
(1)
,i
) (
W (1)i + A(1),i
)
+ 2ζ
(1)
,i
∫ (
J (1),i + V (1) i
)
dτ
+
2
3
∫ {[(
J (1),i + V (1) i
)
Υ(1)
]
,i
+∇2J (1),i
∫ (
J (1),i + V (1)i
)
dτ ′
}
dτ ,
2This result is well known in the case without tensors. See, for example, Refs. [45, 49, 190].
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when the gauge choice is δ˜ρ(2) = v˜(2) = 0 and δ˜ρ(1) = v˜(1) = v˜
(1)
V i = 0. The new
first-order gauge-invariant quantities that appear are the vector velocity in zero shift
gauge, W
(1)
i , and the momentum perturbation in uniform density gauge, A
(1). They
are given by
W
(1)
i = v
(1)
V i − S(1)i , (4.27)
A(1) = v(1) +B(1) +
δρ(1)
ρ′
. (4.28)
4.3.2. Non-adiabatic pressure
One of the quantities determining the evolution of the curvature perturbation is
the non-adiabatic pressure [46, 148, 150, 229, 230] as we have already mentioned in
Chapter 3. It is defined as the deviation from the adiabatic relation as
δP = c2sδρ+ δPnad , (4.29)
with cs the adiabatic sound speed defined as c
2
s = P
′/ρ′. At first order, this definition
automatically generates a gauge-invariant quantity, but, at second order, this is
not sufficient and one can define many quantities that reproduce the definition,
Eq. (4.29), when particular gauge choices are made. Our first choice is to define a
gauge-invariant quantity in the gauge in which δ˜ρ(1) = E˜(1) = F˜
(1)
i = 0. In a general
gauge, this quantity is given by
δP
(2)
nad =δP
(2) − c2sδρ(2) −
2
ρ′
δρ(1)δP (1)′ +
(
P ′′
ρ′2
− P
′ρ′′
ρ′3
)
(δρ(1))2
+
2c2s
ρ′
δρ(1)δρ(1)′ − 2 (F (1) i + E(1),i) δP (1)nad,i , (4.30)
which we still name δPnad, for simplicity. With the different choice of threading,
v˜(1) = v˜
(1)
V i = 0, one finds instead the quantity
δP
(2)
nad (v) = δP
(2)
nad + 2δP
(1)
nad,i
∫ (
V (1) i + J (1),i
)
dτ . (4.31)
For a barotropic fluid, with P = P (ρ), both expressions vanish, as can be easily
checked by evaluating them in their defining gauge, i.e. with δρ(1) = E(1) = F
(1)
i = 0.
The quantities presented so far include the full set of gauge-invariant quantities
required for the full derivation of the evolution equations below.
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4.4. Evolution equations
In this section, we present the derivation of the evolution equations for all versions
of ζ. Our strategy consists of calculating the derivative of expression (4.15) and
using only the perturbed energy-momentum conservation equations up to second
order to simplify the result. Lastly, we substitute the gauge dependent variables for
gauge-invariant ones, using the expressions found in the previous section, to arrive
at our final result. Having found the result for ζ(2) in the original convention of the
metric, Eq. (4.4), we then rewrite the evolution equation in terms of the different
definitions of ζ.
4.4.1. Fluid equations
As shown in Chapter 2, energy-momentum conservation, ∇νT µν = 0, governs the
evolution of the fluid density and velocity, through Eqs. (2.162), (2.163) and (2.164).
We reproduce these evolution equations here, order by order, evaluating them in flat
gauge, for brevity of presentation.
The first-order energy conservation equation is given by
δρ(1)′ + 3H
(
δρ(1) + δP (1)
)
+ (ρ+ P )∇2v(1) = 0 , (4.32)
while momentum conservation is
δP
(1)
,k + (ρ+ P )
[
Z
(1)′
k + φ
(1)
,k +
(
1− 3c2s
)HZ(1)k ]+ 23∇2Π(1),k + 12∇2Π(1)k = 0 , (4.33)
where the momentum perturbation Z
(1)
k is given by
Z
(1)
k = v
(1)
V k − S(1)k +B(1),k + v(1),k . (4.34)
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At second order, we only require the energy conservation equation, which is
δρ(2)′ =− 3H
(
δρ(2) + δP (2)
)
− (ρ+ P )∇2v(2) − 2
(
δP (1) + δρ(1)
)
∇2v(1)
− 2δρ(1),k
(
v
(1) k
V + v
(1),k
)
− 2δP (1),k Z(1) k − Z(1) k
(
4
3
∇2Π(1),k +∇2Π(1)k
)
− (ρ+ P )
[
4Z
(1)′
k Z
(1) k + 2
(
1− 3c2s
)HZ(1)k Z(1) k + 2φ(1),k Z(1) k
+2φ
(1)
,k
(
v
(1) k
V + v
(1),k
)
+ 2φ(1)∇2v(1) − 4h(1)′ij h(1) ij
]
(4.35)
− 2
(
h
(1)′
ij + v
(1)
V i,j + v
(1)
,ij
)(
Π(1) ij + Π(1) (i,j) + Π(1),ij − 1
3
δij∇2Π(1)
)
.
The above equations are sufficient to derive evolution equations for the curvature
perturbation at first and at second order [46].
4.4.2. Evolution of the curvature perturbation
We can now derive the evolution equation for the curvature perturbation on uniform
density hypersurfaces. We follow the strategy stated at the beginning of this section.
At first order, the result is well known to be
ζ(1)′ = −1
3
∇2J (1) −H δP
(1)
nad
ρ+ P
, (4.36)
where only the first-order energy conservation equation was used. On large scales
(“∇ → 0”) and in the absence of non-adiabatic pressure, one finds the familiar
conservation equation ζ(1)′ = 0, which was used in Chapter 3 to justify the evaluation
of the spectrum of inflationary perturbations at horizon crossing.
For the other conventions for the curvature perturbation, ζ
(1)
T , ζ
(1)
D(v) and ζ
(1)
I(v), the
evolution equation at first order is the same and is given by
ζ
(1)′
T = −H
δP
(1)
nad
ρ+ P
, (4.37)
which shows these versions of ζ(1) are conserved at all scales, when non-adiabatic
pressure is negligible [47, 231].
At second order, the complexity increases. The detailed procedure to obtain the
final result is as follows: use the energy conservation equation at first (Eq. (4.32))
and second order (Eq. (4.35)) to substitute for δρ(1)′ and δρ(2)′ and substitute(
4
3
∇2Π(1),k +∇2Π(1)k
)
with the momentum conservation equation, Eq. (4.33). The
last step is to use the defining expressions of the gauge invariants to eliminate all
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gauge dependent variables. The final result is given by3(
−ζ(2) + 2(ζ(1))2 − 1
3
(
W
(1)
i + A
(1)
,i
) (
W (1) i + A(1),i
)
+
2
3
h
(1)
ij h
(1) ij
)′
= (4.38)
1
3
∇2J (2) +H δP
(2)
nad
ρ+ P
− 2H
(
δP
(1)
nad
ρ+ P
)2
+
2
3
[
Υ(1)
(
V (1) i + J (1),i
)]
,i
+ 2ζ
(1)
,i
(
V (1) i + J (1),i
)
− 2H
ρ′
(
Π
(1)
ij + Π
(1)
(i,j) + Π
(1)
,ij −
1
3
δij∇2Π(1)
)(
h(1) ij′ + V (1) i,j + J (1),ij
)
.
We are now able to identify the different terms that source the evolution of ζ(2). We
note, in particular, the appearance of vector and tensor source terms as well as the
anisotropic stress which did not appear at first order in this equation4.
We are now in the position to substitute for the other versions of ζ and find their
evolution equations. For ζ
(2)
T , we find(
−ζ(2)T + 2(ζ(1))2 −
1
3
(
W
(1)
i + A
(1)
,i
) (
W (1) i + A(1),i
)
+
2
3
h
(1)
ij h
(1) ij
)′
= (4.40)
H δP
(2)
nad
ρ+ P
− 2H
(
δP
(1)
nad
ρ+ P
)2
+
2
3
[
Υ(1)
(
V (1) i + J (1),i
)]
,i
+ 2ζ
(1)
,i
(
V (1) i + J (1),i
)
− 2H
ρ′
(
Π
(1)
ij + Π
(1)
(i,j) + Π
(1)
,ij −
1
3
δij∇2Π(1)
)(
h(1)ij′ + V (1) i,j + J (1),ij
)
,
3Note the absence of inverse Laplacians. That is explained by an exact cancellation between the
terms in ζ(2)′ and those in ∇2J (2), as can be shown by comparing equations (4.20) and (4.15).
4Note however, that the scalar part of the anisotropic stress tensor would source the evolution of
ζ at first order by acting on the evolution of ∇2J . This can be seen more clearly by deriving
Eq. (4.36) and using the momentum conservation equation, Eq. (4.33), to substitute for ∇2J :
ζ(1)′′ +Hζ(1)′ − P
′
3(ρ+ P )
∇2A(1) − 1
3
∇2Φ(1) +
(
H δP
(1)
nad
ρ+ P
)′
(4.39)
+H2 δP
(1)
nad
ρ+ P
− ∇
2δP
(1)
nad
3(ρ+ P )
− 2
9(ρ+ P )
∇2∇2Π(1) = 0 ,
in which Φ is one of the Bardeen potentials, given in terms of the variables in this chapter as
Φ(1) = Υ(1) +H(A(1) − J (1)) + (A(1) − J (1))′.
4.4: Evolution equations 93
while ζ
(2)
D evolves as(
−ζ(2)D −
1
3
(
W
(1)
i + A
(1)
,i
) (
W (1) i + A(1),i
))′
= (4.41)
1
3
∇2J (2) +H δP
(2)
nad
ρ+ P
− 2H
(
δP
(1)
nad
ρ+ P
)2
+
2
3
[
Υ(1)
(
V (1) i + J (1),i
)]
,i
+ 2ζ
(1)
D,i
(
V (1) i + J (1),i
)
− 2H
ρ′
(
Π
(1)
ij + Π
(1)
(i,j) + Π
(1)
,ij −
1
3
δij∇2Π(1)
)(
h(1) ij′ + V (1) i,j + J (1),ij
)
,
and the result for ζ
(2)
D(v) is
(
−ζ(2)D(v) −
1
3
(
W
(1)
i + A
(1)
,i
) (
W (1) i + A(1),i
))′
= H
δP
(2)
nad(v)
ρ+ P
− 2H
(
δP
(1)
nad
ρ+ P
)2
− 2H
ρ′
(
Π
(1)
ij + Π
(1)
(i,j) + Π
(1)
,ij −
1
3
δij∇2Π(1)
)(
h(1) ij′ + V (1) i,j + J (1),ij
)
. (4.42)
The simplest evolutions equations are found for the ζ
(2)
I and ζ
(2)
I(v) versions of the
gauge-invariant curvature perturbation. They are given by(
−ζ(2)I +
1
3
(
V
(1)
i + J
(1)
,i
) (
V (1) i + J (1),i − 2W (1) i − 2A(1),i))′ = (4.43)
1
3
∇2J (2) +H δP
(2)
nad
ρ+ P
− 2H
(
δP
(1)
nad
ρ+ P
)2
+
2
3
[
Υ(1)
(
V (1) i + J (1),i
)]
,i
+ 2ζ
(1)
I,i
(
V (1) i + J (1),i
)
− 2H
ρ′
(
Π
(1)
ij + Π
(1)
(i,j) + Π
(1)
,ij −
1
3
δij∇2Π(1)
)(
h(1) ij′ + V (1) i,j + J (1),ij
)
,
and
− ζ(2)′I(v) = H
δP
(2)
nad(v)
ρ+ P
− 2H
(
δP
(1)
nad
ρ+ P
)2
(4.44)
− 2H
ρ′
(
Π
(1)
ij + Π
(1)
(i,j) + Π
(1)
,ij −
1
3
δij∇2Π(1)
)(
h(1) ij′ + V (1) i,j + J (1),ij
)
.
This final expression, like its first-order version, Eq. (4.37), shows that, in the
absence of non-adiabatic pressure and anisotropic stress, this version of the curvature
perturbation is conserved on all scales. While this is interesting, in order for this
result to be useful, one would likely be forced to estimate the integrals in the defining
expression for ζ
(2)
I , Eq. (4.26). This is not likely to be straightforward, given the
indeterminate nature of the integrals. This evolution equation matches the results of
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Ref. [232] for the integrated expansion in the absence of anisotropic stress, obtained
in the covariant approach.
4.4.3. Large scale approximation
Here we perform the large scale approximation, by neglecting all terms with spatial
derivatives in the equations above 5. We begin by showing the expressions for the
different versions of the curvature perturbation in this approximation, evaluated in
flat gauge.
Both ζ(2) and ζ
(2)
T are approximated by
ζ(2) = ζ
(2)
T = −
H
ρ′
δρ(2) +
1
ρ′2
(
2H2 +H′ −Hρ
′′
ρ′
)
(δρ(1))2 +
2H
ρ′2
δρ(1)δρ(1)′ , (4.45)
while the large scale limit for ζ
(2)
D = ζ
(2)
D(v) is
ζ
(2)
D = −
H
ρ′
δρ(2) +
1
ρ′2
(
H′ −Hρ
′′
ρ′
)
(δρ(1))2 +
2H
ρ′2
δρ(1)δρ(1)′ − 2
3
h
(1)
ij h
(1) ij , (4.46)
and the limits of ζ
(2)
I and ζ
(2)
I(v) are
ζ
(2)
I = −
H
ρ′
δρ(2) +
1
ρ′2
(
H′ −Hρ
′′
ρ′
)
(δρ(1))2 +
2H
ρ′2
δρ(1)δρ(1)′
− 2
3
h
(1)
ij h
(1) ij +
1
3
S
(1)
i S
(1) i , (4.47)
ζ
(2)
I(v) = −
H
ρ′
δρ(2) +
1
ρ′2
(
H′ −Hρ
′′
ρ′
)
(δρ(1))2 +
2H
ρ′2
δρ(1)δρ(1)′
− 2
3
h
(1)
ij h
(1) ij +
1
3
W
(1)
i W
(1) i . (4.48)
These expressions agree with similar ones obtained through the δN formalism, where
comparison is possible (see Ref. [47]).
5This is generally well motivated in the case of some metric potentials, as one expects the perturbed
metric to approach the background metric on large scales [47], and we will assume the same
is true for the matter variables, including the anisotropic stress. Should this assumption not
hold for the particular model under study, then the results in this section are not valid and one
should use the full results from section 4.4.2.
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The large scale limit simplifies the evolution equations to(
−ζ(2) + 2(ζ(1))2 − 1
3
W
(1)
i W
(1) i +
2
3
h
(1)
ij h
(1) ij
)′
=
H δP
(2)
nad
ρ+ P
− 2H
(
δP
(1)
nad
ρ+ P
)2
− 2H
ρ′
Π
(1)
ij h
(1) ij′ , (4.49)
for ζ(2), here representing both the original ζ(2) and ζ
(2)
T ;(
−ζ(2)D −
1
3
W
(1)
i W
(1)i
)′
= H δP
(2)
nad
ρ+ P
− 2H
(
δP
(1)
nad
ρ+ P
)2
− 2H
ρ′
Π
(1)
ij h
(1) ij′ , (4.50)
for the evolution of both ζ
(2)
D and ζ
(2)
D(v);(
−ζ(2)I +
1
3
V
(1)
i
(
V (1) i −2W (1)i))′ =
H δP
(2)
nad
ρ+ P
− 2H
(
δP
(1)
nad
ρ+ P
)2
− 2H
ρ′
Π
(1)
ij h
(1) ij′ , (4.51)
for ζ
(2)
I and
−ζ(2)′I(v) = H
δP
(2)
nad
ρ+ P
− 2H
(
δP
(1)
nad
ρ+ P
)2
− 2H
ρ′
Π
(1)
ij h
(1) ij′ . (4.52)
for ζ
(2)
I(v). Note that, in all cases above, the pairs are equal in the large scale
approximation, except for ζ
(2)
I and ζ
(2)
I(v), which have a different contribution from
vector perturbations. From this result, one can see that, even in the absence of the
scalar non-adiabatic pressure, δPnad, neither curvature perturbation is conserved,(
−ζ(2) + 2
3
h
(1)
ij h
(1) ij − 1
3
W (1) iW
(1)
i
)′
= −ζ(2)′I(v) = −
2H
ρ′
Π
(1)
ij h
(1) ij′ . (4.53)
However, if the traceless, transverse part of the anisotropic stress, Π
(1)
ij , is negligible,
ζ
(2)
I(v) is in fact conserved
ζ
(2)′
I(v) =
(
ζ
(2)
D +
1
3
W (1) iW
(1)
i
)′
=
(
ζ(2) − 2
3
h
(1)
ij h
(1) ij +
1
3
W (1)iW
(1)
i
)′
= 0 . (4.54)
Although ζ
(2)
I(v) is exactly conserved, the difference between ζ
(2)′
I(v) and ζ
(2)′
D only depends
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on vector perturbations, which are usually negligible. Moreover, using the vector part
of the momentum conservation equation, Eq. (4.33), in the absence of anisotropic
stress, we find the evolution of W
(1)
i is given by
W
(1)′
i +H(1− 3c2s)W (1)i = 0. (4.55)
Thus, this vector perturbation is conserved during radiation domination (c2s = 1/3)
and, as a consequence, ζ
(2)
D is exactly conserved during that epoch. In the general
case, we may therefore write the evolution of ζ
(2)
D on large scales as
ζ
(2)′
D = −
2
3
H(1− 3c2s)W (1) iW (1)i , (4.56)
showing again that it may only have an appreciable evolution if the vector modes
are large.
The evolution equations simplify further in Einstein gravity, as, in the absence
of anisotropic stress, tensor modes stop evolving and hence this new conservation
law converges fairly quickly to the conservation of ζ(2) itself. Therefore, for Einstein
gravity, all versions of the curvature perturbation are conserved up to second order
on large scales, if both the non-adiabatic pressure and the anisotropic stress are
negligible. However, should the evolution of vectors and tensors be appreciable, the
version of ζ which is conserved is ζI(v), i.e., the version defined by the determinant of
gij and by using a comoving threading to fix the gauge.
4.5. Conclusion
We obtained the evolution equation for the curvature perturbation at second order
in cosmological perturbation theory, valid on all scales. With the inclusion of vectors,
tensors and anisotropic stress, this result allows for high precision calculations of
correlation functions on all scales. We derive this for six different definitions of ζ,
based on several different splits of the spatial metric and on various choices of the
defining gauge. The results for the evolution equations show a substantial difference
in apparent complexity, being simpler when the threading defining ζ was chosen to
be the comoving one, i.e. v˜i = 0. Eq. (4.44) for the evolution of ζI(v) is particularly
short, but its usefulness is unclear due to the existence of indefinite time integrals
in the definitions of ζ
(2)
I(v) and δP
(2)
nad(v). On the other hand, for the versions of ζ for
which the threading was chosen with E˜ = 0, or the original ζ, the definitions include
inverse Laplacians (see Eq. (4.15)). In both cases, non-locality is present in some
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form, either in time or in space, and there is no version of the curvature perturbation
which evades both of these issues. However, in both cases, the difficulties of the
calculation are resolved by solving additional differential equations, both of which
require boundary conditions. In the case of the inverse Laplacian, the equation to
solve is a Poisson equation, which only depends on first-order quantities at a single
time, while for the case of the integrals in time, knowledge of the full time evolution
of second order quantities is required (∇2J (2) in Eq. (4.26), for example). This seems
to render the quantities without integrals in time more amenable for situations that
require the calculation of ζ from its definition, such as when its value is evaluated
from the value of scalar field or density perturbations. In any case, all these issues
disappear in the large scale approximation, for which the inverse Laplacian term in
question has a well defined limit and the integrals vanish.
Moreover, we found that, on large scales, the evolution of ζ is sourced by the
transverse traceless part of the anisotropic stress tensor, as well as non-adiabatic
pressure. Both quantities must therefore be negligible for any version of ζ to be
conserved. Furthermore, the version of the curvature perturbation which is exactly
conserved is the one based on the determinant of gij and comoving threading, ζ
(v)
I ,
Eq. (4.26). Other definitions may evolve with the evolution of tensor and vector
modes, should such an evolution be allowed by the theory of gravitation under study.
For General Relativity, however, vector perturbations are usually very small and the
evolution of tensor modes is negligible in the absence of anisotropic stress; therefore
all versions of the curvature perturbation are approximately conserved on large scales.
The results presented here are valid as long as the energy and momentum conser-
vation equations, Eqs. (4.32), (4.33) and (4.35), are satisfied. This will be true if the
stress-energy tensor is covariantly conserved, i.e. ∇µT µν = 0, and the connection is
the Levi-Civita connection (i.e. no torsion is present). This is the case in GR, but
also in other theories, such as Massive Gravity and Bigravity [233, 234]. The latter
theories are interesting in this context, as the tensor modes evolve differently due to
the non-zero mass of the graviton [235] and therefore, ζD and ζI would be the only
versions of the curvature perturbation that are conserved.
Furthermore, the usefulness of these results may be extended to theories of gravity
for which ∇µT˜ µν 6= 0, in which T˜ µν represents here the r.h.s. of the field equations
of that theory. This is possible if one can perform a conformal transformation to the
Einstein frame and apply the same ideas to the stress-energy tensor that arises as the
r.h.s. of the new field equations. The difference between our standard scenario and a
modified one is that the effective matter quantities defined in one of the frames, would
not have the same physical significance as the ones we use in this work. Therefore,
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in those modified situations it may be less trivial to clearly say when the curvature
perturbation is conserved, as, e.g. the effective δPnad may not be negligible in both
frames when the true matter perturbations are adiabatic. The same could apply to
the anisotropic stress.
Previous results on the subject of conserved quantities have not included anisotropic
stress [232] and have either done the calculations fully in the large scale approximation
[47] or used a different quantity [49, 236, 237].
5. Isocurvature initial conditions
at second order
5.1. Introduction
In this chapter, we calculate the initial evolution of cosmological fluctuations at
second order in the presence of isocurvature modes. These calculations are essential
for initializing Boltzmann codes at second order [87] and thus to calculate observables
with the required accuracy for comparing with experiment. We begin in Section
5.2 by introducing the multi-fluid system we use in the remainder of the chapter.
In Section 5.3, we describe the general differential system under study and how to
split its perturbative solutions into different parts. After that, we introduce a clear
definition of the isocurvature basis in Section 5.4 as used in previous literature and
present our results for the initial time evolution in synchronous gauge in Section 5.5.
We then discuss our results and conclude in Section 5.6. We also consider gauge
transformations of our results into Poisson gauge, but leave that for Appendix B.
5.2. Cosmological perturbation theory for a
multi-fluid system
In this first section, we introduce the multi-fluid system that will be used in the rest
of the chapter. We follow most of the notation and conventions introduced above in
Chapters 2 and 3. In particular, the metric is expanded as in Eqs (2.81)–(2.83), with
the same definition of the spatial metric, Eq. (2.84). As for the total stress-energy
tensor, we choose, once again, the energy frame to represent it so that it is given by
Eq. (2.10) with qµ = 0, which we reproduce here,
Tµν = (P + ρ)uµuν + Pgµν + piµν . (5.1)
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Its perturbative expansion is the same as in Chapter 2. We define here the variable
σ to represent the scalar anisotropic stress. It is given by, at all orders,
σ(i) = − 1
2ρ
∇2Π(i) . (5.2)
This variable is more appropriate in this context as it is more directly linked to the
conventions used in the literature and, as we shall see below, has growing mode
solutions.
The stage of the evolution of the Universe we study in this chapter is the radiation
dominated epoch at the time following neutrino decoupling and electron-positron
annihilation, the same epoch that was described in Section 3.2.2 of Chapter 3. At
this stage, (in the ΛCDM model) there are four matter species that are present in the
Universe, namely, neutrinos (ν), photons (γ), baryons (b) and cold dark matter (c).
We construct the total stress-energy tensor by adding those of each species, labelled
by the index s,
Tαβ =
∑
s
Tαβs , (5.3)
which are given by
Tαβc = ρcu
α
c u
β
c , (5.4)
Tαβb = ρbu
α
b u
β
b , (5.5)
Tαβγ =
4
3
ργu
α
γu
β
γ +
1
3
ργg
αβ , (5.6)
Tαβν =
4
3
ρνu
α
νu
β
ν +
1
3
ργg
αβ + piαβν . (5.7)
It is clear from these expressions that only neutrinos have anisotropic stress, as it is
assumed that photons are tightly coupled with baryons at this time, and dark matter
is too cold to have appreciable anisotropic stress. As we have shown in Chapter 3,
these conditions are sufficient to set the anisotropic stress of those species to zero.
Note as well that all species have been written in their specific energy frames given
by each 4-velocity vector uαs . This implies that the calculation of the total fluid
quantities, such as the total energy density, is not a simple sum of those variables
defined in each frame. We perform this calculation by projecting the stress-energy
tensors of each species into a global energy frame, labelled by the 4-velocity vector uµ.
After this change of frame, we find the total energy density, pressure and anisotropic
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stress are given by
ρ =γ2cρc + γ
2
bρb +
4γ2γ − 1
3
ργ +
4γ2ν − 1
3
ρν + pi
αβ
ν uαuβ , (5.8)
P =
γ2c − 1
3
ρc +
γ2b − 1
3
ρb +
4γ2γ − 1
9
ργ +
4γ2ν − 1
9
ρν +
1
3
piαβν uαuβ , (5.9)
piαβ =piαβν −
1
3
(gαβ + 4uαuβ)piµλν uµuλ
+
∑
s
(1 + ws)
(
1− γ2s
3
gαβ +
1− 4γ2s
3
uαuβ + uαs u
β
s
)
ρs , (5.10)
while the 4-velocity of the energy frame can be related to that of each fluid by solving
the following equation for uα:∑
s
(1 + ws)ρsγs(u
α
s − γsuα)− piαβν uβ − piµβν uµuβuα = 0 , (5.11)
which is obtained from the energy frame condition, i.e. by setting the momentum
density vector qα to zero. In the absence of neutrino anisotropic stress, one would
find the following solution for uα:
uα =
∑
s(1 + ws)ρsγsu
α
s∑
s(1 + ws)ρsγ
2
s
. (5.12)
This result is still correct at first order, but is not sufficient at second order. In
all expressions above, ws = Ps/ρs is the equation of state parameter and γs is the
Lorentz factor for changing between the energy frame and each species’ rest frame,
which is given by
γs = −uλsuλ. (5.13)
All these equations are fully covariant and are therefore valid at all orders in pertur-
bation theory. In the following we will use them at second order.
5.2.1. Evolution equations
To describe the evolution of this system we assume Einstein gravity,
Gαβ = 8piGTαβ , (5.14)
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and describe the evolution of each fluid by:
∇βTαβγ = Cαγb , (5.15)
∇βTαβν = 0 , (5.16)
∇βTαβb = −Cαγb , (5.17)
∇βTαβc = 0 . (5.18)
where we have included the interaction of photons with baryons, represented by Cαγb
and given in Eqs (3.80) and (3.81), at first order. However, we will assume the tight
coupling approximation (TCA) is valid, which, as described in Chapter 3, means
that the velocity of the photons and baryons is equal. For the case of the neutrinos,
we also introduce an equation for the anisotropic stress, which is derived from the
Liouville equation. We shall write these equations below in their perturbed versions.
We write only the second-order equations as the first-order ones can be obtained
straightforwardly by setting all the non-linear terms to zero. We also simplify our
presentation by including only scalar equations as we are only studying second-order
scalar modes sourced by first-order scalars. We leave the study of vector and tensor
modes for future work.
Regarding the gauge choice, we write all equations in the synchronous gauge, as
defined in Eq. (2.144). The reason for this choice is historical, as most literature in
this field was developed in synchronous gauge, making it easier to compare our results
with past ones. Furthermore, this historical fact has led most experimentalists to use
the synchronous gauge definitions when constraining primordial initial conditions,
which adds to our motivation to use this gauge. This will be further clarified below,
in Section 5.4. We follow the arguments of Chapter 2 and fix the extra gauge freedom
mentioned by choosing the initial velocity field of cold dark matter to be zero, which
also has the further advantage of simplifying the differential system, as the dark
matter velocity is constrained to be zero at all times by the equations of motion.
We begin by writing the field equations for the two scalar potentials available in
synchronous gauge. The only ones we require are the constraint equations, given
in Eqs. (2.154) and (2.156), which we reproduce here in synchronous gauge and in
5.2: Cosmological perturbation theory for a multi-fluid system 103
terms of the four species under study,
∇2ψ +H∇2E ′ − 3Hψ′ − 3
2
H2
∑
s
Ωsδs = 6Hψψ′ − 3
2
(ψ′)2 − 4ψ∇2ψ − 3
2
ψ,iψ
,i
− 2(ψ∇2E)′ + ψ′∇2E ′ +∇2E,iψ,i +∇2E∇2ψ + ψ,ijE,ij − 1
4
∇2E ′∇2E ′ (5.19)
+
1
4
∇2E,i∇2E,i + 2HE ′,ijE,ij +
1
4
E ′,ijE
′,ij − 1
4
E,ijkE
,ijk +
3
2
H2
∑
s
(1 + ws)Ωsvs,iv
,i
s ,
and
ψ′ − 3
2
H2
∑
s
(1 + ws)Ωsvs = −2(ψ∇2ψ)′ − 4ψ′,iψ,i +∇2E ′,iψ,i +
1
2
∇2E ′∇2ψ
+∇2E∇2ψ′ + ψ′,ijE,ij +
1
2
ψ,ijE
′ ,ij +
1
2
∇2E ′,i∇2E,i −
1
2
E ′,ijkE
,ijk (5.20)
− 3
4
H2
∑
s
Ωs(1 + ws)
[
2
(
(δs − 2ψ)v,is
)
,i
+ (vs,iE
,ij),j
]
− ΩνH2
[
(σνv
,i
ν ),i − 3(∇−2σ,ijν vν,i),j
]
,
in which Ωs = 8piGρs/3H
2 is the standard density parameter for each species, δs in
the density contrast for each species, defined by δs = δρs/ρs, vs is the corresponding
velocity fluctuation and σν represents the scalar part of the neutrino anisotropic stress.
The energy conservation equations for the fluids can be derived from Eq. (2.162) and
are given by
δ′s − (1 + ws)
(
3ψ′ −∇2(E ′ + vs)
)
= 2(1 + ws)
(
3ψψ′ − (ψ∇2E)′ + E ′,ijE,ij
)
+ δsδ
′
s − (1 + ws)v,is
(
2v′s,i + δs,i − 3ψ,i +∇2E,i + (1− 3ws)Hvs,i
)
(5.21)
+
2
3
δνs
[
2σν,iv
,i
ν − σν∇2(E ′ + vν) + 3∇−2σν,ij(E ′ + vν),ij
]
,
where we have assumed that each fluid has a constant equation of state and have
aggregated all possible cases for the four species under study. The quantity δνs ,
appearing the last line of Eq (5.21), is the Kronecker delta symbol and is unrelated
to the density contrast.
Concerning the momentum conservation equations, we only have to write them
for the neutrinos and the photon-baryon plasma. This is due to having chosen the
synchronous gauge, which allows one to set the cold dark matter velocity to zero to
fix the residual gauge conditions. Furthermore, since we assume the TCA is valid,
there is only one equation for the common velocity of photons and baryons, vbγ . This
equation is obtained by summing the two momentum conservation equations for
5.2: Cosmological perturbation theory for a multi-fluid system 104
baryons and photons and is given by
∇2 [(3Ωb + 4Ωγ)v′bγ + Ωγδγ + 3ΩbHvbγ] = −4Ωγ (δγv′,ibγ),i − 3Ωb (δbv′,ibγ),i
+ v,ibγ
[
Ωγ
(
4ψ,i − 20
3
∇2E ′,i −
8
3
∇2vbγ,i
)
+ Ωb
(
6ψ,i − 6∇2E ′,i − 3∇2vbγ,i − 3Hδb,i
)]
− 2Ωγ
(
ψδ,iγ − E,ijδγ,j
)
,i
+∇2vbγ
[
Ωγ
(
4ψ′ +
4
3
∇2E ′ + 4
3
∇2vbγ
)
+ Ωb
(
6ψ′ − 1
2
δb
)]
− v,ijbγ (4Ωγ + 3Ωb)
(
2E ′,ij + vbγ,ij
)
, (5.22)
while the one for neutrinos is given by
∇2
[
v′ν +
1
4
δν + σν
]
=
1
2
(
δ,iγ (E,ij − ψδij)− v,ibγ(4E,ij + 2vbγ,ij)
),j
− ((δ′ν − 5ψ′ +∇2E ′ +∇2vν)v,iν − δνv′ ,iν ),i (5.23)
+
(
ψσν,i +
1
2
ψ,iσν − 3
2
ψ,j∇−2σν,ij − 1
2
(σνvν,i − 3v,jν ∇−2σν,ij)′
),i
− 1
2
(
2
3
∇2Eσν,i + E,ijσ,jν −
4
3
∇2E,iσν + 5E,jk∇−2σν,ijk + 4∇2E,j∇−2σν,ij
),i
.
The equation for σν is derived from the Liouville equation, as explained in Section
2.3.4. The final equation was already partially given in Eq. (2.172). Here, we take
the traceless part of that equation and set the collision term to zero. This gives
∆′T ij +
(
∆T ijk,l − 1
5
(
2
3
δijδ
r
k − δkjδri − δikδrj
)
∆r,l
)
(δkl − Ckl)−∆ klT ij E ′,kl
− 4∆T ijψ′ − 10
21
δij∆
kl
T E
′
,kl +
1
7
(
6∆T ij∇2E ′ + 5∆ kT iE ′,jk + 5∆ kT jE ′,ik
)
+
8
15
∆0E
′
,ij
− 8
45
∆0δij∇2E ′ −
(
4∆ kT ij +
1
5
(
2
3
δijδ
ks − δkj δsi − δki δsj
)
∆s
)
ψ,k
+
8
15
[
Cij − CkiCkj −
1
3
δij(C
k
k − CklCkl)
]′
= 0 , (5.24)
in which the ∆ variables are perturbations to the momentum integrated distribution
function of neutrinos, defined in Eqs. (2.95) and (2.97)–(2.104). The first three
brightness tensors are related to the stress-energy tensor via Eqs. (2.105)–(2.107),
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and we rewrite those relations here, in synchronous gauge:
∆0 = −δT
0
ν 0
ρν
, (5.25)
∆i = −T
j
ν 0
ρν
(δij + C
i
j) , (5.26)
∆ iT j =
1
ρν
(
T kν l −
1
3
δklT
r
ν r
)(
δl jδ
i
k + δ
l
jE
,i
,k − δikE,l,j
)
, (5.27)
in which ρν is the background neutrino energy density. Because we are only dealing
with scalar modes, we compute the scalar part of Eq. (5.24) by applying the differential
operator ∂i∂j. Due to its complexity, we refrain from showing the final evolution
equation for σν here. It can be calculated straightforwardly from the scalar equation
by using the conversion from the scalar part of ∆ iT j to σν , which we give below. We
will also display the relations between the other scalar fluid variables and the scalar
parts of the brightness tensors, defined in Eqs. (2.108)–(2.110). They are given by
∆0 = δν +
4
3
vν,iv
,i
ν , (5.28)
∇2∆1 = 4
3
∇2vν + ∂i
[(
4
3
(δν − ψ)δij +
4
3
E,i,j +
1
ρν
(Π,iν,j −
1
3
δij∇2Πν)
)
v,jν
]
, (5.29)
∇2∇2∆2 = −2∇2σν + ∂i∂j
[
2vν,jv
,i
ν −
2
3
vν,kv
,k
ν δ
i
j +
6
ρν
ψ
(
Π,iν,j −
1
3
δij∇2Πν
)
(5.30)
− 1
ρν
(
3
2
Πν,jkE
,ki +
3
2
Π,iν,kE
,k
,j −∇2ΠνE,i,j +
(
1
3
∇2Πν∇2E − Πν,klE,kl
)
δij
)]
.
This concludes the description of the evolution equations. In the next sections we
will describe this differential system in general and provide details about its formal
solution.
5.3. Differential System
It is straightforward to show, after applying a Fourier transform, that the differential
system presented in the previous section can be described by the following generic
equation at any specific non-background order:
DτX = Q(τ) , (5.31)
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in which Dτ is a linear differential operator, X is a vector including all the variables
to evolve and Q(τ) includes all the non-linear terms, which act as a source at orders
higher than the first, while at the linear level we have Q(1) = 0, by definition. For
example, at second order, the source term is a convolution of squares of the first-order
(or linear) solutions,
Q(2)(τ,~k) ⊃
∫
q
X(1)(~q − ~k)X(1)(~q) , (5.32)
in which we introduce the notation∫
q
=
∫
d3q
(2pi)3
. (5.33)
In order to solve such a system, one begins by solving the first-order equations.
Being linear, the solutions to those equations can be written as a sum of particular
solutions, the number of which is the same as the dimension of the solution space, D.
The solution can therefore be written as
X(1)(τ,~k) =
D∑
i=1
Ti(τ,~k)I(1)i (~k) , (5.34)
in which Ti(τ,~k) are transfer functions and Ii(~k) represent the initial conditions of
certain variables of interest. These variables will be called the defining variables of a
mode, since they are non-zero only when a specific mode is present. Each of the Ti
is a vector (just like X) while each of the Ii is a scalar. The Ii are usually random
variables which encode all the statistical information of the initial conditions, and,
given that the evolution of the transfer functions is classical, they will allow us to
calculate the statistics of X(1) at any time. The fact that each of the Ti(τ) is an
independent solution of the differential system also means that we can separate the
numerical solution of the equations mode by mode, solving each one separately and
later calculating the required statistics by summing all the modes. This is especially
useful, since it allows for a solution of the equations without the need to specify the
amplitude of each initial condition, leaving those parameters to be constrained by
experiment.
At second order, the general solution is
X(2)(τ,~k) =
∑
i
Ti(τ,~k)I(2)i (~k) +
∑
i,j
∫
~k1,~k2
T (2)ij (τ,~k,~k1, ~k2)I(1)i (~k1)I(1)j (~k2) , (5.35)
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in which the first term is the homogeneous solution to Eq. (5.31), i.e. it is the same
solution as the first-order one, only with different coefficients I
(2)
i . Given that fact,
the total solution, up to this order, can be written as
X(τ,~k) = X(1)(τ,~k) +
1
2
X(2)(τ,~k) (5.36)
=
∑
i
Ti(τ,~k)
(
I
(1)
i (
~k) +
1
2
I
(2)
i (
~k)
)
+
1
2
∑
i,j
∫
k1,k2
T (2)ij (τ,~k,~k1, ~k2)I(1)i (~k1)I(1)j (~k2) ,
which shows that one can absorb the term I
(2)
i into the first-order part, I
(1)
i , or,
equivalently, setting I
(2)
i = 0. In this case the defining variables, Ii = I
(1)
i +
1
2
I
(2)
i , are
set by the initial conditions of the full X and not just its first-order part. This is also
more natural, as, many times, the initial conditions will not be split into different
orders, unless they have different properties, such as non-Gaussianity. An alternative
scenario is to write I
(2)
i as a sum of I
(1)
i I
(1)
j , effectively including it into the second
term above. This is also equivalent to the previous case, because nothing constrains
T (2)ij from including terms proportional to Ti.
To numerically solve the differential system in question one may also separate the
solution of the different transfer functions T (2)ij , in order to find solutions which are
valid for any values of the amplitude of the initial conditions. To see why this split
can be performed, we begin by analysing the source Q(τ, k). It can also be written
in terms of the defining variables as:
Q(2)(τ,~k) =
∑
i,j
∫
k1,k2
Sij(τ,~k,~k1, ~k2)Ii(~k1)Ij(~k2) , (5.37)
in which Sij are the equivalent of transfer functions for the source terms Q(2). It can
be shown, due to the linearity of the differential system, that there is a particular
solution to the second-order system which is a sum of the solutions of similar systems
with the source Q(2) substituted for each of the terms in the sum above. Hence, to
find the evolution of each T (2)ij one needs only to solve those similar systems in which
only the {i, j} defining variables are non-zero.
The question that we are concerned with in this chapter is that of the initial
evolution of T (2)ij , to be used in setting up its numerical evolution. The aim is to
find an approximation to the transfer functions that is valid when all Fourier modes
of interest are still super-horizon during the radiation dominated Universe. In the
following section, we precisely define the isocurvature basis.
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5.4. Definition of isocurvature basis
In the radiation dominated Universe and after electron-positron annihilation at
z ∼ 108, the species that are relevant are (nearly) massless neutrinos, the dark matter
fluid and the tightly coupled baryon-photon plasma. In the case that those species
can be represented by barotropic perfect fluids, one can show that the total number of
evolving scalar degrees of freedom is 8. This is due to the fact that, for each fluid, the
perturbed energy conservation equation and the momentum conservation equation
allow us to derive a second-order ODE (in k-space). In an appropriate gauge, such
as flat gauge [93], one may use the Einstein constraint equations to eliminate the
metric potentials, and arrive at a system only in terms of fluid quantities, such as
energy densities, pressures, etc. To close the system, one uses the barotropic and
perfect nature of the fluids to set the entropy and anisotropic stress fluctuations to
zero. Finally, one specifies an equation of state, relating pressure and energy density,
which results in a second-order ODE for the density perturbation of each fluid. Thus,
for each barotropic perfect fluid there are 2 independent modes, hence 8 in total.
The situation is slightly different in synchronous gauge, which we use here. In that
case, one of the metric potentials cannot be completely eliminated from the final
equations in terms of the density perturbations. Therefore an extra equation for that
potential is required, which appears to increase the number of degrees of freedom to
9. This is a peculiarity of this gauge, for which the coordinate freedom has not been
exhausted. The 9th mode is in fact a gauge mode, which can be eliminated by setting
the initial velocity field of the dark matter fluid to zero, which we do, as mentioned
already when this gauge was defined. Beyond the usual 8, more modes can arise
if, like the neutrinos, the fluids are not perfect. However, it is unlikely that those
modes are present if the fluid has been tightly coupled in the past, as such a stage
brings any anisotropic stress to negligible values. After decoupling, an anisotropic
stress perturbation will be generated, but only after horizon re-entry.
However, as is well known in the literature [62], only 5 of the 8 modes are growing
modes in the standard case. This reduction from the total 8 degrees of freedom is
due, firstly, to tight coupling, which forces the velocities of baryons and photons
to be equal, or, in other words, constrains the mode generated by their difference
to be a rapidly decaying mode. Two more modes are also decaying modes, which
are usually due to the presence of non-zero initial total velocity and dark matter
velocity. In synchronous gauge, however, the dark matter velocity has already been
set to zero using the extra gauge freedom, so some other variable must be responsible
for generating a decaying solution. This can be found by analysing the first-order
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versions of Eqs. (5.19) and (5.20) and noting there that, since H ≈ τ−1, the terms
proportional to H2 will generate decaying modes if initially non-zero. Those terms
are proportional to the total density contrast and the total velocity, and thus we
conclude that those are the quantities which need to be set to zero to eliminate
the corresponding decaying modes at first order. Hence the dark matter decaying
mode has been substituted by a total density decaying mode. While they appear
unconnected, these two results can be related by the Einstein equations. Using the
gauge transformations in Chapter 2, one can show that the dark matter velocity
in Poisson gauge is equal to the synchronous gauge potential E ′. Using again the
Einstein equations in synchronous gauge, Eqs. (5.19) and (5.20), we can relate the
potential E ′ to the total density contrast and the total velocity, as follows
∇2E ′ = − 1H∇
2ψ +
9
2
H2
∑
s
(1 + ws)Ωsvs +
3
2
H
∑
s
Ωsδs , (5.38)
and again, since H ≈ τ−1, the term with ψ is initially zero, showing that there is
a direct relationship between the initial value of E ′ and those of the total density
contrast and velocity. We conclude then, that the conditions for the absence of
decaying modes can be written in terms of any two of the three quantities shown
above: the total velocity, density contrast or the metric potential E ′.
The five remaining independent modes are usually represented in the so-called
isocurvature basis, in which one defines an adiabatic mode and 4 isocurvature modes:
dark matter, baryon and neutrino density isocurvatures as well as the neutrino
velocity isocurvature, which are labelled in accordance to the defining variable, Ii
that is non-zero in each mode. All observational evidence points towards the adiabatic
mode being the dominant one and that is why it is used to define this basis. The other
modes could possibly be split in different ways, but we stick here to the conventions
of the literature, as this parametrisation is commonly used in observational studies.
At second order, an interesting issue arises. Looking again at Eqs. (5.19) and
(5.20), we see that we actually require δ = v = 0 and v′ = 0 at the initial time,
otherwise the time-space equation still generates a decaying solution, since it depends
on τ−2. At first order, however, the condition on the derivative is a consequence of
the original conditions, δ = v = 0, as can be shown by checking the total momentum
conservation equation:
v′ + (1− 3c2s)Hv +
1
3(1 + w)
(δ − ΩMδM − 4σ) = 0 , (5.39)
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in which w = P/ρ is the equation of state parameter for the total fluid and c2s = P
′/ρ′
is the adiabatic sound speed. To show that this implies v′ = 0 when δ = v = 0,
we first note that, initially, the matter density parameter obeys ΩM ∝ τ and as a
consequence the term with δM is negligible initially (at τ ≈ 0). The second and
crucial step is noticing that the total anisotropic stress, represented by σ, is initially
zero at first order, because it is proportional to the neutrino anisotropic stress. Only
the terms with v and δ are left, thus showing that the conditions δ = v = 0 imply
v′ = 0 at first order. At second order, this second point is no longer true, since the
total anisotropic stress depends on the velocity fluctuations of each species, as can
be shown from Eq. (5.10), and these are not zero initially in all cases1. Therefore,
the requirements for non-decaying solutions are not satisfied at second order with
only two conditions, another one is needed. The extra condition one requires to
avoid decaying modes is, in practice, that the neutrino velocity is initially zero. This
is because, with a vanishing total velocity as well as no dark matter velocity, the
common velocity of baryons and photons is constrained to be proportional to the
neutrino velocity. Setting it to zero, implies all initial velocities are zero and hence
the initial anisotropic stress at second order also vanishes, avoiding the decaying
contribution. Since the neutrino velocity mode is the only linear growing mode
that (by definition) has a non-zero neutrino velocity, that is the mode which would
generate decaying contributions at second order. For this reason, we choose not to
perform any calculations at second order with the neutrino velocity mode. We now
describe the standard way of performing the general decomposition, including the
description of the neutrino velocity mode, for completeness.
We begin with the adiabatic mode. It is defined to be the mode whose initial
conditions have vanishing entropy perturbations and vanishing velocity for all species.
At first order, the gauge invariant relative entropy perturbation is given by ([238])
Ssr = 3(ζs − ζr) , (5.40)
in which r and s label the species in question and ζs is the partial curvature
perturbation of species s, which is given by
ζs = −ψ + δs
3(1 + ws)
, (5.41)
1Contributions from non-linear terms appearing in the second-order version of Eq. (5.39) are not
important for this argument as they can be shown to be initially zero for all possible growing
modes at first order.
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where we have assumed that energy transfer is negligible. In order to define any
general mode one must give five initial conditions, as that is the number of growing
modes present in the system. However, for each mode, we wish to leave one of those
initial conditions free so that it may later be fixed by measurement of its correlation
functions. Thus, we only present four conditions for each mode. For the adiabatic
one, the conditions are, in terms of the relative entropies:
Scγ|τ=0 = Sνγ|τ=0 = Sbγ|τ=0 = S ′cν |τ=0 = 0 . (5.42)
In synchronous gauge, in which these conditions were originally defined, the adiabatic
mode is given in terms of density contrasts and the neutrino velocity:
δc|τ=0 = δν |τ=0 = δb|τ=0 = vν |τ=0 = 0 . (5.43)
We can show that these conditions are equivalent to the ones for the entropies as
δγ|τ=0 = 0 due to the total density contrast being set to zero to avoid decaying modes.
The defining variable in this case is ψ|τ=0 = −ζ|τ=0.
For the isocurvature modes, instead of the initial entropy being zero, these modes
require the initial curvature perturbation, ζ, to vanish. The different density isocur-
vature modes are then distinguished from each other by the fact that at least one of
the density contrasts (or neutrino velocity) is initially non-zero.
We summarize here all the conditions for the isocurvature modes at first order in
perturbation theory, written in synchronous gauge:
Baryon isocurvature:
δc|τ=0 = δν |τ=0 = ψ|τ=0 = vν |τ=0 = 0 , (5.44)
Defining variable: δb.
Cold dark matter isocurvature:
δb|τ=0 = δν |τ=0 = ψ|τ=0 = vν |τ=0 = 0 , (5.45)
Defining variable: δc.
Neutrino Density Isocurvature:
δc|τ=0 = δb|τ=0 = ψ|τ=0 = vν |τ=0 = 0 , (5.46)
Defining variable: δν .
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Neutrino Velocity Isocurvature:
δc|τ=0 = δb|τ=0 = δν |τ=0 = ψ|τ=0 = 0 , (5.47)
Defining variable: vν .
As with the adiabatic mode, similar conditions can be defined with other gauge
invariant variables, such as the partial curvature perturbations ζs. For example, a
new set of conditions would be obtained simply by substituting every δs for the
corresponding ζs and ψ for the total ζ. However, the new modes would not form a
orthogonal basis in initial condition space, since choosing the ζs as defining variables
would imply that the adiabatic mode contains a contribution from each of the density
isocurvatures. The choice we present above is only one choice of variables which
generate an orthogonal basis for the solution space. Many other choices are certainly
possible, but this is the one used in the original literature [62]. For example, one
could also use the same variables, but defined in a different gauge, such as Poisson
gauge. While this is an equivalent choice, the results for the initial solutions below
would be different, as would the primordial spectra to be constrained by experiment.
Using the variables in synchronous gauge avoids having to perform such a conversion.
The conditions at second order are now already automatically set by stating that
the Eqs. (5.43)–(5.47) apply to the “non-perturbative” variables and not only to their
first-order parts. This is because, by definition, when we choose the component of
the vector X to be one of the defining variables, we have:
Ii(τ,~k) =
∑
j
T ij (τ,~k)Ij(~k) +
∑
m,j
∫
k1,k2
T imj(τ,~k,~k1, ~k2)Im(~k1)Ij(~k2) , (5.48)
and thus, the obvious condition of equality, Ii = Ii, forces T ij = δij , as well as T imj = 0,
when the index i corresponds to a defining variable. So, the condition is simply that
the initial second-order part of the defining variables is exactly zero, for all cases.
The choice of defining variables plays a crucial role in the form of the results, as
it determines which variables one chooses to be initially zero at second order. A
different choice would result in equivalent results, but with a different functional
form.
An additional condition must be set regarding the metric potential E. At linear
order, the initial value of E is not relevant for the evolution of the other quantities,
but at second order, this is not the case, i.e. the first-order E|τ=0 does appear in the
quadratic source terms and would seem to influence the evolution. However, it can
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be shown that the initial condition of E (or the value of E at any one time) can be
fixed by the labelling of the spatial coordinates at that time [156]. Therefore, it is
fully consistent to set E|τ=0 = 0 and that is what we do throughout.
With these conditions, one is now able to calculate the initial time evolution for
the transfer functions for each part of the solution. This will be done in the next
section.
Before showing those results, a few important points must be made regarding
the adiabatic nature of the second-order solutions. Firstly, it should be noted that,
at second order, the different linear modes mix together. Thus, what we will later
call the second-order adiabatic solution is the one which is sourced by quadratic
combinations of adiabatic linear modes only. Other solutions exist which are sourced
by one adiabatic component and another isocurvature one. We will label all those
solutions, mixed modes. The second point is that, when this “adiabatic mode” is
defined in this way, it is not obvious that the entropy perturbation, which we define
by2
S(2)sr =
δ
(2)
s
1 + ws
− δ
(2)
r
1 + wr
− 2 + ws + wr
(1 + ws)2
(
δ(1)s
)2
(5.49)
+
2
1 + ws
δ(1)s δ
(1)
r +
2
3(1 + ws)Hδ
(1)
s
(
δ
(1) ′
s
1 + ws
− δ
(1) ′
r
1 + wr
)
,
should vanish at second order, since this condition was not enforced in any way. In
spite of this, all the non-linear terms vanish since all the first-order δi are initially zero
when the mode is adiabatic. By the arguments following Eq. (5.48), we know that
all second-order densities are zero initially, except for the photon density, which is
unconstrained by those arguments. However, the presence of a total density contrast
can also be shown to generate decaying contributions at second order. Therefore,
since we are not considering decaying solutions, by Eq. (5.8), the photon density
contrast is zero at second order as long as all first-order velocities are zero. The
solution considered here obeys this condition and is thus truly adiabatic.
In different gauges, the vanishing of the entropies may require different conditions
for the density contrasts, particularly if they do not vanish initially at the linear
level. For example, Ref. [87] uses the following conditions, which should be valid in a
2This equation in derived by finding a second-order gauge-invariant quantity which reproduces the
linear result and depends only on the two density contrasts in question. This is not a unique
definition for the entropy fluctuation, but is sufficient for the purposes of the discussion here.
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general gauge, at second order:
δ(2)c |τ=0 = δ(2)b |τ=0 =
3
4
δ(2)γ |τ=0 −
3
16
(
δ(1)γ
)2 |τ=0 , δ(2)ν |τ=0 = δ(2)γ |τ=0 . (5.50)
This is however somewhat more complicated than the second-order initial conditions
shown after Eq. (5.48) and even harder to generalize for the other modes. This
further stresses the advantages of working in the same gauge as that in which the
defining variables are constructed, as doing otherwise would result in unnecessarily
complicated conditions.
Similar arguments apply to the solutions sourced by isocurvature modes. Again, it
is not obvious that the gauge invariant curvature perturbation, ζ, will always vanish
for all isocurvature solutions, for the same reasons as above. For reference, in the
large scale limit, ζ is given by
ζ(2) =− ψ(2) + δ
(2)
3(1 + w)
− 1 + 3w
9(1 + w)2
(
δ(1)
)2
(5.51)
− 4
3(1 + w)
δ(1)ψ(1) +
2
3(1 + w)Hδ
(1)
(
−ψ(1)′ + δ
(1)′
3(1 + w)
)
,
where, for brevity, we are presenting only the variable which is invariant under
changes of slicing (i.e. gauge transformations involving the time variable only). This
is the variable that includes the terms relevant on large scales, as all others would
vanish in that limit. We can see that it depends only on the total density contrast, δ,
and not on the individual ones for each species. As explained above, δ is zero for
growing solutions, which added to the choice that ψ|τ=0 = 0 for isocurvatures, results
in ζ(2) = 0, confirming that all solutions sourced only by isocurvatures are also true
isocurvature modes.
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5.5. Approximate initial time evolution
In order to calculate the initial evolution for each partial solution, we expand every
variable in powers of τ :3
X = X0 +X1τ +X2τ
2 +X3τ
3 + · · · (5.52)
This assumes we are neglecting decaying modes, as before. To find the solutions
for each mode we apply one of the initial conditions given in Eqs. (5.43)-(5.47) to
the expansion of the variables {ψ, δb, δc, δν , vν}, generating a series of constraints on
specific XI . This constrained expansion is then substituted into the evolution equa-
tions, Eqs. (5.19)-(5.24), resulting in a set of algebraic equations for the coefficients,
XI , order by order in τ . This will describe the initial solution to the equations of
motion for each growing mode. We begin by applying this procedure at first order
and recover the results found in Refs. [62, 65]. We substitute those results into the
second-order equations of motion and apply the same procedure to find the initial
evolution for the second-order transfer function. This is the final step to obtain our
main results, which we show below.
We begin, however, by giving an example at linear order. We show here the results
3To make this expansion well defined, one should use a dimensionless expansion parameter, instead
of τ , which has dimensions of time (or length, with c = 1). In practice, as will be clear in the
results, the expansion parameter will either be kτ , kiτ or ωτ , with ω ≡ ΩMH/
√
ΩR. The first
two are very small for modes deep outside the horizon, while the last one is small for sufficiently
early times, given that the constant ω is O(10−3)Mpc−1. Thus, the expansion in τ is correct as
long as τ is sufficiently small.
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for the sum of the two matter isocurvature modes in synchronous gauge:
ψ =Rc
(
−1
6
ωτ +
1
16
(ωτ)2
)
δ0c +Rb
(
−1
6
ωτ +
1
16
(ωτ)2
)
δ0b ,
E =
(
Rc
15− 4Rν
72(15 + 2Rν)
ωτ 3
)
δ0c +
(
Rb
15− 4Rν
72(15 + 2Rν)
ωτ 3
)
δ0b ,
δc =
(
1− Rc
2
ωτ +
3Rc
16
(ωτ)2
)
δ0c +Rb
(
−1
2
ωτ +
3
16
(ωτ)2
)
δ0b ,
δb =
(
−Rc
2
ωτ +
3Rc
16
(ωτ)2
)
δ0c +
(
1− Rb
2
ωτ +
3Rb
16
(ωτ)2
)
δ0b ,
δγ =
(
−2Rc
3
ωτ +
Rc
4
(ωτ)2
)
δ0c +
(
−2Rb
3
ωτ +
Rb
4
(ωτ)2
)
δ0b ,
δν =
(
−2Rc
3
ωτ +
Rc
4
(ωτ)2
)
δ0c +
(
−2Rb
3
ωτ +
Rb
4
(ωτ)2
)
δ0b ,
vγb =
(
Rc
12
ωτ 2
)
δ0c +
(
Rb
12
ωτ 2
)
δ0b ,
vν =
(
Rc
12
ωτ 2
)
δ0c +
(
Rb
12
ωτ 2
)
δ0b , (5.53)
σν =
(
− Rc
6(15 + 2Rν)
k2ωτ 3
)
δ0c +
(
− Rb
6(15 + 2Rν)
k2ωτ 3
)
δ0b ,
in which ω ≡ ΩMH/
√
ΩR, Rc = Ωc/ΩM , Rν = Ων/ΩR, Rγ = Ωγ/ΩR and the Ωs are
the usual density parameters. We have also used the total matter and total radiation
density parameters, respectively given by ΩM = Ωc + Ωb and ΩR = Ωγ + Ων . This
implies that Rc +Rb = 1 as well as Rν +Rγ = 1. Moreover, we have abbreviated the
initial values of the cold dark matter and baryon density contrasts, δc|τ=0 and δb|τ=0,
to δ0c and δ
0
b for simplicity of notation. We do this for all other defining variables in
all modes presented below.
This example is particularly useful because it also allows us to analyse a combination
of modes called the compensated isocurvature mode [77]. This mode is defined by
the choice of initial conditions for which all variables cancel in the equations above,
except the matter density contrasts. It is given by the following condition
δ0b = −
Rc
Rb
δ0c . (5.54)
When the initial conditions are exactly related in this way, no other variables are
generated at linear order. As we will later verify, this is no longer true at second
order, due to mode mixing.
Another property that we can see in this example is that, at first order in pertur-
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bation theory, there is a hierarchy between the brightness tensors in terms of their
order in τ : it is clear here, that δν  vν  σν . This can be shown using the evolution
equations for those variables — the first-order versions of Eqs. (5.23)–(5.24) — from
which one deduces that vν ∝
∫
δνdτ and σν ∝
∫
vνdτ . This implies that one can
safely neglect the higher rank brightness tensors, as they will certainly be smaller
than the ones shown. At second order, this is not so straightforward, as all variables
are sourced by non-linear terms, which do not have to obey such a hierarchy. In
order to test this, all the results below include one extra variable, the scalar part of
the rank-3 brightness tensor, ∆3. Should this variable be of the same order in τ as
σν , one may assume that all other brightness tensors are of a similar size. Should
that be the case, they may not be negligible, since they may affect the evolution of
all other variables. In practice, as we show below, none of the modes under study
suffer from this problem and this hierarchy is preserved.
We now present the second-order results for all growing modes, excluding the
neutrino velocity mode, as it includes decaying contributions at second order, as
discussed above. In all of the results shown, we abuse the notation and use the names
of the variables to denote the transfer functions multiplied by the defining variables
(for example ψ(2) = TijIiIj) i.e. we show only the integrand of the second-order part
of the variable. We begin by showing the pure adiabatic solutions and show the
results for the isocurvature modes after that by “activating” each of the four linear
growing modes separately.
5.5.1. Pure adiabatic mode
We find the following results for the initial evolution at second order and at leading
order in τ , when including only the quadratic source composed by the adiabatic
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first-order solutions, in synchronous gauge:
ψ(2) =− 4Rνk
2(3k2 + k21 + k
2
2) + 5 (3(k
2
1 − k22)2 + k2(k21 + k22))
24(4Rν + 15)k4
(kτ)2ψ0k1ψ
0
k2
,
E(2) =− 5 (9k
4 − 3(k21 − k22)2 + 2k2(k21 + k22))
8(4Rν + 15)k4
τ 2ψ0k1ψ
0
k2
,
δ(2)c =−
1
8
(
3k2 + 5(k21 + k
2
2)
)
τ 2ψ0k1ψ
0
k2
,
δ
(2)
b =−
1
8
(
3k2 + 5(k21 + k
2
2)
)
τ 2ψ0k1ψ
0
k2
,
δ(2)γ =−
1
6
(
3k2 + 5(k21 + k
2
2)
)
τ 2ψ0k1ψ
0
k2
,
δ(2)ν =−
1
6
(
3k2 + 5(k21 + k
2
2)
)
τ 2ψ0k1ψ
0
k2
, (5.55)
v
(2)
γb =
1
72k2
(
3k4 + 2(k21 − k22)2 + 7k2(k21 + k22)
)
τ 3ψ0k1ψ
0
k2
,
v(2)ν =
23 + 4Rν
72(4Rν + 15)k2
(
3k4 + 2(k21 − k22)2 + 7k2(k21 + k22)
)
τ 3ψ0k1ψ
0
k2
,
σ(2)ν =
(9k4 − 3(k21 − k22)2 + 2k2(k21 + k22))
6(4Rν + 15)k4
(kτ)2ψ0k1ψ
0
k2
,
∆
(2)
3 =−
37k4 + 9(k21 − k22)2 − 6k2(k21 + k22)
42(15 + 4Rν)k4
τ 3ψ0k1ψ
0
k2
,
These results for the adiabatic case were already known in Poisson gauge [84, 87]
and one can check that they match ours by using the gauge transformations given in
Appendix B. We see here that σν is initially larger (in order of τ) than vν . This was
not the case at the linear level. However, we also note that ∆3 is again higher order
in τ , giving us confidence that higher-rank tensors can be neglected.
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5.5.2. Pure cold dark matter isocurvature mode
For the solution that is sourced by the quadratic dark matter isocurvature first-order
modes, the initial evolution is given by:
ψ(2) =R2c
(
(ωτ)2
48
− (ωτ)
3
72
)
δ0c,k1δ
0
c,k2
,
E(2) =O(τ 4)
δ(2)c =Rc
(
−ωτ + 18 + 23Rc
48
(ωτ)2 +
16(k21 + k
2
2)− 15(6 + 17Rc)ω2
720
ωτ 3
)
δ0c,k1δ
0
c,k2
,
δ
(2)
b =R
2
c
(
23
48
(ωτ)2 − 17
48
(ωτ)3
)
δ0c,k1δ
0
c,k2
,
δ(2)γ =R
2
c
(
3
4
(ωτ)2 − 5
9
(ωτ)3
)
δ0c,k1δ
0
c,k2
,
δ(2)ν =R
2
c
(
3
4
(ωτ)2 − 5
9
(ωτ)3
)
δ0c,k1δ
0
c,k2
, (5.56)
v
(2)
γb =R
2
c
(
−7ω
2τ 3
144
+
(15Rb + 16Rγ)ω
3τ 4
576Rγ
)
δ0c,k1δ
0
c,k2
,
v(2)ν =R
2
c
(
−7ω
2τ 3
144
+
ω3τ 4
36
)
δ0c,k1δ
0
c,k2
,
σ(2)ν =O(τ
4) ,
∆
(2)
3 =O(τ
5) .
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5.5.3. Mixture of adiabatic and cold dark matter modes
When both the adiabatic mode and the dark matter isocurvature are present, a
mixed mode is generated, for which the initial evolution is:
ψ(2) =Rc
(
1
3
ωτ − 1
8
(ωτ)2
)
δ0c,k1ψ
0
k2
,
E(2) =f cψE (k, k1, k2)ωτ
3δ0c,k1ψ
0
k2
δ(2)c =
(
−1
4
k22τ
2 +
1
180
(−2(k2 − 5k21)Rc + k22(9 + 41Rc))ωτ 3
)
δ0c,k1ψ
0
k2
,
δ
(2)
b =−
Rc
120
ωτ 3(3k2 − 15k21 − 29k22)δ0c,k1ψ0k2 ,
δ(2)γ =−
Rc
90
ωτ 3(3k2 − 15k21 − 34k22)δ0c,k1ψ0k2 ,
δ(2)ν =−
Rc
90
ωτ 3(3k2 − 15k21 − 34k22)δ0c,k1ψ0k2 , (5.57)
v
(2)
γb =
(
Rc
12k2
(k2 + k21 − k22)ωτ 2 −
Rc(Rγ + 3Rb)
48Rγk2
(k2 + k21 − k22)ω2τ 3
)
δ0c,k1ψ
0
k2
,
v(2)ν =
(
Rc
12k2
(k2 + k21 − k22)ωτ 2 −
Rc
48k2
(k2 + k21 − k22)ω2τ 3
)
δ0c,k1ψ
0
k2
,
σ(2)ν =f
cψ
σ (k, k1, k2)ωk
2τ 3δ0c,k1ψ
0
k2
,
∆
(2)
3 =O(τ
4) ,
with the following kernels:
f cψE =−
Rc
576(15 + 4Rν)(15 + 2Rν)k4
[
(225 + 720Rν + 32R
2
ν)k
4
+ 3(675 + 240Rν − 32R2ν)(k21 − k22)2
+2k2((−1125− 720Rν + 32R2ν)k21 + (−225 + 240Rν + 32R2ν)k22)
]
,
f cψσ =−
Rc
48(15 + 4Rν)(15 + 2Rν)k4
[
(135 + 8Rν)k
4 + 3(5− 8Rν)(k21 − k22)2
+2k2((−75 + 8Rν)k21 + (65 + 8Rν)k22)
]
.
Note that to get the full results for the mixed mode one would have to add the
complementary solution obtained by switching k1 ↔ k2. We can see that these
mixed modes do initially grow (i.e. they are not zero) and are thus not negligible for
the evolution of the system. They must be taken into account if one is to have an
accurate understanding of the effect of isocurvature modes on non-linear observables.
This is even more important in the particular case shown, since this mode includes a
contribution from the adiabatic mode, which should make this mixed mode more
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relevant than the pure isocurvature one, presented before.
5.5.4. Pure baryon isocurvature mode
We now move on to the introduction of the baryon isocurvature mode:
ψ(2) =R2b
(
(ωτ)2
48
− (ωτ)
3
72
)
δ0b,k1δ
0
b,k2
,
E(2) =O(τ 4)
δ(2)c =R
2
b
(
23
48
(ωτ)2 − 17
48
(ωτ)3
)
δ0b,k1δ
0
b,k2
,
δ
(2)
b =Rbωτ
(
−1 + 18 + 23Rb
48
ωτ +
16(k21 + k
2
2) + 20k
2 − 15(6 + 17Rc)ω2
720
τ 2
)
δ0b,k1δ
0
b,k2
,
δ(2)γ =R
2
b
(
3
4
(ωτ)2 − 5
9
(ωτ)3
)
δ0b,k1δ
0
b,k2
,
δ(2)ν =R
2
b
(
3
4
(ωτ)2 − 5
9
(ωτ)3
)
δ0b,k1δ
0
b,k2
, (5.58)
v
(2)
γb =R
2
b
(
7Rν − 16
144Rγ
ω2τ 3 +
Rb(69− 15Rν) + 16R2γ
576R2γ
ω3τ 4
)
δ0b,k1δ
0
b,k2
,
v(2)ν =R
2
b
(
− 7
144
ω2τ 3 +
1
36
ω3τ 4
)
δ0b,k1δ
0
b,k2
,
σ(2)ν =O(τ
4) ,
∆
(2)
3 =O(τ
5) .
This solution is very similar to the “pure” dark matter isocurvature, as it is already
at first order. In this case, however, the application of the compensated isocurvature
condition, Eq. (5.54), would not lead to cancellations when this result is summed to
the dark matter one, due the quadratic nature of these solutions. Furthermore, some
terms are completely different in the two cases, namely the matter densities and the
baryon-photon velocity. However, in order to completely analyse the initial evolution
of the compensated isocurvature mode, we must still investigate the mixed mode
between the baryon and dark matter isocurvatures.
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5.5.5. Mixture of baryon and cold dark matter modes
This mixed mode is given by
ψ(2) =
RbRc
48
(
(ωτ)2 − 2
3
(ωτ)3
)
δ0b,k1δ
0
c,k2
,
E(2) =O(τ 4)
δ(2)c =Rb
(
−1
2
ωτ +
9 + 23Rc
48
(ωτ)2 +
16k21 − 15(3 + 17Rc)ω2
720
ωτ 3
)
δ0b,k1δ
0
c,k2
,
δ
(2)
b =Rc
(
−1
2
ωτ +
9 + 23Rb
48
(ωτ)2 +
10k2 − 10k21 + 26k22 − 300ω2 + 255Rcω2
720
ωτ 3
)
δ0b,k1δ
0
c,k2
,
δ(2)γ =RbRc
(
3
4
(ωτ)2 − 5
9
(ωτ)3
)
δ0b,k1δ
0
c,k2
,
δ(2)ν =RbRc
(
3
4
(ωτ)2 − 5
9
(ωτ)3
)
δ0b,k1δ
0
c,k2
, (5.59)
v
(2)
γb =
RbRc(9(k
2
1 − k22)− (23− 14Rν)k2)
288Rγk2
ω2τ 3δ0b,k1δ
0
c,k2
,
v(2)ν =−
7RbRc
144
ω2τ 3δ0b,k1δ
0
c,k2
,
σ(2)ν =O(τ
4) ,
∆
(2)
3 =O(τ
5) .
Adding all the matter modes together and applying the compensated isocurvature
condition, Eq. (5.54), we can show that again, the compensated isocurvature mode
has vanishing initial evolution even at second order. This is not surprising, since, if
only these matter isocurvature modes are active and do not evolve at linear order,
they would only source the second-order evolution if terms like δ2c , δ
2
b or δcδb existed
in the evolution equations. Having concluded that a pure compensated isocurvature
mode does not evolve initially, it remains to be seen whether it can mix with the
adiabatic mode and generate additional contributions.
5.5.6. Mixture of adiabatic and baryon modes
To test what happens when one mixes a compensated isocurvature with the adiabatic
mode, we first need the mixed mode between the baryon isocurvature and the
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adiabatic mode:
ψ(2) =Rb
(
1
3
ωτ − 1
8
ω2τ 2
)
δ0b,k1ψ
0
k2
,
E(2) =f bψE (k, k1, k2)ωτ
3δ0b,k1ψ
0
k2
,
δ(2)c =−
Rb
180
ωτ 3(−2k2 + 10k21 + 41k22)δ0b,k1ψ0k2 ,
δ
(2)
b =
(
−1
4
k22τ
2 +
1
120
((15k21 + 29k
2
2 − 3k2)Rb + 6k22)ωτ 3
)
δ0b,k1ψ
0
k2
,
δ(2)γ =−
Rb
90
ωτ 3(3k2 − 15k21 − 34k22)δ0b,k1ψ0k2 ,
δ(2)ν =−
Rb
90
ωτ 3(3k2 − 15k21 − 34k22)δ0b,k1ψ0k2 , (5.60)
v
(2)
γb =
(
Rb
12k2
(k2 + k21 − k22)ωτ 2 −
Rb(Rγ + 3Rb)
48Rγk2
(k2 + k21 − k22)ω2τ 3
)
δ0b,k1ψ
0
k2
,
v(2)ν =
(
Rb
12k2
(k2 + k21 − k22)ωτ 2 −
Rb
48k2
(k2 + k21 − k22)ω2τ 3
)
δ0b,k1ψ
0
k2
,
σ(2)ν =f
bψ
σ (k, k1, k2)ωk
2τ 3δ0b,k1ψ
0
k2
,
∆
(2)
3 =O(τ
4) ,
with the following kernels:
f bψE (k, k1, k2) =
Rb
Rc
f cψE (k, k1, k2) ,
f bψσ (k, k1, k2) =
Rb
Rc
f cψσ (k, k1, k2) .
It is immediately clear, from the relationship between the kernels for E and σ, that
cancellations will occur when the compensated isocurvature condition, Eq. (5.54), is
applied. However, there are some terms that do survive and are given by
δ(2)c =−
1
20
k22τ
2(5− ωτ)δ0CI,k1ψ0k2 ,
δ
(2)
b =
Rc
20Rb
k22τ
2(5− ωτ)δ0CI,k1ψ0k2 , (5.61)
v
(2)
γb =
Rc
Rγ
k2 + k21 − k22
96k2
k22ωτ
4δ0CI,k1ψ
0
k2
,
in which δ0CI,k1 is the initial density contrast of dark matter in the compensated
isocurvature mode. We see here that the compensated isocurvature condition is
conserved, i.e. δ
(2)
b = −RcRb δ
(2)
c , but we also see that the common velocity of the
baryons and photons is generated in this mixed mode, which was non-existent at
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linear order. We confirm here that the compensated isocurvature mode does have an
effect on the evolution at second order, even at these early times.
5.5.7. Pure neutrino density isocurvature mode
We now introduce the solutions sourced by the neutrino density isocurvature. First
we show the results for the “pure” mode:
ψ(2) =f ννψ (k, k1, k2)(kτ)
2δ0ν,k1δ
0
ν,k2
,
E(2) =f ννE (k, k1, k2)τ
2δ0ν,k1δ
0
ν,k2
,
δ(2)c =−
RbR
2
ν
320R2γ
(7k2 − 3(k21 + k22))ωτ 3δ0ν,k1δ0ν,k2 ,
δ
(2)
b =
R2ν
32R2γ
(7k2 − 3(k21 + k22))τ 2δ0ν,k1δ0ν,k2 ,
δ(2)γ =
R2ν
12R2γ
(k2 − k21 − k22)τ 2δ0ν,k1δ0ν,k2 ,
δ(2)ν =
1
12
(k2 − k21 − k22)τ 2δ0ν,k1δ0ν,k2 , (5.62)
v
(2)
γb =
(
R2ν
4R2γ
τ − 3RbR
2
ν
8R3γ
ωτ 2
)
δ0ν,k1δ
0
ν,k2
,
v(2)ν =
1
4
τδ0ν,k1δ
0
ν,k2
,
σ(2)ν =f
νν
σ (k, k1, k2)(kτ)
2δ0ν,k1δ
0
ν,k2
,
∆
(2)
3 =f
νν
∆ (k, k1, k2)τ
3δ0ν,k1δ
0
ν,k2
,
in which the kernels abbreviated above are given by
f ννψ (k, k1, k2) =−
R2ν [(27 + 68Rν)k
4 − (91 + 4Rν) (3(k21 − k22)2 − 2k2(k21 + k22))]
96Rγ(4Rν + 15)2k4
,
f ννE (k, k1, k2) =− 3f ννψ (k, k1, k2) ,
f ννσ (k, k1, k2) =−
1
96Rγ(4Rν + 15)2k4
[
(−225− 39Rν + 188R2ν)k4
+(225− 153Rν + 4R2ν)
(
3(k21 − k22)2 − 2k2(k21 + k22)
)]
,
f νν∆ (k, k1, k2) =−
Rν [(−51 + 32Rν)k4 + (3 + 16Rν) (3(k21 − k22)2 − 2k2(k21 + k22))]
84Rγ(4Rν + 15)2k4
.
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5.5.8. Mixture of adiabatic and neutrino modes
The mixed mode between the neutrino density isocurvature and the adiabatic mode
is given by
ψ(2) =f νψψ (k, k1, k2)(kτ)
2δ0ν,k1ψ
0
k2
,
E(2) =f νψE (k, k1, k2)τ
2δ0ν,k1ψ
0
k2
,
δ(2)c =
RbRν
160Rγ
(k2 − 5k21 − k22)ωτ 3δ0b,k1ψ0k2 ,
δ
(2)
b =−
Rν
16Rγ
(k2 − 5k21 − k22)τ 2δ0ν,k1ψ0k2 ,
δ(2)γ =−
Rν
12Rγ
(k2 − 5(k21 + k22))τ 2δ0ν,k1ψ0k2 ,
δ(2)ν =
1
12
(k2 − 5(k21 + k22))τ 2δ0ν,k1ψ0k2 , (5.63)
v
(2)
γb =
(
Rν(k
2 + k21 − k22)
4Rγk2
τ − 3RbRν(k
2 + k21 − k22)
16R2γk
2
ωτ 2
)
δ0ν,k1ψ
0
k2
,
v(2)ν =−
(k2 + k21 − k22)
4k2
τδ0ν,k1ψ
0
k2
,
σ(2)ν =f
νψ
σ (k, k1, k2)(kτ)
2δ0ν,k1ψ
0
k2
,
∆
(2)
3 =f
νψ
∆ (k, k1, k2)τ
3δ0ν,k1ψ
0
k2
.
The kernels are given by
f νψψ =−
Rν [(45 + 4Rν)k
4 − 3(5 + 4Rν)(k21 − k22)2 + k2((−30 + 8Rν)k21 + 2(25 + 4Rν)k22)]
24(4Rν + 15)2k4
,
f νψE =− 3f νψψ ,
f νψσ =−
3
Rν
f νψψ (k, k1, k2) ,
f νψ∆ =−
1
336(15 + 4Rν)2k6
[
(1545 + 316Rν)k
6 + 35(15 + 4Rν)(k
2
1 − k22)3
− 3k2(k21 − k22)(3(65 + 28Rν)k21 + (225 + 28Rν)k22)
+k4((675 + 372Rν)k
2
1 − 5(147 + 52Rν)k22)
]
.
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5.5.9. Mixture of dark matter and neutrino modes
Now we show the neutrino-dark matter mixed mode:
ψ(2) =f νcψ (k, k1, k2)ωk
2τ 3δ0ν,k1δ
0
c,k2
,
E(2) =f νcE (k, k1, k2)ωτ
3δ0ν,k1δ
0
c,k2
,
δ(2)c =−
RbRν
80Rγ
k21ωτ
3δ0ν,k1δ
0
c,k2
,
δ
(2)
b =−
RνRc
288Rγ
(−5k2 + 29k21 + 5k22)ωτ 3δ0ν,k1δ0c,k2 ,
δ(2)γ =
RνRc
Rγ
(
2
3
ωτ − 1
4
(ωτ)2
)
δ0ν,k1δ
0
c,k2
,
δ(2)ν =
(
−2Rc
3
ωτ +
Rc
4
(ωτ)2
)
δ0ν,k1δ
0
c,k2
, (5.64)
v
(2)
γb =−
RνRc
Rγ
(
k2 + k21 − k22
32k2
ωτ 2 +
k2(9Rb − 4Rγ)− (k21 − k22)(4Rγ + 15Rb)
384Rγk2
ω2τ 3
)
δ0ν,k1δ
0
c,k2
,
v(2)ν =
(
(k2 + k21 − k22)Rc
32k2
ωτ 2 − (k
2 + k21 − k22)Rc
96k2
ω2τ 3
)
δ0ν,k1δ
0
c,k2
,
σ(2)ν =f
νc
σ (k, k1, k2)ωk
2τ 3δ0ν,k1δ
0
c,k2
,
∆
(2)
3 =O(τ
4) ,
with the following kernels:
f νcψ (k, k1, k2) =
RνRc
144(2Rν + 15)2(4Rν + 15)k4
[
(675 + 90Rν − 6R2ν)(k4 + (k21 − k22)2)
−2k2((225 + 90Rν + 2R2ν)k21 − 3(−75 + 10Rν + 2R2ν)k22)
]
,
f νcE (k, k1, k2) =− 3f νcψ (k, k1, k2) ,
f νcσ (k, k1, k2) =
Rc
96(2Rν + 15)2(4Rν + 15)k4
[
3(−1125− 180Rν + 4R2ν)(k4 + (k21 − k22)2)
+2k2((675 + 300Rν + 4R
2
ν)k
2
1 + 3(525 + 20Rν − 4R2ν)k22)
]
.
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5.5.10. Mixture of baryon and neutrino modes
Finally, the results for the neutrino-baryon mixed mode are
ψ(2) =f νbψ (k, k1, k2)ωk
2τ 3δ0ν,k1δ
0
b,k2
,
E(2) =f νbE (k, k1, k2)ωτ
3δ0ν,k1δ
0
b,k2
,
δ(2)c =−
RbRν
160Rγ
(k2 + k21 − k22)ωτ 3δ0ν,k1δ0b,k2 ,
δ
(2)
b =
Rν
16Rγ
(k2 + k21 − k22)τ 2δ0ν,k1δ0b,k2 ,
δ(2)γ =
RνRb
Rγ
(
2
3
ωτ − 1
4
(ωτ)2
)
δ0ν,k1δ
0
b,k2
,
δ(2)ν =Rb
(
−2
3
ωτ +
1
4
(ωτ)2
)
δ0ν,k1δ
0
b,k2
, (5.65)
v
(2)
γb =
(
(k2 + k21 − k22)RbRν(Rν − 4)
32R2γk
2
ωτ 2 + f νbv (k, k1, k2)ω
2τ 3
)
δ0ν,k1δ
0
b,k2
,
v(2)ν =Rb
(
(k2 + k21 − k22)
32k2
ωτ 2 − (k
2 + k21 − k22)
96k2
ω2τ 3
)
δ0ν,k1δ
0
b,k2
,
σ(2)ν =f
νb
σ (k, k1, k2)ωk
2τ 3δ0ν,k1δ
0
b,k2
,
∆
(2)
3 =O(τ
4) ,
with the following kernels:
f νbψ =−
RbRν
1440Rγ(2Rν + 15)2(4Rν + 15)k4
[
3(1125 + 3750Rν + 620R
2
ν − 4R3ν)k4
− 30(225− 195Rν − 32R2ν + 2R3ν)(k21 − k22)2
+k2((14625 + 2700Rν − 860R2ν + 8R3ν)k21 + 3(−1875− 3500Rν − 140R2ν + 24R3ν)k22)
]
,
f νbE =
Rb
Rc
f νcE ,
f νbv =
RνRb
384R3γk
2
[
k2(−5 +Rν + 4R2ν + 9Rb(5 +Rν))
+(k21 − k22)(−5 +Rb(69− 15Rν) +Rν + 4R2ν)
]
,
f νbσ =
Rb
Rc
f νcσ .
We can also analyse here if the compensated isocurvature generates an extra
contribution when mixed with the neutrino isocurvature. We find that it does and
present below the initial evolution for that mixed mode, showing only the non-zero
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variables:
ψ(2) =
RνRc
480Rγ
(k2 + k21 − k22)ωτ 3δ0ν,k1δ0CI,k2 ,
δ(2)c =
Rν
160Rγ
(
Rc(k
2 + k21 − k22)− 2Rbk21
)
ωτ 3δ0ν,k1δ
0
CI,k2
,
δ
(2)
b =−
RνRc
16RγRb
(k2 + k21 − k22)τ 2δ0ν,k1δ0CI,k2 ,
δ(2)γ =
RνRc(6−Rν)
120R2γ
(k2 + k21 − k22)ωτ 3δ0ν,k1δ0CI,k2 ,
δ(2)ν =
RνRc
120Rγ
(k2 + k21 − k22)ωτ 3δ0ν,k1δ0CI,k2 , (5.66)
v
(2)
γb =
3RνRc
32R2γ
k2 + k21 − k22
k2
ωτ 2δ0ν,k1δ
0
CI,k2
,
v(2)ν =−
RνRc
1920Rγ
(k2 + k21 − k22)ωτ 4δ0ν,k1δ0CI,k2 .
We see that the mixture of these two modes is far more consequential in this case
than it was when the compensated isocurvature mixed with the adiabatic mode. In
particular, the compensated isocurvature relation, Eq. (5.54), is not conserved at
second order and many other quantities are generated besides the matter density
perturbations, in clear contrast to what happens at the linear level.
We also note that in all the solutions above, the hierarchy between vν , σν and ∆3
is maintained, i.e. vν & σν & ∆3, in terms of their order in the expansion in τ . This
gives us confidence that we can neglect the initial evolution of the higher brightness
tensors for all the modes under study.
5.6. Conclusion
We have studied the approximate initial solutions for the transfer functions of the
most relevant variables used in the initialization of Boltzmann solvers at second order
in perturbation theory. In order to do this, we have described the differential system
and precisely defined the different modes under study. We have concluded that the
number of purely growing modes is smaller at second order, as we have shown that
the neutrino velocity mode sources decaying solutions due to its contribution to the
total anisotropic stress. Furthermore, we have highlighted the importance of the
solutions sourced by multiple modes, which have no first-order counter-part. We
show that these solutions exhibit growing behaviour, thus making them essential for
the accurate evolution of the cosmological variables.
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We also investigated in detail the consequences of a compensated isocurvature
mode, the mode which is constrained the least at the linear level. We confirm that
a pure compensated isocurvature mode does not generate any evolution both at
first and second order in cosmological perturbations. However, we show that, when
mixed with other modes, there are additional contributions to many variables, which
do not exist at linear order or in the pure compensated mode. In particular, we
noted that the mixed adiabatic and compensated isocurvature solution conserves the
relation between the baryon and dark matter contrasts given initially, but also causes
the compensated density fluctuation to grow, as well as the baryon-photon velocity.
Considering the other possible mixture, with the neutrino density isocurvature, we
find that the curvature perturbation, density contrasts and velocity perturbations
receive a contribution from this mixed mode, but no higher multipoles are affected.
Our results can be applied to initialize second-order Boltzmann codes to evaluate
the effects of isocurvatures on a variety of observables. In the future, we aim to
apply the same techniques developed here to study the initialization of vector modes,
which are known to be sourced when multiple degrees of freedom are present. This
would be an interesting application for the mixed modes found in this work.
6. Quantum Quenches in de Sitter
6.1. Introduction
In this chapter, we study quantum quenches of scalar fields in de Sitter spacetime.
Quenches have been used in a cosmological setting by many authors to study phase
transitions, both in the flat spacetime approximation [239, 240], as well as in an
inflationary background [241–247]. In spite of this, this technique had not yet been
applied to the study of more general transitions during inflation, such as those arising
when the potential has sharp features, which can lead momentarily to violations of
the slow-roll approximation. This is the main aim of this study.
Generally, these fast events occur whenever there are very pronounced slopes in
the potential which are traversed during very short times, ∆t  H−1. The end
result is effectively a transition in the parameters of the potential, such as the masses
and couplings of the fields. The interpretation of such features of the potential as
quantum quenches is expected to be a good approximation for the description of the
system some time after the violent phenomenon has occurred, while not depending
on the exact details of the transition, provided that the transition is quicker than the
other time scales of the system. The use of quenches to model these features allows
for the study of the consequences of different classes of phenomena, based solely on
the parameters of the potential before and after the transition has taken place.
We perform this study using the large-N expansion, which we introduce in Sec-
tion 6.2. This method allows one to study a theory with a large number, N , of
identical fields by expanding the action in powers of 1/N , instead of the usual
expansion in powers of the coupling constant, multiplying the non-linear parts of
the potential. Consequently, this is a manifestly non-perturbative method since
it allows for studying systems with large couplings. The large-N expansion and
other non-perturbative techniques are very useful in describing IR effects in de Sitter,
having been used [104], for example, to show that IR effects and self-interactions force
the effective mass of the fields to be strictly positive, something that had already been
discussed in the stochastic context [106]. This effect, which is proportional to the
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root of the coupling constant,
√
g4, would be impossible to obtain using perturbative
methods.
We are thus able to study the consequences of the quench for the evolution of
the system taking into account IR effects. We compute the two-point function of
scalar perturbations generated after the quench in section 6.3, presenting analytical
estimates for the evolution and late-time limit of their effective mass. We also use
a numerical approach to verify and correct our analytical calculations. At the end
of that section we discuss the effects of the quench on dynamical mass generation,
by studying a quench to an initially tachyonic state. We conclude in Section 6.4, by
enumerating our main results and discussing the advantages of our approach.
6.2. Large-N in de Sitter
The action for an N -component, O(N) symmetric, ϕ4 model in a de Sitter background
geometry in d spacetime dimensions is given by
S[ϕ] =
∫
ddx
√−g
[
−1
2
gµν∂µϕ
a∂νϕ
a − 1
2
µ2ϕaϕa − g4
4N
(ϕaϕa)2
]
, (6.1)
where a is an O(N) index which labels the field (not to be confused with the scale
factor) and repeated indices are summed over as per Einstein’s notation. This is
a generalization of the action given in Chapter 3 for multiple fields with a specific
potential. As elsewhere in this thesis, the spacetime under study is the FLRW
spacetime, whose metric we re-write here, in terms of conformal time τ ,
gµν = a(τ)
2ηµν , (6.2)
in which ηµν is the Minkowski metric with mostly plus signature. For exact de Sitter,
the solution was given in Eq. (2.71), and we repeat it here in terms of the Hubble
rate, H,
a(τ) = − 1
Hτ
, (6.3)
with the conformal time obeying −∞ < τ < 0.
We now review the large-N approximation. The general idea is that for a very
large number of fields, N  1, the action becomes very large, i.e. S  ~. As a
consequence, the path integral is dominated by solutions which minimize the action,
just as it happens when one takes the classical limit (~ → 0). This simplifies a
number of calculations while still keeping contributions of all orders in the couplings
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of the theory. To see this explicitly, let us start by writing the path integral in the
in-in formalism [248] as
I =
∫
CTP
Dϕ eiS[ϕ] , (6.4)
in which CTP is designating the closed-time-path measure one uses to account for
the boundary conditions of the in-in formalism. We now introduce a new variable
defined by
ρ ≡ ϕaϕa/N , (6.5)
whose expectation value is the variance of the fields. We can also change the
path-integral by using the identity
1 ∼
∫
Dρ δ(ϕaϕa −Nρ) ∼
∫
DρDξ e− i2
∫
ddx
√−gξ(ϕaϕa−Nρ) , (6.6)
which results in
I =
∫
CTP
DϕDρDξ eiS[ϕ,ρ,ξ] , (6.7)
where the new action S[ϕ, ρ, ξ] is given by
S[ϕ, ρ, ξ] =
∫
ddx
√−g1
2
[
−gµν∂µϕa∂νϕa − (µ2 + ξ)ϕaϕa − Ng4
2
ρ2 +Nξρ
]
. (6.8)
It is clear that the action above is simply quadratic in ϕa, which allows one to
perform N Gaussian integrals for each field. Before that, however, it is convenient to
change variables to
ϕa ≡ χa a 2−d2 , ρ ≡ Π a2−d , (6.9)
since it is χa which is the canonically normalized field in a de Sitter spacetime.1
Integrating out N − 1 copies of the χa fields and substituting for the de Sitter metric,
yields the following path integral
I =
∫
CTP
DΠDξDσ eiSeff[Π,ξ,σ] , (6.10)
1This is equivalent to the Sasaki-Mukhanov variable, v, defined in Chapter 3, for an exact de
Sitter spacetime, generalized to d dimensions.
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with
Seff[Π, ξ, σ] =
∫
ddx
{
1
2
σ
[
∂2 +
1
τ 2
(
d(d− 2)
4
− µ
2 + ξ
H2
)]
σ
+N
(
ξΠ
2(Hτ)2
− g4
4
Π2(−Hτ)d−4
)}
+ (N − 1) i
2
Tr
{
log
[
−∂2 − 1
τ 2
(
d(d− 2)
4
− µ
2 + ξ
H2
)]}
, (6.11)
in which Tr is the functional trace defined by
Tr[f(x, y)] =
∫
ddx f(x, x) , (6.12)
and ∂2 is the Minkowski Laplacian.2 We have not integrated one of the scalar fields,
given by σ ≡ χN = ϕN/(−Hτ), should there be a spontaneous breaking of the O(N)
symmetry, in which case σ = O(
√
N) instead of O(1), as is assumed for all other field
components, χa. Should that be the case, it is clear that all terms in the action are
order N and thus, in the large-N limit, one has S ∝ N  ~. The path integral can
then be evaluated by simply using the stationary phase approximation. Therefore,
one must only minimize the action by imposing the following conditions with respect
2These functional techniques are better understood when a set of basis functions fi exists, for
which a function g(x) is expanded as
g(x) =
∑
i
gifi(x) with
∫
ddxfi(x)fj(x) = δij . (6.13)
Then the Laplacian can be written as a matrix with components
[∂2]ij =
∫
ddxfi(x)∂
2fj(x) . (6.14)
Its trace is just the matrix trace, since Eq. (6.12) becomes
Tr[h(x, y)] =
∫
ddx
∑
i,j
hijfi(x)fj(x) =
∑
i,j
hijδij . (6.15)
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to each of the field species present:
δSeff
δξ
= 0⇒ (6.16)
Π¯
(Hτ)2
− σ¯
2
(Hτ)2
+ i
δ
δξ
Tr
{
log
[
−∂2 − 1
τ 2
(
d(d− 2)
4
− µ
2 + ξ
H2
)]}∣∣∣∣
ξ=ξ¯
= 0 ,
δSeff
δΠ
= 0⇒ ξ¯
(Hτ)2
− g4Π¯(−Hτ)d−4 = 0 , (6.17)
δSeff
δσ
= 0⇒
[
∂2 +
1
τ 2
(
d(d− 2)
4
− µ
2 + ξ¯
H2
)]
σ¯ = 0 . (6.18)
The barred variables (Π¯, ξ¯, σ¯) denote the solutions to these equations of motion. For
the case of σ¯ we also factor out
√
N , for clarity of presentation.3 One can show that
the last term in the first equation above is
i
δ
δξ
Tr
{
log
[
−∂2 − 1
τ 2
(
d(d− 2)
4
− µ
2 + ξ
H2
)]}∣∣∣∣
ξ=ξ¯
= −iG(x, x)
(Hτ)2
, (6.19)
where G(x, x) is the Green’s function of χa evaluated at the same spacetime point,
x, which can be calculated as an integral over the power spectrum:
G(x, x) =
∫
dd−1k
(2pi)d−1
G˜(τ, τ, k) . (6.20)
Defining the effective mass as m2 ≡ µ2 + ξ¯, one has the following self-consistent
equation for it
m2(x) = µ2 + g4(−Hτ)d−2
[
σ¯(x)2 + iG(x, x)
]
, (6.21)
Note that the r.h.s. of Eq. (6.21) depends non-trivially on the mass m2 due to
contributions from G and σ¯, which have a functional dependence on the effective
mass. Solving this equation for m2, therefore, allows one to find the effective mass
which consistently includes all contributions from the interaction terms. This is
due to the fact that the equal time propagator, G˜(τ, τ, k) encodes the details of the
interactions. As a result, the power spectrum will be the main object of focus, not
only due to the cosmological implications of our work, but because it encodes all the
information necessary to compute the effective mass. Much of the following sections
is dedicated to its calculation.
3Please note that should we be dealing with the O(N) symmetric phase, we will simply set σ¯ = 0,
as it is assumed to be order 1/
√
N and hence negligible in the large-N limit. For the broken
phase, it is order 1.
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6.2.1. No quench
Before evaluating the consequences of a quench in this system, let us look at the
simpler case in which there are no sudden changes in the parameters. This will serve
to set some of the notation and also to explain the general procedure.
Our aim is to make use of Eq. (6.21) to calculate the effective mass in the limit
in which the mass is small, i.e. when m/H  1. This is the interesting case, since
the effects of the curved background would disappear should one take the opposite
limit. The first step is the calculation of the Green’s function. This can be easily
done by expanding the fields in Fourier space, in terms of creation and annihilation
operators, a†k and ak,
4,5
χ(τ, ~x) =
∫
dd−1k
(2pi)d−1
(
akuk(τ)e
i~k·~x + a†k(uk(τ))
∗e−i
~k·~x
)
, (6.22)
in which a†k and ak obey the standard commutation relations:
[ak, a
†
q] = (2pi)
dδ(d)(~k − ~q) , [ak, aq] = 0 , [a†k, a†q] = 0 . (6.23)
The computation of the two-point function at the same point is straightforward,
being given by
〈0|χ(τ, ~x)χ(τ, ~x)|0〉 =
∫
dd−1k
(2pi)d−1
|uk(τ)|2 . (6.24)
This simply depends on the normalized wave-functions uk(τ), which can be obtained
from the Klein–Gordon equation, assuming the effective mass is constant.6 Choosing
the Bunch–Davies vacuum, the wave-functions are given by
uk(τ) = −1
2
√
pi
2
(1 + i)e
ipiν
2
√−τ H(1)ν (−kτ) , (6.25)
in which H
(1)
ν is the Hankel function of the first kind and ν is related to the mass of
4Note that we are using an unlabeled field, χ, to represent each of the fields χa. We also omit the
O(N) indices everywhere else to avoid clutter.
5Note that, in general, the expansion of multiple interacting fields in creation and annihilation
operators is not diagonal, i.e. each field depends on all of the N pairs of ladder operators and
not just on one of them, as seen here. The simplicity of the case presented here is due to the fact
that the fields are effectivelly free in the large-N limit, since all the effects of the interactions
are contained in the effective mass. Thus it is possible to expand each field with just one pair of
creation and annihilation operators, as shown in Eq. (6.22).
6This assumption is well motivated in a Poincare´-invariant state, given that in that situation the
two-point function for ϕ is constant [104], implying that G(x, x) ∝ (Hτ)−2. The field σ¯ has the
same behavior in such a state. This is purely a consequence of the de Sitter symmetry [249].
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the field via
ν =
√(
d− 1
2
)2
− m
2
H2
. (6.26)
Note that this is the same solution as given in Eq. (3.34), but with the effective mass
instead of the slow-roll parameters. The self-consistency condition, Eq. (6.21), then
translates to, in d = 4,
m2 = µ2 + g4(−Hτ)2
[
σ¯2 +
∫
d3k
(2pi)3
pi
4
(−τ) ∣∣H(1)ν (−kτ)∣∣2] . (6.27)
The integral on the r.h.s. is not straightforward to calculate analytically for a general
order of the Hankel function. Furthermore, it has UV divergences which need to be
regularized. These two issues are discussed, for example, by Serreau [104], and we
shall follow the same procedures:
• The integral is split into three different parts: ∫ Λ
0
=
∫ κ
0
+
∫ κ′
κ
+
∫ Λ
κ′ , with
κ κ′  Λ. The IR and UV contributions are calculated by expanding the
Hankel function for small and large arguments, respectively. Furthermore, the
assumption that the mass is small sets the order ν to be ν = 3/2 − ε with
ε 1. This allows for an expansion in ε ≈ m2/3H2 in all integrals, which for
the middle integral,
∫ κ′
κ
, simplifies to setting ν = 3/2.
• A change of variables is performed from comoving momentum k to physical
momentum p = k/a. One then regularizes the integrals with cut-offs in the
physical momentum p, since this is the choice that respects de Sitter symmetry.
After implementing this procedure, we find for m2 > 0
m2
g4
=
µ2
g4
+ (Hτ)2σ¯2 +
1
8pi2
[
Λ2 + 2H2 log
(
Λ
H
)]
(6.28)
+
H2
8pi2
(
2γE − 4 + 2 log 2 + 3H
2
m2
)
− m
2
8pi2
log
(
Λ
H
)
,
in which Λ is the UV cut-off in the physical momentum and γE ≈ 0.57721 is the
Euler–Mascheroni constant. The divergences are renormalized through7
1
gR4
=
1
g4
+
1
8pi2
log
(
Λ
H
)
,
µ2R
gR4
=
µ2
g4
+
1
8pi2
[
Λ2 + 2H2 log
(
Λ
H
)]
, (6.29)
7Note that the term 2γE−4 + 2 log 2 can also be absorbed in the renormalized parameters, without
loss of generality.
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resulting in
m2 = µ2R + g
R
4 (Hτ)
2σ¯2 + gR4
H2
8pi2
(
2γE − 4 + 2 log 2 + 3H
2
m2
)
. (6.30)
This can easily be solved for m2, and one finds solutions which are strictly positive,
even when µ2R ≤ 0. This fact is usually referred to as radiative symmetry restoration
[104], since the curved spacetime and the interactions forbid the O(N) symmetry
of the system from being spontaneously broken. This might not seem surprising
given the initial assumption that m2 > 0, but the existence of positive mass squared
solutions is non-trivial when µ2R ≤ 0. Solutions with negative m2 also exist but, in
those cases, the two-point function diverges in the IR, giving unphysical results.
In the next sections we will introduce a quench into the dynamics. While this
will slightly alter the procedure, the main objective remains the solution of the
self-consistent mass equation (6.21) derived above.
6.3. Quantum quenches in de Sitter
As mentioned above, a quench is defined as an instantaneous change in the parameters
of a model. In the case under study, that corresponds to a change in the mass
parameter, µ2, and coupling, g4, of the scalar field system. We believe these quenches
can arise for a number of different reasons.
In previous studies in de Sitter spacetime [241, 245, 246], the swiftness of the
transition is justified by an abrupt change in the temperature of the system, which
induces a sudden change in the model parameters. In the context of primordial
features, however, one would expect these transitions to be due to the specific form of
the scalar potential. Ref. [210] studies a particular example, in which an interaction
between the fields prompts a fast change in the effective mass parameter of the
inflaton. The motivation for the present work is the study of similar situations by
using the quench approximation. In this work, however, we do not investigate the
origin of quenches and they should not depend on specific details of the transitions.
Therefore, this work could be applied more generally than to the study of primordial
features.
Our starting point assumes exact de Sitter and negligible backreaction of the
quantum fluctuations of our system in the background evolution. Furthermore, we
assume the system to be in an O(N) invariant state and thus we set σ¯ = 0, except in
the discussion of Section 6.3.4. This implies that we also do not treat the background
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evolution of the inflaton. All these contributions would require a fully numerical
approach, which we leave for future work. Here we focus on investigating the time
evolution of the effective mass as well as its asymptotic behavior. This provides a
full description of the system and allows one to study different problems, such as the
stationarity of the system at late times and compare it to the flat spacetime case, as
studied by Sotiriadis and Cardy [111]. In that case, the system becomes stationary
very soon after the quench, but in the cosmological setting of the de Sitter spacetime,
it is possible, in principle, that the contributions to the effective mass vary in time in
a different way after the quench.8 This is something we investigate in the following
sections.
6.3.1. Setup
In order to study the quench, we define an initial state in the pre-quench stage, which
is usually taken to be the ground state of the system prior to the quench. Here, we
choose exactly that and assume the initial state is the Bunch–Davies vacuum |0〉BD.
This state is parametrized by the mass before the quench, µ0. After the quench, the
Hamiltonian of the system changes, and hence the initial state is typically now an
excited state of the new Hamiltonian. In particular, as will be clear below, the state
will be non-Bunch–Davies with respect to the post-quench Hamiltonian.
As the quench happens, the equations the field operator obeys change, due to
the change of the parameters themselves. Given that we assume that change to be
instantaneous, both the value and first derivative of the field should be continuous
across the quench. This implies that at conformal time τ0, when the quench happens,
we have
χ(ν1)(τ0, ~x) = χ
(ν2)(τ0, ~x) , (6.31)
d
dτ
χ(ν1)(τ0, ~x) =
d
dτ
χ(ν2)(τ0, ~x) , (6.32)
where the fields have been labeled with νi to emphasize that a set of parameters
has changed. Since the initial state |0〉BD is no longer the lowest energy state of the
system after the quench, one can therefore define a new vacuum and its corresponding
creation and annihilation operators, b†k and bk, respectively. Hence, the field is now
8In spite of both spacetimes (flat and de Sitter) having a time-like killing vector, the quench breaks
the corresponding invariance under time translations of the solution for the scalar field. This is
the reason why the results are expected have a different time evolution after the quench.
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expanded as
χ(ν2)(τ, ~x) =
∫
dd−1k
(2pi)d−1
(
bku
(ν2)
k (τ)e
i~k·~x + b†k(u
(ν2)
k (τ))
∗e−i
~k·~x
)
. (6.33)
The constraints at τ0 given above can then be solved by a Bogoliubov transformation
9,
which is given by
bk = Ckak +Dka
†
−k , (6.34)
with
Ck =
W
(
(u
(ν2)
k )
∗, u(ν1)k
)
W
(
(u
(ν2)
k )
∗, u(ν2)k
) , Dk = W
(
(u
(ν2)
k )
∗, (u(ν1)k )
∗
)
W
(
(u
(ν2)
k )
∗, u(ν2)k
) , (6.35)
where all the wave-functions are evaluated at τ0 and W (f, g) is the Wronskian,
defined by
W (f, g) ≡ df
dτ
g − f dg
dτ
. (6.36)
It is straightforward to check that should the quench not occur (i.e. if ν1 = ν2), one
finds Ck = 1 and Dk = 0, as expected.
Given the decomposition above, it is now possible to compute the equal-time
two-point correlator of the field χ after the quench. As was discussed in the previous
section, this is the quantity which is required for solving the self-consistent mass
equation, Eq. (6.21), and it is also that which is observationally constrained. It can
be obtained from the general two-point correlator, which is given by
BD〈0|χ(τa, ~x)χ(τb, ~y)|0〉BD =∫
ddk
(2pi)d
ei
~k·(~x−~y)
[
CkDku
(ν2)
k (τa)u
(ν2)
k (τb) + C
∗
kD
∗
ku
(ν2)∗
k (τa)u
(ν2)∗
k (τb)+
+ |Dk|2
(
u
(ν2)∗
k (τa)u
(ν2)
k (τb) + u
(ν2)
k (τa)u
(ν2)∗
k (τb)
)
+ u
(ν2)
k (τa)u
(ν2)∗
k (τb)
]
. (6.37)
Again, it is clear that in the absence of the quench only the last term survives, which
is the result shown in Eq. (6.24).
The sections that follow will be dedicated to performing the calculations for
different scenarios. For the simplest cases we are able to use analytical methods,
which give a general picture of the results. We then complement those estimates with
numerical calculations of the time evolution of the mass and interpret the results.
9Equivalently, one could keep the same expansion in a†k and ak and impose the continuity conditions
on the wave-function appearing in front. Such wave-functions would be different from u
(ν2)
k (τ)
and can be derived from the Bogoliubov transformation.
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6.3.2. Analytical estimates
Before presenting our results, we make a note of difficulties we encounter and the
simplifying assumptions we use in order to make the problem analytically tractable.
As was mentioned above, the state after the quench is no longer the Bunch–Davies
vacuum of the system. Therefore, de Sitter invariance is broken and the two-point
function of ϕ is no longer time-independent, in general. The first approximation we
make is related to that: we will assume that time dependence to be negligible, at
least in what concerns its effect on the two-point function. By this we mean that
we calculate the two-point function assuming the wave-functions, u
(νi)
k , to be the
solutions from the unquenched case (i.e. with constant mass), as given by Eq. (6.25).
This approximation is necessary given that it is impossible to (analytically) solve the
Klein–Gordon equation for a general time-varying mass. Furthermore, as mentioned
above, it has been shown that this is a very good approximation in flat spacetime [111],
and hence this is a justified approach.
Another difficulty that arises is the calculation of the integral of the power spectrum.
It will generally involve integrating four Hankel functions with different arguments,
which cannot be done analytically unless the order of the Hankel functions is a
half integer. For this reason, we only treat masses close to 0 or
√
2H, due to the
simplicity of the corresponding Hankel functions of orders 3/2 and 1/2, respectively.
This means that, in some cases, we do not explicitly solve the self-consistent mass
equation, but instead check if certain transitions are possible and focus on closed
form formulae. This does not undermine the generality of the results, although it
makes the physical interpretation more transparent. Note, however, that this care is
not necessary in flat spacetime, given the analytical simplicity of the wave-functions.
To overcome this, we employ the same procedure as in Section 6.2.1, by splitting
the momentum integral into three parts, which we call the IR, middle and UV
integrals. We also change variables to physical momentum, so that UV cut-offs are
correctly defined. UV contributions are rather simple to evaluate—they turn out to
be the same as in the unquenched case, with the mass m substituted by the mass
after the quench.10 This is not surprising, as the UV limit should not depend on
initial conditions whichever they may be. The UV contribution to the self-consistent
10This is strictly true only for τ > τ0. At the instant in which the quench happens, τ = τ0, the
continuity of the two-point function implies that the UV contributions are still dependent on
the mass before the quench. We disregard that point in time in all calculations.
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mass equation is therefore given by
m2
g4
⊇ 1
8pi2
[
Λ2 +
(
2H2 −m2) log( Λ
H
)]
, (6.38)
where m denotes again the effective mass after the quench. Renormalization is
performed in the same way as in the unquenched case.
Asymptotic mass
The first calculation we perform is the limit x = τ/τ0 → 0 of the self-consistent mass
equation. The mass after the quench is now:
m2∞ = µ
2
R + g
R
4 (−Hτ)2
∫
d3k
(2pi)3
pi
4
(−τ)
∣∣∣H(1)ν∞2 (−kτ)∣∣∣2 , (6.39)
where we have also set σ¯ to 0. The integral can actually be calculated without
approximations so that the result becomes
m2∞ = µ
2
R +
gR4 H
2
16pi2
(
m2∞
H2
− 2
)
[log 4− 1−Ψ (ν∞2 − 1/2)−Ψ (−ν∞2 − 1/2)] ,
(6.40)
where Ψ(x) is the Digamma function, defined as the logarithmic derivative of the
Gamma function, Ψ(x) ≡ Γ′(x)/Γ(x). This result can now be approximated for
masses close to 0 and one would find the same result as in the unquenched case,
Eq. (6.30). The point to note in this result is how different it is from the flat spacetime
case, in which the system retains some memory of its state before the quench, even
in the asymptotic late-time limit. As shown in Ref. [112], the asymptotic mass is
a function of the pre-quench mass, µ0. That does not seem to happen in de Sitter
spacetime, given that Eq. (6.40) is independent of the original mass. This is related
to the evolution of the cosmological horizon. As was shown in Chapter 3, scales
k−1 larger than the comoving horizon size (aH)−1 are enhanced in an accelerating
spacetime. These IR scales are the ones that end up dominating the calculation of
the two-point function. Given that the horizon shrinks with time, the number of
super-horizon scales increases with time. In the presence of a quench, however, the
number of scales that exited the horizon before the quench is constant, while the
number of modes that are enhanced after the quench increases indefinitely. After
sufficient time, the contribution to the integral of the propagator from pre-quench
modes becomes negligible in comparison to the scales that became super-horizon
after the quench. As a consequence, the dependence of the effective mass on the
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pre-quench parameters disappears.11 These effects are not present in flat spacetime
and thus the dependence on the initial mass is always present.
This result is not sufficient, on its own, without first making sure that the mass
converges in general. While in the flat situation the convergence to a stationary
mass is fast enough for one to assume the asymptotic result is valid shortly after the
quench, the same is not clear in a curved spacetime, and that is the reason why one
must find a more complete time evolution, thus checking both convergence as well as
its rate of change.
Note, however, that, should the mass converge to a constant at some time, then
the result above must be valid, since for a constant mass, the system is in a de Sitter
invariant state, equivalent to the unquenched scenario. Hence, if we can prove that it
does converge, we already have the expression for the asymptotic mass, Eq. (6.40).
Approximate time evolution
We now move on to the time evolution. We begin by studying it for specific transitions
of masses close to 0 or
√
2H. These cases are interesting for different reasons. Firstly,
as mentioned before, they correspond to half-integer orders of the Hankel functions,
which simplifies the wave-functions considerably. Furthermore, the m ≈ 0 case is the
relevant situation in inflation, since then the quantum perturbations are enhanced
by the accelerated expansion. The other situation, m =
√
2H, is the conformal case,
in which one can completely disregard the cosmic expansion from its evolution—its
wave-functions turn out to be equal to those of the massless case in flat spacetime.
Furthermore, in a de Sitter-invariant state, its mass does not receive any contributions
from the interactions, as can be seen in Eq. (6.40).
The other main approximation we employ here is the use of the wave-functions
obtained for constant masses, i.e., instead of solving the full equation of motion,
u′′k +
[
k2 +
1
τ 2
(
m2(τ)
H2
− 2
)]
uk = 0 , (6.41)
we solve only for m2(τ) =const. as a first approximation. This will result, in general,
in a time-dependent solution of the mass equation, Eq. (6.21), which we label m1(τ).
Ideally, one could go further in the approximation by substituting the solution m1(τ)
in the evolution equation, Eq. (6.41), and thus finding the second approximation,
m2(τ), by solving the mass equation once more. Repeating this procedure should
11Note, however, that this is only true because µ20 ≤ 0 is not allowed. If it were, IR divergences
would appear, and thus the contribution from pre-quench modes would be non-negligible (and
infinite).
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result in more and more accurate results with each iteration and convergence to the
real effective mass. However, provided the difference between the first iterations is
negligible, it is sufficient to use the approximation of constant mass and thus stop
at m(τ) ≈ m1(τ). We will estimate the size of that difference by comparing the
solutions of Eq. (6.41) for constant mass (u0(τ)) and for the first approximation
m1(τ) (u1(τ)). In particular, we calculate the error, eu, with
eu = max
∣∣∣∣1− |u1(τ)|2|u0(τ)|2
∣∣∣∣ . (6.42)
Given that we expect the iterative approach to converge, this error calculation
essentially gauges whether the first iteration, m1(τ), is sufficiently accurate. An
alternative to this procedure would be to check the size of time derivatives of m1(τ).
A particular test would be the calculation of the following derivative:12∣∣∣∣12 d log |m2(τ)/H2 − 2|d log τ
∣∣∣∣ 1⇒ ∣∣∣∣d log |m2(τ)/H2 − 2|dt
∣∣∣∣ 2H , (6.43)
where t is cosmic time. Note that the second inequality explicitly shows the connection
of this test to the time scale of the problem, the Hubble rate, H, thus providing
the physical interpretation to how slow the evolution needs to be for the correctness
of the constant mass approximation.13 While being more physically intuitive, this
method is less accurate in predicting whether the first iteration is sufficiently good,
which is why we use the expression given in Eq. (6.42) to estimate the error.
In the calculations that follow, we begin by assuming the corrections are small,
similarly to what occurs under an adiabatic approximation, in which one assumes the
evolution of the mass to be slow enough for it not to affect the equations of motion
substantially. We will revisit the accuracy of this approximation in Section 6.3.3,
thereby justifying our approach.
Transition 1: µ0 ≈ 0 → m =
√
2H
12A derivation of this quantity can be made by obtaining the rate of change of the frequency, ω2
(given in square brackets in Eq. (6.41)),
d(ω2)
dτ
=
1
τ2
(
d(m2(τ)/H2 − 2)
dτ
− 2
τ
(m2(τ)/H2 − 2)
)
,
and comparing the contribution from the time-dependent mass (the first term) to the contribution
due to the time-dependent background (the second term).
13Note that using the opposite inequality in Eq. (6.43) would correspond to the quench itself, in
which the transition happens in a much shorter time-scale than H−1.
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The first case we will consider is the transition from µ0 ≈ 0 to m =
√
2H. By
µ0 ≈ 0, we mean we use the same approximations as in the unquenched case, i.e. the
order of the Hankel function before the quench is ν1 = 3/2− ε1 with ε1  1 and we
expand in powers of ε1 ≈ µ20/3H2. At lowest order in ε1, we find
2H2 = m2 = µ2R +
gR4 H
2
8pi2
x2
[(
1
ε1
− 3− 2 log(1− x)
)
(x− 2)2 − 1
]
, (6.44)
in which x = τ/τ0. We can see that this result does converge to a constant at
late times (x → 0), and becomes m2 = µ2R, in agreement with our estimate from
Eq. (6.40).
The conclusion seems to be that should we have µ2R = 2H
2, a transition does exist
from µ0  H to m ≈
√
2H, given that the time evolving part is very small, when
compared to 2H2. Should that not be the case, not only is it not guaranteed that
the evolution is slow enough, but the result is not even consistent with the original
assumption. Recall that we are checking whether the transition exists by assuming
the final mass is m =
√
2H and attempting to find parameters µ2R, g
R
4 and ε1 for which
the solution is consistent. If we find the time dependent part to be very large, consis-
tency is violated and our result for the two-point function could no longer be valid.
We check this in Section 6.3.3 using numerical calculations and find no such problems.
Transition 2: µ0 =
√
2H → m ≈ 0
We now look into the inverse transition, µ0 =
√
2H → m ≈ 0. We use the same
approximations as in the previous case, but expand now in ε2 ≈ m2/3H2. Again, at
first order in this parameter, we find
m2 = µ2R +
gR4 H
2
16pi2
[
4C1 + 4x+ x
4 + 4 log(1− x)− 4 log x] , (6.45)
in which we introduced the constant, C1, defined by C1 ≡ γE − 54 + log 2, to simplify
the notation. This result does not match our original predictions for the final masses,
due to an apparent divergence when x→ 0. This is re-analyzed in Section 6.3.3, and
the numerical results show no divergences, indicating that this is a problem owing to
the expansion in ε.
Transition 3: µ0 ≈ 0 → m ≈ 0
The final case we deal with here is the transition µ0 ≈ 0 → m ≈ 0, now expanded
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both in ε1 ≈ µ20/3H2 and ε2 ≈ m2/3H2. The self consistency condition for this case
is
m2 = µ2R +
gR4 H
2
8pi2
[
C2 +
1
ε1
(
1 + (ε2 − ε1)
(
2
3
− 2
3
x3 + 2 log x
))]
, (6.46)
with the constant C2 given by , C2 = 2γE− 4 + 2 log 2. We can see that the late-time
limit (x→ 0) again results in a divergence, unless there is no quench, i.e. ε2 = ε1.
The logarithmic divergences are now slightly more complicated, with one term being
identical to that of transition 2, while the other is dependent on ε2. Again, for
this case, it will be made clear in the next Section that the problem comes from the
expansion in ε1 and ε2, rather than being symptomatic of a “dynamical impossibility”.
6.3.3. Numerical and re-summed results
In this section we perform the calculations from the previous section again but using
numerical techniques. Instead, this allows one to see that the full results from the
previous calculations do now match the final mass estimates from Eq. (6.40) once we
implement a re-summation technique and that most of the other issues are solved.
However, we do still use the same approximation, in which we take the mass to be
constant for the purposes of calculating the integrals. We remind the reader that we
have defined the parameters ε1 and ε2 as
ε1 ≡ 3
2
−
√
9
4
− µ
2
0
H2
≈ µ
2
0
3H2
and ε2 ≡ 3
2
−
√
9
4
− m
2
H2
≈ m
2
3H2
, (6.47)
respectively. Recall as well that conformal time is defined in the range −∞ < τ < 0,
so that x = τ/τ0 is positive and approaches x→ 0 in the far future.
Transition 1: µ0 ≈ 0 → m =
√
2H
Let us follow the same order as before and start with the case µ0 ≈ 0→ m =
√
2H.
We have seen that, in order for this transition to occur, one must have µ2R = 2H
2,
so we choose that value for the mass parameter. We demonstrate the dependence
on the remaining parameters by plotting ε2 as a function of x = τ/τ0 for different
values of the original mass, µ0 (labeled by ε1), and the coupling strength, g
R
4 in two
different plots, in Figs. 6.1 and 6.2.
Firstly, we notice that the analytical expression obtained above in Eq. (6.44) is
a very good approximation to the numerical solution in all situations and for all
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Figure 6.1.: Evolution of ε2(x) for transition 1 (dotted) as compared to the analytical
result (solid) for gR4 = 0.01, varying ε1.
values of x. This is somewhat surprising, given that that expression was derived
for a specific final mass. Furthermore, from Fig. 6.1, we see that even when ε1 is
not so small, as exemplified by the case ε1 = 0.5, our original approximation almost
reproduces the numerical results, with only a small deviation of less than 0.01%
around x = 1/3. It would fail for larger values of ε1, but those cases are somewhat
less interesting, since the initial and final masses are too similar.
As expected, evolution is faster and more pronounced in the cases in which the
coupling strength, gR4 , is larger. The dependence on the initial mass, ε1, seems to
indicate that there is less evolution for larger initial masses, which is to be expected
given the terms with H/µ0 present in Eq. (6.44).
Transition 2: µ0 =
√
2H → m ≈ 0
Moving now to the results for the inverse transition, µ0 =
√
2H → m ≈ 0, we are
interested again in showing that this transition is possible under our approximations.
Our analytical result from the previous section hinted at convergence problems in
the late-time limit, and here we check whether those issues are present when no
expansion in ε2 is made. Given that we are checking transition 2, we set the initial
mass to µ0 =
√
2H, or equivalently ε1 = 1. We begin by showing the results for ε2
by varying the mass parameter, µ2R, in Fig. 6.3. We also plot the asymptotic value
(dashed curve) as predicted by Eq. (6.40).
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Figure 6.2.: Evolution of ε2(x) for transition 1 (dotted) as compared to the analytical
result (solid) for ε1 = 0.1, varying g
R
4 .
We note that convergence is indeed achieved and that it agrees with the expectation
for the asymptotic mass from Eq. (6.40). Furthermore, we note that in the analytical
result for the evolution, Eq. (6.45), the r.h.s. did not depend on the final mass, m
(or ε2), which would imply that the time-evolving part of the solution for ε2 would
not change among different choices of µ2R. It is clear from Fig. 6.3, however, that the
evolution is different from case to case, which emphasizes the need for an extension
to that analytical result.
It turns out that one can improve the analytical estimate substantially, by changing
the divergent log x term into a dynamical renormalization group (DRG) inspired
expression [250, 251]. The resulting mass equation becomes
m2 = µ2R +
gR4 H
2
16pi2
[
4C1 + 4x+ x
4 + 4 log(1− x) + 2
ε2
(
1− x2ε2) e− 3ε22 ] , (6.48)
where the last term has been added. It is easy to show that this term is equal to
−4 log x in the limit ε2 → 0, as required. Given the similarity with the DRG method,
we also call this new expression the re-summation of the previous one, given that
one understands this correction as the sum of infinite terms with different powers of
log x.14
14A similar problem was detected in scattering calculations in kinematic regions where there is
a large hierarchy of scales, the so-called Sudakov region [252], for which the Kinoshita–Lee–
Nauenberg theorem [253, 254] is not valid. Re-summation of the large logarithms that appear is
then required to make sense of the result. The techniques used for that case offered inspiration
to the solution to very similar problems in inflationary correlation function calculations [251]
dealing with secular divergences [255]. The logarithms that appear in the present work are
also, in fact, due to an IR divergence arising because of the evolution of the system towards a
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Figure 6.3.: Numerical evolution of ε2(x) for transition 2 (dotted), showing the
asymptotic mass (dashed) for gR4 = 0.01, varying µ
2
R (shown in units of
H2).
The improvement the re-summation brings to the result can be seen in the plot of
Fig. 6.4, in which the results have been rescaled according to µ2R and we plot both
the numerical results and the solution to the new mass equation, Eq. (6.48).
Figure 6.4.: Numerical evolution of ε2(x) for transition 2 (dotted) as compared to
both the corrected (solid) and uncorrected (dashed) analytical results,
for gR4 = 0.01, varying µ
2
R (shown in units of H
2) and rescaled by µ2R.
The uncorrected result of Eq. (6.45) is also shown in dashed lines. In spite of there
being a substantial improvement, there is still a visible discrepancy for the case with
the higher mass. This is expected, as the analytical result was derived for small
masses, m2  H2 and the heavier example is already at m2 ≈ H2/2.
massless state. After re-summation, it is clear that the presence of a finite mass resolves the
divergence.
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All the cases presented in Figs. 6.3 and 6.4 have gR4 = 0.01 and the contribution
from the time evolution parts to the final result was not very large. The results
presented in Fig. 6.5 show the dependence on gR4 for higher values of the coupling.
We see that, once again, the corrected result does very well in all cases and that it
converges to the asymptotic result of Eq. (6.40).
Figure 6.5.: Numerical evolution of ε2(x) for transition 2 (dotted) as compared to
the corrected analytical results (solid) and showing the asymptotic mass
(dashed), with µ2R/H
2 = 0.1, varying gR4 .
We note that when gR4 becomes large, the initial evolution can become quite fast,
as expected, given the effect of the interaction in Eq. (6.48). A quick analysis of that
equation shows that the evolution is slower for larger µ2R, since in those cases the
interaction terms become almost negligible in comparison to µ2R.
Transition 3: µ0 ≈ 0 → m ≈ 0
Let us now look at the more general case in which no mass is fixed. We focus
on the cases in which the masses are small in order to compare with our results
for the transition µ0 ≈ 0 → m ≈ 0. One of the conclusions following from the
expression for the asymptotic mass, Eq. (6.40), was that, when x→ 0, the mass after
the quench, m, should not depend on the mass before the quench, µ0. Fig. 6.6 shows
the time evolution of ε2 for the quench with parameters given by µ
2
R = 0.2, g
R
4 = 0.1
and varying ε1.
It is clear that, in spite of the previous analysis of Eq. (6.46) indicating a divergent
behavior at late times, the masses converge to the same value—that given by
Eq. (6.40). Again, in this case, it is possible to find a better approximation to the
6.3: Quantum quenches in de Sitter 150
Figure 6.6.: Numerical evolution of ε2(x) for transition 3 (dotted) and showing the
asymptotic mass (dashed) with µ2R/H
2 = 0.2, gR4 = 0.1, varying ε1.
results, by drawing inspiration from dynamical renormalization group techniques
[250, 251] and applying them to Eq (6.46). This amounts to exponentiating the
divergent terms, which results in the following expression
m2 = µ2R +
gR4 H
2
8pi2
[
C2 +
1
ε2
+
ε2 − ε1
ε1ε2
x2ε2e
2ε2
3
(1−x3)
]
. (6.49)
It is now clear that this solution has the correct asymptotic limit up to O(ε2)
corrections, given by
m2 = µ2R +
gR4 H
2
8pi2
[
C2 +
1
ε2
]
. (6.50)
This is equivalent to the result for the unquenched situation, Eq. (6.30), as expected
from our previous analysis. We can see that this matches the numerical results very
well in the plots that follow. We show both the effect of varying µ2R/H
2 in Fig. 6.7
and the dependence on gR4 in Fig. 6.8. Again, we show that, asymptotically, there is
convergence towards the values given by Eq. (6.40).
We see that the difference in mass ε2 − ε1 ≈ (m2 − µ20)/3H2 is very relevant for
the evolution as it controls the slope of ε2(x). We can see this clearly in Fig. 6.8,
in which the final mass appears to be attracted to the initial mass, approaching it
until the asymptotic value of Eq. (6.40) is reached. The results plotted in Fig. 6.8
also reveal that this behavior towards the initial mass is not symmetric about that
value, i.e. the rate of change of the mass is larger for larger gR4 . Hence, for larger
asymptotic masses, the convergence to the final value is much faster than for the
results below the initial mass. Furthermore, we notice some similarities between
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Figure 6.7.: Numerical evolution of ε2(x) for transition 3 (dotted) as compared to
the corrected analytical results (solid) and showing the asymptotic mass
(dashed), with ε1 = 0.01, g
R
4 = 0.1, varying µ
2
R (shown in units of H
2).
this transition and the others, as one sees a faster evolution for smaller ε1 and for
smaller µ2R. However, the effect is slightly different, since a smaller ε1 essentially
contributes to a fast evolution through the terms ∝ 1/ε1, but a smaller µ2R removes
part of the constant contribution to the mass. This affects the rate of change of
the mass somewhat differently as well as the convergence towards the asymptotic mass.
From these numerical results, we were able to find new expressions for the effec-
tive mass, which are far more reliable than those obtained in the previous section,
given the absence of divergences at late times. In all cases, the results converge to
the asymptotic mass, given by Eq. (6.40) and evolve differently depending on the
parameters of the system before and after the quench. We also estimate the error in
our constant-mass approximation below for the cases under study and conclude that,
in spite of the large deviations existing for many situations, there are many relevant
parameter values for which one can trust the approximation, which concludes the
proof of concept we proposed to do.
Critical analysis of the constant mass approximation
Concerning our constant mass approximation, we analyze its error in terms of the
quantity defined in Eq. (6.42), eu, by calculating it for all the transitions studied
here. We do not expect our results to be trustworthy for all of the cases presented,
given the fast evolution of the mass in many. However, we also find several situations
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Figure 6.8.: Numerical evolution of ε2(x) for transition 3 (dotted) as compared to
the corrected analytical results (solid) and showing the asymptotic mass
(dashed), with ε1 = 0.01 (also shown as dot-dashed in the middle),
µ2R/H
2 = 0.002, varying gR4 .
in which the error estimate is small, thus making our results reliable.
Regarding transition 1, we find the error to be approximately described by
eu = 3g
R
4 /2ε1 (in %), such that a few of the results plotted in Figs. 6.1 and 6.2 have
an error of less than 1%, while all except the largest have an error smaller than 10%.
These case studies justify the approach we have adopted from the beginning.
For transition 2, however, we find that most of the results in Fig. 6.5 have errors
larger than 10%. For a value of µ2R/H
2 = 0.1, the error is only smaller than 1%
when gR4 < 2.7 × 10−3. This changes to gR4 < 3.7 × 10−5 for µ2R/H2 = 0.01. This
difference is not surprising, given that we had found a more substantial evolution
of the mass for smaller values of µ2R. This is also why the results with the smallest
error in Fig. 6.3 are those which have a higher value of µ2R. The case µ
2
R = H
2/2, for
example, has an error of only eu = 0.16%. The general trend is similar to that of
transition 1, with smaller errors for larger µ2R and smaller g
R
4 .
In the case of transition 3, we report similar error estimates as for the other
transitions, again consistent with the error being smaller whenever the evolution is
slower. It is possible to find errors smaller than 1% for situations with very small
coupling, gR4 , or for large ε1 and µ
2
R. For example, the cases with the rather large
ε1 = 0.1, µ
2
R/H
2 = 0.1, have errors eu < 1% if g
R
4 < 4.3× 10−3. An effect that was
not present in transitions 1 and 2 takes place here when the difference of masses, or
equivalently ε2− ε1, turns out to be small. In those cases there is a sharp decrease of
the error, since the time-dependent terms are suppressed. For example, for ε1 = 0.01,
µ2R/H
2 = 0.01, one finds the error to be eu ≈ 1% for gR4 = 1.6 × 10−2, while it is
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larger than 10% for gR4 = 10
−3. Other similar examples exist, including situations in
which gR4 is non-perturbative, i.e. of order 1. This is not entirely surprising, given
that when ε2 − ε1 is very small, the quench is nearly non-existent.
Furthermore, there is an important point that must be made with respect to the
reliability of our approximation. Given that the parameter values for which the error
is small are those for which the evolution is suppressed, one could wonder whether
our results for the time dependence are accurate at all, i.e. whether they are an
improvement to simply saying that, after the quench, one has a constant mass equal
to the asymptotic mass. To answer this question, we compute the error with two
versions of u0(τ). We use the same expression in both cases, but in one we keep the
value of the mass constant, while for the other version we substitute for the first
approximation of the time dependent mass, m1(τ). In all cases studied here, the error
is smaller for the second version, indicating that our approximation is converging
towards the real evolution of the mass, which is essential for the reliability of the
method. Thus, we confirm that we are indeed finding a first approximation to the
evolution of the mass and not just its asymptotic value.
6.3.4. Negative m2 and symmetry breaking
In this section we study whether non-positive values for m2 are possible and what is
the consequence for the spontaneous breaking of the O(N) symmetry of the system.
We begin by re-stating the fact that, in a de Sitter invariant state, IR effects force
the effective mass squared, m2, to be strictly positive. This occurs regardless of
the sign of µ2R, since there always exist solutions to the mass equation for which
m2 is positive. This implies that the O(N) symmetry of the system cannot be
spontaneously broken, i.e. the only minimum of the effective potential is at ϕa = 0.
For the case of a quench, the scalars are no longer in a de Sitter invariant state,
and thus their mass squared may not be strictly positive. While it is true that,
asymptotically, the mass squared always converges to the positive value given by the
solution of Eq. (6.40), there is a possibility that it is not always positive throughout
the evolution. An analysis of Eq. (6.49), for example, reveals that, for values of µ2R
that are sufficiently negative, one cannot find solutions for the effective mass squared
which are positive. These solutions have been verified with numerical integration
and are found to match the analytical results for a negative m2, as shown in Fig. 6.9.
The absence of IR divergences is due to the quench, as the IR part of the integrals
of the power spectrum is dominated by the mass before the quench, µ20, which is
positive. The influence of the state before the quench is gradually washed out and
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thus the mass squared is forced once again to become positive. Therefore, these
results indicate that m2 can be negative over the course of the evolution, but only
temporarily.
10-91 10-3 10-6 x
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10-2
|ϵ |
Figure 6.9.: Numerical evolution of |ε2(x)| for negative µ2R (dotted) as compared to
the analytical results (solid) and showing the asymptotic mass (dashed).
Initially ε2(x) is negative, but evolves towards positive values after some
time.
Should the mass squared be negative, however, one expects the O(N) symmetry
to be broken and thus that the minimum of the effective potential to change to
a non-zero value, i.e. one would have, ϕ¯N = H2τ 2σ¯ 6= 0. The discussion above
neglected this factor, which has to be taken into account in the mass equation,
Eq. (6.21). We re-write it below in terms of ϕ instead of σ¯ and χ,
m2 = µ2 + g4
[
ϕ¯N(x)2 + iGϕ(x, x)
]
. (6.51)
This equation, will, in general, have a different solution due the extra contribution
of the term g4ϕ¯
N(x)2. Such a contribution is, however, not expected to be present
immediately as the quench happens, at τ = τ0, as the continuity of the fields imposes
ϕ¯N = 0 at that time. Thus, the solution to the gap equation at τ0 remains the same
as the one we obtained above, with the extra effect of the background field increasing
in time as it evolves towards the minimum of the effective potential. This evolution
is difficult to predict within our framework, but it seems clear that the effective mass
will approach m2(τ) = 0, as the term g4ϕ¯
2 cancels the negative µ2. However, the
mass is not expected to remain at this value. If it did, then both the background
field, ϕ¯N , and the two-point function Gϕ(x, x) would have to be constant, a situation
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which only happens in a de Sitter invariant state. But, one already knows from
previous arguments that, in such a state, the mass squared must be strictly positive,
which it would not be. Therefore, the mass should keep evolving, becoming positive
again and eventually reaching the asymptotic value given by Eq. (6.40), since, in that
late-time limit, the background field ϕ¯N will once again have stabilized at ϕ¯N = 0.
These arguments are somewhat in disagreement with the results of Ref. [241], which
states that the system should be massless in the late-time limit. Nevertheless, should
the mass be zero, it is not clear how one would avoid the IR divergences.
Given the arguments above, we conclude there is the possibility of a transient
period in which the mass squared is negative, the duration of which should be
calculable from a full numerical evolution of the entire system. We leave that for
future work. During this period, the O(N) symmetry of the system is broken to
O(N − 1), but it is subsequently restored.
6.4. Discussion and conclusions
In this work, we have studied a quantum quench of an O(N) scalar field theory in the
background of a de Sitter spacetime. We have obtained the approximate evolution
of the effective mass, in the regime in which it is slowly varying. In particular we
have derived an expression for the mass in the late-time limit, Eq. (6.40), which is
an accurate limit for the effective mass, even in the general situation not covered by
the present approximation. We reproduce that here:
m2∞ = µ
2
R +
gR4 H
2
16pi2
(
m2∞
H2
− 2
)
(log 4− 1−Ψ (ν∞2 − 1/2)−Ψ (−ν∞2 − 1/2)) ,
with ν∞2 =
√
9/4−m2∞/H2. Analyzing that limit, we notice that it is independent
of the initial mass prior to the quench, in contrast to a similar result in flat spacetime
[112].
Furthermore, we have obtained analytical expressions for the evolution of the mass,
which we summarize in table 6.1 for transitions 1, 2 and 3.
In the table, x = τ/τ0 is the ratio between the current value of conformal time, τ ,
and the initial value, τ0, at which the quench happened. The parameters ε1 and ε2
are proportional to the initial and final masses and are given by ε1 ≈ µ20/3H2 and
ε2 ≈ m2/3H2, respectively. In all cases, we report an evolution of the effective mass
in the direction of the value of the mass before the quench, until it approaches a
strictly positive asymptotic value. We confirm this result within our constant mass
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Effective mass equation Transition
m2 = µ2R +
gR4 H
2
8pi2
x2
[(
1
ε1
− 3− 2 log(1− x)
)
(x− 2)2 − 1
]
µ0
H
 1→ m
H
≈
√
2
m2 = µ2R +
gR4 H
2
4pi2
(
C1 + x+
x4
4
+ log(1− x) + 1− x
2ε2
2ε2
e−
3ε2
2
)
µ0
H
=
√
2→ m
H
 1
m2 = µ2R +
gR4 H
2
8pi2
(
C2 +
1
ε2
+
ε2 − ε1
ε1ε2
x2ε2e
2ε2
3
(1−x3)
)
µ0
H
 1→ m
H
 1
Table 6.1.: Summary of the solutions to the self-consistent mass in different transi-
tions.
approximation for many values of the parameters of the system, by showing that the
error in the approximation is small. In all other situations, in which the evolution is
too fast, we can only be certain about the direction of the initial evolution of the
mass and its final value, as per the assumptions of our calculations.
We have also evaluated the possibility of a transition to a negative mass squared
and consequent symmetry breaking. We have argued that, should the parameters of
the system be such that spontaneous symmetry breaking happens, this stage will
be transient, with the symmetry being restored after a certain time. Within our
approximations, that time interval cannot be calculated and hence its evaluation is
left for future work.
Implications for cosmology.—One of our original motivations was the direct
application of the quench to fast transitions during inflation. If one interprets the
scalars under study here as the perturbations of the inflaton field, the effect of the
quench can be seen by calculating the power spectrum from Eq. (6.37).
Another key quantity is the spectral index, which can be derived from the power
spectrum, P = k3〈ϕ2〉, via15
n− 1 = d logP
d log k
. (6.52)
Evaluating the spectral index at the end of inflation, one would see an abrupt change
in its value, occurring approximately at the scale k0 ∼ τ−10 , accompanied by small
oscillations for k > k0, as can be seen in Fig. 6.10. This is because the spectral index
depends on the mass of the field at the time a certain scale left the horizon, and
therefore will be sensitive to when the quantum quench occurs.
15Note that this is the same definition as in Eq. (3.40), but we use a different notation. This is to
distinguish the spectral index of the curvature perturbation from this one, defined in terms of
the scalar field fluctuations.
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Figure 6.10.: The spectral index (solid) as a function of scale k for the transition
with parameters ε1 = 0.01, g
R
4 = 0.1, µ
2
R = 0.2, shown at a time in
which all scales have become super-horizon. Also shown is the value
of 2ε2 (dashed), representing the effective mass via ε2 ≈ m2/3H2 and
evaluated at the time each scale exited the horizon, τ = k−1.
This situation is quite similar to what is described in Ref. [210]. However, given
that our results do not take slow-roll into account, nor do we attribute the accelerated
expansion to the effects of our scalars, the tendencies described here may not be
realized in practice.
In any case, we have shown that it is possible to solve for the dynamics of a scalar
field theory after a quantum quench in de Sitter spacetime, which is a very important
first step towards the application to inflation. Beyond what we have done here, a full
numerical evolution of the mode equation, Eq. (6.41), would be required, as well as
the solution of the background equations, as those are also affected by the quench.
Another interesting application would be to the study the effect of spectator fields
in inflation. It would be particularly interesting to study the quench to a negative
mass, described in Section 6.3.4, to check if that period can last for long enough to
destabilize the slow-roll expansion and potentially end inflation.
Summary.—We have introduced a new method to study fast transitions in de Sitter
spacetime using the large-N technique. We have obtained an approximate solution to
the dynamics of the system, which we believe to include most of the relevant features
of the full solution, including the time dependence of the mass and its asymptotic
value. We have also pointed to future directions, including a more direct application
to inflation using numerical methods.
7. Testing multi-field cosmological
attractors in Palatini and
metric gravity
7.1. Introduction
In this chapter, we concentrate on models of inflation with multiple fields that
couple non-minimally to the gravity sector of the theory. We study couplings of the
type ξI(ϕ
I)ngµνRµν , where ξI are coupling constants and we take n > 0. With a
suitable potential, single-field models of this type universally approach a single set of
predictions, which are approximately equal to those of Starobinsky inflation, shown
at the end of Section 3.1. Here, we verify that that is the case also for multi-field
models of inflation and we test whether this similarity with the single-field case also
remains true in two different formulations of gravity, the metric and the Palatini
formulations. We aim also to investigate what multi-field effects appear in these
scenarios and whether they are different for the two gravitational theories.
The chapter is organized as follows: in Section 7.2, we present the multi-field models
we are considering and perform the conformal transformation to the Einstein frame
where the non-minimal couplings vanish. In Section 7.3, we present the numerical
set-up and the results, discussing observational ramifications and demonstrating the
influence of multi-field effects on the inflationary dynamics. Finally, in Section 7.4,
we summarize our findings.
This chapter is based on work in collaboration with John Ronayne, Tommi Tenka-
nen and David Mulryne. My main contribution was in the theoretical aspects of this
work, as well as in performing some of the analytical estimates required to better
understand the numerical results.
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7.2. Multi-field inflation with non-minimal
couplings to gravity
We consider a theory with multiple scalar fields, all of which are non-minimally
coupled to gravity. We generalize the action in Eq. (3.59) to account for that, and
write it here in the Jordan frame, in which the non-minimal coupling is explicit:
SJ =
∫
d4x
√−g
(
1
2
δIJg
µν∂µϕ
I∂νϕ
J − M
2
P
2
(
1 + f(ϕI)
)
gµνRµν(Γ) + V (ϕ
I)
)
,
(7.1)
where we have explicitly written the Ricci tensor, Rµν , as a function of the connection
Γ, to make that dependence clear. We are, once more, using the Einstein summation
convention also in the field-space indices labelled by capital letters (I, J), for which
the sum runs over the total number of fields. The potential V (ϕI) is at this point
completely general and could, in principle, contain all possible mass and interaction
terms of the scalar fields allowed by the underlying symmetries of the theory. The
non-minimal coupling function f(ϕI) is also unspecified in the action, but will, in
the following, generally take the form
f(ϕI) =
∑
I
ξ
(n)
I
(
ϕI
MP
)n
, (7.2)
with ξ
(n)
I the dimensionless non-minimal coupling parameters.
1 The most well studied
of these couplings is the one generated by quantum corrections of a quartic scalar
theory in a curved spacetime, for which n = 2. For example, this is the case for the
usual (single-field) Higgs inflation [187].
In the metric formulation of gravity, the connection Γ is determined uniquely as a
function of the metric tensor, i.e. it is Γ¯(gµν), the Levi-Civita connection, as given
in Eq. (2.3). In the Palatini formalism both gµν and Γ are treated as independent
variables, and the only assumption is that the connection is torsion-free, Γλαβ = Γ
λ
βα.
The application of the variational principle then gives rise to an extra equation
for the connection, in addition to the one for the metric. For the Einstein-Hilbert
action, the extra equation forces the connection to have the usual Levi-Civita form,
but in more general theories of gravity, such as f(R) theories, or in the presence of
non-minimal couplings, this is no longer true in the Jordan frame.
1Note that the superscript (n) used throughout this chapter is only a label, meant to distinguish
the parameters of different models, and is unrelated to the order of perturbation theory, for
which the same notation was used in Chapters 2–5.
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However, the non-minimal couplings in the Jordan frame action (7.1) can be
removed by a conformal transformation to the Einstein frame,
gµν → Ω−1(ϕI)gµν , Ω(ϕI) ≡ 1 + f(ϕI) . (7.3)
Note that in the Palatini case, the connection is unchanged by this transformation,
since it is independent of the metric. After this transformation, the action (7.1)
becomes
SE =
∫
d4x
√−g
(
1
2
GIJ(ϕ
I)∂µϕ
I∂µϕJ − 1
2
M2PR + V (ϕ
I)Ω−2(ϕI)
)
, (7.4)
where R = gµνRµν(Γ¯), i.e. in the Einstein frame we retain the standard Levi-Civita
connection regardless of the chosen theory of gravity, and the scalars have acquired
a non-trivial field-space metric, given by
GIJ = Ω
−1δIJ +
3
2
υM2PΩ
−2 ∂Ω
∂ϕI
∂Ω
∂ϕJ
, (7.5)
where υ = 1 in the metric case and υ = 0 in the Palatini case. With this conformal
transformation, we have therefore transferred the dependence on the choice of
gravitational degrees of freedom from the connection to the field-space metric.
The existence of a non-trivial field-space metric has the consequence that a Levi-
Civita connection can now be defined via the field-space equivalent of Eq. (2.3), and
the field-space can have a non-zero Riemann curvature, R Afs BCD. This can have
several consequences for the evolution of the fields in this space, such as causing an
equivalent to geodesic deviation [192, 193, 256]. We shall check below, what is the
effect of curvature for the models under study here.
In the following, we will analyse inflation in both cases, metric and Palatini. For
simplicity, we study two-field models with the potential
V (ϕ, σ) = λ(2n)ϕ M
4−2n
P ϕ
2n + λ(2n)σ M
4−2n
P σ
2n, (7.6)
where n > 0, λ
(2n)
ϕ and λ
(2n)
σ are dimensionless coupling constants, and M
4−2n
P has
been introduced to have a scalar potential with a mass dimension equal to four.
Later on, in Sec. 7.3.4, we will also discuss the case where more than two fields take
part in inflationary dynamics.
In metric gravity, the above models are cosmological attractors, i.e. their predictions
for observables asymptote to those of R2 or Starobinsky inflation in the limit of
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strong non-minimal coupling ξ, see Eq. (3.58). This is, however, known not to be
true for the single-field case in the Palatini scenario [141], and we will test it also in
a multi-field case.
For the potential (7.6), the Einstein frame potential is
U(ϕ, σ) = Ω(ϕ, σ)−2V (ϕ, σ) =
λ
(2n)
ϕ M
4−2n
P ϕ
2n + λ
(2n)
σ M
4−2n
P σ
2n(
1 + ξ
(n)
ϕ
(
ϕ
MP
)n
+ ξ
(n)
σ
(
σ
MP
)n)2 . (7.7)
For this and all other models in this formulation, the potential U is the same
for both metric and Palatini gravity. The major difference between the two is
the Einstein frame field-space metric, GIJ . We will therefore focus mostly on the
parameters appearing in GIJ in our analysis, namely the non-minimal couplings, ξ
(n)
I .
The overall amplitude of the parameters λ
(2n)
I in Eq. (7.6) can be fixed by requiring
that the dimensionless curvature power spectrum, defined as
Pζ(k) = k
3
2pi2
Pζ(k) , (7.8)
has the measured amplitude, Pζ = (2.141±0.052)×10−9 (at the 68% confidence level)
[14]. Their ratio, however, is unconstrained and does play a role in the dynamics, as
we will show.
In the following, we calculate the predictions for observables in this type of model.
We compute the usual spectral index of curvature perturbations, ns, defined in
Eq. (3.40), the tensor-to-scalar ratio, r, given in Eq. (3.48) and the amount of non-
Gaussianity, measured via the amplitude of the reduced bispectrum in the equilateral
configuration
fNL =
5
18
Bζ(k, k, k)
Pζ(k)2
, (7.9)
in which Bζ(k1, k2, k3) is the bispectrum, defined via Eq. (3.49).
All of the above variables are evaluated at horizon crossing of the Planck pivot
scale, k = 0.05 Mpc−1, which we take to correspond to modes which crossed the
horizon 60 e-folds before the end of inflation. We explore the parameter space of
the models under consideration by varying all parameters of the scalar potential
and the field-space metric, as well as the initial conditions for the evolution during
inflation. In order to compute the predictions, we employ the transport method [185]
(see Refs. [190, 257–263] for earlier related work) and the open source PyTransport
code2 [186]. The results and the set-up for finding initial conditions are presented in
2The package is available at github.com/jronayne/PyTransport.
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the next section. The transport approach evolves the two and three-point function
of field fluctuations from initial conditions set in the quantum regime on sub-horizon
scales (as well as the two point function of tensor perturbations), and includes
all tree-level contributions. It then uses these correlations to calculate the power
spectrum and bispectrum of ζ. It was recently extended to include a non-trivial
field-space metric in Refs. [264, 265] (and is also the basis of another open source
package CppTransport [266]).
7.3. Results
7.3.1. Numerical Set-up
For a given set of model parameters, we explore the initial condition space by first
calculating an approximate position in field-space corresponding to 73 e-folds before
the end of inflation3. Before sampling, we transform our fields to polar form. Then
we sample an angle from a uniform distribution. Following that we incrementally
increase the radial distance from the minimum of the potential until a coordinate
in field space is found for which inflation lasts 73 e-folds under the assumption of
slow-roll initial conditions. Sampling over the full distribution of angles would reveal
an approximate 73 e-fold surface in the field space. Next we transform our fields back
to their Cartesian form and numerically evolve the background equations forward in
time until the end of inflation. This provides a set of evolutions of roughly 73 e-folds.
For each set of model parameters the process is repeated with a new random angle.
Finally, we evaluate the observables of interest – ns, r and fNL as defined above – at
the scale which left the horizon 60 e-folds before the end of inflation. We repeat this
procedure for a representative set of values of the model parameters focusing mostly
on the effect of the non-minimal couplings, ξI .
Already at the background level, the evolution is different between metric and
Palatini gravity. We can clearly see this in Fig. 7.1, which shows the initial conditions
corresponding to 73 e-folds of inflation for both metric and Palatini gravity, with
varying strengths of the non-minimal couplings. For Palatini gravity, the initial
condition surface is independent of the value of the non-minimal coupling for nearly
all cases, while for metric gravity the distance from the origin decreases with ξI
regardless of the value of n.
One can understand this by using the slow-roll approximation introduced in
3The number N = 73 is chosen to start the evolution so that the modes which cross the horizon
60 e-folds before the end of inflation are accurately evolved in the sub-horizon stage.
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Figure 7.1.: Sampling of initial conditions for φ1 = ϕ and φ2 = σ for metric (grey)
and Palatini gravity (blue), n = (1/2, 1, 3/2, 2) from top to bottom. The
left and right panels show the scenarios for different parameter ratios:
λσ/λϕ = 19/14 (left) and λσ/λϕ = 95/14 (right). In all cases ξ is varied
between (10−3, 10).
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Chapter 3. We first note that the Klein–Gordon equations for the fields ϕI are given
by
2ϕI + ΓIJK∂νϕJ∂νϕK = GIL∂LU , (7.10)
in which ΓIJK are the components of the Levi-Civita connection associated with the
field-space metric GIJ and ∂LU is the derivative in the direction of the field ϕ
L. This
implies that the background equations are
ϕ¨I + 3Hϕ˙I + ΓIJKϕ˙
J ϕ˙K = −GIL∂LU , (7.11)
which, under slow-roll, reduce to
3Hϕ˙I ≈ −GIL∂LU . (7.12)
Projecting this equation in the inflationary direction, by contracting with ϕ˙I , results
in
3Hϕ˙2 ≈ −∂ϕU , (7.13)
in which ϕ˙2 = ϕ˙Iϕ˙
I = GIJ ϕ˙
Iϕ˙J is the norm of the field velocity and ∂ϕU is the
derivative of U in the inflationary direction. It is clear that this is equation is the
same as the one used in the single-field case, which implies that the number of e-folds
can be written as in Eq. (3.19), which in this notation is given by
N =
∫ ϕi
ϕe
U
∂ϕU
dϕ . (7.14)
We now assume that the background trajectories are approximately radial. Writing
the fields in polar coordinates, (ρ, ψ), as4
ϕ = ρ cosψ , σ = ρ sinψ , (7.15)
the number of e-folds can be approximated by assuming that ∂ϕU ≈ ∂ρU∂ρ/∂ϕ and
∂ϕ/∂ρ = ϕ˙/ρ˙ ≈√Gρρ. This results in
N ≈
∫ ρi
ρe
U
∂ρU
Gρρdρ . (7.16)
4Note that the varible ρ is unrelated to the energy density defined elsewhere in this thesis. The
angle ψ is also not to be confused with the curvature perturbation defined in Chapter 2. In the
current chapter, the gauge-invariant perturbation, ζ, is always used to represent the curvature
perturbation.
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All of the quantities in the integrand above can be calculated straightforwardly, given
the field-space metric, GIJ , and the Einstein frame potential, U . To further simplify
the notation, we also write the non-minimal couplings in polar coordinates as
ξϕ = ξ cos θ , ξσ = ξ sin θ . (7.17)
For Palatini gravity, the number of e-folds is independent of ξ and given by
N ≈ ρ
2
i − ρ2e
4nM2P
, (7.18)
in which ρi is the value of ρ when the mode of interest exists the horizon and ρe is the
value at the end of inflation. N is thus the number of e-folds of expansion between
the times in which ρ took those values. Interestingly, this is exactly the same result
as for ξ = 0, which is why the initial conditions for the Palatini case coincide with
those for the metric case at low ξ. For metric gravity, the result is rather long in the
general case and we choose to show it only for large values of ξ, and by performing
an expansion in ξ−1. The leading order result for the number of e-folds is
N ≈ ξFn(ψ, θ)ρ
n
i − ρne
MnP
, (7.19)
which shows that to keep the number of e-folds constant, one requires smaller ρi for
larger ξ, as indeed is the case in Fig. 7.1. The function Fn(ψ, θ) is a well defined
functions of the angular variables, which we do not show here, for brevity. It simplifies
to the single-field result when ψ = θ = 0 or ψ = θ = pi/2, which, for n = 2, is
F2(0, 0) = 3/4, matching the result in Ref. [133].
We see that this approximation works generically very well, except when the
parameter ratio is large in certain directions in the field-space. This is because the
approximation of radial trajectories fails in those cases, rendering the above approx-
imate result inapplicable. This emphasizes the importance of accurate numerical
analysis of multi-field models, to which we now turn.
7.3.2. Attractor models
Moving now to the observables, we study the cases for which n = (1/2, 1, 3/2, 2) in
Eqs. (7.2) and (7.6). We show the results for ns and r in Fig. 7.2. We see here a
clear difference between the formulations of gravity at large values of ξI , with the
results for the metric case asymptoting to those of Starobinsky inflation given in
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Eq. (3.58) [27],
nMs ' 1−
2
N
, (7.20)
rM ' 12
N2
, (7.21)
while those for Palatini do not. The Palatini case approaches vanishing r at strong
coupling, asymptoting to the single-field case [141]
nPs ' 1−
(
1 +
n
2
) 1
N
, (7.22)
rP ' 0 , (7.23)
However, we find that in the Palatini case the results converge to a non-zero value
of fNL, which is different from that of the metric case. The results are shown in Figs.
7.3 and 7.4 along with lines corresponding to the Maldacena’s consistency relation
fNL = 5/12(1 − ns) [179] for the single-field case5. We see that the values of fNL
converge to the single-field result at strong coupling for both Palatini and metric
gravity, confirming the general trend that the multi-field results mimic those of the
single-field case in the strong coupling limit.
We see that all multi-field models considered in this chapter reduce to an effective
single-field model at the limit of strong coupling. In the metric case this generalizes
the earlier findings in the literature [125]6, whereas in the Palatini case the results are
entirely new. We elaborate on the reason for this behaviour in the next subsection.
7.3.3. Multi-field effects
Having discussed the general trends in the previous sections, we now discuss some of
the effects of having multiple fields. The first effect we study is the dependence on
the hierarchy between the values for the non-minimal couplings. In order to do that,
we use the polar coordinates in parameter space introduced in Eq. (7.17) and test
the evolution of the observables depending on θ.
We see in Fig. 7.5 that the results depend crucially on the ratio of the parameters
5As discussed in section 3.1.3, one expects Maldacena’s relation to hold for squeezed configurations
of the reduced bispectrum (Eq. (3.51)), while here we are plotting the reduced bispectrum in
the equilateral limit. However, in canonical single-field models in which  η, which is the case
for the single-field limit here, the bispectrum is very close to local and the reduced bispectrum is
almost the same in all configurations. This is why our plot for fNL against ns follows so closely
the Maldacena relation.
6Outside the context of inflation, similar single-field behaviour has been found in other scenarios
with non-minimally coupled multi-field models [267].
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Figure 7.2.: Predictions for ns and r in metric (grey) and Palatini gravity (blue).
The panels are the same as in Fig. 7.1.
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Figure 7.3.: Predictions for ns and fNL in metric (grey) and Palatini gravity (blue).
The panels are the same as in Fig. 7.1.
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Figure 7.4.: Predictions for r and fNL in metric (grey) and Palatini gravity (blue).
The panels are the same as in Fig. 7.1.
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Figure 7.5.: Predictions for ns (top) r (middle) and fNL (bottom) as a function of ξ
along the x-axis and θ = tan−1(ξσ/ξϕ) (illustrated by the color gradient
in degrees) in metric gravity for n = 2 and for the same λσ/λϕ ratios as
in Fig. 7.1.
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in the potential, λI . When the parameters for both fields are similar, the observables
quickly approach a single limiting value corresponding to the single-field case, while
for the larger λI ratio the predictions are substantially broadened throughout the
entire ξ range, with a clear dependence on the angular parameter θ. The trajectories
in (ns, r) space as a function of ξ are also broadened, as is also clear in Fig. 7.2.
The predictions are thus somewhat different from the single-field case for low and
intermediate values of ξ, but converge to the same limit for sufficiently large ξ.
Having now analysed the dependence on both ξ and θ, we confirm that the results
resemble the single-field case for both metric and Palatini gravity. The differences
between single-field and multi-field that do arise are apparent in the spread in
the results for low values of ξ. This spread is due to a larger dependence on the
initial conditions of the fields and on the direction in ξI parameter space. At strong
coupling, all the results found asymptote to the single-field ones. This similarity
may be somewhat surprising, given that in the multi-field case the field-space can
be curved. We now show the reasons why this additional multi-field effect is not
affecting the results at strong coupling.
We first note that field-space curvature, R AfsBCD, does not directly affect the
evolution of the field fluctuations in the inflationary direction. This is because the
field-space Riemann tensor appears in the effective mass matrix of the fluctuations,
mIL, in the following term [264]
mIL ⊃ R Ifs JKLϕ˙J ϕ˙K . (7.24)
To obtain the term relevant for the fluctuations in the inflationary direction, one must
multiply mIL with ϕ˙
L, which always results in zero for the term shown above, given
the symmetries of the Riemann tensor. There is, however, an effect on the entropy
perturbations, as they are sensitive to the perpendicular projection of the effective
mass matrix. For the two-field case, the total effective mass for those fluctuations is
given by the generalization of Eq. (3.66) to the curved case,
m2s
H2
=
∇s∂sU
H2
+ 3η2⊥ + Rfs , (7.25)
in which η⊥ = ∂sU/Hϕ˙ is a measure of the bending of the trajectory, proportional
to θ′ defined in Eq. (3.64), ϕ˙ =
√
GIJ ϕ˙Iϕ˙J , s is the field coordinate in the entropic
direction — the direction perpendicular to ϕ˙I — and Rfs is the Ricci scalar of the
field-space manifold. The effect of the curvature is somewhat less relevant if Rfs is
positive, as it simply contributes to a smaller amplitude of the entropy perturbations.
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If it is negative, however, it reduces the effective mass and may even render it
tachyonic should it be large enough [256], thus dangerously enhancing the entropy
fluctuations. Our numerical results seem to indicate that this never occurs, given
their similarity with the single-field results, for which the curvature is not present.
We can verify this by checking whether the condition m2s > 0 is always verified in our
numerical results. We can see this in Fig. 7.6, in which we show that the effective
mass is always positive for all values of n studied above. When ξ is large, the effective
mass is also large, with the dominant contribution coming from the first term on the
right-hand side of Eq. (7.25), the Hessian of the potential. Specifically, the effective
mass values calculated in the metric and Palatini cases are equivalent for small ξ and
consequently the resulting observables (ns, r and fNL) are affected in similar ways in
both cases. Where the observables deviate between the two cases, i.e. for large ξ, the
effective masses also deviate with an overall larger effective mass in the metric case.
The evolution of the entropy modes is independent of the adiabatic modes on
large scales, and thus only depends on the effective mass. They can, however, source
curvature perturbations [46, 192, 268]. To see this, we rewrite Eq. (3.53) as in
Chapter 3, using now the variables introduced in this chapter:
ζ˙ ≈
√
2Hη⊥
H
MP
√

δS
H
, (7.26)
Thus, following the same arguments as in Section 3.1.4, we conclude that we can
recover the single-field results if η⊥ is sufficiently small. In more detail, those
arguments go as follows. We can estimate the entropy fluctuations via their variance
δS ∼ H2/ms.7 Furthermore, we note that H/ (MP
√
) is approximately the value of
ζ at horizon crossing, ζ∗, and that the typical time scale associated to its variation
is H, making Hζ∗ the natural size of ζ˙, should it vary considerably. Given these
arguments, we can rewrite Eq. (7.26) as
ζ˙
Hζ∗
∼ η⊥H
ms
, (7.28)
and conclude that if the right-hand side of Eq. (7.28) is much smaller than 1, the
7This formula arises from the calculation of the two-point function of δS in de Sitter space by
assuming it is a spectator field. This has been done, for example, in Chapter 6, and the result,
while not quoted explicitly, can be seen in Eq. (6.28), in which the renormalized part of the
variance of χ is
iGRen(x, x) = a
2 3H
4
8pi2m2
. (7.27)
Since the relation between δS and χ can be deduced from Eq. (6.9) as δS = a−1χ, we find
δS ∼ a−1√iGRen ∼ H2/m.
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evolution of ζ is negligible. Therefore, to determine the importance of entropy
fluctuations in the evolution of adiabatic ones, we must only calculate η⊥H/ms. In
the right panel of Fig. 7.6, we show the size of η2⊥ during inflation. Comparison
with the effective mass shown in the left panel demonstrates that the bending
parameter is sub-dominant relative to the effective mass. For example, for the
n = 1 metric case the ratio η2⊥H
2/m2s ∼ 10−3 when ξ is small and for large ξ,
η2⊥H
2/m2s ∼ 10−8, demonstrating that the entropy fluctuations are negligible at
strong coupling. Comparing the metric and Palatini case for small ξ we see that the
results for the evolution of η⊥ are the same. For large ξ, the evolutions diverge and
η⊥ in the metric case decays, while it grows in the Palatini case.
7.3.4. Extension to scenarios with higher number of fields
We have also extended our calculations to the three-field case for ns and r. We
found that the results resemble those for the two-field case, converging to the same
limit in the strong coupling approximation for both metric and Palatini gravity. The
main difference is the spread in observable space, which is substantially larger than
in the two-field case. This is a consequence of the increased number of possible
background field trajectories that result in successful inflation in higher field-space
dimensions as well as the larger number of free parameters. This can affect the ability
of distinguishing between different models, with some results for the Palatini model
giving the same observables as those for the metric case, even at strong coupling for
the latter. The strongly coupled Palatini case is still distinctive, given its very low
tensor-to-scalar ratio prediction.
With an even larger number of fields, these predictions are expected to broaden
further, but may ultimately converge again, in a statistical sense, as such a behaviour
has been demonstrated in other scenarios with random potentials and very large
numbers of fields [269–274].
7.4. Conclusions
We studied multi-field inflation in scenarios where the fields are coupled non-minimally
to gravity via ξI(ϕ
I)ngµνRµν . We concentrated on the so-called α-attractor models
with the potential V = λ
(2n)
I M
4−2n
P (ϕ
I)2n in two formulations of gravity: in the usual
metric case where Rµν = Rµν(gµν), and in the Palatini formulation where also the
connection Γ and hence also Rµν = Rµν(Γ) are independent variables.
As the main result, we showed that the curvature of the field-space in the Einstein
7.4: Conclusions 174
Figure 7.6.: Evolution of the effective mass, m2s, normalized to H
2 and bending param-
eter η2⊥ for metric (grey) and Palatini gravity (blue), n = (1/2, 1, 3/2, 2)
from top to bottom. The dashed lines represent a sample with a small
magnitude of the coupling parameters ξ whereas the solid lines represents
one with a large coupling.
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frame has no influence on the inflationary dynamics at the limit of large ξI , and
one effectively retains the single-field case regardless of the underlying theory of
gravity. In the metric case this means that multi-field models approach the single-field
α-attractor limit, whereas in the Palatini case the attractor behaviour is lost also in
the case of multi-field inflation.
A point must be made here about the differences in the phenomenology being
due to the distinct formulations of gravity: metric vs. Palatini. We note that if
one considered a scenario in which the Jordan frame action already included non-
canonical kinetic terms of a specific kind, one could construct models with the same
phenomenology as in the present cases, while still working only in the metric case.
For example, the models that we consider in the Palatini formalism are equivalent to
non-canonical scalar-tensor theories in the metric formalism [275]. Had we started
initially in the Einstein frame, we could also have used just the metric formalism.
Given these arguments, one could suggest that our emphasis on distinguishing theories
of gravity is unrealistic and that we are just testing different models of inflation.
While this is correct, we argue that the models we explore are simpler when written
in terms of the Palatini formalism — with simple kinetic terms, potentials and
non-minimal couplings in the Jordan frame — than the equivalent model would be,
in metric gravity, but with non-standard kinetic terms. Furthermore, it should be
noted that non-minimal couplings to gravity should be seen not as an ad-hoc addition
to inflationary models but as a generic requirement for the consistency of a theory,
since they are always generated by quantum corrections in a curved space-time. It
is because of these reasons that one can say that the differences observed between
the cases which we call ‘metric’ and ‘Palatini’ are indeed in the underlying theory of
gravity, i.e. whether the space-time connection was determined by the metric only, or
both the metric and the inflaton field(s). This study therefore reveals an interesting
subtlety in a broad class of models where the scalar potential is multidimensional
and the fields are non-minimally coupled to gravity.
Alternatively, one can view this work as a more detailed way to answer the question
‘What are the predictions of a given model of inflation?’. As shown in this chapter,
predictions clearly depend on the choice of the gravitational degrees of freedom, even
though usually such a choice is not considered to be part of models of inflation. It
is therefore important to investigate all possibilities concerning the physics at high
energies, as one cannot distinguish between the metric and Palatini formalisms at
late times. Detailed studies of non-minimally coupled models are therefore interesting
not only from the inflationary point of view, but also because they may provide for a
way to distinguish between different formulations of gravity.
8. Discussion and Outlook
In this thesis, we have investigated several instances in which non-linear dynamics
affects the evolution of the Universe. We focused particularly on the early Universe
and discovered a new version of the curvature perturbation that is conserved non-
linearly; showed new mixed modes generated at second order; calculated the effects of
quenches in the early Universe and demonstrated the equivalence between single-field
and multi-field attractor models of inflation. In spite of the emphasis of the thesis
being on the early Universe, many of the techniques used here can be applied in far
more general settings in cosmology.
We began our review of cosmology in Chapter 2, by describing the main aspects
of general relativity. We gave equations for the evolution of the geometry as well
as that of matter, including different ways to describe the matter content. We then
reviewed relativistic perturbation theory in detail, accounting for the gauge issue
and establishing general formulas for the later parts of the thesis. Finally, we applied
those results to the case of interest — perturbations around an FLRW spacetime.
We gave the equations for general gauge transformations up to second order in
fluctuations for all quantities of interest. We also wrote down the perturbed field
equations up to the same order, which were later applied in all other chapters of this
thesis.
In Chapter 3, we described the evolution of the Universe according to standard
theory, from its very early stages when inflation is believed to have occurred, until
the time in which the cosmic microwave background was produced. We reviewed the
basic theory of single-field slow-roll inflation, giving the main results explicitly. We
also briefly surveyed alternative cases, such as multi-field inflation and non-slow-roll
scenarios. This built the necessary framework for the presentation of our results in
the rest of the thesis. In the latter part of Chapter 3, we discussed the generation of
the different matter species currently present in the Universe by briefly describing
the evolution from reheating to neutrino decoupling and nucleosynthesis. After that,
we described the epoch leading up to recombination and photon decoupling, and
gave estimates for the temperature and redshift of those events. We also mentioned
the evolution of perturbations during that stage and briefly reviewed the methods
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for calculating the anisotropies of the CMB using Boltzmann solvers.
Chapter 4 included the research published in Ref. [268]. In it, we computed
the second-order evolution of different versions of the gauge-invariant curvature
perturbation, ζ. We took into account all possible contributions to that evolution,
including vector and tensor modes, as well as anisotropic stress. This calculation was
performed for six distinct versions of that curvature perturbation, based on various
decompositions of the metric and different choices of gauge fixing conditions. In
particular, two of these version are completely new. They were found by using a new
way to split the metric, based on the decomposition of the spatial part of the inverse
metric. These new versions were also shown to be related to the perturbation of the
extrinsic curvature in Appendix A, giving them a more geometric interpretation.
A key objective of this study was to find the conditions for conservation of the
curvature perturbation on super-horizon scales. Our results showed that both vector
and tensor modes can have an effect on the evolution of the curvature perturbation
at non-linear orders, but only for some versions of ζ. In other cases, the definition of
ζ already includes such perturbations and, for that reason, the evolution equation is
simpler and the conditions for conservation are easier to achieve. This is the case for
one of the new versions of the curvature perturbation, ζI(v), for which the conditions
for conservation on large scales are simply that non-adiabatic pressure vanishes along
with anisotropic stress.
These conclusion are also argued to be valid for a general theory of gravity, as long
as the stress-energy tensor is covariantly conserved. For the particular case of GR,
the results go even further, showing that all versions of ζ are effectively conserved,
since both vector and tensor modes are either constant or decay with time too fast
to alter the evolution appreciably.
Future work on this topic could take different directions. One of those would
be to test which of the different versions of ζ studied here has a more direct link
with quantities which are later observed. On large scales, this is not expected to
be important, given that different versions only differ by the presence of vectors
and tensors, which would leave too small an imprint to be noticeable. However,
when observations probe quantities that correlate large and small scales, such as the
squeezed bispectrum, the full form of ζ may be important, as the different versions
have different scalar contributions. Furthermore, this may be related to the vanishing
of the bispectrum due to observer effects in single-field inflation [181–183] and it
would be interesting to investigate if any of the versions of ζ given here can mimic
what is seen by an observer in that case.
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In Chapter 5, we investigated isocurvature initial conditions to be applied to
the initialization of second-order Boltzmann solvers, exposing the work published
in Ref. [171]. We reviewed the general differential system of equations ruling the
evolution and investigated the number and properties of growing modes at second
order. We found this number to be reduced by one, when compared to the linear
case, due to the neutrino velocity mode being non-regular in the second-order case.
We then calculated the approximate initial solutions for all the combinations of
linear growing modes, showing our results in synchronous gauge in the main text,
as well as those for Poisson gauge in Appendix B. We detailed the results for a
compensated isocurvature mode, showing that this mode can have non-vanishing
evolution, when mixed with other modes, such as the adiabatic and neutrino mode.
This is in contrast to the linear order result, for which no evolution arises.
Further work is ongoing to extend these results to compute the initial conditions
for vector and tensor modes sourced by scalars. An application of that work that
is already underway is the study of magnetogenesis from vortical currents in the
pre-recombination epoch. This is motivated by the fact that magnetic fields and
other vectors are expected to receive considerable contributions from the non-linear
mixing of adiabatic and isocurvature modes. Some results from that project have
already been produced using the second order Boltzmann code SONG [87], but have
not yet been published.
The initial conditions found in Chapter 5 can be applied to many more situations.
In the future, we aim to use them to calculate the intrinsic bispectrum of the CMB
sourced by isocurvature modes. This could provide the community with an alterna-
tive way to constrain isocurvatures. In particular, this could be an additional way to
probe the compensated isocurvature mode, given our result regarding the evolution
of the mixed solution between adiabatic and compensated modes.
In Chapter 6, we studied quantum quenches of a scalar field system in de Sitter
spacetime as detailed in Ref. [276]. We used the non-perturbative large-N expansion
to account for non-linear effects of the largest scales (IR effects). We reviewed
the large-N formalism applied to the case of de Sitter spacetime and discussed
some fundamental issues regarding spontaneous symmetry breaking in a curved
spacetime. We then calculated the evolution of the system via the evaluation of the
time-dependence of the effective mass of the scalar fields. We found approximate
algebraic equations for the effective mass as a function of time elapsed after the
quench for three distinct fast transitions of the parameters. We then used numerical
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methods and techniques inspired by the renormalisation group to resolve divergent
behaviour due to our approximations, thus obtaining accurate analytic formulas for
the evolution of the system.
We also discussed the importance of our results for cosmology and calculated the
power spectrum of the scalar field perturbations as well as their spectral index. We
showed that the quench would generate a sudden jump in the spectral index, followed
by oscillations similar to those found in the literature for features of the same type.
Our approach is somewhat advantageous, since we can analytically estimate the
jump in the spectral index as well as its oscillation-averaged scale dependence.
In spite of the advantages of our approach, it is quite rudimentary, due to being
valid only in exact de Sitter and not accounting for the effect of the scalar fields in
the evolution of inflation. Improving on those shortcomings could be pursued in the
future. It would require the application of less transparent numerical techniques,
which would spoil the advantages of our simple results, but would be more reliable
and represent more realistic situations.
Another exploration detailed in Chapter 6 regards a quench to a tachyonic state,
i.e. a state with m2 < 0. As we argued, such a state may exist temporarily right after
the quench, but the system always evolves back to a situation with m2 > 0 due to the
effects of long wavelength modes. A future direction could be to explore this further
with numerical methods and analyse whether the tachyonic instability is stronger
than we are led to believe by our simple arguments. If our results are confirmed,
another avenue of research would be to investigate more complicated models, such
as those with a negative field-space curvature, which give rise to geometrical insta-
bilities [192, 193, 256], and check if IR effects are strong enough to avoid the instability.
Finally, in Chapter 7, we investigated multi-field models of inflation with a non-
minimal coupling to gravity [277]. These models were studied in two different
formulations of gravity, the metric and the Palatini formulations. We analysed
particular models with power-law potentials and non-minimal coupling functions,
which were known to present attractor behaviour in their single-field version. We
calculated predictions of these multi-field models for the spectral index, tensor-
to-scalar ratio and non-Gaussianity parameter for several different potentials and
explored the parameter space in each case. We concluded that the multi-field scenario
is very similar to the single-field case for both metric and Palatini gravity, particularly
in what concerns the attractor behaviour of observables. We describe the reasons for
this similarity by ruling out multi-field effects such as those generated by a curved
field-space.
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Future work could include the study of models with a more generic non-minimal
coupling to gravity and further test whether the choice of gravity formulation has an
effect on observables. Furthermore, other gravity formulations, such as teleparallel
gravity, could also be included in that test. Another interesting avenue of research
would be the study of other models with an attractor behaviour in the single-field
case and test whether that behaviour is significantly affected by multi-field dynamics.
This could also allow for a more complete understanding of the relation between
the attractor behaviour and effective single-field behaviour of the corresponding
multi-field model.
A. On intrinsic and extrinsic
curvature
In this appendix, we aim to clarify the relation between the different definitions
of ψ defined in Chapter 4 and the perturbation to both the intrinsic and extrinsic
curvature of hypersurfaces of constant time.
We begin by looking at the intrinsic curvature scalar. It is given by
(3)R = R +Rµνn
µnν −K2 +KµνKµν , (A.1)
in which Rµν and R are the 4D Ricci tensor and scalar, respectively, n
µ is the unit
normal to the hypersurface, Kµν is the extrinsic curvature and K is its trace. The
latter are given by
Kµν = −1
2
[£nγ]µν , K = −∇µnµ , (A.2)
with γ the induced metric, given by γµν = gµν+nµnν . The normal, n
µ, is perpendicular
to all vectors in the tangent space of the hypersurface. It is therefore often convenient
to choose coordinates such that ni = 0. However, this specific coordinate choice
means that the usual gauge transformation rules are not obeyed, and for this reason,
we shall also compute these quantities using a generic time-like unit 4-vector, uµ,
instead of nµ. In the latter situation, we will denote quantities with the subscript (u)
and often call this vector a 4-velocity, since it can be used to represent the 4-velocity
vector of a set of observers. Note, however, that those quantities do not always have
the same geometric meaning, since an hypersurface orthogonal to uµ can only be
defined in the absence of vorticity.
We now present the calculations of these quantities up to second order in cosmo-
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logical perturbation theory. The intrinsic curvature scalar is found to be
δ(3)R(1) =
4
a2
∇2ψ(1) , (A.3)
δ(3)R(2) =
1
a2
[
4∇2ψ(2) − 8C(1) ,mkm C(1) kn,n + 6C(1) ,kmn C(1)mn,k − 2C(1),nC(1),n
+ 8C(1)mn
(
C
(1) ,k
mn,k + C
(1)
,mn − C(1) ,kmk,n − C(1) ,kkn,m
)
+ 4
(
C
(1)
,jC
(1) jn
,n + C
(1),j
jk C
(1),k − C(1)kn,mC(1)mn,k
) ]
, (A.4)
where Cij is the perturbation to the spatial part of the metric and C (without indices)
is its trace. The relation between ψ and the intrinsic curvature is clear at first order,
as they are related linearly. This is the reason why the perturbation ψ is called the
curvature perturbation. However, this is only true for the original version of ψ, as
given by the definition (2.84), since all other definitions include a contribution from
the metric potential E. In any case, at second order, this simple connection between
the intrinsic curvature and ψ is lost, as there is no simple relation between any of
our definitions of the curvature perturbation and δ(3)R(2).
Performing the same calculation using the 4-velocity to define the quantities above,
one finds instead a connection to the curvature perturbation on comoving gauge, R,
since the first order result for (3)R(u) is
1
δ(3)R
(1)
(u) =
4
a2
∇2 [ψ(1) −H(v(1) +B(1))] = 4
a2
∇2R(1) . (A.5)
At second order, however, the result is no longer related to the second order comoving
curvature perturbation R(2) in a simple way, i.e. δ(3)R(2)(u) 6= 4a2∇2R(2). This can be
seen by evaluating δ(3)R
(2)
(u) in comoving gauge (v = B = v
i
V = 0) and comparing it
with 4
a2
∇2ψ(2). In this gauge, the intrinsic curvature is given by
δ(3)R
(2)
(u) = δ
(3)R(2) + S(1) iwi + S
(1) i,jwij , (A.6)
where wi and wij are linear functions of the metric potentials. It is clear that this
is not equal to 4
a2
∇2ψ(2), as there are no further cancellations that would recover
that result. Therefore, one must conclude that none of our definitions of ψ has a
straightforward interpretation as the perturbation to the intrinsic curvature at an
order higher than first.
1Note that this quantity has the expected gauge transformation properties, since, being 0 at the
background level (because of the assumption of flatness), the Stewart-Walker lemma [149, 278]
dictates it to be gauge invariant at first order. Notice that this does not happen in the calculation
with n.
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Moving now to the scalar extrinsic curvature, we start by noting that it is propor-
tional to the local expansion ∇µnµ (or ∇µuµ, when choosing the velocity 4-vector to
define it). It is well known that the integral of the expansion along world lines, with
respect to proper time s, can be used to define a local scale factor [47, 49]. This
integral is defined as
α =
1
3
∫
∇µnµds = −1
3
∫
Kds , (A.7)
and the local scale factor is given by eα. This interpretation is further supported by
the fact that, at the background level, one has α′ = H. At first order, one finds
δα(1)′ = −ψ(1)′ − 1
3
∇2(B(1) − E(1)′) . (A.8)
This variable has some similarity with our definition of ψT , but still has a contribution
from B, which is not present in any of our versions of the curvature perturbation
at first order. Turning now to the situation with uµ as the defining vector, the first
order result is
δα
(1)′
(u) = −ψ(1)′ +
1
3
∇2(v(1) + E(1)′) . (A.9)
While this is still not equal to any version of ψ directly, δα
(1)
(u) is, in fact, equal to
ζ
(1)
T , when the latter is evaluated using a uniform density slicing. Going to second
order, we find
δα
(2)′
(u) =− ψ(2)′ +
1
3
∇2(v(2) + E(2)′)
+
1
3
(
−4C(1)ij C(1) ij′ + 2φ(1)∇2v(1) + 2(v(1) iV + v(1),i)
(
φ(1) + C(1)
)
,i
+
[
(v
(1) i
V + v
(1),i +B(1),i − S(1) i)(v(1)V i + v(1),i +B(1),i − S(1)i )
]′)
(A.10)
− 2(v(1) iV + v(1),i)
(
−ψ(1) + 1
3
∇2
∫
(E(1)′ + v(1))dτ
)
,i
.
Again, this variable is not equal to any version of ψ, but it becomes exactly ψI , when
evaluated using a comoving threading (v = viV = 0). This is equivalent to saying
that, by applying the same procedure to this quantity, one would obtain a gauge
invariant quantity that is equal to ζ
(2)
I(v). This is not surprising, given the results of
Refs. [49, 232, 236, 237], which found similar evolution equations for gauge invariants
defined from the expansion scalar, Θ = ∇µuµ.
We conclude our exposition of this appendix by noting that, even though the
connection between the intrinsic curvature and ψ is lost at second order, it is still
possible to find a definition of ψ which closely matches the expansion scalar in a
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gauge with a comoving threading, which can still be interpreted as a perturbation to
the scale factor. The reason why the version of ψ that resembles Θ is the one arising
from the determinant of gij can be explained by a relation between the determinant
of the metric and the covariant divergence of a 4-vector. This is given by
∇µuµ = ∂µuµ + Γµνµuν = ∂µuµ + uν∂ν log
(√−g) , (A.11)
in which g = det[gµν ]. Furthermore, it can be shown that det[g
ij] is related to g by
g = g00
(
det[gij]
)−1
, (A.12)
and thus the previous relation becomes
∇µuµ = ∂µuµ + uν∂ν log
(√−g00)− uν∂ν log (√det[gij]) . (A.13)
Choosing a comoving threading is equivalent to setting ui = 0 and in that case it is
straightforward to show that u0 =
√−g00. This implies that the first two terms on
the r.h.s. of Eq. (A.13) cancel, and one finds
(∇µuµ)com = −uν∂ν log
(√
det[gij]
)
= 3
d
ds
(log a+ ψI) , (A.14)
in which we substituted det[gij] by the definition of ψI . Equivalently, one has
−
(
1
3
∫
Θds
)
com
= log a+ ψI . (A.15)
This shows ψI to be the perturbation to the integrated expansion when written
using a comoving threading. This result is valid at all orders and provides a clear
interpretation to this perturbation derived from the determinant of the spatial part
of the inverse metric.
B. Gauge transformations to
Poisson gauge
In this appendix, we describe the gauge transformation of the results of Chapter 5
into Poisson gauge, so as to allow the application of those results in that popular
gauge.
The Poisson gauge is specified by the following choices
E˜ = B˜ = 0 , F˜ i = 0 , (B.1)
which implies that the gauge generator components are, at first order,
α(1) = B(1) − E(1)′ , (B.2)
β(1) = −E(1) , (B.3)
γ(1) i = −F (1) i . (B.4)
In this appendix, we are interested in a transformation from synchronous to Poisson
gauge, thus we may simply re-write the first equation above as α
(1)
S2P = −E(1)′S .
Therefore the gauge transformations for the scalars depend only on the metric
potential E(1). For that reason, the difference between variables on both gauges
depends on the size of E in each mode, in orders of τ . For example, in the CDM
isocurvature mode shown in Chapter 5 in Eq. (5.53), the metric potential E is O(τ 3).
However, it enters α with a time derivative and is usually multiplied by H, thus
the gauge transformation will make a difference of order O(τ) in most variables. At
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leading order in τ , the CDM isocurvature mode is now given in Poisson gauge by
ψ =− Rc(4Rν + 15)
8(15 + 2Rν)
ωτδ0c ,
φ =
Rc(4Rν − 15)
8(15 + 2Rν)
ωτδ0c ,
δc =
(
1− 3Rc(4Rν + 15)
8(15 + 2Rν)
ωτ
)
δ0c ,
δb =− 3Rc(4Rν + 15)
8(15 + 2Rν)
ωτδ0c ,
δγ =− Rc(4Rν + 15)
2(15 + 2Rν)
ωτδ0c ,
δν =− Rc(4Rν + 15)
2(15 + 2Rν)
ωτδ0c , (B.5)
vc =
Rc(15− 4Rν)
24(15 + 2Rν)
ωτ 2δ0c ,
vγb =
15Rc
8(15 + 2Rν)
ωτ 2δ0c ,
vν =
15Rc
8(15 + 2Rν)
ωτ 2δ0c ,
σν =− Rc
6(15 + 2Rν)
k2ωτ 3δ0c .
In other modes, the transformation is similar, but can introduce additional issues.
For example, in the case of the neutrino velocity isocurvature, some variables will
have decaying solutions already at linear order, as E is O(τ) in that case. This is
described, for example, in Ref. [65], in which the potentials φ and ψ are given in
Poisson gauge for all five linear growing modes. We do not comment further on this
issue, as we do not study the neutrino velocity mode at second order, for the reasons
explained in the main text.
At second order, the transformation rules are given in Chapter 2 and, as before,
one can calculate the form of the gauge generators required to transform from
synchronous gauge to Poisson gauge. Applying those transformations to the results
in the main text, we find the results for Poisson gauge, which we show in the same
order as before, starting with the adiabatic sourced solution. Note, however, that the
defining variables (e.g. ψ0k1ψ
0
k2
) still refer to those variables in synchronous gauge.
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B.1. Pure adiabatic mode
ψ(2) =fψψψ,Pψ
0
k1
ψ0k2 ,
φ(2) =
(
20(35 + 8Rν)
(15 + 4Rν)2
− 2fψψψ,P
)
ψ0k1ψ
0
k2
,
δ(2)c =δ
(2)
b =
(
−15(35 + 16Rν)
(15 + 4Rν)2
+ 3fψψψ,P
)
ψ0k1ψ
0
k2
,
δ(2)γ =δ
(2)
ν =
(
−40(15 + 8Rν)
(15 + 4Rν)2
+ 4fψψψ,P
)
ψ0k1ψ
0
k2
, (B.6)
v(2)c =v
(2)
γb = v
(2)
ν =
(
−40(10 + 3Rν)
(15 + 4Rν)2
+ fψψψ,P
)
τψ0k1ψ
0
k2
,
σ(2)ν =−
9k4 − 3(k21 − k22)2 + 2k2(k21 + k22)
3(15 + 4Rν)k4
(kτ)2ψ0k1ψ
0
k2
,
with,
fψψψ,P =
5
(15 + 4Rν)2k4
[
(25 + 9Rν)k
4 − (5 +Rν)
(
3(k21 − k22)2 − 2k2(k21 + k22)
)]
.
We can very easily verify that the adiabatic condition at second order, given in
Eq. (5.50), is indeed verified in this gauge, as it must. Furthermore, we can now
directly compare these results to those given in Refs. [84, 87]. They do not exactly
match, due to a different choice of defining variable — we choose ψ = −ζ, while they
choose ζD = ζ + ζ
2, as defined in Chapter 4. Applying this transformation to the
general solution in terms of transfer functions, we find
X(τ, k) = T (1)ψ0(k) + 1
2
∫
k1,k2
T (2)ψ0(k1)ψ0(k2) (B.7)
= −T (1)ζ0D(k) +
1
2
∫
k1,k2
(
2T (1) + T (2)) ζ0D(k1)ζ0D(k2) , (B.8)
which shows that, in terms of ζD, the second-order transfer functions receive an extra
contribution of twice the linear transfer function. This is exactly the difference we
find between our results and those of Refs. [84, 87], confirming the match between
all results. Care must be taken, however, when these results are applied to situations
in which one assumes the initial conditions to be Gaussian. In that case, one must
make clear which of the variables has that property, since should ζD be Gaussian, ζ
will not be and vice versa.
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B.2. Pure cold dark matter isocurvature mode
ψ(2) =
(
− 5(15 + 4Rν)
2
64(15 + 2Rν)2
R2c +
1
3
f ccb,P
)
(ωτ)2δ0c,k1δ
0
c,k2
,
φ(2) =
(
8325 + 2280Rν + 272R
2
ν
64(15 + 2Rν)2
R2c −
4
3
f ccb,P
)
(ωτ)2δ0c,k1δ
0
c,k2
,
δ(2)c =
(
−3(15 + 4Rν)
4(15 + 2Rν)
Rcωτ +
(
3(675 + 230Rν + 8R
2
ν)
16(15 + 2Rν)(25 + 2Rν)
Rc + f
cc
b,P
)
(ωτ)2
)
δ0c,k1δ
0
c,k2
,
δ
(2)
b =f
cc
b,P (ωτ)
2δ0c,k1δ
0
c,k2
,
δ(2)γ =δ
(2)
ν =
(
(15 + 4Rν)
2
16(15 + 2Rν)2
R2c +
4
3
f ccb,P
)
(ωτ)2δ0c,k1δ
0
c,k2
, (B.9)
v(2)c =
(
−5(1305 + 360Rν + 32R
2
ν)
192(15 + 2Rν)2
R2c +
1
3
f ccb,P
)
ω2τ 3δ0c,k1δ
0
c,k2
,
v
(2)
γb =v
(2)
ν =
(
−2925 + 780Rν + 64R
2
ν
64(15 + 2Rν)2
R2c +
1
3
f ccb,P
)
ω2τ 3δ0c,k1δ
0
c,k2
,
σ(2)ν =f
cc
σ,PR
2
cω
2k2τ 4δ0c,k1δ
0
c,k2
,
with,
f ccb,P =
3R2c
128(25 + 2Rν)(15 + 2Rν)2k4
[
(88875 + 42150Rν + 6160R
2
ν + 256R
3
ν)k
4
+15(−225 + 110Rν + 16R2ν)
(
3(k21 − k22)2 − 2k2(k21 + k22)
)]
,
f ccσ,P =−
5(855 + 138Rν + 4R
2
ν)k
4 + (825 + 70Rν − 4R2ν) (3(k21 − k22)2 − 2k2(k21 + k22))
48(15 + 2Rν)2(25 + 2Rν)
.
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B.3. Mixture of adiabatic and cold dark matter
modes
ψ(2) =f cψψ,Pωτδ
0
c,k1
ψ0k2 ,
φ(2) =
(
75 + 8Rν(20 + 3Rν)
2(15 + 2Rν)(15 + 4Rν)
Rc − 3f cψψ,P
)
ωτδ0c,k1ψ
0
k2
,
δ(2)c =
(
− 15
15 + 4Rν
+
(
−3 (75(1 +Rc) + 4Rν(20 + (35 + 8Rν)Rc))
8(15 + 2Rν)(15 + 4Rν)
+ 3f cψψ,P
)
ωτ
)
δ0c,k1ψ
0
k2
,
δ
(2)
b =
(
− 3(5 + 8Rν)
8(15 + 2Rν)
Rc + 3f
cψ
ψ,P
)
ωτδ0c,k1ψ
0
k2
,
δ(2)γ =δ
(2)
ν =
(
− 4Rν
15 + 2Rν
Rc + 4f
cψ
ψ,P
)
ωτδ0c,k1ψ
0
k2
, (B.10)
v(2)c =
(
−(35 + 8Rν)(k
2 + k21 − k22)
24(15 + 4Rν)k2
Rc + f
cψ
v,P
)
ωτ 2δ0c,k1ψ
0
k2
,
v
(2)
γb =v
(2)
ν = f
cψ
v,Pωτ
2δ0c,k1ψ
0
k2
,
σ(2)ν =f
cψ
σ,Pωk
2τ 3δ0c,k1ψ
0
k2
,
with,
f cψψ,P =
Rc
16(15 + 2Rν)(15 + 4Rν)k4
[
(375 + 315Rν + 64R
2
ν)k
4
−45(−5 +Rν)(k21 − k22)2 + 30k2((−5 + 3Rν)k21 − (5 +Rν)k22)
]
,
f cψv,P =
5Rc
16(15 + 2Rν)(15 + 4Rν)k4
[
(135 + 19Rν)k
4
−9(−5 +Rν)(k21 − k22)2 + k2((30 + 38Rν)k21 − 2(45 + 13Rν)k22)
]
,
f cψσ,P =
Rc
12(15 + 2Rν)(15 + 4Rν)k4
[
(75 + 4Rν)k
4
−3(−5 + 4Rν)(k21 − k22)2 + k2((−70 + 8Rν)k21 + 2(25 + 4Rν)k22)
]
.
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B.4. Pure baryon isocurvature mode
ψ(2) =
(
− 5(15 + 4Rν)
2
64(15 + 2Rν)2
R2b +
1
3
f bbc,P
)
(ωτ)2δ0b,k1δ
0
b,k2
,
φ(2) =
(
8325 + 2280Rν + 272R
2
ν
64(15 + 2Rν)2
R2b −
4
3
f bbc,P
)
(ωτ)2δ0b,k1δ
0
b,k2
,
δ(2)c =f
bb
c,P (ωτ)
2δ0b,k1δ
0
b,k2
,
δ
(2)
b =
(
−3(15 + 4Rν)
4(15 + 2Rν)
Rbωτ +
(
3(675 + 230Rν + 8R
2
ν)
16(15 + 2Rν)(25 + 2Rν)
Rb + f
bb
c,P
)
(ωτ)2
)
δ0b,k1δ
0
b,k2
,
δ(2)γ =δ
(2)
ν =
(
(15 + 4Rν)
2
16(15 + 2Rν)2
R2b +
4
3
f bbc,P
)
(ωτ)2δ0b,k1δ
0
b,k2
, (B.11)
v(2)c =
(
−5(1305 + 360Rν + 32R
2
ν)
192(15 + 2Rν)2
R2b +
1
3
f bbc,P
)
ω2τ 3δ0b,k1δ
0
b,k2
,
v
(2)
γb =
(
−3825− 1905Rν − 700R
2
ν − 64R3ν
64Rγ(15 + 2Rν)2
R2b +
1
3
f bbc,P
)
ω2τ 3δ0b,k1δ
0
b,k2
,
v(2)ν =
(
−2925 + 780Rν + 64R
2
ν
64(15 + 2Rν)2
R2b +
1
3
f bbc,P
)
ω2τ 3δ0b,k1δ
0
b,k2
,
σ(2)ν =f
cc
σ,PR
2
bω
2k2τ 4δ0b,k1δ
0
b,k2
,
with,
f bbc,P =
R2b
R2c
f ccb,P .
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B.5. Mixture of baryon and cold dark matter
modes
ψ(2) =f bcψ,P (ωτ)
2δ0b,k1δ
0
c,k2
,
φ(2) =
(
3(1275− 40Rν − 16R2ν)
64(15 + 2Rν)2
RbRc − 4f bcψ,P
)
(ωτ)2δ0b,k1δ
0
c,k2
,
δ(2)c =
[
−3Rb15 + 4Rν
15 + 2Rν
ωτ +
(
f bcδ (Rb) + 3f
bc
ψ,P
)
(ωτ)2
]
δ0b,k1δ
0
c,k2
,
δ
(2)
b =
[
−3Rc15 + 4Rν
15 + 2Rν
ωτ +
(
f bcδ (Rc) + 3f
bc
ψ,P
)
(ωτ)2
]
δ0b,k1δ
0
c,k2
,
δ(2)γ =δ
(2)
ν =
(
−3(15 + 4Rν)
2
8(15 + 2Rν)2
RbRc + 4f
bc
ψ,P
)
(ωτ)2δ0b,k1δ
0
c,k2
, (B.12)
v(2)c =
(
− 5(315− 8R
2
ν)
96(15 + 2Rν)2
RbRc + f
bc
ψ,P
)
ω2τ 3δ0b,k1δ
0
c,k2
,
v
(2)
γb =
(
−(1125− 750Rν − 94R
2
ν + 8R
3
ν)k
2 − (15 + 2Rν)2(k21 − k22)
32Rγ(15 + 2Rν)2k2
RbRc + f
bc
ψ,P
)
ω2τ 3δ0b,k1δ
0
c,k2
,
v(2)ν =
(
−450 + 45Rν − 4R
2
ν
16(15 + 2Rν)2
RbRc + f
bc
ψ,P
)
ω2τ 3δ0b,k1δ
0
c,k2
,
σ(2)ν =f
bc
σ,PR
2
bω
2k2τ 4δ0b,k1δ
0
c,k2
,
with,
f bcψ,P =−
RbRc
128(25 + 2Rν)(15 + 2Rν)2k4
[
(−32625− 7650Rν + 240R2ν + 64R3ν)k4
−15(−225 + 110Rν + 16R2ν)
(
3(k21 − k22)2 − 2k2(k21 + k22)
)]
,
f bcδ (Rx) =
3Rx (48375− 5Rx(25 + 2Rν)(15 + 4Rν)2 + 2Rν(13425 + 4Rν(545 + 24Rν)))
64(25 + 2Rν)(15 + 2Rν)2
,
f bcσ,P =
RbRc
48(25 + 2Rν)(15 + 2Rν)2k4
[
5(855 + 138Rν + 4R
2
ν)k
4
−(−825− 70Rν + 4R2ν)
(
3(k21 − k22)2 − 2k2(k21 + k22)
)]
.
B.6: Mixture of adiabatic and baryon modes 192
B.6. Mixture of adiabatic and baryon modes
ψ(2) =f bψψ,Pωτδ
0
b,k1
ψ0k2 ,
φ(2) =
(
75 + 8Rν(20 + 3Rν)
2(15 + 2Rν)(15 + 4Rν)
Rb − 3f bψψ,P
)
ωτδ0b,k1ψ
0
k2
,
δ(2)c =
(
− 3(5 + 8Rν)
8(15 + 2Rν)
Rb + 3f
bψ
ψ,P
)
ωτδ0b,k1ψ
0
k2
,
δ
(2)
b =
(
− 15
15 + 4Rν
+
(
−3 (75(1 +Rc) + 4Rν(20 + (35 + 8Rν)Rb))
8(15 + 2Rν)(15 + 4Rν)
+ 3f bψψ,P
)
ωτ
)
δ0b,k1ψ
0
k2
,
δ(2)γ =δ
(2)
ν =
(
− 4Rν
15 + 2Rν
Rc + 4f
bψ
ψ,P
)
ωτδ0b,k1ψ
0
k2
, (B.13)
v(2)c =
(
−(35 + 8Rν)(k
2 + k21 − k22)
24(15 + 4Rν)k2
Rb + f
bψ
v,P
)
ωτ 2δ0b,k1ψ
0
k2
,
v
(2)
γb =v
(2)
ν = f
bψ
v,Pωτ
2δ0b,k1ψ
0
k2
,
σ(2)ν =f
bψ
σ,Pωk
2τ 3δ0b,k1ψ
0
k2
,
with,
f bψψ,P =
Rb
Rc
f cψψ,P ,
f bψv,P =
Rb
Rc
f cψv,P ,
f bψσ,P =
Rb
Rc
f cψσ,P .
B.7. Mixture of adiabatic and compensated
modes
δ(2)c =−
Rb
Rc
δ
(2)
b =
(
− 15
15 + 4Rν
− 15 (15 + 16Rν)
8(15 + 2Rν)(15 + 4Rν)
ωτ
)
δ0CI,k1ψ
0
k2
,
v
(2)
γb =
(k2 − k21 + k22)Rc
96Rγk2
k22ωτ
4δ0CI,k1ψ
0
k2
. (B.14)
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B.8. Pure neutrino density isocurvature mode
ψ(2) =f ννψ,P δ
0
ν,k1
δ0ν,k2 ,
φ(2) =
(
4R2ν
(15 + 4Rν)2
− 2f ννψ,P
)
δ0ν,k1δ
0
ν,k2
,
δ(2)c =δ
(2)
b =
(
15R2ν
(15 + 4Rν)2
+ 3f ννψ,P
)
δ0ν,k1δ
0
ν,k2
,
δ(2)γ =
(
−8R
2
ν(12 + 7Rν)
Rγ(15 + 4Rν)2
+ 4f ννψ,P
)
δ0ν,k1δ
0
ν,k2
,
δ(2)ν =
(
8Rν(15 + 7Rν)
(15 + 4Rν)2
+ 4f ννψ,P
)
δ0ν,k1δ
0
ν,k2
, (B.15)
v(2)c =
(
2R2ν
(15 + 4Rν)2
+ f ννψ,P
)
τδ0ν,k1δ
0
ν,k2
,
v
(2)
γb =
(
R2ν(233 + 8Rν(13 + 3Rν))
4R2γ(15 + 4Rν)
2
+ f ννψ,P
)
τδ0ν,k1δ
0
ν,k2
,
v(2)ν =
(
3(75 + 8Rν(5 +Rν))
4(15 + 4Rν)2
+ f ννψ,P
)
τδ0ν,k1δ
0
ν,k2
,
σ(2)ν =f
νν
σ,P (kτ)
2δ0ν,k1δ
0
ν,k2
,
with,
f ννψ,P =−
R2ν ((1− 96Rν)k4 + 285(k21 − k22)2 − 190k2(k21 + k22))
16Rγ(15 + 4Rν)2k4
,
f ννσ,P =
1
48Rγ(15 + 4Rν)2k4
[
(−225− 39Rν + 188R2ν)k4
+(225− 153Rν + 4R2ν)
(
3(k21 − k22)2 − 2k2(k21 + k22)
)]
.
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B.9. Mixture of adiabatic and neutrino modes
ψ(2) =f νψψ,P δ
0
ν,k1
ψ0k2 ,
φ(2) =
(
−16Rν(5 +Rν)
(15 + 4Rν)2
+ 2f νψψ,P
)
δ0ν,k1ψ
0
k2
,
δ(2)c =δ
(2)
b =
(
3Rν(5 + 8Rν)
(15 + 4Rν)2
+ 3f νψψ,P
)
δ0ν,k1ψ
0
k2
,
δ(2)γ =
(
4Rν(75 + 4Rν(7− 2Rν))
Rγ(15 + 4Rν)2
+ 4f νψψ,P
)
δ0ν,k1ψ
0
k2
,
δ(2)ν =
(
−4(75 + 4Rν(5− 2Rν))
(15 + 4Rν)2
+ 4f νψψ,P
)
δ0ν,k1ψ
0
k2
, (B.16)
v(2)c =f
νψ
v,P τδ
0
ν,k1
ψ0k2 ,
v
(2)
γb =
(
Rν(k
2 + k21 − k22)
4Rγk2
+ f νψv,P
)
τδ0ν,k1ψ
0
k2
,
v(2)ν =
(
−k
2 + k21 − k22
4k2
+ f νψv,P
)
τδ0ν,k1ψ
0
k2
,
σ(2)ν =f
νψ
σ,P (kτ)
2δ0ν,k1ψ
0
k2
,
with,
f νψψ,P =
Rν ((−55− 32Rν)k4 + 45(k21 − k22)2 + 10k2(−7k21 + k22))
4(15 + 4Rν)2k4
,
f νψv,P =
Rν ((85 + 16Rν)k
4 + 45(k21 − k22)2 + 2k2((−5 + 8Rν)k21 − (25 + 8Rν)k22))
4(15 + 4Rν)2k4
,
f νψσ,P =−
1
4(15 + 4Rν)2k4
[
(45 + 4Rν)k
4 − 3(5 + 4Rν)(k21 − k22)2
+k2((−30 + 8Rν)k21 + 2(25 + 4Rν)k22)
]
.
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B.10. Mixture of dark matter and neutrino modes
ψ(2) =f νcψ,Pωτδ
0
ν,k1
δ0c,k2 ,
φ(2) =
(
RνRc(105 + 8Rν)
4(15 + 2Rν)(15 + 4Rν)
− 3f νcψ,P
)
ωτδ0ν,k1δ
0
c,k2
,
δ(2)c =
(
3Rν
15 + 4Rν
+
(
3Rν(5Rb(15 + 4Rν)− 105− 16Rν)
8(15 + 2Rν)(15 + 4Rν)
+ 3f νcψ,P
)
ωτ
)
δ0ν,k1δ
0
c,k2
,
δ
(2)
b =
(
− 15RνRc
8(15 + 2Rν)
+ 3f νcψ,P
)
ωτδ0ν,k1δ
0
c,k2
,
δ(2)γ =
(
RνRc(9 + 10Rν)
2Rγ(15 + 2Rν)
+ 4f νcψ,P
)
ωτδ0ν,k1δ
0
c,k2
,
δ(2)ν =
(
−5Rc(3 + 2Rν)
2(15 + 2Rν)
+ 4f νcψ,P
)
ωτδ0ν,k1δ
0
c,k2
, (B.17)
v(2)c =
(
−Rc ((45 + 8Rν)k
2 + (45 + 16Rν)(k
2
1 − k22))
96(15 + 4Rν)k2
+ f νcv,P
)
ωτ 2δ0ν,k1δ
0
c,k2
,
v
(2)
γb =
(
−Rc(k
2 + k21 − k22)
32Rγk2
+ f νcv,P
)
ωτ 2δ0ν,k1δ
0
c,k2
,
v(2)ν =f
νc
v,Pωτ
2δ0ν,k1δ
0
c,k2
,
σ(2)ν =f
νc
σ,P (kτ)
2δ0ν,k1δ
0
c,k2
,
with,
f νcψ,P =
3RνRc
64(15 + 2Rν)2(15 + 4Rν)k4
[
(975 + 550Rν + 64R
2
ν)k
4
−15(135 + 22Rν)(k21 − k22)2 + 10k2((105 + 26Rν)k21 + 3(55 + 6Rν)k22)
]
,
f νcv,P =−
15Rc
64(15 + 2Rν)2(15 + 4Rν)k4
[
3(−150 + 55Rν + 14R2ν)k4
+ 3Rν(135 + 22Rν)(k
2
1 − k22)2
−2k2(15(15 + 11Rν + 2R2ν)k21 + (−225 + 105Rν + 14R2ν)k22)
]
,
f νcσ,P =−
Rc
48(15 + 2Rν)2(15 + 4Rν)k4
[
3(−1125− 150Rν + 8R2ν)(k4 + (k21 − k22)2)
−2k2((−675− 210Rν + 8R2ν)k21 + (−1575− 90Rν + 8R2ν)k22)
]
.
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B.11. Mixture of baryon and neutrino modes
ψ(2) =f νcψ,Pωτδ
0
ν,k1
δ0b,k2 ,
φ(2) =
(
RνRb(105 + 8Rν)
4(15 + 2Rν)(15 + 4Rν)
− 3f νbψ,P
)
ωτδ0ν,k1δ
0
b,k2
,
δ(2)c =
(
− 15RνRb
8(15 + 2Rν)
+ 3f νbψ,P
)
ωτδ0ν,k1δ
0
b,k2
,
δ
(2)
b =
(
3Rν
15 + 4Rν
+
(
−3Rν(5Rb(15 + 4Rν) + 30− 4Rν)
8(15 + 2Rν)(15 + 4Rν)
+ 3f νbψ,P
)
ωτ
)
δ0ν,k1δ
0
b,k2
,
δ(2)γ =
(
RνRb(9 + 10Rν)
2Rγ(15 + 2Rν)
+ 4f νbψ,P
)
ωτδ0ν,k1δ
0
b,k2
,
δ(2)ν =
(
−5Rb(3 + 2Rν)
2(15 + 2Rν)
+ 4f νbψ,P
)
ωτδ0ν,k1δ
0
b,k2
, (B.18)
v(2)c =
(
−RbRν (5(21 + 4Rν)k
2 + 2(15 + 2Rν)(k
2
1 − k22))
12(15 + 2Rν)(15 + 4Rν)k2
+ f νbψ,P
)
ωτ 2δ0ν,k1δ
0
b,k2
,
v
(2)
γb =
(
f νbv,P + f
νb
ψ,P
)
ωτ 2δ0ν,k1δ
0
b,k2
,
v(2)ν =
(
−3Rb ((2Rν(35 + 8Rν)− 75)k
2 − 5(15 + 2Rν)(k21 − k22))
32(15 + 2Rν)(15 + 4Rν)k2
+ f νbψ,P
)
ωτ 2δ0ν,k1δ
0
b,k2
,
σ(2)ν =f
νb
σ,P (kτ)
2δ0ν,k1δ
0
b,k2
,
with,
f νbψ,P =
3RbRν
64(15 + 2Rν)2(15 + 4Rν)k4
[
(975 + 550Rν + 64R
2
ν)k
4
−15(135 + 22Rν)(k21 − k22)2 + 10k2((105 + 26Rν)k21 + 3(55 + 6Rν)k22)
]
,
f νbv,P =−
RbRν((1200 +Rν(2Rν(65 + 24Rν)− 409))k2 − (15 + 2Rν)(7Rν − 64)(k21 − k22))
32R2γ(15 + 2Rν)(15 + 4Rν)k
2
f νbσ,P =
Rb
Rc
f νcσ,P .
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B.12. Mixture of compensated and neutrino
modes
ψ(2) =
RνRc(25 + 2Rν)
192Rγ(75 + 4Rν)
(k2 + k21 − k22)ωτ 3δ0ν,k1δ0CI,k2 ,
φ(2) =
RνRc(25− 2Rν)
192Rγ(75 + 4Rν)
(k2 + k21 − k22)ωτ 3δ0ν,k1δ0CI,k2 ,
δ(2)c =−
Rb
Rc
δ
(2)
b =
(
3Rν
15 + 4Rν
+
3Rν(−15 + 2Rν)
4(15 + 2Rν)(15 + 4Rν)
ωτ
)
δ0ν,k1δ
0
CI,k2
,
δ(2)γ =
RνRc(175− 15Rν − 2Rν)
48R2γ(75 + 4Rν)
(k2 + k21 − k22)ωτ 3δ0ν,k1δ0CI,k2 ,
δ(2)ν =
RνRc(25 + 2Rν)
48Rγ(75 + 4Rν)
(k2 + k21 − k22)ωτ 3δ0ν,k1δ0CI,k2 , (B.19)
v
(2)
γb =
3RνRc(k
2 + k21 − k22)
32R2γk
2
ωτ 2δ0ν,k1δ
0
CI,k2
,
v(2)ν =−
25RνRc
384R2γ
(k2 + k21 − k22)ωτ 4δ0ν,k1δ0CI,k2 ,
v(2)c =
RνRc(25− 2Rν)
960Rγ(75 + 4Rν)
(k2 + k21 − k22)ωτ 4δ0ν,k1δ0CI,k2 .
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