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We consider the indeﬁnite Sturm–Liouville problem − f ′′ = λr f , f ′(−1) = f ′(1) = 0
where r ∈ L1[−1,1] satisﬁes xr(x) > 0. Conditions are presented such that the (normed)
eigenfunctions fn form a Riesz basis of the Hilbert space L2|r|[−1,1] (using known results
for a modiﬁed problem). The main focus is on the non-Riesz basis case: We construct
a function f ∈ L2|r|[−1,1] having no eigenfunction expansion f =
∑
βn fn . Furthermore,
a sequence (αn) ∈ l2 is constructed such that the “Fourier series” ∑αn fn does not
converge in L2|r|[−1,1]. These problems are closely related to the regularity property of the
closed non-semibounded symmetric sesquilinear form t[u, v] = ∫ u′ v¯ ′p dx with Dirichlet
boundary conditions in L2[−1,1] where p = 1/r. For the associated operator Tt we
construct elements in the difference between dom t and the domain of the associated
regular closed form, i.e. dom |Tt|1/2.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
For a real weight function r ∈ L1[−1,1] consider the regular Sturm–Liouville problem
− f ′′ = λr f , f ′(−1) = f ′(1) = 0 (1.1)
in the Hilbert space L2|r|[−1,1] with inner product ( f , g)r =
∫ 1
−1 f g¯|r|dx. If r > 0 it is well known that the (normed) eigen-
functions fn form an orthonormal basis and hence the following expansion results hold true with unconditional convergence
in (L2|r|[−1,1], (·,·)r):
(i) For all f ∈ L2|r|[−1,1] there are numbers βn ∈ C such that f =
∑
βn fn .
(ii) For numbers αn ∈ C the series ∑αn fn is convergent if and only if (αn) ∈ l2.
In the present paper we assume that
r(x) < 0 a.e. on [−1,0), r(x) > 0 a.e. on (0,1] (1.2)
and
1∫
−1
r dx = 0 (1.3)
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nal with respect to (·,·)r any more. However, the expansion results (i) and (ii) remain true if the eigenfunctions at least
form a Riesz basis of (L2|r|[−1,1], (·,·)r), i.e. an orthonormal basis with respect to an inner product equivalent to (·,·)r
(cf. [12]). This so-called Riesz basis property was intensively studied during the last decades. An overview over the rel-
evant literature on this kind of problems can be found in [4]. A number of known results are not directly applicable to
the present situation because they were formulated for Dirichlet instead of Neumann boundary conditions and for odd
weights (e.g. [17,15]). However, using generalizations from [16] (for boundary conditions) and from [3] (for oddness), it will
be shown in Section 3 how some necessary and suﬃcient conditions of Parfenov’s type [15] also appear in the present
framework.
Under the same (not really essential) restrictions it was Volkmer [17] who ﬁrst proved that indeed, there are weights r
such that the Riesz basis property fails to hold and later concrete “counterexamples” were constructed (e.g. in [6,1,15]). In
this non-Riesz basis case the situation is completely different to a deﬁnite Sturm–Liouville problem and this “negative” case
is the main focus of the present paper. Then in particular, it is clear that the expansion results (i) and (ii) fail to hold, i.e.
with unconditional convergence in (L2|r|[−1,1], (·,·)r) there exist
(iii) a function f ∈ L2|r|[−1,1] having no eigenfunction expansion f =
∑
βn fn ,
(iv) a sequence (αn) ∈ l2 such that the “Fourier series” ∑αn fn is not convergent.
So far, it was an open question in the papers on the “negative” case how (iii) and (iv) can be constructed explicitely. This
will be done here, in fact ﬁrst on an abstract level for all “locally odd” weights and then for two concrete examples.
The Riesz basis property for (1.1) is closely related to the theory of non-semi-bounded sesquilinear forms outlined in
[7,9,11]. Under condition (1.3) it was shown in [7] that (1.1) can be transformed into
−(pu′)′ = λu, u(−1) = u(1) = 0 (1.4)
with p := 1/r using the transformation u(x) := ∫ x−1 f r dt . Associated with problem (1.4) is the non-semibounded symmetric
form t[u, v] := ∫ 1−1 u′ v¯ ′p dx deﬁned on the suitable form domain dom t with Dirichlet boundary conditions in the Hilbert
space L2[−1,1] with the usual inner product (u, v) := ∫ 1−1 u′ v¯ ′ dx. It was shown in [7] that (dom t, t[·,·]) is a Kreı˘n space
continuously embedded in (L2[−1,1], (·,·)). In the terminology introduced in [9] this means that t[·,·] is closed (generalizing
the classical meaning for semibounded forms). It follows from [9] that Kato’s First Representation Theorem [13, Theorem VI-
2.1] remains valid for such closed forms, i.e. there is a unique self-adjoint operator Tt such that t[u, v] = (Ttu, v). However,
Kato’s Second Representation Theorem [13, Theorem VI-2.23] is not valid in any case and according to [9] a closed form
t[·,·] is called regular if dom t = dom |Tt| 12 . In our case we have Ttu = −(pu′)′ subject to Dirichlet boundary conditions. It
follows from [7] that the Riesz basis property for (1.1) is equivalent to the regularity of the closed form t[u, v] = ∫ 1−1 u′ v¯ ′p dx.
Therefore, the Parfenov type conditions mentioned above give rise to new regularity conditions in Section 3. Again, our main
focus is on the non-regular case which according to [11] implies dom t \ dom |Tt| 12 = ∅ and dom |Tt| 12 \ dom t = ∅. We shall
see in Section 4 that an element u ∈ dom t \ dom |Tt| 12 is the transform of a function f ∈ L2|r|[−1,1] with (iii) and that
an element v ∈ dom |Tt| 12 \ dom t leads to Fourier coeﬃcients (αn) ∈ l2 with (iv). In Section 5 we extend the techniques
from the “counterexamples” above in order to construct such functions u and v . Roughly speaking, for the function v the
derivative near 0 increases too fast to stay in dom t but slow enough to stay in dom |Tt| 12 . For the construction of u the
arguments are a little bit more involved.
2. Preliminaries
In this section we recall some relevant deﬁnitions and known facts.
2.1. Riesz basis
Let (H, (·,·)) be a Hilbert space, I a countable set (of indices) and ui ∈ H for i ∈ I . Then by deﬁnition (ui)i∈I is a Riesz basis
of (H, (·,·)) if (ui)i∈I is an orthonormal basis with respect to some inner product equivalent to (·,·) (cf. [12]). In general,
a series
∑
i∈I ui is called unconditionally convergent in (H, (·,·)) if for all bijective mappings ϕ :N → I (called permutation
of I) the series
∑∞
n=1 uϕ(n) (called rearrangement of
∑
i∈I ui) converges in (H, (·,·)) with the same limit. In that case we
denote this limit by
∑
i∈I ui . It is well known that absolute convergence (i.e.
∑
i∈I
√
(ui,ui) < ∞) implies unconditional
convergence. The implication in the other direction does not hold in general (but at least for real scalar series). Finally, put
l2(I) := {(αi)i∈I | αi ∈ C, ∑i∈I |αi|2 < ∞}.
Lemma 2.1. Assume that (ui)i∈I is a Riesz basis of (H, (·,·)) and αi ∈ C (i ∈ I). Then ∑i∈I αiui is unconditionally convergent in
(H, (·,·)) if and only if (αi)i∈I ∈ l2(I).
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unconditional convergence of
∑
i∈I αiui with respect to (·,·) is equivalent to unconditional convergence with respect to {·,·}
and hence to (αi)i∈I ∈ l2(I) by Parseval’s equality applied to (H, {·,·}). 
2.2. Closed non-semibounded symmetric sesquilinear forms
Here we recall some basic facts from the general theory of closed non-semibounded symmetric sesquilinear forms out-
lined in [7,9] and [11].
Consider a densely deﬁned symmetric sesquilinear form t[·,·] in a Hilbert space (H, (·,·)). Then, according to [9] the form
t[·,·] is said to be closed if there exists a so-called gap point λ ∈ R such that dom t provided with the inner product
t[u, v]λ := t[u, v] − λ(u, v), u, v ∈ dom t, (2.1)
is a Kreı˘n space which is continuously embedded in (H, (·,·)). The topology of the Kreı˘n space does not depend on the
choice of the gap point. Note that this is an immediate generalization of the classical meaning of closed semibounded forms
(cf. [13]). Indeed, by [13, Theorem VI-1.11] a symmetric form t[·,·] which is semibounded from below is closed if and only
if for some λ ∈ R the form domain dom t provided with the inner product t[·,·]λ is a Hilbert space which is continuously
embedded in (H, (·,·)). And of course, a Hilbert space is a particular Kreı˘n space.
The following two theorems from [9] generalize Kato’s Representation Theorems [13, Theorem VI-2.1, Theorem VI-2.23]
to the non-semibounded situation.
Theorem 2.2 (First Representation Theorem). Let t[·,·] be a closed symmetric sesquilinear form in the Hilbert space (H, (·,·)). Then
there exists a unique self-adjoint operator Tt in (H, (·,·)) such that dom Tt ⊂ dom t and
t[u, v] = (Ttu, v), u ∈ dom Tt, v ∈ dom t.
All gap points of t[·,·] belong to the resolvent set of Tt and dom Tt is dense in the Kreı˘n space (dom t, t[·,·]λ) for each gap point λ.
Moreover, associated with a closed form t[·,·] is also the range restriction
T˜t =
{{u, Ttu}: u ∈ dom Tt, Ttu ∈ dom t} (2.2)
of Tt . It follows from [9] that T˜t is J -self-adjoint and deﬁnitizable in the Kreı˘n space (dom t, t[·,·]λ). The theory of deﬁniti-
zable operators in Kreı˘n spaces and its (regular or singular) critical points can be found in [14].
Theorem 2.3 (Second Representation Theorem). Let t[·,·] be a closed symmetric sesquilinear form in the Hilbert space (H, (·,·)) and
let Tt and T˜t be the associated operators. Then
dom t = dom |Tt| 12 (2.3)
if and only if ∞ is not a singular critical point of T˜t . In this case the topology of the Kreı˘n space (dom t, t[·,·]λ) is induced by the inner
product (|Tt − λ| 12 ·, |Tt − λ| 12 ·) for any gap point λ ∈ R.
According to [9] a closed symmetric form t[·,·] is said to be regular if (2.3) is satisﬁed. The following result can be found
in [9, Theorem 5.2].
Theorem 2.4. The mapping t[·,·] → Tt deﬁnes a one-to-one correspondence between all regular closed symmetric forms in (H, (·,·))
and all self-adjoint operators in (H, (·,·)) with spectrum different from the whole real axis R.
2.3. Sturm–Liouville problems, associated operators and forms
We shall now recall the relation between the Sturm–Liouville problems (1.1) and (1.4) as presented in [7] and introduce
the associated operators and forms.
In order to formulate an operator representation of (1.1) we consider the space L2r [−1,1] of all (equivalence classes of)
measurable functions f on [−1,1] satisfying ∫ 1−1 | f |2|r|dx < ∞ provided with the inner products
[ f , g]r :=
1∫
−1
f g¯r dx, ( f , g)r :=
1∫
−1
f g¯|r|dx ( f , g ∈ L2r [−1,1]).
Then (L2r [−1,1], [·,·]r) is a Kreı˘n space, J f := sgn(r) f is a fundamental symmetry and (·,·)r = [ J · ,·]r is the associated
Hilbert space inner product. The eigenvalue problem (1.1) can be written as A f = λ f with
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{{
f ,−1
r
f ′′
}
: f , f ′ ∈ AC[−1,1], 1
r
f ′′ ∈ L2r [−1,1], f ′(−1) = f ′(1) = 0
}
.
The operator A is J -self-adjoint and J -non-negative in L2r [−1,1] and its spectrum consists of simple eigenvalues accumulat-
ing only at +∞ and −∞. Consequently, A is deﬁnitizable. By (1.3) the function f0(x) := 1 (x ∈ [−1,1]) is not neutral since
[ f0, f0]r =
∫ 1
−1 r dx = 0. Therefore, the geometric eigenspace span{ f0} of the eigenvalue 0 of A coincides with the algebraic
eigenspace (or “root subspace”) and hence, ∞ is the only critical point of A. Moreover, the orthogonal complement of f0 in
(L2r [−1,1], [·,·]r)
L := { f ∈ L2r [−1,1] ∣∣ [ f , f0]r = 0}
is again a Kreı˘n space with [·,·]r . Its topology is again induced by (·,·)r and L is invariant with respect to A. The restriction
of A to L
A˜ :=
{{
f ,−1
r
f ′′
}
: f ∈ L ∩ dom A
}
is again J -self-adjoint and J -non-negative with spectrum σ( A˜) = σ(A) \ {0}. The critical point ∞ can only be singular
for A and for A˜ simultaneously. These results from [7] are immediate consequences of Langer’s theory of deﬁnitizable
operators [14].
In order to formulate an operator representation of (1.4) we consider the Hilbert space L2[−1,1] with the usual inner
product
(u, v) =
1∫
−1
uv¯ dx
(
u, v ∈ L2[−1,1]).
The eigenvalue problem (1.4) can be written as Tu = λu with the self-adjoint operator
T := {{u,−(pu′)′}: u, pu′ ∈ AC[−1,1], (pu′)′ ∈ L2[−1,1], u(−1) = u(1) = 0}
where p = 1r . Integration by parts leads to
(T u, v) = −
1∫
−1
(
pu′
)′
v¯ dx =
1∫
−1
pu′ v¯ ′ dx = t[u, v] (2.4)
for u ∈ dom(T ), v ∈ dom t where
dom t :=
{
u ∈ L2[−1,1]: u ∈ AC[−1,1],
1∫
−1
|p|∣∣u′∣∣2 dx < ∞, u(−1) = u(1) = 0
}
and
t[u, v] :=
1∫
−1
u′ v¯ ′p dx, t(u, v) :=
1∫
−1
u′ v¯ ′|p|dx (u, v ∈ dom t).
It is shown in [7, Lemma 6] that (dom t, t[·,·]) is a Kreı˘n space continuously embedded in (L2[−1,1], (·,·)) and its topology
is induced by the Hilbert space inner product t(·,·). In the terminology of Section 2.2 this result together with (2.4) implies
Lemma 2.5. The symmetric sesquilinear form t[·,·] is closed in L2[−1,1] with gap point 0 and T is the operator associated to t[·,·],
i.e. T = Tt .
In [7, Lemma 6, Proposition 8] the following relation between the problems (1.1) and (1.4) is established using the
transformations
(Φ f )(x) :=
x∫
−1
f r dt
(
x ∈ [−1,1], f ∈ L), Ψ u := pu′ (u ∈ dom t).
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(i) Φ deﬁnes a bijection between L and dom t and Φ−1 = Ψ .
(ii) Φ is a Kreı˘n and a Hilbert space isomorphism, i.e. t[Φ f ,Φg] = [ f , g]r and t(Φ f ,Φg) = ( f , g)r for f , g ∈ L.
(iii) A˜ is unitarily equivalent to the range restriction T˜ := T˜t (cf. (2.2)) of T (= Tt) to dom t by means of Φ , i.e. A˜ = Φ−1 T˜Φ .
A Kreı˘n space isomorphism preserves all spectral properties. Therefore, with A˜ also the operator T˜ is J -self-adjoint
and J -non-negative in (dom t, t[·,·]) (which also follows from Section 2.2). Its spectrum consists of simple eigenvalues
accumulating only at +∞ and −∞ and 0 ∈ ρ(T˜ ). The only critical point of T˜ is ∞ and this critical point can only be
singular for A, A˜ and T˜ simultaneously.
2.4. Riesz basis property and regularity of the form t[·,·]
In this subsection we recall a result from [7] concerning the regularity of the closed form t[·,·]. To this end denote the
(simple) eigenvalues of A (i.e. of (1.1)) by
−∞ < · · · < λ−2 < λ−1 < λ0 := 0< λ1 < λ2 < · · · < ∞
(such that the eigenvalues and its indices have the same sign). Then the λn (n ∈ Z \ {0}) are the (simple) eigenvalues of A˜
and hence by Lemma 2.6 also of T˜ as well as of T (i.e. of (1.4)). Consider the associated eigenfunctions un of T (n ∈ Z \ {0})
normed by
1= (|T |un,un)= |λn|(un,un). (2.5)
Then fn := Ψ un = pu′n (n ∈ Z \ {0}) together with f0(= 1) are the eigenfunctions of A (i.e. of (1.1)) associated with λn
(n ∈ Z). As eigenfunctions of ( J -)self-adjoint regular differential operators we have
Lemma 2.7.
(i) The un (n ∈ Z \ {0}) are orthogonal in (dom t, t[·,·]).
(ii) The un (n ∈ Z \ {0}) form an orthogonal basis in (L2[−1,1], (·,·)).
(iii) The fn (n ∈ Z) are orthogonal in (L2r [−1,1], [·,·]r).
The following theorem collects the results of [7, Theorem 10] and [11, Proposition 2.5] extended by Lemma 2.6
Theorem 2.8. Assume that r ∈ L1[−1,1] satisﬁes (1.2) and (1.3). Then the following statements are equivalent:
(i) t[·,·] is regular.
(ii) dom t = dom |T | 12 .
(iii) dom t ⊂ dom |T | 12 ;
(iv) dom t ⊃ dom |T | 12 ;
(v) (un)n∈Z\{0} is a Riesz basis of the Hilbert space (dom t, t(·,·)).
(vi) ( fn)n∈Z is a Riesz basis of the Hilbert space (L2r [−1,1], (·,·)r).
(vii) ∞ is not a singular critical point of A.
If one (and hence all) of the conditions above is satisﬁed then for u ∈ dom t we have
u =
∑
n∈Z\{0}
sgn(λn)t[u,un]un
with unconditional convergence in (dom t, t(·,·)) and for f ∈ L2r [−1,1] we have
f = [ f , f0]r[ f0, f0]r f0 +
∑
n∈Z\{0}
sgn(λn)[ f , fn]r fn
with unconditional convergence in (L2r [−1,1], (·,·)r).
In [11, Theorem 6.9] the following “counterexample” was presented (which is a modiﬁcation of an example in [1]):
Example 2.9. The function
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
3
2 x ∈ [ 12 ,1],
x x ∈ [ 1
(2n+2)! ,
1
(2n+1)! ], n ∈ N,
1 x ∈ ( 1
(2n+1)! ,
1
(2n)! ), n ∈ N,
−1 x ∈ (− 1
(2n)! ,− 1(2n+1)! ), n ∈ N,
x x ∈ [− 1
(2n+1)! ,− 1(2n+2)! ], n ∈ N,
− 12 x ∈ [−1,− 12 ]
(2.6)
belongs to L1[−1,1] and satisﬁes (1.2) and (1.3). The associated closed form t[·,·] is not regular.
2.5. The regular closed form associated with T
By Theorem 2.4 there is a unique regular closed form (which we now denote by) tT [·,·] in L2[−1,1] associated to T
such that dom T ⊂ dom tT and
tT [u, v] = (T u, v), u ∈ dom T , v ∈ dom tT .
Since 0 ∈ ρ(T ) it follows from [9, Proposition 5.1] that 0 is also a gap point of tT [·,·]. Then, by Theorem 2.3 we have
dom tT = dom |T | 12 and the topology of the Kreı˘n space (dom tT , tT [·,·]) is induced by the Hilbert space inner product
tT (u, v) :=
(|T | 12 u, |T | 12 v) u, v ∈ dom tT .
Note that in the situation of Example 2.9 the two forms t[·,·] and tT [·,·] are obviously different but both are associated to T
by the First Representation Theorem 2.2, i.e. T = Tt = TtT . By [7, Proposition 5] we have the following expansion theorem:
Proposition 2.10. Assume that r ∈ L1[−1,1] satisﬁes (1.2) and (1.3). Then (un)n∈Z\{0} is an orthonormal basis of the Hilbert space
(dom tT , tT (·,·)) and for all u ∈ dom tT we have
u =
∑
n∈Z\{0}
sgn(λn)tT [u,un]un
with unconditional convergence in (dom tT , tT (·,·)).
Finally, note that for u ∈ dom tT and n ∈ Z \ {0} we have
tT [u,un] = (u, T un) = λn(u,un) (2.7)
and similarly t[u,un] = λn(u,un) for u ∈ dom t. This implies
tT [un,un]
(= t[un,un])= sgn(λn)(|T |un,un)= sgn(λn). (2.8)
3. Regularity conditions on the weight function
In [7, Corollary 11]1 a suﬃcient condition on the weight function for the regularity of the closed form t[·,·] was presented
allowing e.g. the function
r(x) =
{
xν x ∈ (0,1],
−|x|μ x ∈ [−1,0) ν,μ ∈ (−1,∞), ν = μ. (3.1)
In the following this condition will be improved using recent generalizations [3,4] (from odd to non-odd weights) of certain
conditions by Parfenov [15] and a result by Pyatkov [16] on the generalization of boundary conditions. To this end consider
the odd and the even part of r:
re(x) := 1
2
(
r(x) + r(−x)), ro(x) := 1
2
(
r(x) − r(−x)) (x ∈ [−1,1]).
Then the general assumption (1.2) is equivalent to∣∣re(x)∣∣< ro(x) a.e. on [0,1].
According to [3], we call r strongly odd-dominated if additionally we have
1 The factor γ in h(x) of [7, Corollary 11] should be in the denominator.
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0
∣∣re∣∣dt  ρ(ε)
x∫
0
ro dt for all x ∈ (0, ε), and all ε ∈ (0,1]
with a function ρ satisfying 0< ρ(ε) < 1 for all ε ∈ (0,1] and
ρ(ε) = o(ε1/2) as ε → 0.
Moreover, we call r locally odd if for some ε ∈ (0,1] the restriction r  [−ε, ε] (of r to [−ε, ε]) is odd. Note that the function
r from (2.6) is locally odd.
Lemma 3.1. If r is locally odd then r is strongly odd dominated.
Proof. By the assumption re vanishes on [−ε0, ε0] for some ε0 > 0. Therefore for ε ∈ (ε0,1] and x ∈ (ε0, ε) we have
x∫
0
∣∣re∣∣dt =
x∫
ε0
∣∣re∣∣dt 
x∫
ε0
ro dt  ρ(ε)
x∫
0
ro dt
with
ρ(ε) := max
x∈[ε0,ε]
∫ x
ε0
ro dt∫ x
0 r
o dt
= 1−
∫ ε0
0 r
o dt∫ 
0 r
o dt
∈ (0,1).
Of course, for x ∈ [0, ε0] the estimate remains true with the same ρ(ε). For ε ∈ [0, ε0] an arbitrary ρ(ε) ∈ (0,1) can be
chosen and hence in particular one with the desired asymptotic behavior. 
The following lemma lists some conditions which in case of an odd weight r Parfenov [15] presented as necessary and
suﬃcient for the Riesz basis property of the eigenfunctions of
− f ′′ = λr f , f (−1) = f (1) = 0 (3.2)
(i.e. (1.1) with Dirichlet instead of Neumann boundary conditions). The lemma can be found in [16, Theorem 3.1].2
Lemma 3.2. If r ∈ L1[−1,1] satisﬁes (1.2) then the following statements are equivalent:
(P1) There are constants c,d > 0 such that for all 0< η ε  1
η∫
0
r dt  c
(
η
ε
)d ε∫
0
r dt.
(P2) There are constants c,μ ∈ (0,1) such that for all ε ∈ (0,1)
με∫
0
r dt  c
ε∫
0
r dt.
(P3) There are no sequences (an)n∈N, (bn)n∈N satisfying 0< an < bn  1,
an
bn
→ 0 and
∫ an
0 r dt∫ bn
0 r dt
→ 1 (n → ∞).
Note that (P3) already appears in [1] as a necessary condition for the Riesz basis property of (3.2) in case of an odd
weight. Furthermore, the following condition (P4) also goes back to Parfenov [15].
Theorem 3.3. Assume that r ∈ L1[−1,1] satisﬁes (1.2) and (1.3).
(i) The form t[·,·] is regular if
2 According to [16] this lemma goes back to Parfenov’s PhD thesis.
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min
( η∫
0
r dt,
0∫
−η
|r|dt
)
 c
(
η
ε
)d ε∫
−ε
|r|dt.
(ii) Under the additional assumption that r is strongly odd dominated condition (P4) is equivalent to (P1) (and hence also to (P2) and
to (P3)) and the form t[·,·] is regular if and only if one (and hence all) of the conditions (P1), (P2), (P3) and (P4) is satisﬁed.
Proof. It follows from [16, Theorem 4.1a)] that there is a Riesz basis of the Hilbert space (L2r [−1,1], (·,·)r) consisting of
eigenfunctions of (3.2) if and only if this is true for the eigenfunctions of (1.1). By Theorem 2.8 (i) ⇔ (vi) this is further
equivalent to the regularity of t[·,·]. Therefore, we have to check the Riesz basis property for (3.2). In the general case a
suﬃcient condition is (P4) by [15, Corollary 4]. If r is strongly odd dominated the equivalence of (P4) and (P1) was shown
in [3, Theorem 4.2] and the equivalence of the Riesz basis property for (3.2) and (P1) (or (P2) or (P3) or (P4)) was shown in
[3, Theorem 4.3]. 
Remark 3.4. Of course, Theorem 3.3 remains true if the regularity of the form t[·,·] is replaced by any other equivalent
property (ii)–(vii) of Theorem 2.8.
Example 3.5. The function r from (3.1) satisﬁes condition (P4) in the following way: If (without restriction) ν > μ then
min
( η∫
0
r dt,
0∫
−η
|r|dt
)
=
η∫
0
r dt = η
ν+1
ν + 1 .
With d := ν + 1 this is obviously smaller than
(
η
ε
)d ε∫
−ε
|r|dt =
(
η
ε
)d(
εμ+1
μ + 1 +
εν+1
ν + 1
)
= η
ν+1
εν−μ(μ + 1) +
ην+1
ν + 1 .
Example 3.6. Consider the function r = ro + re from [8, Section 4] where
re(x) := x4, ro(x) :=
{
x if x ∈ [ 1
(2n)! ,
1
(2n−1)! ], n ∈ N,
1 otherwise
for x ∈ (0,1]
and re(x) := re(−x), ro(x) := −ro(−x) for x ∈ [−1,0). Obviously, r ∈ L1[−1,1] and r satisﬁes (1.2) and (1.3). It follows from
[8, Section 4] and [3, Proposition 2.1] that r is strongly odd dominated and it is shown in [8, Theorem 4.1] that property
(P4) fails to hold. Therefore by Theorem 3.3 the associated form t[·,·] is not regular. In contrast to the “counterexample” in
(2.6) this function is not locally odd.
The following “conterexample” modiﬁes an odd example by Parfenov [15].
Example 3.7. The function r deﬁned by
r(x) := 1
x log2 |x|
(
x ∈
[
−3
4
,
1
4
]
\ {0}
)
and
r(x) := r
(
−3
4
) (
x ∈
[
−1,−3
4
))
, r(x) := r
(
1
4
) (
x ∈
(
1
4
,1
])
belongs to L1[−1,1] and satisﬁes (1.2) and (1.3). It is locally odd and hence strongly odd dominated. However, condition
(P3) fails to hold with the sequences
an := 1
nn+1
, bn := 1
nn
(n ∈ N, n 2), a1 := 1
2
, b1 := 1. (3.3)
Indeed, we then have for n 2
an
bn
= 1
n
→ 0,
∫ an
0 r dt∫ bn
0 r dt
= logbn
logan
= n
n + 1 → 1 (n → ∞). (3.4)
Therefore by Theorem 3.3 the form t[·,·] is not regular.
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to the regularity of the form t[·,·] was presented. In particular, such conditions are the validity of a certain HELP-type
inequality and the validity of Volkmer’s inequality [17, (4.3)] (which then also improves a regularity condition from [11,
Theorem 6.6] in case of strongly odd dominated weights). In view of the function theoretic approach from [10] at least one
of the conditions from [4] (going back to a result by Evans and Everitt [5]) will be mentioned in more detail:
Consider the differential equation
−(pu′)′ = λu only on [0,1]
and a fundamental pair of its solutions χλ , ψλ satisfying
χλ(0) = 1,
(
pχ ′λ
)
(0) = 0, ψλ(0) = 0,
(
pψ ′λ
)
(0) = 1.
Then, with the Titchmarsh–Weyl function
m(λ) = (pψ
′
λ)(1)
(pχ ′λ)(1)
(λ ∈ C \ R)
we obtain from [4, Theorem 3.13] and Theorem 3.3.
Corollary 3.8. Assume that r is strongly odd dominated. Then the form t[·,·] is regular if and only if for some θ0 ∈ (0, π2 ),
(Imλ) Im
[
λ2m(λ)
]
 0
for all λ ∈ {seiθ : s ∈ R \ {0}, θ ∈ [θ0, π2 ]}.
4. The non-regular situation
We now focus on the case of a non-regular form t[·,·] (as e.g. in Examples 2.9, 3.6 and 3.7). In this case dom T ⊂
dom t ∩ dom tT but by Theorem 2.8 we have dom t \ dom tT = ∅ and dom tT \ dom t = ∅.
Theorem 4.1. Assume that r ∈ L1[−1,1] satisﬁes (1.2) and (1.3) and the form t[·,·] is not regular. Let u ∈ dom t \ dom tT and v ∈
dom tT \ dom t. Put
αn := |λn|(v,un)
(= sgn(λn)tT [v,un]) for n ∈ Z \ {0}. (4.1)
Then, the following statements hold true:
(i) There is no complex sequence (βn)n∈Z\{0} such that
u =
∑
n∈Z\{0}
βnun (4.2)
with unconditional convergence in (dom t, t(·,·)). In particular, the series
∞∑
n=1
t[u,un]un,
∞∑
n=1
t[u,u−n]u−n
do not both converge in (dom t, t(·,·)) simultaneously.
(ii) We have (αn)n∈Z\{0} ∈ l2(Z \ {0}) but no rearrangement of
∑
n∈Z\{0}
αnun
(
in particular not the sequence
n∑
k=−n,k =0
αkuk
)
converges in (dom t, t(·,·)).
Proof. (i) First, assume that a sequence (βn)n∈Z\{0} with unconditional convergence in (4.2) exists. Since the un (n ∈ Z \ {0})
form an orthogonal system in the Kreı˘n space (dom t, t[·,·]) the expansion (4.2) implies by (2.8)
t[u,u] =
∑
n∈Z\{0}
|βn|2t[un,un] =
∑
n∈Z\{0}
sgn(λn)|βn|2 (4.3)
with unconditional and hence absolute convergence in R. Then (βn)n∈Z\{0} ∈ l2(Z \ {0}) and therefore ∑n∈Z\{0} βnun con-
verges (unconditionally) also in (dom tT , tT (·,·)) by Proposition 2.10 (see also Lemma 2.1). Let u˜ ∈ dom tT denote this limit.
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coincide with the limit in (L2[−1,1], (·,·)) and hence, u = u˜ ∈ dom tT . This is a contradiction to the assumption.
Now, assume that u+ :=∑∞n=1 t[u,un]un and u− :=∑∞n=1 t[u,u−n]u−n converge in (dom t, t(·,·)). Then for u˜ := u− u+ +
u− ∈ dom t we have by (2.4) and (2.8)
λn(u˜,un) = (u˜, T un) = t[u˜,un] = t[u,un] − t[u+,un] + t[u−,un] = 0
for all n ∈ Z \ {0}. Therefore, u˜ = 0 since (un)n∈Z\{0} is an orthogonal basis of (L2[−1,1], (·,·)). Consequently, u = u+ − u− =∑∞
n=1 βnun +
∑−∞
n=−1 βnun with βn := sgn(λn)t[u,un] (n ∈ Z \ {0}). Moreover, the same arguments as used in (4.3) applied to
u+ and u− separately again imply (βn)n∈Z\{0} ∈ l2(Z\ {0}). Then, also the same arguments as above lead to the contradiction
u ∈ dom tT .
(ii) By Proposition 2.10 and (2.7) we have v =∑n∈Z\{0} αnun in (dom tT , tT (·,·)) and hence, tT (v, v) =∑n∈Z\{0} |αn|2.
Consequently, (αn)n∈Z\{0} ∈ l2(Z \ {0}). Now, assume that a rearrangement ∑∞n=1 αϕ(n)uϕ(n) converges in (dom t, t(·,·)) for
a permutation ϕ :N → Z \ {0} with limit v˜ ∈ dom t, say. Then, as above, the limits v and v˜ coincide with the limit in
(L2[−1,1], (·,·)) and hence v = v˜ ∈ dom t. This is a contradiction to the assumption. 
Recall the deﬁnition of the function f0(x) = 1 from Section 2.3. Then, by Lemma 2.6 the previous theorem implies
Corollary 4.2. Assume again the situation of Theorem 4.1 and extend the sequence (αn)n∈Z\{0} from (4.1) by α0 := 0. Then, the
following statements hold true:
(i) There is no complex sequence (βn)n∈Z such that for f := pu′(= Ψ u ∈ L2r [−1,1])
f =
∑
n∈Z
βn fn
with unconditional convergence in (L2r [−1,1], (·,·)r). In particular, the series
∞∑
n=1
[ f , fn]r fn,
∞∑
n=1
[ f , f−n]r f−n (4.4)
do not both converge in (L2r [−1,1], (·,·)r) simultaneously.
(ii) We have (αn)n∈Z ∈ l2(Z) but no rearrangement of
∑
n∈Z
αn fn
(
in particular not the sequence
n∑
k=−n
αk fk
)
converges in (L2r [−1,1], (·,·)r).
Remark 4.3. Corollary 4.2(i) implies by Theorem 2.8 the existence of a function f ∈ L2r [−1,1] such that at least one of the
series in (4.4) does not converge in (L2r [−1,1], (·,·)r) if ∞ is a singular critical point of A. This is (more or less) just the
deﬁnition of the singularity of the critical point ∞ (cf. [14]). However, the additional information of Corollary 4.2(i) and
Theorem 4.1 is the hint how such functions can be found.
Corollary 4.2(ii), Lemma 2.1 and Theorem 2.8 induce the following characterization of the singularity of the critical
point ∞:
Corollary 4.4. Assume that r ∈ L1[−1,1] satisﬁes (1.2) and (1.3). Then∞ is a singular critical point of A (or any other of the equivalent
properties (i)–(vi) from Theorem 2.8 fails to hold) if and only if there is a sequence (αn)n∈Z ∈ l2(Z) such that ∑n∈Z αn fn does not
converge in (L2r [−1,1], (·,·)r) for any rearrangement.
As in Remark 4.3, note that the additional information of Corollary 4.2(ii) is the hint how such sequences can be found.
The rest of the paper deals with the construction of such a sequence and of a function according to Remark 4.3.
5. Failing expansion results for locally odd weights
In this section in addition to (1.2) and (1.3) we assume that r is locally odd and the form t[·,·] is not regular (as e.g. in
Examples 2.9 and 3.7).
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Now, a function v ∈ dom tT \ dom t will be constructed (still on an abstract level) which by Corollary 4.2(ii) leads to a
non-converging Fourier series
∑
n∈Z αn fn with (αn)n∈Z ∈ l2(Z) deﬁned by (4.1). To this end we extend a construction which
was frequently used in papers on necessary conditions for the Riesz basis property (e.g. [17,6,1,15,8,3] and [4]).
It follows from Theorem 3.3(ii) that condition (P3) fails to hold, i.e. there are sequences (an)n∈N, (bn)n∈N satisfying
0< an < bn  1,
an
bn
→ 0 and
∫ an
0 r dt∫ bn
0 r dt
→ 1 (n → ∞). (5.1)
Then on [−1,1] consider the functions (n ∈ N)
gn(x) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 (x ∈ [−1,−bn)),
bn+x
bn−an (x ∈ [−bn,−an]),
1 (x ∈ (−an,an)),
bn−x
bn−an (x ∈ [an,bn]),
0 (x ∈ (bn,1]),
hn(x) :=
x∫
−1
gnr dt. (5.2)
Lemma 5.1.
(i) We have an → 0, bn → 0 (n → ∞).
(ii) There is a number n0 ∈ N such that bn  bn0+1 < 1, gnr is odd, hn is even, gn ∈ L and (Φgn =)hn ∈ dom T for all n > n0 .
Proof. Clearly, an → 0 (n → ∞) since anbn → 0 and 0 < bn  1. Then, also bn → 0 (n → ∞). Indeed, otherwise
∫ an
0 r dt∫ bn
0 r dt
does
not converge to 1 since
∫ an
0 r dt → 0. Therefore, if for ε ∈ (0,1] the restriction r  [−ε, ε] is odd then there is a number
n0 ∈ N such that 0 < an < bn < ε for all n > n0 and additionally bn  bn0+1 < 1. Then, gnr is odd and hence, hn is even. In
particular, hn(1) = hn(−1) = 0. Moreover, hn , ph′n(= gn) ∈ AC[−1,1] and (ph′n)′(= g′n) ∈ L2[−1,1]. Therefore, hn ∈ dom T and
hence gn = Ψ hn ∈ L for n > n0 by Lemma 2.6. 
Estimates of the following type for the functions hn were already presented in [1, Theorem 1, Corollary 1], [8, Section 2]
and [3, Lemma 3.1, Corollary 3.3]. However, for completeness the proof is recalled again.
Lemma 5.2. For all n > n0 we have
1∫
−1
∣∣h′n∣∣2 1|r| dx 2
an∫
0
r dx,
1∫
−1
∣∣∣∣
(
h′n
r
)′∣∣∣∣
2
dx = 2
bn − an ,
1∫
−1
|hn|2 dx 4bn
( bn∫
an
r dx
)2
+ 4an
( an∫
0
r dx
)2
.
Proof. The ﬁrst two relations are immediately clear by the deﬁnition of gn since |h′n|2 1|r| = |gn|2|r| and |( h
′
n
r )
′|2 = |g′n|2. For
the last estimate note that
1∫
−1
|hn|2 dx = 2
[ −an∫
−bn
( x∫
−bn
gnr dt
)2
dx+
0∫
−an
( x∫
−bn
gnr dt
)2
dx
]
 4
[ −an∫
−bn
( −an∫
−bn
|r|dt
)2
dx+
0∫
−an
( −an∫
−bn
|r|dt
)2
dx+
0∫
−an
( 0∫
−an
|r|dt
)2
dx
]
= 4
[
bn
( −an∫
−bn
|r|dt
)2
+ an
( 0∫
−an
|r|dt
)2]
. 
Now, for n > n0 put
vn := 1√∫ an r dt hn(∈ dom T ). (5.3)0
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rem 6.6] we obtain the following estimates from Lemma 5.2. However, in contrast to these papers the results will here be
used for a more concrete construction.
Lemma 5.3. For all n > n0 we have
t(vn, vn) 2, tT (vn, vn)
(
8bn
bn − an
(∫ bn
an
r dt∫ an
0 r dt
)2
+ 8an
bn − an
) 1
2
=: δn → 0 (n → ∞).
Proof. Lemma 5.2 implies
t(vn, vn) = 1∫ an
0 r dt
t(hn,hn) = 1∫ an
0 r dt
1∫
−1
∣∣h′n∣∣2 1|r| dx 2,
tT (vn, vn)
2 = (|T | 12 vn, |T | 12 vn)2 = (|T |vn, vn)2  (|T |vn, |T |vn)(vn, vn) = (T vn, T vn)(vn, vn)
= 1
(
∫ an
0 r dt)
2
( 1∫
−1
∣∣∣∣
(
h′n
r
)′∣∣∣∣
2
dx
)( 1∫
−1
|hn|2 dx
)
 8bn
bn − an
(∫ bn
an
r dt∫ an
0 r dt
)2
+ 8an
bn − an = δ
2
n .
Note that by (5.1) we have δn → 0 (n → ∞) since
∫ bn
an
r dt∫ an
0 r dt
=
∫ bn
0 r dt∫ an
0 r dt
− 1→ 0. 
By Lemma 5.3 it is clear that a series
∑∞
k=1 vϕ(k) does not converge in the Hilbert space (dom t, t(·,·)) for any subse-
quence (vϕ(k))k∈N of (vn)n>n0 , i.e. for any strictly increasing function ϕ :N → N \ {1, . . . ,n0}.
Proposition 5.4. Assume that r ∈ L1[−1,1] satisﬁes (1.2) and (1.3), r is locally odd and the form t[·,·] is not regular. Let n0 be given
by Lemma 5.1, vn by (5.3) and δn by Lemma 5.3 for n > n0 . Then, the following statements hold true:
(i) There is a subsequence (vϕ(k))k∈N of (vn)n>n0 such that
∞∑
k=1
vϕ(k) (5.4)
does converge in (dom tT , tT (·,·)) but not in (dom t, t(·,·)).
(ii) A suitable subsequence (vϕ(k))k∈N for (i) is given if e.g. δϕ(k)  dk4 (k ∈ N) for some d > 0.
Proof. Let d > 0. By Lemma 5.3 there is a subsequence (vϕ(k))k∈N such that tT (vϕ(k), vϕ(k))  δϕ(k)  dk4 for all k ∈ N.
For each such subsequence with
∑∞
k=1 1k2 also
∑∞
k=1 vϕ(k) is absolutely (and hence also unconditionally) convergent in
(dom tT , tT (·,·)). As already mentioned, ∑∞k=1 vϕ(k) does not converge in (dom t, t(·,·)) by Lemma 5.3. 
Remark 5.5. As mentioned in the previous proof the convergence of
∑∞
k=1 vϕ(k) in (dom tT , tT (·,·)) is absolute if δϕ(k)  dk4 .
Since (dom tT , tT (·,·)) is continuously embedded in (L2[−1,1], (·,·)) the series in (5.4) converges also in (L2[−1,1], (·,·)).
Consequently, it is also pointwise almost everywhere the limit of a suitable subsequence of (
∑m
k=1 vϕ(k)(x))m∈N . On the other
hand, by Lemma 5.1 for each x ∈ [−1,1] \ {0} only ﬁnitely many functions vϕ(k) do not vanish at x and hence
v(x) :=
∞∑
k=1
vϕ(k)(x)
(
x ∈ [−1,1] \ {0}) (5.5)
is a ﬁnite sum. Therefore, this function v is also the limit of (5.4) in (dom tT , tT (·,·)).
Theorem 5.6. Assume that r ∈ L1[−1,1] satisﬁes (1.2) and (1.3), r is locally odd and the form t[·,·] is not regular. Let the subsequence
(vϕ(k))k∈N of (vn)n>n0 be given as in Proposition 5.4(i). Then, for the function v from (5.5) we have
v ∈ dom tT \ dom t.
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∫ 1
0 v
′2p dx
∫ 1
−1 |v ′|2|p|dx =
t(v, v) < ∞. Since the series in (5.5) is a ﬁnite sum we have for (almost) all x ∈ (0,1) and all m ∈ N
v ′(x) =
∞∑
k=1
v ′ϕ(k)(x) =
∞∑
k=1
1
Ck
gϕ(k)(x)r(x)
m∑
k=1
1
Ck
gϕ(k)(x)r(x)( 0)
with Ck :=
√∫ aϕ(k)
0 r dx (k ∈ N). Then, since all appearing values are positive
1∫
0
v ′2p dx
1∫
0
(
m∑
k=1
1
Ck
gϕ(k)
)2
r dx
1∫
0
(
m∑
k=1
1
C2k
g2ϕ(k)
)
r dx =
m∑
k=1
1
C2k
1∫
0
g2ϕ(k)r dx
m∑
k=1
1
C2k
aϕ(k)∫
0
r dx =m.
With m → ∞ this is a contradiction. 
From Theorem 5.6, Theorem 4.1(ii) and Corollary 4.2(ii) we now obtain
Corollary 5.7. Assume again the situation of Theorem 5.6. Consider
αn = |λn|(v,un)
(
n ∈ Z \ {0}), α0 = 0
as in (4.1). Then, (αn)n∈Z ∈ l2(Z) but both series∑
n∈Z\{0}
αnun in
(
dom t, t(·,·)), ∑
n∈Z
αn fn in
(
L2r [−1,1], (·,·)r
)
do not converge for any rearrangement.
Finally, note that αn for n ∈ Z \ {0} can also be expressed as
αn = |λn|
∞∑
k=1
(vϕ(k),un) = |λn|
∞∑
k=1
∫ bϕ(k)
−bϕ(k) hϕ(k)u¯n dt√∫ aϕ(k)
0 r dt
(5.6)
since the series in (5.4) also converges in (L2[−1,1], (·,·)). However, so far the choice of the sequences (an)n∈N and (bn)n∈N
and of the subsequence (vϕ(k))k∈N still remains uncertain. This will be made more concrete in the ﬁnal section.
5.2. A failing eigenfunction expansions
In this subsection under an additional condition (5.7) a function u ∈ dom t \ dom tT will be constructed (still on an
abstract level) which by Corollary 4.2(i) leads to a function f (= pu′) ∈ L2r [−1,1] having no eigenfunction expansion f =∑
n∈Z βn fn with a complex sequence (βn)n∈Z . To this end we further extend the construction of the previous subsection.
Let n0 be given as in Lemma 5.1 and δn as in Lemma 5.3 (n > n0).
Lemma 5.8. If r ∈ L2[−1,1] then there is a constant c > 0 such that
an∫
0
r dt  cδn (n > n0). (5.7)
Proof. Lemma 5.3 implies δ2n > an . On the other hand we have (
∫ an
0 r dt)
2  an(
∫ 1
0 r
2 dt) for r ∈ L2[−1,1]. This leads to
(5.7). 
For the rest of this subsection assume that estimate (5.7) is satisﬁed (which by Lemma 5.8 holds true for Example 2.9).
With hn from (5.2) put
wn := 1√
δn
∫ an
0 r dt
hn(∈ dom T ) (5.8)
for n > n0. Then wn can also be written as
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δn
vn = 1
cn
√
δn
hn with cn :=
√√√√√
an∫
0
r dt
and by Lemma 5.2 and Lemma 5.3 we have
tT (wn,wn) = 1
δn
tT (vn, vn) 1, (5.9)
t(wn,wn) = 1
c2nδn
1∫
−1
∣∣h′n∣∣2|p|dt  2c2nδn
an∫
0
r dt = 2
δn
→ ∞. (5.10)
Since the closed unit ball in a Hilbert space is weakly compact (cf. [2, II. 27]3) the sequence (wn)n>n0 has a weakly conver-
gent subsequence in the Hilbert space (dom tT , tT (·,·)). In the present situation this result can be made more precise:
Proposition 5.9. Assume that r ∈ L1[−1,1] satisﬁes (1.2) and (1.3), r is locally odd, the form t[·,·] is not regular and estimate (5.7)
holds true. Then, we have
tT [u,wn] → 0 (n → ∞) for all u ∈ dom tT .
Proof. First consider u ∈ dom T . Then, by the mean value theorem (applied separately to the two subintervals without sign
change of r) we have
tT [u,wn] = (T u,wn) = t[u,wn] = 1
cn
√
δn
bn∫
−bn
pu′gnr dx = (pu
′)(ξn) − (pu′)(χn)
cn
√
δn
bn∫
0
gnr dx
with certain numbers χn ∈ [−bn,0], ξn ∈ [0,bn]. Now, assumption (5.7) implies∫ bn
0 gnr dx
cn
√
δn
=
√∫ an
0 r dx
δn
·
∫ bn
0 gnr dx∫ an
0 r dx

√
c
∫ bn
0 r dx∫ an
0 r dx
and by (5.1) this sequence is bounded. Moreover, (pu′)(ξn)− (pu′)(χn) → 0 (n → ∞) since pu′ is continuous for u ∈ dom T .
Therefore, tT [u,wn] → 0 (n → ∞).
Since by Theorem 2.2 dom T is dense in the Kreı˘n space (dom tT , tT [·,·]) estimate (5.9) allows to carry over this property
to all u ∈ dom tT . Indeed, consider u ∈ dom tT and um ∈ dom T (m ∈ N) such that um → u with respect to tT (·,·). Then, by
(5.9) we have∣∣tT [u − um,wn]∣∣2  tT (u − um,u − um)tT (wn,wn) tT (u − um,u − um)
and hence∣∣tT [u,wn]∣∣ tT (u − um,u − um) 12 + ∣∣tT [um,wn]∣∣.
This value can be made arbitrarily small for n → ∞ (choosing m big enough). 
Corollary 5.10.We have
t[u,wn] → 0 (n → ∞) for all u ∈ dom t ∩ dom tT .
Proof. This is an immediate consequence of Proposition 5.9 since wn ∈ dom T and hence t[u,wn] = (u, T wn) = tT [u,wn]
for u ∈ dom t ∩ dom tT . 
Now, (5.10) will be used implicitely in order to construct a function u ∈ dom t such that t[u,wn]  0 which by Corol-
lary 5.10 then implies u /∈ dom tT . To this end consider the functions
Fn(x) :=
{ √
δn
cn
x ∈ [0,an],
0 otherwise
(n > n0). (5.11)
3 Concerning this theorem the author wants to thank Henrik Winkler as well as the anonymous referee. The ﬁrst drew the author’s attention to this
theorem whereas the second gave a hint how to avoid it. Nevertheless, it is mentioned as a motivation of the subsequent arguments.
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(i) There is a subsequence (Fϕ(k))k∈N of (Fn)n>n0 such that
F :=
∞∑
k=1
Fϕ(k) (5.12)
converges in (L2r [−1,1], (·,·)r).
(ii) A suitable subsequence (Fϕ(k))k∈N for (i) is given if e.g. δϕ(k)  dk4 (k ∈ N) for some d > 0.
Proof. Since r ∈ L1[−1,1] we have Fn ∈ L2r [−1,1] and
(Fn, Fn)r =
1∫
−1
|Fn|2|r|dx = δn
c2n
an∫
0
r dx = δn.
Now, let d > 0. By Lemma 5.3 there is a subsequence (Fϕ(k))k∈N such that (Fϕ(k), Fϕ(k))r = δϕ(k)  dk4 for all k ∈ N.
For each such subsequence with
∑∞
k=1 1k2 also
∑∞
k=1 Fϕ(k) is absolutely (and hence also unconditionally) convergent in
(L2r [−1,1], (·,·)r). 
Remark 5.12. As mentioned in the previous proof the convergence of
∑∞
k=1 Fϕ(k) in (L2r [−1,1], (·,·)r) is absolute if δϕ(k)  dk4 .
For the function F from (5.12) we have
1∫
−1
Fr dx =
∞∑
k=1
1∫
−1
Fϕ(k)r dx =
∞∑
k=1
√
δϕ(k)
cϕ(k)
aϕ(k)∫
0
r dx =
∞∑
k=1
cϕ(k)
√
δϕ(k).
Moreover, by Lemma 5.1 for each x ∈ (0,1) the series ∑∞k=1 Fϕ(k)(x) is a ﬁnite sum. Therefore, the function
f (x) :=
⎧⎪⎨
⎪⎩
∑∞
k=1 Fϕ(k)(x) (x ∈ (0,1)),
0 (x ∈ [−bn0+1,0]),
−(∑∞k=1 cϕ(k)√δϕ(k))(∫ −bn0+1−1 r dx)−1 (x ∈ (−1,−bn0+1))
(5.13)
is well deﬁned and coincides on (0,1) with F from (5.12) (which is also the pointwise limit almost everywhere).
Lemma 5.13.We have f ∈ L2r [−1,1] and
∫ 1
−1 f r dx = 0, i.e. f ∈ L.
Proof. With F also f belongs to L2r [−1,1] and we obtain
1∫
−1
f r dx =
−bn0+1∫
−1
f r dx+
1∫
0
f r dx= −
( ∞∑
k=1
cϕ(k)
√
δϕ(k)
)
+
1∫
−1
Fr dx = 0. 
By Lemma 5.13 the function u(x) := (Φ f )(x)(= ∫ x−1 f r dt) belongs to dom t.
Theorem 5.14. Assume that r ∈ L1[−1,1] satisﬁes (1.2) and (1.3), r is locally odd, the form t[·,·] is not regular and estimate (5.7) holds
true. Let the subsequence (Fϕ(k))k∈N of (Fn)n>n0 be given as in Lemma 5.11(i) and the function f as in (5.13). Then, for the function
u(x) = (Φ f )(x)(= ∫ x−1 f r dt) we have
u ∈ dom t \ dom tT .
Proof. Let n = ϕ(k) with k ∈ N and consider wn(= 1cn√δn Φgn). The function f gn vanishes on (−1,0) since by Lemma 5.1
bn  bn0+1. Then, since all appearing terms are non-negative we have
t[u,wn] = 1
cn
√
δn
[ f , gn]r = 1
cn
√
δn
1∫
0
F gnr dt 
1
cn
√
δn
1∫
0
Fngnr dt = 1
c2n
an∫
0
r dt = 1.
Therefore, t[u,wn]  0 and hence, by Corollary 5.10 u /∈ dom tT . 
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Corollary 5.15. Assume again the situation of Theorem 5.14. In particular, let f ∈ L2r [−1,1] be given by (5.13). Then, there is no
complex sequence (βn)n∈Z such that f =∑n∈Z βn fn with unconditional convergence in (L2r [−1,1], (·,·)r). In particular, the series∑∞
n=1[ f , fn]r fn,
∑∞
n=1[ f , f−n]r f−n do not both converge in (L2r [−1,1], (·,·)r) simultaneously.
6. Two examples for failing expansion results
6.1. Two concrete non-converging Fourier series
First, consider the function r from Example 2.9. Then, the assumptions of Theorem 5.6 are satisﬁed. It follows from [1,
Example 1] that condition (P3) from Section 3 fails with
an := 1
(2n)! , bn :=
1
(2n − 1)! (n ∈ N)
i.e. (5.1) is satisﬁed for these sequences. Then, in particular the value n0 from Lemma 5.1 can be chosen as n0 := 1. According
to [1, Example 1] we have
bn∫
an
r dt  1
2((2n − 1)!)2 ,
an∫
0
r dt  1
2(2n)! (n 2).
This implies∫ bn
an
r dt∫ an
0 r dt
 2n
(2n − 1)! ,
an
bn
= 1
2n
for n 2 and hence, for the value δn from Lemma 5.3
δ2n 
16n
2n − 1
(
2n
(2n − 1)!
)2
+ 8
2n − 1 
δ
n
with some δ > 0. Therefore, with
ϕ(k) := (k + 1)8
for k ∈ N we have ϕ(k) > 1(= n0) and δϕ(k)  d√
ϕ(k)
= d
(k+1)4 with d :=
√
δ. Consequently, by Proposition 5.4(ii) (vϕ(k))k∈N
is a suitable subsequence of (vn)n>1 for Proposition 5.4(i). This makes Theorem 5.6 more concrete for r from (2.6).
Now, consider the function r from Example 3.7. Then again, the assumptions of Theorem 5.6 are satisﬁed and the se-
quences (an)n∈N and (bn)n∈N with (5.1) can be chosen as in (3.3). Furthermore, Lemma 5.1 holds with n0 := 1 and according
to (3.4) δn from Lemma 5.3 can be estimated by
δ2n =
8n + 8
n(n − 1) 
δ˜
n
with some δ˜ > 0. Therefore, again ϕ(k) := (k + 1)8 (k ∈ N) deﬁnes a suitable subsequence (vϕ(k))k∈N of (vn)n>1 for Proposi-
tion 5.4(i). Then, by Theorem 5.6 both examples imply
Theorem 6.1. Let r be given by Example 2.9 or by Example 3.7. For k ∈ N put
Ak = 1
(2(k + 1)8)! (= aϕ(k)), Bk =
1
(2(k + 1)8 − 1)! (= bϕ(k))
in case of Example 2.9 and
Ak = 1
(k + 1)8(k+1)8+8 (= aϕ(k)), Bk =
1
(k + 1)8(k+1)8 (= bϕ(k))
in case of Example 3.7. Then we have v ∈ dom tT \ dom t for
v(x) =
{∑k
l=1 Vl(x) (x ∈ [−Bk,−Bk+1) ∪ (Bk+1, Bk], k ∈ N),
0 (x ∈ [−1,−B1) ∪ (B1,1])
where for k ∈ N
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0 r dt
x∫
−Bk
Gkr dt
(= vϕ(k)(x)) (x ∈ [−1,1])
with
Gk(x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 (x ∈ [−1,−Bk))
Bk+x
Bk−Ak (x ∈ [−Bk,−Ak])
1 (x ∈ (−Ak, Ak))
Bk−x
Bk−Ak (x ∈ [Ak, Bk])
0 (x ∈ (Bk,1])
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(= gϕ(k)(x)).
Moreover, Corollary 5.7 and (5.6) imply
Corollary 6.2. Consider the situation of Theorem 6.1. For n ∈ Z \ {0} put
αn = |λn|
∞∑
k=1
1√∫ Ak
0 r dt
Bk∫
−Bk
( t∫
−Bk
Gkr dx
)
un(t)dt
(= |λn|(v,un))
and α0 = 0. Then, (αn)n∈Z ∈ l2(Z) but both series∑
n∈Z\{0}
αnun in
(
dom t, t(·,·)), ∑
n∈Z
αn fn in
(
L2r [−1,1], (·,·)r
)
do not converge for any rearrangement.
6.2. Two concrete failing eigenfunction expansions
For the function r from Example 2.9 the assumptions of Theorem 5.14 are satisﬁed by Lemma 5.8. Appropriate sequences
an = 1(2n)! and bn = 1(2n−1)! (n ∈ N) and the number n0 = 1 from Lemma 5.1 were already determined in the previous sub-
section. Moreover, for a suitable subsequence (Fϕ(k))k∈N of (Fn)n>n0 according to Lemma 5.11 again ϕ(k) := (k + 1)8 can be
chosen. With these values the functions f and u for Theorem 5.14 and Corollary 5.15 can be made more concrete. However,
the resulting formulas are not much simpler than (5.13) since the appearing integrals cannot be simpliﬁed essentially.
Finally, consider the function r from Example 3.7. Appropriate sequences an = 1nn+1 and bn = 1nn (n ∈ N) and the number
n0 = 1 from Lemma 5.1 were already determined in Example 3.7 and the previous subsection. In this case the integrals
appearing in cn and δn can be calculated explicitely giving
cn = 1√
(n + 1) logn , δn =
√
8n + 8
n(n − 1) .
Again, the assumptions of Theorem 5.14 are satisﬁed. Indeed, estimate (5.7) holds true since
∫ an
0 r dt
δn
=
√
n(n−1)
8n+8
(n + 1) logn → 0 (n → ∞).
Moreover, for a suitable subsequence (Fϕ(k))k∈N of (Fn)n>n0 according to Lemma 5.11 again ϕ(k) := (k + 1)8 can be chosen.
Therefore, the function f from (5.13) can now be written as
f (x) :=
⎧⎪⎪⎨
⎪⎪⎩
∑k
l=1
√
l
Cl
(x ∈ (Ak+1, Ak], k ∈ N),
0 (x ∈ [− 14 ,0] ∪ (2−2056,1]),
3 log4 log2 34 (
∑∞
k=1 Ck
√
k)
3 log2 34+3 log4 log 34+log4
(x ∈ (−1,− 14 ))
(6.1)
where Ak = 1
(k+1)8(k+1)8+8 (= aϕ(k)) as in Theorem 6.1 and
Ck = 1√
((k + 1)8 + 1)8 log(k + 1) (= cϕ(k)), k =
√
8(k + 1)8 + 8
(k + 1)8((k + 1)8 − 1) (= δϕ(k)),
for k ∈ N. Then, Theorem 5.14 and Corollary 5.15 imply
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(Φ f )(x)(= ∫ x−1 f r dt).
Corollary 6.4. Let again r be given as in Example 3.7 and f ∈ L2r [−1,1] by (6.1). Then there is no complex sequence (βn)n∈Z such that
f =∑n∈Z βn fn with unconditional convergence in (L2r [−1,1], (·,·)r). In particular, the series∑∞n=1[ f , fn]r fn,∑∞n=1[ f , f−n]r f−n
do not both converge in (L2r [−1,1], (·,·)r) simultaneously.
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