ABSTRACT
INTRODUCTION
Product visuals are an important determinant of customer preference in almost all product categories. The preference for the overall visual design can be thought as based, in-part or inwhole, on the preferences for the visual design of individual product features. In this work, we use the term "feature" to refer to a product attribute or characteristic that is visible. Here we focus on two challenges associated with the visual design of products: determining which features are the most visually important to customers; and how much the size of a feature can change before a customer notices.
Both of these challenges, importance and size, are directly linked to the profitability of a design. Designers cannot spend equal amounts of time perfecting all visual features. They must focus on those that are most important to the customer. Likewise, production budgets for intricate molds, laborintensive manufacturing processes, and expensive materials must be weighted towards investing in product features that are most likely to increase sales. Size concerns present budgetary constraints as well, for example a company may have the opportunity to save ten percent on production costs by reducing the size of a product feature by two percent, but may have worries that customers will notice this change and perceive it as a loss of quality or luxury. Visual appearance and size of features can both be constrained by product function and other product objectives, such as weight.
As compared to a survey approach for gathering such information, eye tracking offers more information with less exposure to stimuli. Gaze data has been used to indicate attribute importance [1] , but the relationship between eyetracking data and importance ratings has not been directly proven. This paper lays a foundation for future use of the eyetracking data to facilitate product design.
The paper proceeds as follows: Section 2 provides background information for eye tracking research, and attribute importance and size; Section 3 contains research propositions and associated hypotheses for this paper; and Section 4 specifies the methodology. Results regarding feature importance are presented in Section 5, and results regarding size changes are provided in Section 6. Section 7 and Section 8 discuss the results and present conclusions.
BACKGROUND 2.1. Eye Tracking Research
Gaze data provides quantitative information on the visual acquisition of information. Eye-tracking devices collect this gaze data and corresponding software refine and analyze it for study. According to the "eye-mind" hypothesis, what people look at is an indication of what they are mentally processing [2, 3] . Gaze data provides insights into human cognitive processes to facilitate the investigation of the origins of decisions or behaviors [4] and has been used in research areas including psychology [5] [6] [7] , marketing [8] [9] [10] , human-computer interaction [4, 11, 12] and industrial engineering [13] .
Eye-tracking has become one of the major process tracing methods for information acquisition research [14] . Another major process tracing method is computerized process tracing (CPT) which is usually conducted through the Mouselab software. The Mouselab software [15, 16] displays information on the computer with covered boxes. People acquire the information by moving the mouse curser over a particular box. In the end, the software provides details about which boxes have been visited, the time spent on each box and so forth. This kind of output is similar to that from the eye tracking process, but as Lohse and Johnson [14] identified, eye-tracking technology can monitor the process of how the information is acquired more completely and naturally.
There are a number of eye-tracking studies related to the work presented here. Pieters and Warlop [9] used eye tracking technology to study visual attention during brand choice. They found that, on average, respondents had longer fixation times on the brand they eventually chose compared with other alternatives; neither time pressure nor task motivation altered this relationship. Gofman et al. [17] found that the first gaze location on food packages was correlated with both the total amount of time spent on the packages and the purchase decisions.
Koivunen et al. [18] analyzed gaze path data to study how people perceived product designs with different given tasks: memorizing the product, evaluating its aesthetics, usability and durability. They also tested how the products were evaluated when no instructions were given. They observed that gaze paths and fixation times varied for the different tasks. Reid et al. [19] used both the eye tracking data and survey data to elucidate how customer judgments were affected by different representations of product design.
Eye-tracking equipment can be used while investigating 3D surroundings, but it is most typically used in conjunction with a computer monitor or screen, as is the case in this study. The screen presents different visual stimuli to a subject as he or she proceeds through an experimental session. Prior to data analysis, gaze data is parsed into Areas of Interest (AOIs), or areas of a given stimulus related to the research hypothesis [11] . Fixation time and fixation count are commonly-analyzed types of gaze data. "Fixations are eye movements that stabilize the retina over a stationary object of interest [20] ." Fixation time refers to the duration of one fixation, and count refers to the number of fixations. Data on percentage-fixation time and firstlocated time are also used in this paper. The percentage-fixation time is the fixation time spent on an AOI divided by the total fixation time spent on the stimulus. The first-located time for an AOI is a measurement of the time between initial exposure to a stimulus and first fixation on that AOI. Information about additional eye tracking measurements can be found in [11, 12] .
Attribute Importance
Addressing feature importance, specifically the importance of the visual design of features, can be thought of as studying a particular type of product attribute importance. Relative attribute importance identifies product attributes that are most likely to change customer preference through variation in attribute configuration. Bettman et al. define customer decisionmaking rules, such as compensatory and lexicographic decision rules [21] for which attribute importance can either directly or indirectly determine product choice. They model customer preference decisions (choices) by assigning different importances to different product attributes. In this model, differences in attribute importance cause each attribute of a choice option to have a weighted subjective value. These values are added together to get the total utility for the option. In this model, the customer's final choice decision largely depends on the attributes that are most important to the customer, due to the larger weights on these attributes.
Attribute importance has been assessed in different ways. The most direct way of estimating attribute importance is to ask respondents why they choose a product option. By collecting the attributes indicated in an interview, the relative importance of an attribute can be estimated by the number of times the attribute is mentioned [22] . Attribute importance can also be estimated by establishing relationships between attributes and preference decisions or other evaluations [22] . Banks [23] applied linear discriminant functions to relate preference ratings on attributes to preference of overall products; functions' coefficients were then "converted to units of the standard deviation of the corresponding variable" to indicate the relative importance of the attributes.
In conjoint or discrete choice analysis, attribute importance can be interpreted from the estimated part-worths of attribute/levels (configurations). Orsborn et al. [24] apply this specifically to visual product features. They estimated customer preferences for quantified aesthetic forms using a logit model, and mentioned that attribute importance was indicated by the magnitude of the estimated part-worths. MacDonald et al. [25] studied importance of product attributes, but not visual features. They refined the definition of attribute importance in product design, in order to perform statistical tests on this metric in a discrete choice study. Importance was defined as the percentage of customer choice that is determined by a specific attribute, in a hypothetical market where a full factorial combination of products is available. Jaccard et al. [26] conducted an information search task and gained insight on how customers searched for information about different attribute dimensions while making automobile purchasing decisions. Respondents evaluated a choice with available product profiles. Each profile had nine attribute dimensions, each with associated information available to the subjects. The authors calculated two indices of importance for each respondent: the order and number of pieces of information collected by subjects. In a mobile phone purchasing case study, Reisen et al. [27] used eye-tracking to test the relationship between attribute importance rankings and the frequency of evaluating related text. They found that the two variables were highly correlated, but there was potential bias in the non-random ordering of the related text.
There are other studies that address importance of components of alternatives, that do not study products per se. Jaccard and King [28] estimated attribute importance by comparing two conditional probabilities, defined as the absolute difference between the probability of an intention, such as the intention to vote for a candidate, with a presence of an attribute and without. Schkade and Johnson [29] used the Mouselab system to investigate how people evaluated twopayoff gambles in two response modes, pricing and choice, separately. They used the duration of time spent on an attribute as a measure of attention and indirectly demonstrated that the amount of attention that an attribute attracts may be an indication of its salience or importance.
Feature Size
Designers determine feature size using customer preference, technical requirements, and other sources of input. For example, a large grill on a car promotes engine cooling and better performance, but may look ugly to customers. Designers want a size change to be noticed when it has positive effects on customer preference, for example, "30% more free" in a detergent bottle. But designers work to hide, conceal, or diminish size changes that could have negative effects on customer preference, for example a decrease in car trunk size vs. last year's model. Noticeable vs. unnoticeable difference is referred to as "saliency," and this term is used in a binary sense (salient or not).
The relationship between attribute size and customer preference has been studied in the marketing literature. Michalek et al. [30] observed that large number size on a dialreadout scale was preferred as it indicated easy readability. Coelho do Vale et al. [31] discussed that package sizes of tempting products, small vs. large, could affect customer choices through the activation of self-regulatory. With selfregulation activated, customers were more likely to approach small packages, believed to help regulate consumption. Chandon and Ordabayeva [32] found that compared with supersizing a product in three dimensions (height, width and length), supersizing a product in only one dimension largely increased its choice share. This relationship was not affected by the fact that volume increase was clearly marked. A product downsized in three dimensions would have larger choice share than that downsized in one dimension. These results were due to the visual bias that same amount of volume change through three dimensions was considered smaller than that through one dimension. Yang and Raghubir [33] have found that elongated containers for frequently purchased goods were considered to have a larger volume which could lead to decreased purchase quantity. Krider et al. [34] , studied the perception of container shape and showed that a rectangular cream cheese container was considered larger than a round one even though they actually had the same volume, leading people to buy a lower quantity if packaged as a rectangle. Krider et al. also discovered that customers initially relied on a single dimension, which was most salient, to make comparisons between areas.
RESEARCH PROPOSITIONS AND ASSOCIATED
HYPOTHESES Proposition 1: Feature importance is correlated with gaze data in preference choices between two products. This proposition is inferred from and supported by the literature presented in Section 2.1 and 2.2, see [1, 9, 17, 22, 26, 29 ]. The proposition is tested by the following hypotheses. This first set of hypotheses is accompanied by explanations in plain English to assist in understanding.
 Hypothesis 1a: There is a positive correlation between feature importance and the feature's fixation time.
It is hypothesized that subjects spend a longer time looking at more important features during the choice task, and that the longer they look, the more important the feature. Proposition 2: Saliency of size change can be predicted by gaze data. Sütterlin et al. [1] used gaze data to examine how customers evaluated pairs of options, which were described by text information and were shown sequentially. Some information provided in a pair was the same between options while the other information in the two options was different. In this way, the two options in a pair had both shared and unique information. They observed that the shared information between the two options was evaluated normally when it appeared in the first option but almost ignored when it appeared again in the second option. Based on their findings, we expect that this phenomenon will appear when the size change of a feature for a pair is unnoticeable. Gaze data, therefore, could be used to detect the saliency of size changes by testing whether features are ignored or not. People use different viewing strategies for evaluating stimuli sequentially vs. side-by-side, so the two conditions are tested with different hypotheses. "Product B" refers to the righthand-side product in the side-by-side condition and the second product seen in the sequential condition. Two more measurements, Δ fixation time and Δ fixation count, are defined to test the proposition. Δ fixation time/count represents the difference in these quantities for features appearing on Product B vs. Product A. The proposition is tested by a number of hypotheses summarized on the next page and in Table 1 . Note that the blank cells in Table 1 
METHODOLOGY
To test the hypotheses, a computer-based survey was designed and implemented in Attention Tool software by iMotions [35] . Two products, cars and electric bicycles, were used, described further in Section 4.1. Participants were instructed to sit in front of a Tobii T120 Eye-tracker and completed the entire survey through its 17 inch TFT monitor with a 1024 x 768 pixel resolution. The survey started automatically after the participant completed a calibration process. Instructions were provided ahead of each section. Participants had to complete a practice question in each experimental section before seeing the real test products and the associated questions. Questions for each stimulus were presented after the stimulus on separate pages. Table 2 provides an overview of the survey which will be described in detail in Section 4.2. Different sections served different goals of the study. Section I and Section II, associated with the information collected in Section IV, tested Proposition 1 with its associated Hypotheses: 1a-1d. Section III tested Proposition 2 with its associated Hypotheses: 2a, 2b, 3a, 3b, 4a and 4b. Product images for Section I of the survey had only variable features (no size changes). Images used in Section II, and Section III had size manipulations and variable features.
Stimuli
Sample stimuli used in the survey are shown in Fig.1 . The 2012 Chevy Cruze from the Chevrolet website [36] and a Shanyang electric bicycle model from the Global-tradekey website [37] were used as basic models for the stimuli. Only one image for each of the products was used, different perspectives of the products were not shown. This car was selected because it provided a basic sedan model that was familiar to customers. This electric bicycle was selected because it was transformed from a bike model, which made for a product that was familiar in some ways, but unfamiliar in others. As compared to a car, visually processing the bicycle required more effort.
Sets of stimuli were created from these base images in Adobe Photoshop. The car stimuli included four visual design variants each for the headlights, grill, side mirrors, and wheels. Design variants were also created for the handlebars, footrest, seat and cargo box of the electric bicycle. These design variants are numbered and can be found in Table A .1 in the Appendix. To create these variants for the two products, features of different cars and electric bicycles were "pasted" onto the base images and carefully blended into the images. A pilot study was conducted to evaluate response to the images. Subjects found that the images looked natural and did not distract them from evaluating the product designs. In other words, the design variant components were not noticeably different from the rest of the image. The feature used to generate design variations will be referred to as a "varied feature" in the rest of the paper. For size manipulations, feature designs from the base images were proportionally resized as discussed below. They were created for the headlights, grill, and side mirrors of the car and the handlebars, seat, and cargo box of the electric bicycle. Each of these six features will be referred to as a "target feature" in the rest of the paper when discussing size changes. Three pairs of products were generated for each target feature to create three levels of size differences for the feature. Due to proportionalities in the base images, the levels of size differences for cars were 15%, 20%, and 25% while those for electric bicycles were 10%, 15%, 20%. For each pair of target features, Product A displayed the base size of the feature and Product B displayed the manipulated size. The designs of the remaining varied features were randomly picked from their corresponding design pools with the restriction that none of them share the same design in a pair. A text illustration of the three pairs generated for size manipulations of headlights is shown in Table 3 as an example. Numbers in the table stand for different design variants of the varied features (see Table A .1 in the Appendix), and the percentages represent enlargements. 
Survey Design
The survey had five sections, as summarized in Table 2 , which took about twenty minutes complete. Sample questions asked in the survey are provided in Table A .2 in the Appendix. Section I showed images as sequential (ISeq) or side-by-side (ISBS). In ISeq, Product A is shown first; in ISBS, Product A is shown on the left. Subjects in both conditions evaluated two randomly-assigned pairs of cars and then two pairs of electric bicycles. After evaluating each pair of products, participants were instructed to complete four tasks: (1) indicate preferences using an 8-level scale, which ranged from "Strongly prefer Product A" to "Strongly prefer Product B"; (2) rate their satisfaction with the preference decision they just made using an 8-level scale, ranging from "Very unsatisfied" to "Very satisfied"; (3) rate Product A using an 8-level scale, ranging from "Very bad" to "Very good"; (4) rate Product B using an 8-level scale, ranging from "Very bad" to "Very good." These scales are from Houston and Sherman [38] . Using 8-level scales in these tasks forces participants to either prefer Product A or B, for example. This data is being analyzed for cancelation/focus behavior [38] in related work. Section II also showed images as sequential (IISeq) or side-by-side (IISBS). Subjects in both conditions evaluated three randomly-assigned pairs of cars and then three pairs of electric bicycles, with the requirement that in each product category the participant was shown each level of size change once and each target feature with size manipulation once. As an example, three pairs of cars presented to a participant could be: a pair in which the headlights were manipulated for a size change at the 15% level; a pair in which the grill was manipulated for a size change at the 25% level; and a pair in which the side mirrors were manipulated for a size change at the 20% level. In this survey section, participants were asked to indicate their preferences for each pair of products using 8-level scales, which ranged from "Strongly prefer Product A" to "Strongly prefer Product B".
Section III also showed images as sequential (IIISeq) or side-by-side (IIISBS). For each participant, stimuli presented in Section III were repeated from Section II. The participant was asked to identify and write down the features that were different between the two options within a pair, rather than indicating preferences. This allowed for comparison in size noticing between different types of tasks: implicit and explicit size evaluations, which will be addressed in future work.
Section IV collected the importance ratings for all features of the car and of the electric bicycle, including those not varied in the experiment. Table A.3 in the Appendix contains a full list of features mentioned in the survey. Participants were instructed to consider the importance of each feature in forming their preferences towards the product and then rate the importance on 7-level scales, in which level 1 stood for "Not important at all", and level 7 stood for "Very important".
The survey ended with Section V which collected some demographic information about the participants.
Participants
The survey was designed for 72 participants. However, due to initial computer issues which resulted in unrecorded data for 11 participants, a total of 83 adults from Iowa State University took the survey, compensated with $5 or extra credit. An online screening survey was conducted to make sure that the potential participants met the eye-tracking study requirements suggested by Pernice and Nielsen [39] . Participants had normal to corrected vision; did not wear bifocals, trifocals, layered lenses, or regression lenses; did not have difficulty reading a computer screen unassisted; and did not have cataracts, eye implants, glaucoma or permanently dilated pupils [19, 39] . Table 4 provides a summary of the demographic information of the participants. Participants were randomly assigned to either sequential or side-by-side conditions. 
Data Preparation
The gaze data, together with the survey responses, were collected and managed by the Attention Tool software. An Area of Interest (AOI, see Section 2.1), was manually created for each feature of the product following its original outline, as shown in Fig. 2 . After AOIs were generated for each stimulus, gaze data was exported to R, a free statics software platform, for post-processing, and then analyzed using the statistical software package JMP.
While the iMotions software worked well to track eye movements and identify fixations overall, it failed for two participants, which had very few fixations identified for almost all product stimuli. An additional nine participants had no fixations for only a few stimuli. These missing fixations were identified in post-processing and treated as missing data in the analysis.
FIGURE 2.
An example of the AOIs generated for a car.
PROPOSITION 1 RESULTS
The relationships between importance ratings and gaze data were tested based on the gaze data from Section I and Section II of the survey separately. The gaze data from Section II was used to fit an ordinal logistic model to predict the importance of product features.
Survey Section I Results
Subject-or individual-level averages, in terms of the fixation time, the percentage-fixation time, the fixation count and the first-located time, were calculated for each feature (including both varied and unvaried features). As one subject saw two pairs of products for each product category, four measurements (of fixation time, %time, count, and first-located time) were averaged for each feature. Then, Pearson correlations between each type of individual-level gaze data for a feature and corresponding individual-level importance rating were tested for the ISeq and the ISBS conditions.
Test results are shown in Table 5 . In both the ISeq and ISBS conditions, there are significant positive correlations between feature importance rating (from Section IV) and fixation time, percentage-time and count. There is a significant negative correlation between feature importance rating and the first-located time on the feature. Hypotheses 1a-1d are strongly supported by these results.
To visualize change in gaze data across feature importance levels, observations of how a feature was evaluated by each participant were grouped into seven sets based on the subject's importance rating. This process was performed for the fixation time, percent time, and count separately. Similar trends were obtained for each, so fixation time is used as a demonstration. As shown in Fig. 3 , for both the ISeq condition and the ISBS condition, there is a clear trend showing that the average fixation time spent on the feature is longer when its importance level is higher. These trends are consistent with the significant positive correlations found for Hypothesis 1a. The average first-located time was plotted with the importance level, shown in Fig. 4 . Again, the first-located time for a feature decreases with its importance level in ISeq; while in the ISBS condition, the pattern is less clear. This may be due to the limited data in that condition (12 participants). 
FIGURE 4.
Average first-located time on a feature varies with importance levels (Section I).
Survey Section II Results
Correlations. The method described in Section 5.1 was used here to test the relationships between feature importance and gaze data. Results of the Pearson correlations are shown in Table 5 . In both conditions, there are significantly positive correlations between feature importance rating and the fixation time, percent time and count. There is a significantly negative correlation between feature importance rating and the firstlocated time. Hypotheses 1a, 1b, 1c, and 1d are strongly supported by these results. Graphs of correlations are shown in Figs. 5 and 6. In both conditions, there is a clear trend showing that the average fixation time spent on a feature increases and the average first-located time on the feature decreases as its importance level goes up. This indicates that features considered as more important are examined earlier and for longer. These trends are consistent with the significant correlations that are demonstrated in Table 5 . Ordinal Logistic Model. An ordinal logistic regression was applied to predict feature importance level using gaze data. This regression can appropriately model the ordinal trends of the importance levels which ranged from "Not important at all" to "Very important". To avoid any potential multicollinearity problems [40] , caused by involving correlated variables, only one type of gaze data should be chosen as the independent variable. Here, the percentage-fixation time was chosen for the reason that it had the largest correlation with the feature importance rating in both the IISeq and IISBS conditions. Two models were fit, one for the Sequential condition and the other one for the Side-by-Side condition. The summary of the fit is shown in Table 6 . It indicates good fit of the models for both conditions. The percentage fixation time significantly affects both models, indicating its correlation with the feature importance. 
PROPOSITION 2 RESULTS
Based on the write-in responses from survey Section III (indicating what size changes are noticed), data from the AOIs of target features (size-manipulated features) were classified into two sets. One set included noticeable-size-changes and the other set included unnoticeable-size-changes. These two sets were compared using fixation time/count and Δ fixation time/count. The results from the IIISeq and IIISBS conditions were analyzed separately and tested by One-way ANOVA.
Results from Survey Part III, Sequential (IIISeq)
As detailed in Table 7 , noticeable-size-changes in Product B have significantly larger values of average fixation time and count than unnoticeable ones. When considering the AOIs of the target feature in Product A and Product B combined, noticeable-size-changes have a significantly larger average fixation time and count than unnoticeable ones. Average Δ fixation time for the noticeable-size-changes is significantly different from the unnoticeable ones, with the former value above zero and the latter one below zero. Average Δ fixation count shows the similar results. These results strongly support Hypotheses 2a, 2b and 4a, 4b.
A nominal logistic regression was applied to predict saliency of a size change using gaze data. Here, fixation count for target feature on Product B was chosen as the independent variable for the model. When fitting by this fixation metric, the model had the largest Chi-Square value, indicating best fit, compared with those fit by other available metrics. A summary of the fit is provided in Table 8 . It demonstrates good fit of the model and also validates that fixation count for a target feature on Product B has a significant effect on differentiating noticeable and unnoticeable size changes. Table  7 . Noticeable-size-changes in Product B have significantly larger values of average fixation time and count than the unnoticeable-size-change ones. When the AOIs of the target feature in Product A and B are combined, noticeable-sizechanges have significantly larger values of average fixation time and count than unnoticeable ones. Average Δ fixation time and count show no differences between the two sets of features that are compared. Hypotheses 3a and 3b are strongly supported here.
A nominal logistic regression was applied to predict saliency of a size change using gaze data for Side-by-Side condition. Total fixation time spent on the paired target features was used to fit the model because it provided the best fit among all the available fixation metrics. A summary of the fit is provided in Table 9 . It indicates good fit of the model and also validates that fixation time spent on the paired target features has a significant effect on differentiating noticeable and unnoticeable size changes. 
DISCUSSION
The survey results support both research propositions: (1) feature importance is correlated with gaze data in preference choices between two products, and (2) Saliency of size changes can be predicted by gaze data. Hypotheses 1a-1d hold true in all situations tested here. During the processes of making preference decisions, there are positive correlations between feature importance and three types of gaze data: the fixation time, the percentage-time and the count. Each shows a clear trend with increasing feature importance. These findings are consistent with Bettman et al.'s conclusions: people pay more attention to the information that has a larger weight in achieving the decision goal [21] . There is a negative correlation between feature importance and the feature's first-located time. As the feature importance rises, it's first-located time decreases. The results from the Side-by-Side condition in Section I did not show a clear decreasing trend. As mentioned in Section 5.1, this may be due to the limited data in that condition. In Section I, each condition has only 12 participants while in Section II, each condition has 36 participants. In Section I, each participant only evaluated two pairs for a product category while in Section II each participant evaluated three pairs for a product category. Evaluating more pairs is more likely to indicate the true measurement of how the participant evaluates a feature.
Results from Section III of the survey show that the saliency of a size change can be predicted with gaze data. In both the IIISeq and IIISBS conditions, noticeable and unnoticeable size changes can be differentiated with gaze data. Hypotheses 2a and 2b are strongly supported by the data of IIISeq. A noticeable-size-change in Product B has significantly larger values of fixation time and count than an unnoticeable one. These findings are extended through the test of Δ fixation time and count. These tests prove that, within a noticeable-sizechange feature pair, a target feature in Product B has longer fixation time and higher fixation count than that in Product A; while within an unnoticeable-size-change feature pair, the target feature in Product B has shorter fixation time and lower fixation count than that in Product A. Considering the fixation time and count for the target feature in Product A as a reference, the fixation time and count in Product B behave oppositely for the noticeable and unnoticeable size changes. The noticeablesize-change attracts extra attention; while the unnoticeable one is ignored. These trends can be used to explain the results in Hypotheses 2a and 2b. Therefore, when a feature with an unnoticeable size change appears in two products shown sequentially, its latter appearance (in Product B) is considered as a repetition of the former one and is less competitive in attracting attention. These findings are consistent with [1, 38] : when a pair of products is evaluated for preference decisions, their shared information is likely to be ignored in its second appearance. Even though not originally hypothesized, results show that when AOIs of a target feature in Product A and B are combined, a noticeable-size-change has significantly longer total fixation time as well as higher a count. These results validate the findings in Hypotheses 4a and 4b.
In IIISeq, the break between the two stimuli weakens the memory of the first stimulus. It is possible that only abstract representations of the first stimulus remain while its details are overwritten by the second stimulus, according to the "overwriting" explanation for "change blindness" [41] . Even in this situation, there are some size changes that trump overwriting and are salient with the viewer. This is worth further investigation, as it is unlikely that a customer will, in the real world, compare two slightly different product variations directly to each other.
As Hypotheses 3a and 3b predict, in the IIISBS condition, a noticeable-size-change feature pair has significantly larger fixation time and count than an unnoticeable one. This indicates that subjects are paying less attention to the unnoticeable-sizechange feature pair. Even not though hypothesized, in the IIISBS condition, a noticeable-size-change in Product B has significant larger values of fixation time and count than an unnoticeable one. This may have resulted from the fact that gaze typically moves from left to right. The Δ fixation time and count do not support a hypothesis for the IIISBS condition. This suggests that different viewing strategies are adopted in the sequential and side-by-side conditions. Presenting stimuli side by side enables pairwise comparisons between options, so it is less likely that the saliency of a size change will be identified by comparing attention assigned to the target features in Product B vs. A.
All hypotheses are tested under two general conditions, showing product images sequentially and side-by-side. Based on the results, the relationships found between feature importance and the gaze data are almost the same in the two conditions. This suggests that researchers studying the importance of product attributes using eye tracking can present two product images at a time (such as in choice decisions) and reliably draw conclusions about attribute importance. It is not necessary to show product images individually. But the two conditions have different results when the Δ fixation time and count are used to differentiate noticeable and unnoticeable size changes: the Δ fixation time and count are useful only in the Sequential condition.
CONCLUSION
Results from this study show that feature importance is correlated with a variety of gaze data (fixation time, percentage-time, and count; and first-located time). Gaze data is validated as providing insight into how people evaluate the features while making preference decisions. The importance level of a product feature can be predicted by the gaze data using the ordinal logistic model. This study also proves that not all the size changes of features can be identified. Gaze data provides clear evidence that differentiates noticeable and unnoticeable size changes.
This study could be furthered by developing a method to determine the just-noticeable threshold for size changes, which would be immediately useful to practicing designers. The different gaze data associated with implicit and explicit size evaluation tasks could be compared. The study can also be further developed by investigating the effect of product viewing perspective, sizes, etc. on the results. The method of identifying saliency of size changes in this paper is applicable to identify saliency of manufacturing imperfections or geometrical variations. A considerable amount of time and money has been spent on manufacturing processes to ensure the quality appearance of products [42, 43] . If one can predict how likely it is that an imperfection or variation will be noticed, optimization analysis can be performed to reduce the manufacturing costs while maintaining the targeted quality appearance of products. These findings help designers make decisions by providing a new approach to identify the importance and saliency of product features. They suggest that feature importance can be identified at the individual-person-level in only three questions, significantly reducing a subject's mental burden associated with other methods such as using discrete choice analysis or complex rating procedures. The efficiency of the approach suggests a range of applications including product personalization. (1) Please think about the car you prefer in this pair and rate your satisfaction with the decision using the following scale.
APPENDIX
(2) Please rate Car A using the following scale. (3) Please rate Car B using the following scale.
Section II Given these two options of cars, which one do you prefer? Please use the following scale to rate your preference for the two cars. Section III Please identify the differences between these two cars (just list the names of the parts which are different).
Section IV
We have divided a basic car model into nine components, hood/windshield, grill, headlight, bumper/lower grill, wheel, side door, side mirror, side window, and tail as shown in the image below. How important are these different components' design in forming your preference for the car? Please rate the importance for the design of these components respectively using the following scales. 
