In this paper we propose a stochastic model based on the branching process for estimation and comparison of the mutation rates in proliferation processes of cells or microbes. We assume in this model that cells or microbes (the elements of a population) are reproduced by generations and thus the model is more suitably applicable to situations in which the new elements in a population are produced by older elements from the previous generation rather than by newly created elements from the same current generation. Cells and bacteria proliferate by binary replication, whereas the RNA viruses proliferate by multiple replication. The model is in terms of multiple replications, which includes the special case of binary replication. We propose statistical procedures for estimation and comparison of the mutation rates from data of multiple cultures with divergent culture sizes. The mutation rate is defined as the probability of mutation per replication per genome and thus can be assumed constant in the entire proliferation process. We derive the number of cultures for planning experiments to achieve desired accuracy for estimation or desired statistical power for comparing the mutation rates of two strains of microbes. We establish the efficiency of the proposed method by demonstrating how the estimation of mutation rates would be affected when the culture sizes were assumed similar but actually diverge.
Introduction
An important parameter in the evolution of populations, consisting of cells, viruses, bacteria, or other microbes, is the speed at which individuals mutate to individuals with altered biological properties. The rate of mutation can be measured with respect to the continuous time or to the generation of pedigree lineage. In this paper we simply call the former the mutation rate in time and the latter the mutation rate in replication. The mathematical models on mutation rates initiated by Luria and Delbruck [10] and further developed by other authors (e.g., [8] , [1] , [9] , and [14] ) were in terms of the mutation with respect to the continuous time. As the mutation occurs during replication of the genome, the mutation rate should be better defined as a probability that an error was made during replication so that the genome of a daughter element differs from that of the parent, rather than as a probability that an element changes its nature in an unit time at any moment of its lifetime. However, mathematically the mutation rate in time and the mutation rate in replication are about the same if the unit-time of the former is the mean time-span of life cycle of an element. The mutation rate in time can be meaningfully defined and used when the proliferation rate in culture is constant in time and uniform among multiple cultures. The assumption of constant and uniform proliferation rate may sometimes not hold, for example, initially similar cultures could grow into very different colony sizes in the same period of time. If the proliferation rate varies much among cultures, the mutation rate in time cannot be estimated reliably and nor can the estimated mutation rate be meaningfully interpreted or applied. The mutation rate in replication, defined as the probability of mutation in each replication, remains constant even when the proliferation rate changes, and hence can be estimated and applied reliably in different situations.
In this paper we propose a stochastic model based on a branching process, in which the variable for the time domain of the stochastic process is the log of population size n rather than the real time t, and hence the estimation of mutation rate would not be affected by probable temporal variations of proliferation among cultures during the process. The traditional Luria-Delbruck type models assume that any element, recently born or had been existed for certain time, at any moment are equally likely to give birth to new elements, or equivalently assume that the life time of each element since its birth is exponentially distributed. The model we proposed differs from the Luria-Delbruck type models with the following conditions: 1) elements can be born simultaneously (as compared to being born only one after another); 2) new elements can be produced only from a part of the current population, i.e., the elements having existed for certain time (as compared to that they can be produced from the whole current population); 3) the births and mutations of elements are independent among new born elements (as compared to that the birth and mutation of the nth element depends on the status of the (n-1)th element). For easier mathematical derivation, we simplify the model by assuming equal life span of elements (equivalently the synchronous replications of elements) and assuming a fixed number of offsprings produced by each element. This model is suitable for application situations in which the new elements are unlikely to be produced by recently born elements in the same current generation but by elements that had been existed for certain times (the previous generation). The fixed life span of elements assumed in the model is understood as the mean life spans of elements, and the fixed number of offsprings assumed in the model is understood as the mean numbers of offsprings.
We propose the model in terms of multiple replication (e.g., the RNA viruses proliferate by multiple replication) which includes the binary replication as a special case (e.g., cells and bacteria proliferate by binary replication). We also propose statistical procedures for estimating and testing the mutation rate as probability of mutation per replication per genome, based on data from multiple cultures with divergent culture sizes. The number of cultures is formulated for planning experiments to achieve desired accuracy for estimation or desired statistical power for comparing the mutation rates of two strains of cells. We derive an estimator for the mutation rate in time from the estimator for the mutation rate in reprelication based on the proposed model. Finally, we show how the estimation of mutation rate can be affected under the assumption of a common culture size when culture sizes actually diverge.
Mutation Rates in Replication
The size of a growing population in an experimental culture increases exponentially under good conditions. As an idealization, the growth process can be imagined as a result of repeated multiplication of individuals from N 0 = N 0 b 0 at the 0th generation to N g = N 0 b g at the gth generation, assuming each individual produces b daughters. The development of a population can be easily described as a tree starting with N 0 original individuals at generation 0 and branching b-tuple at each node. For easier formulation, it is assumed that an individual with its genome turns into exact b progenies as its next generation; the mutants do not have altered growth properties, neither advantageous nor disadvantageous. A mutant is an individual that has undergone a mutation and differs from its parent by a change in the genome like a point mutation (nucleotide substitution), insertion, or deletion. A mutation rate, calculated from mutants with known changes in their genomes, is denoted as the mutation rate at the genomic level. Any mutation can (but does not need to) lead to altered phenotypic traits of the individual; when distinguishing only by phenotypic traits, the mutation rate is denoted as the mutation rate at the phenotypic level. For example, for mutants with altered phenotypes requiring only one point mutation at one of k sites in the genome, the mutation rate at phenotypic level can be converted to the mutation rate at genomic level by a factor of 1/k if k is not large. This applies to the example in Section 3 studying influenza viruses.
In this paper, we denote the mutation rate per replication as μ, the number of mutants in the population as M, the population size as N, the frequency of mutants in the population as f 
A Stochastic Model
We propose a stochastic model for the number of mutants in the proliferation process of a culture based on a branching process which can be found in classic mathematical books such as Karlin & Taylor [5] or in recently published books on mathematical biology such as Haccou, Jager & Vatutin [3] or Kimmel & David [7] . Let X j be the number of unmutated individuals in the jth generation of the population, then , for j = 1, ⋯, g, where ξ i is the number of the (j+1)th generation unmutated descendants by the ith individual of the jth generation. The sequence X 0 ,X 1 , ⋯,X g , ⋯ forms a branching process. Assume a microbe gives birth to b daughters (b is the base of replication), in which, one daughter definitely does not mutate and for the rest b -1 daughters, each mutates with probability μ. (1), and the derivation is sketched in A2 in Appendix. Consequently, an estimator for μ is (2) where . The estimator in (2) is approximately unbiased if and f 0 are close to 0, as shown in A2. Methods for multiple cultures developed later in this paper are based on the in (2) . Under this assumption, the variance of is (3) and the derivation of this equation is sketched in A3 in Appendix. Replacing μ by in the equation above, we obtain an estimator for as (4) If the assumption that E(M)/N and f 0 are close to 0 does not hold, then the approximation of μ is, as shown in A2 in Appendix, (5) and its estimator with improved accuracy can be obtained by replacing E(M) in the equation (5) by M. The variance of this is, as shown in A3 in Appendix, (6) which can be estimated by replacing μ in the equation (6) with this .
Taking for example, the special case b = 2 is the most common in biology, for which the ξ is distributed with P(ξ = 1) = μ and P (ξ = 2) = 1 -μ; its expectation E(ξ) = 2 -μ and variance Var(ξ) = μ(1 -μ). With r b = ln(4) for b = 2, the in (2) became (7) and in (3) became (8) If f 0 = 0, then and by (7) and (8) are the same as the results by Rossman et al. [12] , which were in a different form and obtained through a different approach.
Mutation Rate at Genome Level
In most of applications, the mutation rate at the phenotypic level of mutation can be estimated more easily than that at the genomic leve, because the mutants can be distinguished from nonmutants with much less efforts at the phenotypical level than that at the genomic level. However, in biological studies, most investigators are not interested in mutation rates at phenotypic level but at genomic level, because the comparison of mutation rates at phenotypic level can be misleading if the different changes in the genome lead to the same phenotypic change. For example, in virology, in the case of influenza viruses, virions are resistant to amantadine, an antiviral drug, if there is a point mutation at one of k (=4) known specific sites in the nucleotide sequence, shown by Hay et al. [4] . We denote the mutation rate at the phenotypic level as μ p , the mutation rates at genomic level as μ g i for genomic sites i = 1, ⋯,k. Within one virus, let X be the number of mutations at the genomic level, e.g., the number of mutated nucleotides at the k sites. If genome mutations are mutually independent, then where (genome mutation on site i).
and hence . Assuming genotypic mutations causing the phenotypic mutation equally likely and independently, we have the estimator for the mutation rate at genomic level (9) and its variance is (10) The derivation of the equation in (10) is sketched in A4 in Appendix. The culture size N and the number of mutants M are obtained at the phenotypic level (e.g., virus level), for example, by counting viruses in the culture before and after adding amantadine, respectively. Replacing μ g by in the equation for above, we obtain an estimator for , (11) The methods for multiple cultures developed later in this paper are based on equations (9) and (11) . In any equation for the genotypical level that we will develop below, statistical inference on mutation rate at the phenotypic level can be obtained by setting μ p = μ g and k = 1.
A Luria-Delbruck Type Model for the Mutation Rate in Replication
Drake [2] proposed a model in which the mutation rate in replication was used instead of the mutation rate in time and a differential equation was used to link the number of mutants in a culture with the population size of the culture rather than with the real time since the start of the culture. Solving this equation, an estimator for the mutation rate in replicationμ was obtained as . The increment of mutants dM actually has two components: 1) increment by proliferation of existing mutants, or ; 2) mutation of the increment of existing nonmutants, or . Taking into account this fact we can modify the above model to , and which yields an estimator . The latter estimator improves the former when M is large such that the condition barely holds. The two above derived from the model above as functions of M, N, N 0 , and f 0 are similar to the two in Section 2.1 derived from the proposed stochastic model for b = 2, but differ with a coeffcient r b = 1.386. The similarity suggests that the differences in the assumptions of the proposed stochastic model and the Luria-Delbruck type model do not lead to much different estimators for mutation rates. We will show in Section 4.2 that the main difference between the proposed model and the Luria-Delbruck type models is in the variances of the estimators for the mutation rate.
Statistical Inferences
For simplicity, from now on we will use μ instead of μ g to denote the mutation rate at the genotypic level. The μ is very small in most applications, hence for statistical inference we measure the accuracy of with the relative scale of rather than with the scale of , where . The smaller is the γ, the more accurate is the estimation of μ. The relationship between γ and the other parameters of the proposed model is , which was obtained easily by joining the definition of γ and the equation for in (10) . Using the equation for γ above, we calculated its value for several usual settings of parameters for estimating mutation rates of influenza viruses, and the results indicated that if an estimation is obtained from a single culture, then the γ would be too large for application purposes. Multiple cultures are needed for applications if one wants to obtain estimations with reasonably good confidence levels.
Estimation from Multiple Cultures
For C cultures, let N i be the culture size, M i the number of mutants, and the estimator for μ for the ith culture, i = 1, ⋯, C, where μ is the mutation rate common for all cultures. We assume N i 's are known and constants (for being conditioned on N i 's), M i 's are random variables. There are two ways to pool estimators : the Simple Average and the Weighted Average.
Simple Average-Define , by (9) we have (12) where N 0 i and f 0 i are the initial culture size and frequency of mutants in the ith culture. The variance of is (13) which can be estimated by replacing the μ in (13) by the in (12).
Weighted Average-Define , where w i 's are weights ( and ). The variance of can be minimized by allocating w i according to the inverse of variance of (e.g., see p308 in Rao [11] ), by which the optimal weighted-average estimator is (14) where . The variance of is , Which can be estimated by (15) In general, the weighted-average estimator has a smaller variance and hence should be prefered. If the sizes of all cultures are similar, then
and are approximately the same. Some users may favor the simple-average estimator for its intuitiveness and simplicity.
Comparing Mutation Rates
To compare the mutation rates of two different strains of microbes is to test H 0 : μ 1 ≤ 2 versus H a : μ 1 >μ 2 , where μ 1 and μ 2 are the two mutation rates. Let and be the estimators for μ 1 and μ 2 , and let and be the estimated variances of and . Because and are linear sums of independent estimators, the test statistic is distributed approximately normal if both C 1 and C 2 are large. The two mutation rates are significantly different if Z > z α , where z α is the upper α-quantile of standard normal distribution. For smaller C 1 and C 2 , the z α should be replaced by t α (C 1 + C 2 -2) which is the upper α-quantile of t-distribution with degree freedom of C 1 + C 2 -2.
Examples
In 1979, an H1N1 avian influenza virus crossed the species barrier and established a new lineage in European swine. To determine whether a high mutation rate (in this study a higher rate of point mutations) had contributed to interspecies transmission, Stech et al. [13] 
Number of Cultures: Sample Size Calculation
To plan an experiment with desired accuracy for estimation of a mutation rate or desired power for detecting a given difference for comparison of two mutation rates, we need a sufficient number of cultures. At the planning stage, we may assume N 0i = N 0 , f 0i = f 0 , and N i = N for all i's. Then Estimation-The number of cultures for estimation with a given γ is (16) where measures the accuracy of estimators and relative to the magnitude of μ. A smaller γ leads to a better estimation, but demands a larger sample size C, as shown in Tables 1 and 2 .
Comparison-To test the hypotheses H 0 : μ 1 ≤ μ 2 versus H a : μ 1 > μ 2 with significance level α and power 1 -β to detect a given relative difference d, the number of cultures in each strain group is (17) where which is the difference of μ 1 and μ 2 relative to the magnitude of μ 2 . For a twosided test, C is obtained by replacing z α by z α/2 in (17). C 1 and C 2 can be different, but must satisfy equation
, where and .
The numbers of cultures are calculated in Tables 1 and 2 
Effciency of Estimation and Comparison
The number of elements in population N increases from N 0 at the beginning to its final value at the end of experiment. During this process the number of mutants M as a function of N can be viewed as a stochastic process with the time domain in terms of N or log b (N). In real experiments, however, M and N during this process are unobservable except their last values at the end of the experiment. The μ hence can only be estimated from the last values of N and M. On the other hand, the times at which mutations really happen during the process cause a very large variation in the M at the end of experiment, and hence causes a large variation in . For example, one mutation at the first generation will produce mutant descendents as many as 1/b of population at the end of the experiment, whereas one mutation at the second to last generation produces b mutant descendents. The times of mutations during the process are unobservable and hence unknown. Therefore, the variance of is very large which makes the statistical inference with required accuracy very difficult because the number of cultures required could be impractically large. To reduce the variability of estimation, by contending an analogy of hitting-jackpot, Luria and Delbruck [10] proposed an estimator by assuming no mutation until a time when one mutation is expected in the population. This proposition actually is to let the culture size increase from N 0 to until the time mentioned above and assume no mutants in the elements and take them as new initial starters. The accuracy of estimation by this practice is not controllable because the is large and hence there is a good chance that mutants could have existed among the pretended new starters. The mutation rate is overestimated by this method with a probability of 0.632, as pointed out by Armitage [1] .
We propose another approach for improving the efficiency of statistical inference. As the trends shown in Tables 1 and 2 
Mutation Rate in Time
The mutation rate in time (denoted as a) is the probability that a microbe mutates in an unit time. Luria and Delbruck [10] proposed two methods for estimating this mutation rate: the P 0 method and the mean method. The P 0 method is simple to use, however, information from data is not fully utilized because only the presence and absence of mutants are counted whereas the numbers of mutants in cultures are ignored, and hence it requires a large number of cultures. The mean method of Luria and Delbruck model was further developed by Lea and Coulson [8] by deriving the probability distribution of the number of mutants and proposing the median method and the maximum likelihood method based on the distribution. A more general model was proposed by Armitage [1] , which extends the results by Luria and Delbruck [10] and Lea and Coulson [8] in the way that mutants and nonmutants in a culture may grow with two different rates exponentially and the model includes the back-mutation. However, the inferences of mutation rates basically remain the same because the parameters of the more delicate models are not estimable from only two available values, M and N, from the data. In this section, we derive an estimator for the mutation rate in time based on the proposed stochastic model. The estimator is similar to that by the Luria and Delbruck type models, but with a substantially larger variance.
A Stochastic Process: Number of MutantsM t
Let N t denote the N at time t and assume N t a deterministic function (e.g., N t = N 0 e ρt ) because the variation of N t is usually unsubstantial for a given culture. Let M t denote the M at time t, then M t is a stochastic process with t in time domain. M t has a large variability and hence can not be approximated by a deterministic function. Let be the expectation of M t . In the proposed model, is a deterministic function of t for being a function of N t . Theoretically, the N t is allowed to be any positive nondecreasing function of t in a certain period of time since the start of the experiment. Assuming f 0 = 0 and k = 1, then from the equation (1), (18) where μ is the mutation rate in replication. As a function of t, the would be known if N t is given. From the equation for Var(M) in (1), the variance of number of mutants M t at time t is 
Exponential Growth
Assume N t = N 0 e ρt , where ρ is the proliferation rate, then which implies that ρ is the individual growth rate, or the growth per element per unit time. A culture grows from the generation 0 to the generation g in the time interval [0,t], hence g and t are related by g = λt where 1/λ is the mean life-span of one generation. Then N t = N 0 e ρt can be obtained from N g = N 0 b g by letting ρ = λln(b). Let a be the mutation rate in time, the probability of mutation per element per unit time. Assume a is obtained by allocating probability mass μ (the probability of mutation per element per replication) uniformly on an element's life-span, hence . Then and by (1) we have (20) and . If at ≈ 0 (i.e., μln(N)≈ 0), then we have [10] , differing with a coefficient (1-1/b) . The variance of the number of mutants Var(M t ) in (21) as a function of t is e 2ρt with a constant coefficient and thus is similar to , the one by Luria and Delbruck [10] , which is also e 2ρt with a constant coefficient.
However, the ratio of two coefficients is , which implies that the coefficient of former would be substantially larger than that of the latter when a is very small as in most applications. Hence the variance of the number of mutants in a population by the proposed model could be substantially larger than that by the Luria and Delbruck type model, even though the estimates for the number of mutants by the two models are very similar. For multiple parallel cultures, the proliferation rate ρ may vary substantially among cultures because parallel cultures can grow into quite diffierent sizes in a same period of time. For the ith culture with the initial size N i0 and the size N it at time t, the proliferation rate ρ i can be estimated by . The mutation rate in time a varies among cultures if ρ does, however, on the contrary the mutation rate in replicationμ is a constant across multiple cultures. The mutation rate in time for the ith culture can be estimated by from the ith culture alone; or by , where is the estimator for μ from all cultures.
Divergent Culture Sizes
All cultures in an experiment are assumed to grow into around one common culture size in the traditional fluctuation analysis. In this section, we investigate how the estimation of mutation rate could be affected under the assumption of a common culture size when culture sizes actually diverge. The following analysis is based on the proposed stochastic model, however, its conclusion should be implicative to the fluctuation analysis using the traditional LuriaDelbruck type models.
Let be the sample mean of N i 's and be the sample mean of M i 's for C cultures for which all cultures have the same N 0 and f 0 and assuming f 0 = 0. Then by (9) is an estimator for γ obtained by assuming equal culture sizes, where the subscript "cs" stands for "common size". We can rewrite , where . For the population size , we assume ρ is constant for one culture in the entire proliferation process, but ρ could be different for different cultures and thus can be considered as a random number for the multiple parallel cultures. Let m(τ) be the moment generating function of ρ, then . Let and let φ′(τ) be the derivative of φ (τ). Then it is straightforward to show that for the defined above. If ρ is normally distributed with mean ρ* and variance , then , and with some algebra, for the relative bias defined above. This equation implies that the bias of equals 0 if . That is, if the proliferation rates are identical across the parallel cultures, then culture sizes would be the same at the end of the experiment, and consequently the estimation of mutation rate is unbiased. The equation also indicates that if the proliferation rates are not identical , then the bias increases in t, that is, the bias is getting larger if the experiment lasts longer time. Fortunately, this relative bias is asymptotically bounded by 1. We may assume ρ>c for somec> 0, practically by excluding cultures which almost do not grow. Then , which implies that the ratio of variances increases in t unboundedly. The loss of efficiency could be substantial if the variance of is much larger than that of , because the sample sizes required are proportional to the variances of the estimators for μ. For the example in Section 3.3, the culture sizes range from 3.4×10 8 to 1.2×10 10 . We have and . The relative bias of for μ is and is practically negligible. The ratio of variances for to is 3.32 which implies that the number of cultures for must be 3.32 times as large as that for in order to achieve a same accuracy for estimation or a same power for comparison. The analysis above indicates that an estimation assuming equal culture sizes may lose efficiency substantially when culture sizes actually diverge.
Conclusion
Estimation and comparison of mutation rates in cells and microbes are important measurements in biological studies. However, the results could be misleading if the variation of the estimation or the errors of the comparison are ignored. Large variability in estimations had been observed by biological researchers (e.g., Kendal and Frost [6] ), and could not be adequately explained by the traditional models. In this paper we proposed a model based on the branching process such that some realistic aspects of proliferation and mutation of cells and microbes are better represented in the model. The large variability is inherent to the number of mutants in a culture, and hence is inherent to the estimators for mutation rates. For biological researchers who want to obtain reliable estimations and comparisons of mutation rates, we propose statistical planning of experiments by assuming adequate initial and final culture sizes and calculating number of cultures required to achieve desired accuracy in estimation and statistical power for comparison. The traditional fluctuation analysis assume a common culture size among all cultures. In practice, culture sizes could differ substantially, especially when culture grow into large sizes. We demonstrated that the efficiency of estimation could be much lowered if assumed homogenous culture sizes actually diverge. For the traditional models, to make culture sizes homogenous, the cultures cannot be allowed to grow into very large sizes, which is a restriction that lowers the efficiency of estimation and comparison. On the contrary, the proposed model allows cultures grow into large sizes by taking account of different culture sizes. By this model, if the cultures can grow into larger sizes, then a smaller number of cultures is required to achieve a same accuracy of estimation or testing. An implication of this fact is that the laboratory work in experiments could be reduced by letting cultures grow for a longer time. The proposed model should be applicable to the mutation in the proliferation of cells or the asexual proliferation of eukaryotic and prokaryotic organisms, in which the new births are unlikely being given by the new members of the population and the mutation rate in replication is constant during the proliferation process. Table 1 Number of Cultures for Estimating Mutation Rate 
