In this paper we present an extended model for the estimation of effective bid-ask spread that improves the existing models and offers a new direction of generalisation. The quoted bid-ask spread represents the prices available at a given time for transactions only up to some relatively small amount. Moreover, it is observed that large trades are usually made at "worse" prices. Thus, we extend Roll's model to include multiple spreads of different sizes and their associated probabilities. Bayesian model estimation and comparison methods are used to assess the fit of the model to a time series of a year of corporate bond transaction data.
Introduction
In a simple security market, at any point in time trades take place at prices posted by the specialist. Specifically, since potential traders purchase securities at the ask and sell securities at the bid, those traders pay the spread between the bid and the ask. The spread arises due to the costs of maintaining inventories, order processing and because traders act on private information, as market makers require compensation for bearing those risks.
However, trades are sometimes executed either inside or outside the quoted bid-ask spread. Schultz (2001) finds that trading costs are lower for larger trades in the overthe-counter corporate bond market. In contrast, Easly et al (1987) argue that, given that they wish to trade, informed traders prefer to trade larger amounts at any given price. As a result, market makers' pricing strategies must depend on trade size, with large trades being made at less favorable prices for the traders. In a more realistic model setting there should exist at least two different magnitudes of spreads, although, there is a large number of potential spreads in the real market. Therefore, in this paper we extend Roll's model of estimating bid-ask spread to include multiple spreads of different sizes and their associated probabilities.
In the market microstructure literature of estimating and decomposing the bid-ask spread, there are two classes of models: the serial covariance spread estimation model, and the order flow spread estimation model.
In the serial covariance spread estimation model the spread measures are derived from the serial covariance properties of transaction price changes. The first such model was developed by Roll (1984) . Transaction costs are inferred from serial covariance of daily equity returns. Choi, Salandro and Shastri (1988) modify Roll's estimator and introduce a serial correlation assumption regarding transaction type. Stoll (1989) models the relation between the bid-ask spread and the serial covariance of transaction price changes as a function of the probability of a price reversal and the magnitude of a price reversal in order to decompose the bid-ask spread into three components: adverse information costs, order processing costs, and inventory holding costs. George, Kaul and Nimalendran (1991) construct an alternative spread measure based on the serial covariance of the difference between transaction returns and returns calculated using bid prices. They show that this spread measure provides unbiased and efficient estimators of the components of the bid-ask spread.
In another class of models, the bid-ask spread is estimated via order flow regression models. Glosten and Harris (1988) Our model falls into the second category. Unlike other models, such as Glosten and Milgrom (1985) and Glosten and Harris (1988) , we do not intend to decompose the bid-ask spread. Compared to Rydberg and Shephard (2003) where they decompose price movements by modelling sequentially price activity, direction of moves and size of moves, the purpose of our model is to estimate the bid-ask spread as well as the underlying return variance. In the original Roll model, it is not possible to distinguish spreads of different magnitudes. The Roll measure is essentially a weighted average of those spreads. Therefore, we extend the Roll model by adding an extra parameter λ, the so-called 'spread multiplier', which is constructed to separate spreads of different magnitudes. In other words, we generalize Roll's spread estimator (a scalar) to include a vector of spreads with associated probabilities. Our estimation procedure is based on a Bayesian Gibbs estimation method proposed by Hasbrouck (2004) . Since we treat models with different values of λ as competitive models, the value of λ is determined via Bayesian model selection 1 .
Our extended model offers an alternative way of estimating the effective bid-ask spread more accurately than Roll's model, as well as the underlying return variance.
An accurate measure of transaction costs is important for any test of market efficiency, as trading strategies must produce profits large enough to cover the transaction costs actually paid. It is also essential for tests of the role of transaction costs in asset pricing models. Transaction costs should appear as a characteristic in explaining expected returns, as investors may demand higher returns from securities with higher transaction costs [Brennan and Subrahmanyam (1996) and Hasbrouck (2009) ]. Therefore, the bidask spread is a key measure of asset liquidity and plays a very important role in empirical asset pricing theory.
We organize our paper as follows. Section 2 presents the model specification of the original Roll model, followed by the extended model. In Section 3, we introduce the Bayesian model estimation and selection methodology, and the details of the computational procedures. Simulation analysis is carried out in Section 4 to assess the performance of the Bayesian estimators. An example of an application to the actual transaction data is given in Section 5. Section 6 contains our conclusions.
The model
This section first gives a brief introduction to the basic Roll model. Based on which, we present our extended model and discuss the key parameters.
1 Bayes factors and various model selection criteria have been applied to compare financial models e.g. Osiewalski and Pipien (2004) and Deschamps (2011).
The Roll model
It has long been recognized that if trades fluctuate between bid and ask prices, then observed price changes will be negatively autocorrelated. Roll (1984) uses this property of transaction prices to derive an estimator of the bid-ask spread. One advantage of his model is that it is based only on published transaction prices.
In an efficient market the price dynamics may be stated as
where m t is the unobservable efficient price, p t is the transaction price observed at time t, s is one-half the bid-ask spread, and the q t are trade direction indicators, which take the values +1 for buy orders or −1 for sell orders with equal probability.
The changes in transaction prices between two successive trades is
Thus,
where Cov(∆p t , ∆p t−1 ) is the first-order autocovariance of the price changes.
In deriving the Method of Moments estimator Roll (1984) makes several assumptions:
1. Successive transaction types are independent. Thus,
2. The half-spread s is constant.
3. Order flows do not contain information about future fundamental price changes.
4. Changes in fundamental value cannot predict order flows:
5. The innovations in the fundamental price process reflect public information and are assumed to be independent. Therefore,
Then, from the joint probabilities in Table 1 and Equation (5), we obtain
This gives Roll's Method of Moments spread estimator
If the innovations in the efficient price process are assumed to follow a normal distribution with mean 0 and constant variance σ 2 ϵ , the Method of Moments variance estimator iŝ
However, Roll's method of moments spread estimator has performed poorly, generating undefined spread estimates almost half of the time when applied to daily transaction data on equites [Harris (1990) ]. It is also biased downward as a result of Jensen's inequality. Having said that, several refinements to the Roll's model are possible. Our extended model, which will be introduced in the next section, provides a richer structure, and does not have undefined spread estimates.
The extended Roll model
The fact that trades are sometimes executed either inside or outside the posted bid and ask indicates that the posted spread sometimes may not represent the transaction cost that investors can expect. Therefore, distinguishing spreads of different magnitudes is of importance for several theoretical and practical purposes mentioned earlier in this paper.
This motivates our extended Roll model aiming at separating spreads with two different magnitudes. In our model the trade direction indicators q t are generalised as follow:
where λ is the so-called 'spread multiplier' which is used to distinguish different spreads.
Thus, for expositional ease, we define λ ∈ [1, +∞) 2 . λ ̸ = 1 means that there exist two different sizes of spreads. −λ and +λ are indicators of the abnormal spreads that are outside normal bid-ask spreads. Roll's model is a special case of our extended model corresponding to λ = 1. For estimation purposes we also assume here that
. We shall not hesitate to drop the subscript of σ 2 ϵ , writing σ 2 wherever convenient.
In summary, the half-spread, s, and the variance of the efficient price changes, σ 2 ϵ , are unknown parameters from the regression specification
where q t and λ are latent variables.
A slightly simplified graphical illustration of the extended model is shown in Figure 2 .
At any point in time, there exist four positions for the security price to be located. They are: Outer bid, outer ask, inner bid and inner ask, for which the trade direction indicator q t assign corresponding values, e.g. −1, +1, −λ and +λ, respectively. For instance, in and comparison, we use α and θ to control the probability of each scenario. α is the probability of existence of outer bid and ask. Then θ determines whether the model has a symmetric structure.
It is also interesting to look at the only two non-zero second moments, namely autocovariance and variance, under our extended model specification. For computational ease, in the rest of this paper, we let λ ∈ (0, 1].
Using the probabilities of different prices as just described, we have,
and
. (14) Assuming that s = 1 and θ = 0.5, for λ ̸ = 1 Roll's spread estimator will be biased as shown in Figure 3 , and the bias increases while α increases; for λ ̸ = 1 Roll's variance estimator is also biased as shown in Figure 5 , and the bias increases as α increases.
Obviously, if we apply Roll's model to the kind of transaction data as shown in Figure   1 , the results will be biased. This problem can be fixed by our extended model.
The model estimation and selection
The extended model described in the last section is estimated via a Bayesian approach proposed by Hasbrouck (2004) . The latent variables in the extended model are the trade direction indicators q t and the spread multiplier λ. Thus, there is no closed-form likelihood function. Moreover, it is difficult to compute the higher moments, using GMM estimation, which are needed in the extended model. We treat models with different specifications of λ as competitive models. The best model is determined via a Bayesian model selection method. It is also worth noticing that this approach shares some similarities with the Expectation-Maximization (EM) algorithm. First, we describe the parameter estimation procedure in detail, followed by the model selection method. Gibbs sampling is, essentially, an interactive procedure. An iteration is generally termed a "sweep". Initially, i.e., j = 0, for fixed λ the parameters and the latent variables are set to any values, where tick test results can be used as initial values for q.
The Bayesian estimation procedure

Denote these initial values (s
The steps in the first sweep (j = 1) given λ and p are:
where f (·|·) is the complete conditional density.
Similarly, draws for q 
1 from f q (q 1 |s (1) , σ
1 , q
T from f q (q T |s (1) , σ
T −1 ).
Note that, all parameters and latent variables except for the component being drawn are taken as given.
The next iteration starts with a draw of s (2) conditional on σ
ϵ , q (1) , p and λ. Repeating this n times, we generate a sequence of draws (s (j) , σ
where
T ). The Gibbs principle ensures that the limiting distribution of the nth draw (as n → ∞) is F (s, σ ϵ , q|p, λ). The limiting draw for any parameter is distributed in accordance with the corresponding marginal posterior, i.e., the limiting density of s (n) is f s (s|p, λ). Given some continuous function of the model parameters, h(s, σ ϵ , q) and for a set of parameter draws, (s (j) , σ
. . , n)) generally has its limiting distribution for h(s, σ ϵ , q).
The consistent estimates of population parameters θ = (s, σ ϵ ) are given by the pos-
is a consistent estimate of g(θ).
The Bayesian model selection
Suppose we have K models M k (k = 1, 2, . . . , K), given the model-specific parameter vector θ k . Our prior information on these models can be used to assign each of them a prior probability π(M k ). A data set y = (y 1 , y 2 , . . . , y n ) is used to update these prior probabilities.
The Bayes factor for any two models k and l is defined as:
where m(y|M k ) is the so-called marginal likelihood of the data y under model M k .
Therefore, evaluating the marginal likelihood is the key to Bayesian model selection.
We drop M k and subscripts k, and consider the situation where f (y|θ) is the likelihood function for a given model and π(θ) is the prior density. The marginal likelihood of the data y can be written as
where the numerator is the product of the likelihood and the prior, and the denominator is the posterior density. Conveniently, it can be expressed on logarithm scale as
where the first term measures that how well the model fits the data given the most probable parameter values, and the second term penalizes the model according to its complexity. Hence, the marginal likelihood automatically incorporates a tradeoff between model fit and its complexity.
The marginal likelihood can be easily evaluated from the Gibbs output, generated during the simulation stage, as suggested by Chibs (1995).
Let z denote latent data and suppose that for a given set of vector blocks θ = (θ 1 , θ 2 , . . . , θ B ), the Gibbs sampling algorithm is applied to the set of (B + 1) complete conditional densities, {π(θ r |y, θ s (s ̸ = r), z)} 
where the likelihood f (y|θ, z), the prior π(θ, z), and the multivariate posterior density π(θ, z|y) can be evaluated at the selected high density point (θ * , z * ). When estimating π(θ, z|y), z can be treated as an additional block, e.g. z ≡ θ B+1 .
The posterior density at the selected high density point is given by
where the first term on the right hand side is the marginal ordinate, which can be estimated from the draws of the initial Gibbs sampling, e.g.π(θ * 
The log of the marginal likelihood is
In our situation, if we suppress λ for convenience, Gibbs sampling is applied to the complete conditional densities
where θ = (θ 1 , θ 2 ) and z ≡ θ 3 .
The performance of the Gibbs sampler and an example of the application of the Bayesian model estimation and selection techniques are illustrated in the next two sections.
Simulation analysis
The performance of the Bayesian estimators may be illustrated by considering simulated samples under three different specifications. The specifications correspond to typical situations in the marketplace. Assume trades can execute at bid-ask spreads with only two different magnitudes, e.g. inner bid-ask spreads and outer bid-ask spreads. There are commonalities among three cases. Firstly, in the left-hand side panels, the joint posteriors are neatly packed together, whereas in the right-hand side panels, the joint posteriors are more scattered and negatively sloped. Secondly, the joint posteriors are slightly more negatively correlated in the top panels than they are in the bottom panels. Finally, the joint posteriors in the bottom-left panels are slightly more dispersed than they are in the top-left panels, whereas the opposite is true for the right-hand side panels.
In Figure 7 , the joint posteriors are generally centered around the true values. However, in Figure 8 the posterior for s is biased downwards, whereas in Figure 9 it is biased upwards, except that in the top-left panels. σ and the inner bid-ask spread λs, the bayesian procedure will be more certain about whether a spike is caused by a large bid-ask spread accompanied by a small efficient price increment or a small bid-ask spread accompanied by a large efficient price increment.
The misclassification results in the spreading out and the negative sloping of the joint posterior. Moreover, when λ is close to 1, it is more difficult to distinguish the outer bids and asks from inner bids and asks due to the existence of non-zero variance.
When the data is not sufficient to determine a direction for a trade, the prior information will play a more influential role. In the asymmetric cases (Figure 8 and 9 ), when the volatility is large relative to s and λs, the procedure may make inference more based on the prior. As a uniform prior is applied, the procedure under-estimates the proportion of large bid-ask spread in the second case. This results in downward bias for the estimated bid-ask spread in Figure 8 . A similar analysis applies to the third case( Figure 9 ).
Empirical application
Next the extended model is applied to a time series of intra-day bond prices, as the data in Figure 10 suggests that the extended model might be an appropriate underlying model. Table 2 summarizes the basic information about the bond and the descriptive statistics of the sample.
The Gibbs sampler is run for 10,000 iterations, with first 20% discarded. Our results for the data are presented in Table 3 . Table 4 .
This means that the transitory price components, which reflect the degree of illiquidity and lead to negatively serially correlated price changes, are better separated under the extended model.
Conclusions
In this paper we present an extended model for the estimation of effective bid-ask spread that allows trades to execute either inside or outside the quoted bid-ask spread. The The numerical standard error of the marginal likelihood estimate gives the variation that can be expected in the estimate if the sampling were to be done again, but the selected point at which the ordinate is evaluated remains the same.
To calculate the numerical standard error, we first define the vector process
where in the first element (σ ϵ , q) follow [·|p] whereas in the second element q follows [·|p, s * ] as in the second stage of Gibbs sampling.
Then the estimate of h iŝ
The goal is to find the variance of two functions ofĥ, namely Ψ ≡ lnf (s * |p) + lnf (σ * ϵ |p, s * ). The variance ofĥ is determined as
′ and q takes some value such that the autocorrelation function is negligible. In our application, q is set equal to 10.
The variance of Ψ is found by the delta method to be
The numerical standard error is obtained by taking the square root of this variance. This figure shows the possible paths of observable market price between successive time periods, given that the price at time t − 1 is at outer bid, and given that no new information arrives in the market. λ is the 'spread multiplier' which is used to distinguish different spreads. λ ̸ = 1 means that there exist two different sizes of spreads. At any point in time, there exist four positions for the security price to be located. They are: Outer bid, outer ask, inner bid and inner ask, for which the trade direction indicator q t assign corresponding values, e.g. −1, +1, −λ and +λ, respectively. α controls the possibility of the occurrence of outer bid and ask. θ determines whether the model has a symmetric structure for outer bid and ask. Given the position of the price at time t − 1, there are sixteen possible price paths in total between t − 1 and t + 1. 
