Video structure analysis is a basic requirement for most content-based video editing and processing systems. This paper presents a fast video structure analysis method based on image segmentation in each frame, with region matching between frames. The structure analysis decomposes the video into several moving objects, including information about their colors, positions, shapes, movements, and lifetimes.
Introduction
Video editing is widely used not only in professional movie making, but also in many other areas such as home videos, educational videos, and marketing videos. With the popularization of video cameras, even more potential applications are developing. Even relatively straightforward applications may wish to edit the video (for example, to remove an unwanted object from a scene) to process it in some other way (for example, to re-render it as a cartoon). In general, such tasks need an understanding of the structure of the video content, as a basis both for editing and for more advanced and complex video processing operations.
The need to treat the whole video in a coherent manner has been emphasized in several previous publications. For example, a video-tooning approach [1] pays particular attention to providing coherent segmentation in the space-time space to re-render the video as a cartoon animation. A recent paper on motion layerbased object removal in videos [2] also proposed a motion-based video segmentation method as a preparatory step to object removal. In many applications, this video analysis and segmentation step is the most time consuming step in the application. For example, video tooning may take several hours to segment a short video clip. This paper presents a fast video structure analysis method based on image segmentation in each frame, with region matching between frames.
Related Work
The two main kinds of information in any video are the color appearance and the visual motion, which leads to three approaches to video analysis. (1) The first is based on motion tracking [3] as in the method used in the motion layer-based object removal [2] . Such approaches are suitable to videos with many highly textured regions and rigid body motions, where trackers can readily follow moving objects and describe their motion with a simple model. (2) Another approach is based on color and appearance. Such approaches are more suited to videos with relatively little texture and simple scenes. They can, to a certain extent, cope with various changes in objects, including deformation, splitting, and color changes. Such approaches can be further subdivided into space-time segmentation, such as performed by the anisotropic kernel mean shift algorithm [4] , and segmentation in each frame separately followed by matching regions between frames, as in the stroke surfaces approach [5] . Space-time segmentation has the advantage that it identifies the entire object by observations throughout the video, which can, for example, help solve issues of occlusion, but such approaches generally have long-run times and can be sensitive to the speed of the object's motion and to variations in the object shape, color, and lighting, since this is a global approach. The stroke surfaces method is faster and can generally cope quite well with objects whose appearance changes, but its object matching ability needs to improve. The method described here follows a similar scheme of image segmentation in each frame, with region matching between frames. The greedy algorithm quickly matches regions between frames quickly, and combines motion tracking and simple user interaction to improve the results. (3) The third approach is based on both color and motion information. Such approaches often introduce a statistics-based model [6] [7] [8] and use an expectation maximum (EM) algorithm to solve the optimization problem. Such approaches lose the efficiency and the convenience for user interaction, and are not suitable to fast video structure analysis processing.
Method
The video structure analysis algorithm combines image segmentation and region matching. The algorithm first segments each frame into regions based on the color properties. Image segmentation has been extensively studied [9] [10] [11] , and any appropriate methods can be used in this system. However no segmentation algorithm is a universal method suitable for all kinds of videos, and each one has different efficiency characteristics and applicability. Thus, the segmentation algorithm should be appropriate to the nature of the input video. Of the well-known algorithms, tests show that mean shift segmentation [10] works well on videos with rigid bodies and motions as in Fig. 1 , whereas histogrambased methods, i.e., color quantization [11] , work well for videos containing non-rigid motion, for example moving liquids, fire, and clouds as shown in Fig. 2 . Even when using the most suitable algorithm for a given video, the segmentation result for each frame may typically have hundreds of regions, which is still a very complex representation. A higher level result needs to merge these regions in an appropriate way and to find associations between regions in adjacent frames of the video. Regions belonging to the same object are connected to derive a three-dimensional object in space-time. A given region may, for example, occluded by some other object in any given frame, in which case the region is split in that frame with the space-time representation branching at that frame. Conversely, parts of a region may merge when the occlusion disappears, so the object branches also merge in the spacetime description. The graph Fig. 3 is defined to represent the video structure. The node set V is composed of all the regions in all frames resulting from the segmentation. E I is an inner edge set that connects nodes within a given frame, which means that two regions within the frame belong to the same object. Certain inner edges may be placed by the user, since human intelligence may be able to detect meaningful connections which are very difficult for an algorithm to deduce. O E is an outer edge set that connects nodes between neighboring frames, denoting corresponding regions between frames. A region may have no corresponding regions in a previous frame, meaning that the region has come into existence in that frame. Similarly, a region may have no corresponding regions in a subsequent frame, meaning that the region vanishes in that frame. More generally, as well as the obvious 1-1 correspondences between regions in adjacent frames, 1-N correspondences will also occur with multiple outer edges connecting regions in the next frame, as objects splitting or as occluded. N-1 correspondences with multiple outer edges between regions in the previous frame represent object merging or no longer being occluded. To simplify the problem, the algorithm assumes that there are no N-N correspondences in the graph. The problem is represented as a minimization problem by adding a virtual node representing a NULL region in each frame. Any regions in the next frame which come into existence are connected by a virtual edge to this NULL region, and any regions which disappear in the previous frame are again connected by a virtual edge to the NULL region. In this way, apart from the NULL regions, every region has at least one edge connecting it to some region in the next frame, and at least one edge connecting it to some region in the previous frame.
A weight is associated with each edge to represent the similarities between regions. Larger weights indicate greater similarity between two regions. Virtual edges corresponding to 0-1 and 1-0 relationships have a threshold weight w T , which is a user set parameter. 
Edge Weighting Function
The edge weight measures the similarity between regions. The edge weighting function is set to negative infinity if the regions are too different (to prevent these regions from merging) and is set to the weighted sum of the weights of the three components: areaRatio is the logarithm of the ratio of the areas of the two regions. colorDis is the distance in the CIELab color space between the average pixel colors. spatialDis measures the spatial distance between two regions which is approximated by ellipses. The represent of an ellipse E is composed of c as the center, a and b as two lengths of axes, and θ as the angle between the long axis and x axis. And the distance of two ellipses E 1 and E 2 is shown as below, p is a point. spatialDis = 
The weights and thresholds are chosen according to the characteristics of the specific video. Often 
Correspondence
The optimization algorithm can not be solved exactly since the problem is intractable; therefore, a greedy algorithm was used to determine the region connectivity structure. The problem is solved frame-by-frame to determine correspondences between successive frames, starting from the first frame. In each frame, the objective is to find as many correspondences as possible while observing the constraint that there should be no N-N correspondences. In practice, the algorithm emphasizes forming 1-1 correspondences. Details of the correspondence computation for frame i are shown below. The k-th region in frame i is .
Step 1 Construct the new region set for frame i. If 1 i = , i.e. the first frame, the new region set is simply set to the segmentation result. For other frames, search for any regions which connect to the same region in the previous frame, and merge these into a new bigger region. Then recompute its area, average color, and modeling ellipse. Also combine any regions for which the user has defined an edge in I E .
Step 2 R + also has the maximum weight, then construct a 1-1 correspondence and add it into O E . Then mark these edges as used and repeat the process for the remaining edges until no more 1-1 correspondences of this kind can be found. Note that such 1-1 correspondences may be changed to 1-N or N-1 correspondences in latter steps. For example, a big region could have edges with a region having a similar area and several small regions in the next frame.
Step 3 Find 1-N and N-1 correspondences. Sort the remaining edges in descending order of weight. Then consider each edge in turn and add the edge to O E if it satisfies two constraints. First, adding the edge must not create an N-N correspondence. Second, the area difference between the one big region and the sum of the areas of the N small regions should be no more than 10%, since objects remain a similar size from frame to frame, even if they fragment.
Step 4 Attach isolated regions in frame i and frame 1 i + . Join any isolated regions with neighboring regions within the frame if they are sufficiently similar in color and position. Any remaining isolated regions in frame i are assumed to have disappeared in the next frame, while any remaining isolated regions in frame 1 i + are assumed to be newly born objects. After Step 1, the user can add region correspondences into O E by hand, or a motion tracking algorithm can be used to determine the desired correspondences. Such edges are added and marked before proceeding to Step 2. After finding the correspondences between all successive pairs of frames, each connected sub graph in the final result corresponds to a single object. The information about this object is then derived from the sub graph, including its shape, color, and behavior over time.
Results
The method was tested using the bearwavi.avi video, courtesy of Peter Hall of the University of Bath, using a computer with a 2.4-GHz CPU and 512 MB memory. The EDISON mean shift algorithm [9] was used for the image segmentation. The segmentation speed depends on the parameters used. If the color bandwidth and spatial bandwidth are set to 4, the segmentation takes only a few seconds for each frame and produces more than 1000 regions per frame. The algorithm then takes about 8 s to matching regions in 30 frames. Setting the color bandwidth and spatial bandwidth to 14 gives better segmentation results for the automatic region matching as shown in Fig. 4 , but it then takes more than 60 s to segment each frame, producing about 80 regions per frame. The region matching was then done in less than one second. Several tests showed that the overall success rate for automatic region matching is about 68%. The matching process was then extended from the stroke surfaces method, which can only handle some ideal cases. The method gives much better run time performance than video tooning. As the algorithm processes each frame, the user can interactively calculate the video structure. The algorithm continues image segmentation on the next frame while the user interactively improves the region matching on the current frame. The two processes will not conflict on a dual core CPU. 
Conclusions and Future Work
This paper describes a fast video structure analysis method based on image segmentation and region matching. The structure analysis decomposes the video into several moving objects, giving information about the color, position, shape, movement, and life time of each object. This method also supports user interaction to improve the results; the interaction needed is straightforward and obvious. Any image segmentation algorithm can be used in the first step to suit the source video characteristics. A fast greedy algorithm is used to approximately optimize the structure graph of the image segmentation results. One minor problem is that the algorithm may cause objects to become too large in the last few frames. Alternative optimization methods which simultaneously consider correspondences in all frames may improve the results, but these would be slower and the improvement might not be worth the extra time spent.
