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1.1 Background of DOSY NMR 
 
Nuclear magnetic resonance (NMR) spectroscopy is one of the prime techniques to 
clarify the molecular structure of a chemical compound. Over the past decade, NMR has 
been developed as a tool for the analysis of complex mixtures by introducing additional 
dimensions. One idea is to introduce a new NMR dimension describing diffusion 
coefficients that depends on molecular characteristics such as size, shape, mass, and 
charge. This can be achieved through the use of pulse field gradient spin-echo decay in 
NMR (PFGSE-NMR) [1]. PFGSE-NMR allows recording a series of NMR spectra in 
which the resonance signals decay at rates that are related to the diffusion coefficients of 
corresponding molecules [1-3]. The diffusion coefficient (D) is a measure of the 
translational diffusion behaviour of molecules, which depends on some physical 
parameters such as size and shape of the molecule, as well as the surrounding 
environment (temperature, viscosity etc.). According to the Debye-Einstein equation [4], 
the diffusion coefficient is given by: 
 
s
kT
D
6
=                                                                                                                          (1)                      
 
where k is the Boltzmann constant, T the temperature,  the viscosity of the solution and 
s the (hydrodynamic) radius of the molecule. Consequently, a 2D NMR spectrum can be 
constructed with a conventional NMR spectrum in one dimension and the diffusion 
coefficient in the other. This is termed diffusion-ordered spectroscopy (DOSY) NMR [5].   
The components in a mixture are identified as the corresponding resonance peaks with 
the same diffusion coefficient are assigned to the same horizon on the diffusion 
dimension.  A scheme to illustrate obtaining DOSY NMR is given by Figure 1.1. 
 
 
 
 
 
 
     
 
 
Figure 1.1: A scheme to obtain DOSY NMR. (A) A conventional NMR spectrum of a mixture; (B) a series 
of NMR spectra are recorded as the pulse field gradient applied; (C) the resulting DOSY spectrum, 
revealing three components in the mixture. 
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DOSY NMR is a non-invasive powerful separation technique for the analysis of multi-
component mixture. Basically, the same information can be obtained by liquid 
chromatography NMR (LC-NMR) but DOSY NMR has the advantage of easy and 
economical implementation. Besides, DOSY NMR provides not only chemical 
information (pure spectra) but also physical information (diffusion coefficients) of the 
components in a mixture. Examples of applications of DOSY NMR include rapid and 
non-invasive identification of impurities (additives) in a polymer [6], providing spectral 
fingerprints in a complex mixture [7], and protein or ligand interaction screening [8]. By 
calculating the diffusion coefficients, physical information such as molecular weight, 
aggregation size, and diffusion associate can also be revealed. A practical example of 
DOSY NMR is to estimate a transport number for lithium in a battery by measuring the 
diffusion coefficients of 
6
PF  and Li
+
 [9].  The implementation of DOSY experiments has 
been improved to avoid or minimise experimental artefacts caused by eddy currents [10], 
convection currents [11], and inhomogeneity of gradient [12], yielding relatively good 
quality of DOSY data. Nowadays, the data analysis is the main challenge to put DOSY 
NMR application in the real world. This thesis will focus on the evaluation, development 
and applications of chemometric techniques for DOSY data analysis. Generally speaking, 
methods for DOSY data processing can be divided into two categories: Single channel 
methods and Multivariate methods. 
 
1.2 Review of the techniques for processing DOSY NMR data  
1.2.1 Single channel methods 
The first category is the single channel methods, such as implemented e.g., in the 
commercial Bruker software XWINNMR [13]. The goal of single channel methods is to 
estimate the diffusion coefficient for each frequency channel on the chemical shift 
dimension. As a result, the DOSY data set can be transformed to a 2D spectrum 
containing the chemical shift dimension in the horizontal axis and the diffusion 
coefficients in the vertical axis (see Figure 1.1). There are two kinds of diffusion 
behaviour, discrete and continuous diffusion [14]. Discrete samples are defined as those 
undergoing a mono-exponential decay and the corresponding diffusion coefficients can 
be expressed by single values. On the other hand, polydisperse samples, such as polymers 
and vesicles, are described by continuous distributions of diffusion coefficients. Three 
techniques, the standard non-linear least squares method (Levenberg-Marquardt 
algorithm) [15] and two FORTRAN programs (DISCRETE and SPLMOD) [16,17], can 
be used for the analysis of discrete components. The Levenberg-Marquardt (L-M) 
algorithm is the most straightforward method but is only able to handle data sets with 
minimal signal overlap and good quality lineshape. This method cannot work for more 
complex sample, e.g. containing overlapping peaks [18], and certainly cannot be used 
widely. The FORTRAN program DISCRETE makes use of data transform as the starting 
points for nonlinear least-squares analyses. It can determine up to two exponential 
components with decay rates differing at least a factor of two. SPLMOD, the successor to 
Discrete, also analyses sums of exponentials based on the same principle. In addition, it 
allows parallel processing several 1D data sets simultaneously. CONTIN [19-21], another 
FORTRAN program, is applied to analyse continuous components. CONTIN uses 
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constrained regularization to fit experimental data to continuous decay functions. This is 
a more general method for resolving diffusion components, but the performance is also 
more sensitive to the data quality. Maximum Entropy is another alternative for analysis of 
both discrete and continuous samples [22].  All the single channel methods described 
above have their own strengths and weakness but they have one common drawback, i.e. 
the fluctuation problem in the diffusion coefficient for the same component with different 
peaks, due to the influence of experimental artefacts and overlap in the data. This can 
result in overestimating the number of components in a sample and hence makes the 2D 
DOSY spectrum fail to resolve the components correctly. This is the main obstacle for 
wide application of DOSY NMR in an industrial laboratory. Figure 1.2 shows an 
example of a DOSY spectrum obtained from the Bruker software. In this example, one 
can see that two components, Tinuvin328 and MvMv, are separated completely but other 
three components, ethyleen glycol, pyrazine, chloroform, and water are mixed together in 
the DOSY plot. Particularly, the two peaks belonging to ethyleen glycol have quite 
different diffusion coefficients, illustrating the typical disadvantage of single channel 
methods. In this case, it is still possible to obtain pure spectra but the spectroscopist has 
to decide which peaks belong to what component.           
 
 
 
 
 
 
 
 
 
Figure 1.2: An example of a DOSY plot  
 
Due to the limitations of single channel methods, multivariate methods are recommended 
to perform the DOSY data analysis. The main advantage of multivariate methods over 
single channel methods is that they make use of the total information in the spectra in one 
calculation run, rather than analyse part of the data in each run. Several multivariate 
methods have been proposed.  
1.2.2 Multivariate methods 
The first multivariate method, applied to DOSY data analysis, applies principal 
component analysis (PCA) on two correlated data sets, which can be obtained by 
performing two PGSE experiments with different gradient amplitudes. Then Procrustes 
rotation is applied to the principal components to obtain the pure spectra and pure decay 
profiles [23,24]. This method, however, is not widely used due to the experimental 
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variation present in the two data sets. This problem is solved by the method of direct 
exponential curve resolution algorithm (DECRA). The idea is to split one single data set 
into two correlated data sets according to the exponential decay of the signals [25]. 
DECRA is a direct and fast method to analyse a DOSY data containing discrete diffusion 
coefficients, but the limitation is that it requires the data with pure exponential decay and 
therefore the results can be easily affected by the quality of the original data. Thus, the 
method is quite sensitive to experimental artefacts. Component-Resolved spectroscopy 
(CORE) is also a method using the complete bandshape to analyse DOSY data [26]. This 
method is based on a global least-squares approach using a two-level minimization 
scheme: the high-level is to optimise the diffusion coefficient in a global way and the 
low-level minimisation tries to fit the amplitudes of the contribution of each component 
at a particular frequency channel. This method is designed to resolve a data set with 
spectral overlap and a large dynamic range with regard to the constituent contributions to 
the composite bandshape. However, this technique has not been widely used because it is 
very time-consuming and memory intensive. Multivariate curve resolution (MCR) 
[27,28], applied to analyse the 2D DOSY data, has been reported in the literature [29]. 
MCR applies alternating least square (ALS) [30] optimisation to resolve pure spectra and 
decay profiles of the components in a mixture. This is a relatively flexible method 
because constraints can be employed in the iterations of ALS according to the 
characteristics of a data set. For example, non-negativity constraints are always used to 
obtain meaningful chemical and physical information. Moreover, MCR does not require 
the pure exponential decay property but only relies on the intensity variance with the 
increase of gradient strength. The key requirement of MCR is that it needs good initial 
guesses. The first application of MCR is for polymer analysis [29], which applies PCA 
[31] and VARIMAX rotation [32] to find initial guesses of the pure spectra in the 
polymer mixtures, and then run the ALS algorithm. However, VARIMAX rotation, 
which was successfully used to rotate elution profile of HPLC data until it reaches the 
greatest simplicity, does not guarantee good initial guesses for the DOSY application 
because there is seldom only one maximum (one peak) in a NMR spectrum. Therefore, 
the initial guesses must be obtained by other ways to adapt to the DOSY applications.  
 
1.3 Development of new methods for analysis of DOSY NMR 
data  
1.3.1 Processing DOSY NMR data by classical MCR and MCR-NLR 
As discussed above, MCR is a relatively general method because of its flexibility 
character. Thus, the aim of this research is to formulate a strategy based on the MCR 
algorithm for the analysis of DOSY data. In Chapter 2, it describes that good initial 
guesses of MCR are a crucial step because that can lead to more accurate results and 
decrease calculation time. Besides the method of PCA and VARIMAX rotation, there are 
many ways to find initial guesses of a data set for multivariate analysis, e.g. the evolving 
factor analysis (EFA)[33] and the iterative target transformation factor analysis (ITTFA) 
[34]. For the application of DOSY NMR, it is easier to obtain pure decay profiles than 
pure spectra. Pure variable methods, such as the simple-to-use interactive self-modelling 
mixture analysis (SIMPLISMA) [35], iterative principal component analysis (IPCA) [36], 
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and orthogonal projection approach (OPA) [37], can be used. IPCA is used in Chapter 2. 
Because of easy interpretation and implementation, OPA is the method to find pure 
variables in the rest of the thesis. The principle of pure variable methods is to search for 
the decay profiles (variables in a data matrix) that are most different from the average 
decay profile along the chemical shift dimension in 2D DOSY data sets. Once the purest 
decay profiles are found in the original data set, the ALS algorithm can be started, 
calculating pure spectra and decay profiles in each iteration. The iterations continue until 
the fitting errors reach convergence. Theoretically, provided good initial guesses, 
classical MCR can resolve a DOSY data set correctly, using non-negativity constraints. 
However, as the system becomes more complex, for example, it contains a certain 
amount of experimental artefacts, as well as several components with similar diffusion 
coefficients, the ambiguities of a MCR model can increase and therefore it may end up 
with incorrect resolutions. In the literature, a combination of hard and soft modelling has 
been proposed to solve this problem [38,39]. In Chapter 3, it is proposed that the 
Levenberg-Marquardt algorithm, a non-linear least square regression (NLR) method 
already mentioned, is applied in each iteration of classic MCR to force the resolved decay 
profile following pure exponential decay. The combination of MCR and NLR (MCR-
NLR) can therefore result in more unique and more accurate pure spectra and decay 
profiles.  
1.3.2 Data Preprocessing  
Data preprocessing is employed to improve data quality in order to obtain more accurate 
results when performing the actual data analysis. The assumption when using MCR to 
resolve a 2D data set is that corresponding peaks at different gradients have the same 
spectral line shape and position. This is often not the case for experimental DOSY NMR 
data. It has been found that phase and peak shifts are very commonly present in an 
experimental DOSY data set, even with optimal experimental settings. In addition, 
baseline drift and distortion can also appear in DOSY data. In general, MCR can resolve 
pure components reasonably well when there is a small amount of experimental artefacts 
in the data. The fewer artefacts there are in the data, the more unique the solutions of an 
MCR model, the more likely it is to obtain correct results. Therefore, in Chapter 3, we 
propose preprocessing techniques to minimise the phase and peak shifts and eliminate 
baseline problems using suitable preprocessing methods so that it can improve the 
performance of MCR.  
 
Baseline distortion and offset can be corrected by a novel method proposed by Golotvin 
and Williams [40]. This method includes two steps. The first step is to recognise the 
baseline. Then the baseline offset and distortion are eliminated by subtracting the 
baseline model from the original spectrum.   
 
Free induction decay deconvolution for lineshape enhancement (FIDDLE) is the standard 
method to correct for lineshape distortions for 1D NMR spectra [41,42]. For a DOSY 
data set that normally contains a considerable number of NMR spectra, it will consume a 
lot of time if employing FIDDLE to correct the spectra one by one. Witjes et al. [43] 
proposed a preprocessing method to correct for spectral variation of a series of spectra. 
This method is very fast and automatic. The limitation of Witjes’ method is that it can 
Introduction                                                                                                                     7                           
only perform the alignment for every single peak each time. This can cause difficulties in 
correcting overlapping peaks. Moreover, the peak by peak correction can produce 
discontinuities in the baseline and hence cause more artefacts in the data. Combination of 
FIDDLE and Witjes’ method can minimise the spectral shifts automatically while no 
additional other artefacts are introduced in the data. The main procedures of the 
combined method include aligning the selected single peaks (as reference peaks) in all 
the spectra of a DOSY data set by Witjes’ method and correcting the whole spectrum 
with the same procedures as FIDDLE. This combined preprocessing method is especially 
suitable for a 2D data like DOSY NMR data. 
1.3.3 Diagnosis of experimental artefacts  
As mentioned above, experimental artefacts are always present in real-world data. The 
preprocessing method described above only correct for baseline drift and distortion, and 
random spectral shifts. However, there are also other experimental artefacts [44,45] that 
cannot be corrected easily, for example, first order phase shifts, caused by eddy currents. 
There are several main sources of the experimental artefacts during data acquisition of a 
PGSE experiment, including eddy currents, time-dependent temperature variation, 
baseline distortion, and increasing inhomogeneity of magnetic field.  
 
One of the main issues of this research is to find a diagnostic method for indication of 
experimental artefacts in the data, by which experimental settings can be improved to 
minimise the errors as much as possible. Plotting residuals of a model has proved to be a 
useful tool for model validation [46]. Residuals of a model are calculated by subtracting 
the reconstructed data matrix from the original data matrix, i.e. the difference between the 
reconstructed data and the original data. A DOSY data matrix contains a lot of elements. 
Since the corresponding residual matrix also have the same size as that of the original 
data, plotting a residual matrix can hardly reveal the diagnostic information inside it, 
especially if one attempts to plot the columns of a residual matrix. One could also plot the 
rows of a residual matrix (residual spectra) but it is even more difficult to see whether 
there is any relation between them. Covariance matrix of the residuals (CMR) is a way to 
summarise the covariance between the residual spectra, as described in Chapter 4. If a 
data set contains no significant experimental artefacts, the CMR will display a random 
structure, otherwise different experimental artefacts in the original data can induce 
various covariances between the residual spectra and CMR plots will display different 
patterns. Consequently, plotting CMR can provide a visual indication for different 
experimental artefacts and help to improve the experimental settings to acquire good 
quality of DOSY data.  
 
1.4 Robustness analysis 
 
As described above, multivariate methods based on curve resolution outperform single 
channel methods for DOSY data analysis. Particularly, the performance of the two 
multivariate methods, classical MCR and MCR-NLR, is investigated by a robustness test 
[47,48] in Chapter 5. In this robustness test, three important factors, phase shifts, peak 
shifts, and the difference of diffusion coefficients of the components, are taken into 
8                                                                                                                         Chapter 1                     
  
account. The factors, varied with several levels, are added to synthesised data that contain 
real-world spectra of three components: ATP, glucose and SDS micelles. The responses 
used for the test are the chi-square errors [49] of the calculated spectra against the true 
spectra, and errors in the calculated diffusion coefficients. A least square model 
describing the relationship between the factor levels and the response is built to search for 
the boundaries within which the multivariate methods are robust.  A central composite 
design [31] is applied to perform the robustness test in order to consider a possible 
curvilinear relationship in the model. It is revealed that MCR-NLR is the more robust 
method of the two multivariate methods. More data sets are constructed with a certain 
level of the factors in order to compare the two multivariate methods and one single 
channel method, SPLMOD. It is shown that MCR-NLR is the most accurate and most 
robust method to analyse DOSY NMR data.    
 
1.5 Objectives and outlines of this thesis 
 
Previous research to analyse DOSY data in the literature only focused on developing 
processing methods. However, good processing methods are not enough to put DOSY 
NMR into real-world applications because data quality plays a very important role in 
successful data analysis. The main goal of this thesis is to formulate a general strategy to 
process DOSY NMR data. As discussed above, the general strategy should include 
developing diagnostic methods for identifying experimental artefacts, preprocessing 
methods to minimise experimental artefacts, and finally general processing methods. 
Preprocessing the data is an important step to improve the quality of the original data. 
After the original data set has been corrected for spectral shifts by the preprocessing 
methods, it is analysed by processing methods. A Robustness test on classical MCR and 
MCR-NLR prove that MCR-NLR is more robust, so the general method for DOSY data 
processing is first finding good initial guess by OPA and then embedding NLR in each 
iteration of MCR. After building a model for a DOSY data set, CMR is used as the 
diagnostic method for model validation and identification experimental artefacts in the 
data. Different structures of CMR plots indicate the nature of the experimental artefacts. 
This can lead to improvement of the experimental settings for DOSY data acquisition and 
consequently yields better results from the data processing.  
 
In this thesis, chapter 2 first gives an overview of evaluating techniques used for DOSY 
NMR data analysis and suggests MCR with good initial guesses as a relatively general 
method. Chapter 3 focuses on the development of preprocessing methods to improve 
DOSY data quality and proposes combination of MCR with NLR. Chapter 4 describes a 
new diagnostic approach CMR for identification of artefacts typically occurred in a 
DOSY experiment. Chapter 5 illustrates the different performance of classical MCR and 
MCR-NLR with different levels of experimental artefacts and difference of diffusion 
coefficients by robustness test. It reveals that MCR-NLR can present reasonable results 
when classical MCR and SPLMOD fail. Chapter 6 demonstrates the utilisation of the data 
processing strategies to real-world samples. Finally, Chapter 7 concludes the general 
strategy for DOSY NMR processing and recommends some issues for possible future 
study.    
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 Chapter 2  
 
 
Assessment of techniques for DOSY NMR data 
processing 
 
 
Diffusion-Ordered SpectroscopY (DOSY) NMR is based on a pulse-field gradient spin-
echo NMR experiment, in which components experience diffusion. Consequently, the 
signal of each component decays with different diffusion rates as the gradient strength 
increases, constructing a bilinear NMR data set of a mixture. By calculating the diffusion 
coefficient for each component, it is possible to obtain a 2D NMR spectrum: one 
dimension is for the conventional chemical shift and the other for the diffusion 
coefficient. The most interesting point is that this 2D NMR allows non-invasive 
“chromatography” to obtain the pure spectrum for each component, providing a possible 
alternative for LC-NMR that is more expensive and time-consuming. Potential 
applications of DOSY NMR include identification of the components and impurities in 
complex mixtures such as body fluids, or reaction mixtures, and technical or commercial 
products, e.g., comprising polymers or surfactants. 
 
Data processing is the most important step to interpret DOSY NMR. Single channel 
methods and multivariate methods have been proposed for the data processing but all of 
them have difficulties when applied to real-world cases. The big challenge appears when 
dealing with more complex samples, e.g. components with small differences in diffusion 
coefficients, or severely overlapping in the chemical shift dimension. Two single channel 
methods, including SPLMOD and CONTIN, and two multivariate methods, called direct 
exponential curve resolution algorithm (DECRA) and multivariate curve resolution 
(MCR), are critically evaluated by simulated and real DOSY data sets. The assessments 
in this paper indicate the possible improvement of the DOSY data processing by applying 
iterative principal component analysis (IPCA) followed by MCR-alternating least square 
(MCR-ALS). 
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2.1 Introduction 
 
Diffusion–ordered spectroscopy (DOSY) NMR is a 2D NMR experiment, in which the 
signal decays exponentially according to the self-diffusion behaviour of individual 
molecules [1,2]. This leads to two dimensions; one dimension accounts for conventional 
chemical shift and the other for diffusion behaviour. Because the diffusion behaviour is 
related to properties of an individual molecule such as size, shape, mass and charge as 
well as its surrounding environment such as solution, temperature and aggregation state, 
each component in a mixture can be pseudo-separated, based on its own diffusion 
coefficient on the diffusion dimension.  The strength of DOSY is that it can be used as a 
non-invasive method to obtain both physical and chemical information. The easy and 
cheap implementation is another advantage of DOSY. It could be an important alternative 
to LC-NMR. DOSY NMR was proposed for about ten years. Both experiments and data 
processing methods have been developed to obtain as much information as possible. High 
quality DOSY data can be obtained by the state-of-the-art NMR instrument. However, 
the main challenge still stands at the data processing techniques, which limits the wide 
use of DOSY in practice. There are two classes of techniques: single channel methods 
and multivariate methods. 
 
Single channel methods employ only part of the spectra by considering a limited 
chemical shift range. In principle, they can find reasonable diffusion coefficients of a 
large number of components in a mixture, provided that the resonance peaks in the NMR 
spectra are well resolved. Nevertheless, overlapping regions are very commonly present 
in the spectra of real-life mixture and hence difficulty of interpretation by single channel 
methods is inevitable [3]. Two single channel methods, called SPLMOD and CONTIN 
[4-7], have been implemented in the commercial NMR software, as mentioned in the 
literature [2]. SPLMOD [4] is applicable to discrete diffusion components. Discrete 
samples are defined as those containing monodisperse species and the signal can be 
expressed by sum of pure exponentials, i.e. each component should have one value of its 
corresponding diffusion coefficient. This technique is suitable for a channel containing up 
to two components and decay rates differing by a factor of at least two from experience. 
The other single channel method is CONTIN, especially used for polydisperse 
components, where the diffusion coefficient is not a single value but a range with a 
normal distribution [5-7]. The major problem of CONTIN is caused by the essential 
smoothing features that broaden all the peaks, even those of monodisperse components. 
Therefore, single channel methods find it difficult to deal with complex industrial 
mixtures containing both discrete and continuous distribution components and 
overlapping peaks at the chemical shift dimension. Both single channel methods can be 
applied to different peaks of the spectra (channels). For each channel, separate diffusion 
coefficients are found. Different peaks from the same components often lead to different 
diffusion coefficients (the fluctuation problem), which further complicates the DOSY 
data processing.  
 
Unlike single channel methods, multivariate methods analyse the total information 
available in the data set simultaneously. This class of methods is probably preferable 
because it can eliminate the fluctuation problem and therefore give more easily 
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interpretable pure spectra for all components. Moreover, it can handle overlapping 
regions which are difficult to deal with by single channel methods. However, multivariate 
methods can only resolve a limited number of components (up to 4~5) [3]. Two 
chemometrics methods, DECRA (direct exponential curve resolution algorithm) [8] and 
MCR (multivariate curve resolution) [10], have been proposed in the literature. The 
advantage of DECRA is that one experimental data set is split into two in such a way that 
the generalized rank annihilation method (GRAM) [8] can be applied to analyse the 
decaying exponential contributions of a mixture (see below). This avoids problems 
arising from comparing two experiments, such as peak shift and gradient level shift [1]. 
Moreover, DECRA uses an exact solution and therefore it only takes a few seconds to 
resolve pure spectrum and decay profile of each component even with the existence of 
overlapping peaks. The assumption of DECRA is that the data follow a highly pure 
(discrete) exponential decay [3]. On the other hand, MCR is based on alternating least 
square regression (ALS) [10]. It depends on the unique intensity variance of each 
component with the gradient levels and hence can tolerate deviation from the ideal 
exponential decay. The quality of initial guess as the input of MCR is crucial to obtain 
pure spectra and decay profiles.   
  
In this article, it is intended to illustrate the difficulty of the DOSY data processing by 
critically evaluating the methods mentioned above, particularly focusing on the methods 
of multivariate analysis. The strengths and the weaknesses of each method will be 
highlighted, using data from simulations and a real sample. The conditions under which 
they can present reasonable results are investigated. These assessments will be the basis 
of development of several diagnostic methods and general strategies of DOSY data 
analysis in future studies. The most general of all methods considered here, multivariate 
curve resolution (MCR), is enhanced by a better initialisation method called interactive 
principal component analysis (IPCA) [17] which aims to find pure or most pure variables 
as the initial guess to start MCR-ALS.  
 
2.2 Theory 
2.2.1 Principle of DOSY 
A diffusion-ordered NMR spectrum is obtained by the use of pulsed magnetic field 
gradient spin-echo NMR (PFGSE-NMR) according to different diffusion of the 
components in the mixture. Diffusion behaviour is a measure of the translational motion 
of a molecule. According to the Debye-Einstein equation, it is related to the size, shape of 
individual molecules and specific molecule systems such as aggregates [1]. DOSY 
measurements are acquired by means of either gradients in the main magnetic field, or 
gradients in radio frequency fields. The signal contribution of each component from the 
DOSY experiment is described by Eq. (1) [2]:  
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Here I(i) is the signal amplitude of component i, I0(i) is the amplitude with no gradients 
applied,  is the gyromagnetic ratio of the 1H nucleus(rad S-1T-1), g is the gradient 
strength (T),  is the duration of gradient pulses (s),  is the diffusion time(s), and finally, 
D(i) is the diffusion coefficient of ith component (m
2
/s). According to Eq. (1), if  and  
are the experimental constants, then the signal of a DOSY experiment attenuates 
depending on the gradient strengths (g
2
) and diffusion coefficients (D) of individual 
components. A stacked plot of a simulated mixture of three compounds is shown in 
Figure 2.1. At each gradient level, the measured spectrum is the sum of three 
combinations as in Eq. (1). 
 

=
=
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1
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i
giIgI                                                                                                                (2) 
 
 
Figure 2.1: Decaying NMR data with increase of gradient 
 
Eq. (1) can also be represented in a bilinear way: 
 
T
CSI =                                                                                                                               (3) 
 
where I (rc) is a matrix with r  rows and c columns, C (rn) represents the pure decay 
profiles of the n components and S
T
 (nc) contains the corresponding pure NMR spectra. 
The goal is to find pure decay profiles C and spectra S
T
, given the measured data set I and 
appropriate constraints. 
2.2.2 Single Channel Methods 
• Method for discrete diffusion coefficients: SPLMOD 
SPLMOD is a single channel method which is restricted to analyse a system with discrete 
diffusion coefficients. SPLMOD intends to analyse sums of pure exponentials by 
performing least square fit of Eq. (4): 
Gradient levels 
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where n  is the number of components, =D(i)(-/3), s=K2 and E accounts for noise. I is 
the intensity of a specific frequency channel  and its variation of exponential decaying 
depends on the increase of s [2-4]. Resolution of discrete components using SPLMOD 
with certain rejection criteria has been presented by K. F. Morris et al. [2]. However, with 
the benefit of remedial constraints, SPLMOD still suffers from the overlap problem, i.e. it 
is difficult to separate more than two components in one single channel. It is also very 
sensitive to noise and hence SPLMOD often overestimates the number of the 
components.                                                                            
 
• Method for continuous diffusion coefficients: CONTIN 
Some samples are composed of components with continuous distributions of diffusion 
coefficients, e.g. polymers and aggregates. For a specific frequency channel of the data of 
polydisperse system, the signal can be described by Eq. (5): 
 
EdsgsI += 



max
min
)exp()(),(                                                                                   (5) 
g() represents the ‘spectrum’ of diffusion coefficients and can be obtained by an Inverse 
Laplace Transform (ILT) [5-7]. A method called CONTIN, a constrained regularisation 
program, attempts to solve this ILT problem and obtain the Laplace spectrum of the 
diffusion coefficients. The constraints are based on the non-negativity of the signal and 
decay constant, statistical prior knowledge and parsimony, which is used to solve the ill-
posed problem. Usually the smoothest solution with the minimum number of peaks is 
selected. There is no need to provide the number of components and only the threshold 
value is chosen as input for the program. An advantage of CONTIN is that it allows 
broad and narrow distributions and therefore it can be used to analyse an unknown 
system without any knowledge of whether the diffusion coefficient follow discrete or 
continuous distribution. If the distribution is narrow, then it can be reanalysed by 
SPLMOD if desired. The major problem is caused by the essential smoothing features 
which broaden all the peaks, even those of monodisperse components. This problem can 
lead to two monodisperse components to be described by one continuous diffusion 
coefficient. Thus, CONTIN often presents an incorrect number of components, due to 
oversmoothing. Other limitations of CONTIN include the requirement of high S/N in the 
data [1,2]. 
2.2.3 Multivariate methods 
• Direct exponential curve resolution algorithm (DECRA) 
DECRA [8] is a multivariate method to calculate the pure spectrum and the 
corresponding decay profile of each component based on the generalised rank 
annihilation method (GRAM) [8,9]. For more details of the algorithm of DECRA, see 
Ref. [8]. GRAM is suitably applied to the two data sets with a correlation like the 
following:  
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T
SCA =                               TSCB =                                                                         (6) 
 
 is a diagonal matrix, whose elements contain the constants accounting for the 
correlation of the two data sets.  Previously, these two data sets were obtained from two 
PFGSE-NMR experiments with a slight change of experimental conditions [11]. By using 
DECRA, however, only one experiment is needed and the data set obtained is split into 
two sub-matrices, A and B. Matrix A is obtained by leaving out the last row  (spectrum) 
of the data set; in matrix B the first spectrum is left out. Eq. (6) can be rewritten as a 
generalized eigenvalue problem: 
                       
AZ = BZ (Z is the pseudoinverse of  ST)                                                                          (7) 
 
which can be solved by projecting both A and B in a common space, in this case the 
significant latent variables of A [8]. This procedure leads to estimation of C and S in Eq. 
(6).  
 
DECRA is a fast algorithm to obtain information of pure component in a mixture. It can 
deal with spectra with overlapping regions within a few seconds. DECRA requires 
equally spaced gradient (g
2
) to create exponential decay data. This is easy to implement 
experimentally. However, in the experimental data, the increase of g
2
 can be non-linear 
due to the systematic error. Therefore, even if the experiment parameters are set to fulfil 
the requirement of getting equally spaced g
2
, it is recommended that non-linear g
2
 levels 
be checked and corrected before using the DECRA. The limitation of DECRA is that it 
can only be applied to discrete diffusion components with the range of about two orders 
of magnitude in the diffusion dimension due to the requirement of equal g
2
 steps. 
 
• Multivariate Curve Resolution (MCR) 
MCR applied to DOSY data was first described in Ref. [10]. DOSY data has bilinear 
structure and therefore the whole data set can be separated into two matrices, one 
representing the pure decay profiles and the other the pure spectra of the components. In 
MCR, DOSY data is first analysed by principal component analysis (PCA) to obtain the 
abstract factors or principal components. The loadings obtained from PCA, used as the 
abstract spectra are rotated by VARIMAX rotation, which maximises the simplicity of 
the abstract factor [12-14]. The rotated factors are used as the initial guess to start the 
Alternating Least Square (ALS) [12]. By ALS, the rotated abstract spectra are used to 
calculate the abstract decay profiles as shown in Eq. (8) by least square regression. The 
new abstract decay profiles are then applied to get a new set of spectra as Eq. (9). This 
iteration with the application of non-negativity constraints continues until the 
convergence is achieved.    
 
1)( = SSSIC T                                                                                                             (8) 
1)( = CCCIS TT                                                                                                        (9) 
MCR only depends on the change of intensity with the increase of the square of gradient 
strength g
2
 as described in Eq. (1) and (3), so there is neither a specific requirement of 
 
Assessment of techniques for DOSY NMR data processing 
                  
19
equidistant g
2
 values nor any assumption of an exponential decay profile.  The key 
requirement of MCR is a good initial guess of ALS. The main problem of MCR is in the 
VARIMAX rotation of the abstract factors. Obtaining the largest simplicity is the aim of 
VARIMAX rotation. However, a rotated factor with maximal simplicity does not 
necessarily mean that it is a good initial input of ALS.   
 
Alternative methods to find starting values for MCR are simple-to-use interactive self-
modelling mixture analysis (SIMPLISMA) [15,16] and interactive principal component 
analysis (IPCA) [17]. Both aim to find pure or purest variables in a data matrix. For a 
DOSY data set, a pure variable means that the frequency on the chemical shift dimension 
of the NMR spectra has a pure decay profile from only one component contribution. In 
this article, IPCA is chosen to find the pure variables because it has the advantage that the 
constant for the noise correction is calculated from the real data error, i.e. from the 
eigenvalues, rather than choosing a random value within a certain range like in 
SIMPLISMA. IPCA is actually developed from the combination of key set factor 
analysis (KSFA) [18] and SIMPLISMA. Principal component analysis (PCA) is first 
applied to the original matrix. The first pure variable is the one with the highest purity, 
where purity is defined as:     
      
P1,i=li/(v1,i+a)                                                                                                                   (10) 
 
with li the length of the loading vector at frequency i, v1,i  the loading of variable i on the 
first PC, and a a small offset, which is set to a value equivalent to real error [19] in the 
data. P1,i can be plotted in a so-called purity spectrum. A second purity spectrum, P2,i, can 
be obtained by multiplying P1,i with a weight vector, which is obtained from the 
correlation between the loadings. The second pure variable is the maximum in this 
second purity spectrum. The process continues until all pure variables are found [17]. 
   
2.3 Data 
 
To compare the different methods, they are applied to a simulated data set with varying 
noise levels, and an experimental one. 
2.3.1 Simulated data 
The simulated data set contains three components whose diffusion coefficients are 
1.010-6, 5.010-7, 1.010-7 cm2s-1. It is illustrated in Figure 2.1. The first spectrum 
contains five Lorentzian peaks. Twenty equally spaced gradient levels K
2
 varying from 
6.4105-1.93108 are used to construct twenty spectra. The two experimental constants  
and  are 100 ms and 5 ms respectively. For each spectrum there are 1000 frequency 
points. Consequently, the size of the simulated data set is 201000. To illustrate the 
influence of the noise on the methods, two levels of normally distributed noise are added 
to the DOSY data, one with 0.05% and the other 0.25% of the highest peak intensity. 
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2.3.2 Experimental data set  
The real data set has been measured by Unilever. A bipolar gradient simulated echo pulse 
sequence was used [20]. Spectra were recorded at a Bruker DMX600 spectrometer, using 
64 gradient strengths, a spectral width of 12 ppm and 80 scans. A diffusion time of 400 
ms was deployed, and the gradient durations were 1.5 ms. The sample contains three 
components, LAS (Linear Alkylbenzene Sulfonate), sucrose and water. The 
concentrations of LAS and sucrose were 10 and 1 mM, respectively. Originally, the size 
of the whole data set is 6432768. Because the signal of water is very high compared to 
the other signals, it is left out from each spectrum. To save computing time, only every 
fourth point is retained, and finally the size of the remaining data set is 648104. The 
data reduction does not affect the results of separation but reduces computing time 
considerably. Finally, baseline correction is applied so as to eliminate the baseline offset 
of each spectrum. 
2.3.3 Software 
The results from Single Channel methods are calculated by in-house modifications of 
CONTIN and SPLMOD. The original program of CONTIN and SPLMOD can be 
downloaded from the Internet [21]. The data analysis by multivariate methods uses 
MATAB 6.0 from Math works [22]. All calculations are done on a Sun UNIX 
workstation.  
                              
2.4 Results and discussions 
2.4.1 Simulated data 
2.4.1.1 Single channel methods 
To illustrate the problem of single channel methods, the simulated data set is used here. 
The intensity of the NMR spectra decays with the gradient levels is shown in Figure 2.1. 
The first NMR spectrum of the data and the ideal DOSY plot are shown in Figure 2.2. As 
can be seen in the NMR spectrum, there are five peaks, accounting for the three 
components of the mixture. One is a pure peak at 7.5 ppm and one is totally overlapped 
by two components at 2.5 ppm. At around 5 ppm, there are three peaks and they partially 
overlap. The integrals of the three regions at 2.4-2.6 ppm, 4.7-5.3 ppm and 7.4-7.6 ppm 
from the simulated data set with different noise levels are calculated and are used as the 
input of SPLMOD and CONTIN. 
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Figure 2.2: First NMR spectrum (upper) and the ideal DOSY plot (lower) of the simulated data 
 
The results are shown in Tables 2.1 and 2.2. From Table 2.1, the results obtained by 
CONTIN all indicate continuous distributions with expanded ranges of diffusion 
coefficients, i.e. the diffusion coefficients are represented by normal distributions rather 
than a single value. They also reveal that CONTIN underestimates the number of 
components from the results at 4.7-5.3 ppm due to oversmoothing. With the increase of 
the noise, the range of diffusion coefficients is enlarged, which makes interpretation 
difficult. 
 
Table 2.1 Diffusion Coefficient, D (cm
2
s
-1
) by CONTIN 
Noise level (%) Expected D value 7.4-7.6ppm 4.7-5.3ppm 2.4-2.6ppm 
0.05% 1.010-6 
5.010-7 
1.010-7 
 
3.66~6.8010-7 
NA* 
0.496~1.2410-6 
0.723~1.6210-7 
 
4.06~6.0810-7 
0.886~1.2010-7 
0.25% 1.010-6 
5.010-7 
1.010-7 
 
2.70~8.2510-7 
 
NA* 
0.496~1.2410-6 
0.653~1.6210-7 
 
3.66~7.4510-7 
0.723~1.4710-7 
NA*: not available  
 
The solution from SPLMOD with the standard error less than 100% of the diffusion 
coefficient is selected as the best solution and the results are shown in Table 2.2. In Ref. 
[2], the standard error in diffusion coefficient is less than 30%. The larger standard error 
used here allows more than two components to be resolved within one region, i.e. 4.7-5.3 
ppm. One can see the fluctuation problem of single channel methods, even if the data 
contains little noise (0.05%): different diffusion coefficients in each calculation run for 
the same component. For example, component 2 occurs in the three chosen regions, the 
diffusion coefficient varies from 5.4010-7, 3.3010-7, to 5.1010-7 cm2s-1 respectively.  
The different values of the diffusion coefficient for the same component can complicate 
the 2D DOSY plot and therefore make it difficult to discern the pure spectra. In the 
                                                                                                                     
                                                                                                                     Chapter 2 
 
 22
 
region of 4.7-5.3ppm, it can also be seen that the diffusion coefficient corresponding to 
component 2 (3.3010-7) is quite different from its reference value 510-7.  
 
Table 2.2 Diffusion Coefficient, D (cm
2
s
-1
) by SPLMOD 
Noise level Expected D value 7.4-7.6ppm 4.7-5.3ppm 2.4-2.6ppm 
0.05% 1.010-6 
5.010-7 
1.010-7 
 
5.4010-7 
2.5010-7** 
0.9010-6 
3.3010-7 
0.9410-7 
 
5.1010-7 
1.0110-7 
0.25% 1.010-6 
5.010-7 
1.010-7 
 
4.7010-7 
 
0.8310-6 
NA*
 
1.3010-7 
 
5.2110-7 
1.0310-7 
*NA: not available;   ** indicates spurious value      
 
This also supports the view that “accuracy decreases when analysing more than two 
components by SPLMOD” [2]. Another artefact appears in the analysis of the 7.4-7.6 
ppm region. According to the best solution of SPLMOD, two components were found but 
indeed there is only one component. As the noise increases, the calculated diffusion 
coefficients by SPLMOD are even farther from the real values.   
 
The results of this example show that single channel methods can provide correct 
diffusion coefficients in some cases when the basic assumptions are met, but cannot 
present reasonable results in general. The fluctuation problem and the sensitivity to the 
noise can be the main reasons that result in incorrect diffusion profile. The drawbacks of 
single channel methods limit the widespread practical use of DOSY NMR and hence we 
explore multivariate methods to process DOSY data. 
2.4.1.2 Multivariate methods  
• Direct exponential curve resolution algorithm (DECRA) 
The performance of DECRA on the simulated data containing two noise levels is 
illustrated by Figures 2.3 and 2.4 and Table 2.3.  The same simulated data as used in the 
single channel method are used here. Figure 2.3 shows the resolved pure spectra by 
DECRA from the relatively pure exponentially decay data, because the values of K
2
 are 
spaced equally and only 0.05% noise is added to the data set, while Figure 2.4 shows the 
resolved spectra of the DOSY data with larger noise (0.25%).  The diffusion coefficient 
of each component is calculated from the least square fit of the corresponding resolved 
decay profile and is shown in Table 2.3. The correlation coefficients indicate how 
comparable the reference spectra and the resolved spectra are. It can be seen in Figure 2.3 
that the pure spectrum of each component is completely separated. However, with the 
increase of noise the separated spectra become more complicated to interpret. This is 
shown in Figure 2.4. It can be seen that small peaks from other components as well as the 
noise contributed to each of the resolved spectra. The diffusion coefficients are not as 
good as those obtained by the data with 0.05% noise. Moreover, the spectra correlation 
coefficients also decline with the increase of noise. This reveals that DECRA can be 
influenced by even a relatively small contribution of noise.  
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Figure 2.3: Calculated spectra of simulated data by DECRA (noise level = 0.05%). 
 
 
Figure 2.4: Calculated spectra of simulated data by DECRA (noise level =0.25%). 
 
Table 2.3 Diffusion Coefficients D (cm
2
s
-1
) and correlation Coefficients of simulated data by DECRA 
Components Reference D Noise Level = 0.05%  Noise Level = 0.25% 
  Calculated D Correlation Coefficient  Calculated D Correlation Coefficient 
1 1.0010-6 1.0110-6 0.9968  1.0310-6 0.9222 
2 5.0010-7 5.0210-7 0.9978  4.7210-7 0.9406 
3 1.0010-7 1.0010-7 0.9999  0.9810-7 0.9972 
 
• Multivariate curve resolution (MCR) 
PCA-VARIMAX-MCR 
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The same simulated data set with the same noise levels, i.e. 0.05% and 0.25%, is 
analysed by the algorithm of PCA-VARIMAX-MCR as described in Ref. [10]. To get 
meaningful spectra and decay profiles, non-negativity constraints are used to eliminate 
the negative values in both spectra and decay profiles [23]. The final spectra and decay 
profiles are shown in Figures 2.5 and 2.6 for the data set with the noise level of 0.05%, 
and Figures 2.7 and 2.8 for the one with the noise level of 0.25%.  
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Figure 2.5: Calculated spectra of simulated data by PCA-VARIMAX-MCR (noise level = 0.05%) 
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Figure 2.6: Corresponding decay profiles 
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Figure 2.7: Calculated spectra of simulated data by PCA-VARIMAX-MCR (noise level = 0.25%) 
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Figure 2.8: Corresponding decay profiles 
 
Table 2.4 Diffusion Coefficients D (cm
2
s
-1
) and correlation Coefficients of simulated data by PCA-VARIMAX-MCR 
Components Reference D Noise Level = 0.05%  Noise Level = 0.25% 
  Calculated D Correlation Coefficient  Calculated D Correlation Coefficient 
1 1.0010-6 0.54310-6 0.6658  0.69310-6 0.8386 
2 5.0010-7 2.9610-7 0.9906  3.7110-7 0.9319 
3 1.0010-7 0.96910-7 0.9746  1.0210-7 0.9965 
 
Similarly, the diffusion coefficients and spectra correlation coefficients in Table 2.4 
illustrate the quality of the resolved spectra and decay profiles. Compared to the ideal 
1 
2 
3 
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DOSY spectrum, it can be seen that the resulted spectrum of component one has not been 
resolved completely. There should be only one peak in the first component but its 
resolved spectrum contains more than that at each different noise level. The decay profile 
of the third component shows deviation from the decay curve at the first four points (see 
Figure 2.6). Hence, the diffusion coefficient of the third component at noise level of 
0.05% is calculated by least square regression from the fifth to twentieth point. The 
results in Table 2.4 indicate that the method of PCA-VARIMAX-MCR is not influenced 
much by noise in the data set, but still has difficulty separating the pure spectra and decay 
profiles from a mixture. 
 
The original idea of VARIMAX is to rotate the abstract elution profile of the HPLC data 
until the greatest simplicity is reached so that each of the rotated elution profile has only 
one maximum [14]. In the case of DOSY data, the abstract spectra are rotated instead of 
the abstract decay profiles because there is no maximum in decay profiles. However, it is 
rare that there is only one peak in each NMR spectrum, so the rotated spectra with most 
simplicity do not guarantee a good initial guess as the input to MCR.  This can be the 
main reason that why this method does not present good resolution for a DOSY data set 
of a mixture in general cases.    
 
IPCA-MCR 
In this method, IPCA is used to find the pure variables. Only the purity spectra of the data 
with 0.05% noise are shown as an example in this article (see Figure 2.9). In the purity 
spectra, the maximal peak occurs at 5.01ppm, 4.81ppm and 5.21ppm respectively, and 
hence they are selected as the pure variables.  
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Figure 2.9 Purity spectra of simulated data by IPAC (noise level = 0.05%). 
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Figure 2.10: Plot of pure variables at the index 501, 481, 521 at chemical shift domain 
 
The decay profiles for the pure variables are shown in Figure 2.10. They show a nice 
exponential decay. The matrix as the initial guess of MCR is constructed by the column 
vectors of the original data sets at the chemical shift of the pure variables.  
 
After running MCR, the results of the spectra and decay profiles with the two levels of 
noise are shown in Figures 2.11-2.12 and Figures 2.13-2.14 respectively.  
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Figure 2.11: Calculated spectra of the simulated data by IPCA-MCR (noise level = 0.05%) 
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Figure 2.12: Corresponding decay profiles 
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Figure 2.13: Calculated spectra of simulated data by IPCA-MCR (noise level = 0.25%). 
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Figure 2.14: Corresponding decay profiles 
 
Table 2.5 shows that calculated diffusion coefficients are similar to the reference values. 
The spectra correlation coefficients also indicate a good match between the calculated 
spectra and the corresponding real spectra. Compared with DECRA, IPCA-MCR does 
not show high accuracy in determining diffusion coefficient but it does present good 
resolved spectra with the higher noise level. This indicates that ICA-MCR is not sensitive 
to noise. Also, the figures of the resolved spectra visually show good separation of the 
pure components for the data set with both noise levels. From the results above, the 
performance of MCR is very dependent on the initial guess. Also, the choice of initial 
guess influences the computational speed significantly. If the initial guess of profile is 
1 
2 
3 
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similar to the true decay profile, then rather good results will be presented with rather 
short time; otherwise MCR may need much longer processing time to reach the 
convergence and lead to an incorrect interpretation. Therefore, in order to resolve DOSY 
data successfully by MCR, more user interactivity is needed. 
 
Table 2.5 Diffusion Coefficients D (cm
2
s
-1
) and correlation Coefficients of simulated data by IPCA-MCR 
Components Reference D Noise Level = 0.05%  Noise Level = 0.25% 
  Calculated D Correlation 
Coefficient 
 Calculated 
D 
Correlation 
Coefficient 
1 1.0010-6 0.93410-6 0.9972  0.97010-6 0.9858 
2 5.0010-7 4.8010-7 0.9977  4.8010-7 0.9885 
3 1.0010-7 1.0110-7 0.9998  1.0010-7 0.9980 
 
2.4.2 Experimental Data  
So far, the simulated data have been used to illustrate the performance of the techniques 
of SPLMOD, CONTIN, DECRA and MCR. Now the real data set containing the LAS 
and sucrose mixture is used to evaluate the techniques further.  
2.4.2.1 Single channel methods 
The results from SPLOMD and CONTIN are shown in Table 2.6. The first column in the 
table represents the selected twelve chemical shift regions of the spectra. The second 
column and the third column are the diffusion coefficients found by SPLMOD and 
CONTIN respectively.  
 
Table 2.6 Diffusion Coefficient, D (10-12 cm2s-1) of LAS-Sucrose mixture by SPLMOD and CONTIN 
SPLMOD  CONTIN ppm 
LAS Sucrose LAS Sucrose 
7.69~7.59 3.94  2.86~5.14  
7.25~6.88 3.98   2.86~5.14  
5.36~5.34  32.9   29.3~39.3 
4.30~4.26  32.1   29.3~39.3 
4.14~4.09  32.0   29.3~39.3 
3.98~3.79  31.9   29.3~39.3 
3.77~3.70  29.7   21.9~39.3 
3.64~3.59  31.4   25.4~39.3 
3.55~3.50  32.0   25.4~39.3 
2.77~2.30 3.80   1.85~7.94  
2.12~2.11  62.8*   34.0~70.0* 
1.89~0.42 3.77   1.85~7.49  
                         *Indicates spurious value      
 
As can be seen, four regions have similar D values which indicate the peaks in these 
regions belong to the same compound. This component can be identified as LAS by 
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comparing with the reference D value 2.610-12. The reference D value is slightly 
different from the one obtained by SPLMOD because the D value could vary when the 
compound is in a different concentration or environment. The rest of the peak regions 
represent sucrose. From the results by SPLMOD, most of the D values belonging to the 
same components are very close except that in the chemical shift 2.12-2.11 ppm region, 
the D value is 62.810-12. This is quite different from the other D values of sucrose and 
can easily be mistaken as representing another component. From the results of CONTIN, 
similar D values represent the same component. These results are comparable to those by 
SPLMOD. In the 2.12-2.11 ppm region, the D value is also quite different from the others. 
From this example, it can be seen that fluctuation is a very common problem of the single 
channel method.   
2.4.2.2 Multivariate methods 
The experimental data set is analysed by the multivariate methods of DECRA, PCA-
VARIMAX-MCR and IPCA_MCR. Figure 2.15 shows the reference pure spectra of 
sucrose and LAS. Figures 2.16-2.21 show the resulted pure spectra and decay profiles of 
the three multivariate methods, respectively. Compared to the reference spectra in Figure 
2.15, the resolved spectrum of LAS by DECRA (lower one in Figure2.16) is quite 
reasonable. However, in the resolved sucrose spectrum it can be seen clearly that there 
are a few small peaks contributed from the other component, LAS, indicating that 
DECRA did not separate the mixture completely. Since the data set is not recorded with 
equally spaced g
2
, it is unfair to compare the results obtaining from DECRA with those 
from IPCA-MCR. However, this issue can arise in practice. The example used here only 
intends to illustrate that linearity and distance of g
2
 step must be checked before using 
DECRA. In this case, g
2
 steps have the spaces with the mean value of 154.92 and the 
standard deviation of 5.29.  
 
 
 
Figure 2.15: Reference pure spectra of sucrose (upper) and LAS (lower). 
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Figure 2.16: Resolved spectra of Sucrose-LAS mixture by DECRA 
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Figure 2.17: Resolved pure decay profiles by DECRA, sucrose (---) and LAS (). 
 
The results of PCA-VARIMAX-MCR also show incomplete separation of sucrose (see 
Figure 2.18). On the other hand, Figure 2.20 is the result from IPCA-MCR. After running 
IPCA, two pure variables at chemical shift 3.91 and 7.62 ppm are selected to construct an 
initial guess of decay profile. The resolved spectra shown in Figure 2.20 are comparable 
with their reference spectra, which indicates MCR can resolve a mixture regardless of the 
spacing or the linearity of g
2
, provided that a good initial guess of decay profile is 
available.  The diffusion coefficients and the spectra correlation coefficients are 
summarised in Table 2.7. From the values of correlation coefficients in Table 2.7, it can 
also be seen that a relatively good resolution of the mixture is obtained by IPCA-MCR.  
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Figure 2.18: Resolved spectra of sucrose-LAS mixture by PCA-VARIMAX-MCR 
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Figure 2.19 Resolved pure decay profiles by PCA-VARIMAX-MCR, sucrose (---) and LAS() 
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Figure 2.20: Resolved pure spectra of sucrose-LAS mixture by IPCA-MCR 
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Figure 2.21: Resolved pure decay profiles by IPCA- MCR, sucrose (dash ---) and LAS(solid ) 
 
Table 2.7 Diffusion Coefficients D (cm
2
s
-1
) and spectra correlation Coefficients of sucrose-LAS mixture by 
multivariate methods 
Component  Noise Level = 0.25% Methods 
Sucrose  LAS 
 Calculated D Correlation 
Coefficient 
 Calculated D Correlation 
Coefficient 
DECRA 
 
2.6410-11 0.8751  3.8410-6 0.9826 
PCA-VARIMAX-
MCR 
2.6210-11 0.8615  3.7310-7 0.9826 
IPCA-MCR 3.3310-11 0.9604  3.7810-7 0.9824 
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2.5 Conclusions 
 
Single channel methods only analyse one part of the data set at each time and hence 
sometimes give ambiguous results for the DOSY data processing. However, they can be 
used to either obtain initial knowledge of a mixture before using multivariate methods or 
explore the distribution of diffusion coefficients after the pure decay profile of each 
component is resolved by multivariate methods. DECRA is a novel processing method to 
eliminate the synchronisation problem of two experiments by splitting a whole data set 
into two correlated sub-matrices. It provides a fast and easy way to analyse the mixture 
containing only discrete diffusion components. The limitation of DECRA is that it has 
difficulty analysing continuous diffusion components and it can be easily affected by 
noise. By using MCR, the DOSY intensities are not required to be of a pure exponential 
decay. There is no assumption of the exponential character and it is not sensitive to noise. 
A good initial guess of decay profile is the main requirement to present good separations 
for both pure spectra and decay profiles. The pure variable method IPCA can be one of 
the good options to find good initial guess for running MCR. This article only used rather 
simple examples to illustrate the different performance among the methods. Even so, one 
can see the different performance of each method. MCR, with a good pure variable 
method, is a relatively general way to deal with DOSY data. Further study will analyse 
more complex DOSY data from real life samples, applying other pure variables methods 
with MCR and combining the results with single channel methods if necessary. Moreover, 
diagnostic methods will be studied, for one thing, to check the model, for the other, to 
identify and correct the experimental artefacts such as line-shape distortion, non-linear 
increase g
2
 etc. This can be used to develop pre-processing methods for DOSY data 
analysis.  
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 Chapter 3 
 
 
Improved DOSY NMR data processing by data 
enhancement and combination of multivariate 
curve resolution with non-linear least square fitting 
 
 
The quality of DOSY NMR data can be improved by careful preprocessing techniques. 
Baseline drift, peak shift, and phase shift commonly exist in real-world DOSY NMR data. 
These phenomena seriously hinder the data analysis and should be removed as much as 
possible. In this paper, a series of preprocessing operations are proposed so that the 
subsequent multivariate curve resolution can yield optimal results. First, the baseline is 
corrected according to a method by Golotvin and Williams. Next, frequency and phase 
shift are removed by a new combination of reference deconvolution (FIDDLE), and a 
method presented by Witjes et al. that can correct several spectra simultaneously. The 
corrected data are analysed by the combination of multivariate curve resolution with non-
linear least square regression (MCR-NLR). The MCR-NLR method turns out to be more 
robust and leads to better resolution of the pure components than classical MCR. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
R. Huo, R. Wehrens, and L.M.C. Buydens. Improved DOSY NMR data processing by data enhancement 
and combination of multivariate curve resolution with non-linear least square regression. Journal of 
Magnetic Resonance 169 (2004) 257-269. 
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3.1 Introduction 
 
DOSY NMR data are obtained by a 2-D NMR experiment with the pulse field gradient 
(PFG) employed [1]. The original data consist of a series of NMR spectra, in which the 
intensities attenuate with the increase of the gradient strengths. The intensities of a 
specific component follow an exponential decay, depending on its diffusion coefficient. 
The DOSY NMR experiment results in a 2-D spectrum, displaying chemical shifts on one 
axis and the calculated diffusion coefficients on the other. It can be used as a qualitative 
method to identify the molecular components in a mixture and simultaneously obtain the 
physical properties of the system such as size, structure and so on [2-5].  
 
A DOSY NMR data set is a summation of several diffusion components and forms a 
bilinear data matrix. It is the bilinear characteristic that makes it possible to identify the 
pure components in a DOSY NMR data set by multivariate curve resolution (MCR) [6]. 
Previous research has discussed the difficulty in analysing DOSY data by regular single 
channel methods and it has been revealed that MCR can be a relatively general way to 
deal with DOSY NMR data [7]. To obtain reasonably good results from MCR, the 
baseline, frequencies, and phases of each spectrum need to be more or less consistent. 
However, this is often not the case. In a series of NMR spectra, the baseline offset, the 
position (frequency) and the phase of the corresponding resonance peaks are almost never 
identical due to experimental variations. This can significantly affect the performance of 
MCR to find the pure components. Consequently, DOSY NMR data need to be corrected 
to minimise the baseline drift, frequency shift, and phase shift in order to gain the best 
results from MCR. This paper proposes a strategy to do so. 
 
The baseline offset is usually recognised by polynomial regression of a line through the 
baseline regions which are free of resonance peaks. The baseline is then corrected by 
subtracting the constructed polynomial regression line from a NMR spectrum. This is a 
routine method for baseline correction. However, polynomial regression is not able to 
deal with the large baseline distortion in different regions of the spectrum. S. Golotvin et 
al. proposed a novel method to deal with this problem [8]. The first step is to recognise 
whether the points in a spectrum are in the baseline and the second step is to model a 
baseline by using the smoothed spectrum. This technique is simple, and it can remove 
even severe baseline distortions effectively. Therefore, it is used as a baseline correction 
routine to remove the baseline offset of the NMR spectra in a DOSY data set in this paper.  
 
Besides the baseline shift, frequency shift and phase shift also exist in the spectra of a 
DOSY NMR data set. The well-known method, named FIDDLE (Free Induction Decay 
Deconvolution for Lineshape Enhancement), also called reference deconvolution, is 
usually used to enhance NMR signals [9-10]. The principle behind it is to select a single 
peak as reference and define the desired lineshape of that peak. The difference between 
the original peak and the desired peak transfers the whole spectrum to an improved form. 
However, FIDDLE is designed to improve a 1-D NMR spectrum. In a DOSY NMR data 
set, there are at least 16 spectra (usually 32, and sometimes 64 spectra). It is very 
cumbersome to define the optimal lineshape and position for the reference peak in each 
spectrum. Witjes et al. propose an automatic method to align all the peaks to the same 
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position and with the same line shape of different spectra [11-12], which is an improved 
version of the Brown and Stoyanova method [13]. The procedure is automatic and quick 
since the user doesn’t have to estimate the ideal lineshape one by one for each spectrum. 
The drawback of this method is that it can only perform the peak alignment for a single 
peak each time and cause peak distortion of overlapping peaks. Moreover, the peak-by-
peak correction can give rise to discontinuities in the baseline. In this paper, a new 
combination of the two methods described above is proposed to minimise the peak shape 
and position problems, while no additional artefacts are introduced. The correction 
procedure mainly follows the FIDDLE method and the desired lineshape is obtained by 
Witjes method. It is shown that the combination of the two methods, together with the 
baseline correction techniques, improves the quality of a DOSY NMR data significantly.  
 
Once the quality of DOSY NMR data is improved, it can be analysed by multivariate 
methods, like MCR. Previous research has indicated that MCR with a good initial 
estimation decay profile is a general method that can provide reasonably well-resolved 
spectra and decay profiles [7]. In this paper, the initial guess of MCR is obtained by 
orthogonal projection algorithm (OPA) [14-16] because it is more easily interpreted and 
implemented. However, even for a data set with relatively good quality, the classical 
MCR will still have difficulties in the data separation if there are overlapping regions and 
the diffusion coefficients are similar. One solution is to explicitly force the decay profiles 
to follow an exponential curve. This is often called hard modelling, since a parametric 
model is kept fixed, and only values for the parameters (in this case diffusion coefficients) 
are estimated for the data. The combination of hard modelling steps with soft modelling 
to improve the performance of MCR has been reported by many papers. For example, 
Bezemer et al. incorporated MCR (soft modelling) with non-linear fitting of a kinetic 
model (hard modelling) into it [17-18]. S. Bijlsma et al. [19] proposed to combine MCR 
with Levenberg-Marquardt algorithm [20] to estimate reaction rate constants from UV-
vis spectroscopic data. The Levenberg-Marquardt algorithm is used in each iteration to 
update the decay profiles so as to reduce the ambiguity problem in MCR. It is shown that 
the MCR-NLR algorithm with non-negativity constraints is more robust and flexible than 
the classic MCR algorithm to analyse DOSY NMR data.  
 
3.2 Theory 
3.2.1 Data preprocessing 
The goal of data preprocessing is to remove effects that will deteriorate the subsequent 
multivariate analysis. We propose a two-step strategy: first correct for baseline drifts, and 
secondly remove frequency and phase shift.  
3.2.1.1 Baseline correction  
The baseline correction method applied here was proposed by Golotvin and Wiliams [8] 
and includes two steps. The first step is to recognise the baseline. This is done by placing 
the ith point in the centre of a rectangle window with a width of N spectral points. For 
each window the standard deviation is calculated and the smallest value is taken as the 
noise standard deviation (noise). If the difference of the minimal and maximal values in 
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the ith window is less than the noise standard deviation multiplied a predefined value n, 
then the ith point is considered to be in the baseline as described in Eq. (1): 
 
noiseii
nyy < )( minmax                                                                                                         (1) 
 
The parameters, the window width N and the noise multiplier n, can be chosen to adapt to 
different data sets. The second step is to calculate the smoothed spectrum by a moving 
average method. The baseline is defined by replacing the points in the spectrum found in 
Eq. (1) by the value of the smoothed spectrum and connecting the baseline fragments by 
straight lines. Finally, the calculated baseline is subtracted from the original spectrum. 
This baseline correction method is automatic and successfully removes most baseline 
distortion in DOSY data. 
3.2.1.2 Phase and frequency shifts correction 
As already mentioned, this paper proposes a combination of FIDDLE (also called 
reference deconvolution) [9,10] and a method presented by Witjes et al. [11,12].  
 
The procedures of FIDDLE are performed in the time domain. The experimental time 
domain is transferred to frequency domain by the Fourier transform. The reference peak 
is extracted by replacing other peaks in the spectrum with noise and transformed back to 
the time domain by the inverse Fourier transform. An ideal Lorentzian peak shape of the 
reference peak is defined and also transformed to time domain. The corrected signal is 
obtained by dividing the original signal in time domain by the reference time domain 
signal and then multiplying the desired estimation of the reference peak. Finally the 
corrected NMR spectrum is obtained by a Fourier transformation of the resulted time 
domain signals. This is a classic method for lineshape enhancement of a 1-D NMR 
spectrum. The drawback of FIDDLE, especially for the application of the DOSY NMR 
data, is that the ideal lineshape of the reference peak needs to be estimated for every 
spectrum. It is not possible to have the same estimate of the reference peak in every 
spectrum because the intensities in different spectra are not the same, i.e. they attenuate 
exponentially.  
 
The phase and frequency correction method proposed by Witjes et al. is designed to deal 
with the phase and frequency shift problems for a series of spectra. It is a method based 
on principal component analysis (PCA). All instances of a particular peak in the series of 
spectra are analysed by PCA to obtain a PC1 spectrum which can be regarded as the 
average spectrum.  Each spectrum can be approximately represented by a linear 
combination of the real and imaginary values of PC1 and one or more of their derivatives. 
The information of phase and frequency shifts is contained in the regression coefficients, 
which can be obtained by using classic least squares. Finally the phase correction is done 
in the frequency domain while the frequency shift is corrected in the time domain. The 
whole procedure is repeated until the shifts reach insignificantly small values. As a result, 
every peak is aligned in the same frequency position and phase value as the PC1 
spectrum. This method is simple and automatic. It doesn’t need the estimation of 
lineshape function one by one spectra. The shortcoming is that it can only perform the 
alignment to a single peak, one by one. This can give rise to discontinuities on the 
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baseline. Moreover, if it is applied to multi-peak correction, peak distortion can be caused 
(see below).   
 
Considering the Witjes method is able to correct the peak shifts and phase shifts of single 
peaks in a series of spectra, while FIDDLE can correct the peaks of a spectrum 
simultaneously, we propose to combine those two methods to preprocess the original data 
set. The basic procedures are based on FIDDLE. The main difference lies in the step to 
obtain the desired lineshape. Instead of estimating it spectrum by spectrum, the desired 
lineshape of the reference peaks in the spectra can be obtained by the Witjes method at 
once. The reference peaks should have the same peak shape and the same frequency. The 
procedures of the combination method are summarised in Figure 3.1.  
 
 
Figure 3.1: The combination of data enhancement procedures. (a) Baseline correction of the original data 
set; (b) extract the reference peak by substituting other peaks with backgrounds noises; (c) using Witjes 
method to align the reference peaks; (d) Inverse Fourier Transform (IFT) of the corresponding spectra into 
time domain; (e)  Calculation in time domain  to obtain the corrected signal; (f) Fourier transform (FT) into 
the corrected spectra (dash line in zoom-in image is the original spectrum).       
 
When this method is used, it is assumed that the peaks in the same spectrum have almost 
the same global phase and frequency shift. This is usually the case in the DOSY NMR 
data. The reference peak should be a single peak and contain signals from the first 
spectrum to the last one. The combined method then can correct the global shifts for the 
whole data set and therefore decrease the experimental artefacts significantly without 
introducing new artefacts such as discontinuities and new distortion.  
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3.2.2 Data analysis by MCR-NLR 
3.2.2.1 Finding the initial guess  
Several methods have been proposed to find good initial guesses for MCR. In Ref. [7] 
IPCA is applied for this purpose. In this paper, the orthogonal projection approach (OPA), 
adapted to the application of DOSY NMR data, is employed instead because OPA is 
more easily implemented and interpreted than IPCA while the resulted pure variables are 
nearly the same or even better. Orthogonal projection approach (OPA) is a stepwise 
procedure based on orthogonalisation method [14-15]. It was initially used to check peak 
purity in a chromatogram. Later OPA was employed to find purest spectra in HPLC-
DAD data and then trigger MCR-ALS to explore pure components in a mixture [16]. In 
each step of OPA, dissimilarities between all spectra and reference spectrum are 
calculated and the spectrum that has the highest dissimilarity is selected as the pure 
spectrum. The stepwise procedures continue until the dissimilarity spectra show random 
structure. In the case of the DOSY NMR data, a pure spectrum is only possibly present in 
the last few spectra because the intensities of some components vanish with the increase 
of the applied gradient. Therefore, it is logical to search pure variables on the frequency 
(chemical shift) dimension, i.e. search purest decay profiles. Before actually running 
OPA, the data set needs to be pre-treated by selective normalisation [14], i.e. variables 
with mean values greater than a predefined threshold are normalised to unit length while 
other variables remain unchanged.  Selectively normalising variables can eliminate the 
effects of the intensities. As a result, the amount of dissimilarity only depends on the 
angle between an individual vector and reference vectors. In the experimental data, it is 
difficult to obtain random dissimilarity spectrum even with a high number of pure 
variables. Hence, it is recommended to search more pure variables than the real number 
of components in a mixture and then plot the pure variables with the unit length to 1, i.e. 
normalised pure variables. If some pure variables show the same decay curves, then it can 
be considered that they account for the same component and hence only one of those pure 
variables is used to represent this component in the initial guess matrix.  
 
In some cases there is no pure variable available for some of or all of the components in 
the original data set. Consequently, only using OPA is not able to find all the pure 
variables. W. Windig et al. developed a method combining original with second-
derivative data to solve this problem [21-23]. Second derivative data are obtained by 
Savitzky-Golay method. The pure variables are then searched in the conventional data 
and second-derivative data sequentially by OPA. The resulted pure variables are 
normalised to unit length of 1 and plotted in the same figure. The number of pure 
components is determined visually by the number of the different decay profiles in this 
plot.       
3.2.2.2 MCR-ALS combined with non-linear least square regression 
(MCR-NLR)   
Generally, MCR-ALS with non-negativity constraints is capable of resolving pure spectra 
and decay profiles, provided a good initial guess is present. However, for a mixture that 
contains many components and hence may have many overlapping peaks, there is more 
ambiguity. What is more, even small experimental artefacts can also affect the 
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performance of MCR to such an extent that it is difficult to obtain unique solutions to the 
separation of pure components. Fortunately, MCR is very flexible so that extra 
constraints can be applied. Because the signals of DOSY NMR spectra attenuate 
exponentially with the increase of gradients levels, non-linear least square regression on 
decay profiles for each iteration of ALS can be used to reduce the rotation ambiguity of 
MCR. This can be done by the Levenberg-Marquardt algorithm with a pre-defined 
exponential function [19,20].  
 
The attenuation of signal of each component in DOSY NMR measurement is described 
by Eq. (2) [24]. In the exponential part of Eq. (2), D(n) is diffusion coefficient of the nth 
component (m
2
/s).  is the duration of gradient pulses (s) and  is the diffusion time (s), 
both of which are experiment constants set by the user. K is multiplication of , the 
gyromagnetic ratio of the 1H nucleus (rad S
-1
T
-1
), g, the gradient strength (T), and . I0(n) 
is the intensity before gradient strength g is employed.  
 
])3/)((exp[)(),( 20
2
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                                                                         (2) 
 
For a system with N components, the measured spectra are the sum of the intensities of 
the components and it can be expressed by Eq. (3): 
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According to the Eq. (2) and (3), a DOSY NMR data set of mixture is actually a bilinear 
data matrix as described in Eq. (4): 
 
T
SCI =                                                                                                                            (4) 
 
where C contains N column vectors, every of which accounts for a pure decay profile of a 
component, and S matrix contains the pure spectra, i.e.  
 
for nth column in C,   C(n) = exp[-D(n)( - /3)K2]                                                         (5) 
and the nth row in S,  S(n) =I0(n)                                                                                        (6) 
 
Therefore, MCR-ALS can be applied to resolved DOSY NMR data. Firstly, pure 
variables are selected by OPA and placed in matrix C. Then the corresponding spectra are 
calculated by least square regression as Eq. (7). A new set of decay profiles is obtained 
from the calculated spectra according to Eq. (8). The non-negativity constraints are 
applied to Eq.s (7) and (8). This alternating procedure proceeds until the residuals reach 
to a predefined convergence criterion. 
 
1)( = CCCIS TT                                                                                                        (7)  
1)( = SSSIC T                                                                                                            (8) 
(3) 
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Before starting a new iteration, Leverberg-Marquardt algorithm is applied to update the 
decay profiles C with an exponential function based on Eq. (5). By a transformation of 
natural logarithm, Eq. (5) is actually a linear regression problem with the increase K2 or 
g
2
. Polynomial fitting of the transformed equation can be used to obtain the initial 
estimation of parameters of Leverberg-Marquardt algorithm. The advantage of combining 
hard and soft modelling is that it can reduce the ambiguities of MCR and hence make the 
model more robust. In addition, the non-negativity constraints are also employed to 
obtain chemically and physically meaningful pure spectra and decay profiles. Finally, the 
relative root of sum of squared differences (RRSSQ) is used to assess the similarity 
between the reconstructed data and the original data: 
 
2
2
)(
)(
100%

 =
original
originaltedreconstruc
I
II
RRSSQ                                                                     (9) 
 
3.3 Experimental 
3.3.1 Simulated data 
One simulated data is constructed to examine the combination of FIDDLE and the Witjes 
method. This data set has been used in Ref [7]. It contains three components with the 
diffusion coefficients of 5.010-7, 1.010-6, and 1.010-7 cm2s-1. Thirty-two gradient 
levels (K
2
) from 6.4105-1.9321108 are employed. The two experimental constants  
and  are 100 and 5 ms, respectively. Additionally, in each spectrum of the data set, the 
peaks contain a frequency shift of -0.1-0.1 data point and a phase shift of -0.5°-0.5°. This 
is a global shift for each spectrum, which means the peaks in the same spectrum have the 
same frequency and phase shifts within the range. To make the data more realistic, 
completely random small shifts (1% of the global shift) are added to the data as well. In 
addition, the data also contain normally distributed noise with a standard deviation of 
0.035% of the highest peak intensity. 
 
A second simulated data set contains four diffusion components whose diffusion 
coefficients are 5.010-7, 1.010-7, 2.010-7, and 0.810-7 cm2s-1. It has the same 
gradients levels and experimental parameters as the one described above and also 
contains noise with a standard deviation of 0.035% of the highest peak intensity. It is 
supposed that this data set has been preprocessed by the methods mentioned above. Thus, 
there is only a small amount of frequency and phase shift, i.e. ±0.02 data point and 
±0.01°, respectively. This is a more complex data set in which there are more overlapping 
peaks and the diffusion coefficients of the components are closer to each other. It is used 
to examine the difference between the classic MCR and MCR-NLR. 
3.3.2 Experimental data 
The mixture is made by Océ-Technologies BV, Venlo. It contains Tinuvin 328 (0.5323 g), 
MvMv (0.3279 g), Ethyleen glycol (0.1356 g), Pyrazine (0.1370 g) dissolved in water and 
CDCl3. Two data sets of this mixture are recorded by Organon and Philips, respectively. 
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The same sample measured at two different locations with different conditions leads to 
slightly different results.    
 
The first data set, named EXP1, measured by N.V. Organon, Oss, contains small peak 
and phase shifts, as well as baseline distortion and baseline drifts.  Therefore, EXP1 can 
be used to examine the preprocessing method. The data were measured by a Bruker 
400Hz NMR spectrometer. A bipolar gradient simulated echo pulse sequence was used. 
The applied diffusion time () is 100ms and the duration of gradient pulses () is 1.2 ms. 
The maximum gradient is 53.5 Gauss/cm and it varies with 32 levels. Therefore, the data 
contains 32 spectra and in each spectrum there are 8192 points on the chemical shift 
dimension (size: 328192).     
 
The second experimental data set (EXP2), measured by Philips CFT, Eindhoven, almost 
has no shift problem but only a small baseline drifts are present. This data is also 
recorded by a Bruker 400Hz NMR instrument with the use of a bipolar gradient 
simulated echo pulse sequence. The maximum gradient applied is 54.4 Gauss/cm and 
there are 32 gradient levels used in the DOSY experiment. The size of the data EXP2 is 
also 328192. The applied diffusion time () is the same as those of data EXP1 but the 
duration of gradient pulses () is smaller (0.6 ms), so the intensities decay slowly and 
hence the regression coefficients of the exponential curves (relative diffusion coefficients) 
are closer to each other. This may cause difficulties to resolve the data if only applying 
classic MCR. Therefore, data EXP2 is employed to evaluate the performance of classic 
MCR and MCR-NLR.   
 
A DOSY spectrum of this mixture, calculated using the commercial XWINNMR 
Software (Bruker, Germany) [25], is shown in Figure 3.2A, where the components and 
their molecular weights are also displayed. This DOSY spectrum is obtained based on the 
algorithm of a single channel method, i.e. mono-exponential fitting. It reveals the 
components in the mixture reasonably and can be used as a reference of the resolved 
spectra resulted from the multivariate methods. The single channel method is able to gain 
good separation in this case because there is almost no overlapping peak contained in the 
mixture spectrum. However, one can see that the calculated diffusion coefficient of each 
peak varies in a considerable range even there is only one component contributing to one 
peak. This is also the main disadvantage of all the single channel methods [7]. If there are 
more overlapping peaks in a sample, it may be difficult to use the single channel methods 
and therefore applying multivariate methods is necessary. This is also the purpose of this 
paper to explore a more general algorithm with the multivariate methods. 
 
The experimental data sets used for the evaluation of MCR and MCR-NLR contain six 
components. However, there are only four components that can be resolved because the 
diffusion coefficients of Ethylene glycol and Pyrazine are very close to each other. 
Besides, the signal produced by the OH group of water at 1.8 ppm in chloroform and the 
OH group of ethylene glycol at 2.45 ppm are very dependent on the condition of the total 
solution. 
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Figure 3.2: Components of the chemical mixture. (A) The DOSY spectrum of experimental data; (B) the 
corresponding pure spectra. 
 
Because of the exchangeable nature of these protons, the signals can change in position in 
time. This can also be another reason why the two experimental data sets result in 
different pure spectra for the last two components (see below). The peak near 2.4 ppm is 
a combination of those two OH groups. Hence, it appears to interfere on the diffusion 
coefficient axis with chloroform in Figure 3.2A. Figure 3.2B gives the NMR pure spectra 
of the chemical compounds measured in the solvent of Chloroform.   
 
3.3.3 Software 
The data analysis is accomplished using MATLAB 6.0 from Math works [26]. The MCR 
algorithm used in this paper is modified based on the MCR function in PLS_Toolbox 2.1.  
All calculations are done on a Sun UNIX workstation. The software package, 
MULVADO, used for the calculation in this paper, is available on our website: 
http://www.cac.sci.kun.nl/.   
3.4 Results and discussions 
3.4.1 Assessment of preprocessing method 
3.4.1.1 Simulated data1 
The first simulated data set and the “true” pure spectra are plotted in Figure 3.3.  
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Figure 3.3: (A) The simulated DOSY NMR data; (B) The reference pure spectra of the corresponding 
components. 
 
There are two separated peaks and three peaks partially overlapping with one another. 
The problem of the Witjes method lies in the overlapping region. The zoomed-in image 
of the overlapping region is given by Figure 3.4A. If the frequency and phase correction 
are done peak-by-peak separately, then discontinuities will appear on the baseline, as 
indicated by arrows in Figure 3.4B. If the three peaks are corrected altogether, the peak 
shape can be distorted (see Figure 3.4C).  
 
On the other hand, when the data are corrected by the combination of FIDDLE and 
Witjes method, the phase and peak shifts are corrected and no new artefacts are 
introduced (see Figure 3.5).  
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Figure 3.4: Problem of the PCA-based correction for frequency and phase shifts. (A) The Zoom-in image 
of the partially overlapping region in the original data; (B) data correction peak by peak; (C) data correction 
with the three peaks together. 
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Figure 3.5: Illustration of the data correction by combining FIDDLE and the Witjes method. (A) The 
partially overlapping region in the original data; (B) the partially overlapping region after correction; (C) 
Zoom-in image after correction.    
 
To examine how the combined preprocessing method improves a DOSY NMR data, 
MCR is applied to the simulated data1 before and after correction. The resolved pure 
spectra and the corresponding decay profiles are shown in Figure 3.6. In Figure 3.6A, one 
A 
C 
B 
C 
A 
B 
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can see that the pure spectra of the first and second component are not resolved correctly. 
There are some peaks that are contributions from other components. This is because the 
position and the phase of the corresponding peak in different spectra are not consistent.  
Also, the corresponding decay profiles are not smooth. On the other hand, the pure 
spectra and the pure decay profiles are better resolved after data correction, as indicated 
in Figure 3.6B.   
 
           
012345678910
0
0.2
0.4
012345678910
0
0.2
0.4
012345678910
0
0.2
0.4
0.6
ppm
    
012345678910
0
0.2
0.4
0.6
012345678910
0
0.2
0.4
0.6
012345678910
0
0.2
0.4
0.6
ppm
 
0 0.5 1 1.5 2
x 10
8
0
20
40
60
80
100
120
140
160
180
200
K2
0 0.5 1 1.5 2
x 10
8
0
20
40
60
80
100
120
140
160
180
200
K2
Figure 3.6: The resolved pure spectra and pure decay profiles by MCR for simulated data1. (A) Obtained 
by the data before correction; (B) obtained by the data after correction. 
3.4.1.2 EXP1 
The data EXP1 is analysed by OPA and classical MCR. The pure spectra and decay 
profiles of the data set before and after correction resolved by MCR are plotted in Figures 
3.7 and 3.8, respectively. In Figure 3.7A, one can see that the peaks around 6 ppm from 
the second component are also present in other pure spectra, whereas these errors are 
reduced in the corrected spectra, as can be seen in Figure 3.7B. This is also the case for 
the peak around 0 ppm and around 1 ppm. Moreover, the last spectrum in Figure 3.7B 
contains lower intensities of the peaks from other components. The decay profiles from 
the data with correction are also smoother (see Figure 3.8). By comparing the DOSY 
spectrum in Figure 3.2A and the pure spectra in Figure 3.2B, the peak around 3.5 ppm in 
the last spectrum in Figure 3.7B dose not belong to any of the components in the mixture 
because it has a much slower decay behaviour (see Figure 3.8). This could be caused by 
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2 
3 
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the formation of an unknown impurity, which may lead to the mixed peak of water and 
ethyleenglycol that is too small to be separated. Moreover, the intensities of the peak near 
7.25 ppm accounting for the chloroform is very low because of evaporation.  
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Figure 3.7: Pure spectra of data EXP1: (A) before correction; (B) after correction. 
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Figure 3.8: The corresponding decay profiles of data EXP1: (A) before correction; (B) after correction.                                        
3.4.2 Comparison of MCR vs MCR-NLR 
3.4.2.1 Simulated data2 
The second simulated data set contains more overlapping region and four components 
(see Figure 3.9). This more complex data set is used here to examine the performance of 
classical MCR and the combination of soft and hard modelling method, i.e. MCR-NLR. 
The pure variables are found by OPA and second derivative method, as described already 
in Section 3.2. The resolved pure spectra obtained from the two methods are given by 
Figure 3.10. It shows that the combination method MCR-NLR can gain much better 
resolution of the pure spectra than the classical MCR in which only non-negativity 
constrain is applied. The calculated diffusion coefficients (D) and the RRSSQ values are 
shown by Table 3.1. The D values acquired by both methods are very similar, although 
those values from MCR-NLR are a little closer to the corresponding reference values. 
Also, the RRSSQ is slightly better with MCR-NLR. 
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 Figure 3.9: The more complex simulated data2. (A) The raw data and (B) The reference pure spectra. 
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Figure 3.10: Resolved pure spectra of the simulated data2 by (A) MCR; (B) MCR-NLR. 
 
Table 3.1 Diffusion coefficients (10-7 cm2/s) of the simulated data obtained from MCR and MCR-NLR 
 Reference value MCR MCR-NLR 
Comp.1 5.000 5.040 5.021 
Comp.2 1.000 1.006 0.994 
Comp.3 2.000 1.984 1.986 
Comp.4 0.800 0.769 0.778 
RRSSQ 0 1.03% 0.88% 
 
From the results above, it can be seen that the classic MCR has difficulties in dealing 
with data that contain overlapping peaks in the presence of even a small amount of 
artefacts. Also, the similarity of the diffusion coefficients is another reason why the 
classical MCR is not able to resolve the pure components properly. The disadvantage of 
most curve resolution method is that the solutions are not unique; i.e. there are infinite 
pure spectra and the decay profiles that can fulfil Eq. (4) with the same residuals between 
the constructed data and the original data [27]. This disadvantage can be overcome by 
applying non-negativity constraints to the solutions, which is described as the classical 
MCR in this paper. However, as there are more overlapping peaks in the data, non-
negativity constraints can only remove part of the non-uniqueness problem. By applying 
NLR in each iteration of the classical MCR, the pure decay profiles are forced to follow 
exponential decay more strictly and hence results in unique solutions.  
3.4.2.2 Exp2 
Following the same procedures as described before, i.e. after the data correction, first 
using OPA to find the pure variables, and then running the multivariate methods, four 
pure spectra and decay profiles are found. Since the data Exp2 does not contain distinct 
peak and phase shifts, the preprocessing procedure mainly correct the baseline shift 
problem and the peak and phase position remain more or less the same after correction. 
The resolved pure spectra are displayed in Figure 3.11. Compared to the DOSY spectrum 
in Figure 3.2A and the pure spectra in Figure 3.2B, one can see that the pure spectra from 
MCR-NLR are better resolved than those obtained from the classical MCR. The classical 
MCR can only reasonably resolve the first component, Tinuvin 328, but fails to separate 
the others.  
B A 
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Figure 3.11: Resolved pure spectra of the data EXP2 by (A) MCR; (B) MCR-NLR.  
 
Table 3.2 Relative diffusion coefficients of the experimental data obtained from MCR and MCR-NLR. 
 MCR MCR-NLR 
Tinuvin 0.0173 0.0174 
MvMV 0.0230 0.0228 
EG &Pyrazine 0.0274 0.0274 
Water & CHCl3 0.0454 0.0481 
RRSSQ 0.31% 0.94% 
 
Table 3.2 presents the relative diffusion coefficients of the components calculated by the 
two methods and the RRSSQ values. Again, one can see that there is only a tiny change 
in diffusion coefficients, which indicates the diffusion coefficients are relatively more 
stable than the pure spectra. An interesting thing is that the RRSSQ values from MCR-
NLR are higher than that from the classical MCR. This is because the classical MCR 
minimise the residuals as much as possible while imposing a kinetic model on the data is 
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trying to correct an imperfect exponential decay profile. As a result, more residuals can 
be introduced. 
3.5 Conclusions  
 
The quality of DOSY NMR data can be improved by a set of carefully selected 
preprocessing methods. Baseline distortion and baseline drift can be eliminated by the 
automatic baseline correction method. The frequency and phase shift problem can be 
reduced by the combination of FIDDLE and the Witjes method. When using this 
combined method, it is assumed that the data have the same global shift of the peaks in 
the same spectrum and the small random variation can be ignored. For the data that have 
large dynamic shift in the whole spectrum, the data can be divided with two or several 
parts on the chemical shift dimension and the combined method is applied to part of the 
data each time. Preprocessing of the original data can improve the data quality and hence 
help to identify pure components more easily from MCR. As the data set is getting 
complex, i.e. many overlapping peaks, similar diffusion coefficients, and so on, the 
solution of MCR is not unique any more. In this difficult situation, MCR-NLR, the 
combination of soft and hard modelling method, can be applied to eliminate the 
ambiguities and result in more reasonable resolution.  
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Diagnostic analysis of experimental artefacts in 
DOSY NMR data by covariance matrix of the 
residuals 
 
 
Multivariate curve resolution (MCR) has been applied to separate pure spectra and pure 
decay profiles of DOSY NMR data. Given good initial guesses of the pure decay profiles, 
and combined with the non-linear least square regression (NLR), MCR can result in good 
separation of the pure components. Nevertheless, due to the presence of artefacts in 
experimental data, validation of a MCR model is still necessary. In this paper, the 
covariance matrix of the residuals (CMR), obtained by postmultiplying the residual 
matrix with its transpose, is proposed to evaluate the quality of the results of an 
experimental data set. Plots of the rows of this matrix give a general impression of the 
covariance in the frequency domain of the residual matrix. Different patterns in the plot 
indicate possible causes of experimental imperfections. This new criterion can be used as 
diagnosis in order to improve experimental settings as well as suggest appropriate 
preprocessing of DOSY NMR data.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
R. Huo
a
, R.A. van de Molengraaf
b
, J.A. Pikkemaat
b
, R. Wehrens
a
, and L.M.C. Buydens
a
.  Diagnostic 
analysis of experimental artefacts in DOSY NMR data by covariance matrix of the residuals. Journal of 
Magnetic Resonance 172 (2005) 346-358. 
 
a 
Institute for Molecules and Materials, Analytical Chemistry, Radboud University Nijmegen, The Netherlands. 
b
 Philips Research, Materials Analysis, Prof. Holstlaan 4, 5656 AA Eindhoven, The Netherlands.  
 
                                                                                                                     
                                                                                                                     Chapter 4 
 
 58
 
4.1 Introduction 
 
Diffusion ordered spectroscopy (DOSY) NMR has been regarded as a potential non-
destructive alternative to LC-NMR to identify pure components in a mixture [1-3]. 
Basically, the individual spectra of the components in a mixture can be pseudo-separated 
according to their respective diffusion coefficients. Previous research has indicated that 
multivariate curve resolution integrated with non-linear least square regression (MCR-
NLR) and good initial decay profile estimation is a general method to provide reasonably 
well-resolved spectra and decay profiles [4-5]. However, the performance of MCR is still 
quite sensitive to the quality of the data. Antalek [6] describes that there are three main 
error sources during DOSY data acquisition which can cause artefacts and hence can 
affect the quality of DOSY NMR data. These are eddy currents, a nonuniform magnetic-
field gradient, and convection. In addition, common artefacts like line broadening during 
the experiment, e.g. introduced by time-varying inhomogeneity of magnetic field, (large) 
peak shifts caused by time-dependent temperature variation, and baseline artefacts can 
also decrease the quality of a data set. This paper will focus on analysing the artefacts 
induced by eddy currents, time-dependent temperature variation, baseline distortion, and 
increasing inhomogeneity of magnetic field during the experiment. Eddy currents are 
mainly caused by fast switching (on and off) of a magnetic-field gradient. If eddy 
currents persist during acquisition of the FID, they can produce distortions in the spectra 
such as phase distortion and line broadening. The extent of the distortion is dependent on 
the strength of the applied gradient pulse. This effect leads to incorrect diffusion 
constants [6]. Also time-varying sample temperatures may lead to serious problems, 
because in some cases even very small changes of the temperature during the experiment 
can cause relatively large frequency shifts in the spectra [7]. In addition, time dependent 
inhomogeneity in the B0 magnetic field, i.e. decreasing shim during the experiment, can 
lead to line broadening and lineshape distortion [7]. This can result in deviation of pure 
exponential decay of the measured signals in a DOSY experiment. Phase and baseline 
distortion are commonly present and may have several causes, e.g. a disparity between 
both echo times in the DOSY pulse sequence and hardware imperfection. After phase 
correction, which should always be done, baseline errors appear. This is a well-known 
shortcoming of the discrete Fourier transform (DFT) algorithm [8]. These experimental 
artefacts can have a negative effect on the results of data processing and hence they 
should be diagnosed and minimised as much as possible. Although convection can also 
cause major artefacts in DOSY data, it will not be discussed in this paper because it is 
very difficult to do experiments with a controlled amount of convection without 
introducing other artefacts [9,10]. 
  
Validation of a model is an important part to evaluate the reliability of the resolved pure 
spectra and decay profiles. When a model goes wrong, it may have two reasons. It can be 
the result of either the misuse of the MCR algorithm or from the presence of significant 
experimental artefacts in the data set. In general, residuals can give an indication of the 
goodness of a model. Usually, the relative root of sum of square differences (RRSSQ) is 
used to describe the quality of a MCR model [11]. However, RRSSQ only provides a 
general error value of the model and doesn’t present diagnostic information. Moreover, in 
some cases the value of RRSSQ does not change but the resulting models are different. 
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The residual matrix, the difference between the original data and the reconstructed data, 
on the other hand, contains a lot of valuable information to evaluate the model. Therefore, 
it is useful to plot the residual matrix for visual inspection. There are a few ways to do it 
[12,13]. The residuals can be plotted versus the chemical shift (plot each row, called 
residual spectrum), or versus the gradient square values that are used to create a series of 
decaying NMR spectra (plot each column, called the residual decay profile). Ideally, the 
plots should show random structure (corresponding to the experimental noise) if the 
model is correct. Nevertheless, due to the existence of experimental artefacts, there are 
deviations from the pure exponential decay in the data when the intensities of the NMR 
signals are plotted against the gradient strengths. As a result, the residuals plot can still 
show non-random structure, even for simple cases. This paper proposes a new graphical 
diagnosis tool to identify possible sources of experimental artefacts in the DOSY NMR 
data, if there are any. This plot is constructed by covariance matrix of residuals (CMR), 
in which each row (or column, which are the same) is plotted versus the values of squared 
gradients or the sequence of the spectra. It can provide a summary of the covariance of 
residuals in the frequency dimension at a glance.  
 
In this paper, five computer-simulated data sets and four experimental data sets were 
generated with deliberately adding different kinds of artefacts. The choice of these 
artefacts is based on the common problems encountered in the acquisition of DOSY data 
as mentioned above. Since the intention of this paper is to use a diagnostic tool to 
optimise the experimental settings, the data are relatively simple, i.e. the simulated data 
have at least one pure variable for each of the component and the experimental data 
contain no overlapping peaks. Hence, good initial guesses of the pure decay profiles can 
be easily obtained by a pure variable method such as the orthogonal projection approach 
(OPA) [14], which means that pure components in the original data can be well-resolved 
by MCR-NLR easily too. The residuals of each calculated MCR model are calculated and 
the corresponding CMR plots will be shown. It is shown here that the CMR plot shows a 
characteristic pattern for each particular artefact. Thus, by studying the CMR plots, the 
possible experimental artefacts in the data set can be identified. This can provide a 
diagnostic way for experimental optimisation. In addition, the CMR plot can also suggest 
what preprocessing techniques should be applied to improve the quality of the data.  
 
4.2 Theory 
4.2.1 The MCR Model of the DOST NMR data 
The procedures of processing DOSY NMR data have been described previously [4-5]. 
Here only a brief review is given. The initial guesses of decay profiles are obtained by the 
pure variable method OPA. Pure decay profiles and pure spectra are resolved by the 
alternating least square (ALS) in MCR [15].
 
Due to the presence of artefacts and 
rotational ambiguities, the solutions of MCR are not always unique, which may make the 
iteration stop in a wrong solution without changing the fitting errors. Therefore, 
constraints need be applied in each iteration of MCR. Non-negativity constraints are used 
to get the meaningful chemical and physical information and non-linear least square 
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regression is used to force pure exponential decay profiles and presents a better solution 
for MCR [16,17].
 
The signals of nth component are obtained as described in Eq. (1): 
 
])3/)((exp[)(),( 20
2
KnDnIgnI =                                                                          (1) 
K=g  
 
where D(n) is the diffusion coefficient of the nth component (m
2
/s).  is the duration of 
gradient pulses (s) and  is the diffusion time (s), both of which are experiment constants. 
K is multiplication of , , the gyromagnetic ratio of the 1H nucleus (rad s-1T -1), and g, 
the gradient strength (T m
-1
). I0(n) is the intensity when the gradient strength g is zero. 
With several components in the sample, the recorded signals (I) are the summation of Eq. 
(1). 
The model of MCR is represented by Eq. (2):  
 
T
SCI = + E                                                                                                                     (2) 
 
where C represents resolved pure decay profiles of the exponential term in Eq. (1) and S 
contains the resolved pure spectra which is I0(n) in Eq. (1). E is the difference between 
original data and the calculated data, i.e. the residual matrix. 
4.2.2 Diagnosis of DOSY NMR data by CMR 
The conventional criterion to evaluate an MCR model quality is the relative root of sum 
of square differences (RRSSQ) [11].
 
It can be calculated by Eq. (3): 
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The ideal prediction should lead to the value of RRSSQ close to zero. This criterion gives 
an overall assessment of the goodness of fit of the model but doesn’t provide diagnostic 
information.  
 
The residuals matrix E contains diagnostic information of a data set. It is the difference 
between the original data matrix and the predicted data matrix:  
 
Eresi= Ioriginal - Ipredicted                                                                                                         (4) 
 
A plot of residuals can evaluate the MCR model of DOSY NMR data visually. One type 
of plot is obtained by plotting the residuals versus the chemical shift, i.e. the rows of the 
residual matrix. This will be called residual spectrum in the following. In the residual 
spectra of the experimental data, there are always some sharp peaks present in the signal 
part of the residual spectra because the variance of a region containing a peak is much 
higher than that of an area without signal. Therefore, the residual spectra hardly ever 
show a random noise pattern, even if the artefacts in the experimental data are very small. 
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The residuals can also be plotted as a function of the gradient strength, i.e. the columns of 
the residual matrix (variables of the matrix). However, with a large number of variables, 
plotting each of them is very cumbersome and the diagnostic information behind the 
graphs is difficult to be seen. In this paper we propose to plot the covariance matrix of 
residuals (CMR), by which one can visualise the structure of residuals more easily. Hence, 
it can provide diagnostic information better. Since it is the covariance between the 
residual spectra that is of interest, CMR is obtained by postmultiplying the residual 
matrix by its transpose, as described in the following equation: 
 
resiresiresi
EEZ '=                                                                                                                   (5) 
 
The residual matrix contains r rows and c columns, which has the same size as the 
original data set (r = number of gradient values; c = number of spectral data points). 
Therefore, CMR, which is Zresi, contains the size of rr and the plots of its rows (or 
columns) summarise the information of the covariance of the residual spectra. If the data 
are of good quality and the model is correct, then there is no correlation or covariance in 
any row of the residual matrix and the plot of CMR shows random structure with unique 
variance. When there is high covariance between two of the residual spectra or there is a 
gross error in an individual spectrum (outlier), the corresponding elements of the CMR 
will have a very high value. Also, if there is a trend with the variables in the gradient 
dimension of the residual matrix, then the CMR plot will show it clearly.  
 
4.3 Experimental  
4.3.1 Simulated data 
A simulated data set containing three components is used to examine the response of 
CMR to the simulated experiment artefacts. The stacked plot of the data set and the pure 
spectra of the components (frequency domain) are shown in Figure 4.1.  
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Figure 4.1 (A) A stacked plot of the simulated data set; (B) the pure spectra of the components.  
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The spectral width is 10 ppm in one thousand data points. The first component contains 
one Lorentzian peak at 5.01 ppm. The maximum intensity of the peak is 100 arbitrary 
units (U). The second component contains two Lorentzian peaks at 2.51 ppm and 5.21 
ppm, with the maximum intensities of 100 U and 50 U, respectively. The third 
component consists of three peaks at 2.51, 4.81, and 7.51 ppm. The maximum intensities 
of the peaks are 100, 50, and 50 U. The line widths (half-widths at half maximum) of the 
peaks are the same, which is 3.3 data points.  The diffusion coefficients of the three 
components are 5.0010-10, 5.0010-9, and 1.0010-9 m2s-1, respectively. The simulated 
data set contains 32 spectra with equally spaced K
2
 values ranging from 1.0143108 to 
3.06221010 m-2, and =0.1 s, =5 ms. The data set contains white noise with the 
standard deviation of 0.04% of the lowest peak intensity. Five different kinds of 
simulated artefacts, as mentioned above, are added to this data set. The simulation is 
analogical to the experimental situations under which experimental artefacts are 
deliberately created (see below). 
 
The first data set, named Sim-no-artefacts, contains small random phase and frequency 
shifts between spectra that are typically present in measured DOSY data of high quality. 
Peak shifts ranging from –0.05-0.05 data points and phase shifts -0.5°-0.5° are introduced 
randomly in each spectrum. This spectral shift can be corrected by a preprocessing 
method (combination of FIDDLE and Witjes’ method [5]). To make the data more 
realistic, small global random shifts (which means that the peaks shift relative to one 
another in the same spectrum and cannot be corrected by the preprocessing method 
mentioned above), is added to the data set as well. The amount of the global random peak 
shifts is between –0.002 and 0.002 data points and that of random phase shifts varies 
between –0.005° and 0.005°. These global random shifts and the same noise level will be 
introduced to the following data sets as well.  
 
The second data set, named Sim-eddy, simulates the effects of eddy currents. Because 
eddy currents can create first order phase shifts and line broadening, two data sets will be 
simulated (Sim-eddy-phase and Sim-eddy-width) with the two effects separately so as to 
interpret the CMR plot more easily. For this data analysis, the magnitude of the artefacts 
is taken to increase linearly as a function of gradient strength. First, in addition to the 
same level of white noise and the global random shifts as present in the previous data set, 
each spectrum in Sim-eddy-phase contains a phase distortion varying from 0 to 17.8° 
linearly at the peak of 2.5 ppm (here only the phase of the peak at 2.5 ppm is varied for 
easy illustration, but the CMR plot displays more or less the same pattern if all the peaks 
in each spectrum are varied with the same phase distortion). Here we assume that the 
phase distortion increases linearly as a function of the gradient strength. Likewise, the 
first order line broadening is produced in Sim-eddy-width with the values linearly 
changing from 0 to 0.015 data points through all the increments.      
 
The third data set, named Sim-temp, simulates the artefacts resulting from temperature 
variation during a DOSY experiment. In addition to the global random shifts and noise as 
present in Sim-no-artefacts, Sim-temp contains linearly changing (time-dependent) 
frequency shifts. It is supposed that there are no temperature-dependent frequency shifts 
in the first ten spectra because of unobvious temperature variation. Then from the 11
th
 to 
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the 32
nd
 spectrum, the peak of 2.51 ppm starts to shift with equal steps of 0.03 data points 
up to a maximum shift of 0.23 data points in the last spectrum.  
 
The fourth data set, Sim-baseline, simulates the effects of baseline distortion. To do this, 
a phase distortion of 3.4° is introduced to all the peaks of this data set. Then the data is 
corrected for the phase distortion so that baseline distortions are created. 
       
The fifth data set, Sim-field, simulates an increasing inhomogeneity of the magnetic field 
during the acquisition of a DOSY data set, which results in an increase of the line width. 
A change in the line shape, an additional effect of field inhomogeneities, is not simulated. 
This effect may arise many different forms. Here, it is assumed that the main increase in 
the line width occurs during the first 21 spectra. The line widths of all peaks in the first 
21 spectra increase with steps changing from 0.66 data points to 0.132 data points 
linearly. Then for the rest of the spectra (22 to 32) the line widths become more stable 
and the steps change from 0.11 data points to zero data points in the last spectrum.  
4.3.2 Experimental data 
The experimental data are measured from a mixture containing 5 l acetone (C3H6O), 5 
l water (H2O), and 5 mg DSS (2,2-dimethyl-2-silapentane-5-sulfonic acid) in 0.5 ml 
D2O. The DSS-signal was calibrated at 0 ppm. The 
1
H-NMR spectra were obtained on a 
Bruker Avance 300-MHz spectrometer, making use of a 5mm Inverse Broad Band probe, 
equipped with a Z-gradient (maximum gradient strength of 54 G/cm). A stimulated spin-
echo [18] sequence with bipolar gradients [19] and a spoiler gradient between the 2
nd
 and 
3
rd
 90
o
 pulse (to dephase unwanted magnetization) was used. All experiments were done 
at 298K (except data Exp-temp). The amount of diffusion weighting was varied by 
increasing the diffusion gradient from 2% to 95% of the maximum gradient strength in 32 
linear increments. The DOSY-experiments were performed with a  (time duration of the 
applied gradient pulse) of 2 ms and a  (diffusion time) of 80 ms. The residual signal 
intensities at the last increment are 1% for H2O, 7% for C3H6O and 25% for DSS, relative 
to the signal-intensities of the first experiment. All spectra were recorded with a spectral 
width of 15 ppm with 32k data points.  
 
The first experimental data set, Exp-no-artefact, is recorded with fully optimised 
experimental settings (no deliberate artefacts were introduced). 
 
At the second experimental data set, Exp-temp, the temperature is decreased from 298.0 
to 297.8 K in a linear way during the first 20 minutes of the experiment. With this 
experiment, time-dependent temperature variation is introduced.  
 
The third experimental data set, Exp-baseline, is recorded with a deliberate disparity 
between both echo-times in the pulse sequence. In this way, after discrete Fourier 
transformation and phase correction, the spectra show baseline artefacts [7] (nonzero 
offset and curvature). 
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The fourth experiment, Exp-field, the Z1-shim was linearly reduced to approximately 
95% of the optimal intensity of the 
2
H-lock signal. This experiment introduces time- 
dependent variation of the magnetic field homogeneity.  
4.3.3 Data analysis  
The data analysis is performed by MCR-NLR and then the CMR of the models are 
calculated. All calculations were done in MATLAB 6.5.1 on a SUN Unix workstation. 
The software package used for data preprocessing (combination of FIDDLE and Witjes’ 
method) and data analysis (MCR-NLR) is available on our website: 
http://www.cac.science.ru.nl/.  
 
4.4 Results and discussions 
4.4.1 CMR plots of simulated data 
4.4.1.1 Spectral shifts artefacts and no significant artefacts  
The data Sim-no-artefacts only contains random spectral shifts which can be corrected by 
the preprocessing method (FIDDLE and Witjes’ method). The CMR plots obtained from 
Sim-no-artefacts before and after correction for the spectral shifts are presented in 
Figures 4.2A and 4.2B, respectively. Since CMR is a symmetric matrix (i.e. a matrix 
equal to its transpose) with a size of rr (r is the number of the rows, or spectra in the 
original data), one can plot either its rows or columns. In the CMR plots shown in this 
paper, the elements of the rows are plotted against the number of the spectra, i.e. the 
number of the gradient increments. In the examples shown here this number goes from 1 
to 32.  
 
 
     
 
 
 
Figure 4.2: The CMR plots of the data Sim-no-artefact. (A) Before data correction; (B) after data 
correction (leaving out the diagonal elements). 
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As can be seen, the CMR plot in Figure 4.2A displays diamond shapes. The diamond 
shapes are the result of the spectral shifts predominant in the original data, which can be 
caused by the imperfect experimental conditions. Figure 4.2B shows a CMR plot of the 
corrected data leaving out the diagonal elements. A diagonal element of CMR represents 
the covariance of a residual spectrum with itself, which is always high compared with the 
values of other elements when there are no significant artefacts in the original data. If 
there are not many artefacts in the original data, the relatively high values of the diagonal 
elements in the CMR can hinder visualisation of the structure of the CMR, while if the 
original data contain a considerable amount of artefacts, a CMR plot will look more or 
less the same with or without diagonal elements. Therefore, it is recommended to leave 
out the diagonal elements. This can eliminate the interference caused by them without 
losing useful information. Thus, the diagonal elements are left out and one can see that 
the CMR plot shows random structure. This indicates that the model is well resolved and 
there are no obvious experimental artefacts in the original data.  
 
Figure 4.3 explains the diamond shapes of the CMR plot in Figure 4.2A. Figure 4.3A 
displays a small spectral region of the first five different rows of the residual matrix 
around the signal at 2.5 ppm. After reconstruction with MCR-NLR, signals in a DOSY 
data set appear at a constant-average-frequency for every row. If, for a certain row, the 
original signal was at a lower frequency as compared to the same signal in reconstructed 
data set (as is the case for the signal at 2.5 ppm in rows 2 and 5, see Figure 4.3A), the 
residual plot around the peak at 2.5 ppm shows (from left to right) first negative values 
and then positive values. Oppositely, if the original signal was at a higher frequency, then 
the residual spectrum will look as the mirror image (as is the case for the first residual 
spectrum in Figure 4.3A).  
 
 
  
 
 
 
Figure 4.3: Graphical explanation of the diamond shape of CMR from spectral peak and phase shifts. (A) 
Zoomed-in image of the first five residuals spectra (rows) at around 2.5 ppm; (B) Zoomed-in image of the 
first five rows of the CMR plot containing seven elements.   
 
Figure 4.3B shows the corresponding zoomed-in CMR plot containing the first five rows, 
where only the first seven matrix elements of each row are displayed. In Figure 4.3B, one 
can see that there are some high negative and some high positive covariance values 
B A 
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displayed in the CMR plot. The values of covariance describe the relationship of each 
pair of the residual spectra. For example, in the line representing the first row of CMR 
(row 1), each point illustrates the covariance between the first residual spectrum and each 
of other spectra. Therefore, a negative value at the second point (indicated with a circle in 
Figure 4.3B) means that there is a negative relationship between the first and the second 
residual spectrum. This can be compared to the corresponding residual spectra in Figure 
4.3A. Likewise, the positive value at the fourth point (in row 1) indicates a positive 
relationship between the first and the fourth residual spectrum. It is the positive and 
negative relationships of the residuals spectra that lead to the diamond shapes appearing 
in the CMR plot. 
4.4.1.2 Eddy-current artefacts 
The CMR plots of Sim-eddy-phase and Sim-eddy-width are given by Figures 4.4A and 
4.4B, respectively. Figure 4.4A clearly contains two kinds of curves: one kind has broad 
extrema (local minima or maxima) and the other kind shows a mirror image of an 
exponential decay shape. The structure of the curves in Figure 4.4B contains broad 
extrema, which is similar to the first kind of structure in Figure 4.4A. Figure 4.5 explains 
these two kinds of structure in CMR plot using the first and the 18
th
 rows of the CMR 
plot in Figure 4.4A as examples. 
 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4: The CMR plot of the data Sim-eddy-phase (A) with the effect of first order phase shift; and 
Sim-eddy-width (B) with the effect of first order line broadening.  
 
Figure 4.5A is a plot of the first residuals spectrum, i.e. first row of the residuals matrix. 
It can be seen that the residuals intensity is highest at 2.51ppm. The sharp peak around 
2.5 ppm in the residual spectrum is due to the simulated eddy current artefacts occurring 
in the same position of the spectra in the original DOSY data (Sim-eddy). The plot of the 
column of the residual matrix at 2.51 ppm is shown in Figure 4.5C.  In this curve the 
intensity reaches to maximum and then decrease gradually. As defined [20], the 
covariance not only depends on the association between pairs of residual spectra, but also 
the intensities of the residuals. Therefore, if there is a trend in the variables with high 
intensity in the residual matrix, then the CMR plot will show the same structure. Because 
of the highest intensity at 2.51 ppm in the first residuals spectrum, the first row of the 
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CMR plot will display the same structure as that at 2.51 ppm. Figure 4.5E represents the 
first row of the CMR plot and it displays a mirror image (same structure) of that in Figure 
4.5C, which is also a curve with an extremum. Similarly, Figures 4.5B, 4.5D, and 4.5F 
illustrate the decay curves in the CMR plot. The 18
th
 row of the CMR plot shows the 
same structure as the residuals plot at 2.38 ppm because in the 18
th
 residual spectrum 
(Figure 4.5B) there are more intensities contributing to this structure than in the first 
residual spectrum. From Figures 4.4 and 4.5, the decay curves in the CMR plot become 
more distinct as the phase distortion increases.  
 
 
 
Figure 4.5: Graphical explanation of the CMR structure of the data Sim-eddy-phase. (A) Plot of the first 
residuals spectrum; (B) plot of the 18
th
 residuals spectrum; (C) plot of the residuals at 2.51ppm; (D) plot of 
the residuals matrix at 2.38ppm; (E) plot of the first row of CMR; (F) plot of the 18
th
 row of the CMR.  
 
From Figures 4.4A and 4.4B, it can be seen that the effect of eddy currents can produce at 
least two different structures in the CMR plot, depending on the relative contributions of 
phase distortion and line broadening.    
4.4.1.3 Time-dependent temperature variation artefacts 
For certain components, a typical characteristic of a data set under the time-dependent 
temperature variation is time-dependent peak shifts. The CMR plot in Figure 4.6A, 
obtained from data set Sim-temp, can be used to diagnose the time-dependent peak shifts. 
Figure 4.6B and Figure 4.6C explains the shape displayed in Figure 4.6A under the effect 
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of the time-dependent peak shifts. Figure 4.6B shows the original values and the 
calculated values at 2.51 ppm in the logarithm coordinate and Figure 4.6C shows plots of 
the residuals at 2.51 ppm. Due to the time-dependent peaks shifts starting from the 11
th
 
spectrum, the highest peaks in the CMR plot (Figure 4.6A) can be regarded as a big 
diamond shape resulting from global random shifts.  Then the intensities at 2.51 ppm 
from 11
th
 spectrum become smaller gradually and hence deviate from linearity. 
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Figure 4.6: (A) The CMR plot of the data Sim-temp; (B) plots of the logarithm of the original values (stars 
“*”) and the calculated values (lines) at 2.51 ppm; (C) plot of the residuals at 2.51 ppm.  
 
Therefore, curvature is created from the 11
th
 spectrum in Sim-temp, which leads to the 
structure of the corresponding residuals plot with a high peak in the beginning and a 
small parabolic shape in the following (see Figure 4.6C). As a result, the CMR plot also 
shows the same pattern. 
4.4.1.4 Baseline artefacts 
In Figure 4.7A, the CMR plot obtained from Sim-baseline shows a series of curves with 
decay tendency. This indicates there is a bias in the original data. In Figure 4.7B, the 
original data and the reconstructed data at 4.81 ppm are plotted. It is difficult to see the 
difference between the two curves. However, because baseline distortion occurs in the 
original data while it is minimised or eliminated in the reconstructed data, there is a bias 
between the original data and the reconstructed data. As a result, the residual plot shows a 
trend of an inverse decay curve, as shown in Figure 4.7C. Therefore, this trend is also 
displayed in the CMR plot.  
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Figure 4.7: (A) The CMR plot of the data Sim-baseline; (B) plots of the original values (stars “*”) and the 
calculated values (line) at 4.81 ppm; (C) plot of the residuals at 4.81 ppm.  
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4.4.1.5 Inhomogeneity of the magnetic field  
The CMR plot of Sim-field is given in Figure 4.8A. As can be seen, a parabolic shape is 
present at the beginning of the CMR plot. When the change of the line widths in Sim-
field is getting stable, the curves become flat. This structure of CMR plot can be 
considered as an indication of inhomogeneity of the magnetic field varying during the 
data acquisition. This is explained by Figures 4.8B and 4.8C. In Figure 4.8B, the original 
values and the corresponding fitting curve at 5.03 ppm of Sim-field are plotted. Due to 
the systematic line broadening effects caused by inhomogeneity of the magnetic field, the 
attenuation of the original values deviates from pure exponential decay. 
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Figure 4.8: (A) The CMR plot of the data Sim-field; (B) plots of the original values (stars “*”) and the 
calculated values (line) at 5.03 ppm; (C) plot of the residuals at 5.03 ppm.  
 
In this simulation the original values have a systematic change crossing the fitting curve 
for the first part and then the deviation of the pure exponential decay becomes more 
stable. Thus, this results in a CMR plot with a shape shown in Figure 4.8C, in which the 
parabolic shape indicates the first part due to the systematic change of the exponential 
decay while the curve becomes flat as the signals follow pure exponential decay better.    
4.4.2 Experimental data 
To illustrate the performance of the CMR plots in real data, experimental data recorded 
with and without introducing deliberate artefacts are obtained, similar to the computer-
simulated data mentioned above. Figure 4.9A shows the DOSY NMR data of a mixture 
containing water, acetone, and DSS. The pure spectra of the compounds are given in 
Figure 4.9B.  
 
Four data sets are acquired, including one without any deliberate artefacts (Exp-no-
artefact), one with time-dependent temperature variation effects (Exp-temp), one with 
baseline artefacts (Exp-baseline), and finally one recorded with a time-dependent 
decrease of the optimal shim setting (Exp-field). The effect of eddy currents is not 
analysed because it appeared difficult to introduce obvious eddy currents in a controlled 
way during the DOSY-experiment with the equipment and the available gradient strength. 
In addition, the pulse sequence used for the experiments is designed to reduce eddy 
currents as much as possible [21].  
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Figure 4.9: Plots of the data Exp-no-artefacts. (A) The original data set; (B) the corresponding pure spectra: 
(i) H2O; (ii) acetone; (iii) DSS.  
 
The CMR plots obtained from the data set Exp-no-artefact before and after spectral shifts 
correction are displayed in Figures 4.10A and 4.10B, respectively. As can be seen, the 
CMR plot in Figure 4.10A shows diamond shapes, which relates to the presence of 
spectral shifts. After the original data are corrected, the corresponding CMR plot shows 
random structure and the values of residuals are lowered with a considerable amount, as 
showed in Figure 4.10B. One can see that there are still some sharp peaks in the CMR 
plot obtained from the data after correction. This can be caused from the global random 
shifts of the peaks that are not amendable by using the preprocessing correction method. 
This example illustrates that spectral shifts as well as the global shifts are very common 
in a DOSY data set even without any intended artefacts. Therefore, it is recommended to 
correct DOSY NMR data for the spectral shifts before it is analysed by MCR-NLR. The 
CMR plots of the following data are all obtained from the data corrected for spectral 
shifts.  
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Figure 4.10: The CMR plots of the data Exp-no-artefacts. (A) Before correction; (B) after spectral shifts 
correction. 
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In the second experimental data, Exp-temp, time-dependent peak shifts can be expected. 
In Figure 4.11A the expanded peaks of water are shown. Only minor time-dependent 
frequency shifts are observed in the first five spectra and then the shifts increase in the 
following spectra as the temperature become more unstable with time. The CMR plot, 
shown in Figure 4.11B, is comparable to the one shown in Figure 4.6A. In addition, the 
CMR plot indicates the presence of global random shifts. 
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Figure 4.11: Plots of the data Exp-temp. (A) The zoomed-in image of the peak of water; (B) the resulting 
CMR plot.  
 
To illustrate the effects of baseline artefacts in data set Exp-baseline, the expanded first 
spectrum of the original data and that of the reconstructed data are presented in Figure 
4.12A. One can see the baseline distortion in the original data set, whereas it is eliminated 
in the reconstructed data. The corresponding CMR plot, resembling a decay curve, is 
given in Figure 4.12B.  
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Figure 4.12: Plots of the data Exp-baseline. (A) The zoomed-in image of original spectrum (solid line) and 
the reconstructed spectrum (dash line); (B) the resulting CMR plot. 
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The decay curve of the CMR plot can be compared to the CMR plot in Figure 4.7A, 
obtained from the data Sim-baseline with baseline distortion. The CMR plot with a decay 
trend indicates there is a bias existing in the original data, which is caused by baseline 
distortion.  
 
To investigate the effect of a varying inhomogeneity of the magnetic field during the 
experiment, the CMR plots obtained from the data Exp-field are depicted in Figure 4.13A. 
Because the random shifts also exist in the data, it is difficult to see the specific structure 
of CMR resulting from the imperfection of Z1-shim only. For a comprehensive 
visualisation of the CMR structure, the first five rows of the CMR are also plotted in 
Figure 4.13B.  
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Figure 4.13: Plots of the data Exp-field. (A) The CMR plot; (B) the first five rows of the CMR plot. 
 
If compared with Figure 4.8A, it can be seen that the plot in Figure 4.13A shows a similar 
structure that is related to the line broadening artefacts. This structure is more clearly 
visible in Figure 4.13B. According to Figure 4.13B, the data Exp-field may have various 
lineshape broadening trends throughout the whole data. The lineshape or linewidth of the 
first 18 spectra (except the 9
th
 spectrum) seems to be broadened steadily according to the 
parabolic trend appearing in the first 18 elements in the CMR. After spectrum 18 the 
effect of the broadening becomes less intense. This is similar to the way that is used to 
simulate a data set with line broadening effects described above (Sim-field). 
 
4.5 Conclusions   
 
Artefacts are very commonly present in experimental DOSY data sets, even with 
“optimal” experimental settings. Diagnosis of the experimental artefacts is essential for 
successfully resolving and interpreting DOSY NMR data. The CMR plot provides a 
visual tool to diagnose artefacts in DOSY data because it summarises the covariance of 
the residual spectra in a residual matrix. Different shapes of the CMR plot reveal 
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common suboptimal experimental conditions. A CMR plot with a random structure 
indicates the original data is completely resolved and contains no significant experimental 
artefacts. If a CMR plot shows a structure of diamond shapes, it suggests that the original 
data set contains random peak and phase shifts (spectral shifts or global shifts). The 
diamond shapes are present in most of the experimental data, implying that the global 
random shifts, e.g. caused by unwanted echoes are always present even with the best 
experimental settings. Eddy currents can cause line broadening, which can lead to curves 
with a broad extremum in the CMR plot. In addition, phase distortion may be caused. 
This leads to decay-like curves as well as curves with a broad extremum displaying in the 
CMR plot simultaneously.  If a big diamond shape appears in the beginning of a CMR 
plot and then a parabolic-like shape appears in the following, it reveals that time-
dependent peak shifts are present in the data and suggests that measures should be 
employed to control the sample temperature. If a CMR plot shows a trend of decay 
curves, then it can be the result of unbalanced echo times, or other sources of initial-phase 
errors. In this case, one needs to look into the possible causes of eddy currents as well as 
the quality of the baselines in the data. On the other hand, if a CMR plot displays a 
structure of first parabolic shape and the curves becoming more horizontal, line 
broadening and lineshape effects can be present in the data because the shimming has 
changed during experiment. In practice, various experimental artefacts often exist in a 
data set simultaneously. This can make it difficult to see one kind of shapes in the CMR 
plots. Plotting a part of the CMR (e.g. the first five rows) can allow visualising the CMR 
structure more easily. In case there is more than one kind of artefacts in a data set, the 
CMR plot will be mixed with several structures and will generally show the structure 
corresponding to the main effect. We would recommend implementing CMR in 
(commercial) DOSY software packages in order to provide the spectroscopist feedback 
on experimental artefacts and on appropriate data preprocessing.  
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 Chapter 5 
  
 
Robust DOSY NMR data analysis 
 
 
Multivariate methods based on curve resolution outperform single channel methods in the 
analysis of diffusion-ordered spectroscopy (DOSY) NMR data in terms of accuracy and 
ease of interpretation. In this paper, the focus is on the robustness of two multivariate 
methods, classical multivariate curve resolution (MCR) and MCR combined with non-
linear regression (MCR-NLR). Three important factors that influence the analysis are 
investigated: Peak shifts, phase shifts, and the difference of diffusion coefficients. Using 
controlled disturbances of a data set of a mixture of ATP, glucose, and SDS, it is shown 
that both multivariate methods outperform SPLMOD, a standard single channel method. 
MCR-NLR is the more accurate as well as the more robust of the two multivariate 
methods. This implies that MCR-NLR is less sensitive to the quality of the data and may 
give good results in cases where other methods fail.   
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5.1 Introduction 
 
Several forms of multivariate curve resolution (MCR) have been used to resolve DOSY 
NMR data [1,2]. Previous research has shown that a combination of multivariate curve 
resolution and non-linear least square regression (MCR-NLR) can yield better separation 
and interpretation of the data [3]. The development of MCR-NLR algorithm can be 
regarded as improvement of classical MCR for DOSY data processing. For users of 
DOSY NMR, it is necessary to provide them with guidelines of situations in which the 
processing methods can be expected to work well. It is therefore essential to investigate 
how the performance of MCR-NLR and MCR for DOSY data reacts to variations in 
parameter values, e.g. the data quality and the difference of diffusion coefficients of the 
components in a mixture. Also, it is useful to compare single channel methods with the 
two multivariate techniques. This can be achieved by robustness tests [4,5]. 
 
Robustness tests have been widely applied in pharmaceutical industry for method 
validation, due to the strict requirement of regulatory authorities [5]. According to the 
guidelines presented by the International conference on harmonisation of technical 
requirements for registration of pharmaceuticals for human use (ICH), “the robustness of 
an analytical procedure is a measure of its capacity to remain unaffected by small, but 
deliberate variations in method parameters and provides an indication of its reliability 
during normal usage” [6].  Therefore, a robustness test of a method is an experimental 
set-up to evaluate to what extent a (analytical) method is sensitive to small changes in 
different laboratories or under different circumstances. Usually, two-level factorial 
designs are carried out to determine whether factors or interactions between factors have 
significant effects on the response. However, they are only suitable for cases that the 
factors and the responses are linear related. When quadratic relations have to be 
considered, multi-level designs need to be applied [7].  
 
There are several sources that can affect the performance of the DOSY data processing 
methods.  In DOSY NMR experiments, the quality of DOSY data can be different if 
measured by different laboratories or NMR machines, e.g. containing different amounts 
of peak and phase shifts, and random noise [8]. This will have an influence on the 
resulting pure spectra and decay profiles, depending on how sensitive the processing 
methods are to the experimental artefacts. In addition, differences between the diffusion 
coefficients of the components may be too small to allow individual spectra to be 
resolved. In the literature, it has been stated that the routine data processing methods 
implemented in commercial NMR software, i.e. single channel methods, require the 
difference of diffusion coefficients to be at least a factor of two [9]. Therefore, the 
influence of this on the performance of the two MCR methods should also be investigated. 
In this paper, the robustness of two multivariate methods for DOSY data processing, 
classical MCR and MCR-NLR, is examined by performing an experimental design. 
Three factors, phase shifts, peak shifts, and differences of diffusion coefficients, are 
considered. Realistic data sets will be constructed with different values for these three 
factors. The responses used will be the errors in both the calculated pure spectra and the 
decay profiles. Because there can be a quadratic relationship between the responses and 
the factors, a central composite design is employed [10]. This is a powerful multi-level 
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design, specifically developed for constructing a second-order polynomial model. From 
the response surface of the model, one can search for the boundaries of the three factors 
within which the multivariate methods can yield good results. Extra data sets, constructed 
with the three factors within these boundaries, will be investigated, to reveal the 
difference in performance of the multivariate methods and the routine single channel 
methods. 
 
5.2 Theory 
5.2.1 Processing DOSY data  
The principles of processing DOSY NMR by single channel methods and the two MCR 
methods have been described elsewhere [2,3,9].
 
Only a brief review will be given here. 
The intensities of the DOSY NMR signals decay exponentially, 
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where N is the number of components in the sample ,and D(n) is the diffusion coefficient 
of the nth component (m
2
/s).  is the duration of gradient pulses (s) and  is the diffusion 
time (s), both of which are experimental constants. K is the product of , , the 
gyromagnetic ratio of the 1H nucleus (rad s
-1
T 
-1
), and g, the gradient strength (T m
-1
). 
I0(n) is the intensity at a gradient strength g of zero. Single channel methods apply mono- 
or bi- exponential fitting for each channel of the spectra to obtain diffusion coefficients 
for all components, according to Eq. (1) SPLMOD is a single channel method that 
analyse sums of pure exponentials by performing a least squares fit of Eq. (1) [11].  
 
A DOSY data set is bilinear and hence it can also be analysed by MCR [12], which 
decomposes the data into two sub-matrices, C and S: 
 
ESCI
T
+=                                                                                                                     (2) 
 
C represents the exponential term of Eq. (1) that can be regarded as the matrix containing 
pure decay profiles, and S represents the intensity before gradients are applied, and 
contains the pure spectra. Consequently, MCR recovers the pure components from a 
DOSY data set. This is achieved by the alternating least square (ALS) algorithm.
12
 ALS 
is started with an estimate of pure decay profiles, e.g. obtained by the orthogonal 
projection approach (OPA) [13]. These are used to calculate estimates for the pure 
spectra:  
1)( = CCCIS TT                                                                                                        (3) 
 
New decay profiles can be calculated from the estimated S: 
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The steps as described in Eq. (3) and Eq. (4) iterate until the S and C reach convergence. 
Non-negativity constraints are applied in each ALS iteration step to restrict the calculated 
pure spectra and decay profiles to be positive. These constraints help to provide less 
ambiguous solutions that are chemically and physically meaningful. The procedure of 
ALS with non-negativity constraints is called classical MCR in this paper. The algorithm 
of MCR-NLR mainly follows the same procedure as classical MCR. The difference is 
that a nonlinear least square regression (NLR), e.g. the Levenberg-Marquardt algorithm 
[14],
 
is applied to the calculated decay profiles obtained in each iteration, so that the 
decay profiles are forced to follow an exponential decay. The main drawback of classical 
MCR is that, despite the non-negativity constraints, there are many possible solutions 
fulfilling the convergence criterion and hence the iteration steps can end up with incorrect 
pure spectra and decay profiles. Embedding NLR into MCR can yield much more unique 
solutions.   
5.2.2 Robustness tests 
To perform robustness tests for evaluation of classical MCR and MCR-NLR methods, the 
first step is to select the factors that can have an impact on the results of the calculated 
pure spectra and decay profiles. The second step is to select the suitable experimental 
design. To find the boundaries of the factors within which the two methods are robust, a 
least squares model is built to describe the relationship between the responses and the 
factor levels. Two-level designs can estimate the effect of the factors and their 
interactions. However, these designs can describe only linear model but do not consider 
possible quadratic effects. Multi-level designs can build a second order model, i.e. a 
curvilinear relationship is considered. A central composite design [7,10] is one of the 
economical multi-level designs to investigate the relationship between the factors and the 
responses. In this paper, three factors will be considered, so Table 5.1 presents a three 
factor central composite design.  
 
Table 5.1 A three factor central composite design 
Trial Phase shifts (x1) Peak shifts (x2) Difference of D (x3) 
1 -1 -1 -1 
2 +1 -1 -1 
3 -1 +1 -1 
4 +1 +1 -1 
5 -1 -1 +1 
6 +1 -1 +1 
7 -1 +1 +1 
8 +1 +1 +1 
9 -1.682 0 0 
10 +1.682 0 0 
11 0 -1.682 0 
12 0 +1.682 0 
13 0 0 -1.682 
14 0 0 +1.682 
15 0 0 0 
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It contains three parts. The first part is a two-level full factorial design, i.e. eight (2
3
) 
trials to construct the data sets are included. These are the first eight experiments in Table 
5.1.  The second part is called star design, in which more levels are used to describe 
curvature of the responses. There are six trials for the star design, i.e. from 9 to 14. The 
third part is the central point, with all the factors at the nominal levels (trial 15) and it is 
normally replicated. Table 1 also presents the factor levels. The nominal level is 
described as “0”. The high level and low level, indicated by “-1” and “+1”, respectively, 
are considered to be located at a distance of 1 from the nominal level. For a three-factor 
central composite design, particularly, the start points are situated symmetrically at a 
distance of 1.682 from the nominal level [7] so these levels are represented by “-1.682” 
and “+1.682”.  
 
The third step is to determine the responses. For evaluating the robustness of classical 
MCR and MCR-NLR, responses describing the performance of the two methods are the 
accuracy of the resolved spectra and decay profiles for the components in a mixture. 
Therefore, the responses are the chi-square error, 2, measuring for the agreement 
between each calculated and true spectrum [15],
 
and the relative difference between 
calculated and true diffusion coefficients Ed (%):  
 
truetruecal
sss /)( 22  =                                                                                                   (5) 
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dddE                                                                                       (6) 
 
Both errors should be as close to zero as possible. Because some of the points in the true 
spectra contain zero values, an offset is added to the denominator in Eq. (5) to avoid zero 
division. In principle, the offset can be any number since in general it will not change the 
shape of a chi-square response surface but will only affect the scale. Here, a small offset 
of 0.1 is chosen, in order to yield the results that are chi-squares easily comparable to the 
traditional correlation coefficient. Therefore, the 2 is calculated by the following 
equation: 
 
)1.0/()( 22 += truetruecal sss                                                                                       (7) 
 
After the responses are obtained, a quadratic model with three factors is constructed:  
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In the equation, the b coefficients estimate measures of the main effects of the factors (b1, 
b2, b3), the quadratic effects (b11, b22, b33) and the interaction effects between the factors 
(b12, b13, b23). x1, x2, and x3 represent the corresponding factor levels for peak shifts, 
phase shifts and difference of diffusion coefficients, respectively. The b coefficients can 
be calculated by multiple linear regression: 
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In this equation, X is a matrix containing the factor levels in each of the simulation. 
Hence, there are 15 rows for the simulations and 10 columns for the terms of the 
quadratic equation (Eq. (8)) in X matrix. Since an advantage of an experimental design is 
that the variables in a predictor matrix (X) are not correlated, the estimates for b 
coefficients do not influence each other. Consequently, testing significance of a factor 
can be achieved by testing each b coefficient separately. The coefficients are considered 
to be significant if the confidence interval does not include zero. After the b coefficients 
have been evaluated, a model will be refitted with only the significant b coefficients. 
Consequently, a series of plots of the factors against the fitted response can be created. 
Given a critical value for the yresponse in the response plots, the boundary of the factors for 
robustness areas can be defined.  
 
5.3 Experimental  
5.3.1 Execution of Robustness tests  
Since previous research indicates that phase and peak shifts are generally present in 
experimental DOSY data [16], we will investigate how the phase and peak shifts affect 
the results obtained from MCR and MCR-NLR, respectively. Also, the difference 
between diffusion coefficients can influence the results and it will be used as the third 
factor for this robustness test. The level of the factors should be chosen symmetrically 
around the nominal level, which should correspond to a normal good-quality data set. 
Here, we simulate data in which phase shifts and peak shifts are uniformly and randomly 
distributed in each spectrum within a certain range (see below). According to Table 5.1, 
there are 15 data sets with different factor levels that are simulated for a central 
composite design. To obtain more reliable results, each simulation is duplicated and 
therefore there are 30 data sets in total. Each of the data set is analysed by classical MCR 
and MCR-NLR, respectively. The two responses, 2 for the calculated spectra and the 
relative error for the calculated diffusion coefficients, are estimated. Then a quadratic 
model is constructed and the significance of the effects is evaluated.  
5.3.2 Data  
The data for the robustness test are constructed using real-life pure spectra and decays, 
obtained from an experimental DOSY data set of a mixture containing three main 
components, 50.0 mM adenosine 5’-triphosphate (ATP), 50.0 mM D-(+)- glucose, and 
25.0 mM SDS in D2O. The experimental DOSY data set was recorded by referring to the 
experiment as being done in Ref. [9]. The data set were recorded on a Bruker Avance 
500MHz spectrometer. The maximum gradient applied is 60 Gauss/cm. The diffusion 
time () is 0.4 s and the duration of gradient pulses () is 3.4 ms. The original 
experimental data set contains 64 decaying 
1
H NMR spectra with K values ranging from 
3.901011 to 9.751014 m-2. In each spectrum there are 16348 data points in the chemical 
shift dimension of a spectral width from –0.55 ppm to 11.3 ppm. Since the first few 
spectra recorded with low gradients are very likely to be distorted, the first 10 spectra are 
left out. In addition, the water signal in each spectrum is replaced by random noise and 
one of every two spectral points is used to construct the spectra. Consequently, the 
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experimental data set, used to find the pure spectra, has the size of 548192 and three 
main components, ATP, glucose, and SDS micelle. The first spectrum of this data set is 
shown in Figure 5.1A. To obtain the best pure spectra of the components, the data set was 
first preprocessed to correct for phase and peak shifts, and lineshape distortion [3]. Then 
the pure spectra and decay profiles were calculated from the experimental data using the 
MCR-NLR method. The resolved pure spectra of the three components, ATP, glucose, 
and SDS, are in very good agreement with the corresponding true spectra (see Figure 
5.1B). 
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Figure 5.1: (A). The first spectrum of the experimental data set for the mixture (the highlighted peak is 
used to create phase and peak shifts); (B) pure spectra of the three components obtained from the 
experimental data by MCR-NLR. 
 
Therefore, these calculated pure spectra are used to construct the data sets containing 
different levels of phase and peak shifts, as well as different diffusion behaviour of the 
components for robustness test.  It must be emphasised that any set of pure spectra can be 
used to simulate the required data sets, and that it does not matter how they are obtained. 
Moreover, each simulated data set also contains white noise with the standard deviation 
of 0.03% of the highest peak intensity.  
ATP 
Glucose 
SDS 
A 
B 
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The factor and the factor levels for the composite design are presented in Table 5.2. The 
construction of the data sets with different levels of the factors includes several steps.  
 
Table 5.2 Factors and factor levels to examine classical MCR and MCR-NLR 
 Star point 
(-1.682) 
Low (-1) Nominal (0) High (+1) Star point 
(+1.682) 
Phase shift  (x1) 
 
-0.0917° ~ 
0.0917° 
-0.287° ~ 
0.287° 
-0.573° ~ 
0.573° 
-0.859° ~ 
0.859° 
-1.054°~ 
1.054° 
 
Peak shift   (x2) 
(data point) 
-0.0023 ~ 
0.0023 
-0.050~ 
0.050 
-0.120~ 
0.120 
-0.190~ 
0.190 
-0.238~ 
0.238 
 
Difference D factor (x3) 2.305 2.100 1.800 1.500 1.295 
 
First, a reference peak is selected that is present in the spectra with all gradients. Random 
peak and phase shifts, according to the corresponding level of the experimental design, 
are added to this peak [17].
  
Next, this peak shift and phase shift are transferred to all 
other peaks in the same spectra, using FIDDLE [18]. Note that here FIDDLE is used to 
add these shifts, instead of removing them. Thus, all peaks in a spectrum contain the 
same peak and phase shifts as the selected peak but the shifts in individual spectra are 
different. For this data set, the peak between 0.4 and 0.8 ppm (with 190 spectral points), 
is selected as the reference peak (see Figure 5.1A). To create different decay behaviour 
for the components, we use a fixed diffusion coefficient of 2.7210-12 m2/s for SDS and 
change the diffusion coefficients of the other two components with the corresponding 
different factors. The nominal level for the difference between pairs of diffusion 
coefficients is a factor of 1.8, so the diffusion coefficients of ATP, glucose, and SDS at 
the nominal level are 8.8310-12, 4.9110-12, and 2.7210-12 m2/s, respectively. The other 
data sets are constructed in the same way.  
5.3.3 Software 
All calculations are done by using MATLAB 7.0 on a SUN Unix workstation. The results 
obtained from single channel methods are calculated by in-house modifications of 
SPLMOD. The classical MCR is the MCR function in PLS-Toolbox 2.1 [19], and the 
MATLAB code for the MCR-NLR algorithm is available on our website: 
http://www.cac.science.ru.nl, in the package MULVADO. 
 
5.4 Results and discussions 
5.4.1 Responses of the MCR and MCR-NLR methods 
The 2 values of the calculated spectra and the relative errors of the calculated diffusion 
coefficients of the three components are presented in Figure 5.2. The error bars represent 
the difference of the two replicate simulations; the mean values of the replicates are 
connected by lines to distinguish between MCR and MCR-NLR. The numbers at the x-
axis correspond with the experiments for Table 5.1. Figures 5.2A and 5.2B display the 
errors for resolving ATP, the first component, by classical MCR and MCR-NLR. From 
Figure 5.2A, one can see that both classical MCR and MCR-NLR can achieve quite low 
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values of 2 for the first five simulations. The resulting 2 of experiment 6 to 8 from the 
two methods are quite different. It can be seen that classical MCR results in higher chi-
square values than MCR-NLR. This is also the case for experiment 10 and 14.  
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Figure 5.2: Errors of the experiments obtained by MCR (solid line “     ”) and MCR-NLR (dash line “----”).  
(A) Chi-squares of the resolved spectrum of ATP; (B) errors of the diffusion coefficients of ATP; (C) Chi-
squares of the resolved spectrum of glucose; (D) errors of the diffusion coefficients of glucose; (E) Chi-
squares of the resolved spectrum of SDS; (F) errors of the diffusion coefficients of SDS.  
 
All these simulated data have either a high level of experimental artefacts or very similar 
diffusion coefficients for the components. The errors of some of the calculated diffusion 
coefficients by MCR-NLR, shown in Figure 5.2B, are slightly worse than those obtained 
from classical MCR. Nevertheless, the highest relative error of the calculated diffusion 
A 
C 
B 
D 
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coefficient from MCR-NLR is not greater than 4.5%, which can still be regarded as a 
good result. From Figures 5.2A and 5.2B, one can see that the worst result of the 
calculated spectra leads to a 2 of 0.7 (corresponding to correlation coefficient of 0.96) 
and the highest error for the diffusion coefficients is 4.3%.  
 
The 2 values for the second component, glucose, displayed in Figure 5.2C, show more 
or less the same patterns as ATP but the size of the errors is much larger. This is a 
component that is more difficult to resolve because there are two other components 
whose diffusion coefficients are similar to it. It is evident that classical MCR is not able 
to resolve this component since the 2 is very high for experiment 7, 8, 10, and 14. The 
simulated data in experiment 7, 8, and 14 contain a high level of similarity in the 
diffusion behaviour of the components, i.e. the differences are given by factors of 1.5 and 
1.295, respectively. The simulated data for experiment 10, containing nominal level of 
diffusion difference and peak shifts but a high level of phase shifts, results in the highest 
2 value of 14.6 (the correlation coefficient is 0.04) by classical MCR. This illustrates 
that classical MCR is not able to handle a high level of artefacts. MCR-NLR yields much 
lower 2 values in all the experiments and hence it can be seen that MCR-NLR can 
resolve the components better, especially in difficult situations.  The errors of the 
diffusion coefficients for component glucose are presented in Figure 5.2D. One can see 
that the errors are quite low for MCR-NLR in all the cases while the errors obtained from 
classical MCR are high for experiment 10 and 14 (33.6% and 7.01%), reflecting the bad 
resolution of the spectra for the corresponding experiments. Nevertheless, it can be seen 
that in general the calculated diffusion coefficients are more stable than the calculated 
pure spectra for both methods. 
 
Figures 5.2E and 5.2F display the responses for the most easily resolved component SDS 
micelle. This component is easy because it has the smallest diffusion coefficient, i.e. the 
intensities of this component decay slowly, and has only one component (glucose) with a 
similar diffusion coefficient. As can be seen, in all the cases both classical MCR and 
MCR-NLR can resolve this component reasonably well, although the errors from 
classical MCR are slightly larger than those from MCR-NLR.  
5.4.2 Interpreting the results of robustness tests 
The relationship between the responses and the various levels of the factors can be 
evaluated by multiple linear regression, as described in Eq.s 8 and 9. Only the regression 
coefficients describing the relationship between 2 and the factors are calculated since, as 
can be seen in Figure 5.2, the resolved spectra are more sensitive to the factors. In 
addition, the significance of the resulting regression coefficients is checked in order to 
select the most important predictor variables for the model. To achieve this, the 95% 
confidence intervals for the true regression parameters are calculated: 
 
ibpni
stb ± ,025.0                  (i= 1…10)                                                                                 (10) 
 
where bi is the corresponding regression coefficient and t0.025,n-p is the tabulated critical t-
test value, n and p are row and column number of the predictor matrix X, respectively. 
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There are two replicates for each simulation, so t0.025,n-p = 2.09 (n = 30, p = 10). The (
ib
s )
2
 
is the variances of the difference parameters, which are the diagonal elements of the 
variance-covariance matrix of the regression coefficients [20].
 
If zero is included in the 
confidence interval, the bi is not significant at the 5% significance level.  
 
The ten regression coefficients bi of the three components and their 95% confidence 
intervals, for classical MCR and MCR-NLR, are obtained by Eq.s 9 and 10, respectively 
(results not shown). The regression coefficients for ATP and glucose obtained from 
classical MCR are about three times higher than the corresponding values from MCR-
NLR. This indicates that the factors have more negative effects on the separation of the 
pure components by classical MCR method. Since SDS is well resolved in all the cases, 
the bi values for SDS will not be taken into account for further discussion.  
 
According to the 95% confidence interval of each bi, if ATP is resolved by classical 
MCR, two terms representing the main effects of phase shifts (x1) and difference of D 
(x3), and the quadratic term of phase shifts (x1
2
) are significant, whereas if separated by 
MCR-NLR, the terms for difference of D (x3) and the quadratic terms, phase shifts (x1
2
) 
peak shifts (x2
2
), are significant. For the separation of glucose, the term for the main 
effect of phase shifts (x1) is significant by classical MCR and the main effect of 
difference of D (x3) is significant by MCR-NLR. Performing multiple linear regression 
by only the significant effects, the response surface for each case is expressed by the 
following models: 
 
For ATP by MCR: 2
131
0089.00832.00919.0042.0ˆ xxxy +++=                          (11) 
For ATP by MCR-NLR: 2
2
2
13
0210.00273.00212.00803.0ˆ xxxy +=         (12) 
For glucose by MCR: 
1
76.197.1ˆ xy +=                                                                       (13) 
For glucose by MCR-NLR: 
3
368.0418.0ˆ xy +=                                            (14) 
 
 From Eq.s (11) and (12), the highest 2 value is 0.36 and 0.12 for MCR and MCR-NLR, 
respectively. Both classical MCR and MCR-NLR lead to the 2 response surface for 
component ATP well below the quality cut-off of 1 (results not shown), indicating that 
both method are robust for resolving this component.   
 
The second component, glucose, is more difficult to resolve because it has two 
components that have similar diffusion behaviour. For example, if x3 = 1.682, i.e. the 
difference D factor is 1.3, it means that the D of glucose is smaller than ATP with a factor 
of 1.3 and greater than SDS with a factor of 1.3. This “middle” component has more 
overlap problems on the dimension of diffusion coefficient. This can be illustrated by the 
2 response lines shown in Figure 5.3. Both of classical MCR and MCR-NLR result in 
higher 2 values for glucose than ATP. Again the 2 values obtained from classical MCR 
are higher. They increase distinctly with the level of phase shifts (see Figure 5.3A), 
which is in agreement with Figure 5.2C. From Figure 5.2C, one can see that the high 
level of difference D factor (experiment 14) leads to large 2 value as well as large 
standard deviation of the two replicates. The b coefficient for difference D factor is not 
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included in the model (Eq. (13)) because statistically, it is not significant.  This is maybe 
due to the fact that there is large standard deviation between the responses of two 
replicates. Nevertheless, one should bear in mind that similar diffusion coefficients could 
lead to large errors of the results from classical MCR and it is in fact significant 
practically. This is because in this situation the rotational ambiguity problem of classical 
MCR is more distinct, which can result in incorrectly resolved pure spectra and decay 
profiles without changing the residuals associated with the MCR model [21].
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Figure 5.3: Plots of 2 response of the component glucose varying with the different levels of  (A) phase 
shifts obtained from classical MCR; and (B) difference of D, obtained from MCR-NLR. The dash line 
indicates the quality cut-off of 1 for 2 values. 
 
In figure 5.3B, the straight line is shown, describing the relationships between difference 
D factor and 2 obtained from MCR-NLR. The lower 2 values imply that MCR-NLR is 
able to deal with the phase and peak shifts, as well as the rotational ambiguities, better 
than classical MCR.  
5.4.3 Comparison of the MCR methods with a single channel method  
SPLMOD is one of the single channel methods implemented in the commercial NMR 
software XWINNMR by Bruker. To test the single channel method, two levels (both 
relatively low and high) of the three factors are selected so that the resulting 2 value is 
reasonable for MCR-NLR, i.e. 2 1 (correlation coefficient > 0.93), but not necessarily 
for classical MCR. The factor levels of data sets are presented in Table 5.3 and they are 
indicated by “+1”, “+2”, in Figure 5.3.  
 
Table 5.3 Factor levels of the data sets to evaluate single channel methods 
Data Phase shifts (x1) Peak shifts (x2) 
(data point) 
Difference D factor (x3) 
1 -0.50°~0.50° -0.17~0.17 1.70 
2 -0.86°~0.86° -0.19~0.19 1.50 
 
In Table 5.3, the values for the phase shifts range, the peak shifts range, and the 
difference D factor of the two situations are shown. Three replicates of the data sets are 
constructed for each situation. The first three replicate data sets are constructed with 
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phase shifts (x1) of range -0.5°~0.5°, peak shifts (x2) -0.17 ~0.17 data points, and the 
difference D factor (x3) is 1.7. The second three replicated data sets are constructed using 
the high level of all the factors, i.e. phase shifts ranging -0.86°~0.86°, peak shifts -
0.19~0.19 data points and difference D factor 1.5. With these data, it is intended to 
evaluate how the single channel method SPLMOD reacts to different levels of the factors. 
In addition, these data sets are also analysed by the two multivariate methods for 
comparison. For each replicate data set in each situation, the diffusion coefficient for 
each channel (single peak or group of peaks) in the chemical shift dimension is calculated 
by SPLMOD. Then the 2-D DOSY plot of each data set is constructed. Because the 2-D 
DOSY plots are similar for the replicates, only one for each set of the data is shown (see 
Figure 5.4).  
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Figure 5.4: 2-D DOSY plots obtained from a single channel method. (A) First spectrum of the mixture; (B) 
the DOSY plot for the data when x1=0.5°, x2=0.17 data points, and x3=1.7; (C) the DOSY plot when 
x1=0.86°, x2=0.19 data points, and x3=1.5. 
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Figure 5.4A displays the first spectrum of the mixture, which is used to identify the 
corresponding peaks for each component. In the two 2-D DOSY plots, Figures 5.4B and 
5.4C, the horizontal axis represents the chemical shifts dimension with the same scale as 
that in Figure 5.4A. The vertical axis represents the dimension for diffusion coefficients, 
which is constructed by the resulting diffusion coefficients from SPLMOD. As can be 
seen in Figure 5.4B, there are some variations in the calculated diffusion coefficients of 
the same component between the different channels. For example, the diffusion 
coefficient at 8.0 ppm is deviating from other diffusion coefficients of ATP.  The area 
around 4.5 ppm contains the peaks where two components, ATP and glucose, overlap. 
Two diffusion components are found by SPLMOD in this region, but both of the 
calculated diffusion coefficients are different from those of ATP and glucose.  From this 
example, it can be seen that single channel methods can result in different diffusion 
coefficients for the same component under the effect of experimental artefacts.  Moreover, 
the overlap area is difficult to resolve correctly, especially when the diffusion coefficients 
in it are similar. The second DOSY plot, presented in Figure 5.4C, is for a replicate of the 
data set with high levels of the factors. With a larger amount of phase and peak shifts, 
one can see that there are more variations of the diffusion coefficient for the same 
components, especially for component ATP and glucose. The diffusion coefficients of the 
overlapping area (~ 4.5 ppm) are deviating further from those of ATP and glucose. It is 
evident that the overlapping peaks around 4.5 ppm are even more difficult to resolve 
when the difference D factor becomes smaller.  
 
To compare the multivariate methods and the single channel method easily, the 2 values 
of the resolved pure spectra by SPLMOD are also calculated in the same way as before. 
Using the first spectrum of each data set, the resolved pure spectra of the components can 
be obtained by projecting the peaks with similar diffusion coefficients on the chemical 
shift dimension. Since some of the diffusion coefficients, e.g. those at 4.5 ppm, are quite 
different from others, they will not be considered to belong to the closest component if 
they have a 10% or higher difference from the mean of the main diffusion coefficients.  
In this way, the peaks assigned to the same component construct the resulting pure 
spectra obtained from SPLMOD. These pure spectra are normalized to the unit length of 
1 so that they are comparable to the reference spectra and the 2 values can be calculated 
in a similar way of the multivariate methods. Table 5.4 presents the mean of the 
estimated 2 values of the three replicates for each situation, resulting from classical 
MCR, MCR-NLR, and SPLMOD, respectively.  
  
Table 5.4 Comparison of the mean 2 values obtained from classical MCR, MCR-NLR, and SPLMOD 
Component Data1 (2) 
     MCR      MCR-NLR    SPLMOD 
Data2 (2) 
    MCR       MCR-NLR     SPLMOD 
ATP 0.0274         0.0152         0.4575 0.3600          0.1506          0.4524 
Glucose 0.1276         0.1886         2.0573 5.7688          1.0091          4.8294 
SDS 0.0004         0.0002         0.0019 0.0096          0.0006          0.0025 
 
At the relatively low level of the factors (data1), the 2 values obtained from SPLMOD 
are all higher than those from the two multivariate methods. 
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In particular, SPLMOD yields a high 2 value for component glucose, indicating single 
channel methods cannot resolve this component correctly. It can also be seen that both 
classical MCR and MCR-NLR achieve very low 2 for all the components, indicating the 
component of the mixture are well separated. When the factor levels are higher, the data 
is more difficult to resolve. This is reflected by the higher 2 values for data2. The 
classical MCR results in the highest 2 value for glucose, suggesting this component is 
not resolved correctly from the data with high factor level. This is because the rotational 
ambiguities problem of classical MCR is enlarged when a considerate amount of 
experimental artefacts (peak shifts, phase shifts etc.) exist in the data, and the overlap 
between the components in the diffusion coefficient dimension and chemical shift 
dimension become serious. Embedding NLR in each iteration of classical MCR 
overcomes the rotational ambiguities caused by the experimental artefacts and overlap 
problems. Consequently, MCR-NLR is able to resolve better pure spectra, which leads to 
reasonably low values of 2, even for the difficult component glucose. The 2 value of 
glucose obtained from
 
SPLMOD for data2 are also very high. The resulting diffusion 
coefficients of the overlapping peaks at 4.5 ppm leading to incorrect assignment of the 
peaks to the glucose spectrum are the main reason for this large error. From the 
comparison of the three processing methods, one can see that when classical MCR and 
single channel methods is not able to correctly resolve the data with a certain level of the 
factors, MCR-NLR still retains its robustness. 
 
5.5 Conclusions  
 
Robustness tests reveal that MCR-NLR can handle artefacts and similar diffusion 
coefficients of the components in DOSY data better than classical MCR and single 
channel methods. In general, multivariate analysis of DOSY data deals with the overlap 
problems in both of the chemical dimension and the diffusion coefficient dimension, 
while single channel method analyse each channel to obtain the diffusion coefficient 
separately. Therefore, the main problem of a single channel method is that it can easily 
fail when a DOSY data set contains overlapping areas, which are very commonly present 
in real-world data. Classical MCR can deal with the overlapping areas better, only if the 
data contain small amount of experimental artefacts and the diffusion coefficients are not 
so similar. Considering experimental artefacts and overlap problems, MCR-NLR should 
be the best choice to deal with them. Moreover, preprocessing of the data set to correct 
for random shifts can improve the performance of MCR-NLR further
 
[3]. To process 
DOSY data, it is suggested that the data should be first preprocessed to minimise the 
experimental artefacts and then analysed by MCR-NLR. Single channel methods can be 
used to analyse the data as a further proof of the results.  
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 Chapter 6 
  
 
Real-life applications of the MULVADO software 
package for processing DOSY NMR data 
 
 
MULVADO is a newly developed software package for DOSY NMR data processing, 
based on multivariate curve resolution (MCR), the principal multivariate method for 
processing DOSY data. This paper will evaluate this software package by using real-life 
data of materials used in the printing industry: two data sets from the same ink sample but 
of different quality. Also a sample of an organic photoconductor and a toner sample are 
analysed. Compared with the routine DOSY output from single channel algorithms, 
MULVADO provides several advantages. The key advantage of MCR over the single 
channel methods that have been implemented in commercial software is that it overcomes 
the fluctuation problem (non-consistent diffusion coefficient of the same component). 
The combination of non-linear regression (NLR) and MCR can yield more accurate 
resolution of a complex mixture. In addition, the data preprocessing techniques in 
MULVADO minimise the negative effects of experimental artefacts on the results of the 
data. In this paper, the challenges for analysing polymer samples and other more complex 
samples will also be discussed.     
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6.1 Introduction 
 
Diffusion-ordered spectroscopy (DOSY) NMR has become more and more attractive for 
industrial laboratories to identify components in complex samples, owing to its appealing 
feature of economical and easy implementation.  The main idea of DOSY is to separate 
the pure components of a mixture by introducing a new dimension to a conventional 
NMR spectrum [1]. The new dimension is constructed by the diffusion coefficients of the 
components, which are dependent on their individual physical properties such as size, 
mass [2] and polarity. A DOSY data set is obtained by measuring a series of spin echo 
spectra with different gradient strengths [3]. The signals of each component attenuate 
with a different exponential decay rate (diffusion coefficient) as the gradient strength 
increases. Each channel (frequency) of the spectra is a sum of the signals of the 
components, as described in Eq. (1): 
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2 ])3/)((exp[)()(                                                                          (1) 
 
where N is the number of components in the sample ,and D(n) is the diffusion coefficient 
of the nth component (m
2
/s).  is the duration of gradient pulses (s) and  is the diffusion 
time (s), both of which are experimental constants. K is the product of , , the 
gyromagnetic ratio of the 1H nucleus (rad s
-1
T 
-1
), and g, the gradient strength (T m
-1
). 
I0(n) is the intensity at a gradient strength g of zero. 
 
The diffusion coefficients of the components in each channel can be calculated by several 
forms of exponential fitting. The DOSY spectrum, obtained from these so-called single 
channel methods, has been used to separate peaks for individual components in many 
complex samples such as biofluids [4] and foods [5]. Usually, the peaks that have 
identical or very similar diffusion coefficient are selected manually to construct a pure 
spectrum, so as to identify the corresponding component. However, it has been shown 
that in most cases single channel methods cannot result in correct diffusion coefficients 
for areas containing overlapping peaks. Moreover, due to the influence of experimental 
artefacts such as peak and phase shifts, the diffusion coefficients can be different for 
different peaks of the same components, which is another disadvantage of single channel 
methods. This can lead to ambiguity of assigning peaks to the corresponding components 
and hence can result in incorrect pure spectra. It is these disadvantages that hinder the 
wide application of DOSY NMR to real-world samples.  
 
Since the signals of DOSY data depend on the diffusion coefficients and the gradient 
strengths, the DOSY data is bilinear and therefore can be analysed by multivariate 
methods. The main advantages of multivariate methods over single channel methods are 
that they can solve the overlap problems and result in consistent diffusion coefficient for 
the same component because they make use of the information of the whole spectra [6]. 
Moreover, the pure spectra and the pure decay profiles are automatically obtained and no 
subjective manual assignments are needed. In previous research, multivariate curve 
resolution (MCR) [7], one of the multivariate methods, has been used to resolve the pure 
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components from DOSY data [8,9]. It is based on alternating least square (ALS) [10], 
which starts with estimating pure spectra from an initial guess of decay profiles, and then 
estimates new pure decay profiles and new pure spectra in the following iterations until 
the residuals of the model reach a predefined convergence threshold. Good initial guesses 
of decay profiles are very important for MCR to obtain correct pure spectra and pure 
decay profiles. Several pure variable methods [11-13] can be used to find the purest 
decay profiles in the data set. In the MULVADO software package, the orthogonal 
projection approach (OPA) is implemented [13].  
 
A drawback of MCR is the rotational ambiguity, which means the resolved spectra and 
decay profiles can be rotated without changing the residuals, leading to a possibly 
incorrect solution [14]. To solve this problem, constraints need to be embedded in MCR 
to obtain meaningful results. Traditionally, non-negativity constraints are used for 
chemical and physical data to remove negative signals. In addition, a non-linear least 
square regression (NLR) method, the Levenberg-Marquart algorithm [15], can be used to 
explicitly force the estimated decay profiles to follow a pure exponential decay. The 
combination of MCR and NLR (MCR-NLR) proves to be less sensitive to the data 
quality and data complexity and achieves unique and accurate results [16-18].  
 
Preprocessing is also very important to obtain good results since experimental artefacts 
are commonly present in the data. In the MULVADO package, preprocessing methods to 
correct for baseline artefacts and spectral artefacts are included. Baseline correction is 
done by constructing a baseline model and then subtracting the baseline model from the 
original spectrum [19]. The spectral artefacts, phase and peak shifts and lineshape 
distortion, are corrected by a combination method of FIDDLE [20] and a method 
proposed by Witjes [21]. Careful preprocessing can reduce the influence of the artefacts 
on data analysis. However, some of the experimental artefacts cannot be removed easily. 
To improve the data quality, one may want to identify the source of the artefacts and then 
modify the experimental settings to acquire the data with better quality. Plotting the 
covariance matrix of residuals (CMR), also implemented in MULVADO, provides a 
visual tool for diagnostic analysis of the experimental artefacts [22]. 
  
In this paper, real-world DOSY data sets, two datasets from the same solvents/dye 
mixture (ink sample) with different data quality, a data set of a polymer/dye mixture 
(organic photoconductor) and a polymer blend (toner), are used to demonstrate the 
utilisation of the MULVADO software. The strengths of MULVADO will be stressed by 
comparing the results with the DOSY spectra obtained from the single channel methods 
that are implemented in the Bruker software. Moreover, possible improvements of the 
software for the analysis of polymer data will be discussed.   
 
6.2 Experimental 
6.2.1 Data 
Two data sets, INK1 and INK2, are data of the same commercial ink sample but with 
different quality. The composition of the ink sample is based on a mixture of water, 
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additional solvents and a dye. About 10% D2O is added to this sample for NMR 
shimming and locking purposes. The first polymer data, named PHOTO, is the dataset of 
the solution of an organic photoconductive in CDCl3 and consists of a polycarbonate 
polymer and a dye. The second Polymer data, named TONER, is the CDCl3 soluble part 
of a commercial toner and consists of a blend of two polymers, with differences in the 
molar mass, and an additive as a minor component.  
 
All samples were recorded using a Bruker Avance DPX-400 spectrometer and a 5 mm 
Bruker BBI  Inverse Z-gradient probehead. The DOSY 2D datasets were performed with 
the standard Bruker pulssequence ledbppg2s. The diffusion time (=d20) is 100 ms and 
the gradient pulse length (P30) is 2000 µs. The strength of the gradients is varied between 
2 and 95 % in 32 experiments.  
6.2.2 Analysis of DOSY data by MULVADO 
6.2.2.1 Preprocessing of the data 
All the data sets have been corrected for artefacts such as baseline distortion and phase 
distortion by the preprocessing techniques implemented in the Bruker software before 
they are analysed by MULVADO. However, the preprocessing methods in Bruker cannot 
correct for the baseline drifts and spectral shifts. Therefore, the data need further 
preprocessing to improve the quality further so that best results can be obtained by 
multivariate methods.     
 
The water signal in INK1 and INK2 is very high compared to other signals so it is 
substituted by random noise before performing pre-processing, to eliminate the 
interference from the dynamic range of the signal intensities. All the data sets are first 
corrected for baseline artefacts to remove the baseline distortion and baseline drifts, 
which are not corrected by Bruker software. Next, random peak and phase shifts in the 
two ink data sets and data PHOTO are corrected by the combination method of FIDDLE 
and Witjes’ method. In this way, the common artefacts of peak and phase shifts that may 
cause interference of the results are minimised. Data TONER is not preprocessed by this 
means because more artefacts are introduced in the data after preprocessing. The reason 
for that is that this is a rather complex data and hence it is hardly to find a single peak 
with relative high intensities, which is a requirement for the combination method to 
successfully correct peak and phase shifts. Fortunately, the peak and phase shifts in 
TONER are not significant. Therefore, TONER is only corrected for baseline artefacts.  
6.2.2.2 Processing DOSY NMR data 
The theory of classical MCR and MCR-NLR is described in other articles [8,18]. Here, 
the procedures of processing the data are described only briefly.  
 
The first step is to find the purest decay profiles for each data set as the initial guesses of 
the MCR methods. This can be done by the pure variable method, OPA. In some cases, 
when the spectra are highly overlapping, second derivative data [23] can be used to 
reduce the overlap and obtain the pure decay profiles for each component. The selected 
pure decay profiles are normalised to unit length of 1 and plotted in the same figure. By 
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looking at the number of different decay profiles, the number of the components can be 
determined. 
 
Once the initial guesses of pure decay profiles (matrix C) are obtained, the ALS 
algorithm of MCR starts to calculate new pure spectra (matrix S) and pure decay profiles 
with non-negativity constraints in each iteration, as described by Eq.s (2) and (3): 
 
1)( = CCCIS TT                                                                                                        (2) 
1)( = SSSIC T                                                                                                             (3)   
 
where I is the data matrix for the original intensity. By referring to Eq. (1), each column 
of the matrix C is the exponential term and each column of the matrix S is the intensity 
before gradient is applied (I0). The iterations continue until the algorithm reaches 
convergence. By convergence, it means that the sum of the residuals decreases with less 
than a predefined value. To reduce the rotational ambiguities of MCR, the Levenberg-
Marquardt algorithm [15] is applied in each iteration to perform NLR of the decay 
profiles in C matrix on the square of the gradient strengths.  
6.2.2.3 Model validation and diagnostic analysis 
In general, the relative root of sum of square differences (RRSSQ) is used to present an 
assessment of the quality of the MCR model. The value of RRSSQ should be close to 
zero for a good fit.  
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In addition, CMR plots are used to diagnose the experimental artefacts in the data [22]. 
The CMR (Zresi) is obtained by postmultiplying the residual matrix by its transpose: 
 
resiresiresi
EEZ =                                                                                                                    (5) 
 
where Eresi is the difference between the original data set (Ioriginal) and the predicted data 
set (Ipredicted).  
6.2.3 Software  
All calculations by MULVADO are done using MATLAB 7.0 on a SUN Unix 
workstation. The 2D DOSY plots are obtained from the single channel methods 
implemented in the commercial Bruker software (the Windows NT / XWINNMR 3.5 
software). Classical MCR is the MCR function in PLS-Toolbox 2.1 [24], and the 
MATLAB code for the package MULVADO can be downloaded on our website: 
http://www.cac.science.ru.nl. 
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6.3 Results and discussions 
6.3.1 Analysis of data INK1 
The first data set for the ink sample, INK1, is of relatively good quality. Figure 6.1A 
shows the resolved pure spectra obtained from MCR-NLR, and Figure 6.1B presents the 
reference pure spectra of the last three components. Reference spectra in figure 6.1B 
were taken out of the Aldrich FTNMR Library. In these 300MHz based spectra, all 
exchangeable hydroxy protons are marked by  “*”. In the ink sample, there will be a fast 
exchange regime of the exchangeable hydroxy protons with the excess water. Therefore, 
the peaks accounting for the hydroxyl protons are not separated in the ink spectrum, as 
shown in Figure 1A. It can be seen there is some variation of the intensity between the 
different peaks in the resolved spectra and the library spectra. This is because T2 filtering 
effects of the DOSY pulse sequence can cause changes in intensity between the different 
peaks. Nevertheless, comparing the position of the major peaks, the resolved spectra 
show a very good match with the library spectra of the corresponding components. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.1: (A) Resolved spectra of data INK1 by MCR-NLR; (B) Reference spectra of the last three 
components (“*” marks the peaks of the hydroxy groups that are not separated in the ink spectrum).                                              
 
The first spectrum and the DOSY plot obtained by single channel methods implemented 
in the Bruker software of this data set are shown in Figure 6.2. In the DOSY plot, the 
peaks that have similar diffusion coefficients are considered to belong to the same 
component. In this way, four groups of peaks can be identified. Compared with Figure 
6.1, the four main components are approximately resolved in the DOSY plot. Even so, 
one can see that there are variations of the diffusion coefficients between different peaks 
even for the same component. This is a typical disadvantage of single channel methods. 
Moreover, each pure spectrum must be obtained by selecting the peaks with similar 
diffusion coefficients and projecting them onto the same spectrum (results not shown). 
This procedure is done manually. Sometimes, users have to use their own knowledge to 
decide whether a peak should be chosen for a component especially when the variation of 
the diffusion coefficient is high. On the other hand, the procedure to obtain the resolved 
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pure spectra and pure decay profile by MCR-NLR is completely automatic; all peaks that 
have a particular diffusion coefficient are assigned to the same pure spectrum.  
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Figure 6.2: (A) The first spectrum of INK1; (B) the pseudo-2D DOSY plot obtained by the Bruker 
software. 
 
This automatic procedure is especially useful for overlapping areas, such as the region of 
3-4 ppm in this case. Comparing the results obtained from MCR-NLR (Figure 6.1A) and 
single channel methods (Figure 6.2B), both methods yield more or less the same results 
for the last three components. The main difference is found in the peaks around 3-4 ppm 
for the first component; there are two peaks at the positions 3.53 and 3.24 ppm present in 
the first spectrum of the result obtained by MCR-NLR. No peaks are indicated in the 
same position of the DOSY plot.  
 
The first component is an unknown dye with most of the peaks around 7-10 ppm 
explaining the aromatic structure. To clarify whether the two peaks around 3-4 ppm are 
really present in the spectrum of the dye component, an overlay of the expanded 
spectrum of the last row of the DOSY data with that of the ink mixture (first spectrum) is 
plotted in Figure 6.3. The last spectrum of the DOSY data is recorded with the strongest 
gradient, so it can be regarded as the pure spectrum of the dye component that has the 
slowest diffusion. The peaks around 3-4 ppm are present in the last spectrum, which 
confirms that the results from MCR-NLR are correct. As shown in Figure 6.3, the two 
peaks at 3.53 ppm and 3.24 ppm are only present as minor peaks in the total ink spectrum 
and partially overlapped by the other components (red line). The strong peak at 3.56 ppm, 
accounting for the second component, is not at the same position as the peak for the first 
component. From this example, one can see that while it is difficult for single channel 
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methods to separate minor components in the overlapping areas, MCR-NLR is able to 
present rather accurate results.   
 
[ppm] 4.0  3.8  3.6  3.4  3.2  3.0  
 
Figure 6.3: An overlay of the last spectrum (blue line) with the first spectrum of the complete ink (red line) 
in the region of 3-4 ppm; the peaks at 3.53 ppm and 3.24 ppm as minor peaks in the red line are the major 
peaks in the blue line, indicating both peaks are presents in the dye component. The peak at 3.56 ppm is a 
separate peak that belongs to the second component. This proves that the results from MCR-NLR are 
correct. 
6.3.2 Analysis of data INK2 
This data set, INK2, is recorded from the same sample as INK1 but with the interference 
of unknown experimental artefacts, possibly due to instability of the system. Hence, this 
data set forms a good example to demonstrate how the preprocessing methods manage to 
improve the data quality and lead to better results. The first spectrum of the original data 
and the DOSY plot is shown in Figure 6.4.  
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Figure 6.4: (A) First spectrum of INK2; (B) the pseudo-2D DOSY plot obtained by Bruker software. 
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Regardless of the peak for water, one can immediately see that only three main 
components are resolved. The diffusion coefficients of the peaks for the second 
component between 3 and 4 ppm are completely overlapped by the third component. In 
this region, the diffusion coefficients of the peaks for the third and the fourth component 
are also very similar. Again, it can be seen that single channel methods fail to resolve the 
overlapping area of 3-4 ppm and underestimate the number of the components with the 
effects of the experimental artefacts. The data set is also analysed by using the 
MULVADO software. Although the data have been preprocessed by the Bruker software, 
artefacts that include baseline drifts and random shifts are still present and can be seen 
when the NMR spectra of the data set are plotted in MATLAB. Therefore, preprocessing 
techniques in MULVADO are first applied to minimise the artefacts, and a much more 
consistent line shape for the peaks is obtained (results not shown). The data set is then 
processed by MCR-NLR and the resolved pure spectra are presented in Figure 6.5.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.5: Resolved spectra of INK2 by MCR-NLR, which are comparable to the resolved and reference 
spectra in Figure 6.1.  
 
Compared with the pure spectra in Figure 6.1A, the spectra in Figure 6.5 contain slightly 
more impure peaks from other components. However, in general the pure spectra for the 
four components are reasonably well resolved by MCR-NLR. From this example, it can 
be seen that MULVADO software is able to handle data with a considerable amount of 
artefacts whereas single channel methods fail to obtain correct results.    
6.3.3 CMR plots of data INK1 and INK2 
Usually, the RRSSQ value is the criterion to evaluate the quality of the model. For the 
models of INK1 and INK2, the RRSSQ is equal to 0.53% and 0.59%, respectively. This 
indicates that both models yield a good fit. However, the RRSSQ value does not give 
diagnostic information about the influence of experimental artefacts. The MULVADO 
software not only provides the preprocessing methods to correct the data and MCR-NLR 
for analysis, but also provides a visual tool to diagnose the experimental artefacts present 
in a data set. This is done by graphing the CMR plot after the MCR-NLR model is 
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constructed. Random shifts are normally present in a data set and can be corrected by 
preprocessing. This can also eliminate the interference for the diagnostic analysis. A 
random structure in the CMR plot implies there are no evident experimental artefacts in 
the data, while a certain structure of CMR plot can reveal possible sources of the 
experimental artefacts. The CMR plot in figure 6.6A, for INK1, displays a certain 
structure. According to the CMR plots in Ref [22], the acquisition of INK1 may be 
influenced by a non-constant sample temperature and also, possibly, inhomogeneities of 
the magnetic field. The structure of the CMR plot for INK2 indicates that the data may be 
recorded under an inhomogeneity of the magnetic field.  
 
 
 
 
 
 
 
F 
Figure 6.6: (A) The CMR plot of INK1, a pattern typically for a non-consistent sample temperature or 
possibly mixed with inhomogeneities of the magnetic field; (B) the CMR plot of INK2, a pattern for an 
inhomogeneity of the magnetic field. 
6.3.4 Analysis of polymer samples 
The polymer samples contain polydisperse components, whose diffusion coefficients are 
represented by a set of continuous values within a certain range, rather than discrete 
single values.  
 
This can be seen in the DOSY plot of the first polymer/dye data set, PHOTO (see Figure 
6.7).  Data PHOTO contains two components, a polymer and a dye. The polymer is the 
higher molecular weight component, and its peaks are assigned at the upper level of the 
DOSY plot. The dye, with a low molecular weight, should have a discrete single 
diffusion coefficient, but, again, in the DOSY plot the values for different peaks are all 
slightly different.  
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Figure 6.7: (A) First spectrum of PHOTO; (B) the pseudo-2D DOSY plot obtained by Bruker software. 
 
This data is also analysed by the MULVADO software. Because the diffusion behaviour 
of a polymer may deviate from the exponential decay, expected from a pure component, 
MCR-NLR may not obtain correct resolved spectra. Therefore, this polymer sample is 
analysed by both MCR-NLR and classical MCR for comparison. The resolved spectra are 
shown in Figures 6.8A and 6.8B, respectively.  
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Figure 6.8: Resolved spectra of PHOTO, (A) by MCR-NLR (the ellipse highlights a cross-talk area in the 
first spectrum); (B) by classical MCR (the cross-talk area is disappear). 
 
They are very similar to the true spectra of the bisphenolic: a based polycarbonate and the 
dye. Not unexpectedly, there is a cross-talk area at 1.6 ppm of the resolved polymer 
spectrum by MCR-NLR in the spectrum of the dye. In contrast, classical MCR is able to 
resolve the correct pure spectra for both components. In principle, when only non-
negativity constraints are applied, the MCR algorithm assigns the peaks that have the 
same decay profiles to the same pure spectrum, i.e. it only depends on the change of the 
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intensities with the increase of gradient strengths. Hence, there is no any assumption of 
an exponential decay profile. Therefore, classical MCR, unlike MCR-NLR, can be used 
to analyse both discrete and continuous components. However, classical MCR is not as 
robust as MCR-NLR when the system becomes more complex, e.g. more than two 
components, very similar diffusion coefficients, or the presence of a considerable 
experimental artefacts [25], due to the drawback of the rotational ambiguities of curve 
resolution methods.  
 
The second polymer data, TONER, contains two polyester polymers and one additive. 
This is a more complex data set because the spectra of the two polymers are quite similar. 
Moreover, the polydisperse property of the components also makes it difficult to resolve 
this sample. It is hard to visualise the separation of the components by the DOSY plot 
obtained by single channel methods (see Figure 6.9).  
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Figure 6.9: (A) The first spectrum of TONER; (B) the pseudo-2D DOSY plot. 
 
By applying the MULVADO package, the data set is first corrected for baseline drifts. 
Then it is analysed by classical MCR. The initial guesses of the decay profiles for MCR 
are obtained by OPA using both the variables of the original data as well as the second 
derivative data, yielding three different decay curves. The resolved spectra and the 
reference spectra of the two polymers are given in Figure 6.10. The first two pure spectra 
in Figure 6.10A can be recognised as the two polymers with high (HMW) and low 
molecular weight (LMW), respectively. In general, they are quite comparable to true pure 
spectra (see Figure 6.10B), although the peaks around 1.5 ppm are not resolved 
completely (highlighted by an ellipse). The third pure spectrum for the additive is also 
reasonably resolved; only two minor impure peaks from the other components are present. 
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The minor impurity of the peaks may be due to the dispersion of the diffusion 
coefficients of the two polymers. Nevertheless, MCR is able to identify the components 
for this complex sample.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.10: (A) Resolved pure spectra of TONER by classical MCR (cross-talk areas highlighted by 
ellipsis); (B) the reference spectra of the two polymers 
 
6.4 Conclusions and recommendations 
 
The newly developed software, MULVADO, is an implementation of MCR-NLR to 
analyse DOSY NMR data. MCR-NLR is a multivariate curve resolution method, 
applying non-negativity constraints and NLR to obtain unique pure spectra and pure 
decay profiles from DOSY data. The MULVADO software also provides extra functions 
to improve data quality; preprocessing methods are used to correct for baseline artefacts 
as well as peak and phase shifts, and CMR plots are used to diagnose other experimental 
artefacts.  
 
From the real-life examples of the ink data discussed above, using MCR-NLR to process 
DOSY data has several advantages over single channel methods that are implemented in 
Bruker software. First of all, MCR-NLR, using the whole spectra of the data set in the 
calculation, is able to avoid inconsistent diffusion coefficients for different peaks of the 
same component. This is a typical problem for single channel methods, which often 
hinders correct interpretation of the DOSY plots. Another advantage for MCR-NLR is 
that it is able to deal with the overlapping peaks in the spectra, while single channel 
methods always have difficulties in handling them. Besides, MCR-NLR automatically 
assigns the peaks (or variables) whose intensities experience the same decay rate, 
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whereas the assignments of the peaks for the same component has to be done manually 
by single channels methods. Due to the drawbacks of inconsistent diffusion coefficients 
and wrong diffusion coefficients for overlapping peaks, sometimes it is difficult for a user 
to decide which peaks belong to the same component. Hence, incorrect separation can 
result from a DOSY plot. In the analysis of polymer data, classical MCR is able to yield 
rather good resolution for the components of relatively simple data while MCR-NLR 
cannot always resolve this kind of data correctly. The limitation of MCR-NLR is that it is 
reserved to apply to samples with discrete diffusion behaviour, because NLR is used to fit 
purely exponential decay profiles. The combination of NLR aims to obtain unique 
solutions for MCR, and makes MCR more robust. For more complex data, only using 
classical MCR may not resolve the polydisperse components correctly due to rotational 
ambiguities. To solve this problem, we recommend combining other algorithms, such as 
the inverse Laplace transform (ILT) [26,27], with MCR to yield correct solutions for both 
discrete and continuous components. ILT is a difficult numerical problem and can be 
solved by CONTIN [26] or maximum entropy (MaxEnt) [27]. We are convinced that 
application of multivariate methods for data processing can turn DOSY NMR into a 
widely used method in a routine industrial laboratory.  
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7.1 Conclusions 
 
In this thesis, chemometric approaches are described to deal with DOSY NMR data. The 
quality of experimental data can be improved by preprocessing methods, which can 
correct for the baseline distortion and random spectral shifts. The pure components in a 
DOSY data set can be resolved by single channel methods or multivariate methods. As 
discussed in the thesis, multivariate methods based on curve resolution outperform single 
channel methods for processing DOSY data. Particularly, two multivariate methods, 
classical MCR and MCR-NLR, are proposed to analyse DOSY data, and MCR-NLR 
proves more robust and more accurate for this purpose. After the DOSY data are resolved, 
the covariance of the residual matrix (CMR) is used to evaluate the goodness of the 
model as well as diagnose different sorts of experimental artefacts in the data. This 
provides a possible way to improve the data quality so as to obtain good separation of the 
pure components in the data.  
 
In Chapter 2, the methods for DOSY data processing are evaluated. These include two 
single channel methods, CONTIN and SPLMOD, and two multivariate methods, DECRA 
and MCR. It is revealed that single channel methods cannot resolve complex data 
correctly because it only analyses part of a spectrum in every calculation run. The main 
problems of single channel methods are the variation of the diffusion coefficients in 
different calculation run and difficulties in handling overlapping areas. Multivariate 
methods are preferable since they use the whole spectrum for the calculation in each 
calculation run. This can eliminate the fluctuation problem of the diffusion coefficients 
and deal with overlapping areas better. DECRA is a multivariate method that splits one 
single data matrix into two proportional data sets. The assumption of DECRA is that the 
data contain components following pure exponential decay behaviour and the gradients 
(g
2
) are equally spaced. Therefore, limitations of DECRA are that it has difficulty 
analysing continuous diffusion components and it can be sensitive to experimental 
artefacts. Moreover, the gradients must be checked because any deviation of linearity of 
the gradients can lead to incorrect results from DECRA. MCR, on the other hand, does 
not require pure exponential decay and therefore it can analyse continuous diffusion 
coefficients and can tolerate experimental artefacts better. Also, there is no restriction of 
equal distance between the gradients for MCR, which makes the data analysis more 
flexible. The crucial step for MCR is finding good initial estimates of decay profiles to 
begin the iteration steps of ALS. The assessment of the methods concludes that MCR is a 
relatively general method to analyse DOSY NMR data. Therefore, MCR is the main 
strategy for processing DOSY data.   
 
The requirement of MCR is that the baseline and lineshape of the spectra should be 
consistent. However, there can be variations between spectra due to the existence of 
experimental artefacts in the original data. This can make it difficult for MCR to resolve 
pure components correctly. Therefore, in Chapter 3, a strategy is proposed to correct for 
baseline drift, random phase shifts and peak shifts. This can improve the quality of the 
data so that there is less interference of the resulting pure spectra and decay profiles 
obtained from MCR. Good estimates of pure decay profiles are found by an easily 
 
Conclusions and recommendations 
 
111
implemented pure variable method, OPA. Then classical MCR, which includes iteration 
steps of ALS with non-negativity constraints, resolves pure spectra and pure decay 
profiles from the corrected data. Classical MCR can separate the pure components in data 
obtained from a rather simple system, in which the diffusion coefficients are not very 
similar, and the spectral peaks are not seriously overlapped. For complex data, classical 
MCR, a soft modelling method, is not able to resolve the pure components correctly due 
to rotational ambiguity problems. The ambiguity problems can be overcome by 
combining NLR (based on Levenberg-Marquardt algorithm) with MCR (MCR-NLR), by 
which the calculated decay profiles in each iteration of ALS are forced to follow an 
exponential decay. For discrete samples, the decay equation is a pure exponential 
function for each single component, so the diffusion coefficients are estimated by NLR. 
This is called hard modelling.  The advantage of MCR-NLR is that it can obtain more 
unique solutions and therefore it is easier to resolve pure components even in a rather 
complex mixture.    
 
Model validation is necessary to verify whether the processing method (classical MCR, 
MCR-NLR, or any other method) adequately resolves the pure spectra and decay profiles. 
In Chapter 4, the covariance matrix of the residuals (CMR) is described to evaluate the 
results obtained from the curve resolution methods. This can be done by postmultiplying 
the residual matrix with its transpose. If the squared sum of the residuals is rather low but 
the CMR plot still shows structure, it indicates the original data may be acquired under 
the influence of experimental imperfections. Different patterns of CMR plots indicate 
possible sources of the experimental artefacts. Ideally, the CMR plot should show a 
random structure for good results, which means the DOSY data are resolved completely 
without any influence of experimental artefacts. However, for raw experimental data this 
is hardly ever the case. Most often, a CMR plot shows a certain structure as a result of the 
different experimental artefacts. Diamond shapes displaying in a CMR plot suggest 
random spectral shifts existing in the original data set. These artefacts are commonly 
present in experimental data, even with the best experimental settings, but it can be 
corrected by the preprocessed method described in Chapter 3. Other common artefacts, 
caused by eddy currents, time-dependent temperature variation, baseline distortion, and 
inhomogeneity of magnetic field, are also investigated. Eddy currents can cause first 
order phase shifts and first order line broadening. First order phase shifts produce a 
pattern of curves with a broad extremum in the CMR plot, while first order lineshape 
broadening leads to both exponential decay-like curves and curves with a broad 
extremum. Time-dependent peak shifts caused by variation of sample temperature result 
in a parabolic-like shape in the CMR plot. Baseline distortion, caused by unbalanced 
echo times, or other source of initial-phase errors, leads to a series of decay curves in the 
CMR plot. Finally, inhomogeneity of magnetic field creates a CMR plot, in which the 
curves first display a parabolic shape and then become more horizontal. According to 
different patterns of the CMR plots, one can diagnose the source of the artefacts in the 
data. This can help improvement of data quality by optimising the relevant experimental 
settings or applying appropriate preprocessing methods to the original data.  
 
In the previous chapters (Chapters 2 and 3), MCR is proposed as a better option to 
analyse DOSY data than single channel methods. In Chapter 5, robustness tests are 
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carried out to evaluate the performance of the two multivariate methods, classical MCR 
and MCR-NLR. Three important factors, phase shifts, peak shifts, and difference of 
diffusion coefficients, are considered. It is revealed that MCR-NLR outperforms classical 
MCR in terms of accuracy and robustness. SPLMOD, one of the standard single channel 
methods, is also compared with classical MCR and MCR-NLR. It is shown that the two 
multivariate methods are more robust and the results are more easily interpreted than 
SPLMOD. Particularly, MCR-NLR is the best method to analyse DOSY data because it 
can resolve the pure components reasonably even in a difficult situation where the other 
two methods fails.   
 
7.2 Recommendations for future study 
 
In this thesis, it has been shown that MCR is a promising chemometric method to analyse 
DOSY NMR data. It is recommended that future work should continue to develop 
algorithms based on MCR method to fulfil the requirement of analysing complicated real-
world samples containing discrete and continuous components. Moreover, new 
preprocessing methods, which can correct for not only random spectral shifts, but also 
different kinds of experimental artefacts, are suggested as the other issue for the further 
study. It is convincing that applying chemometric methods will put DOSY NMR data to 
be a widespread separation tool as a competitor of LC-NMR.   
7.2.1 Development of MCR for continuous components 
As discussed above, MCR-NLR has proved to be a robust method for processing DOSY 
NMR data. MCR-NLR is mainly used to resolve pure components with single 
exponential decay behaviour, i.e. discrete components. This is because the Levenberg-
Marquardt algorithm, used for NLR, is restricted to fit a single exponential decay curve. 
For components with polydisperse property, e.g. polymers, a single-exponential function 
may no longer describe the diffusion behaviour correctly. Instead, a function representing 
multi-exponential decay is needed. Since MCR is a rather flexible method, it can 
combine with not only NLR, but also other functions that adapt the diffusion behaviour 
of the components. Therefore, it is recommended that the further study should focus on 
selecting an appropriate function to represent the multi-exponential behaviour of the 
polydisperse components. A lognormal distribution is usually used to describe different 
diffusion properties of polydisperse components [1]. Solving the lognormal distribution 
function is an ill-conditioned problem because there can be an infinite number of 
solutions that fit the function. Laplace transform, which has been employed in the 
CONTIN method [2] and the MaxEnt method [3], can be a better choice to describe both 
discrete and continuous diffusion behaviour. The advantage of Laplace transform is that 
it avoids the ill-conditioning problem and there is no assumption of the diffusion 
properties. The inverse Laplace transform is also a single channel method to calculate the 
diffusion coefficients for each channel of the chemical shifts dimension in DOSY data. It 
will be interesting to investigate whether inverse Laplace transform can replace NLR to 
combine with MCR for the purpose of analysing polydisperse components. 
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Another possible way to obtain unique solutions from curve resolution methods is to use 
three-way factor analysis. This needs to introduce a third dimension, describing the 
concentrations of the components, to 2D DOSY data to construct a three-way data set. 
PARAFAC has been used to analyse lipoproteins [4].  In addition, three-way MCR can 
also be investigated.    
7.2.2 Further removing artefacts 
Due to the experimental instability and background matrix of the sample, spectral 
variations in different spectra are commonly present in the DOSY NMR data. By 
visualising CMR plots, one can diagnose experimental artefacts in the data. In case the 
structure of a CMR plot indicates experimental imperfection, new DOSY data can be 
acquired again after the corresponding experimental settings are corrected. However, this 
is quite time-consuming and expensive, especially when several data sets have to be 
remeasured. From an economical point of view, it is always better to first use 
preprocessing methods to correct the data, while the CMR plots can be used to diagnose 
and correct the system imperfection for further measurement of other DOSY data.  
 
The preprocessing method, proposed in this thesis, can be used to correct for baseline 
drifts and random spectral shifts. For random spectral shifts, it is corrected by aligning a 
single peak with measurable signals from the first to the last spectrum, and then 
transferring the alignment to all the other peaks that are assumed to have the same 
variations. However, as discussed in Chapter 4, there are other kinds of experimental 
artefacts, e.g. first order phase shifts and line broadening by eddy currents. For these 
kinds of experimental artefacts, the preprocessing method may not improve the data 
quality. Therefore, it is worthwhile to develop new preprocessing methods that are 
specially to correct the different kinds of artefacts. A genetic algorithm has been 
proposed to do peak alignment for NMR signals [5]. Another method for peak alignment 
is called reduced set mapping [6], has also been proposed in the literature. It is interesting 
to verify whether these two methods can be useful for the application of DOSY NMR 
data and may develop more preprocessing methods further.  
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 Samenvatting 
 
DOSY NMR kan gebruikt worden als een niet-invasieve scheidingsmethode voor 
complexe mengsels. Dit wordt steeds aantrekkelijker voor industriele laboratoria, want 
het belangrijkste voordeel van DOSY NMR vergeleken met standaard 
scheidingsmethoden zoals LC-NMR is eeneenvoudige en goedkope toepassing. Met 
gewone NMR apparatuur kunnen DOSY data routinematig worden verkregen, maar de 
analyse van de data vormt nog steeds de grootste uitdaging voor de toepassing van DOSY 
NMR in echte problemen. 
 
Een DOSY data set wordt verkregen door een serie van spin-echo spectra bij 
verschillende gradienten te meten. De signalen van elke component vallen af met een 
verschillende exponentiele snelheid (afhankelijk van de diffusiecoefficient) bij groter 
wordende gradienten. Dientengevolge bestaat ieder kanaal (iedere frequentie) in het 
spectrum uit een sum van exponentiele signalen van de componenten. De 
diffusiecoefficienten van de componenten in elk kanaal kunnen berekend worden door 
zogenaamde single-channel methoden, gebaseerd op exponentiele fits. De routine 
methoden die in commerciele software van Bruker zijn geimplementeerd zijn single-
channel methoden. Het is echter aangetoond dat single-channel methoden in de meeste 
gevallen geen correcte diffusiecoefficienten kunnen opleveren in gebieden met piek 
overlap. Verder kunnen coefficienten voor verschillende pieken van een en dezelfde 
component afwijken, door de invloed van experimentele artefacten zoals piek- en 
faseverschuivingen. Dit is een verder nadeel van single-channel methoden. Deze nadelen 
staan een wijd gebruik van DOSY NMR in de industrie in de weg. Daardoor verkrijgen 
multivariate methoden meer en meer de voorkeur boven single-channel methoden om 2D 
DOSY data te analyseren. Met name Multivariate Curve Resolutie (MCR) heeft bewezen 
een goede methode te zijn om dit soort problemen aan te pakken. Gegeven goede initiele 
waarden is MCR beter dan traditionele single-channel methoden. De voornaamste 
voordelen van MCR boven  single-channel methoden zijn dat het overlap probleem wordt 
opgelost en dat diffusiecoefficienten van dezelfde component consistent zijn. Een nadeel 
is de rotationele ambiguiteit, hetgeen inhoudt dat de spectra en vervalcurves geroteerd 
kunnen worden zonder de residuen te veranderen, wat soms een incorrecte oplossing 
oplevert. 
 
In dit proefschrift is het doel algemene strategieen te ontwerpen om DOSY NMR data te 
verwerken. Dit wordt nagestreefd in drie aspecten: 
(1) onderzoek naar mogelijke verbeteringen van MCR voor het verwerken van DOSY 
NMR data; (2) ontwikkeling van voorbewerkingsmethoden om de kwaliteit van de data te 
verbeteren; (3) diagnose van experimentele artefacten in de data om mogelijk 
experimentele omstandigheden te optimaliseren. 
 
In Hoofdstuk 2, voorbewerkingstechnieken, worden zowel single-channel als multivariate 
methoden kritisch geevalueerd. De single-channel methoden die worden onderzocht zijn 
SPLMOD en CONTIN, en multivariate methoden zijn DECRA en MCR. Hieruit volgt 
dat MCR, gegeven geode initiele waarden, is een relatief algemene methode om DOSY 
data te analyseren. Vanwege het nadeel van de rotationele ambiguiteit is MCR niet altijd 
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in staat pure spectra van een mengsel correct te extraheren. Hoofdstuk 3 beschrijft 
mogelijkheden om MCR te verbeteren. Allereerst worden voorbewerkingsmethoden die 
basislijn artefacten en willekeurige verschuivingen corrigeren gebruikt om de kwaliteit 
van de data te verbeteren. Ten tweede wordt niet-lineaire kleinste-kwadraten regressie 
(NLR) gecombineerd met MCR om de rotationele ambiguiteit op te helderen en unieke 
en accurate oplossingen te genereren. Hoofdstuk 4 stelt het plotten van de covariantie 
matrix van de residuen voor als diagnose voor andere experimentele artefacten. Dit 
verschaft een visueel diagnostisch gereedschap om mogelijk de bronnen van 
experimentele artefacten te identificeren en experimentele settings te verbeteren. Alle 
hier beschreven technieken zijn verwerkt in een software pakket, MULVADO, dan kan 
worden opgehaald van de volgende web site: 
www.cac.science.ru.nl. 
 
Hoofdstuk 5 beschrijft de robuustheidsanalyse van klassieke MCR, NLR-MCR en single-
channel methoden door gecontroleerde verstoringen van een DOSY data set. Het toont 
aan dat MCR-NLR robuust blijft in situaties waar andere methodes geen goede resultaten 
opleveren. Hoofdstuk 6 laat toepassingen van MULVADO zien gebruik makend van 
realistische data sets, te weten twee inkt data sets van hetzelfde monster van een 
verschillende kwaliteit, en twee polymer monsters. De MULVADO software is beter in 
staat deze realistische data te verwerken dan de commerciele Bruker software, zelfs voor 
data met sub-optimale kwaliteit. Het laat ook zien dat de standaard MCR methode beter 
geschikt is dan de MCR-NLR methode voor polymeer monsters, vanwege hun continue 
diffusiegedrag. Een combinatie van de Inverse Laplace Transformatie (ILT) met MCR 
wordt aangeraden voor deze sort problemen.  
 
Tenslotte geeft hoofdstuk 7 een afsluiting van de zaken in dit proefschrift en een 
aanbeveling voor toekomstig onderzok naar het verwerken van DOSY NMR data.
 Summary 
 
DOSY NMR can be used as a non-invasive separation method for complex mixtures. It is 
more and more attractive for industrial laboratories, for the main advantage DOSY NMR 
over routine separation methods such as LC-NMR is easy and economical 
implementation. With NMR instruments, DOSY NMR data can be obtained routinely but 
data analysis is still the main challenge to put DOSY NMR in real-world applications.  
 
A DOSY data set is obtained by measuring a series of spin echo spectra with different 
gradient strengths. The signals of each component attenuate with a different exponential 
decay rate (depending on the diffusion coefficient) as the gradient strength increases. 
Consequently, each channel (frequency) of the spectra is a sum of the exponential signals 
of the components. Traditionally, the diffusion coefficients of the components in each 
channel can be calculated by single channel methods, which are based on exponential 
fitting. In fact, the routine methods that have been implemented in commercial software 
from Bruker, are single channel methods. However, it has been shown that in most cases 
single channel methods cannot result in correct diffusion coefficients for areas containing 
overlapping peaks. Moreover, due to the influence of experimental artefacts such as peak 
and phase shifts, the diffusion coefficients can be different for different peaks of the same 
components, which is another disadvantage of single channel methods. These 
disadvantages of single channel methods limit the wide use of DOSY NMR in industrial 
laboratories. For these reasons, multivariate methods become more and more preferable 
to single channel methods to analyse 2D DOSY data. Particularly, multivariate curve 
resolution (MCR) has proved a promising method to handle this kind of problems. It 
proves that MCR with good initial guesses outperforms the traditional single channel 
methods. The main advantages of MCR over single channel methods are that they can 
solve the overlap problems and result in consistent diffusion coefficient for the same 
component. A drawback of MCR is the rotational ambiguity, which means the resolved 
spectra and decay profiles can be rotated without changing the residuals, leading to a 
possibly incorrect solution.  
 
In this thesis, the goal is to formulate general strategies to process DOSY NMR data. 
This can be achieved by three aspects: (1) Investigating possible improvement of MCR to 
process DOSY NMR data; (2) Development of preprocessing methods to improve data 
quality; (3) diagnosing experimental artefacts in the data to possibly optimise 
experimental settings.  
 
In Chapter 2, the processing techniques, both single channel methods and multivariate 
methods, are critically evaluated. The single channel methods that are assessed are 
SPLMOD and CONTIN and the multivariate methods are DECRA and MCR. It reveals 
that MCR with a good initial guess is a relatively general method to analyse DOSY data. 
Due to the drawback of rotational ambiguities, MCR may not resolve the pure spectra for 
the components in a complex mixture correctly. Chapter 3 describes possible ways to 
improve the performance of MCR. First, preprocessing methods, correcting for baseline 
artefacts and random spectral shifts, are used to enhance data quality. Second, non-linear 
least squares regression (NLR) is combined with MCR in order to solve the rotational 
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ambiguities problem and obtain unique and accurate solutions. Chapter 4 proposes 
plotting the covariance matrix of residuals (CMR) to diagnose other experimental 
artefacts. This provides a visual diagnostic tool to possibly identify the sources of the 
artefacts and improve the corresponding experimental settings. All the techniques 
described above are all included in a software package, MULVADO, which can be 
downloaded from the following website: 
http://www.cac.science.ru.nl 
 
Chapter 5 describes the robust analysis of classical MCR, MCR-NLR, and single channel 
methods by controlling disturbance of a DOSY data set. It proves that MCR-NLR can 
retain its robustness when other methods fail to yield correct results. Chapter 6 
demonstrates applications of MULVADO using real-world samples, which includes two 
ink data sets of the same sample with different quality and two polymer samples. It is 
shown that the MULVADO software is able to handle real data better than the Bruker 
software, even for data with sub-optimal quality.  It also reveals that the standard MCR 
method is more suitable than MCR-NLR to separate polymer samples due to their 
continuous diffusion behaviour. Combining inverse Laplace transform (ILT) with MCR 
is recommended to tackle this kind of problems.  
 
Finally, Chapter 7 concludes the issues described in this thesis and recommends some 
aspects for future study of processing DOSY NMR data.    
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