The computation of the diameter is one of the most central problems in distributed computation. In the standard CONGEST model, in which two adjacent nodes can exchange O(log n) bits per round (here n denotes the number of nodes of the network), it is known that exact computation of the diameter requiresΩ(n) rounds, even in networks with constant diameter. In this paper we investigate quantum distributed algorithms for this problem in the quantum CONGEST model, where two adjacent nodes can exchange O(log n) quantum bits per round. Our main result is aÕ( √ nD)-round quantum distributed algorithm for exact diameter computation, where D denotes the diameter. This shows a separation between the computational power of quantum and classical algorithms in the CONGEST model. We also show an unconditional lower boundΩ( √ n) on the round complexity of any quantum algorithm computing the diameter, and furthermore show a tight lower boundΩ( √ nD) for any distributed quantum algorithm in which each node can use only poly(log n) quantum bits of memory.
Problem

Classical Quantum
Exact computation O(n) O( √ nD) Th. 1.1 [15, 24] Exact computationΩ(n) [ Table 1 : Our results on the quantum round complexity of computing/approximating the diameter, and the corresponding known classical results. In this table n denotes the number of nodes in the network, D denotes the diameter and s denotes the quantum memory used by each node. and the impossibility of "copying" quantum information. A pressing open question is to understand for which important problems in distributed computing quantum communication can help.
Our results. In this work we consider quantum distributed network computation in the CONGEST model, and especially investigate the complexity of computing the diameter. Our main contributions are for the exact computation of the diameter. We present the first quantum distributed algorithm that overcomes classical algorithms for this task: Theorem 1.1. There exists aÕ( √ nD)-round quantum distributed algorithm, in which each node uses O((log n) 2 ) qubits of memory, that computes with probability at least 1 − 1/poly(n) the diameter of the network, where n denotes the number of nodes of the network and D denotes the diameter.
Theorem 1.1 shows in particular that if the diameter is small (constant or at most polylogarithmic in n), then it can be computed inÕ( √ n) time in the quantum setting. Moreover, whenever the diameter is O(n 1−δ ) for some constant δ > 0, it can be computed in sublinear time. This significantly contrasts with the classical setting, where even distinguishing if the diameter is 2 or 3 requires Ω(n) time [15] , as already mentioned. Note that our quantum algorithm uses only O((log n) 2 ) space, i.e., each node only needs to keep O((log n) 2 ) qubits of memory at any step of the computation. This low space complexity is especially appealing due to the technological challenges to construct large-scale quantum memory. A natural question is whether the upper bounds of Theorem 1.1 can further be improved. We first show the following lower bound by adapting the argument from prior works that lead to the classical lower bound [15] . Theorem 1.2. Any quantum distributed algorithm that decides, with probability at least 2/3, whether the diameter of the network is at most 2 or at least 3 requiresΩ( √ n) rounds.
Note that this result holds even for quantum algorithms with an arbitrary amount of memory. Theorem 1.2 shows that the upper bound of Theorem 1.1 is tight for networks with small diameter.
A similar argument can actually be used to derive aΩ( √ n) lower bound for any quantum algorithm that decides if the diameter is at most d or at least d + 1 for larger values of d, but for large diameters this does not match the upper bound of Theorem 1.1. We succeed in proving another lower bound, which matches the upper bound of Theorem 1.1 for large diameters, under the assumption that the nodes in the distributed quantum algorithm use only small space. This is one of the main technical contributions of the paper. Theorem 1.3. Any quantum distributed algorithm, in which each node uses at most s qubits of memory, computing with probability at least 2/3 the diameter of the network requiresΩ( nD/s) rounds.
Observe that Theorems 1.1 and 1.3 together completely (up to possible polylogarithmic factor) settle the complexity of distributed quantum exact computation of the diameter with small quantum memory. While the memory restriction in the lower bound is a significant assumption, we believe that Theorem 1.3 is still a fairly general result since most known quantum communication protocols (e.g., protocols used to show the superiority of quantum communication in the model of communication complexity) use only a polylogarithmic amount of quantum memory. We actually conjecture that the upper bound of Theorem 1.1 is tight even without any restriction on the size of quantum memory used by the nodes.
We then consider approximation algorithms and show that the round complexity can be further decreased if we are only interested in computing a 3/2-approximation of the diameter. nD + D)-round quantum distributed algorithm that computes with probability at least 1−1/poly(n) a 3/2-approximation of the diameter of the network.
Whenever the diameter is small, this quantum approximation algorithm again provides a significant improvement over the best known classical algorithms [14, 21] already mentioned. The quantum algorithm of Theorem 1.4 actually consists of two phases, one classical and one quantum. The quantum phase still has polylogarithmic memory per node.
Our results are summarized in Table 1 .
PRELIMINARIES
We assume that the reader is familiar with the basic notions of quantum computation and refer to, e.g., [23] for a good introduction. A quantum state will be written using the ket notation such as |ψ ⟩.
A quantum register means a set of quantum bits (qubits). When the system has several identified registers, we indicate them as a subscript. For instance |i⟩ R |j⟩ Q , means that register R is in state |i⟩, and register Q in state |j⟩. Of course those could be entangled and in superposition. Then we write |ψ ⟩ = i, j α i j |i⟩ R |j⟩ Q . In this paper we will use the term CNOT copy to refer to the unitary operation on 2m qubits (for some integer m) that maps the state |u⟩|v⟩ to the state |u⟩|u ⊕ v⟩ for any binary strings u, v ∈ {0, 1} m , where u ⊕ v is the bitwise XOR operation on u and v. This quantum operation can be implemented by applying m Controlled NOT gates. In particular it maps the state |u⟩|0⟩, for any binary string u, to the state |u⟩|u⟩, and thus corresponds to a classical copy.
For any integer M, we denote by [M] the set {1, 2, . . . , M }. For an undirected graph G = (V , E), we write d(u, v) the distance between u, v ∈ V , i.e., the minimum length of a path between u and v in G.
The eccentricity of u ∈ V , denoted ecc(u), is the maximum distance of u to any other node v ∈ V . Then the diameter D is simply the maximum eccentricity among all nodes u ∈ V . Finally, the Breath First Search tree from u on G is denoted by BFS(u) and the Depth First Search tree is denoted DFS(u).
Quantum CONGEST networks
In this paper we consider the CONGEST communication model. The graph G = (V , E) represents the topology of the network, executions proceed with round-based synchrony and each node can transfer one message of bw qubits to each adjacent node per round. Initially the nodes of the network do not share any entanglement. In this paper all the networks are undirected and unweighted. Unless explicitly mentioned, the bandwidth bw will always be bw = O(log n), where n = |V |. The only exception is the results in Section 6.1, and in particular Theorem 6.1, where the bandwidth will be kept as a parameter. All links and nodes (corresponding to the edges and vertices of G, respectively) are reliable and suffer no faults. Each node has a distinct identifier. Initially, each node knows nothing about the topology of the network except the set of edges incident to itself and the value n.
We write |ψ ⟩ v to denote a state in the memory space of node v. When such a state is entangled, we use the tensor product notation. For instance 1
v ∈V |i⟩ v denotes a uniform superposition over integers in [M] distributed over all nodes of V (i.e., each node is synchronized with the same value, in superposition).
When discussing the space complexity of quantum distributed algorithms, the memory refers to the number of qubits each node uses in its workspace. We assume for simplicity that each node performs unitary operations and measures its register only at the very end of the algorithm. 3 
Two-party communication complexity
Let X , Y and Z be three finite sets. Consider two players, usually called Alice and Bob, and assume that Alice receives as input an element x ∈ X , while Bob receives an element y ∈ Y . In the model of communication complexity, first introduced in the classical twoparty setting by Yao [29] , the players want to compute a function f : X × Y → Z by running a protocol such that, at the end of the protocol, both Alice and Bob obtain f (x, y), and they want to minimize the communication. In the quantum communication model, introduced by Yao [30] , the players are allowed to communicate with qubits. More precisely, the quantum communication complexity of a quantum protocol is the maximum (over all inputs) number 3 More general models, such as models allowing intermediate measurements and models that allow nodes to use both a quantum memory and a classical memory, can naturally be considered as well. We prefer not introducing such models in this paper since the precise definition (and in particular the relation between the classical part and the quantum part), which can for instance be proposed similarly to [19] , would be fairly technical. We just mention that under natural "hybrid" models allowing both classical and quantum parts, the lower bound of Theorem 1.3 would hold for any quantum algorithm that uses s qubits of quantum memory, independently to the quantity of classical memory used, since the difficulty only comes from the quantum memory. A very simple example is the straightforward generalization of our model that allows a first classical phase with unbounded classical memory and then a quantum phase using only s qubits of memory per node. of qubits that the protocol sends. The quantum communication complexity of f is the minimum communication complexity of any quantum protocol that computes f with probability at least 2/3.
For any integer n ≥ 1, the disjointness function DISJ k : {0, 1} k × {0, 1} k → {0, 1} is the function such that DISJ k (x, y) = 0 if and only if there exists an index i ∈ {1, . . . , k} such that x i = y i = 1. It is well known that its (randomized) classical communication complexity is Θ(k) bits [18, 25] . Its quantum communication complexity is Θ( √ k) qubits [1, 8, 16, 26] . Recently Braverman et al. [5] proved the following lower bound for quantum protocol with limited interaction, i.e., when only a bounded number of messages can be exchanged between Alice and Bob, which significantly improved the previous bound from [17] Theorem 2.1 ( [5] ). The r -message quantum communication complexity of DISJ k isΩ(k/r + r ).
This result shows in particular that any O(
interaction between Alice and Bob.
Quantum generic search
We now review the general framework of quantum generic search in the centralized model (see for instance [22] for a more thorough treatment). In this framework, we are given a set of items X and we are looking for a marked item x ∈ M, for some unknown subset M ⊆ X . We have two main black-box unitary operators, and their inverses, available to design a quantum search procedure. The first one, Setup, is the quantum analogue of a random sampling. The second one, Checking, is a quantum checking procedure. It will be convenient to assume the existence of a third procedure, Initialization, that performs some global initialization: the procedure is applied only once at the beginning of the algorithm and its output is later used in order to implement Setup and Checking.
We identify a specific register |·⟩ I that we call internal, which is the core of the algorithm. Its size is polylogarithmic in all parameters. It is used to encode the element we are looking for, to perform basic operations such as arithmetic operations (e.g., counting), and also to control the application of other unitary matrices. The quantum algorithm uses two additional registers to represent additional information created by the procedures Initialization and Setup.
The framework thus assumes that the following three quantum procedures are given (as black-boxes). Initialization: Creates an initial state |0⟩ I |init⟩ with some possible precomputed information |init⟩ and a distinguished element 0 ∈ X , usually a long enough bit string of 0s. Setup: Produces a superposition from the initial state:
where the α x 's are arbitrary amplitudes and data(x) represents some information depending on x. Checking: Performs the transformation
where b x = 1 if x ∈ M and b x = 0 otherwise. Session 3A: Congest PODC'18, July 23-27, 2018, Egham, United Kingdom
Note that the procedures Initialization and Checking are often described as deterministic or randomized (i.e., classical) procedures. They can then been quantized using standard techniques: one first transforms it to a reversible map using standard techniques [3] , with potentially additional garbage whose size is of the same order as the initial memory space.
Define P M = x ∈M |α x | 2 , the probability to observe a marked element when measuring Register I after one application of Setup on the initial state. Classically one could iterate Θ(1/P M ) time this process in order to get at least one marked element with high probability. Amplitude amplification explains how to get a marked element using simply Θ(1/ √ P M ) iterations of Setup and Checking.
Theorem 2.2 (Amplitude amplification [4]
). Let ε > 0 and assume that either P M = 0 or P M ≥ ε holds. Then, for any δ > 0, there is a quantum algorithm that can decide if M = ∅ with success probability at least 1 − δ using one unitary operator Initialization, O( log(1/δ )/ε) unitary operators Setup and Checking, their inverse, and O( log(1/δ )/ε) other basic operations (independent of M) on the internal register.
More precisely, an observation of the internal register when the algorithm declares that M ∅, outputs a random x ∈ M with probability |α x | 2 /P M .
Distributed quantum optimization
Let us first explain how to derive a generic quantum procedure for optimization problems in the centralized model. Indeed, a well known application of amplitude amplification is optimization, such as minimum finding [10] . We are now given a procedure Evaluation instead of Checking, which evaluates the (unknown) function we want to maximize. Evaluation: Performs the transformation
where f : X → Z is the function we want to maximize. Define the probability P opt to observe an element where f takes a maximum value when measuring Register I after one application of Setup on the initial state as
A standard application of amplitude amplification shows how to maximize f using Θ(1/ P opt ) iterations of Setup and Evaluation. We state this result as follows.
Corollary 2.3 (Quantum optimization).
Let ε > 0 be such that P opt ≥ ε. Then, for any δ > 0, there is a quantum algorithm that can find,with probability at least 1 − δ , some element x such that f (x) is maximum, using one unitary operator Initialization, O( log(1/δ )/ε) unitary operators Setup and Evaluation, and their inverses, and O( log(1/δ )/ε) other basic operations (independent of f ) on the internal register.
Proof. The proof uses standard applications of Theorem 2.2 such as in [10] . We give the main lines of the reduction:
(1) Start with some fixed a ∈ X ; (2) Use amplitude amplification of Theorem 2.2 with ε ′ = 1/2 and δ ′ = δ to find b > a; The expected number of iterations, that is of jumps to Step (2), can be shown to be O(log(1/ε)), with an expected number of applications of unitary maps and of other basic operations in O( log(1/δ )/ε) using similar arguments to [10] for minimum finding. In order to get the claimed worst case bounds, one just need to abort the computation when too much resources have been used and to output the current value of a. □
We now explain how to implement quantum optimization in the distributed model. In the distributed setting, the internal register I and therefore the control of the algorithm itself are simply centralized by a leader node. The two other registers |data(x)⟩ and |init⟩, however, can be distributed among all the nodes of the network, and implementing Procedures Setup and Evaluation thus generally requires communication through the network. As stated in Corollary 2.3, besides calls to Setup and Evaluation and their inverses, all the other operations performed in quantum optimization are done exclusively on the internal register I , and then can be implemented locally (i.e., without communication) by the chosen leader node. The round complexity of distributed quantum optimization thus depends on the round complexity of Procedures Setup and Evaluation. The precise statement follows. Theorem 2.4 (Distributed qantum optimization). Let G = (V , E) be a distributed network with a predefined node leader ∈ V . Assume that Initialization can be implemented within T 0 rounds and using s memory per node in the quantum CONGEST model, and that unitary operators Setup and Evaluation and their inverses can be implemented within T rounds and using s memory per node. Assume that s = Ω(log |X |).
Let ε > 0 be such that P opt ≥ ε. Then, for any δ > 0, the node leader can find, with probability at least 1 − δ , some element x such that f (x) is maximum, in T 0 + O( log(1/δ )/ε) × T rounds. This quantum algorithm uses O(s × log(1/ε)) memory per node.
Proof. The round complexity follows immediately from Corollary 2.3. Let us now analyze the amount of memory needed for the node leader. Since measurements in the procedure described in Corollary 2.3 are only performed at the end of the computation, all outcomes of amplitude amplification in Line (2) are recorded in the procedure, leading to an additional term O(log |X | × log(1/ε)) in the memory size. The total amount of memory needed for the implementation is thus O(s + log |X | × log(1/ε)) = O(s × log(1/ε)) qubits for leader and O(s) qubits for the other nodes. □
FIRST ALGORITHM : EXACT COMPUTATION OF THE DIAMETER
Let G = (V , E) denote the network we consider. We write n = |V | and use D to denote its diameter. We assume that the network G has elected a node leader ∈ V , and computed its eccentricity ecc(leader). This can be done using standard methods in O(D) classical rounds and O(log n) memory space per node. In addition, our
In ecc(leader) = O(D) rounds:
(1) First, only leader is activated, it declares itself as its own parent, and sends a message through all its edges in order to activate its neighbors for the next round. (2) When a message reaches node v from node u:
• If v was already activated, then v ignores the message.
• Else v becomes activated, it sets its parent to u and sends, through all its edges, its distance to leader in order to activate its neighbors for the next round. algorithm will use a Breadth First Search tree rooted at leader (denoted BFS(leader)), which can be computed efficiently as described in the following proposition.
Proposition 3.1. There is a classical procedure that allocates to each node v ∈ V its parent on BFS(leader) and its distance to leader in O(D) rounds and O(log n) memory space per node.
Proof. The procedure is the classical procedure described in Figure 1 that performs a Breadth First Search tree from leader. This procedure has complexity O(D) and can be implemented with O(log n) bits of memory per node. □
Our quantum algorithm will compute the diameter, i.e., the maximum eccentricity among all nodes, using quantum optimization. In Section 3.1, we first give a simpler quantum algorithm that computes the diameter in O( √ nD) rounds. In Section 3.2 we then give our O( √ nD)-round quantum algorithm.
A simpler quantum algorithm
We apply the framework of Section 2.4 with X = V and the function f : V → Z defined for all u ∈ V as
Obviously, maximizing f gives the diameter of the network. Procedure Initialization is the classical procedure of Proposition 3.1. This means that |init⟩ represents the classical information computed by this classical procedure: this is a quantum register shared by all the nodes of the network, in which the part owned by each node contains its parent on BFS(leader) and its distance to leader.
For any u 0 ∈ V , the quantum state |data(u 0 )⟩ used in the quantum algorithm is defined as |data(u 0 )⟩ = v ∈V |u 0 ⟩ v . We set α u 0 = 1/ √ n for all u 0 ∈ V , and thus have P opt ≥ 1/n. We first observe that Procedure Setup can be implemented efficiently.
Proposition 3.2. The procedure Setup can be implemented in O(D) rounds and using O(log n) memory space per node.
Proof. The node leader first prepares the quantum state
Then this state is simply broadcast using CNOT copies to all nodes of the network along BFS(leader), which takes d rounds. The resulting state is 1
Proof. Consider the following problem: all the nodes of the network receive as input u 0 , for some fixed u 0 ∈ V , and the goal is for node leader to output ecc(u 0 ). There is a straightforward O(D)-round classical algorithm solving this problem using O(log n) bits of memory per node: node u 0 starts building a Breadth First Search tree rooted at u 0 , the nodes use this tree to compute their distance to u 0 , and finally ecc(u 0 ) is transmitted to the node leader. Note that this algorithm is precisely a procedure to compute f (u 0 ) when the nodes initially share the classical information contained in |data(u 0 )⟩ (i.e., the nodes all know u 0 ). As mentioned in Section 2.3, this procedure can then been quantized using standard techniques in order to obtain a quantum algorithm that performs the transformation
with the same round and space complexities. □
We are now ready to analyze the overall complexity of our algorithm. We apply Theorem 2.4 to maximize the function f defined in (1). Propositions 3.1, 3.2 and 3.3, along with the lower bound P opt ≥ 1/n, show that this quantum algorithm uses O( √ nD) rounds and O((log n) 2 ) memory per node for any constant error probability δ .
The final quantum algorithm
We now show how to reduce the complexity to O( √ nD). The key idea is to modify the function to be maximized, in order to increase P opt when d is large. Before defining the new function, let us introduce some definitions. We take some integer
for any node v ∈ V , this will concretely be done by choosing d = ecc(leader). Similarly to [24] , we introduce the following numbering on the vertices of G via a Depth-First-Search traversal of BFS(leader). We now use the DFS-numbering to define sets of vertices. Definition 3.5. For any u ∈ V , define S(u) = {v ∈ V : τ (v) ∈ [τ (u), τ (u) + 2d mod 2n]}. Let S be the collection of subsets S(u) for all u ∈ V .
We following lemma, which will be crucial for our analysis, shows that S covers well the set V . Lemma 3.6. Fix any v ∈ V , and take some u 0 ∈ V uniformly at random. Then Pr[v ∈ S(u 0 )] ≥ d 2n . Proof. Consider a sequential execution π of DFS(leader) on BFS(leader). We now consider π as a circle by attaching its extremities. Observe that each top-down move to some node v at step t causes the numbering τ (v) = t. In addition, since BFS(leader) has depth d, any segment of π with m d top-down moves and m u bottom-up ones must satisfy |m d − m u | ≤ d.
Thus for any vertex v ∈ V , consider the part of π of length 2d ending in a top-down move to v. It must contain at least ⌈d/2⌉ topdown moves to some vertices u 1 , . . . , u ⌈d/2⌉ . Therefore v ∈ S(u i ), for i = 1, . . . , ⌈d/2⌉, and we conclude that Pr[v ∈ S(u 0 )] ≥ d 2n . □ The function we will now optimize is the function f :
for any u ∈ V . Obviously, maximizing f gives the diameter of the network. We optimize this function via the distributed quantum optimization procedure of Section 2.4. We set X , α x , |init⟩ and |data(x)⟩ exactly as in Section 3.1. Lemma 3.6 immediately implies that P opt ≥ d/2n. The procedures Initialization and Setup are the same as in Section 3.1. The procedure Evaluation, however, is different since the function to evaluate is not the same. We describe the new procedure, which is based on a refinement of the deterministic distributed algorithm for diameter in [24] , in the next proposition. The proof of this proposition is postponed to Section 3.3.
Proposition 3.7. The procedure Evaluation for the function f defined in (2) can be implemented in O(D) rounds and using O(log n) memory space.
We are now ready to analyze the overall complexity of our algorithm and prove Theorem 1.1.
Proof of Theorem 1.1. We apply Theorem 2.4 to maximize the function f defined in (2). Propositions 3.1, 3.2 and 3.7, along with the lower bound P opt ≥ d/2n, show that this quantum algorithm uses O( √ nD) rounds and O((log n) 2 ) memory per node for any constant error probability δ . □
The evaluation procedure
We prove Proposition 3.7 by describing the Procedure Evaluation for the function f defined in (2) . Remember that this procedure should, for any u 0 ∈ V given as input to all the nodes of the network, enable the node leader to output f (u 0 ) = max v ∈S (u 0 ) (ecc(v)). Remember also that we are assuming the each node v ∈ V knows its parent on BFS(leader) and its distance to leader (this information was computed in Procedure Initialization). The procedure Evaluation is described in Figure 2 . (The procedure is described as a classical procedure. As mentioned in Section 2.3 and in the proof of Proposition 3.3, it can then been quantized using standard techniques.)
The main idea is simple: each node v ∈ S(u 0 ) starts a process in order to globally compute its eccentricity. This will be done in parallel, and the main difficulty is to avoid congestions. We achieve this goal by refining techniques used in the deterministic distributed
Step 1. The network performs sequentially 2d steps of a Depth First Search traversal on BFS(leader) starting at u 0 (if it reaches the end of the DFS, it starts again from leader). Let us write S the nodes visited by the process, and for each v ∈ S, let τ ′ (v) to be the index of the round they are reached (for the first time) by the traversal. If one message has been kept then:
Step 3. Each node v ∈ V sends its current value d v to leader.
In order to avoid congestions, the transmission is done bottom up on BFS(leader), and at each node only the maximum of received values is transmitted. algorithm from [24] . As in [24] , we coordinate the starts of all the processes so that messages initiated by nodes v ∈ S(u 0 ) arrive in the same order as their DFS(leader)-numbers. Therefore, there is no congestion, and messages to disregard are easily identified, even with a local memory of logarithmic size for each node.
A difference with [24] is that we do not use the DFS(leader)-number τ (v), which is too costly to compute, but instead the quantity τ ′ (v) = τ (v) − τ (u 0 ), which is much easier to compute, to coordinate the starts of the process. More precisely, node v ∈ S(u 0 ) starts its process at round 2τ ′ (v), see Step 2(2) of the algorithm.
Another difference is that each node v in Step 2 of the algorithm only keeps in memory the maximum of their previously computed distances. Nodes receive at each round messages of the form (τ ′ , δ ) that they either disregard or broadcast after incrementing δ . This message has been initiated at round τ ′ by the node u ∈ S such that τ ′ = τ ′ (u) in Step 2 (2) . The number δ is the number of rounds this message took to reach v for the first time, i.e., δ = d(u, v). The value t v is used to decide which messages can be disregarded. The value d v represents the maximum distance d(u, v) over all the nodes u processed so far.
The procedure Evaluation can be implemented in O(D) rounds and using O(log n) space per node since at any time each node only needs to keep one message (τ ′ , δ ), in addition to t v and d v , in memory. The correctness follows from the following three lemmas, which together show that the procedure computes the maximum of ecc(v) over all v ∈ S(u 0 ). Lemma 3.8. At Step 1, the computed set S satisfies S = S(u 0 ). Furthermore, for every nodes v,
Proof. First observe that at Step 1, τ ′ (v) = τ (v) − τ (u 0 ), for all v ∈ S(u 0 ). Therefore, the computed set S satisfies S = S(u 0 ). Then the rest of the statement is a direct consequence of [24, Property 1] which was stated for the DFS(leader)-numbering τ , and therefore remains valid for τ since τ ′ (v) = τ (v) − τ (u 0 ), for all v ∈ S(u 0 ). □ Lemma 3.9. Let r 1 be the first round that a message of type (τ ′ 1 , * ) reaches a given node v, and similarly for r 2 and τ ′ 2 . Then
Proof. Let z 1 , z 2 be such that τ ′ i = τ ′ (z i ), for i = 1, 2. This is the first time that a message from z i reaches v, therefore r i = 2τ ′ (z i ) + d(z i , v). In addition, by the triangle inequality, we also
Since τ ′ (z 1 ) < τ ′ (z 2 ), then by Lemma 3.8 we also have that
Therefore we get
which proves the lemma. □ Lemma 3.10. At
Step 3b, all remaining messages are identical.
Proof. Assume by contradiction that at least two messages
By construction of our algorithm, they are the first messages of types (τ ′ 1 , * ) and (τ ′ 2 , * ) reaching v.
by Lemma 3.9, those messages cannot arrive at the same round, which contradicts the fact they both arrive at the current round.
If τ ′ 1 = τ ′ 2 , but δ 1 δ 2 , we get another contradiction. Indeed, those messages come from the same vertex u such that τ ′ (u) = τ ′ 1 , and reach v at the same round for the first time. Thus they must satisfy δ 1 = δ 2 . □
SECOND ALGORITHM: 3/2-APPROXIMATION OF THE DIAMETER
The framework for distributed quantum optimization we developed in this paper, and in particular its application to find vertices of maximum eccentricities presented in Section 3, can be used as well to design fast quantum approximation algorithms for the diameter. In this section we show how to apply our framework to speed up the 3/2 classical approximation algorithm designed in [14] , which computes a valueD such thatD ≤ D ≤ 3D/2, and prove Theorem 1.4. Our quantum algorithm for 3/2-approximation is described in Figure 3 . In the description of the algorithm, s ∈ [n] is an integer parameter that will be set later.
This quantum algorithm is exactly the same as Algorithm 1 in [14] , except for the second part: in [14] the maximum eccentricity was computed classically in O(s + D) rounds by computing a BFS tree for each vertex in R. We thus omit the details about the Preparation inÕ(n/s + D) rounds. This part is the same as Steps 1 to 5 of Algorithm 1 in [14] : (1) Each vertex joins a set S with probability (log n)/s.
If more than (n(log n) 2 /s) vertices join S, then abort. (2) Each vertex v ∈ V computes the closest node in S to v, which is denoted p(v).
Compute a node w ∈ V maximizing the distance d(w, p(w)).
(3) Compute a BFS tree from w.
The s closest nodes to w in the tree join a set R. Quantum optimizationÕ(
Compute the maximum eccentricity of the vertices in R. Output. Return the maximum computed eccentricity. implementation of the first part and the proof of correctness of the whole algorithm (which can be found in [14] ). Let us nevertheless point out that this first part requires a polynomial amount of (classical) memory. The quantum procedure for the second part we describe below, however, will only require a polylogarithmic amount of memory.
The quantum procedure for the second part is essentially the same as the quantum algorithm presented in Section 3, which computed the maximum eccentricity of all the nodes in V (i.e., the diameter of the network). The difference is that this time we do the optimization only on the vertices in R: the function to optimize the function of Equation (2) restricted to the domain R ⊆ V . By replacing node leader by node w, and replacing "mod 2n" by "mod 2s" in Definition 3.5, we obtain P opt ≥ d/2s instead P opt ≥ d/2n since R is defined as the set of the s closest nodes to w. By additionally modifying the procedure Setup so that it distributes the state 
LOWER BOUND: TIGHT BOUND FOR SMALL DIAMETER
In this section we show that the connection established in prior works (in particular in [2, 6, 12, 15] ) between the round complexity of computing the diameter and the two-party communication complexity of the disjointness function still holds in the quantum setting. We then use this connection to prove Theorem 1.2.
In the following we will use the notation G = (U , V , E) to denote a bipartite graph whose partition has parts U and V : it will always be implicitly assumed that the sets U and V are disjoint, and that each edge in E has an endpoint in U and its other endpoint in V . We will use ∆(G) to denote the largest distance between one vertex in U and one vertex of V . We will use E(U ) to denote the set of all pairs of elements in U and E(V ) to denote the set of all pairs of elements in V .
All the recent lower bounds on the classical round complexity of computing or approximating the diameter rely on the notion of reduction introduced in the next definition. A (b, k, d 1 , d 2 )-reduction from disjointness to diameter computation is a family of triples {(G n , д n , h n )} n ≥1 such that, for each n ≥ 1, G n = (U n , V n , E n ) is a bipartite graph with |U n ∪ V n | = n and |E n | = b, д n is a function from {0, 1} k to E(U n ) and h n is a function from {0, 1} k to E(V n ) satisfying the following two conditions for any x, y ∈ {0, 1} k :
where G n (x, y) denotes the bipartite graph obtained from G n by adding an edge {w, w ′ } for each {w, w ′ } ∈ д n (x) ∪ h n (y).
In particular we will use in this paper the following two constructions from prior works.
Theorem 5.2 ([15]
). There exists a (Θ(n), Θ(n 2 ), 2, 3)-reduction from disjointness to diameter computation. Proof. Assume that there exists an r -round quantum algorithm A that decides if the diameter of a network is at most d 1 or at least d 2 . We will use this algorithm to construct a protocol that computes the disjointness function DISJ k in the two-party quantum communication complexity setting. Let x ∈ {0, 1} k and y ∈ {0, 1} k be Alice's input and Bob's input, respectively.
The protocol works as follows. First note that Alice and Bob can jointly construct the graph G n (x, y): Alice can construct the subgraph induced by U n (which depends on x), while Bob can construct the subgraph induced by V n (which depends on y). Alice and Bob will thus simply simulate the computation of A on G n (x, y). To do this, they only need to exchange messages corresponding to the communication occurring along the b edges of G n (x, y) at each round of Algorithm A. This can be done by replacing one round of communication in A by two messages of O(b log n) qubits (one from Alice to Bob, and the other from Bob to Alice). At the end of simulation Alice and Bob obtain the result of the computation by A on G n (x, y). From our assumption on A, this enables them to decide if the diameter of G n (x, y) is at most d 1 or at least d 2 , and thus to compute DISJ k (x, y). The whole simulation uses 2r messages and a total number of O(rb log n) qubits of communication. From Theorem 2.1, we conclude that rb =Ω k r + r , which implies r =Ω( k/b). □ Theorem 1.2 directly follows by combining Theorem 5.2 and Theorem 5.4.
LOWER BOUND: CASE OF LARGE DIAMETER
In this section we prove Theorem 1.3. We first prove in Section 6.1 a general simulation result that will be crucial for our analysis, and then give the proof of Theorem 1.3 in Section 6.2. Figure 4 . Let X , Y be two finite sets, and let f be a function from X × Y to {0, 1}. Consider the following computation problem over the network G d : node A receives an input x ∈ X and node B receives an input y ∈ Y . The goal is for Alice and Bob to compute the value f (x, y). Note that the intermediate nodes P 1 , . . . , P d do not receive any input. The following theorem relates the round complexity of this problem to the two-party communication complexity of f . Theorem 6.1. Let d and r be any positive integers, and f be any Boolean function. If there exists an r -round quantum distributed algorithm, in which each intermediate node uses at most s qubits of memory, that computes function f with probability p over G d , then there exists a O(r /d)-message two-party quantum protocol computing f with probability p using O(r (bw + s)) qubits of communication.
Simulation argument
Proof. Consider any r -round quantum algorithm A computing function f over G d in which each intermediate node uses s qubits of internal memory. For notational convenience, we will use P 0 and P d+1 to refer to nodes A and B, respectively. For any i ∈ {0, 1, . . . , d +1}, let R i denote the quantum register representing the memory of node P i . Note that if 1 ≤ i ≤ d then R i consists of at most s qubits, which we assume (without loss of generality) are initially in the all-zero quantum state. The registers R 0 and R d+1 contain the input x and y, respectively, in addition to qubits initially in the all-zero quantum state.
For simplify notations, we will make the following assumption: at each round t ∈ {1, . . . , r } of the algorithm A, if t is odd then messages are sent only from the left to the right (i.e, from P i to P i+1 for each i ∈ {0, . . . , d }), and if t is even then messages are sent only from the right to the left (i.e, from P i to P i−1 for each i ∈ {1, . . . , d + 1}). This can be done without loss of generality since any algorithm can be converted into an algorithm satisfying this assumption by increasing the round complexity only by a factor 2. Without loss of generality, again, we can also assume that Algorithm A proceeds as follows (see the full version of the present paper [20] for an illustration for d = 2 and r = 8):
• Each node P i , for i ∈ {0, . . . , d }, initially owns one additional b-qubit quantum register T i containing the all-zero quantum state.
• At the first round, for each i ∈ {0, . . . , d }, node P i performs a unitary operator on (R i , T i ), and then sends T i to P i+1 .
(Note that the contents of the register T i can be -and will in general be -modified by the unitary operator.) Node P d+1 does nothing.
• At round number t ∈ {2, . . . , r } with t even, for each i ∈ {1, . . . , d + 1} node P i , who just received register T i−1 from P i−1 at the previous round, performs a unitary operator on (R i , T i−1 ), and then sends T i−1 to P i−1 . Node P 0 does nothing.
• At round number t ∈ {3, . . . , r } with t odd, for each i ∈ {0, . . . , d } node P i , who just received register T i from P i+1 at the previous round, performs a unitary operator on (R i , T i ), and then sends T i to P i+1 . Node P d+1 does nothing.
• After round number r (the last round of communication), each node performs a unitary operator on its registers, then measures them and decides its output depending of the outcome of the measurement.
The registers R 0 , . . . , R d+1 will be called the private registers (since they do not move during the execution of the protocol), while the registers T 0 , . . . ,T d will be called the message registers. We now describe a O(r /d)-message protocol P that computes f in the standard model of communication complexity, where Alice and Bob receive as input x and y, respectively. The idea is that Alice and Bob jointly simulate the computation of A. The crucial observation is that, due to the time needed for a message from A to reach B in the network G d , the simulation can be done by dividing the computation into O(r /d) areas, each of width d, and doing the simulation area per area. Each area will be simulated by one of the players, who will then send to the other player only the O(d) registers that are needed to simulate the next area. The details of the simulation are as follows (see [20] for an illustration).
Note that Alice can create the initial state of register R 0 , which depends only on x, and Bob can create the initial state R d+1 , which depends only on y. For simplicity we will assume that r is an even multiple of d, but the description can be readily adjusted for any value of r . ... Figure 5 : Example of graph G ′ n (x, y). Here b = 6: there are 6 edges between U n and V n in G n (x, y), and each of these edges is replaced by a path of length d + 1 in G ′ n (x, y). 
