Abstract-The authors present an application of the general idea of preconditioning in the context of Gabor frames. While most (iterative) algorithms aim at a more or less costly exact numerical calculation of the inverse Gabor frame matrix, we propose here the use of "cheap methods" to find an approximation for it, based on (double) preconditioning. We thereby obtain good approximations of the true dual Gabor atom at low computational costs. Since the Gabor frame matrix commutes with certain time-frequency shifts, it is natural to make use of diagonal and circulant preconditioners sharing this property. Part of the efficiency of the proposed scheme results from the fact that all the matrices involved share a well-known block matrix structure. At least, for the smooth Gabor atoms typically used, the combination of these two preconditioners leads consistently to good results. These claims are supported by numerical experiments in this paper. For numerical evaluations we introduce two new matrix norms, which can be calculated efficiently by exploiting the structure of the frame matrix.
I. INTRODUCTION
T HE short-time Fourier transform (STFT), also called the Gabor transform in its sampled variant, is a well-known, valuable tool for displaying the energy distribution of a signal over the time-frequency plane. The equivalence between Gabor analysis and certain filter banks is a well-known fact [1] . For a number of applications, for example in audio processing like time stretching without changing the frequency content [2] , more complex modifications like psychoacoustical masking [3] or others ([4] - [6] ), the time-domain signal needs to be reconstructed using the time-frequency-domain coefficients. The dual, atomic composition problem, building a given signal as a series using a time-frequency shifted window as building blocks (see, e.g., [7] ) is also needed in applications.
The main question is how to find a Gabor analysis-synthesis system with perfect (or depending on the application a satisfactorily accurate) reconstruction in a numerical efficient way. Basic Gabor frame theory (cf. the introduction of [8] ) tells us that when using the so-called canonical dual Gabor atom , perfect reconstruction is always achieved, if the frame operator (see Section II-B) is invertible. The dual atom is thus obtained by solving the equation , and to this end, the Neumann algorithm (see Fig. 1 ) with relaxation parameter can be applied. If the inequality holds, this algorithm converges, is invertible and the algorithm approximates the dual Gabor atom .
Instead of finding the canonical dual, other dual windows can be searched for, and sometimes they can be found in a numerically more efficient way (see [9] ). In general, however, the computation of a dual window can be very complicated and numerically inefficient. The Zak transform [10] , [11] is heavily used for theoretic purposes, but its use for numerical calculations is limited [12] . The celebrated paper from Wexler and Raz [13] gives an important biorthogonality relation, which reduces the problem to a simple linear system. In order to find a very efficient algorithm, Qiu and Feichtinger use the sparse structure of the frame operator [14] , which leads them to an algorithm for the inversion of the frame matrix with operations, where is the signal length and are the time and frequency shift parameters.
In this paper, another well-known tool to speed up the convergence rate, namely, preconditioning, is used to further improve the numerical efficiency of this calculation. In our proposed method, we use a special invertible preconditioning matrix , which makes small. Then, instead of , the equation is solved. The matrix is therefore intended to be an approximation of the identity. If is a reasonable good approximation, e.g., , then only a few iterations are needed in order to find the true dual atom (up to precision limitations). Moreover, if is a very good approximation, e.g., , then the preconditioning matrix can already be considered as a good approximation of the inverse matrix of .
The aim of this paper is to investigate the idea of double preconditioning of the frame operator . This method was already suggested as an idea in the very last paragraphs of [12] and [15] . In this paper, the double-preconditioning method will be fully developed, examined, and backed up with systematic experimental numerical data. This scheme relies, again, on the very special structure of the Gabor frame operator , it is an block-circulant matrix with diagonal blocks. It is well known, that there are two extreme cases for this nice structure: 1) if the frequency sampling is dense enough and has support inside an interval , with the length , then is a diagonal matrix and 2) if the time sampling is dense enough and has compact support on an interval with length , then is diagonal, and therefore is circulant. In both cases, it is easy to find the inverse matrix [12] . If the window is not supported on , then becomes nondiagonal. However, if is strictly diagonal dominated, it is well known for , with i.e., the best approximation of by diagonal matrices, can be approximated well using the preconditioning matrix (see the Jacobi method e.g., in [16] or [17] ). An analog property holds if is strictly diagonal dominated, obtaining a circulant matrix as preconditioning matrix. If using these two preconditioning matrices at the same time, hence the name double preconditioning, we will get a new method.
The main observation is the fact that the use of double preconditioning often leads to better results than the use of single preconditioning. Moreover, in the cases where this is not true, the difference is in general not significant. This behavior is observed in numerical experiments. More precisely, we will first study single cases and then proceed with systematic experiments, where the efficiency of the double-preconditioning method is investigated for different windows.
In this paper, we will also introduce two new norms, motivated by the need for a numerically efficient measure for evaluating the speed of convergence. For the Neumann algorithms the speed of convergence can be estimated by (1) It is well known, that the operator norm is not only a measure of the convergence speed but also for the condition of the problem. The condition number is a widely used tool for describing the numerical stability of a linear problem [18] . Because the calculation of the operator norm is computationally costly [18] , we introduce two alternative norms. Both dominate the operator norm and have the extra benefit that they can be easily obtained from the (compressed) block representations of the matrix . There are algorithms that need good approximations of the upper frame bound, respectively the operator norm of , so the results for these norms are interesting independently of the double-preconditioning idea in conjecture with such algorithms e.g., found in [19] .
The paper is organized as follows. In Section II we will review basic facts about frames, discrete Gabor analysis, matrix algebras and algorithms. In Section III we will investigate the connection between two different representations of as block matrices and introduce two norms. In Section IV, we will review and extend the use of diagonal and circulant matrices as preconditioners for the Gabor frame operator. In Section V, we will explain how to combine these preconditioners to invert the frame matrix , and finally, in Section VI, we will demonstrate the efficiency of this idea. This paper is planned as a first of a series on this and related topics and therefore, in some cases, material has been included with this perspective in mind.
II. PRELIMINARIES AND NOTATIONS

A. Matrices
We regard vectors (e.g., discrete signals) as periodic functions on (with period ), so for all . On this vector space, we have a (Euclidean) norm , which is induced by the scalar product . Every linear operator can be identified with a matrix vector multiplication where is an matrix, symbolically . We will sometimes use the canonical basis elements , where only one, the th entry is nonzero and equal to one. The notation will signify the transpose of the matrix .
1) Matrix Norms and Spaces:
Approximating the inverse of a given matrix, we will need some measure of how "good" the approximation is. To this end, we use some matrix norms, each of them having different advantages. We will introduce two new norms in Section III-A, but the following are well known. The definition above extends in a natural way to infinity as follows:
The use of the operator norm is the natural way to measure the quality of an approximation as it satisfies , for all . Another important application of this norm is the condition number for invertible matrices , which measures the stability of a linear equation system. The problem with the operator norm is that its computation is very costly. It can be shown that the operator norm of a self-adjoint operator is equal to its largest eigenvalue, and the calculation of the eigenvalues of an operator is numerically very expensive, even if using elaborated methods [18] . Therefore, we will consider other norms, which are numerically easier to determine (see Definition 13) .
The Frobenius norm can be defined by the Hilbert-Schmidt inner product, , where for
Together with this norm, the space of all matrices forms a Hilbert space. This provides us with a number of Hilbert space tools like orthonormal bases and the uniqueness of the best approximation on subspaces. The space is isomorphic to (for example, by writing the columns one below each other) and the Hilbert-Schmidt inner product coincides with the ordinary scalar product on .
2) Matrix Fourier Transformation:
The notion of Fourier transformation can be easily extended to matrices (see [12] or [13] ) as follows. should be able to be stored in an efficient way; 3) ; 4) there is an algorithm for solving with better convergence properties. The first two criteria are intended to keep the number of operations and memory requirements below those of the nonpreconditioned system. The third criterion is intended to improve the numeric stability of the system. A sufficient condition for the third criterion is a clustered spectrum as where and are the largest and smallest singular values, respectively. A clustered spectrum also yields a faster convergence (see [20] and [21] ).
B. Frames
Let us give short summary of frame theory on Hilbert spaces. (For a more detailed presentation, see [22] , [23] , or [24] For every frame, the frame operator is self-adjoint, positive, and invertible. We will simply denote the frame operator by , when there is no risk of ambiguity.
Proposition 5: Let be a frame for with frame bounds . Then is a frame with frame bounds , , the so-called canonical dual frame. Moreover, every has expansions and where both sums converge unconditionally in , meaning that the convergence does not depend on the order of the elements . The inverse of the frame operator associated to a given frame equals the frame operator associated to the dual frame, i.e., . In the discrete, finite-dimensional case, , a sequence is a frame if and only if it spans . In this case, the optimal frame bounds equal the maximal and minimal eigenvalues of the frame operator, which are equal to and . There is a number of algorithms for inverting the frame operator. A well-known algorithm is the Neumann algorithm described in Fig. 1 for obtaining . If in the Neumann algorithm a relaxation parameter is used in front of , it becomes the so-called frame algorithm. The relaxation parameter is needed for the convergence of the frame algorithm. Its calculation requires the computation of the frame bounds, which, as mentioned above, are numerically costly to compute. In order to deal with this drawback, for example, the conjugate gradient algorithm was proposed (see [16] or [24] ). The algorithm proposed in this paper avoids this drawback, as well.
C. Gabor Analysis
We start with a summary of the main results on Gabor analysis. (For a more detailed presentation, see [8] or [23] .)
Recall that for any nonzero window function and a signal the STFT can be defined as using the translation operator and the modulation operator . In , the space of squareintegrable functions from to , we have Definition 6: For a nonzero function (the window) and parameters , the set of time-frequency shifts of is called a Gabor system. Moreover, if is a frame, it is called a Gabor frame. We will denote its frame operator by .
Gabor frames are the appropriate tools for time-frequency analysis, as the analysis operator of a Gabor frame i.e., , is just the STFT of with window , sampled at the time-frequency points . The dual frame of a Gabor frame is a Gabor system again, which is generated by the dual window and by the same parameters and . We call the set of time-frequency points the lattice of . 1) Discrete Gabor Expansion: For a good introduction to Gabor analysis in the discrete finite-dimensional case, see [12] .
From now on, we will consider the Hilbert space , and restrict the lattice parameter, now called and , to factors of such that the numbers and are integers. In this case, the modulation and time shift operators are discretized, i.e., and with . Recall that we are regarding all vectors as periodic, so the translation is a cyclic operator. We will consider the Gabor system Notice that this is equivalent to sampling with sampling period and setting and . In the discrete, finite-dimensional case, the Gabor frame operator has a very special structure, the matrix is zero except in every th side-diagonals, and these side-diagonals are periodic with period . This property can be directly seen by using the Walnut representation [25] of the Gabor frame matrix .
Theorem 7:
for mod otherwise This means can be represented as a special block matrix, both as a block circulant matrix and as matrix with diagonal blocks [3] . Matrices with this structure are called Gabor-type [26] or Walnut matrices. There is a smaller matrix describing uniquely by using only the first entries of the nonzero sidediagonals [26] . Definition 8: Let be a Gabor frame, and be its associated frame operator. Let be the matrix given by
We call a "nonzero" block matrix [26] or the autocorrelation matrix [23] of the Gabor system . The autocorrelation matrix enjoys the following useful properties: is diagonal if and only if is zero except in the first row, and is circulant if and only if the rows of are constant. Combining Definition 8 and Theorem 7, the nonzero block matrix can be expressed as (3) Thus, the reconstruction can be done using the nonzero block matrix (4) It is possible to realize the multiplication of two Gabor matrices by using only "nonzero" block matrices [26] . This leads to a very efficient algorithm with operations [27] . In addition to the autocorrelation matrix defined above, there is another "small" matrix, which fully describes the frame matrix [19] .
Definition 9: The Janssen matrix of is the matrix , given by As the the set of time-frequency shift matrices form an orthogonal system in with the Hilbert-Schmidt inner product, it can be shown [15] that the frame matrix can be represented by the following expansion.
Definition 10: We call (5) the Janssen representation of .
2) Higher Dimensional Approach:
In this paper, we will mostly use one-dimensional (1-D) spaces. In Section VI-E, the method proposed in this paper is applied to images and therefore to higher dimensional data. For , we will only use separable windows , which means that there exist 1-D functions , , such that which is the short notation for
In this case, following [14] , the frame matrix of is the Kronecker product (cf. [12] ) of the frame matrices of , i.e., . Thus, everything can be reduced to a Gabor expansion in a 1-D space.
III. PROPERTIES OF THE JANSSEN AND NONZERO BLOCK MATRIX
In this section, the nonzero block matrix and the Janssen matrix are investigated in more detail. We start with a result that shows that these matrices are connected:
Corollary 11: For a given matrix, the following properties are equivalent: 1) having a Walnut representation, as in Theorem 7;
2) commuting with all and ; 3) being represented by a Janssen matrix, as in Definition 5. The proof is straightforward [3] .
Even more, the Janssen matrix and the nonzero block matrix are connected by the following algorithm.
Theorem 12: Let be the associated nonzero block matrix of , and be the corresponding Janssen matrix. Then, . For a proof, see Section A of the Appendix Theorem 21.
A. Norms
For many algorithms for the inversion of the frame matrix, it is important to have a good estimate for the upper frame bound , or equivalently for , which can be calculated efficiently. An example for such an algorithms is presented, e.g., in [19] . We have seen two types of "small" matrices (with elements) which characterize Gabor matrices. We can now define a norm for each type, which gives us an estimation of . We will use these norms for the numerical experiments in Section VI to get a numerical efficient way of measuring the quality of an approximate inverse.
Definition 13: Let be a Gabor-type matrix, be its nonzero block matrix, and be its Janssen matrix. Then, we define and the so-called Walnut, respectively, Janssen norm of .
As the matrices and are smaller than the Gabor matrix , the computation of the norms above is relatively simple. More precisely, both can be calculated from the block matrix (see Theorem 12).
It can be shown (see Section A of the Appendix) that the norms above are bounds for the operator norm, and that in the Gabor frame case they can be ordered as follows: (6) This means that the Walnut norm is the best approximation of the operator norm, and therefore it can be used as an efficient way to find a (close) upper bound for it.
On the other hand, the Janssen matrix and norm give us some insight on the behavior in the time-frequency plane. For example, in the case of approximation, it tells us where in the time-frequency plane the coefficients of the difference between and the identity are big (see Section VI-D for an example). In the numerical part of the paper, i.e., Section VI, all the algorithms use the block structure of the frame matrix. In that section, the Walnut and Janssen norms are very convenient as they can be calculated directly from the block matrix.
Regarding the Frobenius norm, or equivalently the Frobenius inner product, forms a Hilbert space. Although it is not a very close approximation for the operator norm, as can be seen in Section VI-B, the Hilbert space property is very useful from an analytic point of view.
In summary, each one of the norms introduced above has its usefulness. As we will work with finite-dimensional spaces, all norms have to be equivalent, see Section A of the Appendix. IV. SINGLE PRECONDITIONING OF THE GABOR FRAME OPERATOR
We propose two preconditioning methods. In the first method, we consider the best approximation of with diagonal matrices and approximate by inverting its diagonal approximation. The second method is based on the same idea but considering circulant matrices.
A. Diagonal Matrices
As a preconditioning matrix the inverse of the diagonal part of the frame operator is used. For every square matrix , we can find a diagonal matrix just by cutting out the diagonal part of .
Definition 14: Let be a square matrix, then let with otherwise the diagonal part of . The set of all diagonal matrices is spanned by the matrices with . They clearly form an orthonormal basis (ONB) (with the Frobenius inner product), and therefore is an orthogonal projection. This means that the best approximation of in by diagonal matrices is exactly . The diagonal part of a Gabor-type matrix is clearly block circulant, and therefore also of Gabor type. This allows us to use the efficient block-matrix algorithms from [26] .
If the window is compactly supported on an interval with length smaller than then is a diagonal matrix, see [12] . In this case, the inverse matrix is very easy to calculate, by just taking the reciprocal value of the diagonal entries, which are always nonzero for a Gabor frame matrix [14] . Even in the case where the window is not compactly supported, but is strictly diagonal dominant, then is well approximated by . It is known [17] that, if the matrix is strictly diagonal dominant, i.e.,
, then the Jacobi algorithm converges for every starting vector to . The efficiency of the Jacobi algorithm follows from the fact that it is easy to find the diagonal part of a matrix and to invert it. As can be seen from the above formula, the Jacobi algorithm is equivalent to preconditioning with (see Fig. 2 ). The use of block matrices leads to very efficient algorithms. Motivated by this fact, we would like to find criteria for the convergence of the Jacobi algorithm for nonzero block matrices, which means that by just using the diagonal preconditioning matrix and an iterative scheme we will get the inverse matrix respectively the canonical dual window.
Corollary 15:
Let be a Gabor-type matrix and be the associated nonzero block matrix. Then the following conditions are sufficient for the Jacobi-algorithm to converge:
Notice that the first column of B is always positive, as the diagonal of the Gabor frame operator has this property for frames [15] . This property can be shown by translating the result for the full matrix to the block matrix and by properly manipulating the indexes, using the property (refer to [3] ).
B. Excursus: A Criteria for Gabor Frames
The question whether a given set of parameters generate a Gabor frame is not directly connected to our main question of finding an approximate dual window. However, Corollary 15 provides an immediate criterion for Gabor frames. The result above can be easily shown by combining (3) with Corollary 15 (cf. [3] ). A similar result was stated in a corollary in [14] , which is amended and expanded here.
This result, as a direct and immediate consequence of main results of this paper, gives sufficient conditions on the window and the lattice parameters to constitute a Gabor frame. Moreover, note that this corollary provides a highly efficient numerical method to verify the frame condition.
C. Circulant Matrices
Instead of considering diagonal matrices, we can approximate by projecting on the algebra of circulant matrices. This means we are using the mean value of the side-diagonals to define as follows. Refer to Fig. 3 .
Definition 17: Let with
The two classes of matrices we have investigated so far are connected as follows [3] :
Theorem 18: For a circulant matrix , the matrix is diagonal, and vice versa.
Due to properties of the MFT [3] , the result above means that is again a projection, and it can be calculated by using which implies that Therefore, the computation of can be done in a very efficient way by using the FFT algorithm. Analog to Section IV-A, this can be used as preconditioning matrix.
V. DOUBLE PRECONDITIONING OF THE
GABOR FRAME OPERATOR
The main result of this work is the double-preconditioning method. In a rather natural way, we will combine the two singlepreconditioning methods introduced above. More precisely, after an approximation with diagonal matrices and inversion we do an approximation with circulant matrices as shown in Fig. 4 . The double-preconditioning algorithm can be implemented very efficiently using the block multiplication algorithm of [14] , since, if is a Gabor-type matrix, then and are also Gabor-type matrices and hence can also be represented by block matrices. For a basic description of the algorithm, see Fig. 5 . In this figure, the subscript "block" indicates a calculation on the block matrix level, which makes this algorithm very efficient. The expressions , , , and block stand for the calculation of the block matrix of , , , and , respectively. The matrix multiplication on block matrix level is signified by . In the following two sections, we will look at two special properties of our algorithm, namely how to do the second preconditioning step and in which order to multiply the matrices. We will give reasons, why we have chosen this particular setting.
A. Choice of Method
Roughly speaking, the double-preconditioning method consists in two single-preconditioning steps. To this end, there are two possibilities, namely, to use the original matrix for every step or to use the result of the first step in the second one. More precisely (Method 1) , or more naively (Method 2) . The first method seems to be more sensible, as each singlepreconditioning step uses projections. Even more, it also enjoys the following property: if is diagonal, after the first step we will reach identity and this will stay identity in the second step (up to the machine precision). Also, if is circulant, after the first step, we still have a circulant matrix as the multiplication of an arbitrary matrix and a diagonal matrix is . So for the circulant matrix , we get . Hence, the second step leads to identity again. Note that the Gabor-type structure is also preserved with this method.
On the other hand, the second method does not enjoy aforementioned property in the case of circulant matrices. For example, take , , and . Then, is a circulant matrix, but the double preconditioning deteriorates the approximation, as . This is a big disadvantage, since, for these simple matrices, the method should give satisfactory results.
Therefore, we always use the first method. In order to simplify the notation, we will use to denote .
B. Order of Preconditioning Matrices
If the preconditioning matrix is diagonal, it makes no difference if it multiplies from the left or from the right. This is because, as is self-adjoint (see Section II-B), is too, and therefore, and . Finally Therefore, the norm of the difference to the identity is equal for either of the following: 1) ; 2) . The same property holds for single preconditioning with circulant matrices.
In the case of double preconditioning, the influence of the order in the multiplication has still to be investigated. Numerical experiments (see Section VI-B) suggests that also for the double-preconditioning method, the order is not of relevant importance. In this paper, unless specified otherwise, the order will always be used.
C. Algorithm for an Approximate Dual
The double-preconditioning method has two applications.
1) It can be used to speed up the convergence of an iterative scheme, here the Neumann algorithm, using in Fig. 5 to get the canonical dual (up to a certain, predetermined error). 2) In order to get a real fast algorithm for the calculation of an approximate dual, we propose the following method: The double-preconditioning matrix itself, in Fig. 5 , is used as an approximation of the inverse Gabor frame operator. Then, the approximated dual can be calculated as This can be used for example for adaptive Gabor frames in real time, where the computation of the canonical dual window needs to be done repeatedly.
VI. NUMERICAL RESULTS
A. The Shapes of the Approximated Duals
In this first, introductory example we will use the double-preconditioning matrix to get an approximate dual, as mentioned in Section V-C (2), to see the following: 1) that the different single-preconditioning steps can capture certain properties of the dual window but fail to do so for others; 2) the double preconditioning leads to a good approximation of the dual. This experiment was done with a Gaussian window with , , and . In this case, it is interesting to see the difference between the diagonal and the circulant "dual" windows. We will use the names diagonal dual, circulant dual, and double dual for the window we get when we apply the preconditioning matrix to the original window. Note that this should not imply that these windows are true duals. See Fig. 6 .
The diagonal dual seems similar to the canonical dual "away from the center" but not near the center, while the circulant dual just has the opposite property. Opposed to these "single duals," the "double dual" seems to combine these properties to become very similar to the true dual everywhere.
B. Order
We are now investigating if the order has any influence. In this case, we use a Gaussian window, , , and , and we look at the norms of the difference to identity: We see in this case that the order is irrelevant. Also other experiments lead the authors to believe that the order is not relevant. This has to be investigated further. In this experiment, we also see a nice example of the norm inequality (6).
C. Iteration
Instead of using the preconditioning matrix as approximation of the inverse, we can iterate this scheme using the Neumann algorithm.
Let us look at an example with a Gaussian window, , and . See Fig. 7 . We look at the preconditioning steps, the frame algorithm with optimal relaxation parameter and a conjugate gradient method. The costly calculation of the frame bound for the frame algorithm was done beforehand, which has to be taken into account, when judging this algorithm.
In this figure, we see that the circulant preconditioning step is only a little bit better than the frame algorithm, iterationwise. As the time sampling is not very small, this could be expected. Diagonal preconditioning is better, but not a lot, because the lattice parameters are quite similar to each other. The double preconditioning brings a big improvement compared with the single-preconditioning methods. It can also be seen that the conjugate gradient algorithm, a method with guaranteed convergence [18] , performs much worse than double preconditioning.
Generally, our experiments showed that for increasing the circulant preconditioning gets worse and for increasing the diagonal preconditioning gets worse, as expected theoretically. Double preconditioning is not affected by these deteriorations.
D. Janssen Representation
To see what happens in the time-frequency plane, let us look at the Janssen coefficients of the involved matrices. See Fig. 8 , where we have used a Gaussian window with , , and . Note that Fig. 8 shows centered graphs, i.e., the first row and the first column are represented at the center of the graph.
In the top left picture, we see the time-frequency spread of the difference of identity and the original frame operator, . It is clearly not diagonal, since diagonal matrices, which are linear combinations of modulations, only have nonzero coefficients in the first row of the matrix, which corresponds to the center row of the graph. It is also not circulant, as circulant matrices only have nonzero coefficients in the first column of the matrix, which is the center column of the graph.
In the top right picture, we see in the Janssen representation. The first column is zero, as the diagonal part was canceled out, but some other parts remain. An analog property is valid for the circulant preconditioning.
For the double-preconditioning method, we see that in this case, the Janssen norm would be very small. And we see that the coefficients around the center, "near the diagonal and circulant case," were approximated well. The error occurs "far from the center." Therefore, the Janssen representation gives us some insight on where in the time-frequency plane the coefficients of the difference to identity is high. As the Janssen norm just sums up the absolute value of these coefficients and is an upper bound for the operator norm, these give us some insight on where the error of the approximation happens in the time-frequency plane.
E. Higher Dimensional Double Preconditioning
For this two-dimensional (2-D) example (see Fig. 9 ), we use a separable window, the tensor product . We use a Gaussian 1-D window with , , . Here, we do not get perfect reconstruction, but the reconstruction with the double dual is clearly much better than with the other two approximate duals. This can also be seen in the norm of the difference 0.1326, 0.1255, 0.0282 for the diagonal, circulant, and double-preconditioning case, respectively.
For the calculation of the canonical dual with the standard frame algorithm, 17.22 s was needed, the "double dual" needed only 0.15 s on a MS-Windows workstation with a Pentium III (1193 MHz). For higher dimensional applications, the size of the data is in general much bigger so that numerically efficient methods, like the one presented here, become even more important.
F. Tests With Hanning Window
For this experiment, a zero-padded Hanning window was used as window. The length of the signal space was chosen randomly between 1 and 1000. Out of all divisors of , the length of the Hanning window was chosen, as well as and . Because we are interested in Gabor frames, we have restricted our parameters to and . From now on, let us use the terms diagonal norm for , circulant norm for , calling both single norms, and double norm for . The choice of the particular norm we use depends on the contex; here, in this experiment, the operator norm has been used, as this experiment was intended as short and introductory, so no attention has been given to numerical efficiency.
As an illustration, some results can be found in Table I . They are ordered by the diagonal norm. When the diagonal norm is small, the double-preconditioning norm is also small. When the diagonal norm is somewhere well between 0 and 1, we see that the double norm is always smaller. Around 1, again, the difference is not very big normally. Above 1, when no iterative preconditioning algorithm is converging any more, the difference might be big. This is the case when parameters are used such that the matrix does not have a lot of structure and the sparsity cannot be exploited anymore.
We have collected statistical data and randomized the parameters a 1000 times. The distribution of the cases can be found in Fig. 10 . The double-preconditioning method is in 67.5% of the cases preferable to the single-preconditioning methods, measured by the norm of the distance to identity of the preconditioned matrix,
. The remaining 32.50% are distributed as follows: The matrix is either already diagonal (16.5%) or the "diagonal norm" is smaller (3.7%). In 0.5%, the matrix was circulant, and in 5.9% the "circulant norm" was smaller. The cases remain, where the parameters do not constitute a frame (2.1%) or where all norms are larger than 1 (3.7%). As will be seen in Section VI-G, this property does depend on the shape of the window, but even more on the lattice parameters and , most notably how small is, as well as the chosen settings of the experiment. If the above-mentioned quality criteria are used to measure significant difference, in this experiment only in 0.1% of the cases one of the single-preconditioning methods was "essentially" preferable, i.e., there was more than 10% difference. In these experiments, we could also observe that if the norms of the both single-preconditioning cases are around 1, the norm of the error of the double-preconditioning method is also around 1.
G. Systematic Experiments
In order to verify that the double-preconditioning method is not only highly efficient for very special cases (such as the Gaussian), but for most windows typically used in Gabor analysis, we have carried out systematic investigations. We have used several different windows (Gauss, Hanning, Hamming, Kaiser-Bessel, Blackman-Harris, rectangle, and even noise), with various zero-padding factors and have used random signal length up to 1000 samples and also random lattice parameters with and the support of the window . Here, we have tried to minimize the cases where the matrix is diagonal because of the lattice parameters (if ). In this case, it would still be possible to use the double preconditioning, we would only lose precision due to calculation and round-off errors, and the calculation is a bit slower as the double preconditioning is more complex. The conditions on the lattice parameters and the support of the window mean, of course, that we get a certain bias into our statistical investigation. For us this, nevertheless, seemed to be the most interesting situation.
The complexity of the algorithm and these tests have been further decreased by staying completely at the block matrix level, doing all calculation with the efficient block algorithms and using the Walnut norm.
We have summarized the results in Table II . For each window, the experiments have been repeated 20 000 times, so overall in the following table, 120 000 random parameters are used.
In the rows, we see the following percentages: 1) the Gabor system was no frame;
2) none of the preconditioning iteration schemes would converge, i.e., none of the norms was smaller than 1; 3) the diagonal norm was smaller than the double norm, wherein 3') the frame matrix was already diagonal (and so both methods were essentially equal); 4) the circulant norm was smaller than the double norm, wherein 4') the frame matrix was already circulant (and so both methods were essentially equal); 5) the double norm was larger than 1, and the best single norm was smaller than 0.9; 6) the double norm was essentially larger (factor: 10) than the best of the single norms; 7) the double norm was essentially smaller (factor: 10) than the best of the single norms; 8) the double-preconditioning method is better or essentially equal if the system is a frame (we sum up the cases where the double-preconditioning norm is smaller and the matrices are already diagonal or circulant, because then the difference is only due to calculation errors); 9) the double-preconditioning method is better or essentially equal if any of the iterative scheme works. Nearly in all cases, these windows form a frame. A prominent exception is the Gaussian window, which is due to the used zero padding. About the same percentage for all windows did not allow any of the preconditioning iterative algorithm to converge, an exception being the Blackman-Harris with a somewhat low percentage, the Gaussian with a very low percentage, and the noise window with a very high percentage. This leads us to the statement that the preconditioning algorithm works better for "nice" windows.
For the windows tested, it appears that the percentage of diagonal matrices is comparable, even in the case of a noise window. This is partly due to the particular properties of the chosen experiment. The percentages for circulant matrices, respectively, for convergence of the circulant preconditioning method seem to be quite different for different windows.
There are very few cases, where a single-preconditioning algorithm would converge, but the double preconditioning would not. A detailed investigation shows that this happens only in cases, where also the "single norms," i.e., the norm of the deviation from identity (see Section VI-F) are high, near to one. For the cases when all relevant norms are smaller than one, we see that for the Gaussian window, we have only a very small chance that the best single-preconditioning method is essentially better than the double-preconditioning method, but a rather high probability for the opposite. For all other windows, the chance for an essential improvement using the double-preconditioning method is not very big, but there is no chance for a deterioration. Note that here the double-preconditioning method still has an advantage, as it can be more easily used as a "default" method than the single-preconditioning methods as seen in 9) in Table II .
Overall, we see that with all windows the double-preconditioning algorithm works in about half of the cases, if we have a frame. And it works in about 80% of the cases, when any of the preconditioning would work, with the notable exception of the Gaussian window, where it works nearly always. The Hanning and Hamming window are quite similar but contrary to common belief, they are not very similar to the Gaussian window. We see that the behavior for the double-and single-preconditioning method depends heavily on the chosen window and so the connection of analytical properties of the windows with the efficiency of the preconditioning methods should be investigated. One can expect some connection as can be seen from the behavior of the Gaussian on one side and noise on the other side.
VII. CONCLUSION AND PERSPECTIVES
We have presented a new method for finding an approximate inverse for a typical Gabor frame operator respectively very good approximate dual windows at very low computational costs. We have introduced a fast algorithm using existing block matrix methods. The method was constructed so that diagonal and circulant matrices are approximated perfectly (up to precision). We have shown that this method is very often preferable to other iterative schemes. For "nice" windows and lattice parameters, the first approximation, the preconditioning matrix, is already a good approximation of the inverse frame matrix.
We have shown a close connection of the nonzero block matrix and the Janssen matrix and have introduced corresponding norms. We have shown the connection between the norms and why they can be useful in different situations.
For the single-preconditioning case, we have found sufficient conditions for the window, when this algorithm would converge and therefore the Gabor system would form a frame. We have also found conditions on the nonzero block matrix for convergence of the Jacobi algorithm. The condition for the window is not very intuitive, but as the block matrix can be established quickly this check can be done conveniently.
An important motivation for this paper are investigations, which cannot be described in detail within the given length of the paper, or are still speculative. These issues will have to be investigated more in the future. For example, it would be desirable to have some simple sufficient conditions which guarantee that the Jacobi algorithm is convergent. Section VI-G gives reasons to believe that an investigation of the analytic properties of a window and the connection to its "preconditioning behavior" is fruitful. Furthermore, the idea can be extended by using preconditioning matrices using other commutative subgroups of the time-frequency plane than the translations and modulations.
We believe that these algorithms can be very useful in situations, where the calculation of the inverse frame operator or of the dual window is very expensive or cannot be done at all. For example, in the situation of quilted Gabor frames [28] or the time-frequency jigsaw puzzle [5] , globally we might have a frame, but certainly not a Gabor frame. Therefore, we cannot find a dual Gabor window globally, but the dual frame can be approximated by the dual windows of the local Gabor frame. In these cases, it might be preferable to use a good and fast approximation of the local Gabor dual windows instead of using a precise calculation of the local canonical dual, as precision will be lost at the approximation of the global dual frame.
It is also believed by the authors that these algorithm will have an even bigger importance for higher dimensional data. Similar algorithms will be applicable in the cases of multidimensional nonseparable Gabor systems, where there exists only a few efficient algorithms. This will allow a lot of applications of these or similar algorithms.
APPENDIX
A. Proof of the Norm Equivalences
For a better overview, we will split the results in several lemmas and propositions.
Lemma 19:
Proof: We know from (5) that we can represent the frame operator as sum of the time and frequency shifts and so for every norm Since , , and , the proof is complete.
Lemma 20:
Proof:
Let in with . We know from (4) that Theorem 21: Let be the associated nonzero block matrix for , and the corresponding Janssen matrix. Then and Therefore, for the corresponding frame matrix
Proof:
Let us look at the th row of with
Note that we start with a Fourier transform in but end up in in this equation
As consists of rotated versions of the block matrix and this larger block matrix has the same Frobenius norm as the nonzero block matrix, clearly (7) and therefore
Lemma 22:
Proof: This is just an analogue property to the norm equivalence for and in :
Proposition 23:
Proof: We know the second part from Lemma 19.
If the Gabor system constitutes a frame, , and so . Therefore, Janssen norm approximates the operator norm better. Therefore, in combination, we get (6). Theorem 27:
