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ABSTRACT
Awidely usedmethod for determiningwhether amultivariate poly-
nomial is a sum of squares of polynomials (SOS), called SOS decom-
position, is to decide the feasibility of corresponding semi-definite
programming (SDP) problem which can be efficiently solved in
theory. In practice, although existing SDP solvers can work out
some problems of big scale, the efficiency and reliability of such
method decrease greatly while the input size increases. Recently,
by exploiting the sparsity of the input SOS decomposition problem,
some preprocessing algorithms were proposed [5, 17], which first
divide the input problem satisfying special properties into smaller
SDP problems and then pass the smaller ones to SDP solvers to ob-
tain reliable results efficiently. A natural question is that to what
extent the above mentioned preprocessing algorithms work. That
is, how many polynomials satisfying those properties are there in
the SOS polynomials? In this paper, we define a concept of block
SOS decomposable polynomials which is a generalization of those
special classes of polynomials in [5] and [17]. Roughly speaking, it
is a class of polynomials whose SOS decomposition problem can be
transformed into smaller ones (in other words, the corresponding
SDP matrices can be block-diagnolized) by considering their sup-
ports only (coefficients are not considered). Then we prove that
the set of block SOS decomposable polynomials has measure zero
in the set of SOS polynomials. That means if we only consider
supports (not with coefficients) of polynomials, such algorithms
decreasing the size of SDPs for those SDP-based SOS solvers can
only work on very few polynomials.
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1 INTRODUCTION
Given a multivariate polynomial f with real coefficients, consider
whether there exist polynomials q1, . . . ,qs satisfying f =
∑s
i=1 q
2
i .
This is the so-called SOS decomposition problem which is a very
famous and important problem originated from Hilbert’s famous
work and speech [6, 7]. It is well-known that Artin provedHilbert’s
conjecture [1], i.e. gave a positive answer to Hilbert’s 17th problem
whether a positive semi-definite polynomial can be written as sum
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of squares of rational functions. Artin’s theory and method, which
is now called the Artin-Schreier theory, lead to the development of
modern real algebra and real algebraic geometry. Two major mile-
stones of the subject are quantifier elimination theory over real
closed fields established by Tarski [22] and the Positivstellensatz
discovered by Krivine [10] and Stengle [21].
Although the number of positive semi-definite polynomials is
much larger than that of SOS polynomials [2], replacing nonnega-
tive polynomial constraints with SOS ones and thus requiring an
SOS representation of a multivariate polynomial is a key step of
many applications, see for example [9, 11, 15, 19, 23]. There have
been effective algorithms for determining whether a polynomial
can be represented as sum of squares of polynomials, see for ex-
ample [3, 11, 14, 16, 18]. By Gram matrix representation [3], the
problem of SOS decomposition can be transformed into an SDP
problem, which can be solved symbolically or numerically. Nu-
merical algorithms for SOS decompositions can handle big scale
problems and may be used to get exact results [8]. Actually, there
exist some well-known free available SOS solvers which are based
on numerical SDP solvers [12, 13, 20].
Although existing SDP solvers can work out some problems of
big scale, the efficiency and reliability of such method decrease
greatly while the input size increases [4]. Therefore, decreasing
the size of corresponding SDP matrix is an important way to opti-
mize efficiency and reliability of tools based on SDP to solve SOS
decomposition problem. Recently, by exploiting the sparsity of
the input SOS decomposition problem, some preprocessing algo-
rithms were proposed [5, 17], which first divide the input prob-
lem satisfying special properties into smaller SDP problems and
then pass the smaller ones to SDP solvers to obtain reliable re-
sults efficiently. In [5], Dai and Xia defined a class of polynomi-
als called split polynomial. A split polynomial can be decomposed
into several smaller sub-polynomials such that the original poly-
nomial is SOS if and only if the sub-polynomials are all SOS. Thus
the original SOS problem can be decomposed equivalently into
smaller sub-problems. In [17], Permenter and Parrilo defined the
minimal-coordinate-projectionof a given SDP and presented a poly-
nomial time algorithm to find minimal-coordinate-projection. In-
deed, finding the minimal-coordinate-projection is the most effi-
cient way by now to take use of the sparsity of SOS problems and
to decrease the size of input to SDP solvers for those SDP based
SOS solvers.
A natural question is that to what extent the above mentioned
preprocessing algorithms work. That is, how many polynomials
satisfying those definitions or properties are there in the SOS poly-
nomials? In this paper, we define a concept of block SOS decompos-
able polynomialswhich is a generalization of those special classes
of polynomials in [5] and [17]. Roughly speaking, it is a class
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of polynomials whose SOS decomposition problem can be trans-
formed into smaller ones (in other words, the corresponding SDP
matrices can be block-diagnolized) by considering their supports
only (coefficients are not considered). Then we prove that the set
of block SOS decomposable polynomials has measure zero in the
set of SOS polynomials. That means if we only consider supports
(not with coefficients) of polynomials, such algorithms decreasing
the size of SDPs for those SDP-based SOS solvers can only work on
very few polynomials. As a result, this shows that the SOS decom-
position problems that can be optimized by the above mentioned
preprocessing algorithms are very few.
The rest part of this paper is organized as follows. The concepts
of block SOS decomposition, (proper) block SOS support and block
SOS decomposable polynomial (Definition 2) are given in Section 2.
It is also shown in this section that split polynomials are block SOS
decomposable polynomials (Proposition 7) and a polynomial hav-
ing minimal coordinate projection of corresponding SDP is block
SOS decomposable (Proposition 12). The set
∑m
i=1
∑
R[x¯]2
Qi
be-
ing closed in R[x¯]2k (Theorem 17) is proven in Section 3. Section
4 proves that the set of block SOS decomposable polynomials in
R[x¯]2k has measure zero in
∑
R[x¯]2
k
(Theorem 22). The paper is
concluded in Section 5.
2 BLOCK SOS DECOMPOSITION
2.1 Notations
In this paper, x¯ is n-dimensional where n is a constant. R denotes
the field of real numbers and N denotes the ring of integers. For a
mapping φ, let rng(φ) denote the range of φ and ker(φ) denote the
kernel of φ.
For polynomial f ∈ R[x¯], the support of f , denoted by S(f ), is
{α ∈ Nn | the coefficient of x¯α is not 0 in f }.
f is SOS if and only if there exist polynomials q1, . . . ,qs ∈ R[x¯]
satisfying f (x¯) = ∑si=1 q2i .
For a set X ⊆ Nn , let conv(X ) denote the convex hull of X . For
a set A ⊆ R[x¯], let A2 := { f 2 | f ∈ A} and
∑
A2 :=
{
s∑
i=1
f 2i | fi ∈ A for i = 1, . . . , s and s ∈ N
}
.
So the set of all polynomials that are SOS can be denoted by
∑
R[x¯]2.
For vector spaces A,B, let
A ⊕ B := {(a,b)|a ∈ A ∧ b ∈ B},
m⊕
i=1
Ai := A1 ⊕ · · · ⊕ Am .
Let Sn×n denote the set of n × n symmetric matrices and Sn×n
+
denote the set of n × n positive semi-definite matrices. {0, 1}n×n
denotes then×nmatrices with 0, 1 as elements. For vectorsa andb ,
let 〈a,b〉 denote the inner product of a and b . For twon×nmatrices
A,B, let 〈A,B〉 := ∑i, j Ai jBi j = Tr(ATB). For a given k ∈ N and a
given Q ⊆ Nn , let
Λ(k) : = {(a1, ..., an) ∈ Nn |
n∑
i=1
ai ≤ k},
R[x¯]k : = { f ∈ R[x¯] | deg(f ) ≤ k},
R[x¯]Q : = { f ∈ R[x¯] | S(f ) ⊆ Q},
σ (Q) : = {a ∈ Q | ∀b, c ∈ Q,b + c , 2a ∨ b = c = a}.
So
∑
R[x¯]2
Q
is the set of polynomials which can be represented as
sum of squares of the polynomials in R[x¯]Q .
2.2 Main concept
Definition 1 ([5]). Suppose f ∈ R[x¯] and Q ⊆ Nn . If
f is SOS ⇒ ∃{ fi }si=1(f =
s∑
i=1
f 2i ∧ S(fi ) ⊆ Q),
thenQ is said to be an SOS support of f and denoted by SOSS(f ,Q).
The following definition is a general expression of the coefficient-
independent optimization of SOS decomposition problems.
Definition 2. Given T ⊆ Nn and Qi ⊆ Nn for i = 1, . . . ,m.
The set {Qi }mi=1 is said to be a block SOS support of T if
(1) { f | f ∈ ∑R[x¯]2, S(f ) = T } ⊆ ∑mi=1∑R[x¯]2Qi and
(2) Qi ∩Qj = ∅ for i , j.
A block SOS support of S(f ) where f ∈ R[x¯] is also called a block
SOS support of f .
Suppose {Qi }mi=1 is a block SOS support of T ⊆ Nn . If for any Qi ,
Qi , ∅ and
∃f ∈ R[x¯](S(f ) = T ∧ ¬ SOSS(f ,Qi )),
then {Qi }mi=1 is said to be a proper block SOS support of T and T
is block SOS decomposable. Similarly, for f ∈ R[x¯], if {Qi }mi=1 is a
proper block SOS support of S(f ), then {Qi }mi=1 is said to be a proper
block SOS support of f and f is block SOS decomposable.
Example 3. Suppose T = {(0), (4), (8)}. Then {Q1,Q2} where
Q1 = {(0), (4)} and Q2 = {(2)} is a proper block SOS support of T .
Proof. For any f ∈ R[x] with S(f ) = T , we denote f = ax8 +
bx4 + c where a , 0,b , 0, c , 0. Then
f is SOS ⇔ f ≥ 0 (since f is a univariate polynomial)
⇒ a ≥ 0 ∧ c ≥ 0 ∧ f ( 8
√
c
8√a ) ≥ 0
⇒ a ≥ 0 ∧ c ≥ 0 ∧ 2c + b
√
c√
a
≥ 0
⇒ a ≥ 0 ∧ c ≥ 0 ∧ b ≥ −2√a√c .
Thus, if b ≥ 0 and f is SOS, then f = (√ax4)2 + (
√
bx2)2 + √c2.
If b ≤ 0 and f is SOS, there exist a′(0 ≤ a′ ≤ √a) and c ′(0 ≤
c ′ ≤ √c) such that b = −2a′c ′ and
f = (
√
a − a′2x4)2 +
√
c − c ′2
2
+ (a′x4 + c ′)2.
That proves {Q1,Q2} is a block SOS support of T . Moreover, it
is not hard to see that neither SOSS(f ,Q1) nor SOSS(f ,Q2) holds.
Thus {Q1,Q2} is a proper block SOS support ofT . 
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2.3 Related work
We show in the rest of this section that the optimization meth-
ods in [5] and [17] can be restated as finding block SOS support.
For reader’s convenience, we briefly introduce the related concepts
and results of [5] and [17] here. Roughly speaking, the methods in
[5] and [17] deal with polynomials whose corresponding SDP ma-
trices can be block-diagonalized while, by Definition 2, all such
polynomials are block SOS decomposable.
Definition 4 (Definition 6 of [5]). Let Q,R ⊆ Nn . For any
α ∈ Q +Q , define:
φQ (α) = {β ∈ Q | ∃γ ∈ Q (β + γ = α)},
HQ (α ,R) =

∅ α ∈ R;
{ 12α} α < R ∧ φQ (α) = { 12α};
H ′
Q
(α ,R) otherwise;
,
ψQ (α) = HQ (α , ∅),
where H ′
Q
(α ,R) = ⋃β ∈Q,∃γ ∈Q (β+γ=α )HQ (2β ,R ∪ {α}).
Definition 5 (Definition 8 of [5]). Let Q be a finite set sat-
isfying SOSS(p,Q) for a polynomial p. If there exist some pairwise
disjoint nonempty subsets Ti (i = 1, . . . ,u) of σ (Q) such that
(1) ψQ (α + β) ⊆ Ti for any α , β ∈ {γ |γ ∈ Q,ψQ (2γ ) ⊆ Ti }
holds for any i = 1, . . . ,u , and
(2) for anyα ∈ S(p), there exists exact oneTi such thatψQ (α) ⊆
Ti ,
then p is said to be a split polynomial with respect to T1, . . . ,Tu .
If p is a split polynomial with respect to a non-empty set T ⊆
σ (Q) and its complement in σ (Q), we simply say that p is a split
polynomial with respect to T .
Theorem 6 (Theorem 4 of [5]). Suppose p = Σcαx
α is a split
polynomial with respect to T1, . . . ,Tu , then p is SOS if and only if
each pi = Σα ∈S (p),ψQ (α )⊆Ti cαx
α is SOS for i = 1, . . . ,u .
Proposition 7. Let Q be a finite set satisfying SOSS(p,Q) for a
polynomialp ∈ R[x¯]. Ifp is a split polynomial with respect to subsets
T1, . . . ,Tu of σ (Q), then {Qi }ui=1 is a block SOS support of p where
Qi = {α ∈ Q | ψQ (2α) ⊆ Ti }.
Proof. First, by the proof of Theorem 3 in [5], let pi be as in
Theorem 6, SOSS(pi ,Qi ) holds. By Definition 5 and Theorem 6, we
know that if p is a split SOS polynomial, then
p ∈
u∑
i=1
∑
R[x¯]2Qi .
And again from the definition and proof there, we know the prop-
erty is only related to S(p) and irrelevant to the coefficients of p.
So
{ f ∈
∑
R[x¯]2 | S(f ) = S(p)} ⊆
u∑
i=1
∑
R[x¯]2Qi .
The conclusion follows since {Qi }ui=1 are pairwise disjoint. 
Definition 8 (Definition 1 of [17]). Let A ⊆ Sn×n and C ∈
Sn×n . For an SDP
minimize C · X
subject to X ∈ A ∩ Sn×n
+
,
a linear map P : Sn×n → Sn×n is a coordinate projection if
(a) P(Sn×n
+
) ⊆ Sn×n
+
, i.e, P is a positive map;
(b) P(A) ⊆ A;
(c) P∗(C) = C ;
(d) ∃M ∈ Sn×n ∩ {0, 1}n×n (P(X ) = 〈M,X 〉), (we denote P
by PM if P(X ) = 〈M,X 〉),
where P∗ is the adjoint mapping of P .
We callP aminimal coordinate projection of an SDP, if dim(rng(P))
is minimal over coordinate projection.
Notice that the method of minimal coordinate projection covers
the method of split polynomial according to [17].
Proposition 9 (Proposition 1 of [17]). Let A ⊆ Sn×n , C ∈
Sn×n . For an SDP:
minimize C · X
subject to X ∈ A ∩ Sn×n
+
,
if P is a coordinate projection of the SDP, then the optimal value of
the SDP equals the optimal value of
minimize C · X
subject to X ∈ A ∩ Sn×n
+
∩ L,
where L = rng(P).
Lemma 10 (Lemma 1 of [17]). Fix M ∈ Sn×n ∩ {0, 1}n×n . Then,
the mapping PM is positive, i.e., ∀X ∈ Sn×n+ (〈M,X 〉 ∈ Sn×n+ ), if and
only ifM is positive semi-definite.
Lemma 11 (Lemma 2 of [17]). For M ∈ Sn×n ∩ {0, 1}n×n , the
following statements are equivalent:
• The matrixM is positive semi-definite.
• There exist S1, . . . , Sp ∈ {0, 1}n , which are orthogonal to
each other, andM =
∑p
k=1
SkS
T
k
.
For a polynomial f and a finite setQ ⊆ Nn satisfying SOSS(f ,Q).
Determining whether f is SOS is equal to determining whether the
SDP:
minimize 0 · X
subject to X ∈ S#Q×#Q
+
,
〈X , (x¯α )α ∈Q (x¯α )Tα ∈Q 〉 = f
is feasible. The SDP above is said to be the SDP corresponding to
f ,Q .
Proposition 12. Given any polynomial f and a finite set Q ⊂
Nn satisfying SOSS(f ,Q). If S1, . . . , Sp ∈ {0, 1}#Q are orthogonal to
each other and the matrixM :=
∑p
k=1
SkS
T
k
is a minimal coordinate
projection of the SDP corresponding to f ,Q . Then {Qk }pk=1 is a block
SOS support of f where Qk = S(
〈
Sk , (x¯α )α ∈Q
〉).
Proof. By Proposition 9, we know that the SDP is feasible if
and only if it is feasible on the minimal coordinate projection. So
if f is SOS, then f ∈ ∑p
k=1
∑
R[x¯]2
Qk
. By Theorem 2 of [17], we
know that the minimal coordinate projection is irrelevant to the
coefficients of f . Therefore
{ f ′ ∈
∑
R[x¯]2 | S(f ′) = S(f )} ⊆
p∑
k=1
∑
R[x¯]2Qk .
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Because S1, . . . , Sp ∈ {0, 1}#Q are orthogonal, {Qk }pk=1 are pair-
wise disjoint. That completes the proof. 
We show in the following example a polynomial whose block
SOS support can be computed by finding a minimal coordinate
projection of the corresponding SDP but the block SOS support
computed by the algorithm of [17] is bigger than that obtained in
Example 3.
Example 13. Let f = x8 − 2x4 + 1. So S(f ) = {(0), (4), (8)}
and, for Q = conv( 12 (S(f ) ∩ N)) = {(0), (1), (2), (3), (4)}, we have
SOSS(f ,Q). By the algorithm in [17],

1 0 0 0 1
0 1 0 1 0
0 0 1 0 0
0 1 0 1 0
1 0 0 0 1

is a minimal coordinate projection of the SDP corresponding to f ,Q .
By the proof of Proposition 12, the corresponding proper block SOS
support is {{(0), (4)}, {(1), (3)}, {(2)}}.
By Example 3, we know that {{(0), (4)}, {(2)}} is also a proper
block SOS support of f , which is smaller.
3
∑M
I=1
∑
R[X¯ ]2QI IS CLOSED
For arbitrarily given k ∈ N and a finite set Q ⊂ Nn , when we talk
about the topology of R[x¯]k in this paper, we mean the topology
of finite-dimensional vector space R#Λ(k) . Similarly, the topology
of R[x¯]Q is the topology of finite-dimensional vector space R#Q .
For a given k ∈ N, we prove in this section that the polynomial
space
∑m
i=1
∑
R[x¯]2
Qi
is closed in R[x¯]2k , where Qi ⊆ Λ(k).
Lemma 14. If A ∈ Sm×m
+
, then there exist vi ∈ Rm×1 (i =
1, . . . ,m) such that A = ∑mi=1vivTi .
Proof. By using Cholesky decomposition, we have
A = LLT =
m∑
i=1
LiL
T
i
where L ∈ Rm×m and Li is the ith column of L. Let vi := Li . 
Lemma 15. SupposeQ ⊂ Nn andm = #Q < +∞. Then∑
R[x¯]2Q = {〈(x¯a+b )(a,b )∈Q×Q ,G〉 | G ∈ Sm×m+ }.
Proof. For G ∈ Sm×m
+
, by Lemma 14, there exist {vi }mi=1 such
that G =
∑m
i=1viv
T
i . So
〈(x¯a+b )(a,b )∈Q×Q ,G〉
=
m∑
i=1
〈(x¯a+b )(a,b )∈Q×Q ,vivTi 〉
=
m∑
i=1
〈(x¯a )a∈Q ,vi 〉2 ∈
∑
R[x¯]2Q .
On the other hand, for any
∑k
i=1 f
2
i ∈
∑
R[x¯]2
Q
, there exist vi ∈
Rm×1 such that fi = 〈(x¯a )a∈Q ,vi 〉 for each i = 1, . . . ,k . Then
k∑
i=1
f 2i =
k∑
i=1
〈(x¯a )a∈Q ,vi 〉2 =
k∑
i=1
〈(x¯a+b )(a,b )∈Q×Q ,vivTi 〉
=〈(x¯a+b )(a,b )∈Q×Q ,
k∑
i=1
viv
T
i 〉 = 〈(x¯a+b )(a,b )∈Q×Q , LLT〉
∈{〈(x¯a+b )(a,b )∈Q×Q ,G〉 | G ∈ Sm×m+ },
where L = (v1, . . . ,vk ) ∈ Rm×k . 
Lemma 16. Suppose Q ⊂ Nn andm = #Q < +∞. Then∑
R[x¯]2Q = { f 21 + · · · + f 2m | f1, ..., fm ∈ R[x¯]Q }.
Proof. By Lemma 15, we know∑
R[x¯]2Q = {〈(x¯a+b )(a,b )∈Q×Q ,G〉 | G ∈ Sm×m+ }.
By Lemma 14, there exist {vi }mi=1 such thatG =
∑m
i=1viv
T
i .
Let fi :=
〈(x¯a )a∈Q ,vi 〉 for i = 1, . . . ,m, we have f = ∑mi=1 f 2i .

The proof of the following theorem uses the idea of the proof
aboutMk is closed in [19].
Theorem 17. For a given k ∈ N and any finite set {Qi }mi=1 where
Qi ⊆ Λ(k) for each i = 1, . . . ,m,
m∑
i=1
∑
R[x¯]2Qi
is closed in R[x¯]2k .
Proof. Let φ be a continuous mapping:
φ :
⊕
#Q1
R[x¯]Q1 × · · · ×
⊕
#Qm
R[x¯]Qm → R[x¯]2k
((f1, j )j∈Q1 , . . . , (fm, j )j∈Qm ) 7→
m∑
i=1
∑
j∈Qi
f 2i, j .
By Lemma 16, we know
∑m
i=1
∑
R[x¯]2
Qi
= rng(φ) and ker(φ) =
0.
Let V be the image of unit sphere of⊕
#Q1
R[x¯]Q1 × · · · ×
⊕
#Qm
R[x¯]Qm .
ObviouslyV is compact and 0 < V . Since φ(λz) = λ2φ(z) for λ ∈ R,
we have
∑m
i=1
∑
R[x¯]2
Qi
=
∑
λ∈[0,∞) λV .
Given an infinite sequence {λivi }i=1,2, ... where λi ∈ [0,∞)
and vi ∈ V , assume limi→∞ λivi = p. Because V is compact,
there exists a convergent subsequence {vi j } ⊆ {vi } such that
v = limj→∞ vi j ∈ V . So v , 0.
Then
lim
j→∞ λi j = limj→∞
|λi jvi j |
|vi j |
=
|p |
|v | ≥ 0,
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where | · | stands for ‖ · ‖2. Finally,
p = lim
j→∞ λi jvi j = ( limj→∞ λi j )( limj→∞vi j ) =
|p |
|v |v
∈
∑
λ∈[0,∞)
λV =
m∑
i=1
∑
R[x¯]2Qi .
So
∑m
i=1
∑
R[x¯]2
Qi
is closed. 
4 BLOCK SOS DECOMPOSABLE POLYNOMIAL
IS FEW
Firstly, we show that SOS decomposition of a certain class of poly-
nomials is unique by the two lemmas below.
Lemma 18. For any finite set Q ⊂ Nn ,
conv(Q) = conv(σ (Q)).
Proof. Without loss of generality, suppose Q , σ (Q). Let
Q\σ (Q) = {a1, a2, . . . ,ar } and
Q0 = Q, Qi = Qi−1\{ai } for i = 1, . . . , r .
So Qr = σ (Q). We then prove the claim
conv(Qi ) = conv(Q) for i = 0, ..., r
by induction on i .
When i = 0, it is obviously true. Suppose the claim holds for
i − 1. It is clear that we need only to prove ai ∈ conv(Qi ).
Since ai ∈ Q\σ (Q), there exist b, c ∈ Q such that
b , ai , c , ai , b + c = 2ai .
Since b, c ∈ Q ⊆ conv(Q) = conv(Qi−1), there exist λb,α , λc,α ∈
[0, 1] for each α ∈ Qi−1 such that
b =
∑
α ∈Qi−1 λb,αα ,
∑
α ∈Qi−1 λb,α = 1,
c =
∑
α ∈Qi−1 λc,αα ,
∑
α ∈Qi−1 λc,α = 1.
Because b , ai and c , ai , we have that λb,ai + λc,ai < 2.
On the other hand, 2ai =
∑
α ∈Qi−1 λb,αα +
∑
α ∈Qi−1 λc,αα be-
cause b + c = 2ai . Therefore
ai =
∑
α ∈Qi−1\{ai }
λb,α +λc,α
2−λb,ai −λc,ai
α
=
∑
α ∈Qi
λb,α +λc,α
2−λb,ai −λc,ai
α .
It is easy to see that
λb,α + λc,α
2 − λb,ai − λc,ai
≥ 0 and
∑
α ∈Qi
λb,α + λc,α
2 − λb,ai − λc,ai
= 1.
This means ai ∈ conv(Qi ) that completes the proof. 
Lemma 19. Let a,b ∈ Nn and a , b . If a − b ∈ {−1, 0, 1}n , then
any SOS decomposition of x¯2a + 2x¯a+b + x¯2b can only be of the form∑m
i=1(λi1x¯a + λi2x¯b )2 where there exists i such that λi1λi2 , 0.
Proof. Suppose { fi }mi=1 satisfy (x¯a + x¯b )2 =
∑m
i=1 f
2
i . Let Q =
∪mi=1S(fi ). By the definition of σ (Q), it is not hard to see that the
squares of items in σ (Q)must appear in∑mi=1 f 2i (since they do not
eliminate). Therefore σ (Q) ⊆ {a,b}. By Lemma 18, we know
Q ⊆ conv(Q) = conv(σ (Q)) ⊆ conv({a,b}) = {a,b}.
The last equality holds because a−b ∈ {−1, 0, 1}n . So fi = λi1x¯a +
λi2x¯
b
. Because x¯a+b appears in
∑m
i=1 f
2
i , there exists i such that
λi1λi2 , 0. 
Lemma 20. Let k ∈ N, S1 ⊂ S2 ⊆ Λ(2k). If
{ f ∈
∑
R[x¯]2
k
| S(f ) = S2} , ∅
and {Qi }mi=1 is a block SOS support of S2, then {Qi }mi=1 is also a block
SOS support of S1.
Proof. Take f2 ∈ { f ∈
∑
R[x¯]2
k
| S(f ) = S2}. For any f1 ∈
{ f ∈ ∑R[x¯]2
k
| S(f ) = S1}, without loss of generality, suppose the
absolute values of the coefficients of f2 are less than the absolute
values of nonzero coefficients of f1. Letдj =
f2
j + f1 for any positive
integer j. Then S(дj ) = S2 and limj→∞ дj = f1.
Because {Qi }mi=1 is a block SOS support of S2, then
{ f ∈
∑
R[x¯]2
k
| S(f ) = S2} ⊆
m∑
i=1
∑
R[x¯]2Qi .
By Theorem 17, f1 ∈
∑m
i=1
∑
R[x¯]2
Qi
. So
{ f ∈
∑
R[x¯]2
k
| S(f ) = S1} ⊆
m∑
i=1
∑
R[x¯]2Qi .
Therefore, {Qi }mi=1 is a block SOS support of S1. 
Based on the above two lemmas, we then prove that, for an ar-
bitrarily given degree bound 2k , the full polynomials, i.e. polyno-
mials having all monomials with degree no more than 2k , are not
block SOS decomposable.
Theorem 21. For any k ∈ N, Λ(2k) is not block SOS decompos-
able.
Proof. Suppose {Qi }mi=1 is a proper block SOS support ofΛ(2k).
Then for any Qi (i = 1, . . . ,m), we have Λ(k) * Qi .
Denote by {ei }ni=1 the unit vectors ofNn . Firstly, we prove there
exist a,b ∈ Λ(k) satisfying a , b ,a−b ∈ {−1, 0, 1}n and a < Qi∨b <
Qi for any i = 1, . . . ,m.
If every Qi (i = 1, ...,m) is empty, simply let a = 0,b = e1.
Suppose there exists a non-empty Q ′ ∈ {Qi }mi=1. Since Λ(k) *
Q ′, there exist α , β ∈ Λ(k) such that α ∈ Q ′ and β < Q ′. Let
{r j }uj=1 ⊂ Λ(k) be a path connecting α (= r1) and β (= ru ) in Λ(k)
and satisfying for any j ∈ {1, ...,u} there exists i ∈ {1, ...,n} such
that r j+1 − r j = ±ei . Then there exists j0 ∈ {1, . . . ,u − 1} such
that r j0 ∈ Q ′ and r j0+1 < Q ′. We set a = r j0 ,b = r j0+1. Because
Qi (i = 1, . . . ,m) are pairwise disjoint, a < Qi ∨ b < Qi for any
i = 1, . . . ,m.
By Lemma 20, {Qi }mi=1 is also a block SOS support of {2a,a +
b, 2b}. So (x¯a + x¯b )2 ∈ ∑mi=1∑R[x¯]2Qi . But by Lemma 19 we see
that (x¯a + x¯b )2 = ∑mi=1(λi1x¯a + λi2x¯b )2 and there exists i such
that λi1λi2 , 0. That contradicts with the claim that for any i ∈
{1, . . . ,m}, a < Qi ∨ b < Qi .
So Λ(k) is the only block SOS support of Λ(2k). 
Theorem 22. For any k ∈ N, the set of block SOS decomposable
polynomials in R[x¯]2k has measure zero in
∑
R[x¯]2
k
.
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Proof. By Theorem 21, we see that the set of block SOS decom-
posable polynomials in R[x¯]2k is a subset of
{ f ∈ R[x¯]2k | S(f ) , Λ(2k)}.
So it has measure zero in R[x¯]2k . Meanwhile we know
∑
R[x¯]2
k
has measure non-zero in R[x¯]2k because the cone
∑
R[x¯]2
k
is a
full-dimensional convex cone in R[x¯]2k , i.e.,
∑
R[x¯]2
k
−∑R[x¯]2
k
=
R[x¯]2k . Thus the set of block SOS decomposable polynomials in∑
R[x¯]2
k
must have measure zero in
∑
R[x¯]2
k
. 
By the definition of block SOS decomposable polynomial, The-
orems 21 and 22 indicate that those polynomials whose SDP ma-
trices (corresponding to their SOS decompositions) can be block-
diagonalized are very few in the set of SOS polynomials.
5 CONCLUSION
Finding split polynomials or minimal coordinate projection [5, 17]
are two recently proposed methods which, if success, can decrease
the size of SDP matrices via block-diagnalization and thus increase
greatly the efficiency and reliability of the SDP based SOS decom-
position methods. In this paper, we investigate the scope that the
two methods work. We first define a class of polynomials, namely,
block SOS decomposable polynomials, which is a generalization of
those classes of polynomials in [5] and [17]. Roughly speaking, it
is a class of polynomials whose SOS decomposition problem can be
transformed into smaller ones by considering their supports only
(coefficients are not considered). Then we prove that the set of
block SOS decomposable polynomials has measure zero in the set
of SOS polynomials. That means if we only consider supports (not
with coefficients) of polynomials, such algorithms decreasing the
size of corresponding SDP matrices can only work on very few
polynomials. As a result, this shows that the SOS decomposition
problems that can be optimized by the above mentioned methods
are very few.
On the other hand, it is interesting to give an algorithm for find-
ing block SOS decomposable polynomials in the future. By now
the most efficient way to block-diagnolize corresponding SDP ma-
trices is to find minimal coordinate projection by the algorithm of
[17]. We do not knowwhether block SOS decomposable polynomi-
als are just those whose corresponding SDPs have minimal coordi-
nate projections. At least, there are examples (see Examples 3 and
13) whose block SOS supports computed via minimal coordinate
projection are not minimal.
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