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Einleitung
Dem Wesen theoretischer Arbeiten im Bereich der mathematischen Physik entspre-
chend, bereichert auch diese Diplomarbeit auf zweierlei Weisen. Zum einen bietet sie
eine Fülle an mathematischem Abwechslungsreichtum, da hier sowohl algebraische
als auch topologischenMethoden zum Einsatz kommen, die das Erreichen der im Rah-
men dieser Arbeit erstrebten Ziele durch ihr elegantes Zusammenspiel überhaupt erst
ermöglichen. Die Kombination von abtrakter homologischer Algebra mit Funktional-
Analytischen Konzepten wird unter Ausnutzung explizit konstruierter Kettenabbil-
dungen tiefere Erkenntnisse über die gewünschten Hochschild-Kohomologien liefern,
die im Rahmen des allgemeinen algebraischen Formalismuses nicht greifbar wären und
über reine Isomorphieaussagen weit hinaus gehen. Die physikalische Motivation ist
dabei von dem innigen Wunsch getragen, eine der grundlegendsten physikalischen
Theorien, die Quantenfeldtheorie, in ihrer Natur zu ergründen und ihr einzigartiges
Zusammenwirken mit den altbewährten klassichen Theorien besser zu verstehen. Der
wichtige Beitrag soll hierbei im Rahmen Deformationsquantisierung geleistet werden,
die als Bindeglied zwischen den klassischen und denmodernerenQuantenfeldtheorien
anzusehen ist.
Motivation
Die Quantisierung einer klassischen Theorie ist eine oftmals schwer zu fassende Proze-
dur, die sich eher formalen Argumenten bedient, als wirklich die grundlegenden Zu-
sammenhänge aufzuzeigen. Hierbei erweist sich die quantisierte Theorie im Allgemei-
nen als die fundamentalere von beiden, jedoch ist nicht ignorierbar, dass auch die klas-
siche Theorie die Natur im Rahmen ihres Gültigkeitsbereiches vortrefflich beschreibt.
Insofern ist es eine interessante und zudem absolut nicht-triviale Frage, unter welchen
Bedingungen und aus welchem Grund die klassiche Theorie der allgemeineren Quan-
tentheorie vorzuziehen ist. Eng damit verbunden ist Frage, inwiefern wir unsere bis-
herigen Ansichten über die täglich erlebte Realität in Frage stellen müssen. Denn es
ist sicher nicht klar, ob die Quantenfeldtheorie oder spezieller die Quantenmechanik
nicht auch in anderen Bereichen als dem Mikrokosmos anwendbar ist. Imposante Bei-
spiele sind hierbei sicher das Konzept der Superposition von Zuständen und die Rolle
des Messprozesses an sich. Diese haben in der klassichen Mechanik keine Bedeutung,
sorgen jedoch in der Quantenmechanik dafür, dass sich die physikalische Realität ei-
nes ganzen Quantensystems allein durch eineMessung vollkommen verändert werden
kann.
iii
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Deformation von Observablenalgebren
In der klassischen Mechanik besteht der Konfigurationsraum aus Orts- und-Impulsko-
ordinaten q und p und kann bei einem n-Teilchensystem als R2n aufgefasst werden.
Geläufige assoziativen, kommutative Observablenalgebren sind hierbei die Polynome
Pol (Rn) oder die glatten Funktionen C∞
(
R
2n
)
, die vermöge der total antisymmetri-
schen Poisson-Klammer
{f, g} =
n∑
k=1
∂ f
∂ qk
∂ g
∂ pk
− ∂ g
∂ qk
∂ f
∂ pk
∀ f, g ∈ Pol (R2n) oder C∞ (R2n) ,
welche die Leibnizregel und die Jacobiidentität erfüllt, zu einer Poisson-Algebra wer-
den. Auf der anderen Seite besteht der Konfigurationsraum der Quantenmechanik aus
einem Hilbertraum H und die Observablen aus der ∗-Unteralgebra der beschränkten
Operatoren B(H), wobei die hierin enthaltenen selbstadjungierten Operatoren die tat-
sächlich physikalisch messbaren Observablen sind.
Die Deformationstheorie assoziativer Algebren legt uns nun ein effektives Werkzeug
in die Hand, Quantenobservablen aus denen der klassichen Theorie derart zu kon-
struieren, dass die Nichtkommutativität der neuen Algebramultiplikation ⋆ bereits ge-
währleistet ist. Hierbei betrachtet man für eine klassiche Observablenalgebra (A, ∗) den
Raum AJ~K der formalen Potenzreihen in dem formalen Parameter ~mit Koeffizienten
inA, in welchenman sichA imVektorraum-Sinne alsMonome 0-ter Ordnung eingebet-
tet vorstellen kann. Eine formale Deformation µ der Ordnung k ist dann (vgl. [BFF+78])
eineCJ~K-bilineare Multiplikation µ : AJ~K×AJ~K −→ AJ~K der Form
µ(a, b) =
k∑
r=0
~rµr(a, b) ∀ a, b ∈ A
mit C-bilinearen Abbildungen µr : A × A −→ A, so dass µ folgende Eigenschaften
besitzt:
i.) µ ist assoziativ bis zur Ordnung k.
ii.) µ0(a, b) = a ∗ b.
iii.) µ1(a, b)− µ1(b, a) = i{a, b}.
Hierbei ist iii.) auch als Korrespondezprinzip bekannt und garantiert, dass der total an-
tisymmetrische Teil des Quanten-Kommutators [a, b] := µ(a, b) − µ(b, a) in der Ord-
nung ~mit i{·, ·} übereinstimmt. Ist ~ in der physikalischen Situation eine dimensions-
behaftete Größe, so sind die µr als Größen der Dimension [(Js)−r] zu verstehen, womit
µ eine Multiplikation A × A → A definiert. Im Falle k = ∞ spricht man von einem
Sternprodukt und schreibt ⋆ anstelle von µ. Diese stellen die eigentlich interessanten
Objekte dar, wobei hier die physikalische Wohldefiniertheit von µ, also die Konver-
genz der Summe, ein im Allgemeinen ungelöstes Problem darstellt. Die Existenz und
Klassifikation solcher Sternprodukte sind für die klassiche Situation wohlverstandene
iv
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Probleme und wurde für die Algebra C∞(M) einer endlich-dimensionalen symplek-
tischen Mannigfaltigkeit M erstmals von Lecomte und de Wilde [DL83, DL88] unter
Verwendung kohomologischer Überlegungen gelöst. Einen sehr einfachen und geo-
metrischen Existenzbeweis liefert zudem die Fedosov-Konstruktion, die ohne koho-
mologische Überlegungen auskommt und sich lediglich „konventioneller“ Techniken
wie kovarianter Ableitungen und dem Tensorkalkül bedient, vgl. [Fed96]. Ganz allge-
mein für endlich-dimensionale Poisson-Mannigfaltigkeiten wurde das Existenz- und
Klassifikations-Problem von Kontsevich (vgl. [Kon03]) gelöst.
Ein einfache Verfahren um Sternprodukte zu erhalten, ist, sich diese Ordnung für
Ordnung zu konstruieren. dabeibei sind die Assoziativität von A und AJ~K die ent-
scheidenden Faktoren. Hierfür betrachten wir eine formale Deformation µ = µ0+ . . . +
µk der Ordnung k, die wir durch ein C-bilineares µk+1 zu einer formalen Deformation
◦ = µ + ~k+1µk+1 der Ordnung k + 1 fortsetzen wollen. Dann muss die Bedingung
a ◦ (b ◦ c) = (a ◦ b) ◦ c insbesondere für alle a, b, c ∈ A bis zur Ordnung k+1 erfüllt sein,
in welcher wir erhalten, dass1
a ∗ µk+1(b, c) − µk+1(a ∗ b, c)+ µk+1(a, b ∗ c)− µk+1(a, b) ∗ c
=
k∑
r=1
[
µr(µk+1−r(a, b), c) − µr(a, µk+1−r(b, c))
]
︸ ︷︷ ︸
Rk
gilt, was mit Hilfe des Hochschild-Differentials auch in der Form δµk+1 = Rk geschrie-
ben werden kann. Eine längere Rechnung unter Ausnutzung der Assoziativität von
A zeigt zudem δRk = 0, womit ein derartiges µk+1 nur dann gefunden werden kann,
wenn [Rk] die 0-Klasse ist. In diesem Sinne bilden die Elemente der drittenHochschild-
Kohomologie HH3(A,A) der Algebra A, die Quelle von Obstruktionen für die Fort-
setzbarkeit formaler Deformationen zu Sternprodukten und es lässt sich zeigen, dass
die zweite Hochschild-Kohomologie die Äquivalenzklassen von infinitisimalen Defor-
mationen, also solchen bis zur Ordnung 1 klassifiziert. Ist hingegen ein Sternprodukt
(AJ~K, ⋆) für eine assoziative und kommutative Algebra A vorgegeben und hat man
einenA-ModulM, dessen Modulstruktur man aufAJ~K fortsetzen möchte, so sind die
Hochschild-Kohomologien HH2(A,End
K
(M)) und HH1(A,End
K
(M)) von entschei-
dender Wichtigkeit2 für das Deformationsproblem.
Die Berechnung dieser Hochschild-Kohomologien ist ein für Observablenalgebren
auf endlich-dimensionalen Vektorräume,wie es beispielsweise der Konfigurationsraum
der klassichen Mechanik ist, gut verstandenes Problem. Die Kohomologie-Gruppen
HHk (Pol (Rn) ,Pol (Rn))wurden erstmals vonHochschild, Kostant und Rosenberg im
Rahmen des Hochschild-Kostant-Rosenberg-Theoremes bestimmt (vgl. [HKR62]), wel-
ches inbesondere besagt, dass jede Kohomologieklasse [η] ∈ HHk (Pol (Rn) ,Pol (Rn))
genau einem k-Multivektorfeld entspricht. Analoge Aussagen wurden ebenfalls für lo-
1vgl. [Wei09, Kapitel 2]
2
End
K
(M) ist hier alsA−A-Bimodul aufzufassen
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kalen, stetigen und die differentiellen Hochschild-Kohomologien
HHkdiff(C
∞(M), C∞(M)),
HHkloc(C
∞(M), C∞(M)) und
HHkcont(C
∞(M), C∞(M))
gezeigt [Pfl98,Con94,CGD80]. In [Wei09] wurden zudem die stetig-differentielle Hoch-
schild-Kohomologie HHkc,d(C
∞(V ),M) für differentielle C∞(V ) − C∞(V )-Bimoduln
Mmit einer konvexen Teilmenge V ⊆ Rn berechnet.
Observablenalgebren in der Feldtheorie, die symmetrische Algebra
In jeder klassichen Feldtheorie besteht der Konfigurationsraum aus Feldern, die im
Speziellen selbst die glatten Funktionen auf einer Mannigfaltigkeit, aber in jedem Falle
unendlich-dimensionale K-Vektorräume3 sind. Ist zum Beispiel X ⊆ Rn eine offene
Teilmenge und D(X) der Testfunktionen-Raum der glatten Funktionen von X −→ R
mit Kompaktem Träger inX. Dann ist man insbesondere an den Observablen der Form
p(ψ) =
n∑
k=0
∫
X1×. . .×Xk
φk(x1, . . . , xk) ψ(x1). . . ψ(xk) dx1. . . dxk
mit n ∈ N, ψ ∈ D(X), Xi = X für alle 1 ≤ i ≤ k und φk ∈ Esymsep
(
Xk
)
interessiert.
Hierbei bezeichnet
Esep
(
Xk
)
=
{
φ ∈ E (Xk) ∣∣∣∣∣ φ(x1, . . . , xk) =
n∑
i=1
φ1(x1). . . φk(xk) ∀ (x1, . . . , xk) ∈ Xk
}
mit φ1, . . . , φk ∈ E(X) = C∞(X) für alle 1 ≤ i ≤ k den Vektorraum aller Abbildungen
Xk −→ R, die als endliche Summe faktorisierender, glatter Funktionen geschrieben
werden können und Esymsep
(
Xk
)
den Unterraum der total symmetrische Elemente von
Esep. Jedes Esep
(
Xk
)
ist eine Realisierung des k-fachen TensorproduktesTk(E(X)) und
Esymsep
(
Xk
)
eine Realisierung des symmetrischen Tensorproduktes Sk(E(X)). Mit Hilfe
der Abbildung
τ : (φ,ψ) −→
∫
X
φ(x)ψ(x)dx
und linearer Fortsetzung von
∆: Tk(E(X)) ×D(X) −→ R
(φ1⊗ . . . ⊗φk, ψ) 7−→ τ(φ1, ψ). . . τ(φk, ψ)
auf die gesamte symmetrische Algebra S•(E(X)), entspricht diese gerade den Observa-
blen der obigen Form.Möchte man hingegen auch unendliche Summen und symmetri-
sche φk in ganz E
(
Xk
)
zulassen, so ist dies möglich, indemman E(X)mit der üblichen
Fréchet-Topologie versieht und die symmetrische Algebra mit Hilfe des Konzeptes des
3Hier und im Folgenden bedeutetK immerR oderC.
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π-Tensorproduktes lokalkonvex topologisiert. Durch Vervollständigung von S•(E(X))
erhält man eine Algebra Hol(E(X)), welche die gewünschten Observablen4 induziert.
Sind in diesem Rahmen Feldgleichungen auf D(X) durch einen linearen Operator Λ
gegeben, so lässt sich unter gewissen Voraussetzungen zeigen (vgl. [BGP07]), dass zu
Λ gehörige avancierte und retardierte Greensche Funktionen G+x,y und G
−
x,y existieren
mit denen man durch derivative Fortsetzung von
{φ,ψ} = ∆(φ,ψ) ∀ φ,ψ ∈ E(X) mit ∆ = G+x,y −G−x,y
auf ganz S•(E(X)), eine stetige Poisson-Klammer erhält, die stetig bilinear aufHol(E(X))
fortgesetzt werden kann. Hierfür existieren bereits eine Fülle an Beispielen für Stern-
produkte (vgl, [DF01], [DF03]), die mit den Resultaten dieser Arbeit nun in einem for-
malen Rahmen behandelbar sind.
Das eben behandelte Beispiel ist lediglich der Spezialfall eines allgemeinen Konzep-
tes, das es erlaubt, sich Observablenalgebren mit Hilfe der symmetrischen Algebra zu
konstruieren. Hierfür benötigt man lediglich einen Konfigurationsraum V und einen
hausdorffschen, lokalkonvexen Vektorraum (U, P ) mit einer K-bilineare Abbildung
τ : V × U : −→ K, deren Bild sich für festes v ∈ V für alle u ∈ U durch eine Halb-
norm aus P abschätzen lässt. Dann definiert jedes Element aus Hol(U) eine auf ganzV
konvergente Potenzreihenfunktion. Ist beispielsweiseV = Cn undU = Cn∗ schwach*-
topologisiert, so entspricht Hol(Cn∗) gerade den ganz holomorphen Funktionen auf
C
n, was gleichzeitig der Grund für die Namensgebung Hol ist. Im Falle V = E(X) mit
schwach*-topologisiertemU = E ′(X) ist dann beispielsweise die Exponentialfunktion
p(φ) =
∞∑
k=0
1
k!
k−mal︷ ︸︸ ︷
δz(φ). . . δz(φ) =
∞∑
k=0
1
k!
φ(z)k
in Hol(E ′(X)) enthalten und die angeführten Beispiele bilden nur einen Bruchteil der
Kombinationen, die möglich sind.
Ziele dieser Arbeit
Die symmetrische Algebra über einem beliebigen K-Vektorraum V besitzt die Eigen-
schaft, dass sie eine Fülle an wichtigen Observablenalgebren der klassichen Feldtheorie
als Spezialfall enthält. Das Ziel dieser Arbeit soll es daher sein, die Elementarbausteine
der Deformationsquantisierung, die Hochschild-Kohomologien, dieser reichhaltigen
Algebra zu berechnen umhiermit die Deformationstheorie dieser Observablenalgebren
auf ein festes Fundament zu stellen. Zudem wollen wir in den wichtigen Spezialfäl-
len lokalkonvexer VektorräumeV die interessantere stetige Hochschild-Kohomologien
von S•(V) und im hausdorffschen Fall ebenfalls die ihrer noch umfassenderen Ver-
vollständigung Hol(V) berechnen, welche unter anderem solch wichtige Observablen
4Unter der Vorraussetzung, dass diese gewisse „Konvergenzbedingungen“ erfüllen.
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wie die Exponentialfunktion enthält. Hierbei ist der Nutzen der stetigen Hochschild-
Kohomologien darin zu sehen, als dass Sternprodukte, die aus stetigen bilinearen Kom-
ponenten µr bestehen, im Allgemeinen reguläreres Verhalten zeigen und somit leichter
zu handhaben sind.
Resultate
Sei im Folgenden V ein beliebig-dimensionaler K-Vektorraum mit K = R oder C.
Dann bezeichnet (S•(V),∨) die symmetrische Algebra über V und M einen S•(V) −
S•(V)-Bimodul, der ebenfalls ein K-Vektorraum ist. Befinden wir uns im lokalkonve-
xen Rahmen, so verstehen wir (V,T P ) als lokalkonvexen Vektorraum mit erzeugen-
dem Halbnormensystem P und S•(V) denken wir uns dann, vermöge dem submulti-
plikativen HalbnormensystemP, bestehen aus den Elementen
p(ω) =
∞∑
k=0
pk(ωk) p ∈ P˜ , S•(V) ∋ ω =
∑
k
ωk mit ωk ∈ Sk(V),
lokalkonvex topologisiert. Hierbei bezeichnet P˜ das filtrierende System aller bezüglich
T P stetigen Halbnormen und wegen der Submultiplikativität ist ∨ stetig. Ist (V,T P )
hausdorffsch, so bezeichnet (Hol(V), ∗) die lokalkonvexe Algebra mit submultiplikati-
vem Halbnormensystem Pˆ, die durch Vervollständigung von (S•(V),∨) erhalten wird.
In diesem Rahmen ist M zudem als lokalkonvexer Vektorraum derart zu verstehen,
dass die Modul-Multiplikationen stetig sind.
In jedem Fall verlangen wir, dass die Modul-MultipliaktionenK-bilinear sind und dass
M verträglich ist, dass also 1 ∗L m = m = m ∗R 1 für allem ∈M gilt.
Die Resultate dieser Arbeit sind:
• Satz
i.) Gegeben ein S•(V)− S•(V)-BimodulM, dann gilt:
HHk(S•(V),M) ∼= Hk (KC(V,M),∆) .
IstM zudem symmetrisch, so ist:
HHk(S•(V),M) ∼= Homa
K
(
V
k,M).
ii.) Gegeben ein lokalkonvexer, S•(V)− S•(V)-BimodulM, dann gilt:
HHkcont (S
•(V),M) ∼= Hk(KCcont(V,M),∆c)
viii
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IstM zudem symmetrisch, so ist:
HHkcont(S
•(V),M) ∼= Homa,cont
K
(Vk,M).
iii.) Gegeben ein vollständiger, hausdorffscher, lokalkonvexer Hol(V)−Hol(V)-
BimodulM, dann gilt:
HHkcont
(
Hol(V),M) ∼= HHkcont(S•(V),M).
IstM zudem symmetrisch, so ist:
HHkcont(Hol(V),M) ∼= Homa,cont
K
(Vk,M).
Hierbei bezeichnet Homa
K
(Vk,M) die total antisymmetrischen, K-multilinearen
Abbildungen von Vk nach M und Vk das k-fache kartesische Produkt von V.
Mit (KC(V,M),∆) ist der Kokettenkomplex mit KettengliedernKCk(V,M) =
Hom
a
K
(Vk,M) und Kettendifferentialen
(∆kφ)(v1, . . . , vk+1) =
k+1∑
l=1
(−1)l−1 [ul ∗L − ul ∗R] φ(v1, . . . ,Nl, . . . , vk+1)
gemeint. Schließlich bezeichnet (KCcont.(V,M),∆c) den stetigen Unterkomplex
von (KC(V,M),∆) mit Kettengliedern Homa,cont
K
(Vk,M) ⊆ Homa
K
(Vk,M). Die
Isomorphien in Teil iii.) werden hierbei durch die Einschränkungs-Abbildungen
τk : φˆ −→ φˆ∣∣
S•(V)k
induziert, die einen Kettenisomorphismus τ zwischen dem
Hochschild-Komplex vonHol(V) und dem von S•(V) definieren. Die Isomorphie
in Teil i.) ist abstrakter Natur, kann aber auch durch explizite Kettenabbildungen
F und G oder genauer durch die aus ihnen durch Anwendung des homAe(·,M)-
Funktors5 gewonnenen Kettenabbildungen F ∗ und G∗ erhalten werden. Besagte
F und G haben wir hierbei durch Abstraktion von solchen gewonnen6, die für
den endlich-dimensionalen Fall existieren. Diese Kettenabbildungen induzieren
nun auch die Isomorphismen in Teil ii.), wobei hier unter anderem deren Stetig-
keit zu zeigen und explizite stetige Homotopieabbildungen sk zu konstruieren
waren.
• Eine weitergehende Analyse mit der Hilfe von F und G sowie der Homoto-
pie s, liefert in den symmetrischen Fällen die folgenden unendlich-dimensio-
nalen Verallgemeinerungen der klassischen Hochschild-Kostant-Rosenberg-The-
oreme, die nun insbesondere für den physikalisch relevanteren Spezialfall M =
S•(V),Hol(V) gelten.
Satz (Hochschild-Kostant-Rosenberg)
5A = S•(V)
6vgl. [BGH+03], [Con94, Sect. III.2α]
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i.) Gegeben ein symmetrischer S•(V) − S•(V)-Bimodul M. Dann besitzt jede
Kohomologieklasse [η] ∈ HHk(S•(V),M) genau einen total antisymmetri-
schen Repräsentanten φa,ηD . Dieser ist derivativ in jedem Argument und ge-
geben durch φa,ηD = Altk(φ) für beliebiges φ ∈ [η]mit φa,0D = 0 für die 0-Klasse
[0]. Insgesamt gilt für alle φ ∈ [η]:
φ = φa,ηD︸︷︷︸
Altk(φ)
+ δk−1
(
ζk−1−1 s
∗
k−1ζ
kφ
)︸ ︷︷ ︸
φ−Altk(φ)
.
ii.) Gegeben ein symmetrischer, lokalkonvexer S•(V)−S•(V)-BimodulM. Dann
besitzt jedes [ηc] ∈ HHkcont(S•(V),M) genau einen total antisymmetrischen,
stetigen Repräsentanten φa,ηc,D. Dieser ist derivativ in jedem Argument und
gegeben durch φa,ηc,D = Altk(φc) für beliebiges φc ∈ [ηc] mit φa,0c,D = 0 für die
0-Klasse [0c]. Insgesamt gilt für alle φc ∈ [ηc]:
φc = φ
a,η
c,D︸︷︷︸
Altk(φc)
+ δk−1c
(
ζk−1−1 s
∗
k−1ζ
kφc
)︸ ︷︷ ︸
φc−Altk(φc)
.
iii.) Gegeben ein vollständiger, symmetrischer, hausdorffscher, lokalkonvexer
Hol(V) −Hol(V)-BimodulM. Dann besitzt jedes [ηˆc] ∈ HHkcont(Hol(V),M)
genau einen total antisymmetrischen, stetigen Repräsentanten φˆa,ηc,D. Dieser
ist derivativ in jedem Argument und gegeben durch φˆa,ηc,D = Altk
(
φˆc
)
für
beliebiges φˆc ∈ [ηˆc]mit φˆa,0c,D = 0 für die 0-Klasse [0ˆc].
Insgesamt gilt für alle φˆc ∈ [ηˆc]:
φˆc = φˆ
a,η
c,D︸︷︷︸
Altk(φˆc)
+ δˆk−1c
̂(
ζk−1−1 s
∗
k−1ζ
kφc
)
︸ ︷︷ ︸
φˆc−Altk(φˆc)
mit φc = φˆc
∣∣
S•(V)k
.
Hierbei ist ζ ein sehr einfacher Kettenisomorphismus, zwischen demHochschild-
Komplex und einem Hilfkomplex, in den auch G∗ abbildet. Mit s∗k = homAe sk ist
der Pullback mit der rekursiv definiertenHomotopieabbildung sk gemeint. In Teil
iii.) bezeichnet
̂(
ζk−1−1 s
∗
k−1ζ
kφc
)
die stetige Fortsetzung von
(
ζk−1−1 s
∗
k−1ζ
kφc
)
und
φc = φˆc
∣∣
S•(V)
die Einschränkung der stetige Abbildung φˆc auf S•(V) ⊆ Hol(V).
Eine genauere Analyse liefert für die erste Hochschild-Kohomologie
[η] = φa,ηD für alle [η] ∈ HH1(S•(V),M),
[ηc] = φ
a,η
c,D für alle [η] ∈ HH1cont(S•(V),M),
[ηˆc] = φˆ
a,η
c,D für alle [ηˆ] ∈ HH1cont(Hol(V),M)
x
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und für die zweite die explizite Formel
(
ζ1−1s
∗
1ζ
2φ
)
(x) = φ(1, x) +
l∑
p=1
[
1
p
φ (xp, xp) + . . .
+
(
p
l
)−1 p−1∑
j1,. . . jl
φ
(
(xp)j1,. . . ,jl , xp
) ∗R (xp)j1,. . . ,jl + . . .
+
1
p
φ(1, xp) ∗R xp
]
für alle x ∈ S•(V) mit deg(x) = l. Analoge, wenn auch weniger konkrete Aussa-
gen für den nichtsymmetrischen Fall sind
φ =
= φ˜∈[η]︷ ︸︸ ︷
ζk−1Ω
∗
kζ
kφ+
(
φ− ζk−1Ω∗kζkφ
)
= φ˜+ δk−1
(
ζk−1−1 s
∗
k−1ζ
kφ
)
,
φc =
= φ˜c∈[ηc]︷ ︸︸ ︷
ζk−1Ω
∗
kζ
kφc+
(
φc − ζk−1Ω∗kζkφc
)
= φ˜c + δ
k−1
c
(
ζk−1−1 s
∗
k−1ζ
kφc
)
für φ ∈ [η] ∈ HHk(S•(V),M), φc ∈ [ηc] ∈ HHkcont(S•(V),M) und φˆc ∈ [ηˆc] ∈
HHkcont(Hol(V),M) sowie
φˆc =
∈[ηˆc]︷ ︸︸ ︷
̂(
ζk−1Ω
∗
kζ
kφc
)
+ δˆk−1c
̂(
ζk−1−1 s
∗
k−1ζ
kφc
)
mit [ηˆc] ∋ φc = φˆc
∣∣
S•(V)k
und Ωk = Fk ◦Gk. Hierfür beachte man, dass wir in obiger Formel für ζ1−1s∗1ζ2φ
explizit zwischen ∗R und ∗L unterschieden haben, diese also auch für nicht-sym-
metrischen Fall gültig ist. Besagte Formel lässt sich dann in der Situation der
Deformation einer Modul-Struktur zur rekursiven Konstruktion nutzbringend
einsetzen, sofern die zweite Hochschild-Kohomologie HH2(A,End
K
(M)) ver-
schwindet. Die Bezeichnungsweise „Hochschild-Kostant-Rosenberg-Theoreme“
ist hierbei auch insofern gerechtfertigt als dass jedes, in allen Argumenten deriva-
tive φ ∈ HCk(S•(V),M), die algebraische Definition eines Differentialoperators
erster Ordnung erfüllt, also φa,ηD ∈ DiffOp1k(S•(V),M) gilt. Weiterhin ist jedes der-
artige Element φ ∈ HCkcont(S•(V),M) ein stetiger Differentialoperator erster Ord-
nung und ebenso verhält es sich mit solchen Elementen aus HCkcont(Hol(V),M).
In diesem Sinne nehmen die Repräsentanten φa,ηD den Platz ein, der den Multi-
vektorfelder im endlich-dimensionalen Rahmen gebührt, vgl. [Wal07, Prop 6.2.8].
• Motiviert durch den Fakt, dass G∗ in beiden Fällen eine Kettenabbildung
ξ : (KC(V,M),∆) −→ (HC(S•(V),M), δ) bzw.
ξ : (KCcont(V,M),∆c) −→ (HCcont(S•(V),M), δc)
xi
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definiert, die Isomorphismen ξ˜k auf Kohomologie-Niveau induziert und zudem
differentielle Bilder hat, sindwir der Frage nachgegangen, ob sich mit dieser auch
die Hochschild-Kohomologien der differentiellen und der stetig-differentiellen
Unterkomoplexe (HCdiff(S•(V),M), δdiff ) und (HCc,d(S•(V),M), δc,d) berechnen
lassen. Diese sind zunächst nur im Falle symmetrischer Bimoduln wohldefiniert,
für den wir folgendes Korollar erhielten:
Korollar
i.) SeiM ein symmetrischer S•(V)− S•(V)-Bimodul. Dann induzieren ξ und ξˆ
Kettenabbildungen ξ˜k und ˜ˆξk zwischen (HCdiff(S•(V),M), δdiff ) und
(KC(V,M),∆). Des Weiteren ist ξ˜k injektiv und ˜ˆξk surjektiv.
ii.) SeiM ein symmetrischer, lokalkonvexer S•(V) − S•(V)-Bimodul. Dann in-
duzieren ξ und ξˆ Kettenabbildungen zwischen (HCc,d(S•(V),M), δc,d) und
(KCcont(V,M),∆). Des Weiteren ist ξ˜k injektiv und ˜ˆξk surjektiv.
iii.) Gegeben ein vollständiger, symmetrischer, hausdorffscher, lokalkonvexer
Hol(V)−Hol(V)-BimodulM, so induzieren die Einschränkungs-Abbildung-
en einen Kettenisomorphismus:(
HCc,d(Hol(V),M), δˆc,d
) ∼= (HCc,d(S•(V),M), δc,d)
und es gilt die Isomorphie:
HHkc,d(Hol(V),M) ∼= HHkc,d(S•(V),M).
Hierbei bezeichnet ξˆ die mit Hilfe von F ∗ definierte Kettenabbildung, welche im
nicht-differentiellen Falle die auf Kohomologie-Niveau zu ξ˜k inversen Isomor-
phismen ˜ˆξk induziert. Eine analoge Aussage ist auch für die sogenannten diffe-
rentiellen S•(V)−S•(V)-Bimoduln k-ter Ordnung herleitbar, deren Rechtsmodul-
Multiplikation in der Form
∗R = ∗L +D1 + . . . +Dk
mitK-bilinearen AbbildungenDl : S•(V)×M −→M derart geschriebenwerden
kann, dass zusätzlich folgende Bedingungen erfüllt sind:
a.) JedesDl ist ∗L-linear im zweiten Argument.
b.) Für Da1,...,apl1,...,lp = D
a1
l1
◦ . . . ◦Daplp mit Dal (m) := Dl(a,m) und a ∈ S•(V) ist
D
a1,...,ap
l1,...,lp
= 0, falls
∑p
i=1 li > k.
c.) Für alle 1 ≤ l ≤ k gilt:
Dl(a ∗ b,m) = b ∗L Dl(a,m) +D1(b,Dl−1(a,m)) +D2(b,Dl−2(a,m)) + . . .
+Dl−2(b,D2(a,m)) +Dl−1(b,D1(a,m)) + a ∗L Dl(b,m).
xii
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d.) Für jedesm ∈ M istDl(·,m) ∈ DiffOpl1(A,M) sowieDl(v,m) = 0, falls l ≥ 2
und deg(v) = 1.
Für derartige Bimoduln sind die differentiellen Unterkomplexe ebenfalls wohldefiniert
und es gilt folgender Satz:
Satz
i.) Sei M ein differentieller S•(V) − S•(V)-Bimodul. Dann besitzt jede Kohomolo-
gieklasse [η] ∈ HHk(S•(V),M) mindestens einen differentiellen Repräsentan-
ten φ ∈ DiffOps+1k (S•(V),M). Des Weiteren induzieren ξ und ξˆ Kettenabbildun-
gen zwischen (HCdiff(S•(V),M), δdiff ) und (KC(V,M),∆). Hierbei ist ξ˜k injek-
tiv und ˜ˆξk surjektiv.
ii.) Sei M ein differentieller, lokalkonvexer S•(V) − S•(V)-Bimodul. Dann besitzt
jede Kohomologieklasse [η] ∈ HHkcont(S•(V),M) mindestens einen differenti-
ellen Repräsentanten φ ∈ DiffOps+1,contk (S•(V),M). Des Weiteren induzieren ξ
und ξˆ wohldefinierte Kettenabbildungen zwischen (HCc,d(S•(V),M), δc,d) und
(KCcont(V,M),∆). Hierbei ist ξ˜k injektiv und ˜ˆξk surjektiv.
Ein Beispiel für einen solchen Bimodul ist hierbei der UnterraumM aller Differential-
operatorenm ∈ DiffOps1(S•(V),S•(V)), die als eine endliche Summe der Form
m =
s∑
l=0
∑
|α|=l
δ|α1|α1 . . . δ
|αk |
αk
mit Derivationen δαi ∈ DiffOp11(S•(V),S•(V)) geschriebenwerden können. Hierbei ist
in der zweiten Summe α ∈ Nk, wobei k für jeden Summanden variieren darf. Mit δ|αi|αi
ist die |αi|-fache Anwendung von δαi gemeint, und wegen der Derivationseigenschaft
ist die Reihenfolge Verkettungenunwichtig. Der Summand für l = 0 soll dann lediglich
aus einem Elementm0 ∈ S•(V) bestehen.
Obiger Satz und obiges Korollar stellen nun die unendlich-dimensionalen Verallge-
meinerungen der in [Wei09, Kapitel 5] behandelten Zusammenhänge dar, in welchen
es sogar möglich ist, die Isomorphie besagter Kohomologiegruppen für die Algebra
C∞(V ) mit einer konvexen Teilmengen V ⊆ Rn zu zeigen. Dies ist im wesentlichen
dem Fakt geschuldet, dass die Differentialoperatoren hier besonders einfach mit Hil-
fe partieller Ableitungen geschrieben werden können. Es gelten dann Kettenregeln der
Form ∂y f(tx+(1−t)y) = f ′(tx+(1−t)y)(1−t), womit die Homotopie s bzw. s∗ auch im
differentiellen Fall gewinnbringend eingesetzt werden kann, siehe [Wei09, Prop 5.6.6].
In unserem unendlich-dimensionalen Rahmen bleibt jedoch zu hoffen, dass eine ande-
re Homotopie als s∗ existiert, die letztlich die Surjektivität von ξ˜k und die Injektivität
von ˜ˆξk zeigt.
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Aufbau
Diese Arbeit ist wie folgt gegliedert:
• In Kapitel 1 definieren wir den zentralen Begriff der Hochschild-Kohomologie
ganz allgemein für Hochschild-Koketten mit Werten in Bimoduln und verwen-
den die im Anhang A bereitgestellten Grundlagen, um besagte Kohomologie-
gruppen exemplarisch für die Polynom-Algebra Pol(Rn) zu berechnen. Hierbei
bedienen wir uns den Methoden aus [Wei09, Kapitel 5]. Durch Abstraktion der
hier benutzten Homotopien und Kettenabbildungen sind wir schließlich in der
Lage, die Hochschild-Kohomologien für die symmetrische Algebra eines beliebi-
genK-VektorraumesV zu bestimmen.
• Im 2. Kapitel führen wir den Begriff des topologischen Komplexes und den der
stetigenHochschild-Kohomologie ein. Aufbauend auf Kapitel 1 undmit Hilfe der
in Anhang B bereitgestellten funktional-analytischen Mittel werden die stetigen
Hochschild-Kohomologien der geeignet topologisierten symmetrischen Algebra
unter expliziter Verwendung der im vorherigen Kapitel definierten Kettenabbil-
dungen für beliebige lokalkonvexe Vektorräume (V, P ) sowie lokalkonvexe Bi-
moduln berechnet.
Im letzten Abschnitt dieses Kapitels betrachten wir speziell lokalkonvexe Vektor-
räume (V,T P ) mit hausdorffschen Topologien. In diesem Fall ist die symmetri-
sche Algebra ebenfalls hausdorffsch topologisiert und wir dürfen deren Vervoll-
ständigung
(
Hol(V), Pˆ
)
betrachten. Wir geben hier zunächst eine detaillierte Be-
schreibung dieses Raumes undmit Dichtheitsargumentenwerdenwir in der Lage
sein, auch dieHochschild-Kohomologie dieser Algebra für hausdorffsche und zu-
dem vollständigeHol(V)−Hol(V)-Bimoduln zu charakterisieren. Ein essentielles
Beispiel für einen solchen Bimodul wird dann immer Hol(V) selbst darstellen.
• Das 3. Kapitel ist ganz der Verallgemeinerung derHochschild-Kostant-Rosenberg-
Theoreme auf den unendlich-dimensionalen Fall gewidmet, welche wir für sym-
metrische S•(V)− S•(V)-Bimoduln sowohl im rein algebraischen als auch im lo-
kalkonvexen Fall und für symmetrische lokalkonvexeHol(V)−Hol(V)-Bimoduln
formulieren werden.
• Im letzten Kapitel beschäftigen wir uns mit dem algebraischen Konzept des Mul-
tidifferentialoperators und gehen der Frage nach, für welche S•(V)−S•(V)- bzw.
Hol(V)−Hol(V)-Bimoduln esmöglich ist, den Begriff desHochschild-Komplexes
zu definieren und dessen Kohomologien mit Hilfe der uns zur Verfügung stehen-
den Mittel zu berechnen.
xiv
1. Hochschild-Kohomologien
In diesem Kapitel geben wir die zentrale Definition dieser Arbeit, die der Hochschild-
Kohomologie und berechnen diese exemplarisch für die Polynomalgebra Pol(Rn), so-
wie als Verallgemeinerung für die symmetrische Algebra über einem beliebigen K-
Vektorraum V. Dabei wollen wir hier und für den Rest dieser Arbeit K immer als R
oder C annehmen. Unter einer K-Algebra A verstehen wir im Folgenden einen K-
Vektorraum A mit assoziativer, K-bilinearer Algebramultiplikation. Sprechen wir von
einemA−A-BimodulM, so ist stets einK-VektorraummitA−A-Bimodulstruktur der-
art gemeint, dass sowohl die Linksmodul-Multiplikation ∗L als auch die Rechtsmodul-
Multiplikation ∗R K-bilineare Abbildungen sind. Ist A unitär, so setzen wir immer die
Verträglichkeit vonM, also 1A ∗Lm = m undm ∗R 1A = m für allem ∈ M voraus. Der
Verständlichkeit halber werden wir jedoch die an gegebener Stelle wichtigen Eigen-
schaften nochmals explizit erwähnen. Alle im Folgenden auftretenden Tensorprodukte
sind als solche über dem jeweils verwendeten KörperK zu verstehen.
1.1. Einführung
Gegeben eineK-AlgebraA und einA−A-BimodulM, so betrachten wir für k ∈ Z die
K-Vektorräume
HCk(A,M) :=

{0} k < 0
M k = 0
Hom
K
(A× . . . ×A︸ ︷︷ ︸
k−mal
,M) k ≥ 1,
die K-multilinearen Abbildungen von A × . . . × A nach M. Vermöge der gegebenen
Links- und Rechtsmodulstruktur definieren wirK-lineare Abbildungen
δk : HCk(A,M) −→ HCk+1(A,M)
durch
(δkφ)(a1, . . . , ak+1) = a1 ∗L φ(a2, . . . , ak+1) +
k∑
i=1
(−1)iφ(a1, . . . , ai ∗ ai+1, . . . , ak+1)
+ (−1)k+1φ(a1, . . . , ak) ∗R ak+1.
(1.1)
Eine elementare Rechnung zeigt δk+1 ◦ δk = 0, und wir erhalten einen Kokettenkom-
plex (HC•(A,M), δ) mit HCk(A,M) als K-Moduln und δk als K-Homomorphismen.
1
1 Hochschild-Kohomologien
Wir kommen nun zu der für diese Arbeit zentralen Definition.
Definition 1.1.1 (Hochschild-Kohomologie)
Wir definieren die k-te Hochschild-Kohomologie durch:
HHk(A,M) :=
{
ker
(
δ0
)
k = 0
HHk(A,M) = ker (δk) / im (δk−1) k ≥ 1.
Ungeachtet ihrer K-Vektorraum Struktur wollen wir diese im Folgenden entweder als
Kohomologiegruppen oder einfach als Kohomologien bezeichnen.
Vermöge der universellen Eigenschaft des Tensorproduktes erhalten wir einen Isomor-
phismus
⊗k∗ : HomK(A× . . . ×A,M) −→ HomK(A⊗ . . . ⊗A,M),
dessen Inverses⊗∗k = ⊗−1k∗ einfach der Pullback mit ⊗k ist. Die Tensorvariante von (1.1)
ist dann gegeben durch lineare Fortsetzung von
(δkφ)(a1⊗ . . . ⊗ak) = a1 ∗L φ(a2⊗ . . . ⊗ ak+1)
+
k∑
i=1
(−1)iφ(a1⊗ . . . ⊗ aiai+1⊗ . . . ⊗ ak+1)
+ (−1)k+1φ(a1⊗ . . . ⊗ ak) ∗R ak+1
vermöge Korollar B.3.5 und wir erhalten
δk⊗ ◦⊗k∗ = ⊗k+1∗ ◦ δk×, (1.2)
womit ⊗∗ ein Kettenisomorphismus zwischen diesen beiden Kokettenkomplexen ist.
Dies bedeutet insbesondere die Isomorphie derer Kohomologien (vgl. LemmaA.2.5 ii.)),
und wir dürfen uns im Folgenden darauf beschränken, die einfacher handhabbare Ten-
sorvariante des Hochschild-Komplexes zu betrachten.
Wir wollen nun zunächst einsehen, dass die KohomologiegruppenHHk(A,M) durch
Anwendung eines Ext-Funktors auf die AlgebraA erhalten werden können, dass also
HHk(A,M) ∼= ExtkR(·,M)(A) = Hk(homR(·,M)C) = Hk(HomR(C,M), d∗)
gilt. Dabei bezeichnetC eine projektive Auflösung (C, d, ǫ) vonA undR einen geschickt
zu wählenden Ring. Mit Beispiel A.2.20 folgt dann bereitsHH0(A,M) ∼= HomR(A,M).
Lemma 1.1.2
Gegeben eine assoziative K-Algebra (A, ∗).
i.) Die Menge Ae = A⊗A wird vermöge der Multiplikation
(a⊗ b) ∗e (a˜⊗ b˜) := (a ∗ a˜)⊗(b ∗opp b˜) = (a ∗ a˜)⊗(˜b ∗ b) (1.3)
zu einer assoziativen K-Algebra. Ist A unitär, so auch Ae vermöge 1Ae = 1A⊗ 1A.
2
1.1 Einführung
ii.) Jeder A−A-BimodulM wird durch
a⊗ b ∗e m = a ∗L (m ∗R b) = (a ∗L m) ∗R b ∀ a⊗ b ∈ Ae, m ∈ M
zu einem Ae-Linksmodul.
BEWEIS: i.) Die Assoziativität folgt unmittelbar aus der Assoziativität von A. Der
Rest ist ebenfalls klar. Für die Wohldefiniertheit von ∗e definieren wir die Abbil-
dung ∗′e vermöge Korollar B.3.5 durch lineare Fortsetzung von
∗′e : A⊗A⊗A⊗A −→ A⊗A
a⊗ b⊗ a˜⊗ b˜ 7−→ aa˜⊗ bb˜
und setzen ∗e = ∗′e ◦ ∼= ◦⊗2 mit ⊗2 : Ae ×Ae −→ Ae⊗Ae und ∼= der Isomorphis-
mus Ae⊗Ae ∼= A⊗A⊗A⊗A.
ii.) Für die Wohldefiniertheit beachte man, dass für festes m ∈ M die Abbildung
∗m : a⊗ b → amb die Bedingungen von Korollar B.3.5 erfüllt, mithin linear auf
ganz Ae fortsetzt. Mit i.) folgt
[(a⊗ b) ∗e (a˜⊗ b˜)] ∗e m = aa˜mb˜b = (a⊗ b) ∗e (a˜mb˜) = (a⊗ b) ∗e [(a˜⊗ b˜) ∗e m],
was die Behauptung zeigt. 
Definition 1.1.3 (Bar-Komplex)
Sei A eine assoziativeK-Algebra. Wir betrachten dieK-Vektorräume
Xk = A⊗A⊗ . . . ⊗A︸ ︷︷ ︸
k−mal
⊗A
X0 = A⊗A, X1 = A⊗A⊗A, X2 = A⊗A⊗A⊗A,
die wie in Lemma 1.1.2 durch
a⊗ b ∗e (x0⊗x1⊗ . . . ⊗xk ⊗xk+1) = (ax0)⊗x1⊗ . . . ⊗xk ⊗ (xk+1b) (1.4)
zu Ae-Linksmoduln werden. Des Weiteren seien Ae-Homomorphismen durch lineare
Fortsetzung von
dk : Xk −→ Xk−1
(x0⊗ . . . ⊗xk+1) 7−→
k∑
j=0
(−1)jx0⊗ . . . ⊗xjxj+1⊗ . . . ⊗xk+1
für k ≥ 1 definiert. Dann gilt dk ◦ dk+1 = 0 und wir erhalten einen wohldefinierten
Kettenkomplex (X, d), den wir im Folgenden als den zu A gehörigen Bar-Komplex be-
zeichnen wollen.
3
1 Hochschild-Kohomologien
Für unitäres A ist Ae unitär und Lemma A.2.17 besagt, dass es dann rein abstrakt eine
projektive (sogar freie) Auflösung von A als Ae-Modul geben muss. Ein essentielles
Beispiel liefert folgendes Lemma.
Lemma 1.1.4 (Bar-Auflösung für unitäreK-Algebren)
Gegeben eine unitäre, assoziative K-Algebra A, so wird der Bar-Komplex vermöge der Abbil-
dung
ǫ : X0 −→ A
a⊗ b 7−→ ab
zu einer projektiven Auflösung (X, d, ǫ) von A.
BEWEIS: Zunächst ist ǫ ein wohldefinierterAe-Homomorphismus
ǫ(a⊗ b ∗e x0⊗x1) (1.4)= ǫ (ax0⊗x1b) = ax0x1b (1.4)= a⊗ b ∗e x0x1 = a⊗ b ∗e ǫ(x0⊗x1).
Des Weiteren ist ǫ surjektiv, da ǫ (1⊗ a) = a ∈ A, und es gilt zudem
(ǫ ◦ d1)(x0⊗x1⊗x2) = ǫ(x0x1⊗x2 − x0⊗x1x2) = 0.
Für die Projektivität reicht es, die Ae-Freiheit jedes Xk zu zeigen. Dafür beachte man,
dass X0 ∼= Ae, X1 ∼= Ae⊗A, . . . , Xk ∼= Ae
⊗k−2A, womit Xk ∼= Ae⊗Vk für K-
Vektorräume Vk. Dann liefert die Ae-lineare Fortsetzung der Abbildung
τk : Ae⊗Vk −→ (Ae)dim(Vk)
ae⊗~eα 7−→ ⊕αae ∀ ae ∈ Ae
mit {~eα}α∈I eine Basis von Vk, einen Isomorphismus Xk −→ (Ae)dim(Vk).
Es bleibt die Exaktheit des Komplexes nachzuweisen. Hierfür betrachten wir die Ket-
tenabbildungen
hk : Xk −→ Xk+1
x0⊗ . . . ⊗xk+1 7−→ 1⊗x0⊗ . . . ⊗xk+1 k ≥ −1
für welche wir erhalten, dass
ǫ ◦ h−1 = idA,
d1 ◦h0 + h−1 ◦ ǫ = idX0 , sowie
dk+1 ◦hk + hk−1 ◦ dk = idXk für k ≥ 1.
(1.5)
Hiermit folgt für α ∈ ker(dk) und k ≥ 1:
α = (dk+1 ◦hk)(α) + (hk−1 ◦ dk)(α) = (dk+1 ◦hk)(α) ∈ im(dk+1),
analog für α ∈ ker(ǫ). Dies zeigt die Exaktheit. 
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1.1 Einführung
Proposition 1.1.5
Gegeben eine unitäre, assoziative K-AlgebraA und einA−A-BimodulM. Bezeichne (X, d, ǫ)
die Bar-Auflösung über A. Dann gilt:
HHk(A,M) ∼= ExtkAe(·,M)(A) = Hk(homAe(·,M)X) = Hk(HomAe(X,M), d∗).
BEWEIS: Sowohl (HC•(A,M), δ), als auch der durchAnwendungvon homAe auf (X, d)
gewonneneKokettenkomplex (X∗, d∗)mit KokettengliedernXk = X∗k = HomAe(Xk,M)
und Ko-Differentialen dk = d∗k+1 : X
k −→ Xk+1, sind Komplexe von K-Vektorräumen.
Mit den Abbildungen
Ξk : HomAe(Xk,M) −→ HCk(A,M)
ψ 7−→
(
ψ˜ : (x1⊗ . . . ⊗xk) 7→ ψ(1⊗ x1⊗ . . . ⊗xk⊗ 1)
)
,
erhalten wir aus der Verträglichkeit vonM sowie der Bilinearität der Modul-Multipli-
kationen:
Ξk(ψ)(λ x1⊗ . . . ⊗xk) = ψ (1⊗ x1⊗ . . . ⊗λxi⊗ . . . ⊗xk ⊗ 1)
= ψ (λ1⊗ x1⊗ . . . ⊗xk⊗ 1)
= λ1⊗ 1 ∗e ψ (1⊗ x1⊗ . . . ⊗xk ⊗ 1)
= λ ψ (1⊗ x1⊗ . . . ⊗xk ⊗ 1)
= λ Ξk(ψ)(x1⊗ . . . ⊗xk).
Damit bilden die Ξk in der Tat in die behauptete Menge ab, und da
Ξk(λψ + φ) = λ Ξk(ψ) + Ξ(φ),
sind diese zudem K-Homomorphismen. Nun folgt die Injektivität obiger Abbildung
unmittelbar aus der Ae-Linearität der Urbilder. Für die Surjektivität betrachten wir ein
ψ˜ ∈ HCk(A,M) und definieren Ξk−1 : HCk(A,M) −→ HomAe(Xk,M) durch
Ξk−1(ψ)(x0⊗x1⊗ . . . ⊗xk ⊗xk+1) = x0⊗xk+1 ∗e ψ(x1⊗ . . . ⊗xk),
womit Ξk ◦Ξk−1 = idHCk(A,M) , also die Ξk Isomorphismen sind. Nun folgt
Ξk+1d∗k+1 = δ
k Ξk, (1.6)
da(
Ξk+1 ◦ d∗k+1
)
(ψ)(x1 ⊗ . . . ⊗ xk+1) = (d∗k+1ψ)(1⊗x1⊗ . . . ⊗ xk+1⊗ 1)
= ψ(x1⊗ . . . ⊗ xk+1⊗ 1) +
k∑
j=1
(−1)jψ(1⊗x1⊗ . . . ⊗xjxj+1 ⊗ . . . ⊗xk+1⊗ 1)
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+ (−1)k+1ψ(1⊗ . . . ⊗xk+1)
= x1ψ(1⊗ x2⊗ . . . ⊗xk+1⊗ 1) +
k∑
j=1
(−1)jψ(1⊗x1⊗ . . . ⊗ xjxj+1⊗ . . . ⊗ xk+1⊗ 1)
+ (−1)k+1ψ(1⊗x1⊗ . . . ⊗ xk ⊗ 1) xk+1
= x1
(
Ξk ◦ψ) (x2⊗ . . . ⊗ xk+1) + k∑
j=1
(−1)k (Ξk ◦ψ) (x1⊗ . . . ⊗xjxj+1⊗ . . . ⊗xk+1)
+ (−1)k+1 (Ξk ◦ψ) (x1⊗ . . . ⊗xk) xk+1
=
(
δk ◦ Ξk) (ψ)(x1⊗ . . . ⊗xk+1),
und mit derK-Linearität der Ξk zeigt Lemma A.2.5 iii) die Isomorphismen-Eigenschaft
der Ξ˜k. 
1.2. Die Hochschild-Kohomologie der Algebra Pol(Rn)
Wir wollen als erstes einfaches Beispiel die Hochschild-Kohomologie der R-Algebra
A = Pol(Rn), der Polynome auf Rn, berechnen. Diese ist sicher unitär und assoziativ
und wir haben gemäß Lemma 1.1.4 und Proposition 1.1.5 bereits eine projektive Auf-
lösung, deren Kohomologiegruppen zu den gesuchten Hochschild-Kohomologien iso-
morph sind. Als nächstes wollen wir uns eine weitere projektive Auflösung (C ′, d′, ǫ′)
von A verschaffen und wissen bereits, dass dann:
Hk(HomAe(X,M)) ∼= ExtkAe(·,M)(A) ∼= Hk(HomAe(C ′,M)).
Definition 1.2.1 (Koszul-Komplex)
Gegeben die AlgebraA = Pol(Rn), so definieren wir den Koszul-Komplex (K, ∂) durch
die Ae-Moduln
K0 = Ae sowie Kk = Ae⊗Λk(Rn∗) ∀ k ≥ 1
mit der offensichtlichen Ae-Multiplikation im ersten Faktor. Dies bedeutet insbesonde-
re Kk = 0 falls k > n. Für 0 < k ≤ n definieren wir die Ae-Homomorphismen:
∂k : Kk −→ Kk−1
ω 7−→ [(v,w)(x1, . . . , xk−1) 7→ ω(v,w)((v − w), x1, . . . , xk−1)] .
Es folgt unmittelbar ∂k ◦ ∂k+1 = 0, und man beachte zudem, dass die ∂k mit Hilfe der
Einsetzabbildung ia(v, ω)(x2, . . . , xk) = ω(v, x2, . . . , xk):
ia : R
n × Λk(Rn∗) −→ Λk−1(Rn∗)
(v, ω1 ∧ . . . ∧ ωk) 7−→
k∑
l=1
(−1)l−1ωl(v) ω1 ∧ . . .Nl. . . ∧ ωk
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auch als ∂k =
n∑
j=1
ξjia(~ej , ·)mit Ae ∋ ξj = xj ⊗ 1− 1⊗xj geschrieben werden können.
Lemma 1.2.2 (Koszul-Auflösung)
Sei A = Pol(Rn), so wird der Koszul-Komplex vermöge der Abbildung
ǫ : K0 −→ A
a⊗ b 7−→ ab
zu einer projektiven und sogar freien Auflösung (K, ∂, ǫ) von Pol(Rn).
BEWEIS: Wir hatten bereits gesehen, dass ǫ ein surjektiver Ae-Homomorphismus ist.
Die Freiheit der Kk folgt ebenso wie für die Bar-Auflösung, da die Λk(Rn∗) ebenfalls
Vektorräume V mit Basen sind. Für die Exaktheit definieren wir die Abbildungen
h−1 : A −→ K0
p 7−→ [(v,w) 7→ p(w)]
und hk : Kk −→ Kk+1 für k ≥ 0, durch:
hk(ω)(v,w) =
n∑
j=1
ej ∧
∫ 1
0
dt tk
∂ω
∂vj
(tv + (1− t)w,w)
=
1
k!
n∑
i1,. . . ,ik,j=1
∫ 1
0
dt tk
∂ωi1,. . . ,ik
∂vj
(tv + (1− t)w,w) ej ∧ ei1 ∧ . . . ∧ eik ,
wobei
ω =
1
k!
n∑
i1,. . . ,ik
ωi1,. . . ,ik ⊗ ei1 ∧ . . . ∧ eik und ωi1,. . . ,ik ∈ Ae.
Zunächst überzeugt man sich, dass besagte Abbildungen in der Tat nach
Pol(Rn)⊗Pol(Rn)⊗Λk(Rn∗) = Pol(Rn ×Rn)⊗Λk(Rn∗)
abbilden, denn es ist ja jedes
∂ωi1,. . . ,ik
∂vj
als Ableitung eines Polynoms nach den ersten
Argumenten wieder ein Polynom aufRn ×Rn.
Ebenso haben wir p(t~x + (1 − t)~y) ∈ Pol(R ×Rn × Rn) für p ∈ Pol(Rn × Rn), und
die Integration ist nichts weiter, als dieR-lineare Fortsetzung der Abbildung∫ 1
0
dt tk : tlxn 7−→ 1
l + k + 1
xn.
Behändiges Rechnen unter Verwendung der Derivationseigenschaft
ia(v)(φ ∧ ψ) = ia(v)(φ) ∧ ψ + (−1)deg(φ)φ ∧ ia(v)(ψ)
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zeigt:
ǫ ◦ h−1 = idA,
h−1 ◦ ǫ+ ∂1 ◦ h0 = idK0 und
hk−1 ◦ ∂k + ∂k+1 ◦ hk = idKk k ≥ 1,
mithin die Exaktheit von (K, ∂, ǫ), vgl. [Wei09, Kapitel 5]. 
Mit obigem Lemma erhalten wir nun umgehend folgenden Satz.
Satz 1.2.3
Sei A = Pol(Rn) undM ein A−A-Bimodul, dann gilt:
HHk(A,M) ∼= Hk(HomAe(X,M), d∗) ∼= Hk(HomAe(K,M), ∂∗). (1.7)
IstM zudem symmetrisch, so ist:
HHk(A,M) ∼= HomAe(Kk,M) =M⊗Λk(Rn). (1.8)
BEWEIS: (1.7) ist wegenHk(HomAe(X,M)) ∼= ExtkAe(·,M)(A) ∼= Hk(HomAe(K,M))
klar und für (1.8) betrachten wir den Komplex (K∗, ∂∗), der durch Anwendung des
homAe(·,M)-Funktors auf (K, ∂) gewonnenwird. Seienweiterφ ∈ K∗k = HomAe(Kk,M)
und ω =
∑
i1,. . . ,ik+1
ωi1,. . . ,ik+1 ⊗ ei1 ∧ . . . ∧ eik+1 ∈ Kk+1.
Dann folgt für ∂∗k+1 : K∗k −→ K∗k+1:
(∂∗k+1φ)(ω)
(A.9)
= (φ ◦ ∂k+1)(ω)
= φ
∂k+1
 ∑
i1,. . . ,ik+1
ωi1,. . . ,ik ⊗ui1 ∧ . . . ∧ uik+1

=
∑
i1,. . . ,ik+1
φ
 n∑
j=1
ξj ∗e ωi1,. . . ,ik+1 ⊗ ia
(
~ej , u
i1 ∧ . . . ∧ uik+1)

=
∑
i1,. . . ,ik+1
n∑
j=1
ξj ∗e φ
(
ωi1,. . . ,ik+1 ⊗ ia
(
~ej , u
i1 ∧ . . . ∧ uik+1))
=
∑
i1,. . . ,ik+1
n∑
j=1
(xj ⊗ 1− 1⊗xj) ∗e φ
(
ωi1,. . . ,ik+1 ia
(
~ej , u
i1 ∧ . . . ∧ uik+1))
= 0.
Dabei gilt die letzte Gleichheit wegen der Symmetrie vonM. Dies zeigt ker(∂∗k+1) = K∗k
und im(∂∗k) = 0, mithin H
k(HomAe(K,A)) = ker(∂∗k+1)/ im(∂∗k) = HomAe(Kk,A).
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Für die letzte Gleichheit in (1.8) erinnern wir, dass Λk(Rn∗)∗ = Λk(Rn) und erhalten
für φ ∈ HomAe(Kk,M):
φ(ae ⊗ω) = ae ∗e φ
1e⊗ n∑
j1,. . . ,jk=1
ωj1,. . . ,jke
j1 ∧ . . . ∧ ejk

= ae ∗e
n∑
j1,. . . ,jk
ωj1,. . . ,ωk ⊗ 1 ∗e φ (1e⊗ ej1,. . . ,jk)
= ae ∗e
n∑
j1,. . . ,jk=1
ωj1,. . . ,jk φ
j1,. . . ,jk
= ae ∗e
 n∑
j1,. . . ,jk=1
φj1,. . . ,jk ⊗ ej1 ∧ . . . ∧ ejk
 (1e⊗ω)
=
 n∑
j1,. . . ,jk=1
φj1,. . . ,jk ⊗ ej1 ∧ . . . ∧ ejk
 (ae⊗ω),
und mit der Endlichkeit der Summe in der Tat n∑
j1,. . . ,jk=1
φj1,. . . ,jk ⊗ ej1 ∧ . . . ∧ ejk
 ∈ M⊗Λk(Rn).
Dabei haben wir im zweiten Schritt wieder 1 ∗L m = m = m ∗R 1 für alle m ∈ M und
die Bilinearität der Modul-Multiplikationen benutzt. Die letzten beiden Schritte folgen
mit der Konvention
m⊗λ (ae⊗ω) := ae ∗e m · ω(λ) mit λ ∈ Λk(Rn). (1.9)
Umgekehrt ist klar, dass jedes Element ausM⊗Λk(Rn) vermöge (1.9) ein Element in
HomAe(Kk,M) definiert. 
FürM = Pol(Rn)wurde dieser Satz ursprünglich von Hochschild, Kostant und Rosen-
berg bewiesen, siehe [HKR62]. Eine Behandlung des Falles M = A = C∞(M) findet
man in [CGD80].
Bemerkung 1.2.4
Für einen expliziten Isomorphismus benötigen wir zunächst eine zu µ = idAe gehörige
Kettenabbildung
G : (X, d)→ (K, ∂) (1.10)
oder
F : (K, ∂)→ (X, d). (1.11)
Nach demBeweis von LemmaA.2.15 ii.) erhaltenwir durchAnwendendes homAe(·,M)-
Funktors Abbildungen F ∗k und G
∗
k, die Isomorphismen
G˜∗k : H
k(HomAe(K,M)) −→ Hk(HomAe(X,M))
F˜ ∗k : H
k(HomAe(X,M)) −→ Hk(HomAe(K,M))
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auf Kohomologie-Niveau induzieren. Nach selbigem Beweis sind F˜ ∗k und G˜
∗
k sogar zu-
einander invers. Die Verkettung ⊗˜∗k ◦ Ξ˜k ◦ G˜∗k ist dann der gewünschten Isomorphismus
nach HHk(A,M).
Explizite Kettenabbildungen sind beispielsweise gegeben durch [BGH+03]:
Gk :
k+2⊗
Pol(Rn) −→ Pol(Rn ×Rn)⊗Λk(Rn∗)
(Gkp)(v,w) =
n∑
i1,. . . ,ik
ei1 ∧ . . . ∧ eik
∫ 1
0
dt1
∫ t1
0
dt2...
∫ tk−1
0
dtk
∂p
∂q1...∂qk
(v, t1v + (1− t1)w, . . . , tkv + (1− tk)w,w)
mit ∂k+1 ◦Gk+1 = Gk ◦ dk+1, Gk = 0 für k > n und G0 = idAe , sowie durch die Abbil-
dung aus [Con94, Sect. III.2α]:
Fk : Pol(R
n ×Rn)⊗Λk(Rn∗) −→
k+2⊗
Pol(Rn)
ω 7−→ [(v,w)(x1, . . . , xk) 7→ ω(v,w)(x1 − v, . . . , xk − v)],
mit dk+1 ◦Fk+1 = Fk ◦ ∂k+1, Fk = 0 für k > n und F0 = idAe .
Eine einfache Rechnung zeigt dannGk ◦Fk = idKk , also F ∗k ◦G∗k = idHomAe (Kk,M) und
somit F˜ ∗k ◦ G˜∗k = idHk(HomAe (Kk,M)). Zusammen mit der Isomorphismus-Eigenschaft
von F˜ ∗k und G˜
∗
k bestätigt dies G˜
∗
k
−1
= F˜ ∗k .
1.3. Die Hochschild-Kohomologie der Algebra S•(V)
1.3.1. Die symmetrische und die Graßmann Algebra
Als abstrakte Variante des Polynom-Begriffes betrachten wir für einen gegebenen K-
Vektorraum V, die unitäre, assoziative K-Algebra (S•(V),∨). Dies ist der gradierte
Vektorraum S•(V) =
∞⊕
k=0
Sk(V) mit Untervektorräumen Sk(V) = im (Symk) ⊆ Tk(V)
und S0(V) = K. Hierbei bezeichnet Symk : T
k(V) −→ Tk(V) die mit Korollar B.3.5
wohldefinierte lineare Fortsetzung von
v1⊗ . . .⊗ vk 7−→ 1
k!
∑
σ∈Sk
vσ(1)⊗ . . .⊗ vσ(k).
Die bis auf kanonische Isomorphie kommutative, assoziative Algebramultiplikation ist
dabei definiert durch ∨ = S ◦⊗•. Hierbei bezeichnet S : T•(V) −→ S•(V) die Abbil-
dung:
S•(V) ∋
∑
l
αl 7−→
∑
l
Syml(αl) mit Sym0/1 = idS0/1(V),
10
1.3 Die Hochschild-Kohomologie der Algebra S•(V)
und ⊗• : S•(V)× S•(V) −→ T•(V) ist gegeben durch
⊗• :
(∑
l
αl,
∑
m
βm
)
7−→
∑
l,m
αl⊗βm ∀ αl ∈ Sl(V), βm ∈ Sm(V).
Hierbei haben wir stillschweigend Lemma B.3.3 ii.), also Tl(V)⊗Tm(V) ∼= Tl+m(V)
benutzt. Weiter beachte man, dassK⊗W ∼=W ∼=W⊗K für beliebigenK-Vektorraum
W gilt, daK selbst ein eindimensionalerK-Vektorraum ist. Man setzt dann
⊗•(k, αl) =
(∼=Sl(V) ◦⊗) (k, αl) = k · αl ∀ αl ∈ Sl(V)
und erhält insbesondere 1S•(V) = 1K als Einselement. Obige Definition hat dabei den
Vorteil, dass
(α1 ∨ · · · ∨ αl) ∨ (αl+1 ∨ · · · ∨ αk) = α1 ∨ · · · ∨ αk
für α1 ∨ · · · ∨ αk := Symk(α1⊗ . . . ⊗αk) gilt. Analog definieren wir die Graßmann-
Algebra Λ•(V) =
∞⊕
k=0
Λk(V) mit Λk(V) = im (Altk), und Altk die lineare Fortsetzung
von u1⊗ . . . ⊗uk 7−→ 1k!
∑
σ∈Sk
sign(σ) uσ(1)⊗ . . . ⊗uσ(k). Mit A =
∞∑
k=1
Altk ist dann die
zugehörige Algebramultiplikation durch ∧ = A ◦⊗• definiert. Wie für den symmetri-
schen Fall, folgt (α1 ∧ · · · ∧ αl) ∧ (αl+1 ∧ · · · ∧ αk) = α1 ∧ · · · ∧ αk mit α1 ∧ · · · ∧ αk :=
Altk(α1⊗ . . .⊗αk).
1.3.2. Bestimmung der Hochschild-Kohomologie von S•(V)
Mit der Unitarität von A = S•(V) ist die Existenz einer Bar-Auflösung (X, d, ǫ) von
S•(V) gesichert, und es gilt die Isomorphie HHk(A,M) ∼= Hk(HomAe(X,M)) für
die von uns betrachteten A − A-Bimodul M. Was wir nun noch benötigen, um die
Hochschild-Kohomologie von S•(V) zu bestimmen, ist lediglich eine Koszul-Auflösung
(K, ∂, ǫ) von S•(V), da dann wieder
Hk(HomAe(X,M)) ∼= ExtkAe(·,M)(A) ∼= Hk(HomAe(C ′,M))
gilt. Zu diesem Zwecke seien die Kk wie in Abschnitt 1.2 gegeben durch Ae-Moduln
K0 = Ae und Kk = Ae⊗Λk(V) für k ≥ 1
mit der bekanntenAe-Multiplikation im ersten Faktor.
Für α ∈ Sl(V) mit α = α1 ∨ . . . ∨ αl bezeichne im Folgenden αj ∈ Sl−1(V) das Ele-
ment α1 ∨ . . .Nj. . . ∨ αl, welches durch Weglassen von αj aus α entsteht. Ebenso sei
αj1,. . . ,js ∈ Sl−s(V) das Element, welches durch Weglassen der αj1 , . . . , αjl aus α her-
vorgeht. Ist deg(α) = l, so setzen wir α1,. . . ,l = 1S•(V). Sinngemäß benutzen wir diese
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Konventionen für die Elemente in Λk(V).
Definition 1.3.1
Für obige Ae-Moduln definieren wir Kettendifferentiale durch:
∂k : Ae⊗Λk(V) 7−→ Ae⊗Λk−1(V)
ω 7−→ [ ∂k1 − ∂k2 ](ω)
mit
∂k1 : S
•(V)⊗ S•(V)⊗Λk(V) −→ S•+1(V)⊗ S•(V)⊗Λk−1(V)
(α⊗ β ⊗ u) 7−→
k∑
j=1
(−1)j−1 (uj ∨ α⊗ β ⊗ uj)
∂k2 : S
•(V)⊗ S•(V)⊗Λk(V) −→ S•(V)⊗ S•+1(V)⊗Λk−1(V)
(α⊗ β ⊗ u) 7−→
k∑
j=1
(−1)j−1 (α⊗ uj ∨ β ⊗ uj),
wobei wir hier und im FolgendenAe⊗Λ0(V)mit Ae identifizieren wollen.
Bemerkung 1.3.2
Die Wohldefiniertheit obiger Abbildungen folgt wieder mit Korollar B.3.5, da wir diese
auch schreiben können, als
∂k1 = (S ⊗ id⊗ id) ◦ ∂˜
k
1
∣∣∣
Kk
∂k2 = (id⊗S⊗ id) ◦ ∂˜
k
2
∣∣∣
Kk
mit
∂˜
k
1 : T
•(V)⊗T•(V)⊗Tk(V) −→ T•+1(V)⊗T•(V)⊗Tk−1(V)
α⊗β⊗u 7−→ k (u1⊗α⊗ β⊗u1)
∂˜
k
2 : T
•(V)⊗T•(V)⊗Tk(V) −→ T•(V)⊗T•+1(V)⊗Tk−1(V)
α⊗β⊗u 7−→ k (α⊗u1⊗β⊗u1) .
Dabei liegt der Faktor k an unserer Konvention
u1 ∧ · · · ∧ uk = 1
k!
∑
σ∈Sk
sign(σ)(uσ(1) ⊗ . . .⊗uσ(k)).
In der Tat erhalten wir für α, β ∈ S•(V):
∂˜
k
1(α⊗β⊗ u1 ∧ · · · ∧ uk) =
1
k!
∑
σ∈Sk
sign(σ)∂˜
k
1
(
α⊗ β ⊗ uσ(1)⊗ . . .⊗uσ(k)
)
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=
1
(k − 1)!
∑
σ∈Sk
sign(σ)
(
uσ(1)⊗α⊗ β ⊗ uσ(2)⊗ . . .⊗uσ(k)
)
=
1
(k − 1)!
k∑
j=1
∑
σ∈Sk
σ(1)=j
sign(σ)
(
uj ⊗α⊗ β ⊗ uσ(2)⊗ . . .⊗uσ(k)
)
=
1
(k − 1)!
k∑
j=1
(−1)j−1
∑
σ∈Sk−1
sign(σ)
(
uj ⊗α⊗ β ⊗ σ∗
[
u1⊗ . . .Nj . . .⊗uk
])
=
k∑
j=1
(−1)j−1 (uj ⊗α⊗ β ⊗ u1 ∧ . . .Nj · · · ∧ uk) ,
wobei σ∗ [u1⊗ . . .⊗uk−1] = uσ(1)⊗ . . .⊗uσ(k−1) bedeutet. Symmetrisieren im ersten
Argument liefert dann die gewünschte Gleichheit. Analog folgt die Behauptung für ∂˜
k
2 .
Folgendes Lemma zeigt, dass (K, ∂) ein Kettenkomplex ist.
Lemma 1.3.3
Es gilt ∂k−1 ◦ ∂k = 0.
BEWEIS: Seien hierfür abkürzend
u ∗L (α⊗β⊗ω) = u ∨ α⊗β⊗ω sowie
u ∗R (α⊗β⊗ω) = α⊗u ∨ β⊗ω,
dann folgt:
(∂k−1 ◦ ∂k) (α⊗ β⊗u) = ∂k−1
 k∑
j=1
(−1)j−1[uj ∗L −uj ∗R] α⊗β⊗uj

=
k∑
j=1
(−1)j−1
[
j−1∑
i=1
(−1)i−1[ui ∗L −ui ∗R][uj ∗L −uj ∗R] α⊗β⊗ui,j
+
k∑
i=j+1
(−1)i−2[ui ∗L −ui ∗R][uj ∗L −uj ∗R] α⊗β⊗uj,i
]
=
k∑
j=2
∑
i<j
(−1)j+i [ui ∗L −ui ∗R][uj ∗L −uj ∗R] α⊗β⊗ui,j
−
k−1∑
j=1
∑
i>j
τi,j︷ ︸︸ ︷
(−1)j+i [ui ∗L −ui ∗R][uj ∗L −uj ∗R]α⊗β⊗uj,i
= 0,
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da τi,j = τj,i mit der Kommutativität von ∨, und somit
k−1∑
j=1
∑
i>j
τi,jα⊗β⊗uj,i i↔j=
k−1∑
i=1
∑
i<j
τi,j α⊗β⊗ui,j =
k∑
j=2
∑
i<j
τi,j α⊗β⊗ui,j.
Dabei ist letzte Gleichheit rein kombinatorischer Natur. 
Zusammen mit der Abbildung
ǫ : A⊗A −→ A
α⊗β 7−→ α ∨ β
wird (K, ∂, ǫ) zu einem projektiven Komplex über S•(V), und es bleibt nun lediglich
dessen Exaktheit nachzuweisen. Hierfür definieren wir die abstrakte Variante von (1.7)
durch:
Definition 1.3.4
Sei
h−1 : A −→ K0
α 7−→ 1⊗α
und
hk : S
•(V)⊗ S•(V)⊗Λk(V) −→ S•(V)⊗ S•(V)⊗Λk+1(V)
µ 7−→
∫ 1
0
dt tk(it ◦ δ)(µ),
für k ≥ 0. Hierbei haben wir die folgenden Abbildungen benutzt:
i.) it : S•(V)⊗ S•(V)⊗Λk(V) −→
[
S•(V)⊗ S•(V)⊗Λk(V)][t] definiert durch
it : (α⊗ β ⊗ u) 7−→ tl (α⊗ β ⊗ u) + tl−1(1− t)
l∑
j=1
(αj ⊗ αj ∨ β ⊗ u)+. . .
+ tl−s(1− t)s
l∑
j1,. . . ,js
(αj1,. . . ,js ⊗ αj1,. . . ,js ∨ β ⊗ u)+. . .
+ (1− t)l (1⊗ α ∨ β ⊗ u)
für deg(α) = l und it(1⊗ β⊗u) = (1⊗ β⊗u). Hierbei ist mit
∑
j1,. . . ,js
die Summe
über alle j1 6= · · · 6= js gemeint. Das Bild unter ii ist dann als Polynom in t mit
Werten in S•(V)⊗ S•(V)⊗Λk(V) zu verstehen.
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ii.)
δ : S•(V)⊗ S•(V)⊗Λk(V) −→ S•−1(V)⊗ S•(V)⊗Λk+1(V)
αl⊗β⊗u 7−→
l∑
j=1
αjl ⊗β⊗ (αl)j ∧ u
für αl ∈ Sl(V) und δ(1⊗ β⊗u) = 0.
Bemerkung 1.3.5
Obige Abbildungen sind wohldefiniert, da zum einen δ = (id⊗ id⊗A) ◦ δ˜∣∣
Kk
mit
δ˜ : T•(V)⊗T•(V)⊗Tk(V) −→ T•−1(V)⊗T•(V)⊗Tk+1(V)
αl⊗β⊗ u 7−→ l
(
α1l ⊗ β⊗ (αl)1⊗u
)
,
wobei der Faktor l der Konvention für v1 ∨ · · · ∨ vl = 1l!
∑
σ∈Sl
vσ(1)⊗ . . .⊗ vσ(l)
geschuldet ist, und da zum anderen
it = (id⊗S⊗ id) ◦
[
∞∑
l=0
l∑
s=0
ηl,st
] ∣∣∣∣∣
Kk
mit
ηl,st : T
l(V)⊗T•(V)⊗Tk(V) −→ T•(V)⊗T•(V)⊗Tk(V)
αl⊗β⊗ u 7−→
(
l
s
)
tl−s(1− t)sα1,. . . ,sl ⊗ (αl)1,. . . ,s⊗β⊗ u,
wobei η0,0t (1⊗ β⊗u) = (1⊗ β⊗u).
In der Tat erhalten wir für αl ∈ Sl(V), β ∈ S•(V) und u ∈ Λk(V):
ηl,st (αl⊗β⊗u) =
1
s!(l − s)! t
l−s(1− t)s
∑
σ∈Sl
(αl)σ(s+1)⊗ . . .⊗ (αl)σ(l)⊗
(αl)σ(1)⊗ . . .⊗ (αl)σ(s)⊗β⊗u
= tl−s(1− t)s
l∑
j1,...,js
αj1,...,jll ⊗ (αl)j1,...,jl ⊗β⊗ u.
Umnun die gewünschteHomotopieeigenschaft für von h nachzuweisen, benötigenwir
zunächst einige Rechenregeln. Sei hierfür · dieK-bilineare Abbildung:
· : Ae⊗Λk(V)×Ae⊗Λk′(V) −→ Ae⊗Λk+k′(V)(
(α⊗ β ⊗ u), (α˜⊗ β˜ ⊗ u˜) ) 7−→ (α ∨ α˜⊗ β ∨ β˜ ⊗ u ∧ u˜)
und ∂ die Abbildung, die durch die ∂k auf ganz S•(V)⊗ S•(V)⊗Λ•(V), vermöge der
Konvention ∂ |Ae ⊗Λ0(V) = 0, induziert wird.
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Lemma 1.3.6
i.)
δ((α ⊗ β ⊗ u) · (α˜⊗ β˜ ⊗ u˜)) = δ (α⊗ β ⊗ u) · (α˜ ⊗ β˜ ⊗ u˜)
+ (−1)deg(u) (α⊗ β ⊗ u) · δ (α˜⊗ β˜ ⊗ u˜);
ii.)
∂((α ⊗ β ⊗ u) · (α˜⊗ β˜ ⊗ u˜)) = ∂ (α⊗ β ⊗ u) · (α˜⊗ β˜ ⊗ u˜)
+ (−1)deg(u) (α⊗ β ⊗ u) · ∂ (α˜⊗ β˜ ⊗ u˜);
iii.)
it(µ · ν) = it(µ) · it(ν) ∀ µ, ν ∈ S•(V)⊗ S•(V)⊗Λ•(V);
iv.)
d
dt
it(α⊗β⊗ 1) = (∂1 ◦ it ◦ δ)(α⊗β⊗ 1).
BEWEIS: i.) Wir erhalten mit α ∧ β = (−1)deg(α) deg(β) β ∧ α sowie der Assoziativität
von ∧:
δ (α ∨ α˜⊗β ∨ β˜⊗u ∧ u˜)
=
l∑
j=1
(αj ∨ α˜⊗ β ∨ β˜ ⊗ αj ∧ u ∧ u˜)+
l˜∑
j=1
(α ∨ α˜j ⊗ β ∨ β˜ ⊗ α˜j ∧ u ∧ u˜)
=
l∑
j=1
(αj ⊗ β ⊗ αj ∧ u) · (α˜⊗ β˜ ⊗ u˜) +(−1)deg(u) (α⊗ β ⊗ u) ·
l˜∑
j=1
(α˜j ⊗ β˜ ⊗ α˜j ∧ u˜)
= δ (α⊗ β ⊗ u) · (α˜⊗ β˜ ⊗ u˜)+(−1)deg(u) (α⊗ β ⊗ u) · δ (α˜⊗ β˜ ⊗ u˜) .
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ii.) Sei deg(u) = k und deg(u˜) = k˜, dann folgt:
∂1
k+k˜
(α ∨ α˜⊗β ∨ β˜⊗u ∧ u˜)
=
k∑
j=1
(−1)j−1 (uj ∨ α ∨ α˜ ⊗ β ∨ β˜ ⊗ uj ∧ u˜)
+
k˜∑
j=1
(−1)j+k−1 (uj ∨ α ∨ α˜ ⊗ β ∨ β˜ ⊗ u ∧ u˜j)
=
k∑
j=1
(−1)j−1 (uj ∨ α⊗ β ⊗ uj) · (α˜ ⊗ β˜ ⊗ u˜)
+ (−1)[k=deg(u)] (α⊗ β ⊗ u) ·
k˜∑
j=1
(−1)j−1 (u˜j ∨ α˜⊗ β˜ ⊗ u˜j)
= ∂1k (α⊗ β ⊗ u) · (α˜ ⊗ β˜ ⊗ u˜)
+ (−1)deg(u) (α⊗ β ⊗ u) · ∂1
k˜
(α˜⊗ β˜ ⊗ u˜) .
Analog folgt dies für ∂2
k+k˜
, was die Behauptung zeigt.
iii.) Dies folgt unmittelbar daraus, dass jeder Summand aus it(µ · ν) eindeutig als
Produkt zweier Summanden aus it(µ) und it(ν) geschrieben werden kann.
iv.) Zunächst reicht es, die Aussage für Elemente α⊗ 1⊗ 1 zu zeigen, da man auf
beiden Seiten der zu zeigenden Gleichung 1⊗β⊗ 1 herausziehen kann. Es folgt
d
dt
it(1⊗ 1⊗ 1) = d
dt
(1⊗ 1⊗ 1) = 0 = (∂1 ◦ it ◦ δ)(1⊗ 1⊗ 1)
und weiter für deg(v) = 1:
d
dt
it(v⊗ 1⊗ 1) = d
dt
[
t(v⊗ 1⊗ 1) + (1− t)(1⊗ v⊗ 1)
]
= (v⊗ 1⊗ 1)− (1⊗ v⊗ 1)
= ∂1(1⊗ 1⊗ v) = (∂1 ◦ it⊗ 1) (1 ⊗ 1⊗ v)
= (∂1 ◦ it ◦ δ)(v⊗ 1⊗ 1).
Angenommen, obige Aussage gelte für deg(α) = k, dann erhalten wir:
d
dt
it(v ∨ α⊗ 1⊗ 1) = d
dt
[
it(v⊗ 1⊗ 1) · it(α⊗ 1⊗ 1)
]
=
d
dt
it(v⊗ 1⊗ 1) · it(α⊗ 1⊗ 1) + it(v⊗ 1⊗ 1) · d
dt
it(α⊗ 1⊗ 1)
= (∂1 ◦ it ◦ δ)(v⊗ 1⊗ 1) · it(α⊗ 1⊗ 1) + it(v⊗ 1⊗ 1) · (∂1 ◦ it ◦ δ)(α⊗ 1⊗ 1)
= ∂1
[
(it ◦ δ)(v⊗ 1⊗ 1) · it(α⊗ 1⊗ 1) + it(v⊗ 1⊗ 1) · (it ◦ δ)(α⊗ 1⊗ 1)
]
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= (∂1 ◦ it)
[
δ(v⊗ 1⊗ 1) · (α⊗ 1⊗ 1) + (v⊗ 1⊗ 1) · δ(α⊗ 1⊗ 1)
]
= (∂1 ◦ it ◦ δ⊗ 1)
[
(v⊗ 1⊗ 1) · (α⊗ 1⊗ 1)
]
= (∂1 ◦ it ◦ δ⊗ 1)(v∨ α⊗ 1⊗ 1).

Folgende Proposition liefert schließlich die Exaktheit von (K, ∂, ǫ).
Proposition 1.3.7
Es gilt
ǫ ◦ h−1 = idA,
h−1 ◦ ǫ+ ∂1 ◦ h0 = idK0 und
hk−1 ◦ ∂k + ∂k+1 ◦ hk = idKk für k ≥ 1.
BEWEIS: Zunächst folgt
(ǫ ◦h−1)(α) = ǫ(1⊗α) = α,
sowie mit Lemma 1.3.6 iv.):
(h−1 ◦ ǫ+ ∂1 ◦h0)(α⊗β) = 1⊗α ∨ β +
∫ 1
0
dt (∂1 ◦ it ◦ δ)(α⊗β)
iv.)
= 1⊗α ∨ β + α⊗β − 1⊗α ∨ β
= α⊗β.
Das zeigt die ersten beiden Behauptungen. Für die dritte sei µ = α⊗β⊗u ∈ Kk, dann
folgt:
(∂k+1 ◦ hk)(µ) = ∂k+1
[∫ 1
0
dt tk (it ◦ δ)(µ)
]
=
∫ 1
0
dt tk (∂k+1 ◦ it ◦ δ)(µ),
und für den Integranden mit Lemma 1.3.6 ii.)
(∂k+1 ◦ it ◦ δ)(µ) = (∂k+1 ◦ it)
[
δ (α⊗ 1⊗ 1) · (1⊗ β ⊗ u) ]
= ∂k+1
[
(it ◦ δ) (α ⊗ 1⊗ 1) · (1⊗ β ⊗ u)
]
ii.)
= (∂k+1 ◦ it ◦ δ) (α ⊗ 1⊗ 1) · (1⊗ β ⊗ u)
+ (−1)1(it ◦ δ) (α ⊗ 1⊗ 1) · ∂k (1⊗ β ⊗ u),
womit insgesamt
(∂k+1 ◦ hk)(µ) =
∫ 1
0
dt tk (∂k+1 ◦ it ◦ δ) (α ⊗ 1⊗ 1) · (1 ⊗ β ⊗ u)
−
∫ 1
0
dt tk (it ◦ δ) (α ⊗ 1⊗ 1) · ∂k (1⊗ β ⊗ u) .
(1.12)
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Für
(hk−1 ◦ ∂k)(µ) =
∫ 1
0
dt tk−1 (it ◦ δ ◦ ∂k)(µ)
rechnen wir zunächst:
(δ ◦ ∂k)(µ) = (δ ◦ ∂k)
[
(1⊗ β ⊗ u) · (α ⊗ 1⊗ 1) ]
= δ
[
∂k (1⊗ β ⊗ u) · (α⊗ 1⊗ 1)
]
= (δ ◦ ∂k) (1⊗ β ⊗ u) · (α ⊗ 1⊗ 1)+ (−1)k−1∂k (1⊗ β ⊗ u) · δ (α⊗ 1⊗ 1)
= (δ ◦ ∂k) (1⊗ β ⊗ u) · (α ⊗ 1⊗ 1)+ δ (α⊗ 1⊗ 1) · ∂k (1⊗ β ⊗ u) .
Anwenden von it liefert:
(it ◦ δ ◦ ∂k)(µ) = (it ◦ δ ◦ ∂k) (1 ⊗ β ⊗ u) · it (α⊗ 1⊗ 1)
+ (it ◦ δ) (α ⊗ 1⊗ 1) · (it ◦ ∂k) (1 ⊗ β ⊗ u)
= k (1⊗ β ⊗ u) · it (α⊗ 1⊗ 1)
+ t (it ◦ δ) (α ⊗ 1⊗ 1) · ∂k (1⊗ β ⊗ u) .
In der Tat erhalten wir für den ersten Term in der letzten Gleichheit:
(it ◦ δ ◦ ∂k) (1⊗ β ⊗ u) = (it ◦ δ)
 k∑
j=1
(−1)j−1 uj ⊗β⊗uj −
k∑
j=1
(−1)j−1 1⊗ uj ∨ β⊗uj

= it
 k∑
j=1
(−1)j−11⊗ β⊗uj ∧ uj

= k (1⊗ β ⊗ u)
und für den zweiten:
(it ◦ ∂k)(1⊗ β ⊗u) = it
 k∑
j
(−1)j−1 [uj ⊗β⊗uj − 1⊗uj ∨ β⊗uj]

=
k∑
j
(−1)j−1 [t (uj ⊗ β ⊗ uj)+(1− t) (1⊗ uj ∨ β ⊗ uj)− (1⊗ uj ∨ β ⊗ uj)]
= t ∂k (1⊗ β ⊗ u) .
Das Zwischenergebnis lautet
(hk−1 ◦ ∂k)(µ) =
∫ 1
0
dt k tk−1it (α⊗ 1⊗ 1) · (1 ⊗ β ⊗ u)
+
∫ 1
0
dt tk(it ◦ δ) (α ⊗ 1⊗ 1) · ∂k (1⊗ β ⊗ u),
(1.13)
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wobei der zweite Summand bereits dasNegative vom zweiten Summanden in (1.12) ist.
Für den ersten erhalten wir weiter:∫ 1
0
dt k tk−1it (α⊗ 1⊗ 1) =
∫ 1
0
dt
d
dt
[
tkit (α⊗ 1⊗ 1)
]− ∫ 1
0
dt tk
d
dt
it (α⊗ 1⊗ 1)
= (α⊗ 1⊗ 1)−
∫ 1
0
dt tk(∂k ◦ it ◦ δ) (α ⊗ 1⊗ 1),
dabei folgt die letzte Gleichheit mit Lemma 1.3.6 iv.) und∫ 1
0
dt
d
dt
[
tkit (α⊗ 1⊗ 1)
]
=
[
tkit (α⊗ 1⊗ 1)
]1
0
= it (α⊗ 1⊗ 1)
∣∣
t=1
= (α⊗ 1⊗ 1) .
Aus (1.13) wird dann
(hk−1 ◦ ∂k)(µ) = (α⊗ β ⊗ u)−
∫ 1
0
dt tk(∂k ◦ it ◦ δ) (α ⊗ 1⊗ 1) · (1⊗ β ⊗ u)
+
∫ 1
0
dt tk(it ◦ δ) (α ⊗ 1⊗ 1) · ∂k (1⊗ β ⊗ u),
(1.14)
und Addition von (1.12) und (1.14) zeigt schließlich die Behauptung. 
Hiermit erhalten wir umgehend folgenden Satz:
Satz 1.3.8
Sei A = S•(V) undM ein S•(V)− S•(V)-Bimodul, dann gilt:
HHk(S•(V),M) ∼= Hk (HomAe(X,M)) ∼= Hk (HomAe(K,M)) .
IstM zudem symmetrisch, so ist:
HHk(S•(V),M) ∼= HomAe (Kk,M) .
BEWEIS: Die erste Isomorphie hatten wir bereits eingesehen, und die zweite folgt mit
Lemma A.2.15 ii.) unmittelbar aus dem Fakt, dass sowohl (X, d, ǫ), als auch (K, ∂, ǫ)
projektive Auflösungen von S•(V) sind.
Für die zweite Behauptung sei φ ∈ K∗k = HomAe(Kk,M) und ω = α⊗β⊗u ∈ Kk+1.
Dann folgt:
(∂∗k+1φ)(ω) = φ (∂k+1(α⊗β⊗u))
= φ
 n∑
j=1
(−1)j−1 [uj ∨ α⊗β⊗uj − α⊗uj ∨ β⊗uj]

=
n∑
j=1
(−1)j−1[uj ⊗ 1− 1⊗ uj] ∗e φ
(
α⊗β⊗uj)
= 0,
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womit ker(∂∗k+1) = HomAe(Kk,M) und im(∂∗k) = 0, also
Hk(HomAe(K,A)) = ker(∂∗k+1)/ im(∂∗k) = HomAe(Kk,A). 
Ohne zusätzliche Annahmen überV und HomAe(Kk,M) erhalten wir jedoch im Allge-
meinen kein Analogon zu (1.8). Es gilt jedoch:
Korollar 1.3.9
Sei V ein endlich-dimensionaler K-Vektorraum und M ein symmetrischer S•(V) − S•(V)-
Bimodul, dann ist:
HHk(S•(V),M) ∼=M⊗Λk(V).
BEWEIS: Dies folgt analog zum zweiten Teil von Satz 1.2.3, da wegen der endlichen
Dimension n von V mit V∗ ∼= V ebenfalls Λk(V)∗ ∼= Λk(V∗) ∼= Λk(V) gilt. Es folgt
dann zunächst für φ ∈ HomAe(Kk,M), dass
φ(ae⊗ω) =
 n∑
j1,. . . ,jk
φj1,. . . ,jk ⊗ ej1 ∧ . . . ∧ ejk
 (ae⊗ω)
mit
{
ei
}
1≤i≤n
eine Basis von V und
{
ei
}
1≤i≤n
die hierzu duale Basis von V∗. Dies
zeigt HomAe(Kk,M) ∼= M⊗Λk(V∗) ∼= M⊗Λk(V), wobei die zweite Isomorphie ver-
mögeΛk(V∗) ∼= Λk(V) am leichtestenmit einem Basis-Argument und Bemerkung B.3.4
folgt. 
1.3.3. Explizite Kettenabbildungen
Wir wollen nun explizite Kettenabbildungen für die Bar- und Koszulauflösung ange-
ben. Seien hierfür abstrakte Ae-lineare Varianten von (1.10) und (1.11) gegeben durch:
Fk : S
•(V)⊗ S•(V)⊗Λk(V) −→
k+2⊗
S•(V)
(α⊗ β ⊗ u) 7−→
∑
σ∈Sk
sign(σ) (α⊗uσ(1)⊗ . . . ⊗uσ(k)⊗β)
(1.15)
für u = u1 ∧ · · · ∧ uk sowie
Gk :
k+2⊗
S•(V) −→ S•(V)⊗ S•(V)⊗Λk(V)
ω 7−→
∫ 1
0
dt1
∫ t1
0
dt2. . .
∫ tk−1
0
dtk (i ◦ δ)(ω)
(1.16)
mit G0 = F0 = idAe . Die beteiligten Komponenten sind dabei wie folgt definiert:
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Definition 1.3.10
i.) Seien µ = (α⊗u1⊗ . . . ⊗um⊗β⊗ω) und ν = (α′⊗u′1⊗ . . . ⊗u′m⊗β′⊗ω′), so
definieren wir das komponentenweise Produkt
· :
m+2⊗
S•(V)⊗Λk(V)×
m+2⊗
S•(V)⊗Λk(V) −→
m+2⊗
S•(V)⊗Λk(V)
durch
· : (µ, ν) 7−→ α ∨ α′⊗u1 ∨ u′1⊗ . . . ⊗um ∨ u′m⊗β ∨ β′⊗ω ∧ ω′.
Im Spezialfall m = 0 stimmt dieses mit unserer alten Definition überein. Sinnge-
mäß sei diese Abbildung auch für k = 0 definiert.
ii.)
◦ˆ :
l+2⊗
S•(V)⊗Λ•(V)×
l′+2⊗
S•(V)⊗Λ•(V) −→
l+l′+2⊗
S•(V)⊗Λ•(V)(
(α⊗u⊗β⊗ω), (α′⊗u′⊗β′⊗ω′)
)
7−→ α ∨ α′⊗u⊗u′⊗β ∨ β′⊗ω ∧ ω′.
iii.)
i :
k+2⊗
S•(V)⊗Λ•(V) −→
[
S•(V)⊗ S•(V)⊗Λ•(V)
][
t1, . . . , tk
]
α⊗u1⊗ . . . ⊗uk ⊗β⊗ω 7−→ (α⊗β) ∗e
[
k∏
s=1
iˆs(1⊗ us⊗ 1)
]
⊗ω
mit
∏
das Produkt · für den Spezialfall k = 0 und iˆs die Ae-lineare Abbildung
iˆs :
3⊗
S•(V) −→
[ 2⊗
S•(V)
][
ts
]
α⊗u⊗β 7−→ tms u ∨ α⊗β + tm−1s (1− ts)
m∑
j=1
uj ∨ α⊗uj ∨ β + . . .
+ tm−ls (1− ts)l
m∑
j1,. . . ,jl
uj1,. . . ,jl ∨ α⊗uj1,. . . ,jl ∨ β + . . .
+ (1− ts)mα⊗u ∨ β,
mit deg(u) = m und iˆs(α⊗ 1⊗β) = α⊗β.
Für Elemente α⊗u⊗ β⊗ω schreiben wir im Folgenden auch is(α⊗u⊗β⊗ω)
anstelle i(α⊗u⊗β⊗ω), um zu verdeutlichen, dass das Bild dieses Elementes nur
von einer Variablen ts abhängt. Ist es an gegebener Stelle angebracht, so schreiben
wir der Deutlichkeit halber auch it1,. . . ,tk anstatt i.
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iv.)
δ :
•+2⊗
S•(V) −→
•+2⊗
S•(V)⊗Λ•(V)
α⊗u1⊗ . . . ⊗uk ⊗β 7−→
n1∑
j1
. . .
nk∑
jk
α⊗uj11 ⊗ . . . ⊗ujkk ⊗β⊗ (u1)j1 ∧ . . . ∧ (uk)jk
7−→ (α⊗β) ∗e
⊙̂k
s=1
δ˜(1⊗ us⊗ 1)
mit deg(ui) = ni und
⊙̂
das Produkt ◦ˆ. Dabei bezeichnet δ˜ die Ae-lineare Abbil-
dung
δ˜ : S•(V)⊗ S•(V)⊗ S•(V) −→ S•⊗ S•−1(V)⊗ S•(V)⊗Λ1(V)
α⊗u⊗β 7−→
k∑
j=1
α⊗uj ⊗β⊗uj
mit deg(u) = k und δ˜(α⊗ 1⊗β) = 0.
Bemerkung 1.3.11
i.) Der Wohldefiniertheit wegen sei angemerkt, dass auch hier die beteiligten Kom-
ponenten als Einschränkungen von symmetrisierten und antisymmetrisiertenAb-
bildungen auf die jeweiligen Unterräume geschrieben werden können. Besagte
Abbildungen werden in Kapitel 2.2 nachgeliefert, da wir sie dort auch explizit
benötigen.
ii.) In dem Moment, in dem wir die Kettenabbildungs-Eigenschaft von F und G
nachgewiesen haben zeigt der Beweis von Lemma A.2.15 ii.), dass F ∗ und G∗
zueinander inverse Isomorphismen F˜ ∗ und G˜∗ auf Kohomologie-Niveau indu-
zieren.
Der zweite Teil des folgenden Lemmas liefert uns die Kettenabbildungs-Eigenschaft
von F . Die Bedeutung des ersten Teils wird am Ende dieses Kapitels klar werden.
Lemma 1.3.12
Es gilt:
i.) Gk ◦Fk = idKk
ii.) dk ◦ Fk = Fk−1 ◦ ∂k.
BEWEIS: i.) Mit
∫ 1
0 dt1. . .
∫ tk−1
0 dtk =
1
k! und α⊗β⊗u ∈ Kk folgt:
(Gk ◦ Fk)(α⊗ β⊗u) =
∫ 1
0
dt. . .
∫ tk−1
0
dtk (i ◦ δ)(Fk(α⊗ β⊗u))
=
∫ 1
0
dt. . .
∫ tk−1
0
dtk (i ◦ δ)
(∑
σ∈Sk
sign(σ)(α⊗ uσ(1)⊗ . . . ⊗uσ(k)⊗β)
)
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=
∫ 1
0
dt. . .
∫ tk−1
0
dtk i
(∑
σ∈Sk
sign(σ)(α⊗β⊗ uσ(1) ∧ . . . ∧ uσ(k))
)
=
∫ 1
0
dt. . .
∫ tk−1
0
dtk i
(∑
σ∈Sk
sign(σ) sign(σ)(α⊗β⊗ u)
)
= k!
∫ 1
0
dt. . .
∫ tk−1
0
dtk (α⊗ β⊗u)
= (α⊗β⊗ u).
ii.) Sei zunächst µ = α⊗β⊗v mit deg(v) = 1, dann folgt mit F0 = idAe
(d1 ◦F1)(α⊗β⊗ v) = α ∨ v⊗β − α⊗v ∨ β = (F0 ◦ ∂1)(α⊗β⊗ v),
und für k > 1 erhalten wir
(dk ◦ Fk)(µ) = (−1)0
∑
σ∈Sk
sign(σ) (α ∨ uσ(1)⊗ uσ(2)⊗ . . . ⊗ uσ(k)⊗ β)
+ (−1)k
∑
σ∈Sk
sign(σ) (α⊗ uσ(1)⊗ . . . ⊗uσ(k−1)⊗uσ(k) ∨ β)
+
k−1∑
j=1
(−1)j
∑
σ∈Sk
sign(σ) (α⊗uσ(1)⊗ . . . ⊗uσ(j) ∨ uσ(j+1)⊗ . . . ⊗ uσ(k)⊗ β︸ ︷︷ ︸
0
)
=
k∑
j=1
∑
σ∈Sk
σ(1)=j
sign(σ) (α ∨ uj ⊗ uσ(2)⊗ . . . ⊗uσ(k)⊗β)
+ (−1)k
k∑
j=1
∑
σ∈Sk
σ(k)=j
sign(σ) (α⊗uσ(1)⊗ . . . ⊗uσ(k−1)⊗uj ∨ β)
=
k∑
j=1
sign(π1 j)
∑
σ∈Sk−1
sign(σ) (α ∨ uj ⊗ σ∗uj ⊗ β)
+ (−1)k
k∑
j=1
sign(πjk)
∑
σ∈Sk−1
sign(σ) (α⊗σ∗uj ⊗ uj ∨ β).
Dabei bedeutet σ∗uj lediglich die Permutation σ, angewandt auf das Element
Tk−1(V) ∋ uj = u1⊗ . . .Nj. . . ⊗uk.
π1 j bezeichnet die Permutation, die uj sukzessive durch Transpositionen an die
erste Stelle schiebt, sinngemäß für πjk. Es folgt
(dk ◦ Fk)(µ) =
k∑
j=1
(−1)j−1
∑
σ∈Sk−1
sign(σ) (α ∨ uj ⊗σ∗uj ⊗ β)
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+
k∑
j=1
(−1)k(−1)k−j
∑
σ∈Sk−1
sign(σ) (α⊗ σ∗uj ⊗uj ∨ β)
=
k∑
j=1
(−1)j−1
∑
σ∈Sk−1
sign(σ) (α ∨ uj ⊗σ∗uj ⊗ β)
−
k∑
j=1
(−1)j−1
∑
σ∈Sk−1
sign(σ) (α⊗ σ∗uj ⊗uj ∨ β)
= Fk−1
 k∑
j=1
(−1)j−1
[
uj ∨ α⊗ β⊗uj − α⊗uj ∨ β⊗uj
]
= (Fk−1 ◦ ∂k)(µ).

Für die Kettenabbildungs-Eigenschaft von G benötigen wir zunächst einige Rechen-
regeln.
Lemma 1.3.13
i.)
iˆs(v · w) = iˆs(v) · iˆs(w) (1.17)
i(µ · ν) = i(µ) · i(ν), (1.18)
für v,w ∈⊗3 S•(V) sowie µ, ν ∈ m+2⊗ S•(V)⊗Λ•.
ii.)
δ(v · w) = δ(v) · w⊗ 1 + v⊗ 1 · δ(w), (1.19)
für v,w ∈⊗3 S•(V).
iii.)
i(µ ◦ˆ ν) = i(µ) · i(ν) (1.20)
δ(µ ◦ˆ ν) = δ(µ) ◦ˆ δ(ν) (1.21)
iv.)
d
ds
iˆs(α⊗u⊗β) = (∂1 ◦ is ◦ δ)(α⊗u⊗β), (1.22)
∂k
[
k∏
i=1
(1⊗ 1⊗ui)
]
=
k∑
j=1
(−1)j−1 ∂1(1⊗ 1⊗uj) ·
∏
i 6=j
(1⊗ 1⊗ui) (1.23)
für ui ∈ Λ1(V).
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BEWEIS: i.) (1.17) folgt wie Lemma 1.3.6 iv)mit der Kommutativität von ∨.
Für (1.18) seien µ = (1⊗u1⊗ . . . ⊗um⊗ 1∧ω) und ν = (1⊗ u′1⊗ . . . ⊗u′m⊗ 1∧ω′),
dann erhalten wir
i(µ · ν) =
[
m∏
s=1
iˆs(1⊗us ∨ u′s⊗ 1)
]
⊗ω ∧ ω′
=
[
m∏
s=1
iˆs(1⊗us⊗ 1) · iˆs(1⊗ u′s⊗ 1)
]
⊗ω ∧ ω′
=
([
m∏
s=1
iˆs(1⊗ us⊗ 1)
]
⊗ω
)
·
([
m∏
s=1
iˆs(1⊗ u′s⊗ 1)
]
⊗ω′
)
= i(µ) · i(ν).
ii.) Wir rechnen
δ
[
(1⊗u⊗ 1) · (1⊗u′⊗ 1)]
=
m+m′∑
j=1
(
1⊗ [u ∨ u′]j ⊗ 1⊗ [u ∨ u′]j
)
=
m∑
j=1
(1⊗uj ⊗ 1⊗uj) · (1⊗u′⊗ 1⊗ 1) + (1⊗u⊗ 1⊗ 1) ·
m′∑
j=1
(1⊗u′j ⊗ 1⊗u′j)
= δ(1⊗u⊗ 1) · (1⊗ u′⊗ 1⊗ 1) + (1⊗u⊗ 1⊗ 1) · δ(1⊗u′⊗ 1).
Zusammen mit derAe-Linearität von δ zeigt dies (1.19).
iii.) Für (1.20) seien µ = (α⊗u⊗β⊗ω) und ν = (α′⊗u′⊗β′⊗ω′), dann folgt:
i(µ ◦ˆ ν) = (α ∨ α′⊗β ∨ β′) ∗e
m+m′∏
s=1
iˆs(1⊗ (u⊗ u′)s⊗ 1)
⊗ ω ∧ ω′
= (α⊗β) ∗e (α′⊗β′) ∗e
 m∏
s=1
iˆs(1⊗ us⊗ 1) ·
m′∏
s=1
iˆs(1⊗ u′s⊗ 1)
⊗ ω ∧ ω′
=
(
(α⊗β) ∗e
[
m∏
s=1
iˆs(1⊗u⊗ 1)
]
⊗ω
)
·
(α′⊗β′) ∗e
m′∏
s=1
iˆs(1⊗u′⊗ 1)
⊗ω′

= i(µ) · i(ν).
(1.21) folgt mit µ = (α⊗u⊗β) und ν = (α′⊗u′⊗β′) analog zu (1.20) für ⊙̂
anstelle von
∏
, i anstelle δ und δ˜ anstelle is:
δ(µ ◦ˆ ν) = (α ∨ α′⊗β ∨ β′) ∗e
[⊙̂m+m′
l=1
δ˜(1⊗ (u⊗ u′)l⊗ 1)
]
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= (α⊗β) ∗e (α′⊗β′) ∗e
[⊙̂m
l=1
δ˜(1⊗ ul⊗ 1) ◦ˆ
⊙̂m′
l=1
δ˜(1⊗ u′l⊗ 1)
]
=
(
(α⊗β) ∗e
[⊙̂m
l=1
δ˜(1⊗u⊗ 1)
])
◦ˆ
(
(α′⊗ β′) ∗e
[⊙̂m′
l=1
δ˜(1⊗u′⊗ 1)
])
= δ(µ) ◦ˆ δ(ν).
iv.) Für (1.22) erhalten wir analog zu Lemma 1.3.6 iv):
d
ds
iˆs(α⊗ 1⊗ β) = 0 = (∂1 ◦ is ◦ δ)(α⊗ 1⊗ β)
sowie
d
ds
iˆs(α⊗ v⊗β) = d
ds
[
s(v ∨ α⊗ 1) + (1− s)(1⊗ v ∨ β)]
= (v ∨ α⊗ 1− 1⊗ v ∨ β)
= ∂1 (α⊗β⊗ v)
= (∂1 ◦ is)(α⊗ 1⊗ β⊗ v)
= (∂1 ◦ is ◦ δ)(α⊗ v⊗β),
und mit der Ae-Linearität beider Seiten induktiv:
d
ds
iˆs(1⊗ v ∨ u⊗ 1) = d
ds
[ˆ
is(1⊗ v⊗ 1) · iˆs(1⊗ u⊗ 1)
]
=
d
ds
iˆs(1⊗ v⊗ 1) · iˆs(1⊗ u⊗ 1) + iˆs(1⊗ v⊗ 1) · d
ds
iˆs(1⊗ u⊗ 1)
= (∂1 ◦ is ◦ δ)(1⊗ v⊗ 1) · iˆs(1⊗ u⊗ 1) + iˆs(1⊗ v⊗ 1) · (∂1 ◦ is ◦ δ)(1⊗ u⊗ 1)
= ∂1
[
(is ◦ δ)(1⊗ v⊗ 1) · is(1⊗u⊗ 1⊗ 1) + is(1⊗ v⊗ 1⊗ 1) · (is ◦ δ)(1⊗ u⊗ 1)
]
= (∂1 ◦ is)
[
δ(1⊗ v⊗ 1) · (1⊗ u⊗ 1⊗ 1) + (1⊗ v⊗ 1⊗ 1) · δ (1⊗ u⊗ 1)
]
= (∂1 ◦ is ◦ δ)(1⊗ v ∨ u⊗ 1).
(1.23) erhält man mit
∂k
[
k∏
i=1
(1⊗ 1⊗ui)
]
=
k∑
j=1
(−1)j−1
j−1∏
i=1
(1⊗ 1⊗ui) · ∂1(1⊗ 1⊗ui) ·
k∏
i=j+1
(1⊗ 1⊗ui)

=
k∑
j=1
(−1)j−1 ∂1(1⊗ 1⊗ui) ·
∏
i6=j
(1⊗ 1⊗ui).

Folgende Proposition zeigt schließlich die gewünschte Eigenschaft von G.
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Proposition 1.3.14
Es gilt:
∂k ◦Gk = Gk−1 ◦ dk.
BEWEIS: Wir beginnen mit
(∂k ◦Gk)(1⊗u⊗ 1)
(1.20)
(1.21)
= ∂k
[∫ 1
0
dt1. . .
∫ tk−1
0
dtk (i1 ◦ δ)(1⊗ u1⊗ 1) · . . . · (ik ◦ δ)(1 ⊗uk ⊗ 1 )
]
(1.23)
=
k∑
j=1
(−1)j−1
∫ 1
0
dt1. . .
∫ tk−1
0
dtk (∂1 ◦ ij ◦ δ)(1⊗ uj ⊗ 1) ·
∏
i6=j
(ii ◦ δ)(1 ⊗ ui ⊗ 1 )
(1.22)
=
k∑
j=1
(−1)j−1
∫ 1
0
dt1. . .
∫ tk−1
0
dtk
d
dtj
ij(1⊗ uj ⊗ 1⊗ 1) ·
∏
i6=j
(ii ◦ δ)(1 ⊗ui ⊗ 1 )
=
k−1∑
j=1
∫ 1
0
dt1. . .
∫ tk−1
0
dtk
d
dtj
[ij(1⊗uj ⊗ 1⊗ 1) · (ij+1 ◦ δ)(1 ⊗uj+1 ⊗ 1 )] ·
∏
i6=j
i6=j+1
(ii ◦ δ)(1 ⊗ ui ⊗ 1 )
+ (−1)k−1
∫ 1
0
dt1. . .
∫ tk−1
0
dtk
d
dtk
ik(1⊗uk ⊗ 1⊗ 1) ·
k−1∏
i=1
(ii ◦ δ)(1 ⊗ui ⊗ 1 ) .
Nun folgt durch Anwendung von
∫ tj−1
0
dtj auf∫ tj
0
dtj+1
d
dtj
f(tj , tj+1) =
d
dtj
[∫ tj
0
dtj+1f(tj , tj+1)
]
− f(tj , tj),
dass ∫ tj−1
0
dtj
∫ tj
0
dtj+1
d
dtj
f(tj , tj+1) =
∫ tj−1
0
dtj+1f(tj−1, tj+1)−
∫ tj−1
0
dtjf(tj , tj),
mithin für 2 ≤ j ≤ k − 1:∫ tj−1
0
dtj
∫ tj
0
dtj+1
d
dtj
[ij(1⊗ uj ⊗ 1⊗ 1) · (ij+1 ◦ δ)(1 ⊗ uj+1 ⊗ 1 )]
∫ tj+1
0
dtj+2. . .
=
∫ tj−1
0
dtj+1 [ij−1(1⊗ uj ⊗ 1⊗ 1) · (ij+1 ◦ δ)(1 ⊗ uj+1 ⊗ 1 )]
∫ tj+1
0
dtj+2. . .
−
∫ tj−1
0
dtj [ij(1⊗ uj ⊗ 1⊗ 1) · (ij ◦ δ)(1⊗uj+1⊗ 1)]
∫ tj
0
dtj+2. . . .
Für j = 1 gilt nun obige Formel ebenfalls mit t0 ≃ tj−1 = 1, und wir erhalten
(∂k ◦Gk)(1⊗ u⊗ 1)
=
u1⊗ 1⊗ 1︷ ︸︸ ︷
i0(1⊗u1⊗ 1⊗ 1)
∣∣
t0=1
·
∫ 1
0
dt2
∫ t2
0
dt3. . .
∫ tk−1
0
dtk
∏
2≤i≤k
(ii ◦ δ)(1 ⊗ui ⊗ 1 )
−
∫ 1
0
dt1 i1(1⊗ u1⊗ 1⊗ 1) · (i1 ◦ δ)(1⊗u2⊗ 1) ·
∫ t1
0
dt3. . .
∫ tk−1
0
dtk
∏
3≤i≤k
(ii ◦ δ)(1 ⊗ ui ⊗ 1 )
+
k−1∑
j=2
(−1)j−1
∫ 1
0
dt1. . .
∫ tj−2
0
dtj−1
∫ tj−1
0
dtj+1
∫ tj+1
0
dtj+2. . .
∫ tk−1
0
dtk
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ij−1(1⊗uj ⊗ 1⊗ 1) ·∏
i6=j
(ii ◦ δ)(1 ⊗ui ⊗ 1 )

−
k−1∑
j=2
∫ 1
0
dt1. . .
∫ tj−2
0
dtj−1
∫ tj−1
0
dtj
∫ tj
0
dtj+2
∫ tj+2
0
dtj+3. . .
∫ tk−1
0
dtkij(1⊗ uj ⊗ 1⊗ 1) · (ij ◦ δ)(1⊗uj+1⊗ 1) · ∏
i6=j
i6=j+1
(ii ◦ δ)(1 ⊗ ui ⊗ 1 )

+ (−1)k−1
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
k−1∏
i=1
(ii ◦ δ)(1 ⊗ui ⊗ 1 ) ·
[
ik(1⊗uk ⊗ 1⊗ 1)
]tk−1
0︸ ︷︷ ︸
ik−1(1⊗uk ⊗ 1⊗ 1)−1⊗uk ⊗ 1
.
Durch Umbenennung der tj-Variablen in jedem Summanden zu t1, . . . , tk−1, folgt:
(∂k ◦Gk)(1⊗ u⊗ 1)
=
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 (i ◦ δ)(u1⊗u2⊗ . . . ⊗uk ⊗ 1)
−
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 i1(1⊗u1⊗ 1⊗ 1) ·
k−1∏
i=1
(ii ◦ δ)(1⊗ ui+1⊗ 1)
+
k−1∑
j=2
(−1)j−1
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
[
ij−1(1⊗uj ⊗ 1⊗ 1) ·
j−1∏
i=1
(ii ◦ δ)(1 ⊗ ui ⊗ 1 ) ·
k−1∏
i=j
(ii ◦ δ)(1⊗ui+1⊗ 1)
]
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−
k−1∑
j=2
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
[
ij(1⊗uj ⊗ 1⊗ 1) · (ij ◦ δ)(1⊗ uj+1⊗ 1) ·
j−1∏
i=1
(ii ◦ δ)(1 ⊗ui ⊗ 1 ) ·
k−1∏
i=j+1
(ii ◦ δ)(1⊗ui+1⊗ 1)
]
+ (−1)k−1
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
k−1∏
i=1
(ii ◦ δ)(1 ⊗ui ⊗ 1 ) · ik−1(1⊗uk ⊗ 1⊗ 1)
+ (−1)k
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 (i ◦ δ)(1⊗ u1⊗ . . . ⊗ uk)
=
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 (i ◦ δ)(u1⊗u2⊗ . . . ⊗ uk ⊗ 1)
+ (−1)1
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 i1(1⊗u1⊗ 1⊗ 1) · (it1,. . . ,tk ◦ δ)(1⊗ u2⊗ . . . ⊗ uk ⊗ 1)
−
k−1∑
j=2
(−1)j
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
[
j−1∏
i=1
(ii ◦ δ)(1 ⊗ ui ⊗ 1 ) · ij−1(1⊗uj ⊗ 1⊗ 1) ·
k−1∏
i=j
(ii ◦ δ)(1⊗ui+1⊗ 1)
]
+
k−1∑
j=2
(−1)j
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
[
j−1∏
i=1
(ii ◦ δ)(1 ⊗ ui ⊗ 1 ) · ij(1⊗uj ⊗ 1⊗ 1) ·
k−1∏
i=j
(ii ◦ δ)(1⊗ ui+1⊗ 1)
]
− (−1)k
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
k−1∏
i=1
(ii ◦ δ)(1 ⊗ ui ⊗ 1 ) · ik−1(1⊗uk ⊗ 1⊗ 1)
+ (−1)k
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 (i ◦ δ)(1⊗ u1⊗ . . . ⊗ uk)
=
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 (i ◦ δ)(u1⊗u2⊗ . . . ⊗ uk ⊗ 1)
+
k−1∑
j=1
(−1)j
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
[
j−1∏
i=1
(ii ◦ δ)(1 ⊗ ui ⊗ 1 ) · ij(1⊗uj ⊗ 1⊗ 1) ·
k−1∏
i=j
(ii ◦ δ)(1⊗ ui+1⊗ 1)
]
−
k∑
j=2
(−1)j
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
[
j−1∏
i=1
(ii ◦ δ)(1 ⊗ui ⊗ 1 ) · ij−1(1⊗ uj ⊗ 1⊗ 1) ·
k−1∏
i=j
(ii ◦ δ)(1⊗ ui+1⊗ 1)
]
+ (−1)k
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 (i ◦ δ)(1⊗ u1⊗ . . . ⊗ uk)
=
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 (i ◦ δ)(u1⊗u2⊗ . . . ⊗ uk ⊗ 1)
+
k−1∑
j=1
(−1)j
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
[
j−1∏
i=1
(ii ◦ δ)(1 ⊗ ui ⊗ 1 ) · ij(1⊗uj ⊗ 1⊗ 1) ·
k−1∏
i=j
(ii ◦ δ)(1⊗ ui+1⊗ 1)
]
+
k−1∑
j=1
(−1)j
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
[
j∏
i=1
(ii ◦ δ)(1 ⊗ui ⊗ 1 ) · ij(1⊗uj+1⊗ 1⊗ 1) ·
k−1∏
i=j+1
(ii ◦ δ)(1⊗ ui+1⊗ 1)
]
+ (−1)k
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 (i ◦ δ)(1⊗ u1⊗ . . . ⊗ uk)
=
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 (i ◦ δ)(u1⊗u2⊗ . . . ⊗ uk ⊗ 1)
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+
k−1∑
j=1
(−1)j
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
[
j−1∏
i=1
(ii ◦ δ)(1 ⊗ ui ⊗ 1 ) ·
[ij(1⊗uj ⊗ 1⊗ 1) · (ij ◦ δ)(1⊗ uj+1⊗ 1) + (ij ◦ δ)(1 ⊗uj ⊗ 1 ) · ij(1⊗ uj+1⊗ 1⊗ 1)] ·
k−1∏
i=j+1
(ii ◦ δ)(1⊗ ui+1⊗ 1)
]
+ (−1)k
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 (i ◦ δ)(1⊗ u1⊗ . . . ⊗ uk)
=
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 (i ◦ δ)(u1⊗u2⊗ . . . ⊗uk ⊗ 1)
+
k−1∑
j=1
(−1)j
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1
[
j−1∏
i=1
(ij ◦ δ)(1 ⊗ uj ⊗ 1 ) · (ij ◦ δ)(1⊗ uj ∨ uj+1⊗ 1)·
k−1∏
i=j+1
(ii ◦ δk)(1⊗ui+1⊗ 1)
]
+ (−1)k
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1 (i ◦ δ)(1⊗ u1⊗ . . . ⊗ uk)
=
∫ 1
0
dt1. . .
∫ tk−2
0
dtk−1(i ◦ δ ◦ d)(1⊗ u⊗ 1)
= (Gk−1 ◦ dk)(1⊗ u⊗ 1).
Ebenso folgt für den Fall α⊗u⊗β ∈ X1, dass
(∂1 ◦G1)(α⊗u⊗ β) =
∫ 1
0
dt (∂1 ◦ it ◦ δ)(α⊗u⊗β) = iˆt(α⊗u⊗β)
∣∣1
0
= d1(α⊗u⊗β) = (G0 ◦ d1)(α⊗u⊗β). 
Bemerkung 1.3.15 (Die Kettenabbildungen F undG)
Es gibt auch durchaus abstraktereMöglichkeiten, die Hochschild-Kohmologie der sym-
metrischen Algebra zu berechnen, vgl. [CE99]. Der von uns beschrittene Weg bietet je-
doch den großen Vorteil, dass uns nun explizite Kettenabbildungen F und G zwischen
Bar- und Koszul-Komplex zur Verfügung stehen, die zueinander inverse Isomorphis-
men
F˜ ∗k : H
k(HomAe(X,M)) −→ Hk(HomAe(K,M)) und
G˜∗k : H
k(HomAe(K,M)) −→ Hk(HomAe(X,M))
induzieren. Diese können auf verschiedene Arten nutzbringend eingesetzt werden:
i.) Mit obigen Kettenabbildungen ist es möglich, die Isomorphien der Kohomolo-
gie-Gruppen von Unterkomplexen (X , d∗) von (X∗, d∗) und (K , ∂∗) von (K∗, ∂∗)
zu zeigen. Dabei ist ein Unterkomplex (X , d∗) von (X∗, d∗) ein Kokettenkomplex
derart, dass X k ⊆ X∗k und d∗k+1 : X k −→ X k+1 gilt. Analog für (K , ∂∗) und
(K∗, ∂∗). Hierfür ist zunächst nachzuweisen, dass
F ∗k : X k −→ K k und
G∗k : K
k −→ X k,
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also Fk = F ∗k
∣∣
Xk
gilt und somit Gk = G∗k
∣∣
K k
wohldefinierte Kettenabbildungen
zwischen besagten Unterkomplexen sind. Lemma 1.3.12 i.) zeigt dann, dass
F ∗k ◦G∗k = homAe(·,M)(Gk ◦Fk) = idK∗k ,
also Fk ◦Gk = idKk und somit F˜k ◦ G˜k = F˜k ◦Gk = idHk(K,d∗) gilt. Hiermit folgt
die Injektivität von G˜k und die Surjektivität von F˜k. Für die umgekehrte Aussage
beachten man, dass G ◦F: (X , d∗) −→ (X , d∗) eine Kettenabbildung ist. Können
wir dann G ◦F ∼ idXk vermöge Homotopieabbildungen sk : X k −→ X k−1 nach-
weisen, so zeigt LemmaA.2.9, dass G˜k ◦ F˜k = G˜k ◦Fk = idHk(X ,d∗) gilt. Dies liefert
die Surjektivität von G˜k und die Injektivität von F˜k, also Hk(X , d∗) ∼= Hk(K, ∂∗)
vermöge den zueinander inversen Isomorphismen G˜k und F˜k. Hierbei beachte
man, dass die Existenz einer derartigen Homotopie nicht offensichtlich ist. In der
Tat besagt zwar Satz A.2.12, dass F ◦G ∼ idXk vermöge Ae-linearen Homotopie-
abbildungen sk : Xk −→ Xk+1 und somit G∗ ◦F ∗ ∼ idK∗k vermöge s∗k. Jedoch ist
in keiner Weise gewährleistet, dass sich die s∗k auf Abbildungen zwischen den
Unterkomplexen einschränken lassen und die gewünschte Homotopie s liefern.
Ist man schließlich an den Kohomologie-Gruppen eines speziellen Unterkom-
plexes HC◦(S•(V),M) von HC(S•(V),M) interessiert, so muss jetzt nur noch
sichergestellt werden, dass sich der KettenisomorphismusΞ auf eine Isomorphis-
mus zwischen (X , d∗) und HC◦(S•(V),M) einschränken lässt. Ein essentielles
Beispiel ist hierbei der stetige Hochschild-Komplex HCcont(S•(V),M), den wir
im nächsten Kapitel kennen lernen werden.
ii.) Obige Kettenabbildungen erlauben es, tiefere Erkenntnisse über die Natur von
HHk(S•(V),M) und HHkcont(S•(V),M) zu gewinnen. Im Falle symmetrischer
Bimoduln beispielsweise erhalten wir Analoga zu dem bekannten Hochschild-
Kostant-Rosenberg-Theorem1 für HHk(S•(V),M) und HHkcont(S•(V),M), siehe
Kapitel 3. Auch für die Klasse der differentiellen Bimoduln, welche die symme-
trischen als Spezialfall enthalten, lassen sich mit Hilfe der Abbildung G ähnliche
Aussagen ableiten, siehe Kapitel 4. Selbst für den Fall, dass in der Situation von
i.) nicht klar ist, dass eine Homotopie s existiert, sind G˜k injektiv und F˜k surjektiv
und liefern nützliche Informationen über HHk◦ (S
•(V),M). Dies wird beispiels-
weise für den differentiellenHHkdiff(S
•(V),M) und den stetig-differentiellen Un-
terkomplex HHkc,d(S
•(V),M) der Fall sein, welchen wir in Kapitel 4 begegnen
werden.
iii.) Die Kettenabbildungen F und G werden es uns erlauben, die Hochschild-Koho-
mologie des stetigen Unterkomplexes HCcont(S•(V),M), den wir im nächsten
Kapitel für beliebige lokalkonvexe Algebren definieren werden, zu berechnen.
Hieraus erhalten wir die Hochschild-KohomologienHHkcont(Hol(V),M) des ste-
1vgl. [Wal07, Prop 6.2.48], [CGD80]
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tigen UnterkomplexesHCcont(Hol(V),M) für vollständige lokalkonvexe2 Bimo-
dulnM. Hierbei ist (Hol(V), ∗), die durch Vervollständigung von (S•(V),∨) er-
haltene Algebra (vgl. Kapitel 2.3), für welchewir ebenfalls einHochschild-Kostant-
Rosenberg-Theorem erhalten werden. Hierfür beachte man, dass die Berechnung
der Hochschild-Kohomologie des Kokettenkomplexes HHk(Hol(V),M) ein im
Allgemeinen schwieriges Problem darstellt, die in Rahmen der Deformations-
quantisierung weitaus interessantere, stetige Hochschild-Kohomologie mit dem
hier gewählten Zugang aber ausgesprochen einfach zu erhalten ist.
2vgl. Kapitel 2
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2. Topologische Komplexe und stetige
Hochschild-Kohomologien
Wie bereits in Bemerkung 1.3.15 erwähnt, wollen wir in diesem Kapitel die stetigen
Hochschild-Kohomologien HCcont(S•(V),M) und HCcont(Hol(V),M) der lokalkon-
vex topologisiertenAlgebren S•(V) undHol(V) für lokalkonvexe Bimoduln berechnen.
Hierbei heißt ein K-Vektorraum lokalkonvex, wenn er ein topologischer Vektorraum
ist (Vektorraumoperationen sind stetig) und seine Topologie durch ein Halbnormen-
system P erzeugt wird. Dabei soll P im Folgenden immer als filtrierend1 voraussetzen
werden. Eine lokalkonvexe K-Algebra ist dann ein lokalkonvexer K-Vektorraum mit
stetiger Algebramultiplikation. Dies ist gleichbedeutend damit (vgl. Satz B.1.7), dass
für jede Halbnorm q ∈ P eine Konstante c∗ > 0 und Halbnormen p∗1, p∗2 ∈ P derart
existieren, dass für alle a, b ∈ A die Abschätzung p(a ∗ b) ≤ c∗ p∗1(v) p∗2(w) erfüllt
ist. Sei A lokalkonvex, so verstehen wir unter einem lokalkonvexen A − A-Bimodul
(M, ∗L, ∗R) einen lokalkonvexenVektorraum (M, Q)mit stetigen,K-bilinearenModul-
Multiplikationen. Dies bedeutet, dass für jedes q ∈ Q Konstanten cL, cR > 0 sowie
Halbnormen pL, pR ∈ P und qL, qR ∈ Q existieren, so dass für alle a ∈ A und alle
m ∈ M die Abschätzungen q(a∗Lm) ≤ cL pL(a) qL(m) und q(m∗R a) ≤ cR pR(a) qR(m)
gelten. Ist A unitär, so wollen wir wieder 1A ∗L m = m = m ∗R 1A für alle m ∈ M
voraussetzen.
Nach Bemerkung 1.3.15 i.) besteht die Aufgabe nun zunächst darin, einen Unter-
komplex (X , d∗) von (X∗, d∗) für A = S•(V) derart zu finden, dass Ξ einen Ketteniso-
morphismus HCcont(A,M) −→ (X , d∗) induziert. Dies wird mit Hilfe des folgenden
Abschnittes sogar für beliebige lokalkonvexe Algebren A erreichbar sein.
2.1. Vorbereitung
Gegeben eine lokalkonvexe Algebra (A, ∗) und ein lokal konvexer A−A-BimodulM,
so betrachten wir dieK-Vektorräume
HCkcont(A,M) :=

{0} k < 0
M k = 0
Hom
cont
K
(A× . . . ×A︸ ︷︷ ︸
k−mal
,M) k ≥ 1,
(2.1)
die stetigen K-multilinearen Abbildungen von Ak nach M. Mit Satz B.1.7 sind dies
wieder gerade die Elemente φ ∈ Hom
K
(A× . . . ×A,M) für welche q ∈ Q vorgegeben,
1vgl. Definition B.1.2 ii.)
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eine Konstante c > 0 und Halbnormen p1, . . . , pk ∈ P derart existieren, dass
q(φ(a1, . . . ak)) ≤ c p1(a1). . . pk(ak) ∀ a1, . . . , ak ∈ A (2.2)
gilt. Vermöge (1.1) seienK-lineare Abbildungen
δkc : HC
k
cont(A,M) −→ HCk+1cont(A,M)
definiert, und es ist zunächst zu zeigen, dass besagtes Bild unter δkc stetig ist.
Wir haben:
(δkcφ)(a1, . . . , ak+1) = a1 ∗L φ(a2, . . . , ak+1) +
k∑
i=1
(−1)iφ(a1, . . . , ai ∗ ai+1, . . . , ak+1)
+ (−1)k+1φ(a1, . . . , ak) ∗R ak+1.
Für die Stetigkeit des ersten Summanden rechnen wir mit den Abschätzungen für ∗L
und φ:
q (a1 ∗L φ(a2, . . . , ak+1)) ≤ cL pL(a1) qL(φ(a2, . . . , ak+1))
≤ cˆ pL(a1) p2(a2). . . pk+1(ak+1).
mit cˆ = cLc und c, p2, . . . , pk+1 die zu qL gehörigen Halbnormen aus (2.2). Satz B.1.7
zeigt dann die Stetigkeit, und die des letzten Summanden folgt analog. Ebenso erhalten
wir für den mittleren Summanden, dass
q(φ(a1, . . . , aiai+1, . . . , ak+1))
≤ c p1(a1). . . pi−1(ai−1) pi(ai ∗ ai+1) pi+1(ai+2). . . pk(ak+1)
≤ cˆ p1(a1). . . pi−1(ai−1) p∗1(ai) p∗2(ai+1) pi+1(ai+2). . . pk(ak+1)
mit cˆ = c∗c und pi(ai ∗ ai+1) ≤ c∗p∗1(ai) p∗2(ai+1). Die Stetigkeit von δkc (φ) folgt nun
unmittelbar mit der Stetigkeit der Vektorraumaddition in M, da kartesische Produk-
te stetiger Funktionen bezüglich den zugehörigen Produkttopologien ebenfalls stetig
sind.
Mit δk+1c ◦ δkc = 0 liefert uns dies einen Koketten-Unterkomplex (HC•cont(A,M), δc)
von (HC•(A,M), δ) und definieren die k-te stetige Hochschild-Kohomologien durch
HHkcont(A,M) :=
{
ker
(
δ0c
)
k = 0
HHkcont(A,M) = ker
(
δkc
)
/ im
(
δk−1c
)
k ≥ 1.
Für die Tensorvariante des Hochschild-Komplexes erhalten wir analoge Aussagen. Da-
bei folgt die Stetigkeit des Bildes unter δkc⊗ zum einen durch elementare Rechnung,
oder aber auch durch Rechtskomposition (1.2) mit ⊗∗k, da die ⊗k∗ vermöge der Defi-
nition der π-Topologie, also insbesondere der Stetigkeit der Abbildungen ⊗k, bijektiv
stetige auf stetige Elemente abbilden. Insbesondere bedeutet dies, dass ⊗∗ ein Ketten-
isomorphismus zwischen diesen beiden Unterkomplexen ist, was die Isomorphie derer
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Kohomologiegruppen impliziert. Wir dürfen uns also wieder auf die Tensorvariante
des besagten stetigen Hochschild-Komplexes beschränken, und es soll nun unter ande-
rem darum gehen, die Isomorphie
HHkcont(A,M) ∼= Hk
(
Hom
cont
Ae (Xc,M), d∗c
)
einzusehen. Dabei bezeichnet (Xc, dc) den topologische Bar-Komplex, welchenwir bald
kennen lernen werden.
Bemerkung 2.1.1
Gegeben lokalkonvexe Vektorräume (V1, P1), . . . , (Vk, Pk), (W, Q) und eine stetigeK-
multilineare Abbildung φ : V1× . . . ×Vk −→W, so sind im Folgenden bei Stetigkeits-
abschätzungen q(φ (v1, . . . , vk)) ≤ c p(v1). . . p(vk) mit c und p1, . . . , pk immer die nach
Satz B.1.7 zu q ∈ Q gehörige Konstante und die zu q gehörigen Halbnormen gemeint.
Hierfür mache man sich noch einmal explizit klar, dass wir Halbnormensysteme am
Anfang dieses Kapitels immer als filtrierend vorausgesetzt haben
Wir wollen an dieser Stelle an die πk-Topologie erinnern:
Definition 2.1.2 (pi-Topologie)
Gegeben lokalkonvexe Vektorräume (V1, P1), . . . , (Vk, Pk), so ist die πk-Topologie die
durch das System ΠP1×. . .×Pk , bestehend aus Halbnormen
p1⊗ . . . ⊗ pk(z) := inf
{
n∑
i=1
p1(x
i
1). . . pk(x
i
k)
}
,
aufV1⊗ . . . ⊗Vk induzierte lokalkonvexe Topologie. Hierbei ist das Infimumüber alle
Zerlegungen z =
n∑
i=1
xi1⊗ . . . ⊗xik von z zu nehmen. Der so gewonnenen lokalkonve-
xen Vektorraum sei im Folgenden mit V1⊗π . . . ⊗πVk bezeichnet. Ist es an gegebe-
ner Stelle der Lesbarkeit zuträglich, so benutzen wir das Symbol πp1,. . . ,pk anstelle von
p1⊗ . . . ⊗ pk.
Bemerkung 2.1.3
Die πk-Topologie besitzt die folgenden wichtigen Eigenschaften, siehe Kapitel B.3:
i.) Es gilt p1⊗ . . . ⊗ pk (x1⊗ . . . ⊗xk) = p1(x1). . . pk(xk) für alle separablen Elemente
x1⊗ . . . ⊗xk ∈ V1⊗π . . . ⊗πVk.
ii.) πk ist genau dann hausdorffsch, wenn alle (Vi, Pi) mit 1 ≤ i ≤ k hausdorffsch
sind.
iii.) Sind P1, . . . , Pk filtrierend, so auch
∏
P1,. . . ,Pk
.
iv.) Eine lineare Abbildung φ : V1⊗π . . . ⊗πVk −→ M ist genau dann stetig, wenn
die Abbildung φ ◦⊗k bezüglich der Produkttopologie aufV1× . . . ×Vk stetig ist,
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also für jedes q ∈ Q ein c > 0 und pi ∈ Pi mit 1 ≤ i ≤ k existieren, so dass
q(φ(v1⊗ . . . ⊗ vk)) ≤ c p(v1). . . p(vk) ∀ vi ∈ Vi, 1 ≤ i ≤ k
gilt.
Lemma 2.1.4
Gegeben eine assoziative, lokalkonvexe K-Algebra (A, ∗).
i.) Dann wird die Menge Ae = A⊗πA, versehen mit der distributiven Fortsetzung der
Multiplikation
(a⊗ b) ∗e (a˜⊗ b˜) = (a ∗ a˜)⊗(b ∗opp b˜) = (a ∗ a˜)⊗(b˜ ∗ b)
auf ganz A⊗πA, zu einer lokalkonvexen Algebra. Ist A unitär, so auch Ae.
ii.) Jeder lokalkonvexe A−A-BimodulM wird vermöge
a⊗ b ∗e m = a ∗L (m ∗R b) = (a ∗L m) ∗R b a⊗ b ∈ Ae, m ∈ M
zu einem lokalkonvexen Ae-Linksmodul.
BEWEIS: Die Algebra- und Moduleigenschaften folgen wie in Lemma 1.1.2, die Stetig-
keit der Ringaddition ist die Stetigkeit der Vektorraumaddition in (Ae, π2) als lkVR und
die Stetigkeit der Algebra-Multiplikation erhalten wir mit der Stetigkeit von ∗, da
p1⊗ p2 (z ∗e z˜) = p1⊗ p2
(∑
i
ai⊗ bi ∗e
∑
j
a˜j ⊗ b˜j
)
≤
∑
i,j
p1⊗ p2
(
ai ∗ a˜j ⊗ b˜j ∗ bi
)
=
∑
i,j
p1
(
ai ∗ a˜j
)
p2
(
bi ∗ b˜j
) ≤ c∑
i,j
p′1
(
ai
)
p′′1
(
a˜j
)
p′2
(
bi
)
p′′2
(
b˜j
)
= c
(∑
i
p′1(ai)p
′
2(bi)
)(∑
j
p′′1(a˜j)p
′′
2(b˜j)
)
für alle Zerlegungen von z, z˜ ∈ Ae und somit
πp,q (z ∗e z˜) ≤ c inf
(∑
i
p′1(ai) p
′
2(bi)
)
inf
(∑
j
p′′1(a˜j) p
′′
2 (˜bj)
)
= c πp′1,p′2 (z) p
′′
1 ⊗ p′′2 (z˜).
Dies zeigt die Stetigkeit von ∗ und folglich i.).
Für ii.) seim ∈ M und Ae ∋ z =∑i ai⊗ bi. Dann folgt für alle Zerlegungen∑i ai⊗ bi
von z, dass
q(z ∗e m) = q
(∑
i
ai(mbi)
)
≤
∑
i
q(ai(mbi)) ≤ c
∑
i
p1(ai) q
′(mbi)
≤ cˆ
∑
i
p1(ai) q
′′(m) p2(bi) = cˆ q
′′(m)
∑
i
p1(ai) p2(bi)
und somit p(zm) ≤ cˆ πp1,p2(z) q′′(m). 
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Definition 2.1.5 (Topologischer Bar-Komplex)
Gegeben eine lokalkonvexe, assoziative AlgebraA, so definierenwir den topologischen
Bar-Komplex (Xc, dc) durch die Ae-Moduln
Xck = A⊗πA⊗π . . . ⊗πA︸ ︷︷ ︸
k−mal
⊗πA
X0 = A⊗πA, X1 = A⊗πA⊗πA, X2 = A⊗πA⊗πA⊗πA
mit Ae-Multiplikation
(a⊗ b)(x0⊗x1⊗ . . . ⊗xk ⊗xk+1) := (ax0)⊗ x1⊗ . . . ⊗xk ⊗(xk+1b)
und Ae-Homomorphismen
dck : X
c
k −→ Xck−1
(x0⊗ . . . ⊗xk+1) 7−→
k∑
j=0
(−1)kx0⊗ . . . ⊗xjxj+1⊗ . . . ⊗xk+1
für k ≥ 1mit dck ◦ dck+1 = 0.
Die relevanten Eigenschaften klärt folgende Proposition:
Proposition 2.1.6
i.) Die Xck sind lokalkonvexe Ae-Moduln.
ii.) Die dck sind stetig, ebenso die exaktheitsliefernde Homotopieabbildungen:
hck : x0⊗ . . . ⊗xk+1 7−→ 1⊗x0⊗ . . . ⊗xk+1.
iii.) Ist A unitär undM ein lokalkonvexer A−A-Bimodul, so gilt:
HHkcont(A,M) ∼= Hk
(
Hom
cont
Ae (Xc,M), d∗c
)
.
BEWEIS: i.) Sei z ∈ Ae und x ∈ Xck, dann folgt:
πp0,. . . ,pk+1 (zx) = πp0,. . . ,pk+1
(∑
i
ai⊗ bi ·
∑
j
xj0⊗ . . . ⊗xjk+1
)
≤
∑
i,j
p0
(
aix
j
0
)
pk+1
(
xjk+1bi
)
πp1,. . . ,pk
(
xj1⊗ . . . ⊗xjk
)
≤ c
∑
i,j
p′0(ai) p
′′
0(x
j
0) p
′
k+1(x
j
k+1) p
′′
k+1(bi) πp1,. . . ,pk(x
j
1⊗ . . . ⊗xjk)
= c
∑
i
p′0(ai) p
′′
k+1(bi)
∑
j
p′′0(x
j
0) πp1,. . . ,pk
(
xj1⊗ . . . ⊗xjk
)
p′k+1(x
j
k+1).
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Dies zeigt
πp0,. . . ,pk+1(zx) ≤ c πp′0,p′′k+1(z) πp′′0 ,. . . ,p′k+1(x)
und somit die Stetigkeit der Modul-Multiplikation. Die Stetigkeit der Addition in
den Xck ist klar, da diese vermöge πk+2 topologische Vektorräume sind.
ii.) Mit der Stetigkeit von + sind wieder Summen stetiger Funktionen stetig und es
reicht daher, die Stetigkeit der Abbildungen:
x0⊗ . . . ⊗xk+1 7−→ x0⊗ . . . ⊗xixi+1⊗ . . . ⊗xk+1
nachzuweisen. Wir erhalten diese mit dem üblichen Infimums-Argument aus
p0⊗ . . . ⊗ pk (x0⊗ . . . ⊗xixi+1⊗ . . . ⊗xk+1)
≤ c p0(x0). . . p′i(xi) p′′i (xi+1). . . pk(xk+1),
oder unmittelbar mit Bemerkung 2.1.3. Die Stetigkeit der hck folgt auf die gleiche
Weise vermöge:
p⊗ p0⊗ . . . ⊗ pk (1⊗ x0⊗xk+1) = p(1) p0(x0). . . pk+1(xk+1).
iii.) Mit der Stetigkeit der dck ist sofort einsichtig, dass in der Tat
dc∗k+1 : Hom
cont
Ae (X
c
k,M) −→ HomcontAe (Xck+1,M)
und somit (X∗c , d
∗
c) ein wohldefinierter Kokettenkomplex ist. Es bleibt dann le-
diglich nachzuweisen, dass die Isomorphismen Ξk aus Proposition 1.1.5, in beide
Richtungen stetige auf stetige Homomorphismen abbilden. In der Tat sind dann
deren Einschränkungen Ξkc = Ξ
k|HCkcont(A,M) ebenfalls Isomorphismen und mit
Ξk+1c d
c∗
k+1 = δ
k
c Ξ
k
c
zudem Kettenabbildungen. Dies zeigt, dass die Ξ˜kc Isomorphismen sind.
Für Ξk folgt die gewünschte Eigenschaft mit stetigem ψ aus:
q
((
Ξkψ
)
(ωk)
)
= q
(
ψ(1⊗ωk⊗ 1)
) ≤ c πp0,. . . ,pk+1(1⊗ωk⊗ 1)
= c p0(1) pk+1(1)︸ ︷︷ ︸
cˆ
πp1,. . . ,pk(ωk).
Umgekehrt erhalten wir für φ ∈ HCkcont(A,M)mit Lemma 2.1.4 ii.):
q(x0⊗xk+1 ∗e φ(x1⊗ . . . ⊗xk)) ≤ c πp0,pk+1(x0⊗xk+1) q′(φ(x1⊗ . . . ⊗xk))
≤ cˆ
k+1∏
i=0
pi(xi). 
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2.2. Die stetige Hochschild-Kohomologie der Algebra S•(V)
In diesemAbschnitt wollenwir die stetigeHochschild-Kohomologie derAlgebra S•(V)
berechnen. Hierfür ist es zunächst notwendig, diese mit einer lokalkonvexen Topologie
derart auszustatten, dass die Algebramultiplikation ∨ stetig ist. Sei hierfür (V, P ) ein
lokalkonvexer Vektorraum und bezeichne P˜ das filtrierende System aller bezüglich T P
stetigen Halbnormen2. Für jedes p ∈ P˜ und jede positive Konstante |c| > 0 ist dann
insbesondere die Halbnorm |c| p in P˜ enthalten.
Jedes Sl(V) sei nun πl-topologisiert bezüglich des Halbnormensystemes P˜ . Dann ist es
insbesondere ausreichend, das Teilsystem {pl}p∈P˜ = {πp,. . . ,p}p∈Pˆ ⊆ P˜ zu betrachten.
Dennmit der Filtrationseigenschaft existiert zu jedem Satz vonHalbnormen p1, . . . , pl ∈
P˜ ein p ∈ P˜ derart, dass p ≥ pi ∀ 1 ≤ i ≤ k und folglich
p1⊗ . . . ⊗ pl ≤
l−mal︷ ︸︸ ︷
p⊗ . . . ⊗ p = pl
gilt. Ebenso zeigt man die umgekehrte Abschätzbarkeit, und da besagtes Teilsystem
ebenfalls filtrierend ist, zeigt Korollar B.1.5 iv.), dass beide Halbnormensysteme die sel-
be Topologie auf Sl(V) definieren. Diese ist gerade die durch (Tl(V), πl) auf Sl(V) in-
duzierte Teilraumtopologie.
Um nun die direkte Summe, also S•(V) lokalkonvex zu topologisieren, betrachten wir
das auf T•(V) und somit auch auf S•(V) definierte SystemP, bestehend aus den Halb-
normen
p :
∑
l
ωl 7−→
∞∑
l=0
pl(ωl)
mit p0 = ||
K
. Dieses ist ebenfalls filtrierend und insbesondere ist klar, dass dann die
Teilraumtopologien auf den Sl(V) gerade mit den πl-Topologien übereinstimmen. Des
Weiteren sei darauf hingewiesen, dass die Halbnormen p˜ =
∞∑
l=0
pli mit paarweise ver-
schiedenen pi ∈ P˜ in der Tat eine andere Topologie definieren, da die Summe nicht
endlich ist und wir im Allgemeinen kein p ∈ P˜ derart finden, dass p ≥ pi ∀ i ∈ N. Den
Hauptgrund für unsere Wahl liefert das nächste Lemma. Essentiell an besagtem Halb-
normensystem ist zudem, dass mit p ∈ P, per Konstruktion, ebenfalls die Halbnorm
pc(v) =
∞∑
l=0
|c|lpl
in P enthalten ist. Dies wird für spätere Stetigkeitsabschätzungen von hohem Nutzen
sein. Das folgende Lemma macht (S•(V),∨) schließlich zu einer lokalkonvexen Alge-
bra:
2vgl. Korollar B.1.5 ii.)
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Lemma 2.2.1
Vermöge ∨ wird (S•(V),P) zu einer assoziativen, unitären, lokalkonvexen Algebra mit sub-
multiplikativem Halbnormensystem.
BEWEIS: Zunächst erinnern wir, dass eine lokalkonvexe Algebra (A, ∗, P ) submultipli-
kativ gennant wird, falls p(a ∗ b) ≤ p(a) p(b) für alle a, b ∈ A und alle p ∈ P . Da dies
insbesondere die Stetigkeit von ∗ impliziert, reicht es, diese Relation für (S•(V),∨,P)
nachzuweisen.
Zunächst erhalten wir
p
(⊗•(α, β)) = p
∑
l,m
αl⊗βm
 =∑
k
pk
( ∑
l+m=k
αl⊗βm
)
≤
∑
l,m
pl+m (αl⊗βm) ≤
∑
l,m,il,jm
pl+m
(
αill ⊗βjmm
)
=
∑
l,m,il,jm
pl(αill ) p
m(βjmm ) =
∑
l,il
pl
(
αill
)∑
m,jm
pm
(
βjmm
)
(2.3)
für alle Zerlegungen Tl(V) ∋ αl =
∑
il
αill in separable α
il
l und T
m(V) ∋ βm =
∑
jm
βjmm
in separable βjmm . Dies zeigt
p (⊗•(α, β)) ≤
[∑
l
inf
(∑
i
pl
(
αil
))] [∑
m
inf
(∑
j
pm
(
βjm
))]
= p
(∑
l
αl
)
p
(∑
m
βm
)
,
wobei wieder das Infimum über alle Zerlegungen von αl und βm gemeint ist.
Für S : T•(V) −→ S•(V) ⊆ T•(V) folgt
pl(Syml(αl)) = p
l
(
1
l!
∑
σ∈Sl
σ∗αl
)
≤ 1
l!
∑
σ∈Sl
pl(αl) = p
l(αl),
womit
p (S(α)) = p
(∑
l
Syml(αl)
)
=
∑
l
pl(Syml(αl)) ≤
∑
l
pl(αl) = p(α).
Mit ∨ = S ◦⊗• (vgl. Abschnitt 1.3) zeigt dies
p(α ∨ β) = p((S ◦⊗•)(α, β)) ≤ p(⊗•(α, β)) ≤ p(α) p(β)
für alle α, β ∈ T•(V) und somit die Behauptung, da obige Ungleichung dann insbeson-
dere für alle α, β ∈ S•(V) ⊆ T•(V) korrekt ist. 
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Als Resultat dieses Lemmas erhalten wir mit Proposition 2.1.6 iii.), dass
HHkcont(S
•(V),M) ∼= Hk (HomcontAe (Xc,M), d∗c)
für jeden lokalkonvexen S•(V) − S•(V)- Bimodul M. Hierbei bezeichnet Xc den zu
S•(V) gehörigen, topologischen Bar-Komplex mit Ae = S•(V)⊗π S•(V).
Wir wollen nun den in Abschnitt 1.3 betrachteten Koszul-Komplex in geeigneter Wei-
se derart topologisieren, dass die Kettendifferentiale ∂k stetige Abbildungen sind und
wir somit in wohlbegründeterWeise vom topologischen Koszul-Komplex (Kc, ∂c) und
folglich auch vom stetigen Kokettenkomplex (HomcontAe (Kc,M), ∂∗c) sprechen dürfen.
Des Weiteren werden wir nachweisen, dass dann unsere Kettenabbildungen F und G
in den gegebenen Topologien ebenfalls stetig sind und somit Kettenabbildungen zwi-
schen (X∗c , d
∗
c) und (K∗c , ∂∗c) induzieren.
Definition 2.2.2 (Topologischer Koszul-Komplex)
Den Koszul-Komplex aus 1.3 vor Augen, definieren wir die topologischen Räume
Kck = S•(V)⊗π S•(V)⊗π Λk(V)
und erhalten ein erzeugendes SystemPk, vermöge den Halbnormen:
pk = p⊗ p⊗ pk = p2⊗ pk.
Mit ∂ck bezeichnen wir die durch Definition 1.3.1 auf den Kck induzierten Homomor-
phismen, von denen wir im Folgenden nachweisen werden, dass sie stetig sind. Tck ⊇
Kck sei der mit selbigem Halbnormensystem ausgestatteten Raum
T•(V)⊗π T•(V)⊗π Tk(V),
der obige Topologie als Teilraumtopologie auf Kck induziert.
Bemerkung 2.2.3
Will man die Stetigkeit einer Abbildung φ : Kck −→ Kck′ nachweisen, so reicht es, die-
se für eine Abbildung φ˜ : Tck −→ Tck′ zu zeigen, die φ auf Kck induziert, für die also
φ˜
∣∣
Kck
= φ gilt. Dies sieht man sofort daran, dass die Stetigkeitsabschätzungen für φ˜
insbesondere für die besagten Unterräume gültig sind.
Proposition 2.2.4
i.) Eine lineare Abbildung φ : Tck → Tck′ ist genau dann stetig, wenn für jedes qk′ ∈ Pk′
ein pk ∈ Pk derart existiert, dass
qk′(φ(αl⊗βm⊗u)) ≤ c pk(αl⊗βm⊗u) (2.4)
für alle separablen αl ∈ Tl(V), βm ∈ Tm(V) und u ∈ Tk(V) gilt.
ii.) Es sind alle ∂ck stetig.
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iii.) Es sind alle hk stetig.
iv.) Es sind alle Fk stetig.
v.) Es sind alle Gk stetig.
BEWEIS: i.) Ist φ stetig, so gilt besagte Relation sogar für alle Elemente in Tkc .
Für die umgekehrte Richtung sei α⊗β⊗u ∈ Tck. Dann folgt
qk′(φ(α⊗β⊗u)) = qk′
 ∑
l,m,il,jm,s
φ
(
αill ⊗βjmm ⊗us
)
≤
∑
l,m,il,jm,s
qk′
(
φ
(
αill ⊗βjmm ⊗us
))
≤
∑
l,m,il,jm,s
c pk
(
αill ⊗βjmm ⊗us
)
= c
∑
l,m,il,jm,s
pl
(
αill
)
pm
(
βjmm
)
pk(us)
für alle Zerlegungen von αl, βm und u in separable Summanden α
il
l , β
jm
m , us Dies
zeigt:
qk′(φ(α⊗ β⊗u))
≤ c
∑
l
inf
(∑
i
pl
(
αil
))∑
m
inf
(∑
i
pm
(
βim
))
inf
(∑
s
(
pk(us)
))
= c p(α) p(β) pk(u),
also die Stetigkeit von φ ◦⊗3 und somit die von φ in π3.
ii.) In Abschnitt 1.3 hatten wir eingesehen, dass
(S⊗S⊗A) ◦ ∂˜k1
∣∣∣
Kck
= ∂k1
(S⊗S⊗A) ◦ ∂˜k2
∣∣∣
Kck
= ∂k2 .
Hierbei haben wir die zusätzlichen Symmetrisierungen und Antisymmetrisie-
rungen aus reiner Bequemlichkeit eingefügt, was wegen S|S•(V) = idS•(V) und
A|Λ•(V ) = idΛ•(V ) ohne weiteres möglich ist.
Nun ist S ⊗S ⊗A stetig in Tck nach i.), denn für αl⊗βm⊗u ∈ Tck mit separablen
Faktoren folgt:
pk((S ⊗S⊗A)(αl⊗βm⊗u)) = pk (S(αl)⊗S(βm)⊗A(u))
= pl(S(αl)) p
m(S(βm)) p
k(A(u))
≤ pl(αl) pm(βm) pk(u)
= pk(αl⊗βm⊗u).
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Es bleiben die Stetigkeiten von ∂˜
k
1 und ∂˜
k
2 zu zeigen. Diese folgen mit i.) und
pk−1
(
∂˜
k
1 (αl⊗βm⊗ u)
)
= k pk−1
(
u1⊗αl⊗ βm⊗u1
)
= k pl+1(u1⊗αl) pm(βm) pk−1(u1)
= k pl(αl) p
m(βm) p
k(u)
= k pk(αl⊗βm⊗u)
sowie einer analogen Rechnung für ∂˜
k
2 . Bemerkung 2.2.3 zeigt dann die Stetigkeit
von ∂k1 und ∂
k
2 und folglich die von ∂
c
k.
iii.) Wir erinnern, dass hk =
∫ 1
0 dt t
k it ◦ δ, und zeigen zunächst die Stetigkeit von δ.
Nun war (S ⊗S⊗A) ◦ δ˜∣∣
Kck
= δ mit
δ˜ : T•(V)⊗T•(V)⊗Tk(V) −→ T•−1(V)⊗T•(V)⊗Tk+1(V)
αl⊗ β⊗ u 7−→ l
(
α1l ⊗β⊗ (αl)1⊗u
)
,
und für separable αl ∈ Tl(V), βm ∈ Tm(V) sowie u ∈ Tk(V) folgt:
pk+1
(
δ˜(αl⊗βm⊗u)
)
= p2
(
l α1l ⊗βm
)
pk+1((αl)1⊗u)
= l pl(αl) p
m(βm) p
k(u)
≤ 2l2m2k pl(αl) pm(βm) pk(u)
= pˆl(αl) pˆ
m(βm) pˆ
k(u)
= pˆk(αl⊗βm⊗u)
mit pˆ = 2p. Bemerkung 2.2.3 sowie i.) zeigen die Stetigkeit von δ.
Um die Stetigkeit von
∫ 1
0 dt t
kit nachzuweisen, erinnern wir daran, dass
∫ 1
0
dt tk it =
(S ⊗S ⊗A) ◦
∫ 1
0
dt tk
[
∞∑
l=0
l∑
s=0
ηl,st
]
︸ ︷︷ ︸
iˆt

∣∣∣∣∣∣∣∣∣∣∣
Kck
mit
ηl,st : T
•(V)⊗T•(V)⊗Tk(V) −→ T•(V)⊗T•(V)⊗Tk(V)
αl⊗β⊗u 7−→
(
l
s
)
tl−s(1− t)sα1,. . . ,sl ⊗ (αl)1,. . . ,s⊗β⊗u.
Wir rechnen für separable αl, βm und u:
pk
(∫ 1
0
dt tk iˆt (αl⊗βm⊗u)
)
= pk
(∫ 1
0
dt tk
∞∑
l′=0
l′∑
s=0
ηl
′,s
t (αl⊗βm⊗u)
)
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= pk
(∫ 1
0
dt tk
l∑
s=0
ηl,st (αl⊗βm⊗u)
)
= pk

l∑
s=0
∫ 1
0
dt tk tl−s(1− t)s
(
l
s
)
︸ ︷︷ ︸
τ ls
(
α1,. . . ,sl ⊗ (αl)1,. . . ,s⊗βm⊗u
)
= p2
(
l∑
s=0
τ ls α
1,. . . ,s
l ⊗ (αl)1,. . . ,s⊗βm
)
pk(u)
≤
l∑
s=0
τ ls p
2
(
α1,. . . ,sl ⊗ (αl)1,. . . ,s⊗βm
)
pk(u)
=
l∑
s=0
τ ls p
l−s
(
α1,. . . ,sl
)
ps
(
(αl)1,. . . ,s⊗βm
)
pk(u)
=
[
l∑
s=0
τ ls
]
pl(αl) p
m(βm) p
k(u)
=
1
k + 1
pk(αl⊗βm⊗u).
In der Tat erhalten wir die letzte Gleichheit mit
l∑
s=0
τ ls =
∫ 1
0
dt tk
l∑
s=0
(
l
s
)
tl−s(1− t)s =
∫ 1
0
dt tk[t+ (1− t)]l =
∫ 1
0
dt tk =
1
k + 1
.
Die Stetigkeit von
∫ 1
0 dt t
k it folgt abermals mit i.) und Bemerkung 2.2.3 liefert
schließlich die Behauptung.
iv.) Es ist Fk = F˜k
∣∣
Kck
für
F˜k : T
c
k −→
k+2⊗
T•(V)
α⊗ β⊗ u1⊗ . . . ⊗uk 7−→ k! (α⊗u1⊗ . . . ⊗uk ⊗β)
und
pk+2
(
F˜k(α⊗β⊗u)
)
= k! pk+2
 ∑
l,m,il,jm,i
αill ⊗ui1⊗ . . . ⊗uik ⊗βjmm

≤ k!
∑
l,m,il,jm,i
pk+2
(
αill ⊗ui1⊗ . . . ⊗uik ⊗βjmm
)
= k!
∑
l,m,il,jm,i
pl
(
αill
)
p
(
ui1
)
. . . p
(
uik
)
pm
(
βjmm
)
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= k!
∑
l,il
pl
(
αill
)∑
m,jm
pm
(
βjmm
) (∑
i
pk
(
ui
))
für alle Zerlegungen der αl, βm und von u. Hiermit folgt
pk+2
(
F˜k(α⊗β ⊗u)
)
≤ k!
∑
l
inf
(∑
i
pl
(
αil
)) ∑
m
inf
(∑
i
pl
(
βim
))
inf
(∑
i
pk
(
ui
))
= k! p(α) p(β) pk(u),
also die Stetigkeit von F˜k in π3. Die von Fk folgt analog zu Bemerkung 2.2.3, da
obige Ungleichung insbesondere für alle Elemente aus Kck korrekt ist.
v.) Wir zeigen dies wieder schrittweise. Sei hierfür
⊗k+2T•(V)⊗Tk(V) topologi-
siert vermöge den Halbnormen pk+2⊗ pk und ⊗k+2T•(V) vermöge pk+2. Wir
definieren sinngemäß zu Definition 1.3.10 iv):
δ˜k :
k+2⊗
T•(V) −→
k+2⊗
T•(V)⊗Tk(V)
α⊗u1⊗ . . . ⊗uk ⊗β 7−→
[
k∏
i=1
ni
]
α⊗u11⊗ . . . ⊗u1k ⊗β⊗ (u1)1⊗ . . . ⊗(uk)1
für deg(ui) = ni und δ˜k(α⊗u1⊗ . . .⊗uj−1⊗ 1⊗uj+1⊗ . . . uk⊗β) = 0, womit
δ =
(
k+2⊗
id⊗A ◦ δ˜k
)∣∣∣∣∣
Xck
.
Für die Stetigkeit von δ˜k sei α⊗u1⊗ . . . ⊗uk ⊗β ∈ T•(V)⊗
k⊗
n=1
Tnk(V)⊗T•(V)
mit ui für 1 ≤ i ≤ k separabel. Dann folgt(
pk+2⊗ pk) (δ˜(α⊗u1⊗ . . . ⊗uk ⊗β))
=
(
pk+2⊗ pk
)([ k∏
i=1
ni
]
α⊗ u11⊗ . . . ⊗ u1k⊗β ⊗ (u1)1⊗ . . . ⊗ (uk)1
)
=
[
k∏
i=1
ni
]
p(α) p
(
u11
)
. . . p
(
u1k
)
p(β) pk((u1)1⊗ . . . ⊗ (uk)1)
=
[
k∏
i=1
ni
]
p(α) pn1−1
(
u11
)
. . . pnk−1
(
u1k
)
p(β) pk((u1)1⊗ . . . ⊗ (uk)1)
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=
[
k∏
i=1
ni
]
p(α) pn1 (u1) . . . p
nk (uk) p(β)
≤ p˜(α) p˜n1 (u1) . . . p˜nk (uk) p˜(β)
= p˜k+2(α⊗u1⊗ . . . ⊗uk ⊗β)
mit p˜ = 2p. Den allgemeinen Fall erhalten wir vermöge obiger Ungleichung mit(
pk+2⊗ pk)(δ˜(α⊗ u1⊗ . . . ⊗uk ⊗β))
=
(
pk+2⊗ pk)
 ∑
n1,. . . ,nk
in1 ,. . . ,ink
δ˜
(
α⊗ (u1)in1n1 ⊗ . . . ⊗ (uk)inknk ⊗β
)
≤
∑
n1,. . . ,nk
in1 ,. . . ,ink
(
pk+2⊗ pk) (δ˜ (α⊗ (u1)in1n1 ⊗ . . . ⊗ (uk)inknk ⊗β))
≤
∑
n1,. . . ,nk
in1 ,. . . ,ink
p˜
k+2
(
α⊗ (u1)in1n1 ⊗ . . . ⊗ (uk)inknk ⊗β
)
= p˜(α)
∑
n1,. . . ,nk
in1 ,. . . ,ink
p˜n1
(
(u1)
in1
n1
)
. . . p˜nk
(
(uk)
ink
nk
)
p˜(β)
= p˜(α)
∑
n1
∑
in1
p˜n1
(
(u1)
in1
n1
) . . .
∑
nk
∑
ink
p˜nk
(
(u1)
ink
nk
) p˜(β)
für alle Zerlegungen der (ui)ni ∈ Tni(V), und es folgt(
pk+2⊗ pk) (δ˜(α⊗u1⊗ . . . ⊗uk ⊗β)) ≤ p˜(α) p˜(u1). . . p˜(uk) p˜(β).
Dies zeigt die Stetigkeit von δ˜ in πk+2, und mit dem üblichen Teilraumargument
ebenso die von δ.
Um die Stetigkeit von
∫ 1
0 dt1. . .
∫ tk−1
0 dtk it1,. . . ,tk nachzuweisen, definieren wir
ηm,l : T•(V)⊗Tm(V)⊗T•(V) −→
2⊗
T•(V)
α⊗u⊗β 7−→ u1,. . . ,l⊗α⊗u1,. . . ,l⊗β
mit l ≤ m sowie η0,0(α⊗ 1⊗ β) = (α⊗β). Dann folgt für
iˆ′t =
∞∑
m=0
m∑
l=0
(
m
l
)
tm−l(1− t)lηm,l
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sowie
i˜t1,. . . ,itk (α⊗u1⊗ . . . ⊗uk ⊗β⊗ω) = α⊗β ∗e
[
k∏
s=1
iˆ′ts(1⊗ us⊗ 1)
]
⊗ω
mit
∏
das Produkt (α⊗u⊗β) · (α′⊗u′⊗β′) = α⊗α′⊗u⊗u′⊗β⊗β′ und
α⊗β ∗e αˆ⊗ βˆ⊗ω = α⊗ αˆ⊗ βˆ⊗β⊗ω, dass
it1,. . . ,tk =
[
(S⊗S⊗ id) ◦ i˜t1,. . . ,tk
]∣∣∣⊗k+2 S•(V)⊗Λk(V).
Sei nun αp⊗u1⊗ . . . ⊗uk ⊗βq ⊗ω ∈
k+2⊗
T•(V)⊗Tk(V)mit deg(ui) = pi,
deg(αp) = p und deg(βq) = q. Für αp, βq, ui separabel und ω ∈ Tk(V) beliebig
erhalten wir:
pk
(∫ 1
0
dt1. . .
∫ tk−1
0
dtk i˜t1,. . . ,tk(αp⊗ u1⊗ . . . ⊗ uk ⊗βq ⊗ω)
)
= p2
(∫ 1
0
dt1. . .
∫ tk−1
0
dtk αp⊗ βq ∗e
k∏
i=1
iˆ
′
ti(1⊗ui⊗ 1)
)
p
k(ω)
= pk(ω) p2
αp⊗ βq ∗e

∞∑
mi=0
1≤i≤k
mi∑
li=0
1≤i≤k
∫ 1
0
dt1. . .
∫ tk−1
0
dtk
k∏
i=1
(
mi
li
)
t
mi−li
i (1− ti)
li
︸ ︷︷ ︸
τ
m1,. . . ,mk
l1,. . . ,lk
·
η
mi,li(1⊗ ui⊗ 1)


= pk(ω) p2
αp⊗ βq ∗e
 pi∑
li=0
1≤i≤k
τ
p1,. . . ,pk
l1,. . . ,lk
k∏
i=1
u
1,. . . ,li
i ⊗ (ui)1,...,li


= pk(ω) p2
 pi∑
li=0
1≤i≤k
τ
p1,. . . ,pk
l1,. . . ,lk
αp⊗u
1,. . . ,l1
1 ⊗ . . . ⊗ u
1,. . . ,lk
k ⊗ βq ⊗ (u1)1,. . . ,l1 ⊗ . . . ⊗ (uk)1,. . . ,lk

≤ pk(ω)
pi∑
li=0
1≤i≤k
τ
p1,. . . ,pk
l1,. . . ,lk
p
2
(
αp⊗ u
1,. . . ,l1
1 ⊗ . . . ⊗u
1,. . . ,lk
k ⊗ βq ⊗ (u1)1,. . . ,l1 ⊗ . . . ⊗ (uk)1,. . . ,lk
)
= pk(ω)
pi∑
li=0
1≤i≤k
τ
p1,. . . ,pk
l1,. . . ,lk
p
p
(
αp
)
p
p1−l1
(
u
1,. . . ,l1
1
)
. . . p
pk−lk
(
u
1,. . . ,lk
k
)
·
p
q
(
βq
)
p
l1
(
(u1)1,. . . ,l1
)
. . . p
lk
(
(uk)1,. . . ,lk
)
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= pk(ω)
 pi∑
li=0
1≤i≤k
τ
p1,. . . ,pk
l1,. . . ,lk
 pp(αp) pp1(u1). . . ppk (uk) pq(βq)
=
1
k!
(
p
k+2⊗ pk
)
(αp⊗ u1⊗ . . . ⊗uk ⊗ βq ⊗ω).
In der Tat erhalten wir die letzte Gleichheit mit:
pi∑
li=0
1≤i≤k
τ l1,. . . ,lkp1,. . . ,pk =
∫ 1
0
dt1. . .
∫ tk−1
0
dtk
k∏
i=1
pi∑
li=0
(
pi
li
)
tpi−li(1− ti)li
=
∫ 1
0
dt1. . .
∫ tk−1
0
dtk =
1
k!
.
Sei φ =
∫ 1
0 dt1. . .
∫ tk−1
0 dtk i˜t1,. . . ,tk , so folgt für beliebige α =
∑
p αp, β =
∑
q βq
und ui =
∑
i(ui)pi mit αp ∈ Tp(V), βq ∈ Tp(V) sowie(ui)pi ∈ Tpi(V):
pk(φ(α⊗u1⊗ . . . ⊗uk ⊗β⊗ω))
= pk
 ∑
p,q,pj
i0,...,ik+1
φ
(
αi0p ⊗ (u1)i1p1 ⊗ . . . ⊗ (uk)ikpk ⊗ βik+1q ⊗ω
)
≤
∑
p,q,pj
i0,...,ik+1
pk
(
φ
(
αi0p ⊗ (u1)i1p1 ⊗ . . . ⊗ (uk)ikpk ⊗ βik+1q ⊗ω
))
≤
∑
p,q,pj
i0,...,ik+1
(
pk+2⊗ pk) (αi0p ⊗ (u1)i1p1 ⊗ . . . ⊗ (uk)ikpk ⊗βik+1q ⊗ω)
=
(∑
p,i0
pp
(
αi0p
))(∑
p1,i1
pp1
(
(u1)
i1
p1
))
. . .
( ∑
pk,ik
ppk
(
(uk)
ik
pk
))( ∑
q,ik+1
pq
(
βik+1q
))
pk(ω),
und somit
pk(φ(α⊗u1⊗ . . . ⊗uk ⊗β⊗ω)) ≤ p(α) p(u1). . . p(uk) p(β) pk(ω). 
Wir befinden uns nun in folgender Situation:
Bemerkung 2.2.5
Mit Proposition 2.2.4 ii.) ist der Kokettenkomplex (HomcontAe (Kc,M), ∂∗c) ein Unterkom-
plex von (HomAe(K,M), ∂∗), und ebenso war (HomcontAe (Xc,A), d∗c) ein Unterkomplex
von (HomAe(X,A), d∗) . Mit Proposition 2.2.4 sind F und G stetige Kettenabbildun-
gen. Folglich bilden F ∗ undG∗ stetige auf stetige Homomorphismen ab und definieren
somit Kettenabbildungen Fk = F ∗k
∣∣
X∗k
und Gk = G∗k
∣∣
K∗k
zwischen obigen stetigen Un-
terkomplexen. Nach Bemerkung 1.3.15 i.) bedeutet dies die Injektivität von F˜k und die
Surjektivität von Gk.
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Für die umgekehrte Aussage nehmen wir an, die Kettenabbildung Ω = F ◦G mit
Ωk = Fk ◦Gk : Xk 7−→ Xk und
Ωk ◦ dk+1 = dk+1 ◦Ωk+1 (2.5)
wäre homotop zu der Identität auf X, vermöge einer stetigen, Ae-linearen Homotopie
s. Dies war eine Familie von stetigen Ae-Homomorphismen {sk}k∈N mit sk : Xck −→
Xck+1 derart, dass:
Fk ◦Gk − idXk = dk+1sk + sk−1dk ∀ k ∈ N (2.6)
gilt. Mit der Ae-Linearität liefert Anwenden des homAe(·,M)-Funktors, dass
G∗k ◦F ∗k − idHomAe (Xk,M) = d∗ks∗k−1 + s∗kd∗k+1
und die Stetigkeit zeigt:
Gk ◦Fk − id
Hom
cont
Ae (X
c
k,M)
= d∗ks
∗
k−1 + s
∗
kd
∗
k+1.
Mit den Definitionen dk = d∗k+1 und s
k = s∗k−1 bedeutet dies
Gk ◦Fk − id
Hom
cont
Ae (X
c
k,M)
= dk−1sk + sk+1dk, (2.7)
also Gk ◦Fk ∼ id
Hom
cont
Ae (X
c
k,M)
und folglich G˜k ◦ F˜k = idHk((HomcontAe (Xc,M),d∗c)).
Dies bedeutet G˜k ◦ F˜k = idHk((HomcontAe (Xc,M,d∗c))), also die Surjektivität von G˜
k und die
Injektivität von F˜k.
Um besagte Homotopie s zu konstruieren gehen wir den in [Wei09, Kapitel 5] beschrit-
tenen Weg. Hierfür benötigen wir das Konzept der Ae-Linearisierung von K-linearen
Abbildungen φ : Xk −→ Xk′ zwischen Bar-Moduln.
Definition 2.2.6
Gegeben eine K-lineare Abbildung φ : Xs → Xr, so ist die Ae-Linearisierung von φ
definiert durch:
φ : Xs −→ Xr
v⊗αs⊗w 7−→ v⊗w ∗e φ(1⊗αs⊗ 1).
(2.8)
Diese istK-linear, alsomit Korollar B.3.5 durch (2.8) wohldefiniert. SeiX′s = A⊗Xs⊗A,
dann definieren wir die Ae- sowieK-linearen Abbildungen:
φ′ : X′s −→ X′r
v⊗ v′⊗αs⊗w′⊗w 7−→ v⊗φ(v′⊗αs⊗w′)⊗w,
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ps : Xs −→ X′s
v⊗αs⊗w 7−→ v⊗ 1⊗αs⊗ 1⊗w,
ir : X
′
r −→ Xr
v⊗ v′⊗αs⊗w′⊗w 7−→ v⊗w ∗e v′⊗αs⊗w′.
Hiermit lässt sich φ auch schreiben als φ = ir ◦φ′ ◦ ps. Weiterhin folgt unmittelbar
it ◦ pt = idXt .
Folgende Proposition liefert uns einige wichtige Eigenschaften.
Proposition 2.2.7
Gegeben seienK-lineare Abbildungen ψ : Xs −→ Xt und φ : Xt −→ Xr. Dann gilt:
i.) Es gilt idXs = idXs , zudem ist die Ae-Linearisierung aufgefasst als Abbildung
: Hom
K
(Xs,Xt) −→ HomAe(Xs,Xt)
K-linear.
ii.) Für Ae-lineares φ ist φ = φ, also insbesondere dk = dk und Ωk = Ωk.
iii.) Ist ir ◦φ′ = φ ◦ it, so gilt φ = φ und φ ◦ψ = φ ◦ψ. Im Speziellen ist dies für alle dk der
Fall.
iv.) Im lokalkonvexen Fall gilt: Ist φ stetig, so auch φ.
BEWEIS: i.) und ii.) sind unmittelbar klar und iii.) folgt mit
φ = ir ◦φ′ ◦ pt = φ ◦ it ◦ pt = φ ◦ idXt = φ.
Um die zweite Aussage zu zeigen, rechnen wir
(φ ◦ψ)′(v⊗ v′⊗αs⊗w′⊗w) = v⊗
[
(φ ◦ψ)(v′⊗αs⊗w′)
]⊗w
= φ′(v⊗ψ(v′⊗αs⊗w′)⊗w)
= (φ′ ◦ψ′) (v⊗ v′⊗αs⊗w′⊗w),
und erhalten
φ ◦ψ = ir ◦φ′ ◦ψ′ ◦ ps = φ ◦ it ◦ψ′ ◦ ps = φ ◦ψ.
Die letzte Behauptung folgt mit
(ik−1 ◦ d′k)(v⊗x0⊗ . . . ⊗xk+1⊗w) = ik−1 (v⊗ dk(x0⊗ . . . ⊗xk+1)⊗w)
= v⊗w ∗e
k∑
j=0
(−1)k x0⊗ . . . ⊗xjxj+1⊗ . . . ⊗xk+1
= (dk ◦ ik)(v⊗x0⊗ . . . ⊗xk+1⊗w).
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Für iv.) sei φ stetig, dann folgt mit der Stetigkeit von ∗e:
qk+2
(
φ (v⊗α1⊗ . . . ⊗αk ⊗w)
)
= qk+2(v⊗w ∗e φ(1⊗α1⊗ . . . ⊗αk ⊗ 1))
≤ c p21(v⊗w) pk+22 (1⊗α1⊗ . . . ⊗αk ⊗ 1)
= cp2(1)
2 p1(v) p1(w) p2(α1). . . p2(αk).
Dies zeigt die Stetigkeit in πk+2 und beendet den Beweis. 
Folgendes Lemma liefert uns schließlich die erwünschte Homotopie s.
Lemma 2.2.8
Es ist idXk − Ωk = dk+1sk + sk−1dk, also Ω ∼ idX vermöge der Ae-linearen Homotopie
sk : Xk −→ Xk+1, die für k ≥ 0 rekursiv definiert ist durch:
sk = hk(idXk −Ωk − sk−1dk) mit s0 = 0.
Hierbei bezeichnet h die exaktheitsliefernde Homotopie aus Proposition 2.1.6 ii.). Zudem ist
sk : X
c
k −→ Xck+1, aufgefasst als Abbildung zwischen den lokalkonvexen Vektorräumen Xck
und Xck+1 stetig.
BEWEIS: Die Stetigkeit der sk folgt unmittelbar aus der Stetigkeit der definierenden
Abbildungen3 und Proposition 2.2.7 iv.). Die Ae-Linearität ist ebenfalls klar.
Für den Induktionsanfang rechnen wir mit Proposition 2.2.7:
d2s1 −✟✟s0d1 = d2h1 (idX1 − Ω1 − ✟✟s0d1) iii.)= (d2h1) (idX1 − Ω1)
(1.5)
= (idX1 − h0d1) (idX1 − Ω1) i.),ii.)= idX1 − Ω1 − h0d1 + h0d1Ω1
(2.5)
= idX1 − Ω1,
wobei wir im letzten Schritt zudem Ω0 = idAe benutzt haben. Für die höheren Grade
folgt:
dk+1sk = (dk+1hk)(idXk − Ωk − sk−1dk)
= (idXk −hk−1dk)(idXk − Ωk − sk−1dk)
= idXk − Ωk − sk−1dk − hk−1(dk − dkΩk − (dksk−1)dk)
= idXk − Ωk − sk−1dk − hk−1(dk − Ωk−1dk − (idXk − Ωk−1 − sk−2dk−1)dk)
= idXk − Ωk − sk−1dk.

Dies zeigt schließlich folgenden Satz:
3vgl. Proposition 2.2.4
53
2 Topologische Komplexe und stetige Hochschild-Kohomologien
Satz 2.2.9
Gegeben ein lokalkonvexer S•(V)− S•(V)-BimodulM, dann gilt:
HHkcont
(
S•(V),M
) ∼= Hk(HomcontAe (Xc,M), d∗c) ∼= Hk(HomcontAe (Kc,M), ∂∗c ).
IstM zudem symmetrisch, so ist:
HHkcont(S
•(V),M) ∼= HomcontAe
(Kck,M).
BEWEIS: Die erste Isomorphie hatten wir bereits eingesehen. Die zweite folgt nun un-
mittelbar mit Bemerkung 2.2.5, dawir mit Lemma 2.2.8 die benötigte stetigeHomotopie
gefunden haben. Die letzte Aussage folgt wie für Satz 1.3.8, da auch hier ker(∂∗k+1) = K∗k
und im(∂∗k) = 0 erfüllt ist. 
2.3. Die stetige Hochschild-Kohomologie der Algebra Hol(V)
Sei im Folgenden V ein hausdorffscher, lokalkonvexer Vektorraum. Wir beginnen mit
der folgenden, klärenden Proposition:
Proposition 2.3.1
i.) Gegeben ein hlkVRV, so existiert eine bis auf lineare Homöomorphie eindeutig bestimm-
te vollständige, hausdorffsche, submultiplikative, lokalkonvexe Algebra (Hol(V),PH , ∗),
die (S•(V),P,∨) im isometrischen Sinne als dichte Unteralgebra enthält. Diese ist zu-
dem assoziativ und unitär.
ii.) Jeder hausdorffsche, lokalkonvexe S•(V) − S•(V)-Bimodul (M, ∗L, ∗R) vervollständigt
zu einem hausdorffschen, lokalkonvexen Hol(V) −Hol(V)-Bimodul (Mˆ, ∗ˆL, ∗ˆR).
BEWEIS: i.) Zunächst ist nach Satz B.3.7 v.) mit V ebenfalls jedes
(
Sk(V), πk
)
haus-
dorffsch und es ist offensichtlich, dass dies dann ebenfalls für (S•(V ),P) der Fall
ist. Es folgt mit Satz B.2.5, dass die bis auf lineare Homöomorphie eindeutig be-
stimmte Vervollständigung
(
Hol(V),PH
)
=
(
Ŝ•(V), Pˆ
)
existiert und ebenfalls
hausdorffsch ist. Weiter folgt, dass die bilineare Abbildung
∨˜ : i(S•(V))× i(S•(V)) −→ i(S•(V)) ⊆ Hol(V)
(x, y) 7−→ i(i−1(x) ∨ i−1(y))
als Verkettung stetiger Funktionen stetig ist. Hierbei haben wir benutzt, dass die
stetige Isometrie i aus Satz B.2.5 ein Homöomorphismus zwischen (S•(V),P)
und (i(S•(V)), Pˆ) ist. Mit i(S•(V)) = Hol(V) liefert uns Satz B.2.8 eine eindeu-
tig bestimmte stetige, bilineare Fortsetzung
∗ : Hol(V) ×Hol(V) −→ Hol(V),
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und wegen
pˆ(x ∗ y) = lim
α×β
p (xα∨˜yβ) ≤ lim
α×β
p(xα) p(yβ) = pˆ(x) pˆ(y)
ist (Hol(V), Pˆ, ∗) zudem submultiplikativ. Hierbei ist x, y ∈ Hol(V) mit Netzen
i(S•(V)) ⊇ {xα}α∈I → x, i(S•(V)) ⊇ {yβ}β∈J → y.
Für die Unitarität betrachten wir das Element Hol(V) ∋ 1˜ := i(1S•(V)) und erhal-
ten für ein Netz i(S•(V)) ⊇ {xα}α∈I → x ∈ Hol(V) sowie 1ˆ =
{
1˜
}
die konstante
Folge 1˜, dass:
1ˆ ∗ x = lim
n×α
{i(1S•(V))} ∨˜ xα = lim
α
xα = x.
Spätestens hier ist nun auch klar, dass wir vermöge i die Räume (S•(V),∨) und
i(S•(V), ∨˜) identifizieren dürfen. Für dieAssoziativität rechnenwir daher in Kurz-
schreibweise mit x, y, z ∈ Hol(V):
x ∗ (y ∗ z) = lim
α×(β×γ)
xα ∨ (yβ ∨ zγ) = lim
(α×β)×γ
(xα ∨ yβ) ∨ zγ = (x ∗ y) ∗ z,
da definitionsgemäß {yβ ∨ zγ}β×γ∈J×L → y ∗ z und {xα ∨ yβ}α×β∈I×J → x ∗ y.
ii.) Zunächst ist wieder klar, dass für jeden solchen BimodulM eine Vervollständi-
gung Mˆ existiert. Des Weiteren induzieren ∗L und ∗R stetige, bilineare Abbil-
dungen auf den dichten Teilräumen i(S•(V)) ⊆ Hol(V) und i′(M) ⊆ Mˆ , womit
stetige bilineare Fortsetzungen ∗ˆL und ∗ˆR existieren. Die Hol(V)-Verträglichkeit,
also 1ˆ∗ˆLmˆ = mˆ = mˆ∗ˆR1ˆ für alle mˆ ∈ Mˆ folgt dann wie die Unitarität in i.), und
die Vererbung der Bimoduleigenschaft wie die Assoziativität in i.). 
Punkt ii.) ist unter anderem als Motivation dafür gedacht, dass überhaupt derartige
Hol(V) − Hol(V)-Bimoduln existieren. Als wichtiges Resultat aus i.) erhalten wir um-
gehend:
Korollar 2.3.2
Gegeben ein hlkVRV und ein lokalkonvexer Hol(V)−Hol(V)-BimodulM, so gilt:
HHkcont(Hol(V),M) ∼= Hk
(
Hom
cont
Ae (Xc,M), d∗c
)
.
Hierbei bezeichnet (Xc, dc) den zu A = Hol(V) gehörigen, topologischen Bar-Komplex.
BEWEIS: Dies folgt schon wie im letzten Abschnitt aus Proposition 2.1.6 iii.), da
(Hol(V),PH , ∗) mit Proposition 2.3.1 eine lokalkonvexe, unitäre und assoziative K-
Algebra ist. 
Wir wollen den Raum Hol(V) zunächst mit ein wenig Anschauung füllen. Hierfür de-
finieren wir:
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Definition 2.3.3
Gegeben ein hlkVR (V, P ) sowie die topologischen Räume
(
Ŝk(V), pˆk
)
.
Wir bezeichnen mit
(∏
Ŝ•(V)
,P×
)
den hlkVR
∏
Ŝ•(V)
=
{
∞∏
k=0
Ŝk(V) ∋ ωˆ = (ωˆ0 , ωˆ1 , ωˆ2 , . . . )
∣∣∣∣∣ p×(ωˆ) =
∞∑
k=0
pˆk(ωˆk) <∞, ∀ p ∈ P˜
}
.
Zusammen mit Satz B.2.5 zeigt der Folgende, dass wir (Hol(V),PH) mit dem Potenz-
reihenraum
(∏
Ŝ•(V)
,P×
)
identifizieren dürfen.
Satz 2.3.4 (Potenzreihen)
Gegeben ein hlkVR (V, P ), dann gilt:
i.)
(∏
Ŝ•(V)
,P×
)
ist vollständig.
ii.)
∞⊕
k=0
Ŝk(V), topologisiert vermöge P×, ist folgendicht in
(∏
Ŝ•(V)
,P×
)
.
iii.) (S•(V),P) ist dicht in
(∏
Ŝ•(V)
,P×
)
vermöge isometrischer Einbettung:
i :
∑
k
ωk 7−→
∞∏
k=0
ik(ωk)
∞∑
k=0
pk 7−→
∞∑
k=0
pˆk.
Dabei bezeichnen die ik die Isometrien ik : Sk(V) →֒ Ŝk(V).
BEWEIS: i.) Sei {ωˆα}α∈I ⊆
∏
Ŝ•(V)
ein Cauchynetz, dann existiert für jedes ǫ ≥ 0 ein
αǫ ∈ I , so dass:
∞∑
k=0
pˆk
(
ωˆkα − ωˆkβ
)
< ǫ ∀ α, β ≥ αǫ ∈ I.
Damit ist insbesondere
{
ωˆkα
}
α∈I
⊆ Ŝk(V) für jedes k ∈ N ein Cauchynetz, womit{
ωˆkα
}
α∈I
→ ωˆk mit eindeutigem ωˆk ∈ Ŝk(V) gilt.
Wir definieren ωˆ =
∞∏
k=0
ωˆk und behaupten, dass dann p×(ωˆ) < ∞ für alle p ∈ P˜
sowie {ωˆα}α∈I → ωˆ erfüllt ist.
Nun gilt
p×(ωˆα) ≤ p×(ωˆα − ωˆαǫ) + p×(ωˆαǫ) < ǫ+ p×(ωˆαǫ) = c˜ ∀ α ≥ αǫ ∈ I
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und folglich:
n∑
k=0
pˆk
(
ωˆkα
)
≤ p×(ωˆα) < c˜ ∀ α ≥ αǫ ∈ I, ∀ n ∈ N.
Hiermit erhalten wir
τn =
n∑
k=0
pˆk
(
ωˆk
)
=
n∑
k=0
lim
α
pˆk
(
ωˆkα
)
= lim
α
n∑
k=0
pˆk
(
ωˆkα
)
≤ cˆ ∀ n ∈ N,
womit {τn}n∈N eine Cauchyfolge ist, da alle Summanden positiv sind. Die zeigt
die Existenz des Limes n→∞ und es folgt:
p×(ωˆ) = lim
n
n∑
k=0
pˆk
(
ωˆk
)
= lim
n
τn ≤ cˆ <∞.
Für die Konvergenzaussage beachten wir, dass
µn =
n∑
k=0
pˆk
(
ωˆkα − ωˆkβ
)
≤ p×
(
ωˆα − ωˆβ
)
< ǫ ∀ α, β ≥ αǫ,
womit µn eine Cauchyfolge ist und der Limes existiert. Es folgt:
n∑
k=0
pˆk
(
ωˆk − ωˆkβ
)
= lim
α
n∑
k=0
pˆk
(
ωˆkα − ωˆkβ
)
≤ ǫ ∀ β ≥ αǫ, ∀ n ∈ N.
Dies zeigt
p×
(
ωˆ − ωˆβ
)
= lim
n
n∑
k=0
pˆk
(
ωˆk − ωˆkβ
)
≤ ǫ ∀ β ≥ αǫ,
also {ωˆα}α∈I → ωˆ ∈
∏
Ŝ•(V)
.
ii.) Sei
∏
Ŝ•(V)
∋ ωˆ = (ωˆ0, ωˆ1, ωˆ2, . . . ) und
∞⊕
k=0
Ŝk(V) ∋ ωˆn =
(
ωˆ0, ωˆ1, . . . , ωˆn, 0, 0, 0, . . .
)
.
Dann ist lim
n
p×(ωˆn) = limn
n∑
k=0
pˆk(ωˆk) = p×(ωˆ) = c < ∞, also
{
p×(ωˆn)
}
n∈N
eine
Cauchyfolge, womit p×(ωˆm − ωˆn) =
m∑
k=n+1
pˆk(ωˆk) = | p×(ωˆm) − p×(ωˆn)| < ǫ für
alle m ≥ n ≥ Nǫ. Es folgt
p×(ωˆ − ωˆn) = limm p×(ωˆm − ωˆn) = limm | p×(ωˆm)− p×(ωˆn)| ≤ ǫ ∀ n ≥ Nǫ
und somit {ωˆn}n∈N → ωˆ.
iii.) Seien ωˆ und ωˆn wie in ii.). Wir fassen P ×N als gerichteteMenge auf4 undwählen
4vgl. Definition B.2.3 ii.)
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für jedes Element (p, n) ein kp,n ∈ N derart, dass
p×(ωˆ − ωˆk) <
1
2n
∀ k ≥ kp,n
gilt, was nach ii.) ohne Einschränkung möglich ist.
Ferner denken wir uns S•(V) ⊆
∞⊕
k=0
Ŝk(V) isometrisch eingebettet und finden für
jedes k ∈ N ein Netz {ωkαk}αk∈Ik ⊆ Sk(V)mit {ωkαk}αk∈Ik → ωˆk ∈ Ŝk(V).
Für besagtes (p, n) und 0 ≤ k ≤ kp,n bedeutet dies die Existez von Indizes αk ∈ Ik
derart, dass
pˆk
(
ωˆk − ωkαk
)
<
1
2n(kp,n + 1)
.
Wir definieren ωp,n =
(
ω0α1 , ω
1
α2 , . . . , ω
kp,n
αkp,n , 0, 0, 0, . . .
)
, womit
p×
(
ωˆkp,n − ωp,n
)
=
kp,n∑
k=0
pˆk
(
ωˆk − ωkαk
)
<
1
2n
und folglich für alle (p′, n′) ≥ (p, n):
p×(ωˆ − ωp′,n′) ≤ p×
(
ωˆ − ωˆkp′,n′
)
+ p×
(
ωˆkp′,n′ − ωp′,n′
)
≤ p′×
(
ωˆ − ωˆkp′,n′
)
+ p′×
(
ωˆkp′,n′ − ωp′,n′
)
<
1
2n′
+
1
2n′
≤ 1
n
.
Dies zeigt {ωp,n}P×N → ωˆ und mit Bemerkung B.2.2 iii.) die Behauptung. 
Bemerkung 2.3.5
Obiger Satz besagt also insbesondere, dass die Vervollständigung von (S•(V),P) be-
reits durch die Vervollständigungen der
(
Sk, πk
)
festgelegt ist. Des Weiteren ist es so-
gar möglich, jedes ωˆ ∈ Ŝ•(V) durch eine Folge in {ωn}n∈N ⊆
∞⊕
k=0
Ŝk(V) zu approxi-
mieren. Die Schwierigkeit liegt hierbei also in der Vervollständigung der
(
Sk, πk
)
, die
für unendlich-dimensionalesV im Allgemeinen alles andere als trivial ist. Für endlich-
dimensionalesV hingegen ist
(
Sk, πk
)
bereits vollständig, vgl. Beispiel 2.3.6 i.).
Beispiel 2.3.6 (Holomorphe Funktionen)
i.) Wir versehen den VektorraumCn∗mit der üblichen euklidischenNormtopologie.
Mit der Äquvivalenz aller Normen auf Cn∗ können wir uns wahlweise auf das
System, bestehend aus allen bezüglich der Maximumsnorm
pmax(x) =
n∑
i=1
|xi| mit x =
n∑
i=1
xi e
i
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stetigen Halbnormen festlegen, und verschaffen uns so ein filtrierendes System P˜
auf Cn∗. Dieses enthält dann insbesondere wieder alle Normen der Form |c| pmax
für positive Konstanten |c|. Die symmetrische Algebra sei wie in Abschnitt 2.1
topologisiert vermögeP.
Wir behaupten zunächst, dass
pkmax(z) =
n∑
i1,. . . ,ik
|ai1 , . . . , aik | (2.9)
für alle T•(Cn∗) ∋ z =
n∑
i1,. . . ,ik
ai1,. . . ,ike
i1 ⊗ . . . ⊗ eik gilt. Hierbei beachte man,
dass dann (2.9)mit unserer Konvention ei1∨. . .∨eik = 1k!
∑
σ∈Sk
eσ(i1)⊗ . . . ⊗ eσ(ik)
ebenso für alle S•(Cn∗) ∋ z =
n∑
i1,. . . ,ik
ai1,. . . ,ike
i1 ∨ . . . ∨ eik richtig ist. Bezeichne
hierfür pk⊗ die durch (2.9) charakterisierte Norm, dann gilt
pkmax(z) ≤
n∑
i1,. . . ,ik
|ai1,. . . ,aik ei1 | · |ei2 |. . . |eik | = pk⊗(z)
per Definition von pkmax. Mit der Normeigenschaft von p
⊗ k folgt weiter, dass
pk⊗(z) ≤
∑
i
pk⊗(z
i) =
∑
i
pkmax(z
i)
für alle Zerlegungen z =
∑
i
zi in separable zi = xi1⊗ . . . ⊗xik richtig ist. Dabei
folgt die zweite Gleichheit mit xj =
∑
ij
(xj)ije
ij aus:
pk⊗(x1⊗ . . . ⊗xk) =
n∑
i1,. . . ,ik
|(x1)i1 · . . . · (xk)ik | =
n∑
i1,. . . ,ik
|(x1)i1 | · . . . · |(xk)ik |
= pmax(x1) · . . . · pmax(xk) = pkmax(x1⊗ . . . ⊗xk).
Umdie Vervollständigung (Hol(Cn∗), Pˆ) von (S•(Cn∗),P) zu charakterisieren be-
achten wir, dass für festes k ∈ N die Topologie auf Sk(Cn∗) bereits durch die
Norm pkmax erzeugt wird. Dies folgt unmittelbar aus Korollar B.1.5 iii.), da mit
Satz B.1.4 vi.) p ≤ |c| pmax für alle p ∈ P˜ und somit ebenfalls pk ≤ |c|kpkmax für alle
p ∈ P˜ gilt. Bemerkung B.2.2 i.) zeigt dann, dass wir lediglich Folgenvollständig-
keit nachweisen müssen, wenn wir ̂Sk(Cn∗) = Sk(Cn∗) zeigen wollen. Sei hierfür
{zn}n∈N ⊆ Sk(Cn∗) eine Cauchyfolge, dann ist
n∑
i1,. . . ,ik
|ami1,. . . ,ik − ani1,. . . ,ik | = pkmax(zm − zn) < ǫ ∀m,n ≥ Nǫ,
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und mit der Vollständigkeit von C zeigt dies, dass ani1,. . . ,ik −→ ai1,. . . ,ik ∈ C.
Eine analoge Abschätzung liefert zn −→
n∑
i1,. . . ,ik
ai1,. . . ,ike
i1 ∨ . . . ∨ eik ∈ Sk(Cn∗),
was die Folgenvollständigkeit beweist. Hierbei ist wesentlich eingegangen, dass
Sk(Cn∗) eine endliche Basis besitzt.
Nach Satz 2.3.4 ist dann
Hol(Cn∗) =
{
∞∏
k=0
Sk(Cn∗) ∋ ωˆ = (ω0 , ω1 , ω2 , . . . )
∣∣∣∣∣
∞∑
k=0
pk(ωk) <∞, ∀ p ∈ P˜
}
,
und für pz = |z|pmax bedeutet dies:
pz(ω) = pz
 ∞∏
k=0
n∑
i1,. . . ,ik
ai1,. . . ,ike
i1 ∨ . . . ∨ eik

=
∞∑
k=0
pkz
 n∑
i1,. . . ,ik
ai1,. . . ,ike
i1 ∨ . . . ∨ eik

=
∞∑
k=0
n∑
i1,. . . ,ik
|ai1,. . . ,ik ||z|k
<∞.
(2.10)
Vermöge der bijektiven Zuordnung
Polk(Cn)←→ Sk(Cn∗)
ai1,. . . ,ikz
i1 . . . zik ←→ ai1,. . . ,ikei1 ∨ . . . ∨ eik ,
(2.11)
ist jedes Sk(Cn∗) isomorph zu Polk(Cn), dem Raum der Polynome k-ten Grades
auf Cn. Für
 z1...
zn
 ∈ Cn sei |z| = max
0≤i≤n
|zi|. Dann zeigen (2.10) und (2.11),
dass jedes Element aus Hol(Cn∗) einer absolut konvergenten Potenzreihe auf Cn
entspricht. Umgekehrt ist für jede derartige Potenzreihe
∞∑
k=0
n∑
i1,. . . ,ik
|ai1,. . . ,ik ||z|k <∞ ∀ |z| ≥ 0,
und da p ≤ |z| pmax für alle p ∈ P˜ , folgt:
p
 ∞∑
k=0
n∑
i1,. . . ,ik
ai1,. . . ,ike
i1 ∨ . . . ∨ eik
 ≤ ∞∑
k=0
n∑
i1,. . . ,ik
|ai1,. . . ,ik ||z|k <∞.
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Insgesamt zeigt dies, dass wir
(
Hol(Cn∗), Pˆ
)
mit den auf Cn absolut konvergen-
ten Potenzreihen, alsomit demRaumder ganz holomorphenFunktionenHol(Cn)
identifizieren dürfen und liefert die Begründung für die Wahl der Bezeichnung
Hol.
Die stetige Fortsetzung der Halbnorm pz ist dann inMultiindexschreibweise auch
darstellbar in der Form:
pˆz(φ) =
∞∑
k=0
|z|k
α!
∣∣∣∣∣ ∂k φ∂ xα1 . . . ∂ xαn (0)
∣∣∣∣∣ ∀ φ ∈ Hol(Cn).
ii.) Sei V = K|N| oder ein anderer unendlichdimensionaler K-Vektorraum und V∗
schwach* topologisiert, vermöge den Halbnormen P ∗ = {pv}v∈V mit
pv(φ) = |φ(v)| ∀ φ ∈ V∗.
Insbesondere ist dann bereits |c|pv = pcv in P ∗ enthalten und pmax =
n∑
i=1
pei zeigt,
dass wir es hier in der Tat mit einer Verallgemeinerung von i.) zu tun haben.
Bezeichne wieder P˜ ∗ das filtrierende und separierende System aller bezüglich
dieser Topologie stetigen Halbnormen. Wegen Satz 2.3.4 dürfen wir uns Hol(V∗)
als unendliche Potenzreihen mit Summanden in den Ŝk(V∗) vorstellen, und wir
wollen im Folgenden zeigen, dass jedes h ∈ Hol(V∗) sogar eine komplexwertige
Potenzreihe im Funktionensinne auf V definiert.
Sei hierfür {hα}α∈I ⊆ S•(V∗) mit {hα}α∈I → h. Dann ist {hα}α∈I insbesondere
ein Cauchynetz und somit pv (hα − hβ) < ǫ für alle α, β ≥ αǫ.
Für u1⊗ . . . ⊗uk ∈ Tk(V∗) und v ∈ V ist τv : u1⊗ . . . ⊗uk 7−→ u1(v). . . uk(v), ver-
möge linearer Fortsetzung durch Korollar B.3.5, auf ganz Tk(V∗) wohldefiniert.
Sei weiter
(
∆∗ku
k
)
(v) := τv
(
uk
)
, so folgt (∆∗ku1 ∨ . . . ∨ uk) (v) = u1(v). . . uk(v).
Nun ist hα =
∑
k
ukα mit u
k
α ∈ Sk(V∗) und endlicher Summe, und wir definieren:
h(v) = lim
α
∑
k
(
∆∗ku
k
α
)
(v) ∀ v ∈ V
UmdieWohldefiniertheit dieser Abbildung zu zeigen, sei uk ∈ Sk(V∗), dann folgt
(
∆∗ku
k
)
(v) =
n∑
i=1
ui1(v). . . u
i
k(v) ≤
∣∣∣∣∣
n∑
i=1
ui1(v). . . u
i
k(v)
∣∣∣∣∣
≤
n∑
i=1
∣∣ui1(v). . . uik(v)∣∣ = n∑
i=1
pv(u
i
1). . . pv(u
i
k)
(2.12)
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für alle Zerlegungen
n∑
i=1
ui1⊗ . . . ⊗uik von uk und somit
(
∆∗ku
k
)
(v) ≤ pkv(u).
Dies bedeutet
|hα(v)− hβ(v)| =
∣∣∣∣∣∑
k
(
∆∗k
[
ukα − ukβ
])
(v)
∣∣∣∣∣ ≤ ∑
k
pkv
(
ukα − ukβ
)
= pv(hα − hβ) < ǫ
für alle α, β ≥ αǫ. Damit ist {hα(v)}α∈I ein Cauchynetz inC und h(v) = limα hα(v)
existiert. Für die Unabhängigkeit obiger Definition von der Wahl des Netzes sei
S•(V∗) ⊇ {h′β}β∈J ein weiteres Netz mit {h′β}β∈J → h. Dann gilt
|h(v) − h′β(v)| ≤ |h(v) − hα(v)| + |hα(v)− h′β(v)|
= |h(v) − hα(v)| + pv(hα − h′β).
Wegen {hα(v)}α∈I → h(v) existiert ein αǫ ∈ I , so dass |h(v) − hα(v)| ≤ ǫ2 für alle
α ≥ αǫ und wegen {hα(v)}α∈I ∼
{
h′β
}
β∈J
(vgl. Definition B.2.3 i.)) ein (α′, β′) ∈
I × J , so dass pv(hα − h′β) ≤ ǫ2 für alle (α, β) ≥ (α′, β′). Insgesamt zeigt dies
|h(v) − h′β(v)| ≤ ǫ für alle α ≥ α˜mit α˜ ≥ αǫ, α′, also
{
h′β
}
β∈J
→ h.
Als Beispiel sei uˆ ∈ V̂∗, dann ist
k︷ ︸︸ ︷
uˆ ∨ · · · ∨ uˆ ∈ Ŝk(V∗) wegen ̂Sk (V∗) ∼= ̂Sk(V̂∗)
nach Satz B.3.7 vi.), und wir definieren exp(uˆ) =
∞∏
k=0
1
k!
k︷ ︸︸ ︷
uˆ ∨ · · · ∨ uˆ.
Dann folgt für q = pv :
q×(exp(uˆ)) =
∞∑
k=0
1
k!
pˆkv (uˆ ∨ · · · ∨ uˆ) =
∞∑
k=0
1
k!
pˆkv (uˆ ∗ · · · ∗ uˆ)
≤
∞∑
k=0
1
k!
(pˆv (uˆ))
k <∞,
also exp(uˆ) ∈ Hol(V∗). Dabei folgt die letzte Ungleichung mit der Submultiplika-
tivität von (Hol, Pˆ, ∗) nach Proposition 2.3.1 i.).
Allgemein funktioniert diese Konstruktion für alle absolut konvergenten Potenz-
reihen
∞∑
k=0
akz
k auf C.
Ganz allgemein können wir also die Elemente aus Hol(V) immer als so etwas,
wie ganz holomorphen Funktionen auf dem Prädualraum V∗5 auffassen, sofern
er existiert.
5(V∗)
∗ = V
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iii.) Das Resultat aus ii.) lässt sich auch allgemeiner formulieren. Seien hierfür V ein
K-Vektorraum und (U, P ) ein hausdorffscher, lokalkonvexerK-Vektorraum der-
art, dass eine K-bilineare Abbildung τ : V ×U : −→ K existiert, deren Bild sich
für festes v ∈ V in der Form
τ(v, u) ≤ pv(u) pv ∈ P, ∀ u ∈ U
abschätzen lässt. Sei S•(U), in gewohnterWeise, durch das System P˜ aller bezüg-
lich P stetigen Halbnormen topologisiert und
(
∆∗ku
k
)
: v −→ K durch lineare
Fortsetzung von
(∆∗ku1⊗ . . . ⊗uk) (v) = τ(v, u1). . . τ(v, uk) ∀ u1⊗ . . . ⊗uk ∈ Tk(U)
auf ganz Tk(U) definiert. Dann folgt wie in ii.), dass
(
∆∗ku
k
)
(v) ≤ pkv(uk) für alle
uk ∈ Sk(U) gilt und wir erhalten durch
h(v) = lim
α
∑
k
(
∆∗ku
k
α
)
(v) ∀ v ∈ V
mit h ∈ Hol(U) und S•(U) ⊇ {hα}α∈I → h wieder eine wohldefinierteK-wertige
Potenzreihenfunktion aufV. Die restlichen Aussagen aus ii.) gelten dann analog.
Physikalisch relevant sind beispielsweise die Kombinationen
V U
D(X) (E(X),T E ), (D(X),T E ), (D(X),T D )
D′(X) (D(X),T D ), (DK(X),T DK )
E ′(X) (E(X),T E ), (D(X),T D ), (D(X),T E )
mit einer offenen Teilmenge X ⊆ Rn. Hierbei bezeichnet E(X) die glatten Funk-
tionen X −→ R, D(X) ⊆ E(X) die glatten Funktionen X −→ R mit kompakten
Träger K ⊆ X und DK(X) ⊆ D(X) die glatten Funktionen X −→ R mit kom-
paktem TrägerK ′ ⊆ K ⊆ X, wobei hierK ein fest gewähltes Kompaktum ist.
T E ist die durch das filtrierende, abzählbare System PE , bestehend aus den Halb-
normen
pK,l(φ) = sup
|α|≤l
x∈K
|∂α φ(x)| ∀ φ ∈ E(X)
mit α ∈ Nn ein Multiindex, l ∈ N, K ⊆ X kompakt sowie ∂α = ∂
|α|
∂α1 x1. . . ∂
αn xn
,
erzeugte lokalkonvexe Topologie.
T D ist die lokalkonvexe D(X)-Raum Topologie (vgl. [Rud91, Def 6.3]), deren er-
zeugendes Halbnormensystem eher formaler Natur ist6. T DK ist die durch dass
Halbnormensystem PK,l = {pK,l}l∈N erzeugte, lokalkonvexe Topologie, wobei
hierK wieder fest vorgegeben ist.
6vgl. Minkowski-Funktional: Bemerkung B.1.6
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D′(X) ist der zu (D(X),T D) topologische Dualraum, weshalb nach Satz B.1.7
τ(v, u) := v(u) ≤ |v(u)| ≤
p˜′︷ ︸︸ ︷
|c| p˜(u) v ∈ D′(X), ∀ u ∈ D(X)
für eine bezüglich T D stetigenHalbnorm p˜ ∈ P˜D und ein |c| > 0 gilt. Man beachte,
dass dann p˜′ ebenfalls wieder stetig ist. Nun lässt sich zeigen (vgl. [Rud91, Thm
6.6]), dass eine lineare Abbildung φ : D(X) −→ M in einen weiteren lokalkon-
vexen Vektorraum (M, Q) genau dann stetig bezüglich T D ist, wenn für jedes
KompaktumK ⊆ X die Einschränkung φ∣∣
DK
stetig bezüglich T DK ist. Dies zeigt
τ(v, u) := v(u) ≤ |v(u)| ≤ pK,l(u) ∀ u ∈ DK(X)
und somit die zweite Zeile obiger Tabelle.
E ′(X) ist der topologische Dualraum von E(X), womit wir Definitionsgemäß die
Abschätzbarkeit
τ(v, u) := v(u) ≤ |v(u)| ≤ |c| pK,l(u) ∀ u ∈ E(X)
mit v ∈ E ′(X) und |c| pK,l ∈ P˜ǫ erhalten. Der Rest der dritten Zeile folgt dann
unmittelbar aus dem bereits gezeigten sowie E ′(X) ⊆ D′(X)7 und D(X) ⊆ E(X).
Dabei beachte man, dass
(D(X),T E ) im Gegensatz zu (E(X),T E ) und(D(X),T D )weder vollständig noch Folgen vollständig ist.
Für die erste Zeile erhalten wir mit D(X) ∋ v 6= 0 und supp(v) = K ⊆ X, dass
τα(v, u) :=
∫
X
v(x) ∂α u(x)dx
=
∫
K
v(x) ∂α u(x) ≤
|c|>0︷ ︸︸ ︷
sup
x∈K
|v(x)|Vol(K) pK,|α|(u)
(2.13)
für alle u ∈ E(X) und somit auch für alle u ∈ D(X) gilt. Wegen |c| pK,l ∈ P˜E
begründet dies die ersten beidenKombinationen. Für die letzte überlegtman sich,
dass die Halbnormen pl(u) = supx∈X
|α|≤l
| ∂α u(x)| mit l ∈ N und somit auch c pl in
P˜D enthalten ist. Nun gilt D′K(X) ⊆ D∗K(X), D′(X) ⊆ D∗(X), E ′(X) ⊆ E∗(X) und
mit (2.13) erhalten wir die Stetigkeitsabschätzung:
φ : ψ 7−→ τ(φ,ψ) ≤ |c| pK,l(ψ) ∀ ψ ∈ E(X).
Hiermit ist jedes φ ∈ D(X) auch als Element in E ′(X) auffassbar. Umgekehrt
überlegt man sich, dass auch jedes ψ ∈ E(X) als Element in D′K(X) und mit
dem Stetigkeitskriterium der D(X)-Raum Topologie dann ebenfalls als Element
in D′(X) aufgefasst werden kann. Zusammen mit ii.) liefert dies Kombinationen
der Form:
7Dies sind gerade die Elemente aus D′(X)mit kompakten Träger, wie bsp. δz : φ 7−→ φ(z).
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V U
DK(X)
(D′K(X),T ∗ ), (E(X),T ∗ )
D(X) (D′(X),T ∗ ), (E(X),T ∗ )
D(X), E(X) (E ′(X),T ∗ ), (D(X),T ∗ )
Hierbei bezeichnen T ∗ die jeweiligen schwach*-Topologien. In der letzten Zeile
haben wir E ′(X) ⊆ D′(X) benutzt und insgesamt sind hier natürlich noch sehr
viel mehr Kombinationsmöglichkeiten erlaubt.
Ein einfaches Beispiel fürV = D(X) undU = (E(X),T E ) ist dann nach ii.)
exp(φ)(ψ) =
∞∑
k=0
1
k!
(
∆∗k
k−mal︷ ︸︸ ︷
φ ∨ . . . ∨ φ )(ψ)
=
∞∑
k=0
1
k!
k−mal︷ ︸︸ ︷
u(ψ, φ). . . u(ψ, φ) =
∞∑
k=0
1
k!
(∫
X
φ(x)ψ(x)dx
)k
mit φ ∈ E(X) und ψ ∈ D(X) oder fürV = D(X), E(X) undU = (E ′(X),T ∗ ):
exp(δz)(ψ) =
∞∑
k=0
1
k!
(δz(ψ))
k =
∞∑
k=0
1
k!
ψ(z)k
mit ψ ∈ E(X),D(X) und δz ∈ E ′(X) ⊆ D′(X). Im Allgemeinen sind natürlich
auch sehr viel komplexere Summanden erlaubt. Wie diese im konkreten aussehen
dürfen, hängt dann natürlich auch stark davon ab, obU vollständig ist oder nicht.
In den vollständigen Fällen
(E(X),T E ), (D(X),T D ), (DK(X),T DK ) beispiels-
weise, braucht man Sk(E(X)), Sk(D(X)) und Sk(DK(X)) nach Satz B.3.7 vii.) nur
in den πk-Topologien vervollständigen und man kann sich überlegen, dass diese
als Teilräum von E (Xk), D (Xk) bzw. DK (Xk) auffassbar sind. Als Realisierung
des Tensorproduktes nimmt man dann beispielsweise den Teilraum
Esep
(
Xk
)
=
{
φ ∈ E (Xk) ∣∣∣∣∣ φ(x1, . . . , xk) =
n∑
i=1
φ1(x1). . . φk(xk) ∀ (x1, . . . , xk) ∈ Xk
}
und rechnet für separable φ1 . . . φk ∈ E(X) nach, dass
pK1×. . .×Kk,l(φ1. . . φk) ≤ pK1,l(φ1). . . pKk,l(φk)
und somit ebenfalls pK1×. . .×Kk,l(φsep) ≤ pk(φsep) für alle φsep ∈ Esep(X) gilt. Dies
bedeutet, dass die πk-Topologie auf Esep
(
Xk
)
feiner ist, als die durch
(E (Xk) T E)
auf Esep
(
Xk
)
induzierte Teilraumtopologie. Da
(E (Xk) ,T E) vollständig ist, be-
deutet dies, dass die Vervollständigung von Esep
(
Xk
)
bezüglich πk in E
(
Xk
)
ent-
halten sein muss. In der Tat lässt sich sogar zeigen, dass diese wegen der Nuklea-
rität von E(X) übereinstimmen, siehe [Tre67, Thm 51.6]. Die Vervollständigung
von Sk(E(X)) besteht dann gerade aus allen total symmetrischen φ ∈ E (Xk).
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Hiermit lässt sich zeigen, dass dann ebenfalls alle Potenzreihen der Form
p(ψ) =
∞∑
k=0
∫
X1×. . .×Xk
φk(x1, . . . , xk)ψ(x1). . . ψ(xk)dx1 . . . dxk
mit total symmetrischen Elementen φk ∈ E
(
Xk
)
und
∑∞
k=0 pˆ
k(φk) < ∞ durch
Elemente aus Hol(V)(E(X)) induziert werden können. Die gleiche Aussage er-
halten wir ebenfalls für (DK(X),T DK ). Im Falle (D(X),T E) ist allerdings auch
die Vervollständigung Dˆ(X) vonD(X) bezüglich T E zu berücksichtigen und dies
gilt natürlich auch für die obigen schwach*-topologisierten Varianten.
Folgender Satz klärt die Gestalt der Hochschild-Kohomologien von Hol(V) für voll-
ständige, hausdorffsche, lokalkonvexe Hol(V) − Hol(V)-BimodulnM. Dabei stellt die
Vollständigkeit für uns in der Tat eine unverzichtbare Grundvoraussetzung dar. Man
beachte, dass dann der wichtige symmetrische SpezialfallM = Hol(V) in diesem Rah-
men komplett behandelbar sein wird.
Satz 2.3.7
SeiM ein vollständiger, hausdorffscher, lokalkonvexer Hol(V)−Hol(V)-Bimodul und
τk : HCkcont
(
Hol(V),M) −→ HCkcont(S•(V),M)
φˆ 7−→ φˆ∣∣
HCkcont
(
S•(V),M
)
die durch (1.1) für A = Hol(V) bzw. A = S•(V) definierten Kettendifferentiale. Dann indu-
zieren die Abbildungen
τk : HCkcont
(
Hol(V),M) −→ HCkcont(S•(V),M)
φˆ 7−→ φˆ∣∣
HCkcont
(
S•(V),M
)
einen Kettenisomorphismus τ :
(
HCcont
(
Hol(V),M), δˆkc ) −→ (HCcont(S•(V),M), δkc )
und es gilt:
HHkcont
(
Hol(V),M) ∼= HHkcont(S•(V),M).
IstM zudem symmetrisch, so ist
HHkcont(Hol(V),M) ∼= HomcontA′e
(Kck,M)
mit (Kc, ∂c) der Koszul-Komplex über A′ = S•(V).
BEWEIS: Da jederHol(V)−Hol(V)-Bimodul insbesondere ein S•(V)− S•(V)-Bimodul
ist und sich alle angeführten Eigenschaften auf die Unteralgebra übertragen, folgt die
zweite Isomorphie mit Satz 2.2.9 aus der ersten, und für diese reicht es nach Lemma
A.2.5 ii.), die Kettenisomorphismus-Eigenschaft von τ nachzuweisen.
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Zunächst folgt mit Satz B.2.8 und Bemerkung B.2.7 ii.), dass die τk Isomorphismen mit
stetiger Fortsetzung τk−1 als Umkehrabbildung sind. Dabei folgt φ̂+ ψ = φˆ+ ψˆ, also die
Linearität von τk−1, sofort mit der Stetigkeit der Addition.
Die Kettenabbildungs-Eigenschaft erhalten wir unmittelbar aus der Definition der
Hol(V)-Algebramultiplikation ∗, da hiermit
δˆkc
(
φˆ
)∣∣∣
S•(V)k+1
= δkc
(
φˆ
∣∣
S•(V)k
)
, (2.14)
also τk+1 ◦ δˆkc = δkc ◦ τk gilt. Dies zeigt die Behauptung. 
Wir wollen die Isomorphien in Satz 2.3.7 noch ein wenig näher betrachten.
Definition 2.3.8 (Koszul-Komplex und Vervollständigter Koszul-Komplex)
i.) Bezeichne
(K′c, ∂ ′c) den topologischen Koszul-Komplex der Algebra A′ = S•(V)
und ∗S die zugehörige S•(V)⊗π S•(V)-Modul-Multiplikation.
Mit Hilfe von Satz B.3.7 vi.) definieren wir:
Kˆck = K̂′ck =
̂(
S•(V)⊗π S•(V)⊗π Λk(V)
)
=
̂(
Ŝ•(V)⊗π Ŝ•(V)⊗π Λ̂k(V)
)
=
̂(
Hol(V)⊗π Hol(V)⊗π Λ̂k(V)
)
=
̂(
Hol(V)⊗π Hol(V)⊗π Λk(V)
)
sowie
Kˆc0 =
̂(
S•(V)⊗π S•(V)
)
=
̂(
Hol(V)⊗π Hol(V)
)
= Aˆe.
Wie in Proposition 2.3.1 ii.)werden diese, vermöge stetiger Fortsetzung ∗ˆS von ∗S ,
zu hausdorffschen, lokalkonvexen Aˆe-Linksmoduln. Zudem erhalten wir stetige
Fortsetzungen ∂ˆ
c
k der Kettendifferentiale ∂
′c
k , die wegen
∂ˆ
c
k
(
aˆe ∗ˆS κˆk
)
= ∂ˆ
c
k
(
lim
α×β
[
aeα ∗S κkβ
])
= lim
α×β
∂ ′ck
(
aeα ∗S κkβ
)
= lim
α×β
[
aeα ∗S ∂′ck
(
κkβ
)]
= aˆe ∗ˆS ∂ˆck
(
κˆk
)
Aˆe-linear sind. Den so gewonnenen topologischen Kettenkomplex ( Kˆc, ∂ˆc ) be-
zeichnen wir als vervollständigten Koszul-Komplex über A = Hol(V).
ii.) Mit Kck benennen wir die hausdorffschen, lokalkonvexen Ae-Linksmoduln
Kc0 = Hol(V)⊗π Hol(V) sowie Kck = Hol(V)⊗π Hol(V)⊗π Λk(V)
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mit der offensichtlichen Ae-Multiplikation ∗Hol in den ersten beiden Faktoren.
Diese induziert dann ebenfalls eine stetige Aˆe-Multiplikation ∗ˆHol auf Kˆck, und da
∗Hol
∣∣
S•(V)⊗π S•(V)×Λk(V)
= ∗S = ∗ˆS
∣∣
S•(V)⊗π S•(V)×Λk(V)
,
stimmen beide auf einer dichten Teilmenge von Kˆkc überein. Mit der Eindeutigkeit
der stetigen Fortsetzung von ∗S ist
∗ˆS = ∗ˆHol und somit ∗ˆS
∣∣
Kck
= ∗Hol. (2.15)
(Kck, ∂c) bezeichne dann den Kettenkomplex mit Kettendifferentialen ∂ck = ∂ˆ
c
k
∣∣
Kck
,
für dessen Wohldefiniertheit wir zeigen müssen, dass die ∂ck ausschließlich nach
Kck−1 ⊆ Kˆ
c
k−1 abbilden, und nicht in Kˆ
c
k−1\Kck−1 landen. Hierbei bedeutet \ die
mengentheoretische Differenz.
Sei hierfür S•(V) ⊇ {xα}α∈I → x ∈ Hol(V) und S•(V) ⊇ {yβ}β∈J → y ∈ Hol(V).
Dann folgt {xα⊗π yβ ⊗π u}α×β∈I×J → x⊗π y⊗π u ∈ Kck, vermöge zweimaliger
Anwendung der Dreiecksungleichung und der Definition der π3-Halbnormen
(siehe auch Beweis zu Satz B.3.7 vi.)). Wir erhalten
∂ck(x⊗π y⊗π u) = lim
α×β
∂′ck (xα⊗π yβ ⊗π u)
= lim
α×β
k∑
j=1
(−1)j−1(uj ∨ xα⊗π yβ ⊗π uj)− lim
α×β
k∑
j=1
(−1)j−1(xα⊗π uj ∨ yβ ⊗π uj)
=
k∑
j=1
(−1)j−1(uj ∗ x⊗π y⊗π uj)−
k∑
j=1
(−1)j−1(x⊗π uj ∗ y⊗π uj) ∈ Kck−1
mit gleicher Argumentation wie oben, da definitionsgemäß {uj ∨xα}α∈I → uj ∗x
und {uj ∨ yβ}β∈J → uj ∗ y.
Lemma 2.3.9
Gegeben ein vollständiger, hausdorffscher, lokalkonvexer, Hol(V)−Hol(V)-BimodulM, so ist(
Hom
cont
Ae (Kc,M), ∂∗c
) ∼= (Homcont
Aˆe
(Kˆc,M), ∂ˆ∗c
) ∼= (HomcontA′e (K′c,M), ∂ ′∗c ),
wobei∼=Kettenisomorphie vermöge Einschränkung und stetiger Fortsetzung bedeutet. DesWei-
teren gilt:
Hk
(
Hom
cont
Ae (Kc,M), ∂∗c
) ∼= Hk(Homcont
Aˆe
(Kˆc,M), ∂ˆ∗c
) ∼= Hk(HomcontA′e (K′c,M), ∂ ′∗c ).
BEWEIS: Für jedes φ ∈ HomcontAe (Kck,M) existiert eine eindeutige lineare Fortsetzung
φˆ ∈ Homcont
Aˆe
(Kˆck,M) mit φˆ
∣∣
Kck
= φ. Umgekehrt erhalten wir nach (2.15) aus jedem
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φˆ ∈ Homcont
Aˆe
(Kˆck,M), vermöge Einschränkung, ein φ ∈ HomcontAe (Kck,M), dessen stetige
lineare Fortsetzung φˆ ist. Dies zeigt HomcontAe (Kc,M) ∼= HomcontAˆe (Kˆc,M), und wegen
∂ˆ
c∗
k+1
(
φˆ
)∣∣∣
Kck+1
=
(
φˆ ◦ ∂ˆck+1
) ∣∣∣
Kck+1
= φˆ
∣∣
Kck
◦ ∂ˆck+1
∣∣
Kck+1
= φˆ
∣∣
Kck
◦ ∂ck+1 = ∂c∗k+1
(
φˆ
∣∣
Kck
)
,
haben wir es hierbei wieder mit einem Kettenisomorphismus zu tun. Dies zeigt die
jeweils erste Isomorphie, und die zweite folgt ganz analog. 
Korollar 2.3.10
Mit den Voraussetzungen aus Satz 2.3.7 gilt:
HHkcont
(
Hol(V),M
) ∼= Hk(HomcontA′e (K′c,M), ∂ ′∗c ) ∼= Hk(HomcontAe (Kc,M), ∂∗c ).
IstM symmetrisch, so ist:
HHkcont
(
Hol(V),M) ∼= HomcontA′e (K′ck ,M) ∼= HomcontAe (Kck,M).
Lemma 2.3.9 und Korollar 2.3.10 kann man auch so auffassen, dass es für vollständige,
hausdorffscheHol(V)−Hol(V)-Bimoduln es egal ist, ob wir homcontA′e (·,M) auf (K′c, ∂ ′∗c ),
homcontAe (·,M) auf (Kc, ∂∗c) oder homcontAˆe (·,M) auf (Kˆc, ∂ˆ
∗
c) anwenden.Wir erhalten in je-
demFall den „gleichen“ Kokettenkomplexmit den „gleichen“ Kohomologien-Gruppen.
Bemerkung 2.3.11 (Nicht vollständige Bimoduln)
Abschließend wollen wir noch erklären, warum die Berechnung der Hochschild-Koho-
mologien für nicht vollständige BimodulnMmit Hilfe der uns in diesem Rahmen zur
Verfügung stehendenMittel fehlschlägt.
Zunächst ist der zu A = Hol(V) gehörige Bar-Komplex sowohl projektiv, als auch
exakt. Für (Kc, ∂c) ist jedoch nur die Projektivität unmittelbar einsichtig, da die Ein-
schränkungen hˆck
∣∣
Kck
der stetigen Fortsetzungen der exaktheitsliefernden Homotopie-
abbildungen hck des topologischen Koszul-Komplexes (Kc, ∂c), im Gegensatz zu den
Einschränkungen der Kettendifferentiale ∂ˆ
c
k
∣∣
Kck
im Allgemeinen nicht ausschließlich in
die Unterräume Kck ⊆ Kˆck abbilden, sondern in der Tat in den Vervollständigungen Kˆck
landen. Algebraisch gesehen haben wir damit nichts in der Hand, um besagte Isomor-
phie zu begründen. Nun könnte man versuchen mit Hilfe der Einschränkungen der
stetigen Fortsetzungen Fˆ und Gˆ zu argumentieren. Jedoch bildet auch Gˆ im Allgemei-
nen nicht in die Unterräume, sondern in die jeweilige Vervollständigung ab. Mit Hilfe
von Lemma 2.2.8, der stetigen Fortsetzung der Homotopie s aus Lemma 1.3.12 i.) so-
wie ̂
(
Gk ◦Fk
)
= Gˆk ◦ Fˆk und ̂
(
dk+1sk + sk−1dk
)
= dˆk+1sˆk + sˆk−1dˆk folgt dann zwar
unmittelbar:
Hk
(
HomAˆe
(
Xˆc,M
)
, dˆ∗c
) ∼= Hk (HomAˆe (Kˆc,M), ∂ˆ∗c) .
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Um jedoch die Isomorphie zu der gewünschtenHochschild-Kohomologie herzustellen,
also beispielsweise
Hk
(
HomAe(Xc,M), d∗c
) ∼= Hk(HomAe (Xˆc,M), dˆ∗c)
nachzuweisen, benötigt man wieder Fortsetzungsargumente und hierzu die Vollstän-
digkeit von M. Dies liegt im wesentlichen daran, dass der Raum HomAe(Xc,M) für
nicht vollständige Bimoduln M im Allgemeinen gehaltvoller als HomAe
(
Xˆc,M
)
ist.
Dies sieht man sofort daran, dass jedes ψ ∈ HomAe
(
Xˆc,M
)
, vermöge Einschränkung,
ein Element in HomAe(Xc,M) definiert, dessen stetige Fortsetzung es ist. Hierbei ha-
ben wir unsM⊆ Mˆ kanonisch eingebettet gedacht. Umgekehrt können aber durchaus
φ ∈ HomAe(Xc,M) existieren, deren stetige Fortsetzung nicht ausschließlich nach M
abbildet, sondern auch Bilder in Mˆ\M besitzt.
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3. Hochschild-Kostant-Rosenberg-
Theoreme
In diesem Kapitel soll es darum gehen, Hochschild-Kostant-Rosenberg-Theoreme (vgl.
[Wal07, Kapitel 6]) im Falle symmetrischer BimodulnM, für die Kohomologie-Gruppen
HHk(S•(V),M), HHkcont(S•(V),M) und HHkcont(Hol(V),M) zu beweisen. Die Basis
hierfür bilden die Sätze 1.3.8, 2.2.9 und 2.3.7, die wir zunächst etwas umformulieren
wollen.
3.1. Vorbereitung
Wir benötigen die folgenden Kokettenkomplexe und Kettenabbildungen:
Definition 3.1.1
i.) SeiM einS•(V)− S•(V)-Bimodul und
KCkΛ(V,M) :=

{0} k < 0
M k = 0
Hom
K
(Λk(V),M) k ≥ 1.
Vermöge der Links- und Rechtsmodulstruktur auf M definieren wir K-lineare
Abbildungen ∆kΛ : KC
k
Λ(V,M) −→ KCk+1Λ (V,M) durch:
(∆kΛφ)(u1 ∧ . . . ∧ uk+1) =
k+1∑
l=1
(−1)l−1 [ul ∗L − ul ∗R] φ(u1 ∧ . . .Nl. . . ∧ uk+1).
Des Weiteren definieren wir die Isomorphismen
Υk : HomAe(Kk,M) −→ KCkΛ(V,M)
φ˜ 7−→
[
φ : ω 7→ φ˜ (1e⊗ω)
]
mit Umkehrabbildungen
Υk−1 : KC
k(V,M) −→ HomAe(Kk,M)
φ 7−→
[
φ˜ : ae⊗ω 7→ ae ∗e φ(ω)
]
.
Nun ist(
Υk+1 ∂∗k
) (
φ˜
)
(u1 ∧ · · · ∧ uk+1) =
(
∂∗k φ˜
)
(1e⊗u1 ∧ · · · ∧ uk+1)
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=
k+1∑
l=1
(−1)l−1φ˜
(
[ul⊗ 1− 1⊗ ul]⊗u1 ∧ . . .Nl · · · ∧ uk+1
)
=
k+1∑
l=1
(−1)l−1[ul⊗ 1− 1⊗ul] ∗e φ˜
(
1e⊗u1 ∧ . . .Nl · · · ∧ uk+1
)
=
k+1∑
l=1
(−1)l−1[ul ∗L −ul ∗R]
(
Υkφ˜
)(
u1 ∧ . . .Nl · · · ∧ uk+1
)
=
(
∆kΛΥ
k
) (
φ˜
)
(u1 ∧ · · · ∧ uk+1),
also insbesondere
∆k+1Λ ∆
k
Λ = Υ
k+2 ∂∗k+1 ∂
∗
kΥ
k
−1 = 0.
Hiermit induzieren die Υk einen Kettenisomorphismus zwischen den Koketten-
komplexen (HomAe(K,M), ∂∗) und (KCΛ(V,M),∆Λ).
ii.) Wir definieren
KCk(V,M) :=

{0} k < 0
M k = 0
Hom
a
K
(Vk,M) k ≥ 1,
die total antisymmetrischen, K-multilinearen Abbildungen von Vk nachM, so-
wie dieK-lineare Abbildungen∆k : KCk(V,M) −→ KCk+1(V,M) durch
(∆kφ)(v1, . . . , vk+1) =
k+1∑
l=1
(−1)l−1 [ul ∗L − ul ∗R] φ(v1, . . . ,Nl, . . . , vk+1).
Weiter definieren wir die Isomorphismen
Θk : KCkΛ(V,M) −→ KCk(V,M)
φ′ 7−→ [φ : (v1, . . . , vk) 7→ φ′(v1 ∧ · · · ∧ vk)]
mit Umkehrabbildungen
Θk−1 : KC
k(V,M) −→ KCkΛ(V,M)
φ 7−→ [φ′ : v1 ∧ · · · ∧ vk 7→ φ(v1, . . . , vk)].
Dabei entsprechen die letzteren gerade den Einschränkungen der durch die uni-
verselle Eigenschaft induzierten linearen Abbildungen φ⊗ auf die total antisym-
metrischen Tensorelemente, denn mit der totalen Antisymmetrie von φ ist:
φ⊗(v1 ∧ · · · ∧ vk) = 1
k!
∑
σ∈Sk
sign(σ) φ(vσ(1), . . . , vσ(k)) = φ(v1, . . . , vk).
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Umgekehrt ist Θk(φ′) = φ′ ◦Altk ◦⊗k. Auch hier erhalten wir(
Θk+1∆kΛ
) (
φ′
)
(v1, . . . , vk+1) =
(
∆kΛφ
′
)
(v1 ∧ · · · ∧ vk+1)
=
k+1∑
l=1
(−1)l−1[ul ∗L −ul ∗R] φ′(v1 ∧ . . .Nl · · · ∧ vk+1)
=
k+1∑
l=1
(−1)l−1[ul ∗L −ul ∗R]
(
Θkφ′
)
(v1, . . . ,N
l, . . . , vk+1)
=
(
∆kΘk
)
(φ′)(v1, . . . , vk+1),
also insbesonderewieder∆k+1 ◦∆k = 0, womitΘ ein Kettenisomorphismus zwi-
schen den Kokettenkomplexen (KCΛ(V,M),∆Λ) und (KC(V,M),∆) ist.
Folgendes Lemma klärt weitere wichtige Eigenschaften obiger Definitionen.
Lemma 3.1.2
i.) Gegeben ein symmetrischer S•(V)− S•(V)-BimodulM, dann gilt:
Hk
(
KC(V,M),∆) = Homa
K
(
V
k,M).
ii.) SeienV undM lokalkonvex und Λk(V) πk topologisiert. Dann bilden sowohl die Υk als
auch dieΘk, in beide Richtungen stetige Homomorphismen auf stetige Homomorphismen
ab.
BEWEIS: i.) Für alle φ ∈ KCk(V,M) ist
(
∆kφ
)
(v1, . . . , vk+1) =
k+1∑
l=1
(−1)l−1 [ul ∗L − ul ∗R] φ(v1, . . . ,Nl, . . . , vk+1)
=
k+1∑
l=1
(−1)l−1 [ul ∗L − ul ∗L] φ(v1, . . . ,Nl, . . . , vk+1)
= 0.
ii.) Sei φ˜ ∈ HomcontAe (Kk,M) und ω ∈ Λk(V), dann folgt
q
((
Υkφ˜
)
(ω)
)
= q
(
φ˜ (1e⊗ω)
)
≤ c p2⊗ pk (1e⊗ω) = c pk (ω) ,
was die Stetigkeit von Υk
(
φ˜
)
zeigt. Sei umgekehrt φ ∈ Homcont
K
(Λk(V),M), so
zeigt Lemma 2.1.4 ii.), dass
q
((
Υk−1φ
)
(ae⊗ω)
)
= q (ae ∗e φ(ω)) ≤ c p2(ae) q′ (φ(ω))
≤ c′ p2(ae) p′k(ω) ≤ c′ p′′k(ae⊗ω)
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mit einer Halbnorm p′′ ≥ p, p′ gilt.
Für Θk sei φ′ ∈ Homcont
K
(Λk(V),M) wie eben, dann folgt:
q
((
Θkφ
)
(v1, . . . , vk)
)
= q
(
φ(v1 ∧ . . . ∧ vk)
) ≤ c pk(v1 ∧ . . . ∧ vk)
≤ c pk(v1⊗ . . . ⊗ vk) = c p(v1). . . p(vk).
Sei umgekehrt φ ∈ Homa,cont
K
(Vk,M), dann sind Θk−1φ = φ⊗
∣∣∣
Λk(V)
und φ⊗ stetig
mit der Charakterisierung von πk und es gilt:
q
((
Θk−1φ
)
(v1 ∧ . . . ∧ vk)
)
= q
(
φ⊗(v1 ∧ . . . ∧ vk)
) ≤ c pk(v1 ∧ . . . ∧ vk). 
Hiermit erhalten wir folgende Umformulierungen der Sätze 1.3.8, 2.2.9 und 2.3.7:
Korollar 3.1.3
i.) Gegeben ein S•(V)− S•(V)-BimodulM, dann gilt:
HHk(S•(V),M) ∼= Hk (KC(V,M),∆) .
IstM zudem symmetrisch, so ist:
HHk(S•(V),M) ∼= Homa
K
(
V
k,M).
ii.) Gegeben ein lokalkonvexer, S•(V)− S•(V)-BimodulM, dann gilt:
HHkcont (S
•(V),M) ∼= Hk(KCcont(V,M),∆c)
IstM zudem symmetrisch, so ist:
HHkcont(S
•(V),M) ∼= Homa,cont
K
(Vk,M).
iii.) Gegeben ein vollständiger, hausdorffscher, lokalkonvexer Hol(V)−Hol(V)-BimodulM,
dann gilt:
HHkcont
(
Hol(V),M) ∼= HHkcont(S•(V),M).
IstM zudem symmetrisch, so ist:
HHkcont(Hol(V),M) ∼= Homa,cont
K
(Vk,M).
BEWEIS: Wegen ∆kΛ = Υ
k+1 ∂∗k Υ
k
−1 sowie ∆
k = Θk+1∆kΛΘ
k
−1 und Lemma 3.1.2 ii.)
bilden sowohl ∆kΛ als auch ∆
k stetige Elemente auf stetige Elemente ab. Dies zeigt die
Wohldefiniertheit der Kokettenkomplexe (KCcontΛ ,∆
c
Λ) und (KC
cont,∆c) sowie die Iso-
morphie ihrer Kohomologien. Die jeweils letztenAussagen folgenmit Lemma 3.1.2 i.).
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3.2. Hochschild-Kostant-Rosenberg-Theoreme
In diesem Abschnitt werden wir die jeweils zweite Isomorphie in Korollar 3.1.3 ex-
plizit ausformulieren und erhalten Analoga zu dem bekannten Hochschild-Kostant-
Rosenberg-Theorem, siehe [Wal07, Prop 6.2.48 ], [CGD80].
Proposition 3.2.1
i.) Seien V undM K-Vektorräume, wobei (M, ∗) zusätzlich ein S•(V)-Modul ist. Dann
besitzt jede K-multilineare Abbildung φ : Vk −→ M eine eindeutig bestimmte, in
jedem Argument derivative, K-multilineare Fortsetzung φD : S•(V)k −→ M. Diese
ist gegeben durch multilineare Fortsetzung von
φD(ω1, . . . , ωk) =
n1∑
m1=1
. . .
nk∑
mk=1
ωm11 ∨ . . . ∨ ωmkk ∗ φ
(
(ω1)m1 , . . . , (ωk)mk
)
auf ganz S•(V)k mit ωi ∈ Sni(V) und φD (ω1, . . . , 1i, . . . , ωk) = 0 für 1 ≤ i ≤ k. Des
Weiteren ist φD genau dann total antisymmetrisch, wenn φ total antisymmetrisch ist.
ii.) Gegeben eine kommutative Algebra A und ein symmetrischer A − A-Bimodul M. Sei
weiter Altk : HCk(A,M) −→ HCk(A,M) definiert durch
Altk(φ)(a1, . . . , ak) =
1
k!
∑
σ∈Sk
sign(σ) φ(aσ(1), . . . aσ(k)).
Dann gilt Altk ◦ δk−1 = 0. Wegen Altk ◦Altk = Altk bedeutet dies insbesondere,
dass ein total antisymmetrischer Hochschild-Kozyklus φ nur dann auch ein Hochschild-
Korand sein kann, wenn bereits φ = 0 gilt.
iii.) Sei φ ∈ Homa
K
(Vk,M) und ξk = (⊗∗k ◦Ξk ◦G∗k ◦Υk−1 ◦Θk−1). Sei weiterM ein sym-
metrischer S•(V)− S•(V)-Bimodul, dann gilt:
ξk(φ) =
1
k!
φD.
BEWEIS: i.) Mit der Symmetrie von ωm11 ∨ . . . ∨ ωmkk ist φD total antisymmetrisch,
falls φ total antisymmetrisch ist. Dies zeigt die letzte Aussage, da die umgekehrte
Implikation trivial ist.
Für die Wohldefiniertheit sei Vni ∋ ω×i =
(
(ωi)1, . . . , (ωi)ni
)
mit 1 ≤ i ≤ k und
ωmii ∈ Sni−1(V) das Element (ωi)1 ∨ . . .Nmi . . . ∨ (ωi)ni . Dann ist
φn1,. . . ,nk
(
ω×1 , . . . , ω
×
k
)
=
n1∑
m1=1
. . .
nk∑
mk=1
ωm11 ∨ . . . ∨ ωmkk ∗ φ
(
(ω1)m1 , . . . , (ωk)mk
)
einewohldefinierteK-multilineare Abbildung vonV[n1+. . .+nk] nachM. Mit Lem-
ma B.3.3 ii.) sowie der universellen Eigenschaft des Tensorproduktes erhalten wir
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eine lineare Fortsetzung
φn1,. . . ,nk⊗ : T
n1(V)⊗ . . . ⊗Tnk(V) 7−→M,
die verkettet mit ⊗n1,. . . ,nk : Tn1(V) × . . . × Tnk(V) −→ Tn1 ⊗ . . . ⊗Tnk die Ei-
genschaft
φn1,. . . nk⊗ ◦⊗n1,. . . ,nk
∣∣
Sn1 (V)×. . .×Snk (V)
= φD
∣∣
Sn1 (V)×. . .×Snk (V)
besitzt. Insgesamt folgt
φD =
∑
n1,. . . ,nk
[
φn1,. . . ,nk⊗ ◦⊗n1,. . . ,nk
]∣∣
Sn1 (V)×. . .×Snk (V)
,
also die Wohldefiniertheit von φD . Für die Derivativität rechnen wir
φD(ω1, . . . , ωl ∨ ω′l, . . . , ωk)
=
ni∑
mi=1
i6=l
deg(ωl∨ω
′
l)∑
m˜l=1
ωm11 ∨ . . . ∨ (ωl ∨ ω′l)m˜l ∨ . . . ∨ ωmkk ∗
φ
(
(ω1)m1 , . . . , (ωl ∨ ω′l)m˜l , . . . , (ωk)mk
)
= ωl ∨
 ni∑
mi=1
i6=l
deg(ωˆl)∑
m′
l
=1
ωm11 ∨ . . . ∨ ω′m
′
l
l ∨ . . . ∨ ωmkk ∗ φ
(
(ω1)m1 , . . . , (ω
′
l)m′l , . . . , (ωk)mk
)
+ ω′l ∨
 ni∑
mi=1
i6=l
deg(ωl)∑
ml=1
ωm11 ∨ . . . ∨ ωmll ∨ . . . ∨ ωmkk ∗ φ
(
(ω1)m1 , . . . , (ωl)ml , . . . , (ωk)mk
)
= ωl ∨ φD(ω1, . . . , ω′l, . . . , ωk) + ω′l ∨ φD(ω1, . . . , ωl, . . . , ωk),
wobei wir im zweiten Schritt die Moduleigenschaft vonM benutzt haben.
Für die Eindeutigkeit sei φ˜ eine weitere derivative Fortsetzung von φ. Im Falle
k = 1 und mit ω = ω1 ∨ . . . ∨ ωl erhalten wir sukzessive:
φ˜ (ω) = ω1 ∗ φ˜ (ω1) + ω1 ∗ φ˜ (ω1)
= ω1 ∗ φ˜ (ω1) + ω2 ∗ φ˜ (ω2) + ω1,2 ∗ φ˜ (ω1,2)
= ω1 ∗ φ˜ (ω1) + . . . + ωl−1 ∗ φ˜ (ωl−1) + ω1,. . . ,l−1 ∗ φ˜ (ω1,. . . ,l−1)
= ω1 ∗ φ˜ (ω1) + . . . + ωl ∗ φ˜ (ωl).
Für k > 1 zeigt induktives Anwenden obiger Relation, dass
φ˜(ω) =
n1∑
m1=1
. . .
nk∑
mk=1
ωm11 ∨ . . . ∨ ωmkk ∗ φ˜
(
(ω1)m1 , . . . , (ωk)mk
)
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=
n1∑
m1=1
. . .
nk∑
mk=1
ωm11 ∨ . . . ∨ ωmkk ∗ φ
(
(ω1)m1 , . . . , (ωk)mk
)
= φD(ω),
und die Derivativität erzwingt
φ˜(ω1, . . . , 1i, . . . , ωk) = φ˜(ω1, . . . , 1 ∨ 1i, . . . , ωk) = 2φ˜(ω1, . . . , 1i, . . . , ωk),
also φ˜(ω1, . . . , 1i, . . . , ωk) = 0. Dies zeigt die Eindeutigkeit besagter derivativer
Fortsetzung.
ii.) Wir erhalten:(
Altk ◦ δk−1
)(
φ
)
(a1, . . . , ak)
= Altk (a1 ∗L φ(a2, . . . , ak)) +
k−1∑
i=1
(−1)iAltk (φ(a1, . . . , aiai+1, . . . , ak+1))
+ (−1)kAltk(φ(a1, . . . , ak−1) ∗R ak)
= Altk (a1 ∗L φ(a2, . . . , ak)) + (−1)k(−1)k−1Altk(φ(a2, . . . , ak) ∗R a1)
+
k−1∑
i=1
(−1)iAltk (φ(a1, . . . , aiai+1, . . . , ak))
= 0.
Dabei verschwindet die letzte Summe wegen der Kommutativität von A.
iii.) Sei φ ∈ Homa
K
(Vk,M). Dann ist(
ξkφ
)
(u1, . . . , uk) =
(
⊗∗k ◦Ξk ◦G∗k ◦Υk−1 ◦Θk−1
)(
φ
)
(u1, . . . , uk)
=
(
Ξk ◦G∗k ◦Υk−1 ◦Θk−1
) (
φ
)
(u1⊗ . . .⊗uk)
=
(
G∗k ◦Υk−1 ◦Θk−1
) (
φ
)
(1⊗ u1⊗ . . .⊗uk ⊗ 1)
=
(
Υk−1 ◦Θk−1
) (
φ
)(
Gk(1⊗ u1⊗ . . .⊗uk ⊗ 1)
)
.
Für v1, . . . , vk ∈ V folgt
Gk(1⊗ v1⊗ . . .⊗ vk ⊗ 1) =
∫ 1
0
dt1. . .
∫ tk−1
0
dtki
(
1⊗ 1⊗
k−mal︷ ︸︸ ︷
1⊗ . . . ⊗ 1⊗ v1 ∧ . . . ∧ vk
)
=
∫ 1
0
dt1. . .
∫ tk−1
0
dtk1⊗ 1⊗ v1 ∧ . . . ∧ vk
=
1
k!
1⊗ 1⊗ v1 ∧ . . . ∧ vk,
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also (
ξkφ
)
(v1, . . . , vk) =
1
k!
(
Υk−1 ◦Θk−1
) (
φ
)
(1⊗ 1⊗ v1 ∧ · · · ∧ vk)
=
1
k!
Θk−1
(
1⊗ 1 ∗e φ
)
(1⊗ 1⊗ v1 ∧ · · · ∧ vk)
=
1
k!
φ(v1, . . . , vk).
Des Weiteren ist
(
ξkφ
)
(u1, . . . , uk) = 0, falls ui = 1 für ein 1 ≤ i ≤ k, da dann
δ(1⊗ u1⊗ . . . ⊗uk ⊗ 1) = 0 gilt.
Sei abkürzend HomAe(Kk,M) ∋ φ˜ =
(
Υk−1 ◦Θk−1
) (
φ
)
, dann folgt mit (1.19) und
sukzessiver Anwendung von
iˆ(1⊗ v⊗ 1) ∗e m =
[
t(v⊗ 1) + (1− t)(1⊗ v)] ∗e m
= t v ∗L m+ v ∗R m− t v ∗R m
= v ∗L m,
(3.1)
dass(
ξkφ
)
(u1, . . . , uj ∨ u′j, . . . , uk)
=
(
φ˜ ◦Gk
)
(1⊗ u1⊗ . . . uj ∨ u′j ⊗ . . .⊗uk⊗ 1)
=
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk iˆj(1⊗ uj ⊗ 1)∗e
φ˜
∏
s 6=j
(is ◦ δ)(1⊗ us⊗ 1) · (ij ◦ δ)(1⊗ u′j ⊗ 1)

+
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk iˆj(1⊗u′j ⊗ 1)∗e
φ˜
∏
s 6=j
(is ◦ δ)(1⊗ us⊗ 1) · (ij ◦ δ)(1⊗ uj ⊗ 1)

= uj ∗L
(
φ˜ ◦Gk
)
(1⊗u1⊗ . . . u′j ⊗ . . .⊗uk ⊗ 1) +
u′j ∗L
(
φ˜ ◦Gk
)
(1⊗u1⊗ . . . uj ⊗ . . .⊗uk ⊗ 1)
= uj ∗L
(
ξkφ
)
(u1, . . . , u
′
j , . . . , uk) + u
′
j ∗L
(
ξkφ
)
(u1, . . . , uj , . . . , uk).
Mit i.) zeigt dies die Behauptung. Hierfür beachte man, dass wir φ˜ mit den In-
tegralen vertauschen dürfen, da die Intergrationen lediglich den verschiedenen
t-Faktoren reelle Zahlen zuordnen und φ˜ nach VoraussetzungK-linear ist. 
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Bevor wir zu dem Hauptresultat dieses Kapitels kommen, erinnern wir an folgendes
kommutatives Diagramm:
... δ
k−2
// HCk−1
⊗k−1∗

δk−1 //
ζk−1

HCk
⊗k∗

δk //
ζk

HCk+1
⊗k+1∗

δk+1 //
ζk+1

. . .
...
δk−2⊗ // HCk−1⊗
Ξk−1−1

δk−1⊗ // HCk⊗
Ξk−1

δk⊗ // HCk+1⊗
Ξk+1−1

δk+1⊗ // . . .
...
d∗k−1 // X∗k−1
d∗k // X∗k
d∗k+1 //
s∗k−1
ff
X∗k+1
d∗k+2 //
s∗k
ee
. . . .
Hierbei ist HCk = HCk(S•(V),M), sowie HCk⊗ = HCk⊗(S•(V),M) die Tensorvari-
ante des Hochschild-Komplexes. Der untere Komplex ist der durch Anwendung des
homAe(·,M)-Funktors erhaltenen Kokettenkomplex (X∗, d∗) mit X∗k = HomAe(Xk,M)
und d∗k+1φk = φk ◦ dk+1. Die sk bezeichnen die in Lemma 2.2.8 definierten Homotopie-
abbildungen und ζk : HCk(S•(V),M) −→ HomAe(Xk,M) den Kettenisomorphismus
ζk = Ξk−1 ◦⊗k∗.
Satz 3.2.2 (Hochschild-Kostant-Rosenberg)
i.) Gegeben ein symmetrischer S•(V) − S•(V)-Bimodul M. Dann besitzt jede Kohomolo-
gieklasse [η] ∈ HHk(S•(V),M) genau einen total antisymmetrischen Repräsentanten
φa,ηD . Dieser ist derivativ in jedem Argument und gegeben durch φ
a,η
D = Altk(φ) für
beliebiges φ ∈ [η] mit φa,0D = 0 für die 0-Klasse [0].
Insgesamt gilt für alle φ ∈ [η]:
φ = φa,ηD︸︷︷︸
Altk(φ)
+ δk−1
(
ζk−1−1 s
∗
k−1ζ
kφ
)︸ ︷︷ ︸
φ−Altk(φ)
. (3.2)
ii.) Gegeben ein symmetrischer, lokalkonvexer S•(V)− S•(V)-BimodulM. Dann besitzt je-
des [ηc] ∈ HHkcont(S•(V),M) genau einen total antisymmetrischen, stetigen Repräsen-
tanten φa,ηc,D. Dieser ist derivativ in jedem Argument und gegeben durch φ
a,η
c,D = Altk(φc)
für beliebiges φc ∈ [ηc]mit φa,0c,D = 0 für die 0-Klasse [0c]. Insgesamt gilt für alle φc ∈ [ηc]:
φc = φ
a,η
c,D︸︷︷︸
Altk(φc)
+ δk−1c
(
ζk−1−1 s
∗
k−1ζ
kφc
)︸ ︷︷ ︸
φc−Altk(φc)
. (3.3)
iii.) Gegeben ein vollständiger, symmetrischer, hausdorffscher, lokalkonvexer Hol(V)−Hol(V)-
BimodulM. Dann besitzt jedes [ηˆc] ∈ HHkcont(Hol(V),M) genau einen total antisym-
metrischen, stetigen Repräsentanten φˆa,ηc,D. Dieser ist derivativ in jedem Argument und
gegeben durch φˆa,ηc,D = Altk
(
φˆc
)
für beliebiges φˆc ∈ [ηˆc] mit φˆa,0c,D = 0 für die 0-Klasse
[0ˆc].
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Insgesamt gilt für alle φˆc ∈ [ηˆc]:
φˆc = φˆ
a,η
c,D︸︷︷︸
Altk(φˆc)
+ δˆk−1c
̂(
ζk−1−1 s
∗
k−1ζ
kφc
)
︸ ︷︷ ︸
φˆc−Altk(φˆc)
mit φc = φˆc
∣∣
S•(V)k
. (3.4)
BEWEIS: i.) Zunächst ist die Existenz eines total antisymmetrischen Repräsentanten
φa,ηD gesichert, da die Abbildung ξ˜
k : Homa
K
(Vk,M) −→ HHk(S•(V),M) ein
Isomorphismus war und ξk(φ) nach Proposition 3.2.1 iii.) total antisymmetrisch
und derivativ ist. Mit Proposition 3.2.1 ii.) folgt
Altk(φ) = Altk
(
φa,ηD + δ
k−1(ψ)
)
= φa,ηD ∀ φ ∈ [η], (3.5)
und ebenso die Eindeutigkeit. Denn für total antisymmetrische φa, φˆa ∈ [η] ist
φa − φˆa zudem exakt und somit (φa − φˆa) = Altk(φa − φˆa) = 0. Die Aussage
φa,0D = 0 ist dann wegen der Linearität von ξ˜
k trivial.
Für (3.2) sei ξˆk = Θk ◦Υk ◦F ∗k ◦Ξk−1 ◦⊗k∗ , womit˜ˆ
ξk : HHk(S•(V),M) −→ Homa
K
(Vk,M)
der zu ξ˜k inverse Isomorphismus ist. Dann folgt(
ξk ◦ ξˆk
)
(φ) =
(
ζk−1Ω
∗
kζ
k
)
(φ) = φa,ηD = Altk(φ),
was man unmittelbar daran sieht, dass jedes φ ∈ [η] unter ξˆk das gleiche Bildele-
ment haben muss. Alternativ rechnet man ξk ◦ ξˆk = Altk auch explizit nach (vgl.
Bemerkung 3.2.3 ii.)). Nach Lemma 2.2.8 haben wir nun
idX∗k
− Ω∗k = s∗kd∗k+1 + d∗ks∗k−1, (3.6)
also
idHCk − ζk−1Ω∗kζk = ζk−1s∗kd∗k+1ζk + ζk−1d∗ks∗k−1ζk (3.7)
und somit:
idHCk −Altk = ζk−1s∗kζk+1δk + δk−1
(
ζk−1−1 s
∗
k−1ζ
k
)
. (3.8)
Anwenden von (3.8) auf einen Korand φ ∈ [η] liefert
φ−Altk(φ) = δk−1
(
ζk−1−1 s
∗
k−1ζ
kφ
)
und zeigt somit die Behauptung.
ii.) Alle Isomorphismen aus obigem Diagramm sind ebenfalls Isomorphismen auf
den stetigen Unterkomplexen. Nach Lemma 2.2.8 sind die sk stetig und somit
besagtes Diagramm auch auf die stetige Situation anwendbar. Des Weiteren sind
ξ˜kc : Hom
a,cont
K
(Vk,M) −→ HHkcont(S•(V),M)
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und ˜ˆ
ξkc : HH
k
cont(S
•(V),M) −→ Homa,cont
K
(Vk,M)
mit ξkc = ξ
k
∣∣
Hom
a,cont
K
(Vk,M)
und ξˆkc = ξˆ
k
∣∣
HCkcont(S
•(V),M)
zueinander inverse Iso-
morphismen. Hiermit folgen alle Behauptungen analog zu i.).
iii.) Die Eindeutigkeit folgt unmittelbar aus Proposition 3.2.1 ii.). Des Weiteren ha-
ben wir nach Satz 2.3.7, vermöge Einschränkung und stetiger Fortsetzung, ei-
ne Isomorphie HCkcont(Hol(V),M) ∼= HCkcont(S•(V),M), welche die Isomorphie
HHkcont(Hol(V),M) ∼= HHkcont(S•(V),M) induziert. Mit der Linearität besagter
Isomorphismen folgt dann unmittelbar:
̂Altk(φc) = Altk
(
φˆc
)
.
Nach ii.) ist für jedes φˆc ∈ [ηˆc] ∈ HHk(Hol(V),M) die Einschränkung,
φc = φˆc
∣∣
S•(V)k
, darstellbar in der Form:
φc = φ
a,η
c,D + δ
k−1
c
(
ζk−1−1 s
∗
k−1ζ
kφc
)
.
Hieraus folgt durch stetige Fortsetzung beider Seiten von (2.14), dass
φˆc = φˆ
a,η
c,D + δˆ
k−1
c
(
̂ζk−1−1 s
∗
k−1ζ
kφc
)
,
wobei der erste Summand wegen Altk
(
φˆa,ηc,D
)
=
̂
Altk
(
φa,ηc,D
)
= φˆa,ηc,D total an-
tisymmetrisch ist. Mit (3.5) zeigt dies die Zuweisungen unter den geschweiften
Klammern, da die Zerlegung φˆc = Altk(φˆc) + φˆc −Altk(φˆc) offenbar trivial ist.
Es bleibt nun lediglich die Derivationseigenschaft von φˆa,ηc,D nachzuweisen. Hier-
für rechnen wir mit den Stetigkeiten von ∗ und ∗L , der Definition von φˆa,ηc,D sowie
der Derivativität von φa,ηc,D:
φˆa,ηc,D(ω1, . . . , ωl ∗ ω′l, . . . , ωk)
= lim
Λ
φa,ηc,D
(
(ω1)α1 , . . . , (ωl)αl ∨ (ω′l)α′l , . . . , (ωk)αk
)
= lim
Λ
(ωl)αl ∗L φa,ηc,D
(
(ω1)α1 , . . . , (ω
′
l)α′l , . . . , (ωk)αk
)
+ lim
Λ
(ω′l)α′l ∗L φ
a,η
c,D
(
(ω1)α1 , . . . , (ωl)αl , . . . , (ωk)αk
)
= ωl ∗L φˆa,ηc,D(ω1, . . . , ω′l, . . . , ωk) + ω′l ∗L φˆa,ηc,D(ω1, . . . , ωl, . . . , ωk)
mit Netzen S•(V) ⊇ {ωi}αi∈Ji → ωi ∈ Hol(V) ∀ 1 ≤ i ≤ k und {ω′l}α′l∈J ′l → ω′l
sowie Λ = α1 × · · · × (αl × α′l)× · · · × αk. 
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Bemerkung 3.2.3
i.) Obiger Satz besagt nun nicht nur, dass jedes φ ∈ [η] ∈ HHk(S•(V),M) in der
Form φ = φa,ηD +δ
k−1(ψ) geschriebenwerden kann, sondern legt uns sogar eine ex-
plizite Formel für die Berechnung eines derartigen ψ ∈ HCk−1(S•(V),M) in die
Hand1. Nun ist die Berechnung wegen der rekursiven Definition von sk im All-
gemeinen recht kompliziert, jedoch im Rahmen der Deformationsquantisierung,
bei der man zunächst sowieso nur an den ersten drei Hochschild-Kohomologien
interessiert ist, durchaus ausführbar:
k = 1: Hier ist s∗0 = 0, also [η] = φ
a,η
D für alle [η] ∈ HH1(S•(V),M). Dies ist auch
konsistent damit, dass wegen
(δ0m)(a) = a ∗L m−m ∗R a = 0 für alle m ∈ M = HC0(S•(V),M)
im(δ0) = 0 und somit
HH1(S•(V),M) = {φ ∈ Hom
K
(S•(V),M) ∣∣ φ ist derivativ}
gilt
k = 2: In diesem Fall gilt s1 = h1 − h1Ω1 mit
h1(x0⊗x1⊗x2) = x0⊗ 1⊗x1⊗x2
für x0, x1, x2 ∈ S•(V) und
h1Ω1(x0⊗x1⊗x2) =
l∑
p=1
x0⊗
([∫ 1
0
dt1 iˆ1 (1⊗xp1⊗ 1)
]
∗e 1⊗(x1)p⊗x2
)
.
für deg(x1) = p, da
Ω1(x0⊗x1⊗x2) = F1
 l∑
p=1
∫ 1
0
dt1i1 (x0⊗xp1⊗x2⊗ (x1)p)

=
l∑
p=1
[∫ 1
0
dt1iˆ1 (1⊗ xp1⊗ 1)
]
∗e x0⊗(x1)p⊗x2.
Sei nun φ ∈ HC2(S•(V),M) und x ∈ S•(V)mit deg(x) = p, so folgt:(
ζ1−1s
∗
1ζ
2φ
)
(x) =
(
s∗1ζ
kφ
)
(1⊗ x⊗ 1)
=
φ(1,x)︷ ︸︸ ︷(
ζ2φ
)
(1⊗ 1⊗ x⊗ 1)
+
l∑
p=1
(
ζ2φ
)(
1⊗
([∫ 1
0
dt1 iˆ1 (1⊗ xp⊗ 1)
]
∗e 1⊗xp⊗ 1
))
.
1Dieses ist wegen ker(δk−1) 6= {0} nicht eindeutig bestimmt.
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Für den letzten Summanden beachte man, dass
iˆ1 (1⊗xp⊗ 1) = tp−11 xp⊗ 1 + . . .
+ t
(p−1)−l
1 (1− t1)l
p−1∑
j1,. . . jl
(xp)j1,. . . ,jl ⊗ (xp)j1,. . . ,jl + . . .
+ (1− t1)p−11⊗ xp∫ 1
0
dt1t
(p−1)−l
1 (1 − t1)l =
(
p
l
)−1
sowie
(
ζ2φ
)
(1⊗ x⊗xp⊗ y) = φ(x, xp) ∗R y
gilt. Hiermit folgt:
(
ζ1−1s
∗
1ζ
2φ
)
(x) = φ(1, x) +
l∑
p=1
[
1
p
φ (xp, xp) + . . .
+
(
p
l
)−1 p−1∑
j1,. . . jl
φ
(
(xp)j1,. . . ,jl , xp
) ∗R (xp)j1,. . . ,jl + . . .
+
1
p
φ(1, xp) ∗R xp
]
. (3.9)
k = n: Wir haben
sn = hn − hnΩn − hnsn−1dn
und
hn(x0⊗x1⊗ . . . ⊗xn+1) = x0⊗ 1⊗ x1⊗ . . . ⊗xn+1.
Den zweiten Summanden berechnet man wie im Falle k = 2, wobei hier sehr
viel mehr Kombinatorik zu berücksichtigen ist. Im Falle k = 3 ist der letzte
Summand gleich h2h1d2 − h2h1Ω1d2, was ebenfalls noch berechenbar ist.
Analoge Aussagen gelten nun natürlich auch für die anderen beiden Fälle, wobei
fürHol(V) natürlich die Vervollständigung von (3.9) zu nehmen ist. DesWeiteren
ist s∗ auch für nicht symmetrische BimodulnM gewinnbringend einsetzbar. Hier
erhalten wir mit (3.7) für φ ∈ [η] ∈ HHk(S•(V),M), dass
φ = ζk−1Ω
∗
kζ
kφ+
(
φ− ζk−1Ω∗kζkφ
)
= φ˜+ δk−1
(
ζk−1−1 s
∗
k−1ζ
kφ
)
mit φ˜ = ζk−1Ω
∗
kζ
kφ ∈ [η]. Hierfür beachte man, dass wir in obiger Formel für
ζ1−1s
∗
1ζ
2φ explizit zwischen ∗R und ∗L unterschieden haben.
ii.) Für endlich-dimensionales V ist Satz 3.2.2 i.), von der expliziten Formel für den
Korand, ein bereits wohl bekanntes Resultat. Ebenso für den Fall, dass A die Al-
gebra der C∞(M) der glatten Funktionen auf einer endlich-dimensionalen Man-
nigfaltigkeitM ist, vgl. [Wal07], [CGD80]. Die Multivektorfelder nehmen hierbei
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den Platz der total antisymmetrischen, in jedemArgument derivativen Repräsen-
tanten ein und in der Tat liefert dies eine zutreffende Analogie, da jeder derartige
Repräsentant φa,ηD ein total antisymmetrisches Element inDiffOp
1
k(S
•(V),M), den
Differentialoperator der Ordnung 1, ist2.
iii.) Betrachtet man (3.4), so könnte man den Wunsch verspüren, ̂ζk−1−1 s
∗
k−1ζ
k durch
ζˆk−1−1 sˆ
∗
k−1ζˆ
k zu ersetzen. Hierbei bezeichnen ζˆk und ζˆk−1 die für Hol(V) analog zu
ζk und ζk−1 definierten Isomorphismen. Dies ist jedoch ohne weiteres nicht mög-
lich, da wir für die Definition von s explizit die KettenabbildungG benutzt haben
und somit die Einschränkung sˆk−1|Xk−1c im Allgemeinen nach Xˆ
k
c und nicht aus-
schließlich nachXkc abbildet. Hierbei bezeichnet (Xc, dc) den zuHol(V) gehörigen
Bar-Komplex und (Xˆc, dˆc) dessen Vervollständigung.
iv.) Wir möchten für Satz 3.2.2 i.) noch einmal auf anderen Weise argumentieren.
Hierfür seien Eindeutigkeit und Existenz bereits gezeigt. Dann ist mit δkφ = 0
ebenfalls
(
δk ◦Altk
)
(φ) = 0, also für einen Kozyklus φ ∈ [η] auch Altk(φ) ein
Kozyklus. Dies bedeutet Altk(φ) = φ
a,η′
D ∈ [η′]mit der Eindeutigkeit des total an-
tisymmetrischen Repräsentanten in [η′]. Insbesondere ist dann Altk(φ) derivativ,
und die Aufgabe besteht nun darin, [η′] = [η] nachzuweisen. Hierfür beachten
wir, dass(
ξˆkφ
)
(v1, . . . , vk) =
(
Υk ◦F ∗k ◦Ξk−1 ◦⊗k∗
) (
φ
)
(v1 ∧ · · · ∧ vk)
=
(
F ∗k ◦Ξk−1 ◦⊗k∗
) (
φ
)
(1⊗ 1⊗ v1 ∧ · · · ∧ vk)
=
(
Ξk−1 ◦⊗k∗
) (
φ
)(
Fk(1⊗ 1⊗ v1 ∧ · · · ∧ vk)
)
=
∑
σ∈Sk
sign(σ)
(
Ξk−1 ◦⊗k∗
) (
φ
)
(1⊗ vσ(1) ⊗ . . .⊗ vσ(k)⊗ 1)
=
∑
σ∈Sk
sign(σ)
(⊗k∗ φ)(vσ(1) ⊗ . . .⊗ vσ(k))
=
∑
σ∈Sk
sign(σ) φ (vσ(1), . . . , vσ(k))
= k! Altk(φ) (vσ(1), . . . , vσ(k)),
also
(
ξˆkφ
)
= k! Altk
(
φ
∣∣
V
k
)
= k! Altk(φ)
∣∣
V
k . Proposition 3.2.1 iii.) zeigt dann(
ξk ◦ ξˆk
)
(φ) =
(
Altk(φ)
∣∣
V
k
)
D
, und mit der Derivativität von Altk(φ) zeigt Pro-
position 3.2.1 i.), dass
(
ξk ◦ ξˆk
)
(φ) = Altk(φ). Nun gilt ξk ◦ ξˆk : [η] −→ [η], also
Altk(φ) ∈ [η].
2vgl. Proposition 4.1.2
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In diesem Kapitel wollen wir uns dem Begriff der differentiellen Hochschild-Koketten
zuwenden und die Rolle der Kettenabbildungen F ∗ und G∗ in diesem Rahmen dis-
kutieren. Im Großen und Ganzen soll es hier darum gehen, nützliche Relationen und
Ideen zusammenzutragen, die als Basis für weitergehende Analysen benutzt werden
können. Wir werden dabei besonderen Wert auf die Diskussion etwaiger Fallstricke
legen, die aus der zu naiven Betrachtung des Unterkomplex-Begriffes resultieren.
4.1. Multidifferentialoperatoren und symmetrische Bimoduln
In diesem Abschnitt soll es zunächst darum gehen, den Begriff des Multidifferential-
operators in voller algebraischer Allgemeinheit kennenzulernen (vgl. [Wal07, Anhang
A]), um hiermit die differentiellen Hochschildkomplexe sowie die stetigen, differenti-
ellen Hochschildkomplexe für symmetrische Bimoduln zu definieren.
Hierfür sei daran erinnert, dass wir unter einer K-Algebra immer einen K-Vektor-
raum mit assoziativer, K-bilinearer Algebramultiplikation verstehen. Ist von einem A-
Modul M die Rede, so meinen wir einen K-Vektorraum mit K-bilinearer A-Modul-
Multiplikation, wobei die Linearität im Modul-Element für die Wohldefiniertheit des
Multi-differentialoperator-Begriffes unabdingbar ist. Befinden wir uns im Folgenden
in der Situation einer kommutativen Algebra, so behandeln wirM als A-Linksmodul
und bezeichnen die Modul-Multiplikation mit ∗L, wohlwissend, dass dies für derarti-
ge Algebren keine Einschränkung bedeutet, siehe Anhang A.1. Ist A kommutativ, so
setzen wir 1A ∗L m = m für allem ∈ M voraus.
Als Teilresultat dieses Abschnittes erhaltenwir dann die Isomorphie der stetigen, dif-
ferentiellen Kohomologien der Algebren Hol(V) und S•(V) für derartige vollständige,
lokalkonvexe, symmetrischen Hol(V)−Hol(V)-Bimoduln.
Definition 4.1.1 (Multidifferentialoperator)
Gegeben eine assoziative, kommutative K-Algebra (A, ∗) und ein A-Modul (M, ∗L).
Dann sind dieMultidifferentialoperatorenDiffOpLk (A,M)mit Argumenten im k-fachen
kartesischen Produkt Ak von A und Werten inM, der Multiordnung L = (l1, . . . , lk) ∈
Z
k, induktiv definiert durch
DiffOpLk (A,M) = {0} ∀ L ∈ Zk mit li < 0 für ein 1 ≤ i ≤ k
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sowie
DiffOpLk (A,M) =
{
D ∈ Hom
K
(Ak,M) ∣∣∣ ∀ a ∈ A, ∀ 1 ≤ i ≤ k gilt :
La ◦D −D ◦Lia ∈ DiffOpL−eik (A,M)
}
.
Dabei bedeutetL−m·ei = (l1, . . . , li−m, . . . , lk), La ◦D(a1, . . . , ak) = a∗LD(a1, . . . , ak)
und
(
D ◦Lia
)
(a1, . . . , ak) = D(a1, . . . , ai ∗ a, . . . , ak). Weiterhin setzen wir |L| =
∑
i li
mit |L| = −1 falls li < 0 für ein 1 ≤ i ≤ k und schreiben L ≤ L′ falls li ≤ l′i ∀ 1 ≤ i ≤ k
sowie L = n falls li = n ∀ 1 ≤ i ≤ k.
Proposition 4.1.2
Unter den Voraussetzungen obiger Definition gilt:
i.) Sei
[]ai : HomK(Ak,M) −→ HomK(Ak,M)
D 7−→ La ◦D −D ◦Lia.
Dann gilt []ai ◦ []bj = []bj ◦ []ai für alle a, b ∈ A und alle i, j ∈ {1, . . . , k}.
ii.) Sei D ∈ Hom
K
(Ak,M). Dann ist genau dann D ∈ DiffOpLk (A,M), wenn:
[]
a1,...,ali+1
i D = 0 ∀ 1 ≤ i ≤ k, ∀ a1, . . . , ali+1 ∈ A. (4.1)
Hierbei steht []
a1,...,ali+1
i : DiffOp
L
k (A,M) −→ 0 abkürzend für []a1i ◦ . . . ◦ []
ali+1
i .
iii.) FürK ≤ L ist
DiffOpKk (A,M) ⊆ DiffOpLk (A,M)
und
DiffOp•k(A,M) =
⋃
L≥0
DiffOpLk (A,M)
ein filtrierter Untervektorraum von Hom
K
(Ak,M).
iv.) Jedes DiffOpLk (A,M) und somit DiffOp•k(A,M) wird vermöge a ∗L D = La ◦D zu
einem A-Linksmodul. Des Weiteren ist D ∗iR a = D ◦Lia für alle 1 ≤ i ≤ k eine
Rechtsmodul-Multiplikation auf jedem DiffOpLk (A,M) und somit auf DiffOp•k(A,M).
v.) SeiD ∈ DiffOpLk (A,M) und L ≺i P := (l1, . . . , li−1, li+p1, . . . , li+pm, li+1, . . . , lk).
Dann ist:
a) DA ∗L D ∈ DiffOp(P,L)k+m (A,M) für DA ∈ DiffOpPm(A,A),
b) D ◦iDA ∈ DiffOpL≺iPk+m−1(A,M) für DA ∈ DiffOpPm(A,A).
Insbesondere ist idA ∗LD ∈ DiffOp(0,L)k+1 (A,M) und D ◦i ∗ ∈ DiffOpL≺i(0,0)k+1 (A,M).
Hierfür beachte man, dass jede assoziative Algebra A insbesondere einA-Linksmodul ist.
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vi.) Sei D ∈ Hom
K
(Ak,M) derivativ in jedem Argument. Dann ist D ∈ DiffOp1k(A,M).
BEWEIS: i.) Zunächst ist das Bild unter []ai in der Tat K-multilinear, da ∗L linear im
M-Argument und ∗ bilinear ist. Die behauptete Vertauschungsrelation folgt un-
mittelbar aus der Kommutativität von A.
ii.) SeiD ∈ DiffOpLk (A,M). Dann gilt per Definition:
[]
a1,...,ali+1
i D ∈ DiffOp(l1,...,−1i,...,lk)k (A,M) = 0.
Für die umgekehrte Implikation sei []ajD = 0 für alle 1 ≤ j ≤ k. Dann folgt unter
Berücksichtigung von a ∗L 0 = 0K · [a ∗L 0] = 0, dass
D′ = []a11 ◦ . . . ◦[]akk D = 0 ∈ DiffOp−1k (A,M),
also []a22 ◦ . . . ◦[]akk D ∈ DiffOp(0,−1,...,−1)k (A,M) und induktiv D ∈ DiffOp0k(A,M).
Sei nun die Aussage für L korrekt und (4.1) für L′ = L + ei erfüllt. Sei weiter
D′ = []aiD, so ist nach Voraussetzung []
a1,...,ali+1
i D
′ = 0 und für j 6= i folgt:
[]
a1,...,alj+1
j D
′ i.)= []ai ◦ []
a1,...,alj+1
j D
′ = []ai 0 = 0.
Dies zeigtD′ ∈ DiffOpLk (A,M) und somitD ∈ DiffOpL
′
k (A,M).
iii.) Die erste Inklusion folgt unmittelbar aus ii.) und []ai 0 = 0. Für die zweite Be-
hauptung beachte man, dass die []ai lineare Abbildungen sind und somit (4.1)
ein lineares Kriterium ist. Hiermit ist DiffOp•k(A,M) ein Untervektorraum von
Hom
K
(Ak,M) und besagte Inklusion liefert die Filtrationseigenschaft.
iv.) Dies folgt sofort aus ii.), []ai 0 = 0 sowie den Vertauschungsrelationen []
b
i [LaD] =
La
[
[]biD
]
und []bi
[
D ◦Lia
]
=
[
[]biD
] ◦Lia.
v.) Zunächst sind alle KompositionenK-multilineare Abbildungen nachM.
a) Mit der Kommutativität von A und den Modul-Multiplikationsregeln gilt:
[]aj
[
DA ∗L D
]
=
[
a ∗DA
] ∗L D − [DA ◦Lja] ∗L D = [[]ajDA] ∗L D
für 1 ≤ j ≤ m und
[]aj
[
DA ∗L D
]
= DA ∗L
[
a ∗L D
]−DA ∗L [D ◦Lja] = DA ∗L [[]ajD]
fürm+ 1 ≤ j ≤ k +m. Die Behauptung folgt dann unmittelbar aus ii.).
b) Seien |L|, |P | 6= −1, andernfalls ist die Aussage trivial. Wir zeigen diese per
Induktion über |L| + |P |. Sei hierfür L = m = 0. Dann ist []ajD = 0 für
1 ≤ j ≤ k und []ajDA = 0 für 1 ≤ j ≤ m. In den Fällen 1 ≤ j < i und
i+m− 1 < j ≤ k +m− 1 folgt
[]aj
[
D ◦iDA
]
=
[
[]ajD
] ◦iDA = 0
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und für i ≤ j ≤ i+m− 1 gilt[
D ◦iDA
] ◦Lja =D ◦i [DA ◦Lj−i+1a ] = D ◦i [a ∗L DA] = [D ◦Lia] ◦DA
= a ∗L
[
D ◦iDA
]
,
also []aj
[
D ◦iDA
]
= 0. Sei nun die Aussage für |L| + |P | − 1 korrekt. Dann
gilt in den Fällen 1 ≤ j < i und i+m− 1 < j ≤ k +m− 1:
[]aj
[
D ◦iDA
]
=
[
[]ajD
] ◦iDA ∈ DiffOp[L−ej ]≺iPk+m−1 (A,M)
nach Induktionsvorraussetzung und für i ≤ j ≤ i+m− 1 erhalten wir:
[]aj
[
D ◦iDA
]
= a ∗L
[
D ◦iDA
] 0︷ ︸︸ ︷−[D ◦Lia] ◦iDA + [D ◦Lia] ◦iDA−[D ◦iDA] ◦Lja
=
[
a ∗L D
] ◦iDA − [D ◦Lia] ◦iDA +D ◦i [a ∗DA]−D ◦i [DA ◦Lj−i+1a ]
=
[
[]aiD
] ◦iDA︸ ︷︷ ︸
DiffOp
[L−ei]≺iP
k+m −1 (A,M)
+ D ◦i
[
[]aj−i+1DA
]︸ ︷︷ ︸
DiffOp
L≺i[P−e(j−i+1)]
k+m−1 (A,M)
.
Hierbei gelten die Zugehörigkeiten unter den geschweiften Klammern nach
Induktionsvorraussetzung.
Im ersten Fall: j 6= {i, . . . , i + m − 1} ist [L − ej ] ≺i P = [L ≺i P ] − ej
und für i ≤ j ≤ i + m − 1 gilt L ≺i [P − e(j−i+1)] = [L ≺i P ] − ej sowie
[L−ei] ≺i P = [L ≺i P ]−ei− . . . −ei+m−1 ≤ [L ≺i P ]−ej . Mit iii.) zeigt dies
[]aj
[
D ◦iDA
] ∈ DiffOp[L≺iP ]−ejk+m−1 (A,M) und Definition 4.1.1 liefert schließlich
D ◦iDA ∈ DiffOpL≺iPk+m−1(A,M).
Die letzte Behauptung folgtmit dembereits Gezeigten undmit idA ∈ DiffOp01(A,A)
sowie ∗ ∈ DiffOp02(A,A).
vi.) Für jedes 1 ≤ j ≤ k ist [[]ajD](a1, . . . , ak) = − ai ∗L D(a1, . . . , a, . . . , ak), also
[]a,bj D = 0. 
Bemerkung 4.1.3
Die obige rein algebraische Definition der Multidifferentialoperatoren scheint zunächst
etwas befremdlich. Es lässt sich jedoch zeigen (vgl. [Wal07, Anhang A]), dass diese für
die assoziative, kommutative Algebra A = C∞(M) auf einer glatten Mannigfaltigkeit
M gerade mit der üblichen analytischen Definition übereinstimmt. Beispielsweise ist
genau dann D ∈ DiffOpn1 (A,A), wenn ein mit der auf M gegebenen differenzierbaren
Struktur verträglicher C∞-Atlas A vonM derart existiert, dass für jede Karte (U, x) ∈
A, in den Indizes i1, . . . , ik symmetrische Funktionen D
i1,...,ik
U ∈ C∞(U) existieren, so
dass:
D
(
f
∣∣
U
)
=
n∑
r=0
∑
i1,...,ir
1
r!
Di1,...,ikU
∂r f
∣∣
U
∂ xi1 . . . ∂ xir
.
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Definition 4.1.4 (Stetige Multidifferentialoperatoren)
Gegeben eine assoziative, kommutative, lokalkonvexeK-Algebra (A, ∗) und ein lokal-
konvexer A-Modul (M, ∗L), so sind die stetigen Multidifferentialoperatoren induktiv
definiert durch
DiffOpL,contk (A,M) = {0} ∀ L ∈ Zk mit li < 0 für ein 1 < i ≤ k
sowie
DiffOpL,contk (A,M) =
{
D ∈ Homcont
K
(Ak,M) ∣∣∣ ∀ a ∈ A, ∀ 1 ≤ i ≤ k gilt :
La ◦D −D ◦Lia ∈ DiffOpL−ei,contk (A,M)
}
.
Bemerkung 4.1.5
i.) Proposition 4.1.2 überträgt sich sinngemäß auf DiffOp•,contk (A,M), da in der Si-
tuation von Definition 4.1.4 sowohl ∗ als auch ∗L stetige Abbildungen sind und
somit []ai : DiffOp
L,cont
k (A,M) −→ DiffOpL−ei,contk (A,M) gilt. In der Tat gewähr-
leistet dies im Induktionsschritt zu Proposition 4.1.2 ii.), dassD′ ∈ Homcont
K
(Ak,M)
stetig ist. Proposition 4.1.2 ii.) zeigt dann insbesondere, dass genau dann φ ∈
DiffOpL,contk (A,M) gilt, wenn φ ∈ HomcontK (Ak,M) und φ ∈ DiffOpLk (A,M) ist.
ii.) Man beachte, dass die Forderung der Stetigkeit der Differentialoperatoren in der
Tat eine echte Zusatzbedingung liefert. Für den Fall M = A = C∞(Rn,R), in
welchem A durch die üblichen Halbnormen
pK,l : φ 7→ sup
x∈K
|α|≤l
∣∣∣∣∂α φ∂ xα
∣∣∣∣
mit K ⊆ Rn kompakt und l ∈ N topologisiert ist, sind Multidifferentialoperato-
ren eben nur wegen ihrer analytischen Form, also ihrer unmittelbaren Ähnlichkeit
zu obigen Halbnormen stetig.Wählt man hier ein anderes Halbnormensystem, so
ist deren Stetigkeit auch für diese Algebra im Allgemeinen nicht gewährleistet.
Um dies noch deutlicher zu machen, sei dem Leser nahegelegt zu versuchen, die
Stetigkeit der Derivation iu ∈ DiffOp11(S•(V),S•(V))mit
iu : v1 ∨ · · · ∨ vk 7−→
k∑
i=1
|u(vi)| · v1 ∨ . . .Ni · · · ∨ vk
und iu(1) = 0 für beliebiges u ∈ V∗ nachzuweisen. Im Falle u ∈ V ′ ist dies
allerdings kein Problem.
Lemma 4.1.6
Gegeben ein vollständiger, hausdorffscher, lokalkonvexer Hol(V)-ModulM. Dann gilt
DiffOp•,contk (Hol(V),M) ∼= DiffOp•,contk (S•(V),M)
vermöge Einschränkung und stetiger Fortsetzung.
89
4 Differentielle Hochschild-Kohomologien
BEWEIS: Mit Proposition 4.1.2 ii.) folgt unmittelbar φ
∣∣
S•(V)k
∈ DiffOp•,contk (S•(V),M)
für alle φ ∈ DiffOp•,contk (Hol(V),M). Für den Rest der Behauptung reicht es zu zeigen,
dass φˆ ∈ DiffOp•,contk (Hol(V),M), falls φ ∈ DiffOp•,contk (S•(V),M). Hierzu beachten
wir, dass
[]•1,. . . ,•li1,. . . ,il φ : (a1, . . . , al+k) 7−→ []
a1,. . . ,al
i1,. . . ,il
φ(al+1, . . . , ak+l) sowie
[]•1,. . . ,•li1,. . . ,il φˆ : (a1, . . . , al+k) 7−→ []
a1,. . . ,al
i1,. . . ,il
φˆ(al+1, . . . , ak+l)
beide stetig sind und
(
[]•1,. . . ,•li1,. . . ,il φˆ
) ∣∣∣
S•(V)k
= []•1,. . . ,•li1,. . . ,il φ gilt. Mit der Eindeutigkeit der ste-
tigen Fortsetzung zeigt dies []•1,. . . ,•li1,. . . ,il φˆ =
̂(
[]•1,. . . ,•li1,. . . ,il φ
)
und für φ ∈ DiffOpL,contk (S•(V),M)
folgt
[]
•1,. . . ,•l+1
i1,. . . ,il+1
φˆ =
̂(
[]
•1,. . . ,•l+1
i1,. . . ,il+1
φ
)
= 0,
also φˆ ∈ DiffOpL,contk (Hol(V),M). 
Definition 4.1.7 (Differentieller Hochschild-Komplex)
Gegeben eine kommutative AlgebraA und ein symmetrischerA−A-BimodulM. Wir
betrachten dieK-Vektorräume
HCkdiff(A,M) :=

{0} k < 0
M k = 0
DiffOp•k(A,M) k ≥ 1
sowie die durch (1.1) definiertenK-lineare Abbildungen:
δkdiff : HC
k
diff(A,M) −→ HCk+1diff (A,M).
Hierfür beachte man, dass im symmetrischen Falle ∗L = ∗R gilt und Proposition 4.1.2 v.)
dann zeigt, dass die δkdiff in der Tat in die behauptete Menge abbilden. Sind A undM
lokalkonvex, so definieren wir
HCkc,d(A,M) :=

{0} k < 0
M k = 0
DiffOp•,contk (A,M) k ≥ 1
sowie die zugehörigen Kettendifferentiale:
δkc,d : HC
k
c,d(A,M) −→ HCk+1c,d (A,M).
Abschließend erhalten wir folgendes Korollar:
Korollar 4.1.8
i.) SeiM ein symmetrischer S•(V) − S•(V)-Bimodul. Dann induzieren ξ und ξˆ wohldefi-
nierte Kettenabbildungen ξ˜k und ˜ˆξk zwischen (HCdiff(S•(V),M), δdiff ) und
(KC(V,M),∆). Des Weiteren ist ξ˜k injektiv und ˜ˆξk surjektiv.
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ii.) Sei M ein symmetrischer, lokalkonvexer S•(V) − S•(V)-Bimodul. Dann induzieren ξ
und ξˆ wohldefinierte Kettenabbildungen zwischen (HCc,d(S•(V),M), δc,d) und
(KCcont(V,M),∆). Des Weiteren ist ξ˜k injektiv und ˜ˆξk surjektiv.
iii.) SeiM ein vollständiger, symmetrischer, hausdorffscher, lokalkonvexer Hol(V)−Hol(V)-
Bimodul, so sind
(
HCc,d(Hol(V),M), δˆc,d
)
und
(
HCc,d(S
•(V),M), δc,d
)
ketteniso-
morph vermöge Einschränkung und stetiger Fortsetzung. Des Weiteren gilt:
HHkc,d(Hol(V),M) ∼= HHkc,d(S•(V),M).
BEWEIS: i.),ii.) Zunächst ist klar, dass sowohl ξˆk : HCdiff(S•(V),M) −→ KC(V,M)
als auch ξˆk : HCc,d(S•(V),M) −→ KCcont(V,M) gilt. Des Weiteren ist das Bild
unter ξk nach Proposition 3.2.1 iii.) derivativ in jedemArgument, also nach Propo-
sition 4.1.2 vi.) ein Element in DiffOp1k(S
•(V),M). Dies zeigt ξk : KC(V,M) −→
HCdiff(S
•(V),M), und da ξk im lokal konvexen Fall stetige Elemente auf stetige
Elemente abbildet, gilt gleichermaßen ξk : KCcont(V,M) −→ HCc,d(S•(V),M).
Die Injektivität von ξ˜k sowie die Surjektivität von ˜ˆξk folgen in beiden Fällen wie-
der unmittelbar aus Lemma 1.3.12 i.).
iii.) Dies folgt mit Lemma 4.1.6 analog zu Satz 2.3.7, da auch hier für
δˆkc,d : HC
k
c,d
(
Hol(V),M) −→ HCk+1c,d (Hol(V),M)
δkc,d : HC
k
c,d
(
S•(V),M) −→ HCk+1c,d (S•(V),M)
gilt, dass:
δˆkc,d
(
φˆ
) ∣∣∣
S•(V)k+1
= δkc,d
(
φˆ
∣∣
S•(V)k
)
. 
Bemerkung 4.1.9
Es ist im Allgemeinen nicht klar, dass die ξ˜k Isomorphismen sind, dass also
HHkdiff(S
•(V),M) ∼= Homa
K
(
V
k,M) ∼= HHk(S•(V),M)
HHkc,d(S
•(V),M) ∼= Homa,cont
K
(
V
k,M) ∼= HHkcont(S•(V),M)
gilt. Dies ist ein Phänomen, dass bei Unterkomplexen immer auftreten kann. Hierfür
beachte man, dass es wegen ker
(
δkdiff
) ⊆ ker (δk) Elemente [ν] ∈ HHk(S•(V),M) geben
kann, in denen kein [ηdiff ] ∈ HHkdiff(S•(V),M) enthalten ist. Wegen
HHkdiff(S
•(V),M)
˜ˆ
ξk−→ Homa
K
(Vk,M) ∼= HHk(S•(V),M)
und der Surjektivität von ˜ˆξk ist die bei uns aber nicht der Fall. Des Weiteren kann es
wegen im
(
δk−1diff
)
⊆ im (δk−1) passieren, dass [ηdiff ], [µdiff ] ∈ HHkdiff(S•(V),M) existie-
ren, für die sowohl [ηdiff ] 6= [µdiff ] als auch [ηdiff ], [µdiff ] ⊆ [ν] ∈ HHk(S•(V),M) gilt.
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In unserem Fall ist eben dies das Problem, da ˜ˆξk nicht notwendigerweise injektiv ist.
Abhilfe würde hier die Homotopie s schaffen, wenn gewährleistet wäre, dass
ζk−1s
∗
kζ
k+1 : HCk+1diff (S
•(V),M) −→ HCkdiff(S•(V),M)
gilt. In der Tat erhielten wir dann analog zu (3.8), dass
idHCkdiff
− ξk ◦ ξˆk = (ζk−1s∗kζk+1)δk + δk−1(ζk−1−1 s∗k−1ζk), (4.2)
also idHCdiff ∼ ξk ◦ ξˆk und idHHkdiff =
˜ξk ◦ ξˆk = ξ˜k ◦ ˜ˆξk, mithin die Surjektivität von
ξ˜k und die Injektivität von ˜ˆξk. In der Tat könnte dann obiger Fall nicht mehr eintre-
ten, denn für [ηdiff ], [µdiff ] ⊆ [ν] wäre jede Differenz φ = φη − φµ von Repräsentanten
φη ∈ [ηdiff ] und φµ ∈ [µdiff ] ein differentieller Korand. Unter Berücksichtigung von
(4.2) erhielten wir φ = δk−1
(
ζk−1−1 s
∗
k−1ζ
kφ
)
mit ζk−1−1 s
∗
k−1ζ
kφ ∈ HCk−1diff (S•(V),M), also
[ηdiff ] = [µdiff ].
Nun gilt, dass ζk−1h
∗
kζ
k+1, ζk−1Ω
∗
kζ
k und ζk−1d
∗
kζ
k die Eigenschaft besitzen, differenti-
elle Elemente auf differentielle Elemente abzubilden und dass die Ae-Linearisierung
einer derartigen Abbildung weiterhin diese Eigenschaft besitzt. Jedoch dürfen wir in
ζk−1Ω
∗
kh
∗
kζ
k+1 nicht einfach die Eins ζk ◦ ζk−1 einfügen, da hk nicht Ae-linear ist. Nun
könnte trotzdem ζk−1Ω
∗
kh
∗
kζ
k+1 : HCk+1diff (S
•(V),M) −→ HCkdiff(S•(V),M) richtig sein.
Jedoch ist(
ζk−1Ω
∗
kh
∗
kζ
k+1
) (
φ
)
(u1, . . . , uk) =
(
Ω∗kh
∗
kζ
k+1
) (
φ
)
(1⊗u1⊗ . . . ⊗uk⊗ 1)
=
(
h∗kζ
k+1
) (
φ
)
(Ωk(1⊗ u1⊗ . . . ⊗uk ⊗ 1))
=
(
ζk+1φ
)
(1⊗Ωk(1⊗ u1⊗ . . . ⊗uk ⊗ 1)),
also die Ae-Linearität von (ζk+1φ) in Kombination mit (3.1) nur noch für Elemente
φ ∈ DiffOp(0,l2,. . . ,lk+1)k (S•(V),M) nutzbringend einsetzbar. In diesen Fällen ist dann(
ζk−1Ω
∗
kh
∗
kζ
k+1
) (
φ
) ∈ DiffOp1k(S•(V),M), was man mit derAe-Linearität von Fk, durch
eine ähnliche Rechnung wie in Proposition 3.2.1, sieht.
Im Falle A = C∞(V )mit einer konvexen Teilmenge V ⊆ Rn kann gezeigt werden (vgl.
[Wei09, Kapitel 5]), dass ζk−1s
∗
kζ
k+1 tatsächlich die gewünschte Eigenschaft besitzt, dif-
ferentielle Elemente auf differentielle Elemente abzubilden. In diesem Fall ist dies aber
der speziellen Beschaffenheit des Differentialoperator-Begriffes geschuldet, der wegen
der endlichen Dimension von Rn, konsistent zur algebraischen Definition, durch Ver-
kettung von partiellen Ableitungen definiert werden kann, siehe [Wei09, Def 5.3.2]. Ins-
besondere gelten dann Kettenregeln der Form ∂y f(tx+(1−t)y) = f ′(tx+(1−t)y)(1−t),
die im Beweis zu [Wei09, Prop 5.6.6] von essentieller Bedeutung sind. Um also die Vor-
gehensweise aus [Wei09, Kapitel 5] auf unsere Situation zu übertragen, könnte man
sich im differentiellen Hochschild-Komplex von Anfang an auf Differentialoperatoren
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beschränken, die als endliche Summe in der Form
φ =
s∑
l=0
∑
|α|=l
δ|α1|α1 . . . δ
|αk |
αk
∗L mα1,. . . ,αk
mit Derivationen δαi ∈ DiffOp11(S•(V),S•(V)) geschrieben werden können. Hierbei
darf k für jeden Summanden variieren, und mit δ|αi|αi ist die |αi|-fache Anwendung von
δαi gemeint. Dabei ist die Reihenfolge der Verkettungenwegen Derivationseigenschaft
der δαi unwichtig. Für eine Derivation δ gilt dann mit δ2(x⊗ y) := x⊗ δ(y) ebenfalls
δ2(ˆi1(1⊗ x⊗ 1)) = (1 − t1)ˆi1(1⊗ δ(x)⊗ 1),
also die Kettenregel. Um nun jedoch sicherzustellen, dass G∗k und somit ξ
k in diesen
Unterkomplex abbildet, wird man sich im allgemeinen auch auf einen Unterkomplex
von (K∗, ∂∗) beschränken müssen.
Abseits dieser ganzen Diskussion besteht natürlich durchaus auch die Möglichkeit,
dass idHCdiff ∼ ξk ◦ ξˆk vermöge andererHomotopieabbildung s : HCk+1diff (S•(V),M) −→
HCkdiff(S
•(V),M) gilt. Dies würde dann die Surjektivität von ξ˜k und die Injektivität von˜ˆ
ξk zeigen.
4.2. Differentielle Bimoduln
Motiviert durch Korollar 4.1.8 wollen wir in diesem Abschnitt der Frage nachgehen,
inwiefern obige Aussagen auch für nicht-symmetrische Bimoduln zu erwarten sind.
Seien hierfür (A, ∗) eine kommutative Algebra und (M, ∗L) einA-Modulwie im letzten
Abschnitt. Für 1 ≤ l ≤ s seien K-bilineare Abbildungen Dl : A × M −→ M derart
gegeben, dass folgende Konsistenzbedingungen erfüllt sind:
a.) Dl(a, b ∗L m) = b ∗L Dl(a,m) ∀ a, b ∈ A, ∀m ∈ M,∀ 1 ≤ l ≤ s
b.) Für festes a ∈ A und 1 ≤ l ≤ s bezeichneDal : M−→M die ∗L-lineare Abbildung
Dal : m 7−→ Dl(a,m). Sei desWeiterenDa1,...,apl1,...,lp = D
a1
l1
◦ . . . ◦Daplp , dann soll für alle
ai ∈ A gelten, dass:
D
a1,...,ap
l1,...,lp
= 0, falls
p∑
i=1
li > s.
c.) Für 1 ≤ l ≤ s gilt:
Dl(a ∗ b,m) = b ∗L Dl(a,m) +D1(b,Dl−1(a,m)) +D2(b,Dl−2(a,m)) + . . .
+Dl−2(b,D2(a,m)) +Dl−1(b,D1(a,m)) + a ∗L Dl(b,m).
d.) Für fixiertesm ∈ M ist Dl(·,m) ∈ DiffOpl1(A,M) ∀m ∈ M, ∀ 1 ≤ l ≤ s.
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Hiermit erhalten wir folgendes Lemma:
Lemma 4.2.1
Gegeben eine kommutative Algebra (A, ∗) und einA-Modul (∗L,M). Seien weiterD1, . . . ,Ds
Abbildungen, die i.) - iv.) erfüllen. Dann wirdM vermöge
∗R = ∗L +D1 + · · ·+Ds
zu einem A−A-Bimodul.
BEWEIS: Mit a.) folgt unmittelbar, dass a ∗L (m ∗R b) = (a ∗L m) ∗R b gilt, und für die
Bedingungm ∗R (a ∗ b) = (m ∗R a) ∗R b rechnen wir:
(m ∗R a) ∗R b = [a ∗L m+D1(a,m) +D2(a,m) + · · ·+Ds(a,m)] ∗R b.
Durch Ausmultiplizieren und Anwenden von a.) und b.) ergibt dies:
(a ∗ b) ∗L m + a ∗L D
b
1(m) + a ∗L D
b
2(m) + . . . + a ∗L D
b
s−1(m) + a ∗L D
b
s(m)
+ b ∗L D
a
1 (m) + D
b,a
1,1(m) + D
b,a
2,1(m) + . . . + D
b,a
s−1,1(m) + ✘✘
✘✘
✘
D
b,a
s,1(a,m)
+ b ∗L D
a
2 (m) + D
b,a
1,2(m) + D
b,a
2,2(m) + . . . + ✘✘
✘✘
✘
D
b,a
s−1,2(m) + ✘✘
✘✘D
b,a
s,2(m)
+ b ∗L D
a
3 (m) + D
b,a
1,3(m) + D
b,a
2,3(m) + . . . + ✘✘
✘✘
✘
D
b,a
s−1,3(m) + ✘✘
✘✘D
b,a
s,3(m)
...
+ b ∗L D
a
s−1(m) + D
b,a
1,s−1(m) + ✘✘
✘✘
✘
D
b,a
2,s−1(m) + . . . + ✘✘
✘✘
✘✘
D
b,a
s−1,s−1(m) + ✘✘
✘✘
✘
D
b,a
s,s−1(m)
+ b ∗L D
a
s (m) + ✘✘
✘✘D
b,a
1,s(m) + ✘✘
✘✘D
b,a
2,s(m) + . . . + ✘✘
✘✘
✘
D
b,a
s−1,s(m) + ✘✘
✘✘Db,as,s (m).
Durch Zusammenfassen der Diagonalen von links unten nach recht oben folgt mit c.):
(m ∗R a) ∗R b = (a ∗ b) ∗L m+
[
b ∗L D1(a,m) + a ∗L D1(b,m)
]
+
[
b ∗L D2(a,m) +D1(b,D1(a,m)) + a ∗L D2(b,m)
]
+ . . .
+
[
b ∗L Ds(a,m) +D1(b,Ds−1(a,m)) +D2(b,Ds−2(a,m)) + . . .
+Ds−2(b,D2(a,m)) +Ds−1(b,D1(a,m)) + a ∗L Ds(b,m)
]
= (a ∗ b) ∗L m+D1(a ∗ b,m) + · · · +Ds(a ∗ b,m)
=m ∗R (a ∗ b).
Schließlich ist ∗R bilinear, da ∗L und alle Dl bilinear sind. Des Weiteren folgt für alle l
mit a = b = 1 aus c.), dass Dl(1,m) = 0, also m ∗R 1A = 1A ∗L m gilt, womitM, ∗L, ∗R
alle unsere Anforderungen an einen A−A-Bimodul erfüllt. 
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Wir geben nun die zentrale Definition dieses Kapitels:
Definition 4.2.2
Gegeben die kommutative Algebra S•(V) und ein S•(V)−S•(V)-Bimodul wie in Lem-
ma 4.2.1. Wir nennenM einen differentiellen Bimodul über S•(V), falls folgende Zu-
satzbedingung erfüllt ist:
e.) Für alle m ∈ M und alle ω ∈ S•(V)mit deg(ω) < l istDl(ω,m) = 0.
Mit c.) ist dies gleichbedeutend mit der Forderung, dass für alle m ∈ M und alle l ≥ 2
Dl(v,m) = 0, falls deg(v) = 1.
Bemerkung 4.2.3
SeiM ein differentieller S•(V)− S•(V)-Bimodul, so ist mit DiffOp•k(S•(V),M) im Fol-
genden immer derDifferentialoperator-Begriff bezüglich der ∗L-Multiplikation gemeint.
Beispiel 4.2.4
i.) Sei (M, ∗L) ein S•(V)-Modul, s = 2 und M˜ =M×M×M. Sei weiter iu wie in
Bemerkung 4.1.5 und:
sh : (m1,m2,m3) 7−→ (0,m1,m2)
∗L :
(
ω, (m1,m2,m3)
) 7−→ (ω ∗L m1, ω ∗L m2, ω ∗L m3).
Wir setzen D1(ω, m˜) =
√
2 · iu(ω) ∗L sh1(m˜) und D2(ω, m˜) = i2u ∗L sh2(m˜). Dann
sind a.) und b.) per Definition erfüllt, und für c.) rechnet man:
D2(v ∨ w, m˜) = iu(v ∨ iu(w) + w ∨ iu(v)) ∗L sh2(m˜)
= w ∨ i2u(v) ∗L sh2(m˜) + 2 · iu(v) ∨ iu(w) ∗L sh2(m˜)
+ v ∨ i2u(w) ∗L sh2(m˜)
= w ∗L D2(v, m˜) +D1(w,D1(v, m˜)) + v ∗L D2(w, m˜).
Des Weiteren ist D2(v, m˜) = i2u(v) ∗L sh2(m˜) = (0, 0, 0) falls deg v = 1, und für d.)
beachte man, dass iu ∈ DiffOp11(S•(V ),S•(V )) sowie i2u ∈ DiffOp21(S•(V ),S•(V )),
womit
[]a,b2 D1(·,m) =
(
[]a,b2 iu
)
∗L sh1(m˜) = 0
[]a,b,c3 D2(·,m) =
(
[]a,b,c3 i
2
u
)
∗L sh2(m˜) = 0.
ii.) Sei (A, ∗) = (C∞(Rn,R), ·) und M = DiffOps1(A,A), versehen mit den Modul-
Multiplikationen aus Proposition 4.1.2 iii.). Dann ist M in der Tat ein A − A-
Bimodul, und unter Verwendung der Multiindex-Konventionen
|α| =
n∑
i=1
αi ∂
α =
∂α1
∂ x1
. . .
∂αn
∂ xn
α! =
n∏
i=1
αi!
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α+ β = (α1 + β1, . . . αn + βn)
(
α
β
)
=
α!
(α− β)! β! =
n∏
i=1
(
αi
βi
)
für α, β ∈ Nn erhaltenwir aus Bemerkung 4.1.3, dass wir jedesm ∈ DiffOps1(A,A)
in der Form m =
s∑
l=0
∑
|α|=l
φα ∂
α mit Elementen φα ∈ C∞(Rn,R) schreiben kön-
nen. Mit der Derivationseigenschaft der partiellen Ableitungen folgt
∂α(f · g) =
∑
β≤α
(
α
β
)
∂β f · ∂α−β g ∀ f, g ∈ C∞(Rn,R)
und wir erhalten fürm = φα ∂α, dass
(m ∗R f)(g) = φα
∑
β≤α
(
α
β
)
∂β f · ∂α−β g =
|α|∑
l=0
Dl(f,m)︷ ︸︸ ︷∑
|β|=l
β≤α
φα ∂
β f ∂α−β g
mit D0(f,m) = f · φα ∂α = f ∗L m gilt. Hierbei sind die Dl ganz allgemein durch
lineare Fortsetzung auf ganz DiffOps1(A,A) von
Dl : (f, φα ∂
α) 7−→
∑
|β|=l
β≤α
(
α
β
)
φα ∂
β f ∂α−β ∈ DiffOp|α|−l1 (A,A)
mit Dl|A×DiffOpm≤l1 (A,A) = 0 definiert. Insgesamt zeigt dies a.) und b.). Nun ist
Dl(·,m) linear und wegen Proposition 4.1.2 ii.) folgt d.) unmittelbar aus:
[]
f1,. . . ,fk+1
l+1 Dl(·,m) =
∑
|β|=l
β≤α
(
α
β
)
φα
(
[]
f1,. . . ,fk+1
l+1 ∂
β
)
∂α−β = 0.
Für c.) beachten wir, dassM ein Bimodul ist, alsom ∗R (f · g) = (m ∗R f) ∗R g gilt.
Wir betrachten nun das Schema aus Lemma 4.2.1, welches wir durch ausmultipli-
zieren von (m ∗R f) ∗R g erhielten. Es ist dann zu zeigen, dass die l-te Diagonale
mit Dl(f · g,m) übereinstimmt. Hierfür reicht, es diese Aussage für Elemente der
Formmk =
∑
|α|=k φα ∂
α mit k ≤ s, welche wir im Folgenden als „exakt der Ord-
nung k“ bezeichnen wollen, nachzuweisen. Denn jedes m ∈ DiffOps1(A,A) kann
offenbar als eindeutige Linearkombination solcher Elemente dargestellt werden.
Für ein derartiges mk ist Dl(f,mk) exakt der Ordnung k − l und ebenfalls ist
Dl2(g,Dl1(f,mk)) exakt der Ordnung k − l1 − l2. Hiermit enthält die l-te Diago-
nale nur exakte Elemente der Ordnung l, was c.) zeigt. Schränken wir uns auf die
Unteralgebra Pol(Rn,R) ⊆ C∞(Rn,R) ein, so ist schließlich auch e.) erfüllt.
iii.) In Analogie zu ii.) betrachten wir den UnterraumM aller Differentialoperatoren
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m ∈ DiffOps1(S•(V),S•(V)), die als eine endliche Summe der Form
m =
s∑
l=0
∑
|α|=l
δ|α1|α1 . . . δ
|αk|
αk
mit Derivationen δαi ∈ DiffOp11(S•(V),S•(V)) geschriebenwerden können.Hier-
bei ist in der zweiten Summe α ∈ Nk, wobei k für jeden Summanden variieren
darf. Mit δ|αi|αi ist die |αi|-fache Anwendung von δαi gemeint, und wegen der De-
rivationseigenschaft ist die Reihenfolge Verkettungen unwichtig. Der Summand
für l = 0 soll dann lediglich aus einem Element m0 ∈ S•(V) bestehen. Vermöge
Proposition 4.1.2 wirdM zu einem S•(V)− S•(V)-Bimodul, und wir erhalten für
m = δ
|α1|
α1 . . . δ
|αk |
αk =: δ
α mit |α| ≤ s sowie v,w ∈ S•(V), dass
(m ∗R v)(w) =
∑
α≥β∈Nk
(
α
β
)
δβ(v) ∨ δα−β(w) =
|α|∑
l=0
Dl(v,m)︷ ︸︸ ︷∑
|β|=l
α≥β∈Nk
(
α
β
)
δβ(v) ∨ δα−β(w),
also ∗R =
s∑
l=1
Dl mit Abbildungen
Dl : (v, δ
α) 7−→
0 falls l > |α|,∑ |β|=l
α≥β∈Nk
(α
β
)
δβ(v) ∨ δα−β sonst.
gilt. Nun folgt a.) unmittelbar aus δ0(v) = v und b.) mit deg(Dl(v,m)) = |α| − l.
Die Bedingungen d.) und c.) folgen analog zu ii.) und e.) ist wegen δα(v) = 0 für
deg(v) < |α| ebenfalls klar.
Lemma 4.2.5
Für differentielle S•(V)− S•(V)-BimodulnM erhalten wir nun folgende Aussagen:
i.) Seim ∈ M und u ∈ S•(V), dann gilt:
iˆ(1⊗ u⊗ 1) ∗e m = u ∗L m+ (1− t)D1(u,m) + · · ·+ (1− t)sDs(u,m).
ii.) Sei φ˜ ∈ HomAe(S•(V),M) und D = Da1,...,akl1,...,lk mit q = s −
p∑
i=1
li ≥ 0. Dann ist die
Abbildung
τ φ˜D : (u1, . . . , uk) 7−→ D
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t) φ˜
(
k∏
s=1
(is ◦ δ)(1⊗ us⊗ 1)
)
für jedes p(t) ∈ Pol(t1, . . . , tk) ein Element in DiffOpq+1k (S•(V),M). Des Weiteren ist
ξk(φ) ∈ DiffOps+1k (S•(V),M) für alle φ ∈ HomaK(Vk,M).
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iii.) Unter den gegebenen Voraussetzungen sind die Kokettenkomplexe aus Definition 4.1.7
ebenfalls wohldefiniert.
BEWEIS: i.) Wir zeigen dies per Induktion über deg(u). Sei hierfür deg(v) = 1, so
erhalten wir mit e.):
iˆ(1⊗ v⊗ 1) ∗e m = [t v⊗ 1 + (1− t)1⊗ v] ∗e m
= t v ∗Lm+ (1− t) v ∗Lm+ (1− t)D1(v,m)
= v ∗Lm+ (1− t)D1(v,m) + · · ·+ (1− t)sDs(v,m).
Sei nun die Aussage für deg(u) = l korrekt, dann folgt gleichermaßen:
iˆ(1⊗ v∨ u⊗ 1) ∗e m
= iˆ(1⊗ v⊗ 1) ∗e
(
iˆ(1⊗u⊗ 1) ∗e m
)
= [t v⊗ 1 + (1 − t)1⊗ v] ∗e
[
u ∗L m+ (1 − t)D1(u,m) + · · ·+ (1− t)lDl(u,m)
]
= t v∨ u ∗L m+ (1− t) v∨ u ∗L m+ (1 − t) u ∗L D1(v,m) +✟✟. . .
+ t(1 − t) v ∗LD1(u,m) + (1− t)2 v ∗LD1(u,m) + (1− t)2D1(v, D1(u,m)) +✟✟. . .
+ t(1 − t)2 v ∗LD2(u,m) + (1 − t)3 v ∗LD2(u,m) + (1 − t)3D1(v, D2(u,m)) +✟✟. . .
+ t(1 − t)3 v ∗LD3(u,m) + (1 − t)4 v ∗LD3(u,m) + (1 − t)4D1(v, D3(u,m)) +✟✟. . .
+ . . .
+ t(1 − t)l v ∗LDl(u,m) + (1− t)l+1 v ∗LDl(u,m) + (1 − t)l+1D1(v, Dl(u,m)) .
Fasst man den jeweils letzten Term mit den ersten beiden Termen der nächsten
Reihe zusammen, so folgt mit (1− t)m = t(1− t)m + (1− t)m+1:
iˆ(1⊗ v∨ u⊗ 1) ∗e m = v∨ u ∗L m
+ (1− t) u ∗L D1(v,m) + (1− t) v ∗LD1(u,m)
+ (1− t)2D1(v,D1(u,m)) + (1− t)2 v ∗LD2(u,m)
+ (1− t)3D1(v,D2(u,m)) + (1− t)3 v ∗LD3(u,m)
+ . . .
+ (1− t)lD1(v,Dl−1(u,m)) + (1− t)l v ∗LDl(u,m)
+ (1− t)l+1D1(v,Dl(u,m)).
(4.3)
Unter Berücksichtigung von c.) und e.) erhalten wir hieraus im Falle l < s :
iˆ(1⊗ v∨ u⊗ 1) ∗e m
= v∨ u ∗L m+ (1− t)D1(v∨ u,m) + · · ·+ (1− t)l+1Dl+1(v∨ u,m)
+
✭✭
✭✭
✭✭
✭✭
✭✭
✭✭
(1− t)l+2Dl+2(v∨ u,m) + · · ·+
✭✭
✭✭
✭✭
✭✭
✭✭
(1− t)sDs(v∨ u,m)
Im Falle deg(u) ≥ s gilt (4.3) mit s anstelle von l und wegen b.) verschwindet der
letzte Summand. Dies zeigt die Behauptung.
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ii.) Für den Induktionsanfang sei q = 0. Dann folgt mit
φ˜ωj := φ˜
∏
s 6=j
(is ◦ δ)(1⊗ us⊗ 1) · (ij ◦ δ)(1⊗ ωj ⊗ 1)

für u1, . . . , uk, ω ∈ S•(V), dass
τ
φ˜
D(u1, . . . , uj ∨ u
′
j , . . . , uk)
=D
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t) iˆj(1⊗ uj ⊗ 1) ∗e φ˜
∏
s6=j
(is ◦ δ)(1⊗us⊗ 1) · (ij ◦ δ)(1⊗ u
′
j ⊗ 1)

+D
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t) iˆj(1⊗u
′
j ⊗ 1) ∗e φ˜
∏
s6=j
(is ◦ δ)(1⊗us⊗ 1) · (ij ◦ δ)(1⊗ uj ⊗ 1)

=D
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t)
[
uj ∗L φ˜u′
j
+ (1− tj)D
uj
1
(
φ˜u′
j
)
+ · · ·+ (1− tj)
s
D
uj
s
(
φ˜u′
j
)]
+D
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t)
[
u
′
j ∗L φ˜uj + (1− tj)D
u′j
1
(
φ˜uj
)
+ · · ·+ (1− tj)
s
D
u′j
s
(
φ˜uj
)]
=
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t)D
[
uj ∗L φ˜u′
j
+ (1− tj)D
uj
1
(
φ˜u′
j
)
+ · · ·+ (1− tj)
s
D
uj
s
(
φ˜u′
j
)]
+
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t)D
[
u
′
j ∗L φ˜uj + (1− tj)D
u′j
1
(
φ˜uj
)
+ · · ·+ (1− tj)
s
D
u′j
s
(
φ˜uj
)]
=
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t) uj ∗L D
(
φ˜u′
j
)
+
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t) u
′
j ∗L D
(
φ˜uj
)
= uj ∗L D
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t) φ˜u′
j
+ u′j ∗L D
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t) φ˜uj
= uj ∗L τ
φ˜
D(u1, . . . , u
′
j , . . . , uk) + u
′
j ∗L τ
φ˜
D(u1, . . . , uj , . . . , uk),
also τ φ˜D ∈ DiffOp1k(S•(V),M) nach Proposition 4.1.2 v.) gilt. Hierbei durftenwirD
wegen seinerK-Linearität mit den Integralen vertauschen. Sei nun s −
p∑
i=1
li = q
und die Aussage für q − 1 korrekt. Dann ist:(
[]
aq+2
j τ
φ˜
D
)
(u1, . . . , uk) = aq+2 ∗L τ φ˜D(u1, . . . , uk)− τ φ˜D(u1, . . . , aq+2 ∨ uj , . . . , uk).
Der zweite Summand ergibt ausgeschrieben:
τ
φ˜
D(u1, . . . , aq+2 ∨ uj , . . . , uk)
=
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t)D
[
aq+2 ∗L φ˜uj + (1− tj)D
aq+2
1
(
φ˜uj
)
+ · · ·+ (1− tj)
s
D
aq+2
s
(
φ˜uj
)]
+
∫ 1
0
dt1 . . .
∫ tk−1
0
dtk p(t)D
[
uj ∗L φ˜aq+2 + (1− tj)D
uj
1
(
φ˜aq+2
)
+ · · ·+ (1− tj)
s
D
uj
s
(
φ˜aq+2
)]
= aq+2 ∗L τ
φ˜
D +DD
aq+2
1
∫
p(t)(1− tj)φ˜uj + · · ·+DD
aq+2
q
∫
p(t)(1− tj)
q
φ˜uj
+ uj ∗L τ
φ˜
D +DD
uj
1
∫
p(t)(1− tj)φ˜aq+2 + · · ·+DD
uj
q
∫
p(t)(1− tj)
q
φ˜aq+2 ,
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so dass insgesamt:(
[]
aq+2
j τ
φ˜
D
)
(u1, . . . , uk)
= −DDaq+21
∫ p′(t)︷ ︸︸ ︷
p(t)(1− tj) φ˜uj︸ ︷︷ ︸
DiffOpq
k
(S•(V),M)
− · · · − DDaq+2q
∫
p(t)(1 − tj)qφ˜uj︸ ︷︷ ︸
DiffOp1
k
(S•(V),M)
− uj ∗L τ φ˜D −DDuj1
∫
p(t)(1 − tj) φ˜aq+2 − · · · − DDujq
∫
p(t)(1 − tj)qφ˜aq+2 .
Die Summanden in der ersten Reihe sind nach Induktionsannahme Differential-
operatoren der Ordnung L = q, . . . , 1, verschwinden also nach Anwendung von
[]
a1,...,aq+1
j . Das gleiche gilt für die Terme in der zweiten Reihe, denn mit der ∗L-
Linearität derDl inM folgt:
a ∗L DDl(u,m)−DDl(a ∗ u,m) = D
[
a ∗L Dl(u,m)−Dl(a ∗ u,m)
]
.
Insgesamt ist somit []a1,...,aq+2j τ
φ˜
D = 0 für alle 1 ≤ j ≤ s, und Proposition 4.1.2 ii.)
zeigt dann, dass τ φ˜D ∈ DiffOpq+1k (S•(V),M) gilt.
Um die letzte Behauptung einzusehen erinnern wir daran, dass(
ξkφ
)
(u1, . . . , uk) =
(
φ˜ ◦Gk
)
(1⊗ u1⊗ . . .⊗uk ⊗ 1)
mit φ˜ =
((
Υk
)−1 ◦ (Θk)−1) (φ) gilt.
Hieraus wird durch Anwendung von []as+2j :(
[]
as+2
j ξ
kφ
)
(u1, . . . , uk) = −Das+21
∫
(1− tj) φ˜uj︸ ︷︷ ︸
DiffOpsk(S
•(V),M)
− · · · −Das+2s
∫
(1− tj)sφ˜uj︸ ︷︷ ︸
DiffOp1k(S
•(V),M)
− uj ∗L τ φ˜D −D
uj
1
∫
(1− tj) φ˜as+2 − · · · −Dujs
∫
(1− tj)sφ˜as+2 .
Aus dem bisher Gezeigten folgt nun unmittelbar []a1,...,as+2j
(
ξkφ
)
= 0 für alle 1 ≤
j ≤ k, also ξk(φ) ∈ DiffOps+1k (S•(V),M), wie behauptet.
iii.) Sei φ ∈ DiffOp•k(S•(V),M). Dann ist:
(
δkφ
)
(a1, . . . , ak+1) = a1 ∗L φ(a2, . . . , ak+1) +
k∑
j=1
(−1)jφ(a1, . . . , aiaj+1, . . . , ak+1)
+ (−1)k+1φ(a1, . . . , ak) ∗R ak+1.
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Die differentielle Natur der ersten beiden Summanden hatten wir bereits einge-
sehen und der letzte ergibt ausgeschrieben:
φ(a1, . . . , ak) ∗R ak+1 = ak+1 ∗L φ(a1, . . . , ak) +D1(ak+1, φ(a1, . . . , ak)) + . . .
+Ds(ak+1, φ(a1, . . . , ak)).
Die Behauptung folgt nun unmittelbar aus Proposition 4.1.2 ii.), d.) und mit:
[]ajDl(ak+1, φ(a1, . . . , ak)) = Dl(ak+1, []
a
jφ(a1, . . . , ak)) ∀ j 6= k + 1,
da hiermit δk : DiffOp•k(S
•(V),M) −→ DiffOp•k(S•(V),M) gilt. Der lokalkonvexe
Fall folgt analog. 
Mit Lemma 4.2.5 erhalten wir abschließend folgendes Resultat:
Satz 4.2.6
i.) SeiM ein differentieller S•(V)− S•(V)-Bimodul. Dann besitzt jede Kohomologieklasse
[η] ∈ HHk(S•(V),M) mindestens einen Repräsentanten φ ∈ DiffOps+1k (S•(V),M).
DesWeiteren induzieren ξ und ξˆ Kettenabbildungen zwischen (HCdiff(S•(V),M), δdiff )
und (KC(V,M),∆). Hierbei ist ξ˜k injektiv und ˜ˆξk surjektiv.
ii.) SeiM ein differentieller, lokalkonvexer S•(V)−S•(V)-Bimodul. Dann besitzt jede Koho-
mologieklasse [η] ∈ HHkcont(S•(V),M)mindestens einen differentiellen Repräsentanten
φ ∈ DiffOps+1,contk (S•(V),M). Des Weiteren induzieren ξ und ξˆ wohldefinierte Ket-
tenabbildungen zwischen (HCc,d(S•(V),M), δc,d) und (KCcont(V,M),∆). Hierbei
ist ξ˜k injektiv und ˜ˆξk surjektiv.
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A. Algebraische Grundlagen
A.1. Ringe, Moduln und Kategorien
Dieser Abschnitt soll die algebraischen Grundbegriffe und Konventionen bereitstellen,
die wir im Haupttext benötigen werden.
Definition A.1.1 (Gruppe)
Eine Gruppe ist eine Menge G, versehen mit einer Abbildung ◦ : G × G −→ G derart,
dass:
i.) a ◦ (b ◦ c) = (a ◦ b) ◦ c ∀ a, b, c ∈ G.
ii.) Es existiert ein eindeutig bestimmtes neutrales Element e ∈ G, so dass
a ◦ e = e ◦ a = a für alle a ∈ G.
iii.) Zu jedem a ∈ G existiert ein eindeutig bestimmtes a−1 ∈ G derart, dass
a ◦ a−1 = a−1 ◦ a = e.
Eine Gruppe heißt abelsch oder kommutativ, falls a ◦ b = b ◦ a für alle a, b ∈ G. Man
schreibt dann oft auch + anstelle ◦.
Bemerkung A.1.2
Um obige Definition zu erhalten, reicht es in der Tat bereits aus, zusätzlich zu i.) entwe-
der zu fordern, dass:
ii′.) ∃ e ∈ Gmit a ◦ e = a ∀ a ∈ G,
iii′.) zu a ∈ G, ∃ a−1 ∈ Gmit a−1 ◦ a = e
oder
ii′′.) ∃ e ∈ Gmit e ◦ a = a ∀ a ∈ G,
iii′′.) zu a ∈ G, ∃ a−1 ∈ Gmit a ◦ a−1 = e.
Definition A.1.3
Eine Abbildung φ : G −→ H , zwischen Gruppen (G, ◦G) und (H, ◦H), heißt Gruppen-
Homomorphismus oder einfach Homomorphismus, falls
φ(f ◦G g) = φ(f) ◦H φ(g) ∀ f, g ∈ G.
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Definition A.1.4 (Ring)
Ein Ring ist eine Menge R, versehen mit zwei Abbildungen +: R×R −→ R und
∗ : R×R −→ R derart, dass (R,+) eine abelsche Gruppe ist und ∗ das Assoziativgesetz
erfüllt. Zudem gelten folgende Distributivgesetze:
a ∗ (b+ c) = a ∗ b+ a ∗ c
(a+ b) ∗ c = a ∗ c+ b ∗ c ∀ a, b, c ∈ R.
Das neutrale Element 0R von (R,+) heißt Nullelement von R. Ein Ring heißt unitär,
falls er ein Einselement 1R bezüglich ∗mit
1R ∗ a = a ∗ 1R = a ∀ a ∈ R
besitzt. Dieses ist, vermöge 1R = 1R ∗ 1̂R = 1̂R, bereits eindeutig bestimmt.
Definition A.1.5 (Modul)
Sei R ein Ring.
i.) Ein R-Linksmodul ist eine abelsche Gruppe (M,+), versehen mit einer Abbil-
dung · : R×M −→M derart, dass für alle r, s ∈ R und alle x, y ∈M:
a) r · (x+ y) = r · x+ r · y
b) (r + s) · x = r · x+ s · x
c) (r ∗ s) · x = r · (s · x) also ·(r ∗ s, x) = ·(r, ·(s, x))
gilt.
ii.) Ein R-Rechtsmodul ist eine abelsche Gruppe (M,+), versehen mit einer Abbil-
dung · : M×R −→M derart, dass für alle r, s ∈ R und alle x, y ∈M:
a) (x+ y) · r = x · r + y · r
b) x · (r + s) = x · r + x · s
c) x · (r ∗ s) = (x · r) · s also ·(x, r ∗ s) = ·(·(x, r), s)
gilt.
iii.) Ist R kommutativ, so ist jeder R-Linksmodul, vermögem ·R r = r ·L m, ebenfalls
ein R-Rechtsmodul, denn es gilt:
(m ·R r) ·R s = (r ·L m) ·R s = s ·L (r ·L m) = (s ∗ r) ·L m = (r ∗ s) ·L m = m ·R (r ∗ s).
Ebenso ist in dieser Situation jeder Rechtsmodul, vermöge r ·L m = m ·R r, ein
Linksmodul. Daher ist es für derartige Ringe legitim, jeden R-Modul als Links-
modul zu behandeln.
iv.) Gegeben Ringe R1 und R2, so ist ein R1 − R2-Bimodul M ein R1-Linksmodul,
der gleichzeitig ein R2-Rechtmodul ist und der folgende zusätzliche Bedingung
erfüllt:
(r1 ·L m) ·R r2 = r1 ·L (m ·R r2) ∀ r1 ∈ R1, r2 ∈ R2.
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Hierbei bezeichnen ·L/R die Links- bzw. Rechtsmodul-Multiplikation.
Ein R − R-Bimodul heißt symmetrisch, falls r ∗L m = m ∗R r für alle r ∈ R und
alle m ∈ M.
v.) Sei R unitär, so wollen wir im Folgenden immer die R-Verträglichkeit von M
voraussetzen. Dies bedeutet, dass 1R ·L m = m bzw.m ·R 1R = m für allem ∈ M
gilt . Für einenR1−R2-Bimodul soll dies dann für beide Modulstrukturen erfüllt
sein.
Bemerkung A.1.6
i.) Sei K ein Körper, also insbesondere ein kommutativer Ring, so ist ein K-Modul
V gerade ein K-Vektorraum. Dabei kommt es wegen iii.) nicht darauf an, ob V
Links- oder Rechtmodul ist.
ii.) Ist klar, um welchen Ring und welchen Modul es sich handelt, so schreibt man
oft auch einfach rs für r ∗ s und rm anstelle r ·m. Für Bimoduln schreibt man oft
auch einfach nur r1mr2 und unterdrücken die Klammerung. Will man nicht wei-
ter spezifizieren, ob von einem R-Links-/ oder einem R-Rechtsmodul die Rede
ist, spricht man schlicht von einem R-Modul.
iii.) Für einen R-LinksmodulM gilt:
((r ∗ s) ∗ t) ∗L m = (r ∗ s) ∗L (t ∗L m) = r ∗L (s ∗L (t ∗L m)) = ((r ∗ s) ∗ t) ∗L m
und für einenR-Rechtmodul:m ∗R ((r ∗ s) ∗ t) = m ∗R (r ∗ (s ∗ t)). In beiden Fällen
liefert dies eine kosmetische Begründung dafür, dass man Moduln gerade über
Ringen definiert, in welchen die Assoziativität von ∗ Definitionsgemäß gegeben
ist.
Definition A.1.7
Eine Abbildung φ : M −→ N zwischen R-Moduln heißt R-Homomorphismus oder
einfach nur Homomorphismus, falls φ(rx + sy) = rφ(x) + sφ(y) für alle r, s ∈ R
und x, y ∈ M. Einen surjektiven R-Homomorphismus bezeichnet man als Epimor-
phismus. Ein injektiverR-Homomorphismus heißtMonomorphismus. Die Menge aller
R-Homomorphismen vonM nach N bezeichnen wir mit HomR(M,N ).
Definition A.1.8
i.) Eine Algebra über einemRingR ist einR-ModulA, versehenmit einerR-bilinearen
Verknüpfung: ∗ : A×A −→ A. Es gilt also für alle r ∈ R und alle a, b, c ∈ A:
r(a ∗ b) = (ra) ∗ b = a ∗ (rb),
c ∗ (a+ b) = c ∗ a+ c ∗ b,
(a+ b) ∗ c = a ∗ c+ b ∗ c.
Motiviert durch (rs)(a ∗ b) = (ra) ∗ (sb) = (sr)(a ∗ b), betrachtet man oft auch
nur Algebren über kommutativen Ringen. In diesem Rahmen sind K-Algebren
geradeK-Vektorräume mit Algebramultiplikation.
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ii.) A heißt unitär, falls ein Element e ∈ A derart existiert, dass e ∗ a = a ∗ e = a für
alle a ∈ A. Dieses ist dann wieder eindeutig bestimmt.
Korollar A.1.9
Jede assoziative R-Algebra A definiert einen Ring.
Definition A.1.10
Gegeben eine assoziativeR-AlgebraA und einA-Modul (M, ∗), der selbst einR-Modul
ist. Dann setzenwir im Folgenden immer dieR-Bilinearität von ∗ vorraus. Ist (M, ∗L, ∗R)
ein A−A-Bimodul, fordern wir sowohl die R-Bilinearität von ∗L als auch die von ∗R.
Definition A.1.11 (projektiver Modul)
EinR-ModulP heißt projektiv, falls für jedenHomomorphismus f ∈ HomR(M,N ) und
jeden Epimorphismus h ∈ HomR(M,N )mitR-ModulnM undN , ein f ′ ∈ HomR(P,M)
derart existiert, dass folgendes Diagramm kommutiert:
P
f ′

f
!!C
CC
CC
CC
C
M
h
// // N .
Definition A.1.12
Gegeben ein R-Modul M. Dann ist eine Basis von M eine Teilmenge {eα}α∈I ⊆ M
derart, dass jedes m ∈ M eine eindeutige, endliche Darstellung m =
n∑
i=1
rieαi mit Ko-
effizienten ri ∈ R besitzt.
Lemma A.1.13
Jeder R-Modul P mit Basis ist projektiv.
BEWEIS: Gegeben R-Moduln M,N , f ∈ HomR(P,N ) und ein Epimorphismus h ∈
HomR(M,N ). Wir wählen dann eine Basis {eα}α∈I von P und setzen fα = f(eα). Wei-
terhin wählen wir mα ∈ h−1(fα), was wegen der Surjektivität von h ohne weiteres
möglich ist. Für p ∈ Pmit p =
n∑
i=1
ri eαi definieren wir f
′(p) =
n∑
i=1
ri mαi . Aus der Ein-
deutigkeit der Basisdarstellung jedes p ∈ P folgen sowohl Wohldefiniertheit, als auch
R-Linearität von f ′, und per Konstruktion ist klar, dass h ◦ f ′ = f . 
Definition A.1.14
Ein R-Modul heißt frei, falls er isomorph zu einer direkten Summe von Kopien von R
ist.
Bemerkung A.1.15 (Direkte Summe, Kartesisches Produkt)
i.) Gegeben eine durch eine Indexmenge I indizierte Sammlung vonMengen {Tα}α∈I ,
so ist deren kartesisches Produkt
∏
α∈I Tα definiert, als die Menge aller |I|-Tupel
mit Einträgen in den Tα. Dies ist so zu verstehen, dass jedes Element aus
∏
α∈I Tα
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einer Abbildungsvorschrift entspricht, die jedem α ∈ I genau ein tα ∈ Tα zuord-
net. Im Falle I = N entsprechen die Elemente in
∏∞
k=1 Tn gerade den |N|-Tupeln
(t0, t1, t2, . . . )mit tk ∈ Tk für alle k ∈ N.
ii.) Sind alle Tα Mengen mit Null-Elementen 0α ∈ Tα, wie dies beispielsweise für
Gruppen, Moduln oder Vektorräume der Fall ist, so definieren wir die direkte
Summe
⊕
α∈I Tα als die Teilmenge aller |I|-Tupel aus
∏
α∈I , bei denen nur für
endlich viele tα 6= 0α gilt. Sind alle Tα Gruppen, so wird die direkte Summe, wie
auch deren kartesisches Produkt, vermöge komponentenweiser Addition
[α→ tα] + [α→ t′α] = [α→ tα + t′α],
ebenfalls zu einer Gruppe. Sind alle Tα R-Linksmoduln, so wird
⊕
α∈I Tα durch
r ∗L [α→ tα] = [α→ r ∗L tα]
zu einem R-Linksmodul. Dies folgt analog für Rechtsmoduln. Für obige Definiti-
on beachte man, dass jeder Ring sowohl Links-, als auch Rechtsmodul über sich
selbst ist. Sind alle Tα = T so schreiben wir auch T |I|, anstelle
⊕
α∈I Tα. Für eine
endlichen Menge {tα1 , . . . , tαn}mit tαi ∈ Tαi sei dann:⊕
α∈I
Tα ∋
n⊕
i=1
tαi =
{
αi → tαi
β → 0β falls β 6= αi ∀ 1 ≤ i ≤ n.
Im Falle, dass Tα = T für alle α ∈ I , definieren wir für t ∈ T :
⊕αt =
{
α→ tα
β → 0β falls β 6= αi.
Oft benutzen wir für die Darstellung von Elementen auch das Symbol
∑
anstelle
von
⊕
.
Lemma A.1.16
Gegeben ein R-ModulM, dann gilt:
i.) BesitztM eine Basis, dann istM frei.
ii.) IstM frei und R unitär, dann besitztM eine Basis.
BEWEIS: i.) Wir wählen eine Basis {eα}α∈α und definieren φ :
n∑
i=1
rαieαi 7−→
n⊕
i=1
rαi .
Wegen der Eindeutigkeit der Basiszerlegung ist φ wohldefiniert und injektiv. Die
Surjektivität und Linearität ist klar.
ii.) M ist frei und somit isomorph zu einer direkten Summe von Kopien von R. Sei φ
dieser Isomorphismus. Dann ist φ(m) =
n⊕
i=1
rαi , und es folgt:
m = φ−1(φ(m)) = φ−1
(
n⊕
i=1
rαi
)
=
n∑
i=1
rαi φ
−1
(⊕
1αi
)
︸ ︷︷ ︸
eαi
=
n∑
i=1
rαieαi .
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Dabei wurde im vorletzten Schritt die Unitarität vonR benutzt. Folglich hat jedes
m ∈ M eine eindeutige Darstellung als endliche Linearkombination der eα ∈ M,
was die Behauptung zeigt. 
Korollar A.1.17
Freie Moduln über unitären Ringen sind projektiv.
Definition A.1.18 (Klasse)
Unter einer Klasse wollen wir im Folgenden eine Sammlung von Objekten verstehen,
die eine bestimmte Eigenschaft gemein haben. Insbesondere ist dann jede Menge eine
Klasse, da ihre Elemente die Eigenschaft gemein haben, Elemente dieserMenge zu sein.
Die umgekehrte Inklusion gilt nicht. Betrachten wir nämlich die durchaus vernünftige
Klasse aller Mengen, die sich nicht selbst enthalten, so folgt unmittelbar, dass diese
per Definition keine Menge sein kann. Wäre sie nämlich eine Menge, so enthielte sie
sich entweder, oder eben nicht. Beide Annahmen widersprechen sich selbst. Für eine
ausführliche Diskussion des Mengenbegriffes siehe beispielsweise [Dei09].
Definition A.1.19 (Kategorie)
Eine Kategorie C ist ein Konstrukt, bestehend aus folgenden Daten:
i.) Einer Klasse ObC von Objekten.
ii.) Je einer MengeMorC(X,Y ) vonMorphismen zu jedem Paar (X,Y ) von Objekten.
Es gilt dabei die Disjunktheit vonMorC(X,Y ) undMorC(X ′, Y ′), fallsX 6= X ′ oder
Y 6= Y ′. Für φ ∈ MorC(X,Y ) bezeichnen dom(φ) = X die Quelle und cod(φ) = Y
das Ziel des Morphismus.
iii.) Einer assoziativen Abbildung ◦ : MorC(X,Y ) × MorC(Y,Z) −→ MorC(X,Z) für
alle X,Y,Z ∈ ObC .
DesWeiteren existiert zu jedemX ∈ ObC ein Element idX ∈ MorC(X,X)mit f ◦idX = f ,
falls cod(f) = X und idX ◦ f = f für dom(f) = X.
Beispiel A.1.20
i.) Jede Klasse von Mengen als Objekte, zusammen mit der Menge der Abbildungen
zwischen diesen als Morphismen.
ii.) Gegeben ein Ring R, dann bilden die R-Moduln zusammen mit den R-Homo-
morphismen die Kategorie R-mod.
iii.) Die Kategorie Abmit den abelschen Gruppen als Objekten und den Gruppenho-
momorphismen als Morphismen.
Definition A.1.21 (Funktor ko-/kontravariant)
Ein Funktor F von einer Kategorie C in eine Kategorie C′ ist eine strukturerhaltende
Operation, bestehend aus folgenden Daten:
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i.) Einer Abbildung FOb : ObC −→ ObC′ .
ii.) Einer Abbildung FMor : MorC(X,Y ) −→ MorC′(FOb(X),FOb(Y )).
Diese erfüllen folgende Kompatibilitätsbedingungen:
i.) FMor(f ◦ g) = FMor(f) ◦ FMor(g) kovarianter Funktor
FMor(f ◦ g) = FMor(g) ◦ FMor(f) kontravarianter Funktor
ii.) F(idX) = idF(X)
Definition A.1.22 (Additivität)
i.) Wir wollen im Folgenden eine Kategorie C als additiv bezeichnen, falls für jedes
Paar (X,Y ) vonObjekten von C eine abelsche Gruppenstruktur (MorC(X,Y ),+, 0X,Y )
mit einer kommutativen Abbildung
+: MorC(X,Y )×MorC(X,Y ) −→ MorC(X,Y )
und einem 0-Element 0X,Y derart existiert, dass für f, f1, f2 ∈ MorC(X,Y ) und
g, g1, g2 ∈ MorC(Y,Z)mit Z ∈ ObC folgende algebraische Identitäten erfüllt sind:
(g1 + g2) ◦ f = g1 ◦ f + g2 ◦ f, (A.1)
g ◦ (f1 + f2) = g ◦ f1 + g ◦ f2. (A.2)
ii.) Gegeben ein FunktorF zwischen additiven Katgorien C und C′, so heißtF additiv
falls:
FMor(f + g) = FMor(f) + FMor(g) ∀ f, g ∈ MorC(X,Y ),
wenn F also verträglich ist mit den abelschen Gruppenstrukturen auf C und C′.
Beispiel A.1.23
Die Kategorie R-mod ist additiv vermöge
(φ+ ψ)(m) = φ(m) + ψ(m) ∀m ∈ M,
für φ,ψ ∈ MorR-mod(M,N ) = HomR(M,N )mit R-ModulnM,N .
A.2. Homologische Algebra
Ziel dieses Abschnittes ist die Bereitstellung der homologisch-algebraischen Begriff-
lichkeiten und Zusammenhänge, die dieser Arbeit als Ausgangspunkt dienen sollen.
Er enthält haupsächlich Resultate aus [Jac89, Kapitel 6].
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A.2.1. Komplexe und Homologien
Aufbauend auf A.1 beginnen wir mit folgenden elementaren Definitionen:
Definition A.2.1 (Komplex)
Gegeben ein Ring R.
i.) Ein R-Komplex ist eine Menge {Ci, di}i∈Z von Paaren (Ci, di), von R-Moduln Ci
und R-Homomorphismen di : Ci −→ Ci−1 derart, dass di−1 ◦ di = 0 für alle i ∈ Z.
ii.) Ein R-Kettenkomplex ist ein R-Komplex mit Ci = {0} ∀ i < 0 und di = 0 ∀ i ≤ 0.
iii.) Ein R-Kokettenkomplex ist ein R-Komplex, für den Ci = {0}, di = 0 und ∀ i > 0.
Man setzt dann (Ci, di) := (C−i, d−i), womit di : Ci −→ Ci+1.
iv.) Gegeben zwei R-Komplexe (C, d) und (C ′, d′), so heißt eine Menge α = {αi}i∈Z
von R-Homomorphismen αi : Ci −→ C ′i Kettenabbildung von (C, d) nach C ′, d′),
falls folgendes Diagramm für alle i ∈ Z kommutiert:
Ci
di //
αi

Ci−1
αi−1

C ′i d′i
// C ′i−1.
Bemerkung A.2.2
i.) Gegeben ein Ring R, so bilden die R-Komplexe zusammen mit den Kettenabbil-
dungen die Kategorie R-comp.
ii.) Aus der Additivität von R-mod erhalten wir die von R-comp vermöge
(α+ β)i := αi + βi
für Kettenabbildungen α, β : (C, d) −→ (C ′, d′). In der Tat liefert diese Definition
mit
(αi−1 + βi−1)di = αi−1di + βi−1di = d
′
iαi + d
′
iβi = d
′
i(αi + βi)
wieder eine Kettenabbildung zwischen besagten Komplexen. Diese Addition ist
zudem kommutativ, und es ist klar, dass auch die Distributivgesetze (A.1) und
(A.2) erfüllt sind.
Definition A.2.3 (Ko-/Homologiemodul)
i.) Gegeben ein R-Kettenkomplex (C, d). Sei Zi = ker(di) ⊆ Ci, Bi = im(di+1) ⊆ Ci,
dann sind sowohl Zi, als auch Bi Untermoduln von Ci. Mit di ◦ di+1 = 0 gilt zu-
dem Bi ⊆ Zi, womit Bi sogar ein Untermodul von Zi ist. Wir betrachten den
Quotienten Hi = Zi/Bi, womit genau dann α ∈ [zi] ⊆ Zi ist, wenn α = zi + bi
für ein bi ∈ Bi gilt. Die Elemente in Zi nennt man i-Zykeln oder geschlossen, die
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Elemente aus Bi i-Ränder oder exakt. Die Elemente [ηi] ∈ Hi heißen i-te Homo-
logieklassen und Hi selbst i-ter Homologiemodul. Dabei sind Modul-Addition
und Modul-Multiplikation durch [ηi] + [µi] = [ηi + µi] sowie r[ηi] := [rηi] auf
Repräsentanten-Niveau definiert. Die Wohldefiniertheit dieser Operationen folgt
dabei unmittelbar aus der Untermoduleigenschaft von Bi ⊆ Zi. Man setzt dann
H0 = C0/ im(d1).
ii.) Für einen R-Kokettenkomplex definieren wir analog Zi = ker(di), Bi = im(di−1)
undH i = Zi/Bi. Die Elemente [ηi] ∈ H i heißen i-te Kohomologieklassen undH i
selbst i-ter Kohomologiemodul mit der KonventionH0 = ker(d0).
iii.) Sprechen wir ganz allgemein von einem R-Komplex, so benutzen wir die No-
menklatur aus i.).
Definition A.2.4
EinR-Komplex (C, d) heißt exakt, falls ker(di) = im(di+1), und nach Definition A.2.3 ist
dies gleichbedeutend mit Hi = {0} ∀ i ∈ Z.
Wir wollen nun aufzeigen, inwiefern uns eine Kettenabbildung α zwischen zwei R-
Komplexen (C, d) und (C ′, d′), Abbildungen zwischen deren Homologiemoduln Hi
undH ′i, und sogar Funktoren von R-comp nach R-mod definiert.
Lemma A.2.5
Gegeben zwei R-Komplexe (C, d) und (C ′, d′) und eine Kettenabbildung α von (C, d) nach
(C ′, d′), dann gilt:
i.) Es ist αi(Zi) ⊆ Z ′i und αi(Bi) ⊆ B′i.
ii.) Die Abbildungen
α˜i : Hi −→ H ′i
[zi] 7−→ [αi(zi)]
sind R-Homomorphismen. Ist αi ein Isomorphismus, so auch α˜i.
iii.) Die Abbildungen
∼Obi : R-Kompl. −→ R-Moduln
(C, d) 7−→ Hi(C)
und
∼Mori : HomR(C,C ′) −→ HomR(Hi(C),Hi(C ′))
α 7−→ α˜i
definieren einen additiven, kovarianten Funktor ∼i von R-comp nach R-mod. Den i-ten
Homologie-Funktor.
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BEWEIS: i.) Mit Definition A.2.1 iv.) erhalten wir:
(d′i ◦αi)(zi) = (αi−1 ◦ di)(zi) = αi−1(0) = 0 ∀ zi ∈ Zi,
αi(bi) = (αi ◦ di+1)(bi+1) = d′i+1(αi+1 ◦ bi+1) ∈ B′i für bi+1 ∈ Ci+1, bi ∈ Bi.
ii.) Die R-Linearität ist klar mit der von αi und der Definition der Modul-Multiplika-
tion und Addition in H ′i. Für die Wohldefiniertheit sei z
′
i ∈ [zi] mit zi ∈ Z . Dann
ist zu zeigen, dass [αi(z′i)] = [αi(zi)]. Dies folgt mit
[αi(z
′
i)] = [αi(zi + bi)]
i.)
=[αi(zi) + b
′
i] = [αi(zi)] + [b
′
i] = [αi(zi)].
Sind die αi Isomorphismen, so giltα−1i−1 ◦ d′i = di ◦α−1i , vermögeDefinitionA.2.1 v.),
womit auch die α−1i Kettenabbildungen sind.Mit i.) folgt unmittelbarZi
αi∼= Z ′i und
Bi
αi∼= B′i, und für [z′i] ∈ H ′i finden wir somit zi ∈ Zi mit α˜i([zi]) = [αi(zi)] = [z′i],
was die Surjektivität von α˜i zeigt. Für die Injektivität nehmen wir an, es wäre
α˜i([zi]) = α˜i([z
′
i])mit [zi] 6= [z′i]. Dann folgt αi(zi) = αi(z′i) + b′i mit b′i = αi(bi) für
ein bi ∈ Bi und somit zi − z′i − bi = 0. Im Widerspruch zu [zi] 6= [z′i].
iii.) Zunächst ist klar, dass i˜dCi = idHi . Weiter haben wir zu zeigen, dass
∼Mori (β ◦ α) := (˜β ◦ α)i
!
= β˜i ◦ α˜i =:∼Mori (β) ◦ ∼Mori (α)
für Kettenabbildungen α : (C, d) −→ (C ′, d′) und β : (C ′, d′) −→ (C ′′, d′′). Sei
hierfür [zi] ∈ Hi, dann folgt
˜(β ◦ α)i
(
[zi]
)
=
[
(βi ◦ αi)(zi)
]
= [βi(αi(zi))]
= β˜i([αi(zi)]) = β˜i
(
α˜i([zi])
)
= (β˜i ◦ α˜i)([zi]).
Für die Additivität beachte man, dass sowohl R-comp, als auch R-mod additive
Kategorien sind, und es ist zu zeigen, dass:
∼Mori (α+ β) =∼Mori (α) + ∼Mori (β) ∀ α, β ∈ HomR(C,C ′).
Dies folgt sofort mit
˜(α+ β)i([ηi]) = [(αi + βi)(ηi)] = [αi(ηi)] + [βi(ηi)] = α˜i([ηi]) + β˜i([ηi]). 
A.2.2. Homotopie
Ein Kriterium, das festlegt, ob zwei Kettenabbildungen α, β : (C, d) −→ (C ′, d′) auf
Homologie-Niveau die gleiche Abbildung induzieren, wird durch die sogenannte Ho-
motopieeigenschaft bereitgestellt:
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Definition A.2.6 (Homotopie)
Gegeben zwei Kettenabbildungenα, β : (C, d) −→ (C ′, d′) vonR-Komplexen (C, d) und
(C ′, d′), so heißen α und β homotop (α ∼ β), falls R-Homomorphismen {si}i∈Z mit
si : Ci −→ C ′i+1 derart existieren, dass
αi − βi = d′i+1si + si−1di ∀i ∈ Z. (A.3)
...
di+1 // Ci
αi

si
 ?
?
?
?
?
di // Ci−1
αi−1

si−1
}} }=
}=
}=
}=
}=
di−1 // Ci−2
αi−2

si−2
{{ {;
{;
{;
{;
{;
di−2 // ...
si−3
}} }=
}=
}=
}=
}=
...
d′i+1 // C ′i
d′i // C ′i−1
d′i−1 // C ′i−2.
d′i−2 // ...
Warnung: Die gewellten Pfeile sind hier und im Folgenden keine kommutativen Ele-
mente des Diagramms.
Bemerkung A.2.7
i.) Für R-Kettenkomplexe gilt (A.3) mit der Zusatzbedingung si = 0 für i < 0.
ii.) Für R-Kokettenkomplexe (Ci, di) übersetzt sich Definition A.2.6 zu
αi − βi = d′i−1si + si+1di ∀i ∈ Z (A.4)
mit R-Homomorphismen si : Ci −→ Ci−1 und si = 0 für i ≤ 0.
C0
α0

d0 // C1
α1

d1 //
s1
}}
}=
}=
}=
}=
C2
α2

d2 //
s2
}}
}=
}=
}=
}=
C3
α3

s3
}}
}=
}=
}=
}=
// ...
C ′0
d′0 // C ′1
d′1 // C ′2
d′2 // C ′3 // ...
Korollar A.2.8
Homotopie induziert eine Äquivalenzrelation.
BEWEIS: Die Symmetrie ist klar, ebenso die Reflexivität mit der Wahl si = 0. Für die
Transitivität sei α ∼ β via s und β ∼ γ via t, dann folgt αi − βi = d′i+1si + si−1di sowie
βi − γi = d′i+1ti + ti−1di und somit αi − γi = d′i+1(si + ti) + (si−1 + ti−1) di. Dies zeigt
α ∼ γ via u = s+ t = {si + ti}i∈Z. 
Lemma A.2.9
Ist in der Situation von Definition A.2.6 α ∼ β, so gilt α˜i = β˜i.
BEWEIS:
α˜i([zi]) = [αi(zi)] = [βi(zi)] + [(d
′
i+1si)(zi)] + [(si−1di)(zi)]︸ ︷︷ ︸
[0]
= [βi(zi)] + [b
′
i] = β˜i([zi])
für zi ∈ Zi, B′i ∋ b′i = (d′i+1si)(zi). 
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A.2.3. Auflösungen
Definition A.2.10
Gegeben einR-ModulM, so bezeichnen wir mit einemKomplex (C, d, ǫ) überM einen
R-Kettenkomplex (C, d) zusammen mit einem R-Epimorphismus ǫ : C0 −→M derart,
dass ǫ◦d1 = 0. Solch ein ǫ bezeichnet man auch als Augmentierung von (C, d). Grafisch
bedeutet dies:
...
di+1 // Ci
di // Ci−1
di−1 // ... d2 // C1
d1 // C0
ǫ // //M,
wobei der letzte Pfeil die Surjektivität von ǫ beutet. In obiger Kette von Homomorphis-
men ergibt somit die Hintereinanderausführung je zweier aufeinander folgender die
0-Abbildung.
Definition A.2.11
Gegeben ein Komplex (C, d, ǫ) über einem R-ModulM.
i.) (C, d, ǫ) heißt Auflösung, falls die Kette von Homomorphismen aus obiger Defi-
nition exakt ist, also zusätzlich zu der Exaktheit von (C, d) auch im(d1) = ker(ǫ)
gilt. Das bedeutetHi(C) = 0 für i > 0 undH0 := C0/ im(d1) = C0/ ker(ǫ) ∼=M.
ii.) (C, d, ǫ) heißt projektiv, falls alle Ci projektive R-Moduln sind.
Satz A.2.12
Gegeben ein projektiver Komplex (C, d, ǫ) über einemR-ModulM und eine Auflösung (C ′, d′, ǫ′)
eines R-Moduls M′. Sei weiter µ : M → M′ ein R-Homomorphismus. Dann existiert eine
Kettenabbildung α : C −→ C ′ derart, dass folgendes Diagramm kommutiert:
...
di+1 // Ci
αi

di // Ci−1
αi−1

di−1 // Ci−2
αi−2

di−2 // ... d1 // C0
α0

ǫ // //M
µ

...
d′i+1 // C ′i
d′i // C ′i−1
d′i−1 // C ′i−2
d′i−2 // ...
d′1 // C ′0
ǫ′ // //M′.
Weiterhin sind alle derartigen Kettenabbildungen zueinander homotop.
BEWEIS: Nach Voraussetzung ist ǫ′ surjektiv und C0 projektiv. Hermit finden wir ein
α0 ∈ HomR(C0, C ′0) derart, dass
C0
α0

µ◦ǫ
  B
BB
BB
BB
B
C ′0 ǫ′
// //M′
kommutiert. Dies bildet den Induktionsanfang, und wir müssen dann lediglich, für
αi−1 vorgegeben, die Existenz eines αi nachweisen, welches die zugehörige Zelle zum
kommutieren bringt. Hierzu wollen wir zunächst C ′i−1 durch im(d
′
i) ersetzen dürfen,
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da dann d′i surjektiv wäre, und mit der Projektivität von Ci folgte abermals die Existenz
eines solchen αi. Dafür reicht es zu zeigen, dass im(αi−1 di) ⊆ im(d′i). Nun folgt
d′i−1αi−1 di = αi−2 di−1di = 0,
womit im(αi−1 ◦ di) ⊆ ker(d′i−1) = im(d′i)mit der Exaktheit von (C ′, d′, ǫ′). Das zeigt die
erste Aussage des Satzes.
Für die zweite seien α, β so, dass sie obiges Diagramm zum kommutieren bringen.
Wir wollen dann eine Homotopie s derart finden, dass:
γi = αi − βi = d′i+1si + si−1di. (A.5)
Zunächst folgt unmittelbar:
ǫ′γ0 = ǫ
′α0 − ǫ′β0 = µ ǫ− µ ǫ = 0, (A.6)
d′iγi = γi−1di i ≥ 1. (A.7)
Wir betrachten den Diagrammausschnitt:
C0
γ0

C ′1
d′1 // C ′0
ǫ′ // //M′
und beachten, dass mit (A.6) und der Exaktheit von (C ′, d′, ǫ′): im(γ0) ⊆ ker(ǫ′) =
im(d′1) gilt, womit mittels der Projektivität von C0:
C0
s0
{{ww
ww
ww
ww
w
γ0

C ′1
d′1// // im(d′1).
Durch γ0 = d′1s0 mit i = 0 und s−1 = 0 ist die Homotopiebedingung (A.5) erfüllt. Sei
nun wieder (A.5) für 0 ≤ i ≤ n − 1 korrekt. Wir definieren dann die Hilfsabbildung
γ˜n : Cn −→ C ′n induktiv durch γ˜n := γn − sn−1dn und erhalten:
d′nγ˜n = d
′
n(γn − sn−1dn) = d′nγn − d′nsn−1dn
(A.7)
= γn−1dn − d′nsn−1dn
= (γn−1 − d′nsn−1)dn
(A.5)
= (γn−1 − γn−1 + sn−2dn−1)dn = 0.
Es ist abermals im(γ˜n) ⊆ ker(d′n) = im(d′n+1), und mit der Projektivität von Cn erhalten
wir ein sn : Cn −→ C ′n+1 derart, dass d′n+1sn = γ˜n = γn − sn−1dn:
Cn
sn
yysss
ss
ss
ss
s
γ˜n

C ′n+1
d′n+1// // im(d′n+1).
Es folgt unmittelbar γn = d′n+1sn + sn−1dn und somit (A.5). 
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A.2.4. Rechtsinduzierte Funktoren
Zunächst wollen wir die in Abschnitt A.2.1 und A.2.2 behandelten Begrifflichkeiten
und Zusammenhänge von R-Moduln auf abelsche Gruppen übertragen (R-Moduln
waren ja lediglich derartige Gruppen mit Zusatzstruktur). Aus Definition A.2.1 wird:
Definition A.2.13
i.) Ein Gruppenkomplex ist eine Menge {Gi, di}i∈Z von Paaren (Gi, di) von abel-
schen Gruppen Gi und Homomorphismen di : Gi −→ Gi−1 mit di−1 ◦ di = 0 für
alle i ∈ Z.
ii.) Ein Gruppen-Kettenkomplex ist ein Gruppenkomplex, für den Gi = {0} ∀ i < 0
und di = 0 ∀ i ≤ 0.
iii.) Ein Gruppen-Kokettenkomplex ist ein Gruppenkomplex, für den Gi = {0} und
di = 0 für alle i > 0. Man setzt (Gi, di) := (G−i, d−i), womit di : Gi −→ Gi+1.
iv.) Gegeben zwei Gruppenkomplexe (G, d) und (G′, d′), so heißt eine Menge α =
{αi}i∈Z vonGruppenhomomorphismenαi : Gi −→ G′i Kettenabbildung von (G, d)
nach (G′, d′), falls folgendes Diagramm für alle i ∈ Z kommutiert:
Gi
di //
αi

Gi−1
αi−1

G′i d′i
// G′i−1 .
Definition A.2.3 wird zu:
Definition A.2.14 (Ko-/Homologiegruppe)
i.) Gegeben ein Gruppen-Kettenkomplex (G, d). Sei Zi = ker(di) ⊆ Gi sowie Bi =
im(di+1) ⊆ Gi. Dann ist Bi ⊆ Zi eine Untergruppe von Zi. Wir betrachten wieder
den Quotienten Hi = Zi/Bi und nennen die [gi] ∈ Hi i-te Homologieklassen
sowieHi selbst i-te Homologiegruppe. Man setzt dann H0 = G0/ im(d1).
ii.) Für einen Guppen-Kokettenkomplex definieren wir Zi = ker(di), Bi = im(di−1)
undH i = Zi/Bi. Die Elemente [gi] ∈ H i heißen i-te Kohomologieklassen undH i
selbst i-te Kohomologiegruppe mit der KonventionH0 = ker(d0).
iii.) Sprechen wir von einem Gruppen-Komplex, so benutzen wir die Nomenklatur
aus i.).
Definition A.2.4 und Lemma A.2.5 übertragen sich sinngemäß, ebenso der gesamte Ab-
schnitt A.2.2. In Lemma A.2.5 iv.) haben wir dann additive, kovariante Funktoren∼i
∼Obi : Gruppenkompl. −→ ab. Gr.
(G, d) 7−→ Hi(G)
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und
∼Mori : Hom(G,G′) −→ Hom(Hi(G),Hi(G′))
α 7−→ α˜i.
Für einen R-Modul M, einen Komplex (C, d, ǫ) über M und einen kontravarianten,
additiven Funktor F : R-mod −→ Ab erhalten wir durch Anwendung dieses Funktors
auf (C, d, ǫ) einen Gruppen-Kokettenkomplex (FC,Fd,Fǫ):
FM Fǫ // FC0 Fd1 // FC1 Fd2 // FC2 Fd3 // ... .
In der Tat sind mit der Additivität von F alle Pfeile Gruppenhomomorphismen. Des
Weiteren gilt Fdi+1 ◦ Fdi = F(di ◦ di+1) = F(0) = 0. Ist (C, d, ǫ) exakt, so überträgt
sich dies nicht notwendigerweise auf (FC,FdFǫ) und wir erhalten im Allgemeinen
nicht-triviale KohomologiegruppenH i(FC) sowieH0(FC) := ker(Fd1).
Lemma A.2.15
GegebenR-ModulnM,M′, ein projektiver Komplex (C, d, ǫ) überM, eine Auflösung (C ′, d′, ǫ′)
von M′ und ein additiver, kontravarianter Funktor F : R-mod −→ Ab. Sei des Weiteren µ
ein Homomorphismus µ : M−→M′. Dann gilt:
i.) Es existieren nur von diesen Daten abhängige Gruppenhomomorphismen
F˜αi : H i(FC ′) −→ H i(FC).
ii.) Sind (C, d, ǫ) und (C, d, ǫ) projektive Auflösungen des selben R-Moduls M, so gilt
H i(FC) ≃ H i(FC).
BEWEIS: i.) Zunächst haben wir mit Satz A.2.12 eine bis auf Homotopie eindeutig
bestimmte Kettenabbildung α : (C, d, ǫ) −→ (C ′, d′, ǫ′) derart, dass
... d3 // C2
α2

d2 // C1
α1

d1 // C0
α0

ǫ // //M
µ

...
d′3 // C ′2
d′1 //2 // C ′1
d′1 // C ′0
ǫ′ // //M′
kommutiert. Sei weiter α ∼ β vermöge si : Ci −→ C ′i+1, dann erhalten wir durch
Anwendung von F :
FM ′
Fµ

Fǫ′ // FC ′0
Fα0

Fd′1 // FC ′1
Fs0
|| |<
|<
|<
|<
|<
Fα1

Fd′2 // FC ′2
Fs1
|| |<
|<
|<
|<
|<
Fα2

Fd′3 // . . .
Fs2
|| |<
|<
|<
|<
|<
|<
FM Fǫ // FC0 Fd1 // FC1 Fd2 // FC2 Fd3 // . . . .
Wegen der Additivität und Kontravarianz von F folgt:
Fαi −Fβi = F(αi − βi) = F(d′i+1si + si−1di) = Fdi ◦Fsi−1 + Fsi ◦Fd′i+1.
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Mit den Definitionen di = Fd′i+1; d′i = Fdi+1; si = Fsi−1 zeigt dies
Fαi −Fβi = d′i−1si + si+1di,
also Fα ∼ Fβ nach (A.4). Die Gruppen-Version von Lemma A.2.9 liefert schließ-
lich F˜αi = F˜βi, und somit die erste Aussage.
ii.) Wir haben für µ = idM
... FC2Fd3oo FC1Fd2oo FC0Fd1oo FMFǫoo
... FC2
Fd3oo
Fβ2
OO
FC1
Fd2oo
Fβ1
OO
FC0
Fd1oo
Fβ0
OO
FMFǫoo
idFM
OO
... FC2Fd3oo
F β̂2
OO
FC1Fd2oo
F β̂1
OO
FC0Fd1oo
F β̂0
OO
FM,Fǫoo
idFM
OO
womit
idFCi = F(idCi) ∼ F
(
β̂i ◦ βi
)
.
Mit Lemma A.2.9 und A.2.5 iv.) erhalten wir
idHi(FC) = i˜dFCi =
˜F(β̂i ◦ βi) = ˜Fβi ◦ F β̂i = F˜βi ◦ F˜ β̂i.
Analog folgt idHi(FC) = F˜ β̂i ◦ F˜βi womit F˜βi = F˜ β̂i
−1
, also H i(C) ≃ H i(C)
vermöge ηi = F˜βi : H i(C) −→ H i(C). 
Korollar A.2.16
Sind in der Situation von Lemma A.2.15 beide Komplexe (C, d, ǫ), (C ′, d′, ǫ′) projektive Auf-
lösungen, so sind die zugehörigen Kohomologiegruppen H i(FC), H i(FC ′) sowie die Homo-
morphismen aus Lemma A.2.15 i.) bereits bis auf Verkettung mit Isomorphismen eindeutig be-
stimmt durchM,M′, µ und F , hängen also nicht von der Wahl der Auflösungen ab.
BEWEIS: Die Isomorphie der Kohomologiegruppen folgt sofort aus Teil ii.) obigen Lem-
mas, da wir zwischen verschiedenen Auflösungen des selben Moduls via Isomorphis-
men wechseln können. Mit der Funktoreigenschaft von F und ∼i kann dann für Ket-
tenabbildungen
β : (C, d, ǫ) −→ (C, d, ǫ)
β′ : (C ′, d′, ǫ′) −→ (C ′, d′, ǫ′)
α : (C, d, ǫ) −→ (C ′, d′, ǫ′)
der Kohomologiegruppen-Homomorphismus τ i = (ηi)−1F˜αiη′i geschrieben werden,
als ˜F(β′iαiβ̂i). Da nun aber β′αβ̂: (C, d, ǫ) −→ (C
′
, d
′
, ǫ′) selbst eine Kettenabbildung
ist, stimmt τ mit allen anderen durch F gewonnenen Kettenabbildungen überein. Dies
zeigt die zweite Aussage des Korollars. 
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Das nächste Lemma liefert ein Kriterium welches garantiert, dass überhaupt eine pro-
jektive Auflösung eines R-Moduls existiert.
Lemma A.2.17
Gegeben ein unitärer Ring R und ein R-Modul M, so existiert eine freie Auflösung (C, d, ǫ)
vonM. Dabei bedeutet frei, dass die Ci freie R-Moduln sind.
BEWEIS: Wir wählen eine Indizierung J der Elemente von M und betrachten die di-
rekte Summe C0 =
⊕|J |R. Bezeichne αm ∈ J den zu m ∈ M gehörigen Index, so
definieren wir eine surjektive Abbildung ǫ :
⊕|J |R −→M durch⊕
1αm −→ m,
und setzen dieseR-linear auf ganzC0 fort.C0 ist dann per Definition ein freierR-Modul
(je nachdem obM ein Links- oder Rechtsmodul ist, definiert man die R-Multiplikation
in C0 in entsprechender Weise), und wir erhalten
ker(ǫ) 
 i // C0 //
ǫ //M,
wobei i die Injektion von ker(ǫ) in C0 bezeichnet. Da ker(ǫ) ein Untermodul und somit
selbst ein Modul ist, dürfen wir C1 = ker(ǫ) und d0 = i setzen, und erhalten ǫ ◦ d0 = 0
sowie im(i) = ker(ǫ). Die Iteration von Schritt 1 mit C1 an Stelle vonM liefert eine freie
Auflösung überM. 
Korollar A.2.18
Gegeben ein unitärer Ring R und ein R-Modul M, so existiert eine projektive Auflösung
(C, d, ǫ) vonM.
BEWEIS: Das folgt sofort mit Lemma A.2.17 und Korollar A.1.17. 
Definition A.2.19 (Rechtsinduzierte Funktoren)
Gegeben ein unitärer RingR und ein kontravarianter FunktorF : R-mod −→ Ab, so ist
der i-te rechtsinduzierte FunktorRiF : R-mod −→ Ab definiert durch
RiFOb : R-Moduln −→ abelsche Gruppen
M 7−→ H i(FC)
RiFMor : HomR(M,M′) −→ HomG(H i(FC ′),H i(FC))
µ 7−→ F˜αi.
Dessen Wohldefiniertheit folgt aus Korollar A.2.16, wobei wir beliebige Auflösungen
(C, d, ǫ) und (C ′, d′, ǫ′) vonM undM′ wählen dürfen.
Wir wollen nun ein Beispiel vorstellen, welches eine essentielle Rolle imHaupttext spie-
len wird.
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Beispiel A.2.20
Gegeben ein R-Modul N , dann ist der additive, kontravariante Funktor homR(·,N )
definiert durch
homR(·,N )Obj : R-Moduln −→ abelsche Gruppen
M 7−→ HomR(M,N )
(A.8)
homR(·,N )Mor : HomR(M,M′) −→ HomR
(
HomR(M′,N ),HomR(M,N )
)
µ 7−→ [α 7→ α ◦ µ]. (A.9)
Die Kontravarianz ist klar und die Additivität sieht man mit der Bilinearität von ◦ be-
züglich der Addition in HomR(M′,N ) und HomR(M,N ).
Für einen unitären Ring R und einen R-ModulN definieren wir den Funktor
ExtiR(·,N ) = RihomR(·,N ).
Es ist dann
ExtiR(·,N )(M) = H i(homR(·,N )C) = H i(HomR(C,N ), d∗),
für eine projektive Auflösung (C, d, ǫ) vonM. Hierbei bezeichnet (HomR(C,N ), d∗) den
durch Anwendung des homR-Funktors auf (C, d) entstehenden Gruppen-Koketten-
komplex mit Kettengliedern FCi = homR(·,N )Ci = HomR(Ci,N ) und Kettendiffe-
rentialen di = d∗i+1 = homR(·,M)di+1. Als Anwendung berechnen wir Ext0R(·,N )(M):
Wir haben
... d3 // C2
d2 // C1
d1 // C0
ǫ // //M
HomR(M,N ) ǫ
∗
// HomR(C0,N )
d∗1 // HomR(C1,N ) // . . .
und es folgt
Ext0R(·,N )(M) = H0(HomR(C,N )) = ker(
d∗1︷ ︸︸ ︷
homMorR (·,N )d1)
= {α ∈ HomR(C0,N ) ‖ α ◦ d1 = 0}
= {α ∈ HomR(C0,N ) ‖ ker(α) ⊇ im(d1) = ker(ǫ)},
womit Ext0R(·,N )(M) ∼= HomR(C0/ ker(ǫ),N ). Da nun C0/ ker(ǫ) ∼= im(ǫ) = M, folgt
Ext0R(·,N )(M) ∼= HomR(M,N ).
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Dieser Abschnitt soll die analytischen Mittel bereitstellen, die im Haupttext benötigt
werden. Dabei werden wir den Begriff des topologischen Raumes als bekannt voraus-
setzen. Beginnen werden wir mit grundlegenden Definitionen und wichtigen Sätzen
(ohne Beweis). Der zweite Teil behandelt die Konzepte der Vollständigkeit und der
stetigen Fortsetzungen. Enden wird dieser mit zwei wichtigen Sätzen, die garantie-
ren, dass man in lokal konvexen Vektorräumen stetige multilineare Abbildungen ste-
tig multilinear auf eine immer existierende Vervollständigung besagten lokalkonvexen
Vektorraumes fortsetzen kann. Der letzte Abschnitt behandelt topologische Tensorpro-
dukte lokalkonvexer Vektorräume. Sei hierfür im FolgendenK immer R oderC.
B.1. Grundlagen
Die hier dargestellten Zusammenhänge sind auch in [Rud91] und [BB93] zu finden.
Definition B.1.1 (Halbnorm)
Gegeben einK-VektorraumV und eine Abbildung p : V −→ R, dann heißt pHalbnorm
aufV, wenn folgende Eigenschaften erfüllt sind:
i.) p(αx) = |α|p(x) ∀ α ∈ K, x ∈ V;
ii.) p(x+ y) ≤ p(x) + p(y) ∀ x, y ∈ V.
Es folgt unter anderem p(x) ≥ 0, p(0) = 0, p(x) = p(−x), |p(x)−p(y)| ≤ p(x−y) für alle
x, y ∈ V, zudem sind die Halbnormenbälle Bp,ǫ(0) := {x ∈ V| p(x − p) < ǫ} konvex,
ausgeglichen und absorbierend. Dabei heißt eine Teilmenge U ⊆ V
i.) konvex, falls:
n∑
i=1
tiU ⊆ U ∀ n ∈ N und alle t1, . . . , tn > 0 mit
n∑
i=1
ti = 1;
ii.) ausgeglichen, falls:
λU ⊆ U ∀ λ ∈ K, |λ| ≤ 1;
iii.) absorbierend, falls für jedes x ∈ V ein λ > 0 derart existiert, dass für alle α ≥ λ
x ∈ αU := {y ∈ V| ∃ u ∈ U mit y = αu} gilt.
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Hierfür beachte man, dass hier und im Folgenden mit α ≥ 0 insbesondere immer α ∈
R ⊆ C gemeint ist.
Definition B.1.2
Gegeben ein K-VektorraumV und ein Halbnormensystem (d.h eine Menge von Halb-
normen) P aufV.
i.) P heißt separierend, falls zu jedem x ∈ V ein p ∈ P derart existiert, dass p(x) 6= 0.
ii.) P heißt filtrierend, falls zu jeder endlichen Teilmenge {pα}α∈I ⊆ P von Halbnor-
men ein pI ∈ P existiert, so dass pI(x) ≥ pα(x) ∀α ∈ I, ∀ x ∈ V.
Bemerkung B.1.3
i.) Folgender Satz zeigt, dass jedes Halbnormensystem P auf einem K-Vektorraum
V diesen zu einem topologischen Vektorraummacht (Vektoraddition und Skalar-
multiplikation sind stetig in den jeweiligen Produkttopologien). Die Separations-
eigenschaft von P garantiert dann, dass besagte Topologie hausdorffsch ist. Ab-
weichend zu [Rud91] wollen wir also die Abgeschlossenheit von Punkten x ∈
V, aus der bereits die Hausdorff-Eigenschaft eines topologischen Vektorraumes
folgt, nicht voraussetzen
ii.) Es ist klarerweise immer möglich zu jeder endlichen Teilmenge {pα}α∈I ⊆ P
durch pI(x) := maxα∈I(pα(x)) eine Halbnorm zu definieren, für die pI(x) ≥ pα(x)
für alle α ∈ I, x ∈ V gilt. Mit P als die Menge aller dieser Halbnormen erhalten
wir so ein filtrierendes Halbnormensystem auf V. Folgender Satz besagt dann
ebenfalls, dass sowohl P als auch P dieselbe Topologie aufV definieren.
Man beachte, dass zudem folgende Gleichheit erfüllt ist:
BpI ,ǫ(x) =
⋂
α∈I
Bpα,ǫ(x).
iii.) Sei M eine Menge. Eine Subbasis einer Topologie T auf M ist ein Teilsystem
O ⊆ T derart, dass jedes U ∈ T als beliebige Vereinigung von endlichen Schnit-
ten von Elementen aus O geschrieben werden kann. Des Weiteren erhalten wir
aus jeder beliebigen Sammlung O ⊆ P(X) von Teilmengen aus V eine Topologie
T O aufV indemwir T O als das System aller Mengen definieren, die als beliebige
Vereinigung von endlichen Schnitten von Elementen aus O geschrieben werden
können. Diese wollen wir im Folgenden als die durch O auf V induzierte Topo-
logie bezeichnen. Per Definition ist dann insbesondere klar, dass O eine Subbasis
von T O ist.
iv.) Eine Teilmenge B ⊆ T heißt Umgebungsbasis von x ∈ M, falls für jede offene
Umgebung V von x ein U ∈ B derart existiert, dass U ⊆ V .
Der folgende Satz fasst die für uns relevanten topologischen Aspekte aus [BB93] zu-
sammen. Der Beweis ist nicht wirklich schwer, aber sehr technisch und wir wollen an
dieser Stelle darauf verzichten.
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Satz B.1.4
SeiV einK-Vektorraum und P ein System von Halbnormen aufV, dann gilt:
i.) Die durch die Sammlung aller Halbnormenbälle aufV induzierte Topologie T P machtV
zu einem topologischen Vektorraum (V,T P ).
ii.) Es ist T P = T P .
iii.) Sei U ⊆ V, so ist genau dann U ∈ T P , wenn U mit jedem x ∈ V auch einen ganzen
Halbnormball Bp,ǫ(x) mit ǫ > 0 und p ∈ P enthält.
iv.) Es ist (V,T P ) genau dann hausdorffsch, wenn P separierend ist.
v.) (V,T P ) besitzt eine konvexe, ausgeglichene Umgebungsbasis der 0.
vi.) Gegeben eine Halbnorm q auf V, so ist diese genau dann bezüglich T P stetig, wenn ein
p ∈ P und ein c > 0 derart existiert, dass
q(x) ≤ c p(x) ∀ x ∈ V.
Korollar B.1.5
i.) Halbnormen sind stetig in der von ihnen induzierten Topologie.
ii.) Bezeichne P˜ das filtrierende System aller bezüglich T P stetigen Halbnormen. Dann gilt
T P˜ = T P .
iii.) Gegeben zwei Halbnormensysteme P und Q auf einem K-Vektorraum V, so gilt genau
dann T Q ⊆ T P , wenn für jedes q ∈ Q ein p ∈ P derart existiert, dass:
q(x) ≤ c p(x) ∀ x ∈ V.
iv.) Ist P breits filtrierend, so gilt iii.) auch mit p ∈ P anstelle von p ∈ P .
BEWEIS: i.) Dies folgt sofort aus Satz B.1.4 vi.), da P ⊆ P .
ii.) Die Aussage T P ⊆ T P˜ folgt unmittelbar aus i.), da hiermit P ⊆ P˜ gilt und somit
eine Subbasis von T P in T P˜ enthalten ist. Für die umgekehrte Inklusion sei p˜ ∈ P˜
stetig bezüglich T P . Dann ist Bp˜,ǫ(0) = p˜−1([0, ǫ)) offen in T P , da [0, ǫ) offen in
R≥0 ist. Mit der Stetigkeit der Addition folgt die separate Stetigkeit der Additi-
on und hiermit die Stetigkeit der Translationsoperation auf Teilmengen von V.
Damit sind translierte offene Mengen offen und mit
Bp˜,ǫ(x) = x+Bp˜,ǫ(0)
folgt, dass eine Subbasis von T P˜ in T P enthalten ist. Dies zeigt T P˜ ⊆ T P .
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iii.) Gilt besagte Abschätzbarkeit, so ist nach Satz B.1.4 vi.) jedes q ∈ Q stetig bezüglich
T P , also Q ⊆ P˜ uns somit T Q ⊆ T P˜ = T P . Für die umkehrte Implikation sei
q ∈ Q. Dann ist q stetig bezüglich T Q und wegen T Q ⊆ T P auch stetig bezüglich
T P . Damit folgt die Ungleichung unmittelbar aus Satz B.1.4 vi.).
iv.) Gilt die Abschätzbarkeit für P , so offenbar auch für P . Ist P filtrierend, so lässt
sich jedes p ∈ P durch ein p ∈ P abschätzen. Dies zeigt die andere Richtung. 
Bemerkung B.1.6
Wir wollen einenK-VektorraumV lokalkonvex nennen, wenn er ein topologische Vek-
torraum (V,T
V
) ist, dessen Topologie durch ein Halbnormensystem P erzeugt wird,
also T
V
= T P für ein Halbnormensystem P auf V gilt. Dies ist äquivalent dazu,
dass die Topologie T
V
eine konvexe Umgebungsbasis B der 0 besitzt (jede konvexe 0-
Umgebung enthält eine ausgeglichene konvexe 0-Umgebung, vgl. [Rud91, Thm 1.14])
Die eine Richtung folgt dabei sofort aus Satz B.1.4 v.).
Für die Andere müssen wir uns aus einer derartigen lokalkonvexen Basis ein T
V
erzeugendes Halbnormensystem verschaffen. Dies geschieht mit Hilfe des sogenann-
ten Minkowski-Funktionals, dass für eine absorbierende Teilmenge U ⊆ V definiert ist
durch:
µU (x) = inf
t∈R+
{x ∈ tU} x ∈ V (B.1)
Dieses ist im Falle eines konvexen, ausgeglichenen U ∈ T
V
eine Halbnorm aufV.
In der Tat sind vermöge der Stetigkeit der Skalarmultiplikation alle offene Teilmen-
gen von topologischen Vektorräumen absorbierend und somit (B.1) wohldefiniert. Die
Konvexität vonU induziert hierbei die Dreiecksungleichung, und die Ausgeglichenheit
sichert Eigenschaft i.). Für ausgeglichenes, konvexes U ∈ T
V
zeigt man:
i.) U = BµU ,1(0);
ii.) µU ist stetig in T V.
Bezeichne T µ die aus allen derartigenMinkowski-Halbnormen erhaltene Topologie auf
V, so zeigt i.), dass B ⊆ T µ undmit der Stetigkeit der Translation auch T V ⊆ T µ, dawir
hiermit aus einer Umgebungsbasis der 0 vermöge Translation eine Umgebungsbasis
jedes Punktes erhalten.
Umgekehrt folgt mit ii.), dass BµU ,ǫ(0) = µ
−1
U ([0, ǫ)) offen in T V und somit T µ ⊆ T V
wieder mit der Stetigkeit der Translation und demselben Subbasis-Argument wie in
Korollar B.1.5 ii). Insgesamt folgt T
V
= T µ und somit die behauptete Äquivalenz.
Folgender Satz offeriert ein handhabbares Stetigkeitskriterium für multilineare Abbil-
dungen zwischen lokalkonvexen Vektorräumen, welche wir im Folgenden auch abkür-
zend als lkVR’s bezeichnen werden.
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Satz B.1.7
Gegeben lokalkonvexe Vektorräume (E1,T E1), . . . , (Ek,T Ek) und (F,T F ) und filtrierend ge-
wählte Halbnormensysteme P1, . . . , Pk, Q, die obige Topologien erzeugen. Sei
Φ: E1 × . . . × Ek 7−→ F
eine multilineare Abbildung, dann sind folgende Aussagen äquivalent:
i.) Φ ist stetig;
ii.) Φ ist stetig bei 0;
iii.) Für jedes q ∈ Q existiert ein Satz {p1, . . . , pk}mit pi ∈ Pi, 1 ≤ i ≤ k und eine Konstante
c > 0, so dass
q (Φ(x1, . . . , xk)) ≤ c
k∏
i=1
pi(xi) ∀ xi ∈ Ei, 1 ≤ i ≤ k.
BEWEIS: Einen Beweis für den lineare Fall findet man in [BB93, Satz 1.12]. Die Verall-
gemeinerung auf den multilinearen Fall ist rein technischer Natur. 
B.2. Vervollständigungen
Eine konsistente Darstellung der hier behandelten Zusammenhänge unter Verwen-
dung des Filter-Begriffes findet man beispielsweise in [Tre67, Kapitel 5]. Wir geben hier
eine eigene Darstellung mit Hilfe von Netzen.
Definition B.2.1 (Netze, Vollständigkeit)
i.) Eine gerichtete Menge (I,≥) ist eine Menge I mit einer Relation ≥ derart, dass:
a.) α ≥ α ∀ α ∈ I ;
b.) α ≥ β, β ≥ γ ⇒ α ≥ γ ∀ α, β, γ ∈ I ;
c.) α, β ∈ I ⇒ ∃ γ ∈ I mit γ ≥ α, γ ≥ β.
ii.) Ein Netz {xα}α∈I in einer MengeX ist eine Abbildung
{xα}α∈I : I −→ X
α 7−→ xα,
von einer gerichteten Menge I nach X.
iii.) Gegeben ein topologischer Raum (X,T X) und ein Netz {xα}α∈I ⊆ X, so heißt
{xα}α∈I konvergent gegen x ∈ X, wenn für jedes U ∈ T X mit x ∈ U ein αU ∈ I
existiert, so dass xα ∈ U für alle α ≥ αU . Wir schreiben dann {xα}α∈I → x und
im hausdorffschen Fall lim
α
xα = x, da dann besagter Konvergenzpunkt eindeutig
ist. Ganz allgemein bezeichnen wir mit lim
α
xα ⊆ X die Menge aller Konvergenz-
punkte von {xα}α∈I .
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iv.) Gegeben ein topologischer Vektorraum (V,T
V
), so heißt ein Netz {xα}α∈I ⊆ V
ein Cauchynetz, wenn für jede 0-Umgebung U ∈ T P ein γU ∈ I derart existiert,
dass:
(xα − xβ) ∈ U ∀ α, β ≥ γU ∈ I.
Handelt es sich hierbei um einen lokalkonvexen Vektorraum (V,T P ), so ist dies
mit Satz B.1.4 iii.) gleichbedeutend damit, dass für jedes ǫ > 0 und jedes p ∈ P ein
γp,ǫ ∈ I existiert, so dass
p(xα − xβ) < ǫ ∀ α, β ≥ γp,ǫ ∈ I
gilt. Wegen p = maxβ∈J pβ mit pβ ∈ P und Bp,ǫ(0) =
⋂
β∈J
Bpβ ,ǫ(0)
1, reicht es mit
der Endlichkeit des Schnittes sogar aus, obige Abschätzbarkeit nur für alle p ∈ P
zu fordern.
v.) Ein topologischer Vektorraum heißt vollständig, falls für jedes Cauchynetz
{xα}α∈I ⊆ V gilt, dass {xα}α∈I → x für ein x ∈ X.
Bemerkung B.2.2 (Netze)
Die Bedeutung von Netzen sieht man an den folgenden drei essentiellen Punkten:
i.) Punkt eins ist der, dass es durchaus auch lokalkonvexe Vektorräume mit über-
abzählbaren Halbnormensystemen geben kann. Für filtrierendes P bilden dann
nämlich die Halbnormbälle Bp, 1
n
(x)mit Radius r = 1n eine Umgebungsbasis von
x ∈ V. Mit einer Folge alleine ist nun dieser Punkt a priori nicht approximier-
bar, denn wir brauchen ja in der Tat für jedes p eine ganze Folge, die bezüglich
dieser Ballsorte Bp,· gegen x konvergiert. Für abzählbare Halbnormensysteme
P = {pn}n∈N liegt der Fall hingegen anders, denn sei
p˜n(x) = max
l≤n
(pl(x)),
so bilden die abzählbar vielen Bälle Bp˜n, 1n
(x) eine Umgebungsbasis von x und
wir kommen mit nur einer Folge aus, wenn wir x approximieren wollen. Die-
se vage Vorstellung ist dabei Ausdruck des allgemeinen Faktes, dass ein topo-
logischer Vektorraum (V,T
V
) mit einer abzählbaren 0-Umgebungsbasis B ge-
nau dann vollständig ist, wenn er folgenvollständig ist, also jede Cauchyfolge
{xn}n∈N ⊆ V gegen ein x ∈ V konvergiert. Dies ist dann insbesondere für nor-
mierte Vektorräume der Fall.
ii.) Eine Abbildung f zwischen zwei topologischen RäumenX und Y ist genau dann
stetig, wenn für jeden Punkt x ∈ X und jedes Netz {xα}α∈I → x gilt, dass
{f(xα)}α∈I → f(x) ∈ Y .
1vgl. Bemerkung B.1.3 ii.)
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Diese Aussage ist diffizil, denn in der Tat muss man sich darüber im klaren sein,
dass im Nicht-Hausdorff-Fall sowohl lim
α
xα, als auch lim
α
f(xα) mehrelementige
Mengen sein können.
iii.) Sei (X,T X) ein topologischer Raum und Y ⊆ X. Dann ist der topologische Ab-
schluss Y von Y bezüglich (X,T X) definiert, als die kleinste abgeschlossene Tei-
menge von X, in der Y enthalten ist. Dann gilt
Y =
{
x ∈ X ∣∣ ∀ U ∈ T X mit x ∈ U ist U ∩ Y 6= ∅}
und hiermit zeigt man, dass Y gerade die Menge aller x ∈ X ist, für die es Netze
{yxα}α∈I ⊆ Y derart gibt, dass limα y
x
α = x gilt. Ist Y = X, so heißt Y dicht in X.
Definition B.2.3 (∼, Kanonischer Repräsentant, Isometrie)
Gegeben ein lokalkonvexer Vektorraum (V,T P ) und bezeichneNC(V) die Klasse2 aller
Cauchynetze in V.
i.) Wir definieren eine Äquivalenzrelation ∼ auf NC(V)wie folgt. Es sei genau dann
{xα}α∈I ∼ {yβ}β∈J ,
wenn für jedes p ∈ P das Netz {pα,β}I×J := {p(xα − yβ)}I×J gegen 0 konvergiert.
Hierfür sei I × J mit der Relation
(α, β) ≥ (α′, β′)⇐⇒ α ≥ α′ ∧ β ≥ β′
bestückt. Es ist dann unmittelbar klar, dass ∼ reflexiv und symmetrisch ist. Die
Transitivität folgtmit derDreiecksungleichung fürHalbnormen. Ist (V,T
V
) haus-
dorffsch und existiert der eindeutige Limes lim
α
xα = x, so gilt:
{xα}α∈I ∼ {yβ}β∈J ⇐⇒ limα xα = limβ yβ. (B.2)
Für „=⇒“ beachten wir, dass
p(yβ − x) ≤
< ǫ
2
für (α,β)≥(α′,β′)︷ ︸︸ ︷
p(yβ − xα) +
< ǫ
2
für α≥α′′︷ ︸︸ ︷
p(xα − x) < ǫ,
falls (α, β) ≥ (α˜, β′) ∈ I × J mit α˜ ≥ α′, α′′.
„⇐=“ erhalten wir mit
p(yβ − xα) ≤ p(yβ − z) + p(z − xα) < ǫ
für alle (α, β) ≥ (α′, β′) ∈ I × J .
2Für jede Menge M wird deren Potenzmenge P(M), ausgestattet mit der Inkusionsrelation, zu einer
gerichteten Menge. Somit steht diese Sammlung von Mengen in Bijektion zu der Klasse der Mengen,
von der wir in Definition A.1.18 gesehen hatten, dass sie keine Menge ist.
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ii.) Gegeben ein Cauchynetz {xα}α∈I ⊆ V. Wir statten die Menge P × N mit der
Relation
(p, n) ≥ (p′, n′)⇐⇒ p ≥ p′ ∧ n ≥ n′,
aus, wobei p ≥ p′ bedeuten soll, dass p(x) ≥ p′(x) für alle x ∈ V.
Für festes p finden wir per Definition ein γp,n ∈ I derart, dass (xα−xβ) ∈ Bp, 1
2n
(0)
für alle α, β ≥ γp,n, und mit Definition B.2.1 i.) c.) erreichen wir zudem die Ver-
gleichbarkeit:
. . . ≥ γp,n+1 ≥ γp,n ≥ γp,n−1 ≥ . . . .
Vermöge
{xp,n}P×N :=
{
xγp,n
}
P×N
erhalten wir so ein zu {xα}α∈I äquivalentes Cauchynetz. Dieses bezeichnen wir
im Folgenden als das zu {xα}α∈I gehörige kanonischeNetz bzw. den zu
[{xα}α∈I]
∈ NC(V)/ ∼ gehörigen kanonischen Repräsentanten.
In der Tat folgt für (p′, n′), (p′′, n′′) ≥ (p, n)mit α ≥I γn′,p′, γn′′,p′′ :
p
(
xp′,n′ − xp′′,n′′
) ≤ p (xp′,n′ − xα)+ p (xα − xp′′,n′′)
≤ p′ (xp′,n′ − xα)+ p′′ (xα − xp′′,n′′)
<
1
2n′
+
1
2n′′
≤ 1
n
,
was die Cauchyeigenschaft zeigt. Dabei bezeichnet ≥I die ursprüngliche Ord-
nungsrelation auf I . Die Äquvivalenz folgt mit
p
(
xp′,n′ − xα
) ≤ p (xp′,n′ − xp,n)+ p (xp,n − xα)
<
1
n
+
1
2n
=
3
2
1
n
für alle (p′, n′) ≥ (p, n), α ≥I γp,n und somit lim
([p,n],α)
p (xp,n − xα) = 0.
Diese Festlegung auf die feste gerichtete Menge P ×N zeigt insbesondere, dass
besagter Quotient eine echte Menge ist. Denn in der Tat ist somit NC(V)/ ∼ auf-
fassbar als Teilmenge von (P ×N)×V.
iii.) Gegeben zwei lkVR’s (X,P ), (X ′, P ′) und eine Zuordnung i, bestehend aus Ab-
bildungen:
iX : X −→ X ′
iP : P −→ P ′.
Dann heißt i Isometrie, falls iX linear, iP bijektiv und für alle x ∈ X und alle p ∈ P
folgende Gleichheit erfüllt ist:
iP (p)(iX (x)) = p(x).
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Da keine Verwechslungen zu befürchten sind, werden wir im Folgenden werden
die Indizes unterdrücken und einfach nur noch i anstelle von iP und iX schreiben.
Wir benötigen folgende vorbereitende Proposition:
Proposition B.2.4
Gegeben ein lkVR (X,P ).
i.) Gegeben ein Netz {xα}α∈I ⊆ X. Existiert ein ǫ > 0 und für jedes p ∈ P ein αp,ǫ
derart, dass p(xα) < ǫ für alle α ≥ αǫ ∈ I gilt. Dann existiert der Limes und es ist
lim
α
p(xα) ≤ ǫ.
ii.) Sei (X,P ) hausdorffsch und {xα,β}I×J ⊆ X ein Netz derart, dass lim
β
xα,β für alle α ∈ I
existiert. Dann gilt:
• Existiert der Limes lim
α×β
xα,β , so gilt:
lim
α
[
lim
β
xα,β
]
= lim
α×β
xα,β.
• Existiert der Limes lim
α
[
lim
β
xα,β
]
und ist {xα,β}I×J = {xα}α∈I + {yβ}β∈J mit
Netzen {xα}α∈I , {yβ}β∈J ⊆ X, so gilt:
lim
α×β
xα,β = lim
α
[
lim
β
xα,β
]
.
iii.) Sei (X,P ) hausdorffsch, dann ist jede Isometrie injektiv.
iv.) Isometrien sind stetig und sogar gleichmäßig stetig.
v.) Sei (X,P ) hausdorfsch und (X ′, P ′), (X ′′, P ′′) vollständige hlkVR’s mit Isometrien
i′ : X −→ X ′
i′′ : X −→ X ′′
derart, dass i′(X) = X ′ und i′′(X) = X ′′ gilt. Dann sind (X ′, P ′) und (X ′′, P ′′)
zueinander linear homöomorph.
BEWEIS: i.) Zunächst ist {p(xα)}α∈I ⊆ R wegen
|p(xα)− p(xβ)| ≤ p(xα − xβ) ≤ p(xα) + p(xβ) < 2ǫ ∀ α, β ≥ αǫ,
ein Cauchynetz und mit der Vollständigkeit von R zeigt dies, dass der Limes
existiert. Für die Abschätzung argumentieren wir durch Widerspruch. Sei hierfür
lim
α
p(xα) = δ > ǫ. Dann existiert ∆ > 0, so dass B∆(δ) ∩
[
0, ǫ
]
= ∅ sowie ein
γ∆ ∈ I derart, dass p(xα) ∈ B∆(δ) für alle α ≥ γ∆ gilt.
Dies bedeutet insbesondere p(xα) > ǫ ∀ α ≥ γ∆. Nun finden wir aber α′ ∈ I mit
α′ ≥ αǫ und α′ ≥ γ∆, womit p(xα′) < ǫ und gleichzeitig p(xα′) > ǫ gelten müsste,
was ein Widerspruch ist.
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ii.) Für die erste Aussage sei lim
α×β
xα,β = x und xα = lim
β
xα,β . Dann gilt:
p(xα − x) = p
(
lim
β
xα,β − x
)
p stetig
= lim
β
p(xα,β − x).
Nun existiert (αǫ, βǫ) ∈ I×J , so dass p(xα,β −x) < ǫ2 für alle (α, β) ≥ (αǫ, βǫ) und
i.) zeigt dass:
lim
β
p(xα,β − x) ≤ ǫ
2
< ǫ ∀ α ≥ αǫ.
Für die zweite Behauptung beachten wir, dass lim
β
xα,β existiert und mit der Ste-
tigkeit der Addition lim
β
[xα + yβ] = xα+ lim
β
yβ = xα+ y für ein y ∈ X gilt. Durch
Wiederholung dieser Argumentation folgt:
lim
α
[
lim
β
xα,β
]
= lim
α
[
xα + y
]
= lim
α
xα + y = x+ y.
Dann existieren αǫ ∈ I und βǫ ∈ J , so dass p(xα − x) < ǫ2 für alle α ≥ αǫ und
p(yβ − y) < ǫ2 für alle β ≥ βǫ. Dies zeigt
p(xα,β − x+ y) ≤ p(xα − x) + p(yβ − y) < ǫ
2
+
ǫ
2
= ǫ
für alle (α, β) ≥ (αǫ, βǫ).
iii.) Sei i : (X,P ) −→ (X ′, P ′) eine Isometrie und (X ′, P ′) ein lkVR. Nun ist X haus-
dorffsch und somit P separierend. Hiermit existiert für alle x, y ∈ X mit i(x) =
i(y) und x 6= y ein p ∈ P , so dass p(x− y) ≥ 0 gilt. Dies liefert einenWiderspruch,
denn wir erhalten:
0 = i(x)− i(y) =⇒ 0 = i(p)(i(x) − i(y)) = i(p)(i(x − y)) = p(x− y) ≥ 0.
iv.) Sei p′ ∈ P ′. Dann ist p′(i(x) − i(y)) = i(p)(i(x) − i(y)) = p(x − y) für ein p ∈ P ,
womit:
p(x− y) < δ =⇒ p′(i(x)− i(y)) < ǫ = δ ∀ x, y ∈ X.
Das zeigt die gleichmäßige Stetigkeit und insbesondere die Stetigkeit. Alternativ
folgt diese so:
Sei x ∈ X mit {xα}α∈I → x, dann finden wir für p′ ∈ P ′ ein p ∈ P mit i(p) = p′
und erhalten
p′(i(xα)− i(x)) = p(xα − x) < ǫ ∀ α ≥ γǫ.
Dies zeigt {i(xα)}α∈I → i(x) und somit die Stetigkeit.
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v.) Zunächst sind Abbildungen i′X : X −→ i′(X) ⊆ X ′, i′′X : X −→ i′′(X) ⊆ X ′′
bijektiv und somit h = i′′ ◦ i′−1 eine bijektive Isometrie h : i′(X) −→ i′′(X) mit
h(p′) =
(
i′′P ◦ i′−1P
)
(p′). Wir definieren
h : X ′ −→ X ′′
x′ 7−→ lim
α
h(x′α)
(B.3)
für ein Netz {x′α}α∈I ⊆ i′(X)mit limα x
′
α = x
′. Dabei ist die Existenz eines solchen
Netzes gesichert, da nach Voraussetzung i′(X) = X ′ gilt. Für die Existenz von
lim
α
h(x′α) beachtet man, dass für jedes p
′′ ∈ P ′′ ein p′ ∈ P ′ existiert, so dass
p′′(h(x′α)− h(x′β)) = h(p′)(h(x′α − x′β)) = p′(x′α − x′β) < ǫ
für alle α, β ≥ γǫ ∈ I gilt. Hiermit ist {h(x)α}α∈I ein Cauchynetz in X ′′ und kon-
vergiert nach Voraussetzung. Mit der Hausdorff-Eigenschaft von X ′′ ist besagter
Limes zudem eindeutig bestimmt.
Um die Wohldefiniertheit von (B.3) nachzuweisen, betrachten wir Netze {x′α}α∈I ,
{y′β}J ⊆ i′(X) mit {x′α}α∈I → x′ und {y′β}J → x′. Sei x′′ = limα h(x
′
α), so folgt mit
(B.2):
p′′(h(y′β)− x′′) ≤ p′′
(
h(y′β)− h(x′α)
)
+ p′′
(
h(x′α)− x′′
)
= h(p′)
(
h(y′β)− h(x′α)
)
+ p′′
(
h(x′α)− x′′
)
= p′
(
y′β − x′α
)
+ p′′
(
h(x′α)− x′′
)
.
Wegen x′′ = lim
α
h(x′α) existiert ein αǫ ∈ I , so dass p′′ (h(x′α)− x′′) < ǫ2 für alle
α ≥ αǫ und nach Definition B.2.3 i.) ein (α′, β′) ∈ I×J , so dass p′(y′β−x′α) < ǫ2 für
alle (α, β) ≥ (α′, β′). Mit Definition B.2.1 i.) c.) erhalten wir ein α′′ ≥ α′, αǫ, womit
p′′(h(y′β)−x′′) < ǫ für alle (α, β) ≥ (α′′, β′). Dies zeigt {h(y′β)}β∈J → x′′ und somit
die Wohldefiniertheit von (B.3).
Wir wollen nun zeigen, dass h eine Isometrie ist. Sei hierfür {x′α}α∈I ⊆ i′(X) mit
{x′α}α∈I → x′, dann folgt
h(p′)
(
h(x′)
)
= lim
α
h(p′)
(
h(x′α)
)
= lim
α
p′(xα) = p
′(x′),
wobei wir im letzten Schritt Korollar B.1.5 i.) benutzt haben.
Die Linearität von h folgt mit der Linearität von h, Proposition B.2.4 ii.), der Un-
abhängigkeit von (B.3) von der Wahl des Netzes und der Stetigkeit der Addition
in X ′:
h(x′) + h(y′) = lim
α
h(x′α) + lim
β
h(y′β) = limα
[
lim
β
(
h(x′α + y
′
β)
)]
= lim
α×β
h(x′α + y
′
β) = h(x
′ + y′).
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Mit der Hausdorff-Eigenschaft von (X ′, P ′) folgen Stetigkeit und Injektivität von
h nun unmittelbar aus Teil iii.) und iv.) und es bleibt zu zeigen, dass h surjektiv
und h
−1
ebenfalls eine Isometrie darstellt. Dann wäre nämlich h ein linearer Ho-
möomorphismus und die Behauptung gezeigt.
Für die Surjektivität sei x′′ ∈ X ′′ vorgegeben. Da i′′(X) = X ′′ finden wir ein
Netz {x′′α}α∈I ⊆ i′′(X ′′)mit limα x
′′
α = x
′′ und definieren:{
x′α
}
α∈I
= {h−1(x′′α)}α∈I ⊆ i′(X ′). (B.4)
Nun ist jedes konvergente Netz insbesondere ein Cauchynetz, womit für jedes
ǫ > 0 ein γǫ ∈ I derart existiert, dass
p′(x′α − x′β) = h(p′)
(
h(x′α)− h(x′β)
)
= h(p′)
(
x′′α − x′′β
)
< ǫ ∀ α, β ≤,
gilt. Hiermit ist (B.4) ebenfalls ein Cauchynetz und konvergiert folglich gegen ein
x′ ∈ X ′. Wir erhalten dann
h(x′) = lim
α
h
(
h−1(x′′α)
)
= lim
α
xα = x
′′,
also die Surjektivität von h. Die Isometrieeigenschaft von h
−1
folgt mit
h
−1(
p′′
)(
h
−1(
x′′
))
=
(
h ◦h−1
)(
p′′
)(
h ◦h−1(x′′)) = p′′(x′′). 
Satz B.2.5
Gegeben ein hlkVR (X,P ), dann existiert ein vollständiger lkVR (Xˆ, Pˆ ) zusammen mit ei-
ner Isometrie i : X → Xˆ derart, dass i(X) = Xˆ . Besagte Vervollständigung ist ebenfalls
hausdorffsch und bis auf lineare Homöomorphie eindeutig bestimmt.
BEWEIS: Die Eindeutigkeit ist klar mit Proposition B.2.4 v.). Für die Existenz betrach-
ten wir die Menge Xˆ = NC(X)/ ∼ und statten diese mit den Vektorraumoperationen
· : (λ, [xˆ]) 7−→ [λxˆ] und +: ([xˆ], [yˆ]) 7−→ [xˆ+ yˆ]mit
λ {xα}α∈I := {λxα}α∈I,
{xα}α∈I + {yβ}β∈I := {xα + yβ}I×J .
aus. Die Wohldefiniertheit dieser Abbildungen folgt unmittelbar aus den Halbnorme-
neigenschaften und der Definition von ∼. Des Weiteren topologisieren wir Xˆ mit dem
System Pˆ , bestehend aus den Halbnormen:
pˆ ([xˆ]) = lim
α
p(xα) mit {xα}α∈I ∈ [xˆ] ∈ Xˆ. (B.5)
Obige Isometrie erhaltenwir dann durch die Zuordnungsvorschrift: i : x 7→ [{x, x, . . . }]
(x ∈ X wird die Äquivalenzklasse der konstanten Folge {xn}n∈N = (x, x, . . . ) zugeord-
net). Man sieht nebenbei bemerkt, dass i in der Tat nicht injektiv ist, falls P nicht haus-
dorffsch. Denn gilt für ein x ∈ X p(x) = 0 für alle p ∈ P , so folgt bereits i(x) = 0ˆ = [0].
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Wir müssen nun zunächst die Existenz des Limes in (B.5) und die Wohldefiniertheit
dieser Zuordnungsvorschrift nachweisen. Erstere folgt dabei unmittelbar aus
|p(xα)− p(xβ)| ≤ p(xα − xβ), (B.6)
womit {p(xα)}α∈I ein Cauchynetz in R ist und mit dessen Vollständigkeit konvergiert.
Für die Wohldefiniertheit sei {xα}α∈I ∼ {yβ}β∈J , dann folgt mit der Stetigkeit der Ad-
dition und ||:∣∣∣∣limα p(xα)− limβ p(yβ)
∣∣∣∣ = ∣∣∣∣limα [ limβ [p(xα)− p(yβ)] ]
∣∣∣∣ = ∣∣∣∣ limα×β [p(xα)− p(yβ)]
∣∣∣∣
= lim
α×β
|p(xα)− p(yβ)|
∗,(B.6)
≤ lim
α×β
p(xα − yβ)
= 0
Der zweite Schritt folgt dabei mit Proposition B.2.4 ii.) und ∗ bedeutet den Erhalt von
≤ unter Limesbildung.
Um die Halbnormeigenschaften von pˆ nachzuweisen rechnen wir
pˆ(λxˆ) = lim
α
p(λxα) = λ lim
α
p(xα) = λpˆ(xˆ)
und
pˆ(xˆ+ yˆ) = lim
α×β
p (xα + yβ)
∗≤ lim
α×β
(
p(xα) + p(yβ)
)
= lim
α
[
lim
β
(
p(xα) + p (yβ)
)]
= pˆ(xˆ) + pˆ(yˆ),
wobei wir bei ∗wieder den Erhalt von≤ unter Limesbildung benutzt haben, im dritten
Schritt Proposition B.2.4 ii.) und im letzten Schritt die Stetigkeit der Addition.
Für i(X) = Xˆ sei [xˆ] ∈ NC(X)/ ∼ und {xα}α∈I ∈ [xˆ], dann existiert ein γp,n ∈ I
derart, dass
p(xα − xβ) < 1
n
∀ α, β ≥ γp,n ∈ I
und es folgt
pˆ
( [{xγp,n+1}]− [ {xα}α∈I] ) = limα p(xγn+1,p − xα) ∗∗≤ 1n+ 1 < 1n
mit ∗∗ = Proposition B.2.4 i.). Dabei bezeichnet [{xγn+1,p}] die Äquivalenzklasse der
konstanten Folge {xγn+1,p , xγn+1,p , . . . } ⊆ X.
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Dies bedeutet
[{xγn+1,p}] ∈ Bpˆ, 1
n
(xˆ) ∩ i(X). Also Bpˆ, 1
n
(xˆ) ∩ i(X) 6= ∅, womit [xˆ] ∈ i(X)
und folglich Xˆ ⊆ i(X). Die umgekehrte Inklusion ist klar mit Bemerkung B.2.2 iii.).
Für die Hausdorff-Eigenschaft sei pˆ([xˆ]) = 0 für alle pˆ ∈ Pˆ . Sei {xα}α∈I ∈ [xˆ], so folgt
lim
α
p(xα) = 0 ∀ p ∈ P , mithin {xα}α∈I ∼ {0} für jedes 0-Netz {0}. Das zeigt [xˆ] = 0ˆ.
Es bleibt die Vollständigkeit nachzuweisen. Sei hierfür {[xˆ]α}α∈I ⊆ Xˆ ein Cauchynetz.
Wir müssen dann zeigen, dass dieses Cauchynetz von Äquivalenzklassen von Cauchy-
netzen in X bezüglich Pˆ gegen eine Äquivalenzklasse eines Cauchynetzes in X kon-
vergiert.
Mit den Erläuterungen in Definition B.2.3 i.) reicht es dazu aus, dies für das zu
{[xˆ]α}α∈I äquivalente kanonische Cauchynetz {[xˆ]pˆ,n}Pˆ×N zu zeigen.
Jedes [xˆ]pˆ,n ist nun eine Äquivalenzklasse von Cauchynetzen in X, und auch hier wäh-
len wir den kanonischen Repräsentanten
{(
[x]pˆ,n
)
p′,n′
}
P×N
bezüglich P . Es gilt also:
[xˆ]pˆ,n =
[{(
[x]pˆ,n
)
p,n
}
P×N
]
.
Da P ∼= Pˆ können wir ohne Schwierigkeiten
yp,n =
(
[xˆ]pˆ,n
)
p,n
(B.7)
definieren und behaupten, dass dann {[xˆ]pˆ,n}Pˆ×N −→
[{yp,n}P×N] gilt. Zunächst ist
jedoch nachzuweisen, dass {yp,n}N×P ⊆ X selbst ein Cauchynetz ist. Hierfür beachten
wir
p
(
yp′,n′ − yp′′,n′′
) ≤ p(yp′,n′ − ([xˆ]pˆ′,n′)δ′ )
+ p
( (
[xˆ]pˆ′,n′
)
δ′
− ([xˆ]pˆ′′,n′′)δ′′ )+ p( ([xˆ]pˆ′′,n′′)δ′′ − ypˆ′′,n′′)
mit δ′, δ′′ ∈ P ×N.
Sei zunächst 1n <
ǫ
3 , dann folgt für die äußeren Summanden mit der Definition des
kanonischen Repräsentanten und (B.7), dass
p
(
yp′,n′ −
(
[xˆ]pˆ′,n′
)
δ′
)
<
ǫ
3
und
p
( (
[xˆ]pˆ′′,n′′
)
δ′′
− ypˆ′′,n′′
)
<
ǫ
3
,
(B.8)
falls δ′, (p′, n′), δ′′, (p′′, n′′) ≥ (p, n). Für den mittleren Summanden beachte man, dass
per Definition
lim
δ′×δ′′
p
( (
xˆpˆ′,n′
)
δ′
− (xˆpˆ′′,n′′)δ′′ ) = pˆ([xˆ]pˆ′,n′ − [xˆ]pˆ′′,n′′) < 1n < ǫ3
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für (pˆ′, n′), (pˆ′′, n′′) ≥ (pˆ, n) gilt. Wir finden dann δ˜′ und δ˜′′ abhängig von (pˆ′, n′) und
(pˆ′′, n′′) derart, dass
p
( (
xˆpˆ′,n′
)
δ′
− (xˆpˆ′′,n′′)δ′′ ) < ǫ3
für alle δ′ ≥ δ˜′, δ′′ ≥ δ˜′′. Mit Definition B.2.1 i.) c.) finden wir δ′ǫ ≥ (n, p), δ˜′ sowie
δ′′ǫ ≥ (n, p), δ˜′′, so dass insgesamt
p
(
yp′,n′ − yp′′,n′′
)
< ǫ (B.9)
gilt. Da wir gezeigt haben, dass dies für alle (p′, n′), (p′′, n′′) ≥ (n, p) erreichbar ist, folgt
die Cauchyeigenschaft.
Für die Konvergenz sei
[{yp′,n′}] die Äquivalenzklasse der konstanten Folge {yp′,n′},
dann gilt:
pˆ
([{yp,n}P×N]− [xˆ]pˆ′,n′) ≤ pˆ([{yp,n}P×N]− [{yp′,n′}])+ pˆ([{yp′,n′}]− [xˆ]pˆ′,n′).
Für den ersten Summanden erhalten wir mit (B.9) und Proposition B.2.4 i.)
pˆ
([{yp,n}P×N]− [{yp′,n′}]) < ǫ
2
, falls (p′, n′) ≥ (p, n˜)
für n˜ groß genug. Für den zweiten Summanden folgt mit der gleichen Argumentation
angewandt auf (B.8)
pˆ
([{yp′,n′}]− [xˆ]pˆ′,n′) < ǫ
2
für (p′, n′) ≥ (p, n˜′),
also insgesamt:
pˆ
([{yp,n}P×N]− [xˆ]pˆ′,n′) < ǫ für alle (p′, n′) ≥ (p,max (n˜, n˜′)) .
Das beweist die Vollständigkeit, und wir sind fertig. 
Satz B.2.6
Gegeben lkVR’s (X,P ) und (Y,Q) und sei (Y,Q) zudem vollständig und hausdorffsch. Sei
weiter f : η −→ Y eine gleichmäßig stetige Abbildung von einer dichten Teilmenge η ⊆ X
nach Y . Dann existiert eine eindeutig bestimmte, gleichmäßig stetige Abbildung fˆ : X −→ Y
mit der Eigenschaft fˆ
∣∣
η
= f .
BEWEIS: Wir definieren:
fˆ(x) = lim
α
f(xα) für ein Netz η ⊇ {xα}α∈I → x ∈ X.
Dann ist Existenz und Eindeutigkeit des Limes sowie die Unabhängigkeit der Definiti-
on von der Wahl des Netzes nachzuweisen.
135
B Lokalkonvexe Analysis
Existenz: Zunächst ist {xα}α∈I als konvergentes Netz insbesondere ein Cauchynetz.
Mit der Vollständigkeit von Y reicht es dann zu zeigen, dass dies für {f(xα)}α∈I eben-
so der Fall ist. Sei hierfür q ∈ Q und ǫ > 0 vorgegeben. Dann finden wir mit der
gleichmäßigen Stetigkeit von f ein p ∈ P derart, dass für alle xα, xβ :
q (f(xα)− f(xβ)) < ǫ falls p (xα − xβ) < δ. (B.10)
Da p(xα − xβ) < δ für α, β ≥ γδ folgt daraus die Behauptung. Die Eindeutigkeit des
Limes ist mit der Hausdorff-Eigenschaft von Y klar.
Wohldefiniertheit: Gegeben {xα}α∈I , {y}β∈J ⊆ η beide konvergent gegen x ∈ X, so
erhalten wir mit der Stetigkeit von q ∈ Q:
q
(
lim
α
f(xα)− lim
β
f(yβ)
)
= q
(
lim
α
[
lim
β
[f(xα)− f(yβ)]
])
= q
(
lim
α×β
[f(xα)− f(yβ)]
)
= lim
α×β
q (f(xα)− f(yβ)) = 0.
Die letzte Gleichheit folgt dabei aus (B.10) und (B.2). Die zweite Gleichheit folgt mit
Proposition B.2.4 ii.).
Für fˆ
∣∣
η
= f sei η ⊇ {xα}α∈I mit {xα}α∈I → x ∈ η, dann folgt
fˆ (x) = lim
α
f (xα) = f
(
lim
α
xα
)
= f(x).
mit der Stetigkeit von f und der Hausdorff-Eigenschaft von Y , siehe auch Bemerkung
B.2.2 ii.).
Gleichmäßige Stetigkeit: Es ist zu zeigen, dass für alle q ∈ Q und ǫ > 0 vorgegeben,
ein p ∈ P und ein δ > 0 derart existieren, dass für alle x, y ∈ X
q
(
fˆ(x)− fˆ(y)
)
< ǫ falls p(x− y) < δ
gilt. Zunächst haben wir nach Voraussetzung für δ′ vorgegeben, ein ǫ′, so dass:
q (f(x)− f(y)) < ǫ′ < ǫ falls p(x− y) < δ < δ′.
Sei p(x− y) < δ, so folgt mit Dreiecksungleichung
p(xα − yβ) ≤ p(x− y) + p(x− xα) + p(y − yβ) < δ +∆ < δ′
für α ≥ α∆ ∈ I , β ≥ β∆ ∈ J mit Netzen η ⊇ {xα}α∈I → x und η ⊇ {yβ}β∈J → y. Wir
erhalten dann mit der Stetigkeit von q und der Addition, dass
q
(
fˆ(x)− fˆ(y)
)
= q
(
lim
α
[
lim
β
[f(xα)− f(yβ)]
])
= q
(
lim
α×β
[f(xα)− f(yβ)]
)
= lim
α×β
q
(
f(xα)− f(yβ)
)
≤ ǫ′ < ǫ,
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wobei wir abermals Proposition B.2.4 i.), ii.) und den Erhalt von ≤ unter Limesbildung
benutzt haben. Dies zeigt die gleichmäßige Stetigkeit.
Die Eindeutigkeit besagter Abbildung folgt aus η = X, denn für jede weitere derar-
tige Abbildung fˆ ′ ist
(
fˆ ′ − fˆ
) ∣∣∣
η
= 0 und somit für η ⊇ {xα}α∈I → x ∈ X
(
fˆ ′ − fˆ
)
(x) = lim
α
(
fˆ ′ − fˆ
)
(xα) = 0
mit der Eindeutigkeit des Limes in Y . 
Bemerkung B.2.7
i.) Man beachte, dass wir als Voraussetzung nicht benötigt haben, dass (X,P ) haus-
dorffsch ist. Das liegt daran, dass für stetiges f und x 6= x′ ∈ X mit f(x) 6= f(x′),
vermöge der Hausdorff-Eigenschaft von Y , disjunkte Umgebungen von f(x) und
f(x′) existieren, deren Urbilder disjunkte Umgebungen von x und x′ sind .
Sprich, ein solches f kann sowieso nur dann stetig sein, wenn es untrennbare
Punkte in X auf das selbe Element in Y abbildet.
ii.) Die besondere Wichtigkeit dieses Satzes liegt unter anderem darin, dass jede ste-
tige, lineare Abbildung insbesondere gleichmäßig stetig ist. Für diese ist dann
obiger Satz auch leichter mit q(φ(x)) ≤ c p(x) beweisbar.
Für stetige bilineare Abbildungen q(φ(x, y)) ≤ c p1(x)p2(y) und analog für stetige
multilineare Abbildungen liefert folgender Satz sinngemäße Aussagen.
Satz B.2.8
Gegeben lkVR’s (X1, P1), (X2, P2) und (Y,Q) mit (Y,Q) zudem vollständig und hausdorffsch
sowie dichte Teilmengen η1 ⊆ X1, η2 ⊆ X2. Sei weiter φ : η1× η2 −→ Y eine stetige, bilineare
Abbildung, so existiert eine eindeutig bestimmte, stetige bilineare Abbildung:
φˆ : X1 ×X2 −→ Y mit φˆ
∣∣
η1×η2
= φ.
BEWEIS: Wir definieren φˆ(x, y) = lim
α×β
φα,β︷ ︸︸ ︷
φ(xα, yβ) für Netze η1 ⊇ {xα}α∈I → x und
η2 ⊇ {yβ}β∈J → y. Besagter Limes ist dann mit der Hausdorff-Eigenschaft von Y ein-
deutig.
Existenz: Sei p ∈ P vorgegeben. Dann ist p (φ(x, y)) ≤ cp1(x)p2(y) für alle x ∈ X1 und
alle y ∈ X2. Weiterhin beachten wir, dass {xα}α∈I und {yβ}β∈J insbesondere Cauchy-
netze sind. Wir finden dann Konstanten c′, c′′ sowie Elemente αc′′ ∈ I und βc′ ∈ J
derart, dass p1(xα) ≤ c′′ für alle α ≥ αc′′ und p2(yβ) ≤ c′ für alle β ≥ βc′ . Des Weiteren
existieren α ǫ
2cc′′
∈ I und β ǫ
2cc′
∈ J , so dass p1(xα − xα′) ≤ ǫ2cc′′ für alle α,α′ ≥ α ǫ2cc′′
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und p2(yβ − yβ′) ≤ ǫ2cc′ für alle β, β′ ≥ β ǫ2cc′ gilt. Wir wählen α˜ ≥ αc′′ , α ǫ2cc′′ sowie
β˜ ≥ βc′ , β ǫ
2cc′
und erhalten:
q
(
φα,β − φα′,β′
) ≤ q (φ(xα, yβ − yβ′))+ q (φ(xα − xα′ , yβ′))
≤ c p1(xα) p2(yβ − yβ′) + c p1(xα − xα′) p2(yβ′)
≤ cc′ p2(yβ − yβ′) + cc′′ p1(xα − xα′)
≤ ǫ
für alle α,α′ ≥ α˜ und β, β′ ≥ β˜. Die Wohldefiniertheit folgt mit (B.2) auf die gleiche
Weise, und für die Stetigkeit rechnen wir mit Proposition B.2.4 ii.) und dem Erhalt von
≤ unter Limesbildung:
q
(
φˆ(x, y)
)
= lim
α×β
q(φ(xα, yβ)) ≤ lim
α×β
c p1(xα) p2(yβ)
= c lim
α
p1(xα) lim
β
p(yβ) = c p1(x) p2(y).
Die Eindeutigkeit von φˆ folgt wie in Satz B.2.6, ebenso die Behauptung φˆ
∣∣
η1×η2
= φ, da
mit η1 ⊇ {xα}α∈I → x ∈ X1 und η2 ⊇ {yβ}β∈J → y ∈ X2 das Netz {(xα, yβ)}I×J in
der Produkttopologie von X1 ×X2 gegen (x, y) konvergiert. Alternativ kann man hier
auch wieder Proposition B.2.4 ii.) benutzen. 
B.3. Tensorprodukte lokalkonvexer Vektorräume und deren
Topologien
Zu Beginn dieses Abschnittes erinnern wir zunächst an folgende wohlbekannte Tatsa-
chen.
Satz B.3.1 (Hahn-Banach, vgl. [HS91], Kapitel 2.6)
Gegeben ein K-Vektorraum X und eine Halbnorm p : X → R. Sei des Weiteren f : L → K
eine lineare Abbildung von einem Unterraum L ⊆ X nach K und es gelte |f | ≤ p∣∣
L
. Dann
existiert eine lineare Abbildung F : X → K mit |F | ≤ p und F ∣∣
L
= f .
Definition B.3.2 (Universelle Eigenschaft)
GegebenK-VektorräumeV1, . . . ,Vk, so heißt ein Tupel (⊗k,V1⊗ . . . ⊗Vk), bestehend
aus einemK-VektorraumV1⊗ . . . ⊗Vk und einerK-multilinearen Abbildung
⊗k : V1 × . . . ×Vk −→ V1⊗ . . . ⊗Vk genau dann ein Tensorprodukt von V1, . . . ,Vk,
wenn für jedes weitere derartige Tupel (φ,M) eine eindeutig bestimmte lineare Abbil-
dung τ : V1⊗ . . . ⊗Vk −→M existiert, so dass folgendes Diagramm kommutiert:
V1 × . . . ×Vk ⊗k //
φ
**UUU
UUU
UUU
UUU
UUU
UUU
UU
V1⊗ . . . ⊗Vk
τ

M
Mit v1⊗ . . . ⊗ vk bezeichnen wir im Folgenden das Bild von v1, . . . , vk ∈ V1 × . . . ×Vk
unter der Abbildung ⊗k.
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Lemma B.3.3 (Isomorphie und Assoziativität des Tensorproduktes)
i.) Je zwei Tensorprodukte (⊗k,V1⊗ . . . ⊗Vk) und (⊗′k,V1⊗′ . . . ⊗′Vk) vonV1, . . . ,Vk
sind isomorph.
ii.) Gegeben K-Vektorräume V1,V2,V3, dann gilt (V1⊗V2)⊗V3 ∼= V1⊗V2⊗V3 ver-
möge linearer Fortsetzung von:
τ : V1⊗V2⊗V3 −→ (V1⊗V2)⊗V3
v1⊗ v2⊗ v3 7−→ (v1⊗ v2)⊗ v3
Allgemein ist (V1⊗ . . .⊗Vl)⊗ (Vl+1⊗ . . .⊗Vk) ∼= V1⊗ . . .⊗Vk vermöge linearer
Fortsetzung von µ : v1⊗ . . . ⊗ vk 7−→ (v1⊗ . . . ⊗ vl)⊗ (vl+1⊗ . . . ⊗ vk).
BEWEIS: i.) Mit der universellen Eigenschaft beider Tensorprodukte folgt die Kom-
mutativität von
V1 × . . . ×Vk ⊗k //
⊗′k **UUU
UUU
UUU
UUU
UUU
UU
V1⊗ . . . ⊗Vk
τ⊗′
k

V1⊗′ . . . ⊗′Vk
τ⊗k
OO
mit eindeutig bestimmten linearen Abbildungen τ⊗′k und τ⊗k . Für diese gilt so-
wohl τ⊗′k ◦ τ⊗k = idV1⊗′ . . . ⊗′Vk als auch τ⊗k ◦ τ⊗′k = idV1⊗ . . . ⊗Vk , da beide Iden-
titäten die eindeutig bestimmten Isomorphismen sind, die
V1 × . . . ×Vk
⊗′k //
⊗′k **UUU
UUU
UUU
UUU
UUU
UU
V1⊗′ . . . ⊗′Vk
id
V1 ⊗
′ . . . ⊗′Vk

V1⊗′ . . . ⊗′Vk
bzw.
V1 × . . . ×Vk ⊗k //
⊗k **UUU
UUU
UUU
UUU
UUU
UU
V1⊗ . . . ⊗Vk
id
V1 ⊗ . . . ⊗Vk

V1⊗ . . . ⊗Vk
zum Kommutieren bringen. Insgesamt zeigt dies, dass τ⊗k und τ⊗′k zueinander
inverse Isomorphismen sind.
ii.) Nach i.) reicht es zu zeigen, dass (V1⊗V2)⊗V3 ein Tensorprodukt von V1,V2,
V3 ist. Denn es ist (τ ◦⊗3)(v1, v2, v3) = ⊗1(⊗2(v1, v2), v3) und somit der gesuch-
te Isomorphismus die eindeutig bestimmte lineare Fortsetzung von τ . Sei hier-
für φ : V1 × V2 × V3 −→ M trilinear, so definieren wir für festes v3 ∈ V3 die
bilineare Abbildung τv3 : V1 × V2 −→ M durch τv3(v1, v2) = φ(v1, v2, v3). Mit
der universellen Eigenschaft existiert dann ein eindeutig bestimmtes, lineares
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τ⊗v3 : V1⊗V2 −→ M mit τ⊗v3(v1⊗ v2) = τv3(v1, v2) = φ(v1, v2, v3). Wir behaupten
nun, dass
τ˜ : (V1⊗V2)×V3 −→M
(z, v3) 7−→ τ⊗v3(z)
bilinear ist. Die Linearität im ersten Argument ist klar und die Linearität im zwei-
ten Argument erhalten wir für z ∈ V1⊗V2, v,w ∈ V3 und λ ∈ Kmit:
τ˜(z, λv + w) =
n∑
i=1
τ˜
(
vi1⊗ vi2, λv +w
)
=
n∑
i=1
τ⊗λv+w
(
vi1⊗ vi2
)
=
n∑
i=1
φ
(
vi1, v
i
2, λv + w
)
= λ
n∑
i=1
φ
(
vi1, v
i
2, v
)
+
n∑
i=1
φ
(
vi1, v
i
2, w
)
= λτ˜(z, v) + τ˜(z, w).
Somit existiert ein eindeutig bestimmtes τ̂ : (V1⊗V2)⊗V3 −→Mmit
τ̂((v1⊗ v2)⊗ v3) = τ˜((v1⊗ v2), v3) = τ⊗v3(v1⊗ v2) = φ(v1, v2, v3)
für alle v1 ∈ V1, v2 ∈ V2 und v3 ∈ V3, wie gewünscht. Die allgemeine Aussage
zeigt man auf analoge Weise. 
Bemerkung B.3.4
Man kann zeigen, dass,V1, . . . ,Vk vorgegeben, mindestens immer ein solches Tensor-
produkt existiert. Eine äquivalente und im Einzelfall praktischere Definition (besonders
wenn es darum geht, die Tensorprodukteigenschaft eines solchen Tupels nachzuwei-
sen) erhält man wie folgt:
Gegeben K-Vektorräume V1, . . . ,Vk, so heißt ein Tupel (⊗k,V1⊗ . . . ⊗Vk) beste-
hend aus einemK-VektorraumV1⊗ . . . ⊗Vk und einerK-multilinearen Abbildung
⊗k : V1 × . . . ×Vk −→ V1⊗ . . . ⊗Vk genau dann ein Tensorprodukt von V1, . . . ,Vk,
wenn:
i.) V1⊗ . . . ⊗Vk = span(im(⊗k)).
ii.) Sind {vjij}1≤ij≤nj ⊆ Vj linear unabhängig in den Vj für alle 1 ≤ j ≤ k, so ist die
Menge
{⊗k (v1i1 , . . . , vkik)}1≤ij≤nj
1≤j≤k
⊆ V1⊗ . . . ⊗Vk ebenfalls linear unabhängig.
Grob gesagt entspricht dabei i.) der Eindeutigkeit der Abbildung τ und ii.) sichert deren
Existenz. Die Aussage von i.) und ii.) ist dabei im Wesentlichen die, dass die Menge
aller Elemente e1i1 ⊗ . . . ⊗ ekik = ⊗k
(
e1i1 , . . . , e
k
ik
)
für Basen
{
ejij
}
ij∈Ij
der Vj ein Basis
vonV1⊗ . . . ⊗Vk ist.
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Im Gegensatz zur Charakterisierung des Tensorproduktes in Bemerkung B.3.4, legt uns
die Definition über die universelle Eigenschaft eine ausgesprochen praktischeMöglich-
keit in die Hand, lineare Abbildungen von Tensorprodukten in andereK-Vektorräume
zu definieren:
Korollar B.3.5
Gegeben K-Vektorräume V1, . . . ,Vk,M und ein Tensorprodukt (⊗k,V1⊗ . . . ⊗Vk) von
V1, . . . ,Vk, so liefert jede Abbildungsvorschrift φ : im(⊗k) −→M, die
φ(v1⊗ . . . ⊗ vi + λv′i⊗ . . . ⊗ vk) = φ(v1⊗ . . . ⊗ vi⊗ . . . ⊗ vk)
+ λφ(v1⊗ . . . ⊗ v′i⊗ . . . ⊗ vk)
(B.11)
für 1 ≤ i ≤ k und alle λ ∈ K erfüllt, eine eindeutig bestimmte, wohldefinierte lineare Fortset-
zung φ⊗k auf ganzV1⊗ . . . ⊗Vk.
BEWEIS: φ definiert eine eindeutigeK-multilineare Abbildung
φ× : V1 × . . . ×Vk −→M
(v1, . . . , vk) 7−→ φ(⊗k(v1, . . . , vk)),
und mit der universellen Eigenschaft existiert somit eine eindeutig bestimmte lineare
Abbildung φ⊗k : V1⊗ . . . ⊗Vk →M derart, dass φ⊗k ◦⊗k = φ× = φ ◦⊗k, also
φ⊗k
∣∣
im(⊗k)
= φ gilt. 
Definition B.3.6 (pik-Topologie)
Gegeben lkVR’s (V1, P1), . . . , (Vk, Pk) und ein Tensorprodukt (⊗k,V1⊗ . . . ⊗Vk) von
V1, . . . ,Vk, so ist eine πk-Topologie auf V1⊗ . . . ⊗Vk eine Toplogie derart, dass jede
lineare Abbildung
τ : V1⊗π . . . ⊗πVk −→M
in einen weiteren lokalkonvexen Vektorraum (M, Q) genau dann stetig ist, wenn die
Abbildung τ ◦⊗k bezüglich der Produkttopologie auf V1 × . . . ×Vk stetig ist. Hierbei
bezeichnetV1⊗π . . . ⊗πVk den topologischen Raum (V1⊗ . . . ⊗Vk, πk).
Satz B.3.7
Gegeben lkVR’s (V1, P1), . . . , (Vk, Pk), so gilt:
i.) Es ist ⊗k stetig in jeder πk-Topologie aufV1⊗ . . . ⊗Vk.
ii.) Sofern sie existiert, ist die πk-Topologie aufV1⊗ . . . ⊗Vk eindeutig bestimmt.
iii.) Die πk-Toplologie auf V1⊗ . . . ⊗Vk existiert, ist lokalkonvex und wird induziert durch
das Halbnormensystem ΠP, (P = P1 × . . . × Pk):
πp(z) := inf
{
n∑
i=1
p1(x
i
1). . . pk(x
i
k)
}
P ∋ p = (p1, . . . , pk).
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Dabei ist das Infimum über alle Zerlegungen z =
n∑
i=1
xi1⊗ . . . ⊗xik zu nehmen.
Für separables z = x1⊗ . . . ⊗xk folgt
πp(z) = p1(x1). . . pk(xk). (B.12)
Die Halbnorm πp heißt Tensorprodukt der Halbnormen p1, . . . , pk und man schreibt oft
auch einfach p1⊗ . . . ⊗ pk anstelle πp.
iv.) πk ist die feinste lokalkonvexe Topologie aufV1⊗ . . . ⊗Vk, bezüglich der die Abbildung
⊗k stetig ist.
v.) (V1⊗ . . . ⊗Vk, πk) ist genau dann hausdorffsch, wenn alle (Vj , Pj) hausdorffsch sind.
vi.) Sind P1, . . . , Pk filtrierend, so auch
∏
P.
vii.) Sind alle (Vj, Pj) hausdorffsch, so gilt
̂
V1⊗π . . . ⊗πVk ∼= ̂Vˆ1⊗π . . . ⊗π Vˆk.
Dabei bedeutet ∼= lineare Homöomorphie.
Wir dürfen somit Vˆ1⊗π . . . ⊗π Vˆk als dichte Teilmenge von ̂V1⊗π . . . ⊗πVk auffassen.
BEWEIS: Die Beweise von (B.12) und v.) finden sich auch in [Tre67, Kapitel 43] bzw.
[Jar81, Kapitel 15].
i.) Mit Definition B.3.6 und der Kommutativität von
V1 × . . . ×Vk ⊗k //
⊗k **VVV
VVV
VVV
VVV
VVV
VVV
V1⊗π . . . ⊗πVk
id

V1⊗π . . . ⊗πVk,
ist id ◦⊗k = ⊗k genau dann stetig, wenn id stetig ist. Das ist aber klar, da beide
Räume dieselbe Topologie tragen.
ii.) Wir haben
V1 × . . . ×Vk ⊗k //
⊗k **VVV
VVV
VVV
VVV
VVV
VVV
V1⊗π . . . ⊗πVk
id

V1⊗πˆ . . . ⊗πˆVk,
und die Stetigkeit von ⊗k nach i). Vermöge id ◦⊗k = ⊗k ist auch id ◦⊗k stetig
und mit Definition B.3.6 id selbst. Das zeigt π = πˆ und somit die Behauptung.
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iii.) Zunächst sind die πp in der Tat Halbnormen, denn es ist:
πp(λz) = inf
{
n∑
i=1
|λ| p1
(
xi1
)
. . . pk
(
xik
)}
= |λ| inf
{
n∑
i=1
p1
(
xi1
)
. . . pk
(
xik
)}
= |λ| πp(z).
Weiterhin gibt mindestens so viele Zerlegungen von z˜ = z + z′, wie man durch
Addition von Zerlegungen von z und z′ erhält. Damit folgt:
πp(z + z
′) = inf
{
n˜∑
i=1
p1
(
x˜i1
)
. . . pk
(
x˜ik
)}
≤ inf
{
n∑
i=1
p1
(
xi1
)
. . . pk
(
xik
)
+
n′∑
i=1
p1
(
x′i1
)
. . . pk
(
x′ik
)}
=inf
{
n∑
i=1
p1
(
xi1
)
. . . pk
(
xik
)}
+ inf
{
n′∑
i=1
p1
(
x′i1
)
. . . pk
(
x′ik
)}
= πp(z) + πp(z
′).
Mit Satz B.1.4 erzeugt dieses Halbnormensystem eine lokalkonvexe Topologie auf
V1⊗ . . . ⊗Vk, die diesen Raum zu einem topologischen Vektorraummacht.
Für (B.12) sei z = x1⊗ . . . ⊗xk, dann ist πp(z) ≤ p1(x1). . . pk(xk) per Definition.
Für die umgekehrte Abschätzung definieren wir lineare Abbildungen uj auf den
Unterräumen Lj = span(xj) ⊆ Vj durch uj(λxj) = λ pj(xj).
Dies bedeutet |uj | ≤ pj
∣∣
Lj
und mit Satz B.3.1 finden wir Fortsetzungen |Uj | ≤ pj
mit Uj
∣∣
Lj
= uj . Es folgt für die durch
U1⊗ . . . ⊗Uk : V1⊗ . . . ⊗Vk −→ K
x1⊗ . . . ⊗xk 7−→ U1(x1) · . . . · Uk(xk),
nach Korollar B.3.5, wohldefinierte lineare Abbildung, dass
p1(x1). . . pk(xk) = |U1(x1) · . . . · Uk(xk)| = |U1⊗ . . . ⊗Uk| (z)
≤
n∑
i=1
|U1⊗ . . . ⊗Uk| (yi1⊗ . . . ⊗ yik)
≤
n∑
i=1
p1
(
yi1
)
. . . pk
(
yik
)
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für alle Zerlegungen z =
n∑
i=1
yi1⊗ . . . ⊗ yik gilt. Dies zeigt
p1(x1). . . pk(xk) ≤ inf
{
n∑
i=1
p1
(
yi1
)
. . . pk
(
yik
)}
= πp(z)
und somit (B.12).
Es bleibt nachzuweisen, dass (V1⊗ . . . ⊗Vk, πk) Definition B.3.6 erfüllt. Sei hier-
für (M, Q) lokalkonvex und P1, . . . , Pk, Q filtrierend gewählt. Sei weiter
τ : V1⊗ . . . ⊗Vk −→M
linear und stetig. Dann folgt mit Satz B.1.7 für jede Halbnorm q ∈ Q, dass
q(τ(x1⊗ . . . ⊗xk)) ≤ c πp(x1⊗ . . . ⊗xk) (B.12)= c p1(x1). . . pk(xk)
für eine besagter Halbnormen πp ∈ ΠP gilt. Hierbei haben wir vi.) benutzt. Dies
ist nach selbigem Satz das Stetigkeitskriterium für dieK-multilineare Abbildung
τ ◦⊗k : V1 × . . . ×Vk −→M, was diese Richtung zeigt.
Für die umgekehrte Implikation sei τ ◦⊗k stetig, dann folgt zunächst für separa-
ble Elemente
q(τ(x1⊗ . . . ⊗xk)) = q((τ ◦⊗k)(x1, . . . , xk)) ≤ c p1(x1). . . pk(xk)
und somit für z ∈ V1⊗ . . . ⊗Vk beliebig, dass
q(τ(z)) ≤
n∑
i=1
q
(
τ
(
xi1⊗ . . . ⊗xik
)) ≤ c n∑
i=1
p1
(
xi1
)
. . . pk
(
xik
)
für alle Zerlegungen von z. Dies zeigt
q(τ(z)) ≤ c inf
{
n∑
i=1
p1
(
x1i
)
. . . pk
(
xki
)}
= c πp(z)
und somit die Stetigkeit von τ .
iv.) Angenommen es gäbe eine feinere lokalkonvexe Topologie T P˜ aufV1⊗ . . . ⊗Vk,
bezüglich derer⊗k stetig ist. Dann gäbe es ein p˜ ∈ P˜ , welches durch keine bezüg-
lich πk stetige Halbnorm abschätzbar wäre, siehe Korollar B.1.5 ii.).
Aus der Stetigkeit von ⊗k folgt aber p˜(x1⊗ . . . ⊗xk) ≤ c p1(x1). . . pk(xk), mithin
p˜(z) ≤ c
n∑
i=1
p1(x
i
1). . . pk(x
i
k) für alle Zerlegungen von z ∈ V1⊗ . . . ⊗Vk. Das
zeigt p˜ ≤ c πp im Widerspruch zur Annahme.
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v.) Ist (V1⊗ . . . ⊗Vk, πk) hausdorffsch, so ist ΠP separierend und somit auch jedes
Pj . Hiermit sind alle (Vj , Pj) hausdorffsch.
Für die umgekehrte Richtung reicht es, die Separationseigenschaft für ΠP nach-
zuweisen. Sei hierfür z =
n∑
i=1
xi1⊗ . . . ⊗xik eine Zerlegung von z ∈ V1⊗ . . . ⊗Vk
derart, dass die
{
xij
}
1≤i≤n
für jedes 1 ≤ j ≤ k linear unabhängig sind. Wir be-
trachten die endlichdimensionalen Unterräume Lj = span
(
x1j , . . . , x
n
j
)
und die
linearen Abbildungen
uj : Lj −→ K
xij 7−→ δ1,i.
Da die Vj hausdorffsch sind, finden wir Halbnormen pj ∈ Pj derart, dass die
Einschränkungen pj
∣∣
Lj
echte Normen sind. Auf endlichdimensionalen normier-
ten K-Vektorräumen sind alle linearen Abbildungen in die komplexen Zahlen
stetig und es folgt |uj| ≤ cj pj(uj) auf dem Unterraum Lj .
Mit dem Satz von Hahn-Banach erhalten wir lineare Abbildungen Uj : Vj → K
derart, dass Uj
∣∣
Lj
= uj und |Uj | ≤ cj pj auf ganzVj .
Für die lineare Abbildung U1⊗ . . . ⊗Uk folgt
∣∣U1⊗ . . . ⊗Uk∣∣ (x1⊗ . . . ⊗xk) = ∣∣U1(x1). . . Uk(xk)∣∣ ≤
c︷ ︸︸ ︷ k∏
j=1
cj
 p1(x1). . . pk(xk)
und somit
∣∣U1⊗ . . . ⊗Uk∣∣ ≤ c πp mit p = (p1, . . . , pk). Nun gilt per Konstruktion,
dass |U1⊗ . . . ⊗Uk| (z) = 1, also folgt insgesamt
πp(z) ≥ 1
c
∣∣U1⊗ . . . ⊗Uk∣∣ (z) = 1
c
> 0
und somit die Behauptung.
vi.) Sind P1, . . . , Pk filtrierend und p1⊗ . . .⊗ pk, p′1⊗ . . .⊗ p′k ∈
∏
P. Dann finden wir
qj ∈ Pj mit qj ≥ pj, p′j für alle 1 ≤ j ≤ k. Dann zeigt (B.12), dass
p1⊗ . . .⊗ pk (x1⊗ . . .⊗xk) ≤ q1⊗ . . .⊗ qk (x1⊗ . . .⊗xk) sowie
p′1⊗ . . .⊗ p′k (x1⊗ . . .⊗xk) ≤ q1⊗ . . .⊗ qk (x1⊗ . . .⊗xk)
für alle separablen x1⊗ . . .⊗xk ∈ V1⊗π . . .⊗πVk. Hiermit folgt für
z ∈ V1⊗π . . .⊗πVk beliebig, dass
p1⊗ . . .⊗ pk (z) ≤
n∑
i=1
p1⊗ . . .⊗ pk
(
xi1⊗ . . .⊗xik
)
≤
n∑
i=1
q1⊗ . . .⊗ qk
(
xi1⊗ . . .⊗xik
)
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für alle Zerlegungen z =
n∑
i=1
xi1⊗ . . .⊗xik. Dies zeigt
p1⊗ . . .⊗ pk (z) ≤ q1⊗ . . .⊗ qk (z)
und analog folgt p′1⊗ . . .⊗ p′k (z) ≤ q1⊗ . . .⊗ qk (z).
vii.) Sind alle (Vj , Pj) hausdorffsch, so mit v.) auch V1⊗π . . . ⊗πVk und dessen Ver-
vollständigung existiert. Angenommen wir hätten die Aussage für k − 1 bereits
gezeigt, so folgte
̂
V1⊗π . . . ⊗πVk = ̂
[
(V1⊗π . . . ⊗πVk−1)⊗πVk
]
=
̂[ ̂(V1⊗π . . . ⊗πVk−1)⊗π Vˆk]
=
̂[(
Vˆ1⊗π . . . ⊗π Vˆk−1
)
⊗π Vˆk
]
= ̂Vˆ1⊗π . . . ⊗π Vˆk,
wobei die Gleichheitszeichen lineare Homöomorphien bedeuten. In der Tat sind
V1⊗π . . . ⊗πVk und (V1⊗π . . . ⊗πVk−1)⊗πVk alsK-Vektorräume nach Lemma
B.3.3 isomorph. Sei∼= besagter Isomorphismus in der erstenGleichheit, dann folgt
diese mit
πp1,. . . ,pk−1 ⊗ pk (∼= (x1⊗π . . . ⊗π xk)) = πp1,. . . ,pk−1 ⊗ pk ((x1⊗π . . . ⊗π xk−1)⊗π xk)
= πp1,. . . ,pk(x1⊗π . . . ⊗π xk),
da dann ∼= eine Isometrie mit der offensichtlichen Zuordnung der Halbnormen
ist und somit Satz B.2.5 die Homöomorphie beider Vervollständigungen zeigt.
Die zweite und dritte die Gleichheit liefert die Induktionsvoraussetzung und die
letzte folgt wie die erste.
Um die Behauptung für k = 2 zu zeigen, reicht es nach Satz B.2.5 die Existenz
einer Isometrie
i : V1⊗πV2 −→ ̂Vˆ1⊗π Vˆ2
mit i (V1⊗πV2) = ̂Vˆ1⊗π Vˆ2 nachzuweisen. Hierfür definieren wir
jX : V1⊗πV2 −→ Vˆ1⊗π Vˆ2
x⊗π y 7−→
[{x}]⊗π [{y}]
durch Korollar B.3.5 mit
[{x}] die Äquivalenzklasse der konstanten Folge
{x, x, x, . . . } und setzen
iX : z 7−→
[{jX(z)}]
iP : p1⊗ p2 7−→ ˆ̂p1⊗ pˆ2.
Für die Isometrieeigenschaft rechnen wir mit z ∈ V1⊗πV2:
ˆ̂p1⊗ pˆ2
([{jX(z)}]) = pˆ1⊗ pˆ2 (jX(z)) = inf
(∑
i
pˆ1
([{xi}])pˆ2([{yi}])
)
146
B.3 Tensorprodukte lokalkonvexer Vektorräume und deren Topologien
= inf
(∑
i
p1
(
xi
)
p2
(
yi
))
= p1⊗ p2 (z).
Es bleibt zu zeigen, dass i (V1⊗πV2) = ̂Vˆ1⊗π Vˆ2 gilt. Dabei ist per Definition
des topologischen Abschlusses bereits klar, dass i (V1⊗πV2) ⊆ ̂Vˆ1⊗π Vˆ2 ist.
Für die umgekehrte Inklusion sei z =
[{zα}α∈I] ∈ ̂Vˆ1⊗π Vˆ2 und wir müssen
nachweisen, dass B
ˆ̂p1⊗ pˆ2,ǫ
(z) ∩ i (V1⊗πV2) 6= ∅ für jeden solchen Ball um z
erfüllt ist. Nun finden wir für ǫ−∆ > 0mit ∆ > 0 ein α ǫ
3
∈ I derart, dass
pˆ1⊗ pˆ2 (zα − zβ) < ǫ−∆
3
∀ α, β ≥ α ǫ
3
∈ I,
womit
ˆ̂p1⊗ pˆ2
([{zα}α∈I]− [{zα′}]) ≤ ǫ−∆3 < ǫ3 ∀ α′ ≥ α ǫ3 ∈ I.
Nun ist zα′ ∈ Vˆ1⊗π Vˆ2, also zα′ =
n∑
i=1
[{xiαi}αi∈Ji]⊗π [{yiβi}βi∈J ′i] und folglich
p1
(
xiγ − xiδ
)
<
ǫ−∆
pˆ2
([{yiβi}βi∈J ′i])3n ∀ γ, δ ≥ α′i ∈ Ji
p2
(
yiγ − yiδ
)
<
ǫ−∆
pˆ1
([{xiαi}αi∈Ji]) 3n ∀ γ, δ ≥ β′i ∈ J ′i ,
sowie
pˆ1
([{xiαi}αi∈Ji]− [{xiα′i}]) < ǫpˆ2([{yiβi}βi∈J ′i])3n
pˆ2
([{yiβi}βi∈J ′i]− [{yiβ′i}]) < ǫpˆ1 ([{xiαi}αi∈Ji]) 3n.
Dann ist τ =
n∑
i=1
xiα′i
⊗π yiβ′i ∈ V1⊗πV2 mit i(τ) =
[{
n∑
i=1
[{
xiα′i
}]⊗π [{yiβ′i}]
}]
und wir erhalten
ˆ̂p1⊗ pˆ2 (z − i(τ)) ≤ ˆ̂p1⊗ pˆ2
(
z − [{zα′}])
+ ˆ̂p1⊗ pˆ2
([{zα′}]−
[{
n∑
i=1
[{xiαi}αi∈Ji]⊗π [{yiβ′i}]
}])
+ ˆ̂p1⊗ pˆ2
([{
n∑
i=1
[{xiαi}αi∈Ji]⊗π [{yiβ′i}]
}]
− i(τ)
)
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<
ǫ
3
+ pˆ1⊗ pˆ2
(
n∑
i=1
[{xiαi}αi∈Ji]⊗π [{yiβi}βi∈J ′i − {yiβ′i}]
)
+ pˆ1⊗ pˆ2
(
n∑
i=1
[
{xiαi}αi∈Ji − {xiα′i}
]
⊗π
[
{yiβ′i}
])
<
ǫ
3
+
n∑
i=1
pˆ1
([{xiαi}αi∈Ji]) ǫpˆ1 ([{xiαi}αi∈Ji]) 3n
+
n∑
i=1
ǫ
pˆ2
([
{yiβi}βi∈J ′i
])
3n
pˆ2
([
{yiβi}βi∈J ′i
])
= ǫ,
wobei wir in der letzten Ungleichheit die Halbnormeigenschaft von pˆ1⊗ pˆ2 be-
nutzt haben. Dies zeigt i(τ) ∈ B
ˆ̂p1⊗ pˆ2,ǫ
(z) ∩ i (V1⊗πV2) 6= ∅ und somit die
Behauptung. 
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