In this work we show that the probability measure associated with the Insect Markov chain defined on the ultrametric space of the leaves of the q-ary rooted tree of depth n ≥ 2 converges to the stationary distribution without a cut-off behavior.
phenomenon has been called "cut-off phenomenon", a terminology introduced in [1] . See the survey [5] for many applications, or [6] for a new approach to this theory.
In this paper, we show that the Markov chain introduced by A. Figà-Talamanca in [7] does not present this property. The associated Markov chain will be called "insect" (following [4] ), and it is defined on the n-th level L n of the q-ary rooted tree of depth n, denoted by T q,n . Each step consists to reach again the n-th level of the q-ary tree after moving "inside" the graph associated with T q,n according with an isotropic random walk. The space L n is endowed with an ultrametric distance and the probability of reaching a vertex of L n only depends on the distance from the starting vertex. We study the rate of convergence to the stationary distribution by a spectral analysis. The result is obtained by a direct computation, using some properties of Gelfand pairs theory (for general notions about this topic see, for example [2] ). In particular, the k-steps transition probability is expressed in terms of the eigenvalues of the stochastic matrix associated with the Markov chain; they are computed using the spherical functions associated with the action of the full automorphisms group Aut (T q,n ) on L n as in [3] .
Preliminaries

Basic properties
We start this section by presenting some preliminary results on Markov chains. Our source is [3] . Let X be a finite set. Suppose that P is a reversible transition probability on X , i.e., there exists a strict probability measure π on X such that
for all x, y ∈ X . One says that P and π are in detailed balance.
We can associate with P a Markov operator acting on
Moreover, the hypothesis of reversibility of P guarantees that P can be diagonalized over R. Let λ z , for z ∈ X , be the eigenvalues of P. Then we have the following formula for the k-steps transition probability from x to y:
where u(x, z) x,z∈X is a unitary matrix whose columns are eigenvectors for P.
The following definitions are classical.
Definition 2.1 Let P = ( p(x, y)) x,y∈X be a stochastic matrix. Then a stationary distribution for P is a probability measure π on X such that
for all y ∈ X . Definition 2.2 Let P = ( p(x, y)) x,y∈X be a stochastic matrix. Then P is ergodic if there exists n 0 ∈ N such that
for all x, y ∈ X .
The following theorem establishes a relation between ergodicity and the spectrum of the operator P. 
where π is the strict probability measure which is in detailed balance with P. Moreover, π is the unique stationary distribution for P.
The next definition will be useful later, because it introduces the notion of distance of two distributions on X . Definition 2.5 Let µ and ν two probability distributions on X . Then their total variation distance is defined as
It is easy to prove that µ
The q-ary tree and the associated (finite) Gelfand pairs
Denote by T q,n the q-ary rooted tree of depth n and by L n its n-th level . Each vertex in L n can be written as a word
The set L n can be endowed with an ultrametric distance d, defined in the following way: if x = x 1 , . . . , x n and y = y 1 , . . . , y n , then
We observe that d = d /2, where d denotes the usual geodesic distance on T q,n .
We denote by Aut (T q,n ) the group of all automorphisms of T q,n : if g ∈ Aut (T q,n ) the action of g on x is given by
where g w ∈ S q (the symmetric group on q elements) represents the labelling of g at the vertex w, i.e., the restriction of the action of g on the children of w, for every finite word w in the alphabet {0, 1, . . . , q − 1}.
Let x 0 = 0 n and denote by K q,n = {g ∈ Aut (T q,n ) : g(x 0 ) = x 0 } its stabilizer. Then, as the action of Aut (T q,n ) on L n is transitive, the homogeneous space
is commutative (see, for example [3] , Chap. 4 for more on Gelfand pairs and Chap. 7 for (Aut (T q,n ), K q,n )) and so it gives rise to the following decomposition of the space
In each space W j there exists a unique function φ j , called a spherical function, which is
It is well known (see [7] ) that, for every j = 0, 1, . . . , n, the spherical function φ j ∈ W j has the following expression:
where
is the i-th coefficient of the spherical Fourier transform of p(x 0 , .). In other words, λ 0 , λ 1 , . . . , λ n are the eigenvalues of the operator P (of convolution by p(x 0 , .)).
Insect Markov chain
In [7] the following Markov chain on the space L n is defined. Suppose that at time zero we start from the vertex x 0 = 0 n ∈ L n . Let ξ i denote the vertex 0 n−i and α i the probability to reach ξ i+1 from ξ i . It is clear that α 0 = 1, α 1 = 1 q+1 and α n = 0. This leads to the following recursive expression
Solving the equation we get
Hence we can define P = ( p(x, y)) x,y∈L n , as the stochastic matrix whose entry p(x, y) is the probability that y is the first vertex in L n reached from x in the Markov chain defined above. It is clear that if d(x, y) = d(x, z) (i.e., y and z are in the same ultrametric sphere of center x) we have p(x, y) = p(x, z). Fixed the vertex x 0 = 0 n , we can compute, recalling the significance of the α j 's
In order to compute the eigenvalues λ j , j = 0, 1, . . . , n of the associated operator P one can observe that by the isomorphism between the algebra of Aut (T q,n )-invariant operators on L(L n ) and the algebra of K q,n -invariant functions in L(L n ), it is enough to consider the spherical Fourier transform of the convolver representing P (see [2] ), namely
Using the expressions given for P and the φ j 's we get the following eigenvalues.
For j = 0, we get
For j = n, we have
For 1 ≤ j < n, we get
Observe that P is in detailed balance with the uniform distribution π on L n given by π(x) = 1 q n for all x ∈ L n . Therefore, after our computations and by virtue of Theorem 2.3, the Insect Markov chain is ergodic.
Cut-off phenomenon
General properties
Let m (k) (x) = p (k) (x 0 , x) be the distribution probability after k steps. The total variation distance allows to estimate how m (k) converges to the stationary distribution π .
There are interesting cases in which the total variation distance remains close to 1 for a long time and then tends to 0 in a very fast way (see, for some examples, [5, 6] ). This suggests the following definition (see [3] ).
Consider a sequence (X n , m n , p n ), where, for every integer n, X n is a finite set and m n , p n are a probability measure and an ergodic transition probability on X n , respectively. Denote by π n the corresponding stationary measure and m (k) n the distribution of (X n , m n , p n ) after k steps. Now let (a n ) n∈N and (b n ) n∈N be two sequences of positive real numbers such that lim n→∞ b n a n = 0.
Definition 3.1 The sequence of Markov chains
such that, for any fixed c > 0, one has
for sufficiently large n.
The following proposition gives a necessary condition for the cut-off phenomenon.
Proposition 3.2 If the sequence
Proof By definition there exist c 1 and c 2 such that f 2 (c) ≥ 2 for c ≥ c 2 and f 1 (c) ≤ 1 for c ≥ c 1 . So it suffices to take k 1 (n) = a n + c 1 b n and k 2 (n) = a n − c 2 b n to get the assertion.
The case of Insect Markov chain
The cut-off phenomenon occurs in several examples of Markov chains. In general it can be detected thanks to a careful spectral analysis, as we will do in the proof of the following theorem. In what follows suppose n ≥ 2.
Theorem 3.3 The probability measure associated with the Insect Markov chain converges to the stationary distribution without a cut-off behavior.
Proof We want to give an expression for m (k) 
Let π be the uniform distribution on L n . Then we have
Using the trivial fact that
On the other hand
So we get the following estimate:
or, equivalently,
In what follows the following inequalities will be used:
Choose k 2 (n) = q n −1 q−1 , then (recall the computations at page 5)
On the other hand, if k 1 (n) = 2 q n −1 q−1 (= 2k 2 (n)), we get Now k 1 (n) > k 2 (n), 1 < 2 and
This implies that cut-off phenomenon does not occur in this case by Proposition 3.2. In fact, the sequences k 1 (n) and k 2 (n) cannot satisfy condition (4) of Proposition 3.2. This gives the assertion.
Remark 3.4
Using the same strategy of Theorem 3.3 one can easily check that the cut-off phenomenon does not occur also if we fix n and let q → +∞.
Remark 3.5
If n = 1 we get the simple random walk on the complete graph K q on q vertices, in which each vertex has a loop. It is straightforward that the first step is performed by equiprobably choosing anyone of the q vertices and so the probability measure m (1) already equals the uniform distribution π on the set of the vertices.
