Video and image data are knowledge-rich sources of information, but their utility for current and future systems is limited without autonomous methods for understanding and characterizing their content. Semantic-based video understanding may benefit systems dedicated to the detection of insiders, alarm patterns, unauthorized activities in material monitoring applications, etc. A direct benefit of this technology is not only intelligent alarm analysis, but the ability to browse and perform query-based searches for useful and interesting information after video data has been acquired and stored. These searches can provide a tremendous benefit for use in intelligence agency, government, military, and DOE site investigations.
Extracting Meaningful Information from Video
Sequences for Intelligent Searches
Introduction
The autonomous organization and characterization of video and imaging data is a problem that exists across a number of domains. This is particularly the case for surveillance applications where information is being stored on a regular basis and the amount of data that is generated can be overwhelming. After surveillance data is observed by security personnel, it is of no use if it is not searchable and retrievable. While numerous efforts have been made to address the browsing and searching of image and video data, these efforts have not considered the necessity of providing a mechanism for searching and retrieving data based on the content of images and video itself.
Many products are commercially available for performing content-based video and image indexing by companies like IBM, Virage, Magnifi, DIVAN, LTU, Excalibur, and DataCrystal. Most of these companies examine information at the image level without using high-level object or motion models to extract video content understanding. In addition, the algorithms in these products rely on audio and textual information that may accompany the video to provide content-specific information. Even DataCrystal, who applies advanced signal processing and artificial intelligence technology to model and learn objects on a frame-by-frame basis, never uses the analysis of motion to aid in video content understanding. Instead they rely on text and audio information to resolve difficult scenes. While these approaches may be useful for web-based searches and/or for the broadcast industry, they typically will not function well for surveillance applications where textual and audio information are not readily available.
Other companies like NiceVision and ObjectVideo are making efforts to address the need for intelligent alarm analysis in surveillance applications. However, most of these methods are simple (i.e. determining when certain regions of image are occupied with a dynamic object or determining when motion occurs in a specific image direction). In order to obtain higher-level understanding of video information, higher-level models have to be used to represent its contents from which semantic information can be retrieved. Given that video data encompasses discrete samples of continuous phenomenon, the motion that occurs over the discrete samples should be analyzed to gain understanding about the continuous events.
In this paper the foundational algorithms necessary to perform semantic-based video searches are discussed. In addition, a system architecture is presented to enable searches to be performed using the capability developed under this project. The paper is organized as follows. In Section 2, object segmentation algorithms are discussed using a background modeling based algorithms. Sections 3 and 4 discuss object features and tracking strategies respectively. Section 5 presents the system architecture and finally conclusions are presented in Section 6.
Object Segmentation
An important phase of performing video searches is to segment objects of interest that can be later analyzed. Traditional approaches use background subtraction to look for change pixels based on significant differences from a background model. However, for this application it is not sufficient to just detect pixel level changes, but they must be grouped into coherent objects that can be later analyzed. In order to achieve this successfully good background modeling algorithms are needed in addition to good pixel grouping methods. Accurate background models will enable distinguishing changes from the reference to be identified and good grouping algorithms will enable change regions to be grouped into a description that represents the actual moving object in the scene. These algorithms will be discussed in the following.
Background Model Estimation
Several approaches have been investigated for background estimation. The most simplistic and first method investigated includes just using a reference frame of the scene before any motion events occur as in (1) . While this approach is attractive for its low computational cost, it does not adapt to changes in the background that occur over time due to lighting effects, pixels level noise, and new objects that enter the scene and become part of the background. To better accommodate these types of changes one can slowly update pixel regions that are different from the current background model, but not large enough to be considered a motion region as done in (2) and (3). For instance, only background pixels defined by (7) are updated. In (2) pixel level increments and decrements are provided to model the background and in (3) statistics are used to model a running mean background image based on small changes in the background pixels at time t. One issue with the statistical model is the selection an appropriate α which determines how fast temporally local changes will impact the background model. In many cases an appropriate α will be dependent on the speed of dynamic objects in the scene. Thus, we also investigated a mode-based approach for background modeling which examines the frequency of gray-level occurrence for each pixel to model the background at time t.
This approach appears to be more robust to temporally local changes. The storage requirements for this approach are fairly large because it requires the storage of a gray-level histogram for each pixel in the image (i.e. LxMxN) where an image is of size MxN and there are L gray-levels of interest. However, the computational cost associated with calculating the most frequently occurring gray level value for each pixel is similar to if not less than other adaptive background model algorithms. The update of the histogram based on image frame is shown in (5 
Detecting Moving Objects
In order to limit the sensitivity of the background model to dynamic objects in the scene, the model is only updated if a pixel (i, j) is classified as a background pixel. Thus, foreground pixels, those pixels identified as deviating significantly from the current background model will not change the background model. Foreground pixels are detected using background subtraction as shown in (7) and (8) . The threshold value can be calculated for each pixel or a global threshold can be used such that .
In the case of (3) a running standard deviation 1 − t σ can be computed as in (9) and provide information for performing pixel level thresholds. This advances one beyond the global threshold approach so that characteristics of lighting and pixel noise that change across an image can be better modeled. This approach models fitting one Gaussian distribution over the histogram. In this case, the pixel level threshold can be chosen as (10) where k is a constant factor. However, this approach does not handle multi-modal backgrounds; a mixture of Gaussian model would be required to deal with this case. 
For the purpose of our investigation, we decided to use the mode based background model with a global threshold. We found that this model gave us the most consistent and robust performance for the types of sequences examined. An example of the pixel change regions detected with different background models are shown in Figure running Gaussian detects more of the object than the running average; however, it is still sensitive to the high pixel changes around the lights seen at the top of the image. Increasing k will probably remove these detections, but one will also detect less of the object of interest. The mode based approach of Figure 1e does not appear to detect more of the object of interest because parts of the object are so close to the current background that they are not detected. However, it is important to note that this approach has less spurious objects than all of the other approaches presented. 
Forming Coherent Objects
In order to form objects from which descriptions can be obtained, pixel grouping must be performed on the foreground pixels detected in the previous section. While numerous criteria can be used for grouping pixels the most straightforward is the connectivity of pixels in the scene. This is achieved by computing connected components [9] . While this is a good first step, it is often not sufficient if object segmentations that closely resemble the actual object are desired and if it is also desirable to filter out random motions due to blowing leaves, clouds, etc. which often occur in outdoor scenes. The problem with the basic connected component analysis approach is that there will often be gaps in the object description, not because part of the object is occluded, but because part of the object closely resembles the background model and is thus, not detected as a foreground pixel.
Researchers often augment their connected component algorithms using morphological processing. However, in [1] an alternative approach called quasi-connected components (QCC) was used and has shown promising results. This idea was explored in our work and has proven to be quite successful in obtaining more coherent object descriptions. QCC uses the concept of hysteresis thresholding and image downsampling to produce a low resolution image from which connected components can be obtained. Hysteresis thresholding has been very successful in extracting edges from a variety of gradient operators [9] . Hysteresis thresholding typically identifies strong gradients by detecting values with magnitudes greater than a strong threshold T h and then identifies intermediate values that are greater than a low or minimum threshold value T l , but less than T h . The idea is to start at the high threshold pixels and grow the edge to neighboring high or low threshold values. When finished if low threshold values are not connected to higher ones then they are not considered gradient points of interest (i.e. edges).
The quasi-connected algorithm gathers information about the number of change pixels above the high threshold in an image block of the difference image defined in (7) and stores it as an image value in a lower resolution image on which connected component analysis is performed. An example of this is shown in Figure 2 , where Figure 2a represents the high/low threshold image where H and L denote the high and low threshold pixels found in the difference image respectively. In this example, the parent image represents the downsampling of the original image by a factor of 2 in both the horizontal and vertical directions. The numbers shown in the image of Figure 2b represents .
In the final analysis connected components of interest in the low resolution image can be maintained by analyzing both the size of the each connected component and the number of high threshold pixels contained within each component. These parameters provide two threshold values that can control the kind of connected components maintained. Note, since the parent image stores the number of high and low threshold pixels in the default resolution difference image, actual component size in the default resolution can be computed from the parent image. While the method is sensitive to the threshold values selected, it does provide a more intelligent method for obtaining coherent object descriptions than morphological processing. This is because morphological operators dilate and erode binary images based on local neighborhood properties, not object properties. While these approaches are beneficial, they cannot adequately deal with the large gaps that exist in objects that have parts that closely resemble the current background without potentially distorting the object shape. A representation of each object in the default resolution can be obtained by upsampling the lower resolution connected component image. While this does results in the loss of some detail around the border of the object it will be minor as long as the reduction of the default resolution image is reasonable with respect to the size of image objects under investigation. In addition, approaches exist for better preserving object shape when generating the low resolution parent image and can be explored in future work. Figure 3a is the difference image generated by (7) . High/low image thresholding is applied to the difference image to produces the high/low image shown in Figure 3b . The high threshold values are shown in white and the low threshold values are shown in gray. In the high/low image, 4x4 image blocks are processed to produce the parent image. The binary parent image is shown in Figure 3c where white indicates that values were mapped to the specified location. Figure 3d shows an image of the connected components of interested after applying thresholding based on object size and high pixel threshold strength. The final result is shown in Figure 3e which is the up sampled version of the low resolution connected component. For comparison with Figure 3e , the current image is shown in Figure 3f . While we observe that some detail in the boundary of the object has been lost, we also observe that most of the object of interest is identified. The ability to detect and remove shadows will improve the quality of the extracted representation. 
Fast Connected Component Analysis
In video analysis applications, speed of processing is very important to achieve real-time or close to real-time processing. Connected component analysis is known to be an O(K 3 ) algorithm where K is the number of labels created during the algorithm (many of which are equivalent), thus, it is an appropriate place for optimization. Some of the cost associated with connected component analysis has been reduced by choosing to operate on a lower resolution image as is done in QCC, however, additional benefit can be observed by optimizing this code. For this project, we chose to investigate and implement the Fast Connected Component algorithm implemented in [2] . The algorithm partitions each binary image into NxN sub-images and performs equivalence resolution (determining which labels are equivalent) on each sub-image while keeping track of global equivalences with a list of pointers to equivalence lists. Considerable improvement in speed can only be realized if N is significant. The results in [2] demonstrated that N should be at least 10.
Object Features
In order to define credible criteria for object searches and object correspondences needed for tracking, information has to be obtained about the objects of interest determined by the segmentation algorithm. Such feature information can be classified as global or local features and will be imperative to producing semantic-based search capability. The global features used for this work are simplistic, but are useful for providing meaningful criteria for searches and recognition. Such features include: object size, object center of mass, object boundary descriptions, moments, etc. In contrast, local features are obtained from local neighborhood regions of an object and are defined as features of interest if they adhere to some defined criteria. In this work, the local features are used to provide additional track points for corresponding objects. Later these object trajectories can be analyzed to determine meaningful motions.
Global Features
Many of the global features are used to define search criteria for objects. However, some of them can be very useful for aiding in the correspondence of objects over time or tracking. Simple features may include object size and location in an image. However, attributes of an object boundary may also be useful. An example of how an object boundary of a human evolves over 90 frames is shown in Figure 5 from two different views. This figure illustrates the gradual evolution of object shape over time as well as the global motion of the object. The 3D representation allows us to observe changes in object shape, object size, and object position over the temporal sequence. In order to better understand the sequence, the first and last boundary images of Figure 5 are shown in Figure 4 . 
Local Features
Tomasi and Kanade reported good tracking capabilities [4] using the Kanade-Lucas-Tomasi (KLT) tracking method proposed in [5] . The KLT feature selection requires the computation of the gradient images g x and g y from image I where x denotes the horizontal direction and y the vertical direction. From these images we can calculate a local covariance matrix
A good feature candidate is identified if one of the eigenvalues, λ 1 and λ 2 , of the local covariance matrix exceeds a predefined threshold. Another type of feature that has received a lot of attention in the literature is the affine invariant feature. As it is named, this feature type is known for its invariance to affine transformations. Mikolajczyk and Schmid demonstrate an iterative method to estimate an affine invariant neighborhood in [6] . They use an affine-adapted version of the Harris detector
where σ I is the integration scale, σ D is the derivation scale, g is the Gaussian, and L is the Gaussian smoothed image. In general, affine transformations do not change the scale equally in both directions. Thus, a two dimensional, symmetrical Gaussian will not properly scale image regions. Mikolajczyk and Schmid recommend using an elliptical window to convert to an affine scale-space which may be generated by convolution with the non-uniform Gaussian kernel:
This affine invariant feature will be examined in Section 4.2.
Object Tracking
An important capability for intelligent video searches is the tracking of dynamic objects. Two types of object motion are of interest: global object motion and local object motion. Global object motion will characterize any translation and potentially rotation of the object of interest. Local object motion is often referred to as articulated object motion for non-rigid objects and will describe how different rigid object parts move with respect to each other. Local object motions will provide additional detail needed to understand and characterize object motions. In order to define these types of motions features need to be autonomously extracted from an image (as discussed in Section 3), described in a unique fashion and matched in subsequent images in order to track their motion. In this section we will discuss an object based tracking algorithm and a local feature tracking algorithm.
Object Based Tracking Algorithm
The purpose of the blob based tracking strategy is to create a temporal object consisting of collection of objects at sequential time frames. This results in a collection of pixels that have been grouped in space and time. Initially this is performed using object size and location to determine corresponding objects. The algorithm is initialized with the very first time frame from which a temporal object is created for each object in the image frame (note each temporal object has length 1). For each subsequent frame each object is visited and the list of temporal objects is searched for the most similar object in terms of location in the image and size of the object. For simple scenes containing a few objects that are well separated this approach is reasonable. For more complicated scenes additional criteria should be used such as boundary shape features, global shape features, or even local features.
Local Feature Tracking Algorithm
Local feature tracking requires each feature to be independently matched from the current image I t to the subsequent image I t+1 using a local w a xy image patch centered around feature point (u, v) . For our application, we focused on dynamic objects and thus selectively chose features only from identified changed regions as described in Section 2. Reducing the areas from which to extract and search for features greatly improves the throughput of the video stream. Tracking would be more robust if features could be correlated with corresponded objects identified from frame to frame. Unfortunately, we were unable to complete this capability prior to the completion of the project.
Features of interest were selected as a small percentage of the number of pixels in each identified object. The search for corresponding features in subsequent frames was confined to a window D as described in (16). Large search windows allow the accommodation of greater motion, but smaller windows typically provide greater localization accuracy. The matching of feature points based upon a few pixels (i.e. a small local window w x x w y ) is not an optimal solution especially in uncontrolled dynamic environments. For instance, since humans have articulated members, the overall shape and relative positioning of the test subject can change considerably. Furthermore, the object rotation causes exposure to new surfaces as well as occlusion of previous ones. Consider the changes found from frame to frame in Figure 8 . The subject's face, albeit at a different scale, is similarly posed in both frames. If we select the features from a small area, we risk ambiguity. However, the analysis of larger regions may include more points from articulated objects with non-rigid surfaces whose relative positioning will not hold.
We tested tracking with both KLT and affine invariant feature points through 81 sequential frames using a 5 x 5 feature support window. Although some of the tracking points bounced around within the 9 x 9 displacement window, the tracking maintained the feature on the object or near the perimeter through four frames. In fact, features were commonly found along the perimeter of the moving objects. Perimeter points do not make good features in rotating or articulated objects since they change drastically. We tried feature selection and tracking in the different pyramid levels described in (18) but found the best performance in the highest resolution level. Feature selection in coarse resolution levels identify perimeters points which are not good features, however, the more detailed features identified in higher resolutions of the image pyramid are lost as the images are decimated. Overall, it was difficult to assess the exact cause of lost feature points with such drastic changes in scale, translation, and rotation between frames.
Figure 8. Sequential Frames in Dynamic Uncontrolled Environment.
In order to quantify the performance of the point feature tracking algorithm, we devised a controlled experiment to test a square and circle through a series of translated, rotated, and scaled images. Figures 5, 6 , and 7 show sequential image frames as they undergo the respective test transformations. Again, we found the features bounced around during tracking, however, we did not consider them lost if they were maintained on the target or close to it. Table 1 summarizes the finding of these experiments. It is crucial to note that these tolerances provide an upper bound of maximum performance for these objects. A more cluttered environment will only serve to degrade the performance as the points are more apt to be falsely matched with background points or other objects. Also, note that the maximum tolerances exceed the displacement window size. This is possible because we allowed the points to move along an edge without considering it lost. This sort of low correlation matching may suffice with a well characterized background and limited foreground objects and motion. The maximum tolerances for these samples should not be confused to indicate the maximum tolerances for any shape in general. Because of the "loose" matching, the shape of the object as related to the direction of motion will directly effect this value. 
System Architecture
In order to demonstrate system capability and to address issues pertinent to video searches a preliminary video indexing system was developed. The implemented video indexing system was partitioned into three major units: the video archiving unit, the video processing unit, and the video query unit. The video archiving unit enables the compact efficient acquisition of large amounts of video information over long periods of time. The video processing unit examines the stored image data for the video archive to create object clusters from which object attributes can be extracted and on which tracking algorithms can be performed. The important information extracted from this stage is then written to a database file that the video query unit can examine for interesting video segments based on user input. The current organization was motivated by the need to efficiently store video to address the large storage requirements without significantly compromising video quality. In addition, the ability to separate the video processing/analysis from the video streaming was desired. This enables a flexible organization in the event that some of the processing capability is computationally expensive and cannot be computed in a real-time environment.
Video Storage
One of the main issues in video archiving is the storage space required for logging video information. A single, moderately sized black and white digital image of 640x480 pixels requires just over 300 kilobytes of digital storage space (uncompressed). At 30 frames per second, the amount of memory required for just one second of video is approximately 10 megabytes. One minute of video requires approximately 600 megabytes. One hour requires nearly 36 gigabytes and one day requires nearly 1000 gigabytes. Storing video images at one frame per second (as is done in a time-lapse video tape recording) reduces storage requirements to approximately 30 gigabytes per day. Using the best available compression technology to further compress data reduces storage requirements by another factor of 10 to approximately 3 gigabytes per day. This still is an exceedingly large requirement to prove cost effective using currently available digital-storage media.
Because of the large amount of data typically acquired in surveillance applications it was necessary to acquire pertinent video information in a compressed format that would enable the acquisition of data acquired over a long period of time without requiring a significant amount of storage capacity. For most surveillance systems, cameras are deployed at particular locations for the purpose of monitoring activity within a defined region. The adopted approach for acquiring sample video archives followed this philosophy.
An intelligent digital-video archiving system was developed that uses image processing to identify only "interesting" portions of a video sequence for storage. An example of "interesting" content could include frames in which "purposeful motion" or changes have been detected. The motion of humans, animals, and vehicles generally fits this category. Static imagery is mostly non-interesting as is motion or changes due to environmental factors. We have leveraged the capabilities of current video motion detection systems developed at Sandia to provide the necessary capabilities. We also developed computationally simple video compression technology specifically suited to video archiving.
A video archive is defined by a set of video segments that are composed of a set of image frames over which significant motion is detected. Motion and change regions were identified using the methods discussed in Section 2 and the result is shown in Figure 12 . For each video segment, we store the frame before motion, the frame after motion, a "stats" record and a run-length encoded (RLE) image sequence. Run-length encoding is a computationally simple technique we have employed to compress and store the locations of change pixels and their corresponding gray-levels. Using this technique, images with motion, as portrayed in Figures 1 and 2 below, are typically compressed to about 5 Kilobytes per image. The stats record contains additional low-level information such as image type (reference image before motion sequence, motion image, reference image after motion sequence), time of image capture, and coarse locations of detected activity within motion images. From the RLE images and the image frame before motion a close approximation to the original video segment can be created as shown in Figure 13 . 
Data Organization
Video archive data was decomposed into several hierarchical levels in which each lower level is a member (or child) of the higher level. This facilitates the acquisition and storage (to a database (DB)) of information pertinent to that level and enables users to perform high-level (video archive) or lowlevel (video object) searches. These levels in order from highest to lowest are as follows: video archive, video segment, image frame, and image object. In addition, a temporal object structure was developed that embodies important attributes associated with how an object evolves over time.
Each of the hierarchical levels is represented by a Microsoft Access database table containing members with searchable criteria. An example of the simple video indexing data schema is shown in Figure 14 . This figure clearly displays the relationships between the data tables. A video archive is composed of a collection of video segments. A video segment is composed of a collection of image frames. An image frame consists of a collection of objects. In addition, a dynamic object or temporal object consists of a collection of objects related in time. A brief discussion of the attributes stored in each table is presented below. • Video Archive Descriptions -Attributes obtained and stored to a DB time, date, number of change pixels, and NOO in frame.
• Object Descriptions -Attributes obtained and stored to the DB table include: size, location, date, time, and central moment features (up to the second order).
• Dynamic or Temporal Object Descriptions: Attributes that can be stored in the database include the objects it consists of, start and end frames, and start and end times. Additional attributes that can be added include speed of motion, direction of motion, and other criteria derived from space-time trajectories.
Searching by Content
Initial GUI and database search engines have been implemented to support the searching of video archives for content-specific information. This system essentially provides a GUI in which a user can input limited search criteria and subsequently the query system searches the DB tables created in the video processing unit and returns a list of the relevant video segments. For the returned video segments the user can both view video segment properties and the associated image frames.
An example of the current user interface is shown in Figure 15 . It operates by enabling either a video archive to be loaded for processing or a database to be loaded for searching. Under "Query Search Parameters" criteria are defined for searching as shown in Figure 16 for video segments, frames, and/or objects. When the "Search Database" button is pushed, the database is searched and video segments meeting the defined criteria are listed in the table at the bottom of the GUI under "Query Results". Once the results are loaded, one can view all attributes of the video segment including frames and objects. A double-click on a video segment row will bring up the video segment image for browsing. Throughout this project we have been formulating the type of searches that would be advantageous to a user. In fact, the information that we have obtained from the object clusters support these ideas. A few of the searches that can be performed based on information obtained thus far are listed below.
1. Search for objects within a certain size interval 2. Search for image frames that contain motion in particular image regions.
3. Search for image frames based on the number of change pixels observed. 4 . Search for image frames that contain multiple moving objects. A number of objects can be specified.
5. Search for image frames obtained during a certain time interval.
6. Look for video segments where a change in background was detected. For example, items that were part of the background disappeared during the segment or new items became a part of the background during the segment.
In addition to the singular criteria listed above, searches can be performed using multiple attributes. For instance, we can look for image frames containing objects of a certain size occupying a welldefined image region. Also once we improve our tracking methods we can begin to perform searches based on objects moving in a particular direction and/or with a certain velocity. The vision of the system is to enable of host of searches at different levels as shown in Figure 17 . We are currently about half way through this vision; additional algorithm development is needed to complete it. 
Low

Conclusions and Future Work
An initial system has been implemented to perform video searches based on content. Additional work is needed to achieve the desired goal of semantic based searches but this work has laid a solid foundation to pursue this goal in the future in terms of implementation of foundational algorithms and system architecture development. In order to achieve semantic-based searches the challenges are many ranging from accurate background modeling to developing novel techniques for grouping pixels to determining robust criteria for corresponding objects and matching local object features. In addition, sophisticated algorithms may be required to analyze this information and recognize objects, their motions, and how objects interact with each other. The spatiotemporal boundary shown in Figure 3 provides a visual summary of what occurs over a temporal sequence and a similar representation should be exploited to address issues related to spatiotemporal data analysis and intelligent searches. 
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