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a b s t r a c t 
Hypertension is known to affect around one third of adults globally and early diagnosis is essential to 
reduce the effects of this aﬄiction. Today’s Blood Pressure (BP) monitoring cuffs are obtrusive and in- 
convenient for performing regular measurements, and continuous non-invasive blood pressure devices 
are too complex and expensive for ambulatory use. Hence, there is a strong need for affordable systems 
that can measure blood pressure (BP) variations throughout the day as this will allow to monitor, diag- 
nose and follow-up not only patients at risk, but also healthy population in general for early diagnosis. A 
promising method for arterial BP estimation is to measure the Pulse Transit Time (PTT) and derive pres- 
sure values from it. However, current methods for measuring this surrogate marker of BP require com- 
plex sensing and analysis circuitry and the related medical devices are expensive and inconvenient for 
the user. In this paper, we present new methods to estimate PTT reliably and subsequently BP, from the 
baseline sensors of smartphones. This new approach involves determining PTT by simultaneously mea- 
suring the time the blood leaves the heart, by recording the heart sound using the standard microphone 
of the phone, and the time it reaches the ﬁnger, by measuring the pulse wave using the phone’s camera. 
We present algorithms that can be executed directly on current smartphones to obtain clean and robust 
heart sound signals and to extract the pulse wave characteristics. We also present methods to ensure 
a synchronous capture of the waveforms, which is essential to obtain reliable PTT values with inexpen- 
sive sensors. Additionally, we combine Autocorrelation and Fast Fourier Transform (FFT)-based methods 
for reliably estimating the user heart rate (HR) from his/her heart sounds, and describe how to use the 
calculate HR to compensate for the camera frame rate variations and to improve the robustness of PTT 
estimation. Our experiments show that the computational overhead of the proposed processing meth- 
ods is minimum, which allows real-time feedback to the user, and that the PTT values are fully accurate 
(beat-to-beat), thereby enabling state-of-the-art smartphones to be used as affordable medical devices. 
© 2016 Elsevier B.V. All rights reserved. 
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0. Introduction and related work 
With an ageing society and increasing prevalence of noncom-
unicable diseases, there is a strong need for systems that can
rovide quick and continuous healthcare of people. Cardiovascular
iseases (CVDs) are the leading causes of disability and death in
he world. According to a recent World Health Organization (WHO)
eport, 17.3 million people died from CVDs in 2008. A large per-
entage of the CVD can be prevented, but they continue to increase
ue to the lack of adequate screening and timely availability of di-∗ Corresponding author at. Rua Cobre 200 - Belo Horizonte, Brazil. 
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Please cite this article as: A. Dias Junior et al., Methods for reliable est
smartphone sensors, Microprocessors and Microsystems (2016), http://gnostic and preventive measures. More than 50% of CVD related
eaths arise from complications of hypertension and 40% of adults
ged 25 and above were diagnosed with hypertension worldwide
n 2008 [1] . In this endemic scenario, prevention and early diag-
osis are key to reduce the economic and social costs related to
ypertension. 
During the last decades, ambulatory measurement of arterial
lood pressure (BP) has been prescribed to patients suspected to
uffer from hypertension [2] . Current 24 h ambulatory blood pres-
ure monitoring (ABPM) devices, nevertheless, are cumbersome
quipments based on mechanical or oscillometric recordings and
equire a pressure cuff to be placed on the patient’s upper arm or
rist. The periodic inﬂation of the cuff, usually every 20 min, is
ncomfortable and noisy, disturbing the patient sleep and interfer-
ng with the BP measures themselves. Moreover, other continuousimation of pulse transit time and blood pressure variations using 
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c  non-invasive beat-to-beat BP monitoring devices [3] are too com-
plex and expensive, and thus not convenient for ambulatory mon-
itoring. It is, therefore, clear that there is a strong need for new
Non-Invasive Blood Pressure (NIBP) measuring methods that are
able to track BP variations throughout the day, in order to mon-
itor, diagnose and follow-up patients at risk, as well as for healthy
people for early diagnosis. 
Several recent works have presented novel ways of measuring
BP using different sensors [2–9] . The most promising ones measure
the pulse transit time (PTT) differences between different wave-
forms, such as the electrocardiogram (ECG), photo-plethysmogram
(PPG), phonocardiogram (PCG), impedance cardiogram (ICG), elec-
trical impedance tomography (EIT) or a combination of them. 
The underlying principle of the PTT-based approach is that arte-
rial stiffness increases with BP in a predictable manner, also affect-
ing the pulse wave velocity (PWV) along the arterial tree. Hence,
by measuring the time the pulse wave takes to travel from one
point of the arterial tree to another, it is possible to calculate the
PWV and estimate BP using elasticity-based models of the blood
vessels. 
The use of PTT to derive BP variations has been explored over
the last decades. For example, the Casio BP-100 [10] was a pio-
neering consumer watch that could measure pulse and ECG (by
touching the watch from the other hand) and derive the PTT-based
BP variations. A more recent approach is presented in [2] where
a chest sensor is proposed to assess PTT using ECG, PPG, and ICG.
By acquiring all signals on the chest, the PTT is computed over the
elastic arteries and, according to the authors, this results in more
accurate PTT measurements. 
Recent research has shown that reliable BP measurements with
PTT-based methods require, at least, an initial calibration to model
the individual PTTxBP relationship [4] , or even a periodic calibra-
tion process to compensate for intra-patient variations, specially
due to the vasomotion phenomenon. Hence, a standard BP mea-
surement device based on mechanical or oscillometric recordings
is used during the calibration step to feed the model with the re-
quired parameters. In particular, [3] details a system to estimate BP
at the femoral artery using an ECG and a PPG sensor placed on the
patient’s thumb to calculate PTT. The system includes a brachial
pressure cuff to perform periodic calibrations (every 4-8 hours) to
compensate for inter and intra-patient variations of the PTTxBP re-
lationship, which shows the feasibility of meeting U.S. Food and
Drug Administration (FDA) standards for medical grade devices us-
ing PTT-based methods. 
Additional research on the calibration step using different
points of the patient body is presented in [8] , where a BP moni-
tor consisting of twin in-line PPG sensors that measure the pulse
arrival time (PAT) using the wrist and little ﬁnger is described. The
PTT is calculated by subtracting one PAT from another. The cali-
bration procedure is performed by a set of wrist movements that
changes the external pressure applied by a band placed on the pa-
tient’s wrist, but the results do not assess the precision of the cal-
ibration procedure. Similarly, [11] proposes the use of hydrostatic
pressure changes, but no consistent experimental results have val-
idated this approach so far. 
Beyond the concern on calibration methodologies for PTT, the
reality is that a large set of works have evaluated the use of PTT
as a surrogate marker for BP. We refer the interested reader to
Henning and Patzak [12] , which provide a complete summary of
most of the relevant works, and come to the conclusion that PTT
is suitable for continuous monitoring of BP. The authors state that
previous works results are encouraging enough for further clinical
evaluation of PTT-based BP measurement methods. 
The major challenge of using PTT to estimate BP, nevertheless,
is the high degree of exactness and precision required in the ac-
quisition and delineation steps. Usually, this is achieved by usingPlease cite this article as: A. Dias Junior et al., Methods for reliable est
smartphone sensors, Microprocessors and Microsystems (2016), http://xpensive high-precision sensors and heavy signal processing tech-
iques. However, to deliver an ambulatory solution for continuous
IBP measurements, low cost and ease of use are key factors. 
A work that is more in line with these restrictions uses smart-
hones to measure PTT and estimate differential blood pressure
sing two different setups [5] . The ﬁrst one uses two smartphones
ynchronized via a self-designed bluetooth synchronization proto-
ol. One device records the PPG using the camera while the other
s used to record the sounds from the heart. Due to this synchro-
ization procedure, the smartphones must be rooted (i.e., user ap-
lications needs to be given permission to run privileged com-
ands), replacing their stock conﬁguration. The second setup uses
ne smartphone and a customized external microphone to record
eart sounds, which outlines the capabilities of smartphones for
TT measurements. However, methods are still missing to perform
obust and reliable PTT measurement using the baseline sensors of
martphones with stock conﬁguration. 
The use of smartphones for health applications is rapidly in-
reasing [13] , mainly due to the high penetration of this technol-
gy, which is becoming a very powerful tool to bring healthcare
o remote and rural areas, specially in developing countries. Al-
hough the widespread adoption of smartphones to track health
s still a challenge, many recent studies have proven that they can
elp to track and improve different conditions, such as type 1 dia-
etes [14] , Parkinson’s disease [15] , etc. 
In this work we describe new on-board robust methods to ob-
ain clean heart sound signals and to extract the pulse wave char-
cteristics using just baseline sensors of smartphones with stock
onﬁguration. We also present methods to ensure a synchronous
apture of the waveforms, which is essential to obtain reliable PTT
alues with inexpensive sensors. We combine Autocorrelation and
ast Fourier Transform (FFT)-based methods for reliably estimating
he user heart rate (HR) from his/her heart sounds, and describe
ow to use the calculated HR to compensate for the camera frame
ate variations and to improve the robustness of PTT estimation. 
The rest of the paper is structured as follows. In Section 2 we
resent the overview of the proposed solution and how all the
ubsystems work together. Then, Section 3 describes in detail the
ignal acquisition and processing steps for both PPG and PCG
ecordings. Some of the theories and experiments described in
his paper were ﬁrst presented in [16] , Section 4 , nevertheless,
he current paper presents further improvements on the method,
escribing how the heart rate can be calculated from the heart
ounds and how it can be used to improve the user experience and
he accuracy of the method. Experimental results are presented
ext, in Section 5 , followed by the discussions and conclusions in
ections 6 and 7 . 
. Background and method overview 
PTT calculation involves the acquisition of the pulse arrival time
PAT) at two different points of the arterial tree. Once the PATs are
omputed, the PTT can be calculated by the formula presented in
q. (1) . 
T T = PAT 1 − PAT 0 (1)
The ﬁrst point on the arterial tree, which corresponds to PAT 0 ,
s usually called proximal point, and the point used to determine
AT 1 is called distal point. The method we describe in this section
ses the smartphone’s internal microphone and camera to reliably
ompute the PATs at the proximal and distal points, respectively,
nd then calculate the PTT. 
Differently from most of the previous works, here PAT 0 is com-
uted from the heart sounds instead of the R-peak of the ECG
ave. During the cardiac cycle, vibrations caused by the heart me-
hanical activity propagate through the chest, originating soundsimation of pulse transit time and blood pressure variations using 
dx.doi.org/10.1016/j.micpro.2016.06.001 
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Fig. 1. Heart sounds S1 and S2. Adapted from [17] . 
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b  hat physicians have been using for centuries to assess the health
f the heart. At least two heart sounds are very discernible on
 healthy person. These sound events are usually referred as S1
nd S2. S1 is believed to include four major components [17] : 1)
he initial contraction of ventricles, which increases the ventric-
lar pressure and accelerates the blood towards the atria; 2) The
omentum of the moving blood as it forces the closure of the atri-
ventricular valves; 3) The oscillation of blood during the opening
f aortic and pulmonary valves; and 4) The turbulence caused by
he blood ﬂowing through the Aorta. On the other hand, S2 in-
ludes two components that signals the closing of aortic and pul-
onary valves. Fig. 1 shows a representation of the heart sounds
1 and S2 and their major components. 
We are particularly interested in detecting the moment the
lood leaves the heart as this is the genesis of the pulse pressure
ave. This instant is marked by the third and fourth components
f S1 and, by correctly delineating S1, it is possible to precisely
ompute PAT 0 . We use the smartphone’s internal microphone as
 low cost phonocardiogram to perform this task, thus computing
he PAT at the proximal point. 
The PAT at the distal point is computed using the smartphone’s
amera as a photo-plethysmogram (PPG) sensor. PPG is a non-
nvasive method that uses optics to obtain information about the
ubcutaneous blood circulation [2] . PPG sensors gather the light
ransmitted through the living tissue and use the acquired sig-
al to estimate arterial pulsatility and blood content. Our method
ses the smartphone’s ﬂash light and camera to mimic a skin
eﬂectance-based [18] PPG sensor. During the measurement, the
ubject holds his/her index ﬁngertip over both the camera and the
ash light. The light emitted by the LED is scattered by the living
issue, reﬂected by the digital phalange, and ﬁnally captured by the
amera. The subtle changes in brightness due to the blood ﬂow are
sed to reconstruct the blood pulse-wave signal. All signal acqui-
ition, processing and delineation of the waveforms are performed
n real-time to provide the user with visual and audio feedback.
uring the experiments we noticed that this feedback is essential
o help the user to position the sensors, specially the microphone,
t the right place. Moreover, audio-visual feedback enriches user
xperience, making the application more interactive and appealing.
This real-time feedback, nevertheless, puts an extra burden on
he signal processing algorithms. To provide for a smooth execu-
ion during the real-time processing without negatively affecting
he system robustness, we have splitted the signal processing step
n two phases. Phase I performs a simple conventional ﬁltering of
he signals and a coarse delineation of the waveforms. This phase
as two objectives: 1) extracting a clean signal with enough qual-
ty to be presented to the user; and 2) checking if the recorded
ignals have enough quality to be delineated in the second phase.
uring Phase I we just perform a preliminary analysis of the sig-
als, not ensuring a perfect synchronization between the wave-
orms neither a precise delineation of their ﬁducial points. Please cite this article as: A. Dias Junior et al., Methods for reliable est
smartphone sensors, Microprocessors and Microsystems (2016), http://The ﬁltered samples are accumulated in a circular buffer dur-
ng Phase I to be processed in the second phase. Once the required
ignal quality is met, the algorithms in Phase II further ﬁlter the
ignals, analyzing the entire buffer using advanced signal process-
ng techniques. These algorithms rely on the fact that PPG and PCG
re time-locked, as they are triggered by the same bio-event: the
umping of the heart. This multi-modal approach grants a robust
nd reliable delineation of the waveforms even using the inexpen-
ive sensors present in stock smartphones. In Phase II, the precise
ducial points of the waveforms are detected and used to calculate
TT. 
After computing the PTT, its value is fed to the blood pres-
ure estimation model. Before starting using the application, the
ser must calibrate the model using a standard BP device, like the
scillometric-based devices largely available for ambulatory use.
he calibration procedure requires the user to perform a PTT mea-
urement using the smartphone. After the recording is done, the
pplication asks the user to input a reference BP value collected
ith a standard BP device. The BP reference value is used to cali-
rate the PTTxBP model. 
We experimented with PTTxBP models described in other
orks, like [3,5,11,19,20] , some models cited in [21] and also with
ome generic regression models (linear, polynomial, etc.). Given
he limited space and the fact that the blood pressure estimation
odel is not a new contribution of this speciﬁc work, but based
n previous works, we ask the interesting reader to refer to those
orks for further information. 
Fig. 2 shows a block diagram of the proposed two step real-
ime method for blood pressure estimation. The following section
etails each one of the blocks of the proposed solution. 
. Smartphone based signal acquisition and processing 
Enabling cost-effective healthcare-based services on the mobile
hones is the next step on telehealth systems. People are used to
ake their mobile phones everywhere, keeping them all day long in
each of their hands. This ubiquity makes mobile phones perfect to
ollow up patients at risk and to monitor sporadic vital signs devi-
tions from the baseline. The biggest challenge, however, is how to
eliver an effective healthcare solution using mobile phones with-
ut impacting neither the battery life nor the user experience due
o the limited processing capabilities. 
In this section we detail the acquisition and processing of PPG
nd PCG using the smartphones’ baseline sensors. We focus on the
ndroid operating system as it detained 82% of the market share
n 2014 [22] . Most of the techniques presented here, nevertheless,
re generic enough to be applied to other operating systems with
ittle to no modiﬁcation. 
.1. Photo-plethysmography acquisition 
The proposed system uses the smartphone’s camera as a PPG
ensor to monitor the pulse waveform. Other mobile applications
se the same principle to measure the subject’s heart rate (HR),
ike the Azumio’s Instant Heart Rate app [23] . Usually, the PPG sig-
al is reconstructed from the individual frames of the camera and
ed to a Fast Fourier Transform (FFT) algorithm that extracts the HR
alue. Frequency domain analysis, like FFT, may be robust enough
o extract HR, but it is not suﬃcient for PTT calculation. In order to
stimate blood pressure, we need to detect the exact moment the
ressure pulse reaches the distal point (i.e. the ﬁngertip), which re-
uires the PPG signal to be precisely reconstructed and delineated
n the time domain. 
A major problem for PPG reconstruction arises when standard
martphones are used to capture the signal, specially Android-
ased ones. There is little hardware standardization amongimation of pulse transit time and blood pressure variations using 
dx.doi.org/10.1016/j.micpro.2016.06.001 
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Fig. 2. Block diagram of the proposed two step real-time method. 
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q  Android devices and the operating system lacks support for frame
temporization. Constant frame rates are not supported by the vast
majority of devices and, as a consequence, the PPG reconstruction
and delineation algorithm must take into account variable frame
rates, specially those due to automatic exposure adjustment, and
to restricted processing capabilities. 
Automatic exposure (AE) allows the smartphone’s camera to au-
tomatically determine the correct exposure time for compensat-
ing for poor lighting during recordings. Despite desirable in nor-
mal use, this feature is the main source of frame rates ﬂuctuations
and may distort the PPG signal when the pulse waveform is being
acquired. Dynamic adjustment of exposure has two effects on the
recorded PPG signal: 1) it changes the frame rate during the ac-
quisition, distorting the signal time reference; and 2) it constantly
changes the image brightness, distorting the amplitude of the sig-
nal. Hence, to get a non-distorted PPG signal, which is essential to
correctly determining the ﬁducial points, the exposure time must
be locked during the recordings. 
We adopted a solution to prevent the AE feature to affect the
measurements. After the user covers the lens to start the mea-
sure, we allow the AE feature to adjust the exposure for a few
seconds (5 s, determined experimentally) and, then, lock the expo-
sure to get a clean signal thereafter. With the AE feature locked,
the average framerate observed for the smartphone model used
during the experiments was 29.97 fps and the standard devia-
tion for the worst experiment was 1.60 frames. It is worth not-
ing that most of the PPG power is concentrated in low frequency
components, in a very narrow band (from 5 to 11 Hz [2] ), thus
this sampling rate is suﬃcient to extract all the necessary infor-
mation from the signal, as it is above the Nyquist rate, which is
22 samples/s. 
With respect to the restricted processing capabilities, we used
a frame buffer to guarantee that no frames are dropped by
the operating systems during the demanding tasks and adopted
a thread-based solution to take advantage of the multicore ar-
chitectures while also preventing the user interface from hang-
ing during the computations. The PPG value is therefore com-
puted frame by frame by a handler thread, using the mean
brightness in the red channel of the image. This value is
then passed to the phase I algorithms for ﬁltering and coarsedelineation. 
Please cite this article as: A. Dias Junior et al., Methods for reliable est
smartphone sensors, Microprocessors and Microsystems (2016), http://.2. Phonocardiogram acquisition 
Differently from the camera, Android audio recordings have a
onstant sample rate, which is selected from a set of valid fre-
uencies before starting the acquisition. We use a sample rate of
4100 Hz as, according to the Android 4.4 Compatibility Deﬁnition
24] , this is currently the only sample rate guaranteed to work
n all devices. To reduce the required amount of computation we
ownsample the recording to 900 Hz before processing. This sam-
le rate was selected for being higher than the Nyquist rate as
he heart sound frequency spectrum is mainly located in the range
rom 10 Hz to 400 Hz [2] . Additionally, to guarantee we receive the
aw samples from the microphone, we disabled the device’s auto-
atic gain control and noise reduction features. 
PCG acquisition in Android systems, nevertheless, is not at all
ssue-free. First, all read operations involving the audio device are
locking and, hence, a working thread must be set up to prevent
he system from hanging during recordings. Last, but not least, the
ndroid’s compatibility document only suggests that the hardware
anufacturers reduce the audio latency, but does not require them
o do it. Again, according to the Android 4.4 Compatibility Deﬁnition
24] , the latency to get the ﬁrst audio sample should be lower than
00 ms while in the rest of the recording, latency should be lower
han 45 ms. These latency ﬁgures are just recommendations, not
andatory. 
To circumvent the latency problem (and also to control the
umber of samples in the circular buffer during the ﬁrst phase of
he signal processing) we mark each sample with a timestamp that
s relative to the moment the sampling started. Then we measure
he latency using a simple procedure (described in Subsection 5.1 )
nd add this value to the timestamp of the PPG samples. The
remise of this solution is that the sample rate of the audio chan-
el is stable, which we have conﬁrmed during the experiments. 
.3. Phase I 
As previously stated, the ﬁrst objective of Phase I is to extract
 clean signal, with enough quality to be presented to the user.
hus, during this ﬁrst phase, the PPG and PCG input samples are
ltered before storing them in a circular buffer. Filtering the ac-
uired signals is fundamental for correctly extracting their ﬁducialimation of pulse transit time and blood pressure variations using 
dx.doi.org/10.1016/j.micpro.2016.06.001 
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Table 1 
Filters speciﬁcations. 
Name Type Order Sample frequency (Hz) Cut low (Hz) Cut high (Hz) 
PPG signal High-pass IIR 6 30 0 .5 • 
PCG downsampling Low-pass FIR 559 44100 • 450 
PCG signal Band-pass IIR 2 900 20 250 
PCG envelope Low-pass IIR 2 900 • 20 
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p  oints. However, ﬁltering usually incurs in a phase difference be-
ween the input and output signals. Sometimes, the ﬁlter phase
esponse is non-linear (the phase shift is not directly proportional
o the frequency) which may result in distortions that have an im-
act on the accuracy of the ﬁducial points detection. Here, we use
wo types of digital ﬁlters: Finite Impulse Response (FIR) and Inﬁ-
ite Impulse Response (IIR) [25] . In the case of linear phase FIR ﬁl-
ers, the phase difference from the input signal can be easily com-
ensated by subtracting a constant value from the sample times-
amp. IIR ﬁlters, on the other hand, usually have non-linear phase
esponse, which causes distortions in the signal. However, IIR ﬁl-
ers are computationally more eﬃcient then FIR ﬁlters which is a
igniﬁcant advantage when processing capability is restricted. 
We opted to use IIR ﬁlters whenever possible to reduce the
rocessing requirements of the system. The distortions caused by
he phase non-linearity do not have signiﬁcant impact on the user
eedback and, hence no effort was made to eliminate them during
hase I. In Phase II, nevertheless, the distortions may affect the PTT
alculation and then we use techniques that sacriﬁce the real-time
rocessing for linearity, as it will be presented in the next subsec-
ion. Table 1 shows the design parameters for the ﬁlters used in
hase I and phase II. 
Two circular buffers were deﬁned for storing the values of each
io-signal (two for PPG and two for PCG). The ﬁrst buffer ( view
uffer ) holds the data that will be presented to the user in real-
ime during Phase I. The second buffer ( data buffer ) contains the
ata used to calculate PTT in phase II. This separation between
iew and data buffers improves the real-time data processing, since
he data presented to the user does not require to be precise, but
ust representative enough to give the user a quality feedback. The
eal-time processing over the view buffer is eﬃcient especially be-
ause of two factors: 
1. The view buffer is smaller than the data buffer , since just a few
heart cycles are suﬃcient to provide the user with audio-visual
feedback; 
2. All ﬁltering, except for the PCG Downsampling , is performed by
causal IIR ﬁlters, since light distortions in the user feedback do
not interfere with usability. 
Every time a new PPG sample is calculated from the camera
rames, a pair < value, timestamp > is inserted into the PPG data
nd view buffers. The value added to the data buffer is inserted
ithout any ﬁltering or processing, while the value inserted into
he view buffer is ﬁltered using the PPG Signal ﬁlter presented in
able 1 . Since it is an IIR ﬁlter, the data will be lightly distorted,
ut without impacting the PTT calculation, which uses the data
uffer in Phase II. 
The samples from the audio device, on the other hand, are
ownsampled in real time using the PCG Downsampling ﬁlter be-
ore being inserted into the buffers. The PCG Downsampling ﬁlter
as a linear phase and downsamples the audio signal from 44100
z to 900 Hz, while also works as a low-pass ﬁlter, attenuating
omponents above the Nyquist Frequency at the same time. Before
eing inserted into the view buffer , the PCG samples are further
rocessed to create an envelope that allows the user to identify
he heart sounds S1 and S2. First, the view samples are ﬁltered by
he PCG Signal ﬁlter. Then, the samples are normalized to the inter-Please cite this article as: A. Dias Junior et al., Methods for reliable est
smartphone sensors, Microprocessors and Microsystems (2016), http://al [0.0 0, 1.0 0] and used to calculate the energy, using the formula
resented in Eq. (2) . Finally, the samples are ﬁltered using the PCG
nvelope ﬁlter, which creates an envelope of the signal. 
(t) = −x (t ) 2 . log (x (t ) 2 ) (2)
here E ( t ) is the energy at time t and x ( t ) is the ﬁltered sample
alue at time t . 
Besides ﬁltering and inserting data into the buffers, Phase I also
oarsely delineates and analyzes the signals to trigger the execu-
ion of Phase II algorithms. Listing 1 presents a high level algo-
ithm for this task. 
PCG data acquisition is performed precisely at 44100 Hz and
he signal is downsampled to 900 Hz before inserting into the cir-
ular data and view buffers. The PCG data buffer was designed to
old 14 s of samples while the view buffer is capable of storing
 s. Once ﬁlled, the buffers start discarding the oldest samples ev-
ry time a new sample is inserted. PPG, on the other hand, has a
ariable frame rate and automatic sample discarding based on the
umber of samples is not possible. Hence, before analyzing the sig-
als, PPG and PCG buffers must be synchronized. This task is per-
ormed by the alignment procedure, executed at line 6 of Listing 1 .
ince the sample rate of PCG is much higher than that of PPG, the
ynchronization is performed by getting the ﬁrst timestamp from
he beginning of the PPG buffer and discarding all data that pre-
edes it in the PCG buffer. 
After aligning the PPG and PCG buffers, the PPG signal stored
n the view buffer is delineated (line 7 of Listing 1 ). The objective
f the delineation phase is to detect the moment the pulse wave
eaches the ﬁnger. This moment is marked by the onset of the PPG
ulse waveform and is determined using the following steps: 
1. The minima of the waveform are detected using the derivative
of the signal; 
2. The detected minima, so-called feet, are analyzed according to
their amplitudes. All points that do not fall into the valid range
(that are determined experimentally) are discarded; 
3. The time difference between two given feet is checked for sig-
niﬁcant deviations from the mean. If two feet are too close to
each other, their neighbors are checked, trying to solve these
discrepancies. If removing one of them solves the deviation,
that foot is discarded; 
4. The remaining points are checked for zero-crossing points be-
tween them. All PPG wave feet must be separated by two zero-
crossing points. If this condition is not met for any given two
feet, the one with lower amplitude is kept and the other one is
discarded. 
Once the feet of the pulse waves are detected, they are checked
or stability (line 8 of Listing 1 ). If the longest beat is greater
han 1.5 times the shortest beat, probably the delineation algo-
ithm missed one beat or wrongly detected a pulse wave onset.
therwise, the detected points time difference is stable and the
PG delineation is considered good enough. 
The next step is to delineate the PCG signal (line 9 of Listing 1 ).
CG signal is signiﬁcantly more diﬃcult to be delineated than the
PG because of the noise captured by the smartphone’s micro-
hone. However, the complexity of this task is attenuated as weimation of pulse transit time and blood pressure variations using 
dx.doi.org/10.1016/j.micpro.2016.06.001 
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Listing 1. Phase I algorithm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. PCG ﬁltering using the ensemble average technique 
 
a  
A  
t
 
 
 
 
b  
o  
a  
o  
o
4
 
c  
e  
e  
p  
t  
a  
d  
h  already have information regarding the individual heart beats, ex-
tracted during the PPG delineation. In a normal condition, an on-
set in the PPG signal must follow every S1 sound event in the PCG
signal. For the coarse delineation executed in Phase I, we check for
pairs of peaks in the PCG envelope (S1 and S2) that are way above
the average signal value. If a pair of peaks within a valid time dif-
ference precedes each one of the PPG onsets, the PCG signal has
enough quality to be processed and the second phase of the anal-
ysis is triggered. 
3.4. Phase II 
The algorithms in Phase II are very similar to the ones in Phase
I except for the fact that they use the bigger data buffers instead
of the view buffers . There are some important differences, never-
theless, that signiﬁcantly improve the quality of delineation in the
second phase. 
First, the IIR ﬁlters are applied over the data buffers in both di-
rections during Phase II, using a forward-backward scheme. This
results in a non-causal ﬁlter that is realizable just because all sam-
ples have already been acquired and are stored in the buffers,
ready to be processed. Using this technique, the result is a signal
without the phase distortions that would impact on the ﬁducial
points determination. 
Second, we use a more robust technique to delineate the PPG
and PCG signals. The technique is based on ensemble averaging
the signals to remove noise that is unrelated to the heart beat.
This technique relies on the fact that over short time windows, the
PCG and PPG ﬁducial points may be considered time-locked. Solá
[2] used ensemble average (EA) to ﬁlter the ICG signal using ECG
R-wave peaks as triggers. The author demonstrated that using EA
corresponds to applying a very narrow band-pass ﬁlter with cen-
tral frequencies deﬁned by the heart rate frequency and its har-
monics. Here we calculate the EA using the onsets of the PPG sig-
nal as trigger points, since this signal is, in general, less noisy than
the PCG. 
Let τ i be the timestamp of the i th onset of the PPG wave and
N be the number of detected onsets during the PPG delineation of
the data buffer in Phase II. The ensemble average of the signal, ˆ s, is
computed over the original signal, s , using the formula presented
in Eq. (3) . 
ˆ s(t) = 1 
N 
N ∑ 
i =1 
s (t + τi ) (3)
where t ∈ [0, T ) and T is the heart beat period. Fig. 3 illustrates the
computation of the ensemble average. Please cite this article as: A. Dias Junior et al., Methods for reliable est
smartphone sensors, Microprocessors and Microsystems (2016), http://By computing ˆ s using Eq. (3) , we obtain a denoised version of
 single heart beat of s , averaged over N heart beats of that signal.
fter applying this technique over both the PPG and PCG, we have
wo options for calculating PTT: 
1. delineate both ˆ sP P G and ˆ sPCG and calculate the PTT using the
detected ﬁducial points; 
2. use ˆ sP P G and ˆ sPCG as template waveforms to delineate the orig-
inal signals, s PPG and s PPG , and calculate N PTTs for the N heart
beats. 
We opted to use the second option as it allows tracking beat-to-
eat variations of PTT caused by special situations like standing up,
r performing the Valsalva-Weber maneuver [26] . Besides, by aver-
ging the PTT values over several beats we increase the time res-
lution of the measurements, compensating for the sampling rate
f the camera. 
. Further improvements on the method 
The proposed method, as presented in the previous sections, is
apable of measuring the PTT in a reliable and robust way. How-
ver, the process of correctly positioning the smartphone’s sensors,
specially the microphone, may be tedious and frustrating if no
roper feedback is provided to the user. The strategies described in
his section offer further improvements on the user experience in
ddition to the visual information provided by the real-time chart
escribed in Section 2 . Moreover, the additional steps described
ere also have a positive impact on the method robustness, es-imation of pulse transit time and blood pressure variations using 
dx.doi.org/10.1016/j.micpro.2016.06.001 
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Fig. 4. Comparison between the frequency spectrum calculated from original PCG 
and from the PCG envelope. 
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Fig. 5. Using the auto-correlation value to compute HR 
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p  ecially with respect to the frame rate ﬂuctuations of the camera
ecordings. 
This section is divided into three subsections. First, we present
 simple way of improving the user experience by measuring and
resenting the heart rate (HR) extracted from the sound captured
sing the microphone. This feature is useful to help the user to
nd the proper place to position the microphone on the chest. We
lso compare frequency domain analysis (Fast Fourier Transform -
FT) with time domain analysis (a naive yet effective time-based
uto-correlation algorithm) with respect to robustness, computa-
ion time performance and memory usage. Second, we propose
 way of using the computed HR to compensate for the camera
rame rate variations. Since the camera is the weakest link in the
ensor chain, improving its reliability is important to increase the
xactness of the method. Finally, we show how to use the obtained
R to assess and improve the quality of the delineation of both the
PG and PCG signals. 
.1. Capturing the HR from the PCG 
Extracting the HR from the PPG, even when acquired using a
tandard smartphone camera, is a straightforward process and sev-
ral commercial applications are available to perform this task. The
PG signal obtained from the camera usually presents low noise
nd, therefore, the most prominent frequency component com-
uted by the FFT corresponds to the HR value. To measure the
R using this setup is as simple as applying the FFT on the sig-
al window and determining the frequency component with the
aximum magnitude. 
The same task when performed over the PCG, nevertheless, may
resent some diﬃculties. First, the raw PCG is usually subject to
 variety of noises that might inﬂuence the FFT results. Moreover,
he energy of the raw PCG signal is dispersed throughout the spec-
rum due to the diversity of frequency components of the heart
ounds, making it more diﬃcult to deﬁne the correct HR. One way
o circumvent this problem is to apply the FFT over the PCG en-
elope calculated using Eq. (2) instead of using the original PCG
ignal. Fig. 4 shows a comparison between the frequency spectrum
alculated from the original (ﬁltered) PCG and the PCG envelopePlease cite this article as: A. Dias Junior et al., Methods for reliable est
smartphone sensors, Microprocessors and Microsystems (2016), http://ver the same recording of 50 seconds of heart sounds. As can
e seen in that ﬁgure, the HR frequency is easier to be extracted
rom the spectrum calculated using the PCG envelope than from
he original PCG frequency spectrum. 
Alternatively, the HR can be computed using a value that is pro-
ortional to the auto-correlation of the signal, using the simple
and naive) time domain approach described by Eq. (4) . 
 (l) = 
W −l ∑ 
t=0 
x (t) × x (t + l) (4)
here A ( l ) is a value that is proportional to the auto-correlation of
he signal x at lag l; W is the size of the window where the auto-
orrelation is being computed; and x ( t ) is the PCG envelope value
t time t . 
The lag value with the maximum correlation can be ﬁnally
omputed using the expression presented in Eq. (5) . 
ag max = arg max 
l∈ [ L 1 ,L 2] 
A (l) (5) 
where L 1 and L 2 are respectively the minimum and maximum
ags for a valid HR value. Fig. 5 shows the curve computed using
q. (4) for the same PCG envelope used to build the spectrograms
f Fig. 4 . 
When compared to the FFT approach, the main advantage of
omputing the HR value using the time domain analysis described
y Eq. (4) is that it requires less memory than FFT algorithms.
FT algorithms compute the frequency components using complex
umbers and, therefore, they require three memory vectors with
apacity proportional to the number of samples of the signal (one
or the original signal, which in this application cannot be over-
ritten, the other two to store the real and imaginary parts of the
esult). The time domain approach does not need any other vec-
or apart from the original signal being, therefore, more memory
ﬃcient. 
On the other hand, computing the FFT for a given vector is
sually less computationally demanding than computing the auto-
orrelation for the same vector using the method described in Eq.
4) . While the FFT has a time complexity of O (n log n ) for n sam-
les, the auto-correlation would be computed in O ( n × l ) using
hat method, where L is the size of the lag window. To compute
he auto-correlation for the entire vector, therefore, the time com-
lexity will be O ( n 2 ), as l ≈ n . 
This time complexity can be drastically reduced, nevertheless, if
he size of the lag window is constant. Moreover, the smaller the
indow, the better the auto-correlation-based algorithm performs
n comparison to the FFT, as it can be seen in Fig. 6 . When the size
f the lag window is suﬃciently small, the naive auto-correlation
lgorithm described by Eq. (4) requires as much time as the FFT
lgorithm to compute the HR, but using less memory. 
The behavior presented in Fig. 6 is used to improve the per-
ormance of the proposed method. We decided to use the FFT ap-
roach during Phase I, as at that phase the buffer is smaller thanimation of pulse transit time and blood pressure variations using 
dx.doi.org/10.1016/j.micpro.2016.06.001 
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Fig. 6. Time to compute the HR versus the size of the window. 
Fig. 7. Wrong computation of HR by the FFT. 
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g  in Phase II (4s of samples against 14 s) and, hence, the impact
of duplicating the buffer would not be signiﬁcant. More impor-
tantly, during Phase I we do not have any information on what is
the user current heart rate and, therefore, the HR detection algo-
rithm should search for the HR component through the entire valid
range, which is ﬁxed between 40 and 200 beats per minute. The
auto-correlation algorithm performs poorly on such a wide win-
dow. 
During Phase II, nevertheless, we opted to use the simple auto-
correlation approach for two reasons. First, the auto-correlation re-
quires less memory to compute the HR than FFT-based algorithms.
Second, the lag window to be considered is signiﬁcantly narrower
during Phase II than during the ﬁrst phase. The reason is that the
HR computed in Phase II should be similar to the one computed
during Phase I. We considered a window of 10 beats per minute
during Phase II centered on the HR computed during Phase I (HR I 
± 5 b.p.m). 
Finally, It is worth noting that the auto-correlation algorithm
has been proven to be more robust than the FFT during the exper-
iments. We have noticed that, when the time between S1 and S2 is
around half the period of the entire beat, the FFT-based algorithm
may yield an HR that is twice the actual rate. The auto-correlation,
on the other hand, delivers proper results even in this case. This
behavior is depicted in Fig. 7 , where the FFT maximum magnitude
component is twice the actual Heart Rate, which was computed
correctly by the auto-correlation algorithm. Please cite this article as: A. Dias Junior et al., Methods for reliable est
smartphone sensors, Microprocessors and Microsystems (2016), http://.2. Compensating for frame rate ﬂuctuations 
Besides improving user experience, the HR can also be used to
ompensate for frame rate ﬂuctuations during the camera acquisi-
ion. In the following analysis, we use the general formula to cal-
ulate HR, in beats per minute (bpm), expressed in Eq. (6) . 
R = 60 × SR × factor (6)
here SR is the signal sample rate and factor is deﬁned by the
ethod used to extract the HR, as deﬁned by Eqs. (7) and (8) . 
factor f f t = 
K max 
N 
(7)
factor ac = 1 
Lag max 
(8)
here K max is the index of the maximum magnitude frequency
omponent as calculated by the FFT over a vector of length N , and
ag max corresponds to the lag value of maximum positive correla-
ion, calculated using Eq. (4) . 
Since both PPG and PCG signals are generated by the same car-
iac event, they are synchronized and, therefore: 
 R P P G = H R PCG (9)
Substituting Eq. (6) in (9) , we obtain: 
60 × SR P P G × factor P P G = 60 × SR PCG × factor P CG (10)
However, as stated in Section 3.2 , the PCG sample rate ( SR PCG ) is
ell known and does not vary during the acquisition. Therefore, by
imple manipulation of Eq. (10) , we obtain the formula to calculate
he actual sample rate of the camera, based on the PCG sample
ate, which is presented in Eq. (11) . 
R P P G = S R PCG × factor PCG 
factor P P G 
(11)
The actual SR PPG , calculated using Eq. (11) , provides a more solid
asis to determine the time of occurrence of the PPG signal events.
oreover, the main beneﬁt of calculating this value is it can also
e used to check the quality of the PPG acquisition: since the
imestamps are not provided by the operating system, if the ac-
ual SR PPG is signiﬁcantly different from the SR calculated during
he acquisition, the PPG wave is probably too distorted to be used
or PTT computation and the entire signal window should be dis-
arded. 
.3. Using HR to support the delineation 
Additionally, the HR (calculated using the FFT in Phase I or us-
ng the auto-correlation in Phase II) can also be used to support
he delineation algorithm in both phases. Instead of calculating the
ean difference between the onsets of the PPG to validate the po-
ition of the wave feet, as it was described in Subsection 3.3 , the
R can be used as a reference. If two feet are too close to each
ther when compared to 1 HR , their neighbors are checked, trying
o solve these discrepancies. If removing one of them solves the
eviation, that foot may be safely discarded. 
After the delineation, the HR also provides a way to assess the
uality of the delineation. If the longest delineated beat is more
han 1.5 times 1 HR , the delineation is probably wrong and should
ot considered to be good enough to calculate the PTT. 
. Experiments 
We performed a series of experiments to evaluate the proposed
ltering and delineation algorithms. It is worth noting that the ex-
eriments are not intended to validate the use of PTT as a surro-
ate marker for blood pressure as this issue has been addressedimation of pulse transit time and blood pressure variations using 
dx.doi.org/10.1016/j.micpro.2016.06.001 
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Fig. 8. Synchronization experiment results. 
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Fig. 9. Normal behavior during the Valsalva-Weber Maneuver. Adapted from [26] . 
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l  y several previous works. We aim at validating our solution with
espect to three major aspects: 1) the synchronization between
PG and PCG signals; 2) its capability of tracking beat-to-beat PTT
hanges; and 3) the accuracy in determining the waveforms ﬁdu-
ial points. 
Experiments were performed using a Samsung S4 smartphone
unning Android 4.4 operating system. Data was collected and pro-
essed using a hybrid application developed in Java and C. We
pted to use C in the signal processing algorithms because native
ode presents better time performance than pure Java applications.
espite all results presented in this section were obtained using
olely the mobile application, for convenience we used the soft-
are Matlab [27] to create the plots. 
.1. Synchronization between PCG and PPG 
As the PCG and PPG signals are acquired by different sub-
ystems of the smartphone, it is necessary to check whether they
re being generated in perfect synchronization. If the signals are
ot correctly aligned in time, the accuracy of the obtained PTT
alue would be compromised. A simple procedure was adopted
o evaluate the synchronization between PCG and PPG: we ap-
lied a sequence of tappings on the smartphone, each tap com-
letely covering the camera lenses and generating a sound at the
ame time. If data acquisition and synchronization are correctly
erformed by the application, the generated PPG and PCG wave-
orms should present a perturbation around the same time instant.
This experiment was performed several times to make sure
uctuations on the frame rate and other transitory conditions do
ot affect the synchronization between the signals. During its ex-
cution, we have noticed that the camera waveform peak always
appened two frames before the microphone peak. In order to syn-
hronize both signals, we added a constant delay to the timestamp
f each camera sample. The result of the experiments, after this
atency problem correction is presented in Fig. 8 . With this cor-
ection, the waveforms present perfect synchronization, therefore
howing that the adopted synchronization scheme is suitable to re-
iably calculate PTT. 
.2. Tracking of beat-to-beat PTT changes 
In order to evaluate the capability of the developed solution to
rack beat-to-beat variations of BP and HR, it is required that a
isturb is induced on the user’s cardiovascular system, thus gen-
rating observable changes on the monitored signals during the
CG and PPG acquisition. Usually, these changes in BP and HR are
reated by submitting the user to a series of physical exercises.Please cite this article as: A. Dias Junior et al., Methods for reliable est
smartphone sensors, Microprocessors and Microsystems (2016), http://owever, the solution we propose in the present work is not suit-
ble for use during physical activities as it requires the user to
tand still or seat in a speciﬁc position, preferably on a quiet en-
ironment. The movement of the body, during the exercises would
dd too much noise on the PCG acquisition, specially due to the
icrophone-skin friction. Hence, we opted to employ the Valsalva-
eber maneuver to produce the changes on the monitored signals.
The Valsalva-Weber maneuver consists in asking the patient to
erform a full inspiration followed by a sustained forced expiration
gainst the closed glottis, nose, and mouth. After a few seconds,
he expiration restraint is loosened and the patient should try to
reath as normally as possible. 
During the execution of Valsalva-Weber maneuver, it is pos-
ible to observe four phases in which acute changes in HR and
P occur [26] , as depicted in Fig. 9 . During the initial inspiration
phase I), the HR shortly reduces and a sudden increase in sys-
olic BP is perceived; as the subject maintains the expiratory strain
phase II), HR progressively increases, while Systolic BP decreases
n a similar fashion; when breath is ﬁnally released (phase III), HR
eaches its peak and BP fall shortly to its minimum level; the re-
overing phase (phase IV) is marked by a progressive reduction of
R, which reaches its minimum value before returning to the basal
tate. BP value also presents a progressive increase, with an over-
hoot before returning to pre-maneuver levels. 
Three subjects were submitted to the Valsalva-Weber maneu-
er during the experiments: one female (subject 1) and two male
subjects 2 and 3). Subject 1 does not perform any regular physi-
al activity, presenting a high basal HR of around 100 bpm. Subject
 undergoes moderate physical activity twice a week, and Subject
 is an active sportsman who performs intense training regularly.
ig. 10 presents the waveforms for HR and relative (uncalibrated)
P for these subjects. Upon inspection of that ﬁgure, the four ex-
ected phases for both HR and BP curves are identiﬁed. The curves
or the three subjects match the template of Fig. 9 . 
.3. Fiducial points classiﬁcation accuracy 
We have also checked the delineation accuracy of the proposed
ethods. For the same three subjects for which the results were
resented in Section 5.2 , PPG and PCG waveforms were delineated
oth automatically using the proposed algorithms, and manually
y inspecting the raw waveforms before any processing. Manual
CG delineation was performed using the template waveform of
ig. 1 and, as previously stated, we used the third component of
1 as the proximal point. PPG manual delineation was performed
sing the intersecting tangent method [28] which deﬁnes the on-
et of the pulse wave as the intersection point between a tangent
ine through the initial systolic upstroke of the PPG waveform andimation of pulse transit time and blood pressure variations using 
dx.doi.org/10.1016/j.micpro.2016.06.001 
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Fig. 10. HR and BP curves obtained during the experiments. 
Table 2 
Difference between automatic and manual delineation. 
PCG S1 (ms) PPG onset (ms) PTT (ms) 
Max Mean Max Mean Max Mean Mean Perc. 
Subject 1 2 .72 1 .40 6 .67 5 .00 8 .60 5 .61 2 .55% 
Subject 2 5 .49 2 .27 13 .30 5 .14 11 .76 5 .19 2 .04% 
Subject 3 13 .38 4 .04 13 .33 4 .92 21 .61 6 .98 3 .00% 
Average 7 .20 2 .57 11 .10 5 .02 13 .99 5 .93 2 .53% 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11. Misclassiﬁcation of manual delineation. 
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f  a horizontal tangent line passing over the minimum point of the
same wave. The maximum and mean difference between the man-
ual and automatic determination of the points were recorded and
the results are presented in Table 2 . 
During the compilation of Table 2 data, we have noticed that
Subject 2 was presenting a high maximum error for both PCG and
PTT values. Upon careful inspection of the waveforms, we have
found out that this high error ﬁgure was due to a misclassiﬁca-
tion during the manual analysis of the data. A spurious sound was
captured by the microphone, most probably due to an involuntary
movement during the acquisition. This sound was mistaken during
the manual PCG delineation by an S1 event and the subsequent
peak, which was the real S1 peak, was assumed to be an S2 event.
The automatic delineation algorithm, nevertheless, was able to cor-
rectly identify the actual S1 peak as it uses the PPG waveform
and the time intervals to support the delineation. Fig. 11 shows
the misclassiﬁcation and also the correct analysis of the waveform.
After correcting this inspection, the manual delineation was cor-
rected and the errors were recalculated. 
6. Discussion 
The experiments presented in Section 5 aimed at validating the
solution with respect to three major aspects: 1) the synchroniza-
tion between PPG and PCG signals; 2) its capability of tracking
beat-to-beat PTT changes; and 3) the accuracy in determining the
waveforms ﬁducial points. Please cite this article as: A. Dias Junior et al., Methods for reliable est
smartphone sensors, Microprocessors and Microsystems (2016), http://A simple procedure was adopted to evaluate the ﬁrst aspect
i.e. the synchronization between PCG and PPG): we applied a
equence of tappings on the smartphone, each tap completely cov-
ring the camera lenses and generating a sound at the same time.
e expected the perturbations to be present around the same
ime instant for both PPG and PCG signals. A delay corresponding
o two camera frames was found in the PCG when compared to
he PPG signal, showing that the audio subsystem of the smart-
hone takes some time to start the acquisition of samples after the
ommand has been issued. This delay was consistent across several
xperiments and was compensated by adding a constant value to
he timestamp of each camera frame, therefore synchronizing the
ignals. The probable cause of this behavior is the lack of support
or real-time audio by the Android operating system. However,
e have analyzed features of devices designed by different brands
Apple, Samsung, Sony, Nokia, etc.) and with different Operating
ystems (Android, Windows, iOS) and realized that the support
or real-time audio and constant frame rates by the camera, ifimation of pulse transit time and blood pressure variations using 
dx.doi.org/10.1016/j.micpro.2016.06.001 
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 ot yet supported, are on the road-map for all devices and OSs.
ultimedia applications are the main driver behind this advance,
ut e-health solutions would beneﬁt from these features as well.
f the obtained results were not so consistent as they were, we
ad the option of analyzing the JPEG stream provided by the
ideo recording subsystem. Video recording is performed directly
y the hardware of the device in most (if not all) smartphones
nd, thus, it is not subject to the delays introduced by the OS.
e decided not to use the JPEG stream because it would sacriﬁce
ome real-time features of the application. 
To assess the accuracy of the method and its capability of track-
ng instant variations of PTT, we submitted three subjects to the
alsalva-Weber maneuver, inducing acute changes in their BP and
R. We compared the obtained results with the expected tem-
lates and their behavior matched, as expected. This result in-
icates that the applications is capable of detecting beat-to-beat
ariations of PTT. We checked the accuracy of the delineation (and
he accuracy of PTT computation) by comparing the entire record
f PTTs for each subject, as calculated by the application, to the
TTs computed manually using standard delineation methods. The
esults were promising showing a mean deviation from the manual
omputation never higher than 3.00%. We noticed that the ﬁdu-
ial points determined automatically for a few beats in each record
resented signiﬁcant differences from the values obtained manu-
lly, but even with these discrepancies the mean error was low,
howing that employing the average of N beats had, indeed, con-
ributed to the accuracy. At this point, it is not clear if these dis-
repancies are due to the automatic delineation or the manual de-
ermination of the ﬁducial points. We intend to compare the re-
ults obtained by the application to other automatic instruments
o further clarify these ﬁndings. 
As a ﬁnal remark, it was clear that the use of the PCG tem-
late created from the Ensemble Average to delineate the indi-
idual beats of the PCG is a powerful technique. Since the acous-
ic disturbances are usually uncorrelated to the signal being mea-
ured, the ﬂuctuations caused by them are attenuated by the EA
esulting in a more robust delineation algorithm. This behavior is
epicted in Fig. 11 , where it is shown how the proposed solution
andles room noise gracefully. 
. Conclusion 
In this paper, we have presented methods for reliable estima-
ion of Pulse Transit Time, and hence Blood Pressure, using only
obile phones with stock conﬁguration. The main contributions
f the present research so far are: 1) a low proﬁle two step pro-
essing method that supports real-time acquisition and processing
f PCG and PPG waveforms, providing the user with audio-video
eedback and enhancing his/her experience with the mobile appli-
ation; and 2) a robust method for ﬁltering PPG and PCG signals
sing the ensemble average technique to create a template wave-
orm that is used to guide the delineation of the less-than-ideal
ignals acquired using inexpensive sensors. Besides these two main
ontributions, to the best of our knowledge, this is the ﬁrst time
hort-term variations of BP are tracked beat-to-beat based solely
n phonocardiogram and photoplethysmogram, both acquired us-
ng inexpensive sensing and analysis circuitry. 
We have validated the solution across subjects using the
alsalva-Weber maneuver to induce acute beat-to-beat variations
f BP and HR. The waveforms obtained during the experiments
atch the expected template for both signals. Thus, these results
ndicate that our proposed methods are promising and suitable,
n principle, for ambulatory monitoring of short-term variations in
lood pressure values using just smartphone devices. Future inves-
igations will be conducted to compare the obtained results withPlease cite this article as: A. Dias Junior et al., Methods for reliable est
smartphone sensors, Microprocessors and Microsystems (2016), http://tandard PTT acquisition equipment during the execution of daily
ctivities to characterize the accuracy of the approach. 
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