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Abstract 
Sizing an SAP ERP system’s hardware is a complex task, due to the numerous factors affecting the system’s performance 
and scalability. To ease the effort required for the sizing process, we developed the SAP Sizing Calculator (S²C) tool. The 
S²C requires a minimum set of input data and provides a fast prediction of the estimated system performance. The 
prediction algorithm is based on the results of a synthetic benchmark, the Zachmanntest, which we applied to various x86 
servers. From the numerous Zachmanntest results we extracted scalability models using evolutionary algorithms, which 
we integrated into the S²C. Beside its simple application the S²C provides an extension interface for easy integration of 
scalability models derived from SAP systems deployed on other server architectures. 
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1. Introduction 
Sizing of an SAP ERP system is a complex task. Many factors, like the aim of the system, the 
configuration, and the estimated number of users, must be included to calculate the required hardware. While 
there are proprietary sizing methods like the sales and distribution (SD) Benchmark, SAP hosters mainly 
reduce the risk of bad SAP performance by oversizing the hardware immensely [1]. This oversizing results in 
immense purchase and maintenance costs, while being at the same time no reliable scalability method when 
the scalability bottlenecks are software-made. 
Proprietary benchmarks though are not much more useful for a SAP hoster to provide sizing indications as 
they are intransparent. Consultants execute a bunch of standard business processes that shall represent a 
company’s work processes and return key figures that indicate how much hardware is required for a 
customer’s needs without a chance for the customer to retrace this decision.  
To overcome this sizing problem we developed the SAP Sizing Calculator (S²C). The S²C is an easy-to-use 
SAP ERP sizing tool based on scalability data we gathered from a synthetic benchmark called the 
Zachmanntest [2]. Using the Zachmanntest we gained a data set containing more than 150.000 measurements, 
on which we developed scalability models for x86 servers from 4 CPU up to 24 CPU. To master the 
complexity of modeling multidimensional data sets with several thousands of entries we used evolutionary 
algorithms as approximation method. Using the evolutionary algorithms we also gained a filter for modeling 
errors. Based on the calculated scalability models the S²C calculates the estimated throughput for a given 
number of power users on a given hardware and work process configuration, or the required hardware and 
work process configuration for a given number of power users and a desired throughput.  
The main advantage of the S²C approach is its ease to use and its transparency. Based on few input data and 
with little effort a scalability prediction can be performed. As our approach is based on the Zachmanntest 
benchmark, which is freely accessible, the scalability calculation is completely transparent and extendable also 
for other server architectures. The S²C approach does not replace existing scalability or performance 
prediction approaches, but it provides a fast, easy and transparent way to check if the planned or used 
hardware is suitable for a given purpose. 
2. Related Work 
Exploring related work in the area of sizing and predicting the scalability of a SAP ERP systems should be 
divided into two subareas: 1) the application of any modeling and simulation approach for predicting the 
scalability of SAP ERP systems and 2) the application of evolutionary algorithms to the IS field for any 
modeling purpose. 
Regarding the first subarea there are several papers available, all dealing with the common problem of how 
to use simulation for predicting a SAP ERP system, which consists of more than 60,000 programs.  Modeling 
the performance of SAP ERP system is firstly mentioned in [3], whereas the authors state out how they would 
tackle the modeling problem of a complex software product like the SAP ERP system. The approach is 
afterwards extended in [4]. Here a concrete modeling approach called Layered Queuing Network (LQN) is 
used and a first model is populated manually with performance measurement data and simulated afterwards. 
In [5] the paper is slightly extended. The same approach of utilizing LQN is used in [6] to show the 
appropriateness of the LQN approach. Further research of the authors lead to [7], where a resource demand 
estimation approach is presented. In [8] the performance behavior of a SAP ERP system is modeled but 
without the use of evolutionary algorithms. 
In the area of applying evolutionary algorithms to a IS-related problems, first papers are published in the 
area of logistic problems, e.g. for the pallet loading problem as in [9]. However, applying evolutionary 
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algorithms in the area of simulation and especially performance simulation is very common. [10] shows the 
application of evolutionary algorithms in the field of High Performance Computing. In [11] a simulation 
model has been combined with an evolutionary algorithm to find optimal processing sequences for two cluster 
tools from the wafer manufacturing. 
3. Structure of the S²C 
The S²C approach is based on measurements of the scalability behavior of elementary operation on existing 
SAP ERP implementations. Using the synthetic benchmark Zachmanntest, which we describe later, these 
measurements are collected.  
Based on these measurements we generate mathematical models (so called scalability models) describing 
the scalability behavior of each of the measured systems using an evolutionary algorithm. These models are 
stored in the S²C database and used to predict the scalability behavior of a user’s SAP system, or to predict the 
required hardware and work process configuration for a desired throughput and power user number. Fig. 1 
depicts the S²C approach. 
We implemented the S²C as a Java application, operating on scalability models stored in an Apache Derby 
database [12]. The S²C application itself is a simple user frontend, allowing the user to insert either the 
existing hardware and the number of power users and configured work processes for calculating the predicted 
throughput, or to enter the desired number of power users and throughput to calculate the required hardware 
and work process configuration to reach them. 
4. Data Set 
The version of the S²C we present in this paper bases its calculation on a set of benchmark results we 
measured in our performance lab using the so called Zachmanntest, which we shortly introduce. To provide a 
satisfying range of calculation results we measured the throughput for multiple CPU and work process 
configurations. In detail we measured the Zachmanntest results for x86 machines using 4, 6, 8, 12, 16, 20 and 
24 cores, with work process configurations of 4, 8, 12, 16, 20, 24, 28 and 32 work processes. On each 
Fig. 1. The S²C Approach 
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configuration we performed tests with 4, 8, 12, 16, 20, 24, 28 and 32 parallel Zachmanntests (which equals the 
number of parallel power users). Every configuration of CPU, number of work processes, and parallel 
Zachmanntests was tested ten times to gather information about the variation of the measurements, resulting in 
a total number of 4480 test runs. Each test run returned an average of 35 measurements, resulting in a total 
number of 156.800 measurements.  
5. Zachmanntest 
For gathering the scalability behavior of the SAP ERP system we used the Zachmanntest [2], a synthetic 
benchmark executed completely inside of the SAP system. Compared to an application benchmark, where 
typical sequences of application usage steps are simulated, the synthetic benchmark consists of a typical set of 
elementary operations in the SAP ERP system [13]. The main advantage of the synthetic benchmark in 
comparison to the application benchmark is its easy application to the system (i.e. no test data is required) and 
the fast gain of scalability data. Furthermore with the synthetic benchmark we measure the performance of 
core operations of the SAP system, resulting in application independent scalability behavior. Based on these 
benefits we chose the Zachmanntest as generator for the measurement data, which then again build the base 
for the scalability models. 
5.1. Structure of the Zachmanntest 
The Zachmanntest consists of two Advanced Business Application Programming (ABAP) applications. 
The first application is the entry point for the benchmark, an easy to use form to specify the test execution 
parameters. The second application is the test executable, which produces a huge bunch of main memory 
operations on the application server. These main memory operations are operations on so called internal 
tables, which are two dimensional arrays and representatives of real existing tables from the database. Each 
program of the SAP system, which is interacting with the database management system and stores/reads data 
from it, uses internal tables, which makes operations on internal tables elementary for the performance and 
scalability of the whole SAP system. The specific sequence of operations that is executed by the Zachmanntest 
during runtime is specified in the following. Please note that we used pseudo-code instead of ABAP 
statements: 
 1:While time < max_run 
 2:  Create internal table 
 3:  Fill internal table with data 
 4:  While iteration < loop_cnt 
 5:    Randomly select data set 
 6:    Read selected data set  
 7:    Increase throughput counter 
 8:  Endwhile 
 9:  Delete internal table 
10:Endwhile 
11:Print throughput counter 
As long as the maximum runtime (defined by max_run, default: 900 seconds) is not reached the 
Zachmanntest is executed. The value loop_cnt (default: 1,000,000) defines a numerical value for how often 
the internal table should be cycled. By executing the entire Zachmanntest, one instance of the test executable 
is instantiated. The Zachmanntest produces a heavy main memory load on the application server. For 
simulating multiple power users, several instances of the Zachmanntest are created in parallel. 
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5.2. Performance Metric  
The Zachmanntest quantifies the performance of the underlying main memory system from a SAP 
perspective. Generally, there are several performance metrics available, e.g. response time metrics or 
throughput metrics. The performance metric of the Zachmanntest is throughput, measured in rows per 
seconds. For example, after finishing one run of one Zachmanntest, the throughput of the SAP ERP system 
results in about 9,000 rows per second. This metric is to be interpreted as follows: in the case of one 
instantiated benchmark in the SAP ERP system, approx. 9,000 rows per second can be accessed by this 
benchmark instance. When handling two benchmark instances at the same time (we refer to them as two 
Zachmanntests) the throughput might be less or equal. This is due to the fact that the maximum available 
throughput will be shared between both Zachmanntests. 
The throughput metric is the best metric for the purpose of our sizing, as it expresses the performance of a 
core operation that is performed by nearly any kind of SAP application frequently. The throughput is 
expressed in a very simple numerical way. Thus it is easy to interpret and compare. 
6. Model Generation using an Evolutionary Algorithm 
To calculate the required number of CPU and work processes for a desired scalability behavior of the SAP 
ERP system or to predict the throughput of a given configuration the S²C sizing algorithm requires a 
mathematical model describing the measured scalability information. We calculate this model using an 
evolutionary algorithm as described in [14] and [15]. This evolutionary algorithm provides the benefit of fast 
model approximation even on multidimensional data sets, which are the basis for the S²C approach. At the 
same time, the evolutionary algorithm comes with the disadvantage of being an approximation approach, 
resulting in a modeling error. This modeling error can be neglected if we can prove that the modeling error is 
less than the measurement error.  
6.1. Configuration of the Evolutionary Algorithm 
Following [16], the modeling ability of evolutionary algorithms is strongly dependent on four 
configuration parameter: the population size, the genome length, the mutation probability and the crossover 
probability. While the first parameter defines the number of parallel approaches to find a matching model and 
the second parameter defines the model complexity, the third and fourth parameter strongly affect the search 
and convergence behavior of the evolutionary algorithm.  
To identify an optimal configuration of the evolutionary algorithm for the given modeling problem we 
randomly chose a subset of 5.000 measurement points from the complete data set. On this subset we executed 
multiple evolutionary algorithms in parallel, each with a different configuration. The reduction of the data set 
was necessary to gain faster fitness calculation, which speeded up the algorithm by a factor of approximately 
ten times. Using the parallel calculations, we were able to measure all permutations of population size (500, 
1500, 3000, and 5000), genome length (11, 21, 41, 101, and 201), mutation probability (0 to 100 in steps of 
10) and crossover probability (0 to 100 in steps of 10) ten times each. As a result we chose a population size 
of 1500, a genome length of 41, a mutation probability of 40 percent and a crossover probability of 100 
percent. The scalability models we gained using this configuration proved that our configuration fitted well to 
the given problem. 
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6.2. Scalability Models 
As result of the modeling performed by the evolutionary algorithm we gain scalability models for each 
CPU configuration. These scalability models are mathematical formulas requiring the desired number of work 
processes and the desired number of power users as input, resulting in the predicted throughput. The gain of 
the modeling using the evolutionary algorithm is the completion of the set, as the scalability model can also 
calculate on combinations not measured. Furthermore the evolutionary algorithm smooths the models by 
removing measurement errors. Fig. 2 to Fig. 8 show the scalability models for the considered servers in 
comparison to the measured Zachmanntest results. For visibility reasons we drew the models as lines, but they 
have to be interpreted as surfaces, as they also cover work process configurations between the measured ones. 
It is visible that the scalability models fit well to the measured data. In total we reached modeling errors 
less than five percent for each model, which is less than the expected measurement error. At the same time the 
graphs show a problem of the Zachmanntest: in some random cases it results in complete out-of-the-line 
throughput (i.e. in the 8 and 16 CPU graph). The fitness function used in our evolutionary algorithm is 
designed to flatten these errors, which worked well on the presented data.  
Fig. 2. Scalability Model - 4 CPU Fig. 3. Scalability Model - 6 CPU 
Fig. 4. Scalability Model - 8 CPU Fig. 5. Scalability Model - 12 CPU 
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 Fig. 6. Scalability Model - 16 CPU Fig. 7. Scalability Model - 20 CPU 
Fig. 8. Scalability Model - 24 CPU 
7. Extensibility of the S²C Approach 
We designed the S²C with focus on extensibility. Considering that we are mainly able to measure different 
kinds of x86 server configurations, we aimed on a future extension of the S²C model set with scalability 
models representing other architectures like IBM Power or HP Superdome.  
Implementing scalability models for other architectures in S²C is quite simple. As the Zachmanntest is 
freely accessible and is executed completely inside of the SAP ERP system, it can be run on any kind of 
architecture a SAP ERP system can be installed on. The main obstacle for gathering the measurements on one 
of the mentioned architectures will be to get exclusive access for some hours to perform the Zachmanntest 
measurements. 
The scalability models can be obtained from the evolutionary algorithm by simply starting it with the 
measurements as input data. No manual intervention or configuration is needed. Finally, the resulting models 
in form of mathematical formulas must be inserted into the S²C derby database.  
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8. Conclusion and Future Work 
The approach and tool we presented in this paper is today in a first working version. In this section we 
outline what we reached till now, and what will be the next steps.  
8.1. Conclusion 
In this paper we presented out SAP Sizing Calculator S²C. We showed that, based on core operation 
performance measurements gained by the application of the synthetic benchmark Zachmanntest, transparent 
scalability prediction and sizing for SAP ERP systems is possible on little input data. Even if the S²C will not 
replace existing scalability and sizing approaches like the proprietary SD-Benchmark, it provides an 
alternative that is easy to use and transparent, in contrast to the existing approaches. The application of an 
evolutionary algorithm for modeling the scalability models used for calculating the scalability prediction 
proved to be a good choice as it results in matching mathematical models in less than an hour without any 
manual intervention. As a welcome side effect the evolutionary algorithm tends to smooth the models, 
resulting in a filter effect for measurement errors. 
8.2. Future Work 
The presented version of the S²C tool covers a wide range of x86 machine configurations. For small and 
medium sized companies or for large enterprises that rely on an SAP implementation for some business 
processes, x86 servers are the best choices due to their cost efficiency. Especially in large companies that base 
most of their business processes on  SAP ERP implementations the systems (or at least the central instance, 
CI) are often hosted on other architectures like IBM Power [17] or HP Superdome [18]. These architectures 
provide higher performance and reliability compared to the x86 architecture, but at the same time they are 
much more cost intensive in purchase and maintenance. 
To cover also other architectures like the ones mentioned above future work will be to measure and model 
their scalability behavior. As the Zachmanntest is implemented inside the SAP system, little effort will be 
required to adopt it to these architectures. The resulting models can be integrated into S²C without any 
adoption or implementation. The main obstacle will be to occupy an IBM Power or HP Superdome for the 
time required for the measuring. 
A linear error function based on the geometric distance between the model and the measured data as fitness 
function for the evolutionary algorithm proved to result in matching scalability models. The presented models 
though differ in few points strongly from the measured data, which comes with the linearity of the error 
function. In future versions we will consider quadratic or exponential error functions to avoid this effect. 
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