New determinations are presented of the cosmic infrared background monopole brightness in the Planck HFI bands from 100 to 857 GHz. Planck was not designed to measure the monopole component of sky brightness, so cross-correlation of the 2015 HFI maps with COBE/FIRAS data is used to recalibrate the zero level of the HFI maps. For the HFI 545 and 857 GHz maps, the brightness scale is also recalibrated. Correlation of the recalibrated HFI maps with a linear combination of Galactic H I and Hα data is used to separate the Galactic foreground emission and determine the cosmic infrared background brightness in each of the HFI bands. We obtain CIB values of 0.007 ± 0.014, 0.010 ± 0.019, 0.060 ± 0.023, 0.149 ± 0.017, 0.371 ± 0.018, and 0.576 ± 0.034 MJy sr −1 at 100, 143, 217, 353, 545, and 857 GHz, respectively. The estimated uncertainties for the 353 to 857 GHz bands are about 3 to 6 times smaller than those of previous direct CIB determinations at these frequencies. Our results are compared with integrated source brightness results from selected recent submillimeter and millimeter wavelength imaging surveys.
INTRODUCTION
The extragalactic background light (EBL) provides a measure of the cumulative energy release over the history of the universe. It includes the integrated radiation from extragalactic sources and any diffuse emission except for the cosmic microwave background (CMB). A significant fraction of the EBL is observed at infrared wavelengths and is referred to as the cosmic infrared background. At far-infrared and longer wavelengths it largely consists of radiation that originated from stars and active galactic nuclei and has been absorbed and reradiated by dust. Measurements of the spectrum of the cosmic infrared background monopole (hereafter referred to as the CIB) give important information on the cosmic history of formation and evolution of galaxies and of their stars, black holes, and interstellar dust. Comparison of CIB measurements with the integrated brightness of resolved sources from deep imaging surveys gives limits on the contribution of any diffuse emission to the CIB and can show whether all significant contributing source populations have been identified.
Direct determinations of the CIB at far-infrared to millimeter wavelengths have been made using absolute photometry from cryogenically cooled instruments with calibrated zero levels (see the reviews of Hauser and Dwek 2001 , Kashlinsky 2005 , Dwek and Krennrich 2013 , Cooray 2016 . Results have been obtained using COBE Far Infrared Absolute Spectrophotometer (FIRAS) observations from 125 µm to 2 mm (Puget et al. 1996 , Fixsen et al. 1998 , Lagache et al. 1999 , COBE/DIRBE observations at 60, 100, 140 and 240 µm (Hauser et al. 1998 , Schlegel, Finkbeiner, and Davis 1998 , Lagache et al. 1999 , Finkbeiner, Davis, and Schlegel 2000 , Wright 2004 , Dole et al. 2006 , Odegard et al. 2007 ), ISOPHOT observations from 150 to 180 µm (Juvela et al. 2009 ), AKARI observations at 65, 90, 140, and 160 µm (Matsuura et al. 2011) , and Spitzer MIPS total power mode observations at 160 µm (Pénin et al. 2012) . These showed that the CIB brightness peaks at about 200 µm and that the integrated CIB brightness from 10 to 1000 µm is comparable to that of the cosmic optical background from 0.1 to 10 µm.
Deep source surveys have resolved a large fraction of the CIB at far-infrared to millimeter wavelengths into discrete sources that are predominantly dusty star forming galaxies at z 1 (for reviews see Dole 2005 and Casey, Narayanan, and Cooray 2014) . As wavelength increases, the relative contributions of higher-redshift sources and cooler sources to the CIB increase (e.g., Zavala et al. 2017) .
The accuracy of the direct CIB determinations is limited by the accuracy at which Galactic and interplanetary foregrounds can be modeled and subtracted from the data, and in some cases by the accuracy of zero-level calibration. Quoted uncertainties are typically 20% to 30%. For example, the amplitude uncertainty of the widely adopted 125 µm to 2 mm CIB spectrum of Fixsen et al. (1998) is ± 30%. This uncertainty limits our knowledge of the fraction of the CIB that has been resolved by source surveys.
Other determinations of the CIB have made use of CIB anisotropy measurements. Pénin et al. (2012) scaled their direct 160 µm CIB determination to 100 µm assuming that the 100 µm/160 µm color they measured for CIB fluctuations is valid for the CIB monopole. Planck Collaboration 2013 Results XXX (2014) obtained CIB estimates in five bands from 100 µm to 1380 µm using an extended halo model to extrapolate CIB power spectra determined from IRAS and Planck data to multipole l=0. Both of these analyses assume that any contribution of diffuse emission to the CIB is negligible.
In this paper, we make new, more accurate determinations of the CIB at these wavelengths using COBE/FIRAS and Planck High Frequency Instrument (HFI) data. In §2 we describe our use of FIRAS data to recalibrate the zero levels and gains of 2015 data release HFI maps. Most of the work reported here was done before the 2018 Planck data were released. Differences between the 2018 and 2015 intensity maps are small, typically at most 2-3% (Planck Collaboration 2018 Results IV 2018), so we do not expect that use of the 2018 maps would give substantially different CIB results. An attempt by the Planck team to calibrate 2013 HFI data using FIRAS data (Planck Collaboration 2013 Results VIII 2014) gave problematic results that the Planck team did not adopt or investigate further in later work and that we do not find from our analysis. In §3 we present correlations of the recalibrated HFI maps with Galactic H I 21-cm line emission, and with a linear combination of Galactic H I and Galactic Hα emission. These are used to separate the Galactic foreground emission and determine a CIB value in each of the HFI bands. The high angular resolution and sensitivity of the HFI data allow the correlations to be established more accurately and to lower H I column density than was possible with the 7
• resolution FIRAS data, resulting in significant improvement in the accuracy of the derived CIB. We also present an alternative method of CIB determination for the HFI 100 to 545 GHz bands in which the recalibrated CIB-subtracted 857 GHz map is used as a Galactic foreground emission template. In §4 we compare our CIB results with the integrated brightness of sources from ALMA, BLAST, Herschel/SPIRE, SCUBA, and SCUBA-2 observations. Our results are summarized in §5.
RECALIBRATION OF HFI MAPS
Planck was not designed to measure the monopole component of sky brightness. The zero points of the HFI maps in the Planck 2015 data release were set by a twostep process (Planck Collaboration 2015 Results VIII 2016 : (1) The HFI map from each detector was correlated with observations of Galactic H I emission for sky regions of low H I column density where H 2 is negligible. A linear fit to the correlation was extrapolated to zero H I column density to set the map zero level for Galactic emission. (2) A CIB monopole brightness calculated from the empirical galaxy evolution model of Béthermin et al. (2012b) was then added to the map. The uncertainty of the model CIB prediction was estimated to be 20%. The gain calibration was based on observations of the orbital CMB dipole in the 100 to 353 GHz bands and observations of Uranus and Neptune in the 545 and 857 GHz bands.
We use FIRAS destriped sky spectra to recalibrate the zero levels of the HFI maps in all bands and to recalibrate the brightness scale of the HFI 545 GHz and 857 GHz maps. Accurate calibration of the zero level and gain for the FIRAS data was established by interspersing sky measurements with measurements of an external blackbody calibrator that filled the FIRAS beam. We describe our preparation of the HFI and FIRAS data to produce maps that have common beam response, frequency response, and pixelization, with common CMB dipole and zodiacal light subtraction. We also describe our subtraction of the CMB monopole from the FIRAS data. We then present results of linear fits to the FIRAS-HFI correlation for each HFI band, which we use to recalibrate the HFI maps.
Planck HFI Data
We use Planck full-mission, full-channel Stokes I maps for the HFI frequency bands from data release 2.02, which were made public in 2015 at the Planck Legacy Archive. These maps have had the Planck 2015 'nominal' CMB dipole subtracted, and have had zodiacal light subtracted using a fit of the Kelsall et al. (1998) interplanetary dust cloud model to 2015 HFI data (Planck Collaboration 2013 Results XIV 2014 , Planck Collaboration 2015 Results VIII 2016 . The released 545 GHz and 857 GHz band maps are maps of intensity in MJy sr −1 at the nominal band frequency under the assumption that the spectrum νI ν is constant across the bandpass. For the 100 GHz to 353 GHz bands, we use conversion factors provided by the Planck team to convert the released maps from thermodynamic temperature in K to MJy sr −1 for constant νI ν . Thus, the intensity in each HFI band map we work with is
where ν 0 is the nominal frequency and R ν is the HFI band frequency response function. We smoothed each HFI map with the instantaneous FIRAS beam ) and then smoothed in ecliptic latitude with a 2.4 degree boxcar to account for FIRAS scan motion during the integration of a FIRAS interferogram . Each map was then degraded to HEALPix N side = 256 6 (pixel size 0.23 • ) using flat weighting and averaged over FIRAS pixels (pixel size 2.6
• ) in the COBE quadrilateralized spherical cube projection . The available FIRAS interferograms do not give dense uniform sampling for all pixels, so the mean observed position for a pixel can be significantly offset from the pixel center. As a final step, we interpolated between pixels in each map to obtain the smoothed HFI brightness value at the mean position observed by FIRAS for each pixel.
The Planck HFI observations were divided into five surveys, each covering about 6 months. We estimated uncertainties for the smoothed full-mission HFI data from the variation among smoothed individual survey maps. For each band, we formed the difference of each survey map from the full-mission map and smoothed and pixelized it as described above. We then calculated the 1σ uncertainty of the smoothed full-mission map for each FIRAS pixel as the standard error of the mean for the difference maps from the surveys in which that pixel was fully sampled. These uncertainty estimates include contributions from destriper uncertainties and far sidelobe 6 A HEALPix map is divided into 12N 2 side pixels, with each pixel of width ∼ 58.6 • /N side . See http://healpix.sourceforge.net.
uncertainties. As discussed below, they are negligible in comparison to the uncertainties for the FIRAS data.
COBE FIRAS Data
We use data from the final (pass 4) COBE project release of the FIRAS low spectral resolution destriped sky spectra, which cover 99% of the sky over frequency channels from 68 to 2911 GHz with a channel spacing of 13.6 GHz. Descriptions of the FIRAS instrument, data calibration, data processing, and pass 4 data products are given in the FIRAS Explanatory Supplement . We combine data from the FIRAS low-frequency (LOWF) and high-frequency (HIGH) destriped sky spectra datasets for the FIRAS pixels that contain data in each dataset. The two datasets share three channels in common. For each of these channels we use the dataset with the lower detector noise, the LOWF data for the 612.2 and 625.8 GHz channels and the HIGH data for the 639.4 GHz channel.
To prepare for correlation with the smoothed HFI map for each HFI band, we subtract CMB monopole, CMB dipole, and zodiacal light contributions and form a weighted average over frequency channels using weights to match the HFI band frequency response as closely as possible. Color correction is then applied to account for the difference in frequency response between the HFI band data and the channel-averaged FIRAS data. A more detailed description of this processing follows.
CMB Monopole Subtraction
We subtract the isotropic CMB blackbody spectrum from the FIRAS data for each pixel using a best-fit CMB temperature for the pass 4 FIRAS data of 2.72765 K. We use this best-fit temperature rather than the latest CMB temperature determination of 2.72548 ± 0.00057 K (Fixsen 2009 ), because there is a known bias in the pass 4 data due to an error in the original temperature determination for the FIRAS external calibrator (Mather et al. 1999 , Fixsen 2009 ).
We obtained the best-fit temperature from fits of a CMB blackbody spectrum and different Galactic dust emission models to FIRAS pass 4 destriped sky spectra from 100 to 2100 GHz and DIRBE 100 µm and 240 µm data. Before the fitting, the CMB dipole was subtracted from the data using the dipole amplitude and direction from Hinshaw et al. (2009) , and estimates of the CIB monopole, zodiacal light, Galactic free-free, and Galactic synchrotron contributions were subtracted as described in Appendix A. The data were then averaged over each of six large sky regions that exclude the Galactic plane. The fits were done as described by Odegard et al. (2016) and used either the dust emission model of Meisner and Finkbeiner (2015, MF) or the two-level systems (TLS) dust model of Meny et al. (2007) and Paradis et al. (2011) . These models both give acceptable quality fits, but the TLS model predicts progressive flattening of the dust spectrum with decreasing frequency below 300 GHz that is not predicted by the MF model.
We adopt an uncertainty of 46 µK for the best-fit CMB temperature. The uncertainty calculation is described in Appendix A. The uncertainty is dominated by the contribution from uncertainty in the CIB monopole spectrum subtraction, but also includes contributions from FIRAS and DIRBE measurement uncertainties and from differences in the fit results for the different dust emission models. We do not include a contribution from the uncertainty in the absolute temperature scale of the FIRAS external calibrator (PTP uncertainty, Brodd et al. 1997 ). This is a systematic uncertainty that does not affect the precision of subtracting the best-fit CMB monopole signal from the data. It only affects the accuracy of absolute CMB temperature determination. The CMB monopole subtraction uncertainty averaged over each HFI band is calculated from the 46 µK temperature uncertainty using the Planck team's conversion factor from thermodynamic temperature to MJy sr −1 . These uncertainties are given in Table 1 . They are included in the uncertainties of the zero levels for the recalibrated HFI maps in §2.3 and are included in the uncertainties of our CIB determinations in §3.4.
We note that our best-fit CMB temperature is consistent with the CMB temperature of 2.728 ± 0.004 K reported by the FIRAS team from analysis of the pass 4 data (Fixsen et al. 1996) . Their quoted uncertainty (and the uncertainty of the Fixsen (2009) temperature determination given above) allows for systematic errors including external calibrator temperature uncertainty that do not apply for subtraction of the best-fit monopole signal from the data.
Averaging over Frequency Channels
After CMB monopole subtraction, we average over the FIRAS frequency channels in each HFI bandpass using weights determined by fitting a linear combination of the individual FIRAS channel frequency response functions to the HFI band frequency response function. The frequency response function for a FIRAS channel is calculated as the Fourier transform of the apodization function that was applied to the co-added FIRAS interferograms before they were Fourier-transformed into spectra. We calculate the apodization function following section 5.1 of the FIRAS explanatory supplement . The apodization function is padded with zeros such that the frequency spacing of its Fourier transform is 13.6 GHz and then folded about the interferogram peak position before Fourier transformation. The fits to the HFI bandpasses are shown in Figure 1 . The channelaveraged intensity for each HFI band and each FIRAS pixel is calculated as Figure 1 . Planck HFI bandpasses (black) and effective bandpasses for channel-averaged FIRAS data (red) formed by fitting a linear combination of frequency response functions for individual FIRAS channels (gray). The last two panels show fits to truncated versions of the HFI 353 GHz and 545 GHz bandpasses, which provide alternate effective FIRAS bandpasses that exclude questionable FIRAS channels.
Color correction is applied to the channel-averaged FIRAS data to correct for the difference between the effective FIRAS bandpass and the HFI bandpass.
where ν 0 is the nominal HFI band frequency, i is the FI-RAS channel index, A i is the channel response function fit amplitude for channel i, and ∆ν is the channel width. There are potential FIRAS data quality issues for some of the FIRAS channels that fall within the HFI 353 GHz and 545 GHz bandpasses. The channels between 306 and 333 GHz may be affected by residual mirror transport mechanism ghosts. The channels between 605 and 687 GHz may be affected by a significant variation of the dichroic filter frequency response across the channel, which is not included in our calculation of the channel frequency response, or other problems (Brodd et al. 1997, Finkbeiner, Davis, and Schlegel 1999) . To check for possible effects on our results, we make alternative channel averages for these bands that exclude the questionable channels. The FIRAS data are averaged over truncated versions of the HFI bandpasses as shown in the last two panels of Figure 1 , with the 353 GHz bandpass zeroed below 333 GHz and the 545 GHz bandpass zeroed above 605 GHz.
CMB Dipole Subtraction
We subtract the CMB dipole signal from the channelaveraged data using the Planck team's 2015 nominal dipole amplitude and direction (3364.5 µK toward l = 264.00
• , b = 48.24
• , Planck Collaboration 2015 Results I 2016), their conversion factors from thermodynamic temperature to MJy sr −1 for the HFI bands, and color corrections to scale the dipole brightness averaged over the HFI band frequency response to brightness averaged over the channel-averaged FIRAS frequency response. The frequency dependence of the CMB dipole spectrum is given by dB ν (T 0 )/dT , where B ν (T 0 ) is the Planck function at the CMB monopole temperature, so the color correction for a given band is calculated as
where R ′ ν is the frequency response function for the channel-averaged FIRAS data and R ν is the frequency response function for the HFI data.
Zodiacal Light Subtraction
The interplanetary dust emission observed for a given sky pixel depends on the spacecraft's position in the interplanetary dust cloud at the time of observation. To subtract it from the channel-averaged FIRAS data in a manner consistent with that used for the HFI data, we need to evaluate the model used by the Planck team at the times of FIRAS observations. This model was determined by fitting geometrical dust cloud components of the Kelsall et al. (1998) We chose not to use the maps for survey 4 or survey 5 because the sky coverage for these surveys is less complete. For the template maps, we calculated maps of emission from the smooth dust cloud and each set of dust bands for each of the three surveys, using the published emissivity values and the released dates of observation for each survey. The templates were calculated using the mean date of observation for each pixel. Pixels that were not observed in all three surveys or that were observed over more than a 7-day period in any survey were not used in the fitting. For a given HFI band, we made a simultaneous fit of the template maps to the survey 1, survey 2, and survey 3 zodiacal light correction maps. For each survey,
where i is a survey index and j is a dust cloud component index. We determined c j values that minimize the mean square deviation of the fit from the zodiacal light correction maps. These were used to scale the published emissivity values to obtain the values listed in Table 2 . We used these emissivities to evaluate the zodiacal light model for each HFI band at the mean observation time and mean pointing direction of each FIRAS co-added interferogram. The results were averaged over FIRAS pixels, smoothed to the FIRAS beam, colorcorrected to scale from brightness averaged over the HFI band frequency response to brightness averaged over the FIRAS frequency response, and then subtracted from the channel-averaged data. The color correction factors were calculated separately for each pixel using the zodiacal light spectrum derived from the Planck team model using our emissivity values. The quality of the template fits is illustrated by Figure 2 , which compares the ecliptic latitude profile of the survey 1 zodiacal light correction map with that of the fit for each HFI band. Table 3 lists our estimated zodiacal light subtraction uncertainty for HFI zero-level calibration and CIB determination for each HFI band. We add two contributions in quadrature to obtain a total uncertainty. We include a contribution due to uncertainty in the geometry of the diffuse dust cloud and a contribution due to uncertainty in the dust emissivities. The total uncertainties are included in the uncertainties of the zero levels for the recalibrated HFI maps in §2.3 and are included in the uncertainties of our CIB determinations in §3.4. Kelsall et al. (1998) estimated uncertainties of their model predictions in the DIRBE bands at high ecliptic latitudes by comparing results of models with different diffuse dust cloud geometries that gave comparable quality fits to the time variation of the DIRBE data. They obtained an uncertainty of 0.5 nW m −2 sr −1 for the DIRBE 240 µm (1250 GHz) band.
7 We extrapolated this to each of the HFI bands to obtain the model geometry uncertainties listed in Table 3 . The extrapolation was done using the sky-averaged ratio of the Planck model prediction for the HFI band to the Kelsall model prediction for the 240 µm band, with both predictions calculated for the FIRAS observing times and pointing directions.
We note that detection of an isotropic component of zodiacal emission was reported by Kondo et al. (2016) from their analysis of AKARI 9 µm and 18 µm maps. Based on their estimated spectrum of this component, its brightness in the HFI bands is expected to be more than an order of magnitude smaller than our adopted model geometry uncertainties. Rowan-Robinson and May (2013) reported a much brighter isotropic component from their analysis of DIRBE and IRAS data at 12, 25, 60, and 100 µm. Extrapolating using the spectral shape from Kondo et al., its brightness in the HFI bands is about 0.6 of our adopted model geometry uncertainties.
For the contribution of dust emissivity uncertainties, we compare results obtained using our 2015 template fit emissivities in Table 2 with results obtained using the Planck 2018 emissivities, which were released after most of the analysis reported in this paper was completed. The 7 An alternative estimate of the DIRBE 240 µm model prediction uncertainty is given by the difference between the DIRBE 240 µm CIB value of Hauser et al. (1998) and that obtained by Wright (2004) . The main difference between these analyses is that Hauser et al. subtracted zodiacal light using the Kelsall interplanetary dust model and Wright used the model of Gorjian et al. (2000) , which included a constraint that the residual DIRBE 25 µm intensity after zodiacal light subtraction be zero at high Galactic latitude. Hauser et al. reported a 240 µm CIB value of 13.6 ± 2.5 nW m −2 sr −1 and Wright reported a value of 13 ± 2.5 nW m −2 sr −1 , so the difference is similar to the Kelsall et al. uncertainty of 0.5 nW m −2 sr −1 .
2018 emissivities are expected to be more accurate due to improvements in Planck 2018 data processing. The two sets of emissivities were used to perform two cases of zodiacal light subtraction from the FIRAS data and to obtain two sets of HFI 2015 zero-level recalibration offsets as described in §2.3. The difference between the two sets of offsets is listed as the emissivity uncertainty contribution in Table 3 . These uncertainties are primarily due to differences between the 2015 and 2018 zodiacal light models, but they also account for any errors in our template fit emissivities due to contributions other than zodiacal light to the zodiacal light correction maps. The maps include small offset effects due to differences in destriping between HFI maps with and without zodiacal light removal (Planck Collaboration 2015 Results VIII 2016).
Color Corrections
We apply color corrections to scale the channelaveraged data after subtraction of CMB monopole, CMB dipole, and zodiacal light to the HFI band frequency response. We treat this data as a sum of CIB monopole, CMB fluctuation, and Galactic emission components and we calculate separate color correction factors for each component. These are thought to be the dominant remaining contributors to the diffuse emission at HFI frequencies. Figure 3 shows estimated contributions of the most important diffuse emission components in the HFI bands for a sky region that excludes the Galactic plane.
For the CIB monopole, we adopt the spectral shape I , as in equation (2). For CMB fluctuations, we calculate an average over FIRAS channels I
CMB ν0
for each band and each FIRAS pixel using the Planck 2015 SMICA map smoothed to the FIRAS beam, the conversion factor from thermodynamic temperature to MJy sr −1 for the HFI band, and the HFI to FIRAS color correction C CMB from equation (3). We calculate the Galactic emission component for each band and pixel as the residual emission after subtraction of I CIB ν0
and I
. The FIRAS to HFI color corrections for the CIB component are calculated using the adopted CIB monopole spectrum, those for the CMB fluctuation component are 1/C CMB from equation (3), and those for the Galactic component are calculated using the foreground model from Planck Collaboration 2015 Results X (2016). For the 217 GHz and higher frequency bands, the model is dominated by thermal dust emission and we use the spectrum of this component only. For the 143 GHz band, we use the combined spectrum of the thermal dust, freefree, and synchrotron emission components. For the 100 GHz band, we use the combined spectrum of these components plus the 115.27 GHz CO line emission component. The color correction values for the CIB, CMB, and Galactic components are within 1.2% of unity for all bands and all FIRAS pixels, due to the good agreement between the HFI and FIRAS response functions ( Figure  1 ). For the truncated FIRAS response functions for the 353 and 545 GHz bands, the net color correction is typically about 0.89 and 1.14, respectively.
FIRAS-HFI correlations
We make linear fits to correlations between the FI-RAS and HFI maps processed to a common format as described above. For each HFI band, we make a series of fits for five different sky regions shown in Figure 4 . Region 5 covers the entire sky except for the exclusion of pixels with FIRAS pixel weight less than 0.4 (pixels with a small number of observations) and pixels for which the FIRAS data are contaminated by Mars or Jupiter. Region 5 includes the Galactic center, so it samples the full range of sky brightness. Region 4 excludes the same pixels as region 5 and also excludes pixels in the inner Galactic plane where |b| < 10
• and l < 120
• or l > 260
• . Regions 1, 2, and 3 exclude the same pixels as region 4 and also exclude pixels where the smoothed HFI 857 GHz map is brighter than 2.5, 5, and 10 MJy sr −1 , respectively.
For each sky region and each HFI band, we make fits is the color-corrected FIRAS data, g is the relative gain, and b is the FIRAS intercept. The fits minimize χ 2 calculated using the inverse noise covariance matrix for the band averaged FIRAS data. The calculation of the covariance matrix is described in Appendix B. In comparison to the FIRAS uncertainties, our estimated uncertainties for the smoothed HFI data are negligible. This is why I
HF I ν0
is treated as the independent variable. For the 353 GHz band, there is no significant difference in the results and we adopt those for the case where all of the channels are included. For the 545 GHz band, the higher gain values for the case where the questionable channels are included may be due to changes in dichroic filter frequency response across the channels, so we adopt results for the case where the questionable channels are excluded. Our final fit results for all of the HFI bands are shown in Figure 8 .
The results of the fitting are given in Table 4 . We made an initial set of fits with both g and b treated as free parameters. The parameter uncertainties for these fits were determined from the 68% joint confidence region in parameter space. The uncertainties listed for b do not include uncertainties in CMB monopole subtraction or zodiacal light subtraction.
For the 353 GHz and 545 GHz bands, separate fits were made for the cases where questionable FIRAS channels were either included or excluded in forming the channelaveraged FIRAS data. Comparison of the fit results for these two cases is shown in Figure 5 . For the 353 GHz band, no significant difference is seen between the results for the two cases. Thus, we find no evidence of residual mirror transport mechanism ghosts in the channels between 306 and 333 GHz, and we adopt the fit results for the case where all of the FIRAS channels were included. For the 545 GHz band, the FIRAS intercept values for the two cases are consistent within the uncertainties but the gain values are larger for the case where all of the FIRAS channels are used, by 0.9% (2.6 σ) for sky region 5. This may be a result of our neglect of dichroic filter response changes across the channels between 605 and 687 GHz, and we adopt the fit results for the case where these channels were excluded. A previous indication of a dichroic filter effect in FIRAS data appears in the differential CMB spectrum of Figure 3 of Fixsen (2009) .
For the 100 to 353 GHz bands, the values of g from our initial fits are consistent with unity and their uncertainties are larger than or comparable to the uncertainties of the 2015 HFI gain calibration (0.09%, 0.07%, 0.16%, and 0.78% at 100, 143, 217, and 353 GHz, respectively, Planck Collaboration 2015 Results VIII 2016). Thus, comparison with the FIRAS data does not place any useful constraints on the HFI gain calibration in these bands (but it does provide a check). We made a second set of fits for these bands assuming that the HFI and FI-RAS gain calibrations agree within their uncertainties. For each band we made a fit with g fixed at unity, and then made additional fits with g fixed at unity plus and minus the HFI gain calibration uncertainty to assess the effect of this uncertainty on the results. Separate fits to assess the effect of FIRAS gain uncertainty are not needed. This effect is included in the parameter uncertainties from our fits since the FIRAS bolometer model gain uncertainty and calibration model emissivity gain uncertainty are included in the FIRAS noise covariance matrix (see Appendix B). The uncertainty values listed in Table 4 are the quadrature sum of the uncertainty from our fit and the contribution of HFI gain uncertainty. The second set of fits provide more precise determinations of b than our initial fits because they are not affected by degeneracy between b and g.
For the 545 and 857 GHz bands, the uncertainties in g from our initial fits are generally much smaller than the HFI gain calibration uncertainty (6.1% at 545 GHz and 6.4% at 857 GHz). For these bands, we made a second set of fits with g fixed at 1.0164±0.0030 for 545 GHz and 1.0187 ± 0.0025 for 857 GHz. These adopted values are averages of the results of our initial fits for sky regions 4 and 5 at 545 GHz and regions 3 and 4 at 857 GHz, and at each frequency the adopted uncertainty encompasses the uncertainties from our initial fits for the two regions. The initial fit result for region 5 at 857 GHz was not used because of the high χ 2 for this fit. The initial fit results for the smaller sky regions were not used because of their larger uncertainties, but they are consistent with the adopted g values.
We note that our adopted g results at 545 and 857 GHz are not in conflict with checks of the 2015 Planck calibration presented in Planck Collaboration Intermediate Results XLVI (2016) using measurements of the solar CMB dipole and the first two peaks in the CMB angular power spectrum in the Planck bands. For the 545 GHz band they found that a calibration based on these CMB measurements is consistent with the 2015 calibration within about 1.5%, and for the 857 GHz band they concluded that the consistency is within 2.5%.
The degree of linearity between the FIRAS and HFI data is illustrated in Figure 6 . The figure shows the correlation between FIRAS and HFI data for sky region 5 for each HFI band and fractional residuals from the fixed g fit for each band as a function of HFI brightness. Based on the bin-averaged fractional residuals shown in the bottom panels, deviations from linearity are small. In the 353 to 857 GHz bands they are at most about 2%. Figure 7 shows maps of the fixed g fit residuals for region 5. The most prominent features appear toward the inner Galactic plane in the high frequency bands. At 857 GHz there is some systematic variation with Galactic longitude, with peak-to-peak amplitude of about ±5%. The degree of linearity and the tightness of the correlations that we find are much better than previously found by Planck Collaboration 2013 Results VIII (2014) Fit parameter results for both the initial fits and the fixed g fits are plotted in Figure 8 . Instead of the FIRAS intercept b, the top panels of the figure show the HFI offset given by b/g. This is the offset to be added to the HFI map to make its zero level consistent with that of the FI-RAS data after CMB and zodiacal light subtraction. For each HFI band, the HFI offset values from region to region are consistent within the fit uncertainties. We adopt an average of the offset values from the fixed gain fits for regions 1 and 2, and we adopt a fit offset uncertainty that encompasses the uncertainties from these fits for these regions. The adopted fit uncertainty range is shown by the dashed lines in the top panels, and our adopted HFI offset values and gain values are listed in Table 5 . For the HFI offsets, the table lists both the uncertainty from the fit and the total uncertainty calculated as the quadrature sum of fit uncertainty, CMB monopole subtraction uncertainty, and zodiacal light subtraction uncertainty. We apply the HFI offsets and gains from Table 5 to the Planck data release 2.02 zodiacal light subtracted HFI band maps to obtain recalibrated maps that we use for CIB determination.
The reduced χ 2 values are less than unity for most of our fits for the 217, 353, and 545 GHz bands, indicating that the FIRAS uncertainties we are using are overestimated in these bands. We have made test fits with the FIRAS covariance matrix scaled such that the reduced χ 2 becomes unity. This has negligible effect on the fit parameter values but would give a small decrease in fit parameter uncertainties (by about 10% at 217 GHz).
3. CIB DETERMINATION We separate the CIB from Galactic foreground emission in each of the recalibrated, zodiacal light subtracted HFI band maps using correlations with different template maps that trace the foreground emission.
CIB values are first obtained by correlating each HFI band map with Galactic H I column density for selected sky regions. The Galactic foreground at these wavelengths is dominated by thermal emission from interstellar dust grains in equilibrium with the interstellar radiation field. Many studies have shown that Galactic H I is a good tracer of this foreground for regions of the diffuse interstellar medium (e.g., Boulanger and Perault 1988 , Boulanger et al. 1996 , Planck Collaboration Intermediate Results XVII 2014 ) and correlations with H I have been widely used in previous CIB determinations at far-infrared to millimeter wavelengths. The correlations are made for regions where H 2 column density is expected to be negligible and where intermediate velocity and high velocity gas does not contribute significantly to the H I column density, since the emissivity per H atom is lower than normal for gas at these velocities (e.g., Burton 1990, Planck Collabora-tion Early Results XXIV 2011) . We select regions limited to N HI < 3 × 10 20 cm −2 , where correlations between farinfrared emission and H I for large sky regions are linear (Boulanger et al. 1996) . Excess emission relative to N HI at higher H I column densities has been attributed to emission from dust associated with molecular hydrogen or to nonnegligible optical depth in the 21-cm line (e.g., Deul and Burton 1993 , Reach et al. 1994 , Boulanger et al. 1996 . For some small sky regions correlations have shown excess emission at lower H I column densities, e.g., starting at about 2.0 × 10 20 cm −2 for the Lockman Hole .
Correlation with H I does not take into account any dust emission that may come from the warm ionized phase of the interstellar medium and is not spatially correlated with H I. H II column density is on average about one-third of H I column density at high Galactic latitudes (Reynolds 1991) , and the depletion studies of Howk and Savage (1999) and Howk, Sembach, and Savage (2003) suggest that the dust-to-gas mass ratio in the warm ionized medium is similar to that in the warm neutral medium, provided that the source of ionization for the warm ionized medium along the lines of sight they studied is photoionization by OB stars. These results suggest that dust emission from the warm ionized medium may be significant. Studies that have correlated high latitude far infrared or submillimeter observations with a combination of H I and Hα observations, H I and pulsar dispersion measures, or H I and [CII] 158 µm observations have found CIB values that are not significantly different from CIB values obtained from correlation using H I only , Fixsen et al. 1998 , Odegard et al. 2007 ). However, this may be due to shortcomings of these observations as tracers of dust emission from the ionized medium.
Planck Collaboration Early Results XXIV (2011) and Planck Collaboration Early Results XVIII (2011) presented evidence that any dust emission from the ionized medium not correlated with H I is small for regions they studied that have mean H I column density less than 2 × 10 20 cm −2 . Residual maps after correlating Planck 353, 545, and 857 GHz data with Green Bank H I for these regions have angular power spectra that vary as k −1 , characteristic of CIB anisotropies and much flatter than the k −3 spectrum of interstellar dust emission. Furthermore, probability density functions of the residual maps are consistent with a Gaussian distribution and their widths have very small scatter from field to field, showing no evidence of residual interstellar dust contamination. However, from correlations of Planck 353, 545, and 857 GHz data and IRAS 100 um data with H I data for a much larger sky region, Planck Collaboration 2013 Results XI (2014) found excess dust emission at H I column densities less than 1 × 10 20 cm −2 , which they suggested may be emission from dust in the ionized medium. We address the effect of this foreground component on CIB determinations by correlating each HFI band map with a linear combination of H I and Hα data, and we discuss possible systematic errors due to shortcomings of Hα as a tracer of emission from dust in the ionized medium.
As a check on our results, we obtain another set of CIB values for the 100 to 545 GHz bands by correlating the recalibrated map in each of these bands against the recalibrated 857 GHz map with the CIB value from the H I and Hα correlation analysis subtracted. This 857 GHz map traces dust emission from all phases of the interstellar medium, and hence the correlations can be made over larger sky regions than the correlations with H I or H I and Hα. A similar analysis was used by Planck Collaboration 2013 Results VIII (2014) in determining Galactic zero levels for the 2013 data release HFI maps.
HFI-H I Correlations
3.1.1
. Data Selection and Preparation
We use H I data from the all-sky HI4PI survey (HI4PI Collaboration 2016), which is based on data from the Effelsberg-Bonn H I Survey (EBHIS) first data release (Winkel et al. 2016 ) and the third revision of the Galactic All-Sky Survey (GASS, Kalberla and Haud 2015) . This is currently the best available all-sky H I survey, with full spatial sampling of the sky, corrections applied for stray radiation, and angular resolution of 16.2 ′ . We use the publicly available H I column density map in HEALPix format, which the HI4PI collaboration produced by integrating the spectroscopic data over a velocity range that includes all significant Galactic emission assuming that the line emission is optically thin. For column density uncertainties, we adopt the estimate of typical EBHIS column density uncertainty as a function of column density by Winkel et al. (2016) from comparison of independent EBHIS observations in overlap regions between different EBHIS fields. This gives a fractional uncertainty of 7.3% at N HI = 1 × 10 20 cm −2 , decreasing to 3.3% at N HI = 3 × 10 20 cm −2 . We smooth each of the recalibrated HFI band maps to match the resolution of the HI4PI map. For the 100, 143, 217, and 353 GHz maps, we subtract a CMB anisotropy map smoothed in the same way using either the SMICA CMB map, the NILC CMB map, or the Commander CMB map from the Planck team's 2015 data release. For 545 and 857 GHz, the contribution of CMB anisotropy to the total emission is negligible and we do not subtract it. We then degrade the HFI and HI4PI maps to HEALPix N side = 512 (pixel size 6.9 ′ ) using flat weighting, and use these data to form HFI-H I correlations for selected sky regions. We estimate measurement uncertainties for each of these HFI band maps from the variation among individual survey maps that have been smoothed and pixelized in the same way, following the method described in §2.1.
We consider three sky regions with different cuts on H I column density to exclude regions of significant H 2 column density or significant H I optical depth, 2.0×10 20 cm −2 , 2.5 × 10 20 cm −2 , and 3.0 × 10 20 cm −2 . For each N HI cut, we also exclude the following. (1) We exclude regions with significant intermediate velocity and high velocity gas. Following Wakker (2004), we identify intermediate and high velocity H I emission for a given line of sight as emission for which the observed LSR velocity deviates by more than 35 km s −1 from the range of LSR velocity that is allowed according to a simple Galactic rotation model. We use the HI4PI spectral data to form an H I column density map for intermediate and high velocity gas defined in this way and exclude regions where this is greater than 10% of the total Galactic H I col- umn density. (2) We exclude the low velocity part of the Magellanic stream using a mask of 10
• radius centered on l = 324.6
• , b = −79.7
• as used by Planck Collaboration Intermediate Results XVII (2014) . (3) We exclude pixels within a 16.2 ′ radius of bright point sources, using source positions and fluxes from the second Planck Catalog of Compact Sources and flux thresholds of 120, 170, 250, 400, 600, and 1000 mJy at 100, 143, 217, 353, 545, and 857 GHz, respectively. The regions that we use for 857 GHz -H I correlations are shown in panel (a) of Figure 9 .
Analysis
For each sky region and each HFI band, we make a linear fit of the form
where I HFI is the smoothed recalibrated HFI data with zodiacal light and CMB anisotropies subtracted. The fits are made using a procedure that minimizes χ 2 calculated using uncertainties in both variables (Press et al. 1992) . We use an iterative procedure similar to that described by Arendt et al. (1998) , in which the N HI cut is applied using a cut line that is perpendicular to the fit line on a plot where each variable is divided by its uncertainty. Planck Collaboration Intermediate Results XVII (2014) have shown that the scatter in high latitude HFI 857 GHz -H I correlations is dominated by CIB fluctuations and variations of dust emissivity per neutral H atom, so for uncertainties in I HFI we use
where p is a pixel index, σ meas,p is our HFI measurement uncertainty estimate for each pixel, σ CIB is the rms CIB fluctuation estimated from CIB anisotropy map simulations, and σ inflate is a noise inflation term that we adjust such that the fit gives a value of unity for χ 2 per degree of freedom.
The CIB map simulations are based on CIB power spectrum measurements from Planck Collaboration 2013 Results XXX (2014). We used their CIB bandpowers for multipole bins covering the range 150 < l < 787 for the 143, 271, 353, 545, and 857 GHz bands. (Measurements are not available for 100 GHz and we set σ CIB to zero for this band.) For each frequency, we fit the measured power spectrum with the sum of a halo model spectral template from Mak et al. (2017) plus a constant to obtain a power spectrum for individual l values from 2 to 1160. The spectral templates are available at 353, 545, and 857 GHz and vary only slightly with frequency. We used the 353 GHz template for the fits to the 143 and 217 GHz power spectra. The spectral template fits were used to generate simulated CIB anisotropy maps with 16.2 ′ resolution FWHM. The σ CIB values obtained from these maps are listed in Table 6 , together with mean σ meas values and σ inflate values for the 2.5 × 10 20 cm −2 N HI cut sky region. For each of the 100 to 353 GHz bands, the σ inflate value listed is an average of the values used for the different cases of CMB map subtraction. The spectrum of the σ inflate values is somewhat flatter than a characteristic interstellar dust spectrum, so in the lower frequency bands σ inflate probably accounts for residual CMB fluctuations in addition to dust emissivity variations.
We obtain fit parameter uncertainties from the 68% joint confidence region in parameter space, but for the fit intercepts we adopt more conservative uncertainties based on the variation among intercept values from separate fits made for subsets of the selected sky region. We divide each sky region into six subregions defined by 0
• < l < 120
• , 120 • < l < 240
• , and 240 • < l < 360
• for b < 0 • and the same longitude ranges for b > 0 • . We adopt a weighted standard deviation of intercept values for the six subregions as our uncertainty estimate. This is calculated as the square root of the unbiased estimator of weighted variance for weights given by 1/σ 2 i , where σ i is the intercept fit uncertainty for subregion i.
Results
Figure 10 shows our linear fits to the HFI -H I correlations for the three sky regions, for the case where the SMICA CMB map was subtracted from the 100, 143, Figure 10 . Linear fits to correlations between recalibrated, zodiacal light subtracted HFI data and H I column density for cuts on N (H I) of 2.0 × 10 20 cm −2 (left panels), 2.5 × 10 20 cm −2 (center panels), and 3.0 × 10 20 cm −2 (right panels). The Planck SMICA CMB map was subtracted from the HFI data for the 100, 143, 217, and 353 GHz bands. The contours show the density of points for individual pixels, and the contour levels are 5%, 15%, 35%, 55%, 75%, and 95% of the peak density for each panel.
217, and 353 GHz data. The correlations for NILC CMB subtraction appear similar; those for Commander CMB subtraction are somewhat tighter at the lowest frequencies. None of the correlations show any significant excess dust emission relative to the fit at the higher column densities, so any contribution from H 2 associated dust or any effect of 21-cm line optical depth appears to be small. Figure 11 shows the fit parameters as a function of N HI cut. The intercept results are consistent within the adopted uncertainties for the different cuts, and for the different CMB subtractions for each cut. In the lower frequency bands, the HI coefficients for the different CMB subtractions vary by more than the fit uncertainties. We adopt the results for the 2.5 × 10 20 cm −2 cut. For the 100 to 353 GHz bands we adopt straight averages of the intercept values, intercept uncertainties, and HI coefficients for the different CMB subtractions, and we adopt increased HI coefficient uncertainties that encompass the fit results for the different CMB subtractions. These adopted fit parameters are listed in Table 6 .
Correlations with H I and Hα

Data Selection and Preparation
We correlate data from each recalibrated HFI band map with a linear combination of H I and Hα data. We use Hα data from the Wisconsin H-Alpha Mapper (WHAM) all-sky survey first data release (Haffner et al. 2003 , Haffner et al. 2010 , Haffner et al. 2018 ). The WHAM instrument has a 1
• diameter field of view, and the survey was made on a regular Galactic coordinate grid with pointings separated by 0.98
• /cos b in l and 0.85
• in b. We use the velocity integrated data provided by the WHAM team. The velocity range used, −80 < v LSR < 80 km s −1 , includes all significant Galactic emission for the pointings that we use in our analysis.
We apply approximate corrections for extinction and for scattered Hα as described by Bennett et al. (2013) . The extinction correction assumes that Hα emission and extinction are uniformly mixed along each line of sight. The correction for scattered Hα is based on correlations between Hα and 100 µm emission found by Witt et al. (2010) for selected intermediate latitude dust clouds and by Brandt and Draine (2012) for Sloan Digital Sky Survey blank sky regions at intermediate to high Galactic latitudes. It assumes that the spatial variation of the illuminating Hα radiation field in the Galaxy is similar to that of the radiation responsible for dust heating, so that the 100 µm dust emission map of Schlegel et al. (1998) can be used as a tracer of scattered Hα. For the pointings used in our analysis, the extinction correction is less than 6%. The scattering correction is generally between 0.05 and 0.2 Rayleigh 8 , and the median scattering correction is 16%.
We use HFI and H I maps as described in §3.1. We smooth them to WHAM resolution using a smoothed top-hat approximation for the WHAM beam response from Finkbeiner (2003) , and then sample them at the position of each WHAM pointing. For the HFI 100, 143, 217, and 353 GHz maps, we subtract a SMICA, NILC, or Commander CMB anisotropy map smoothed and sampled in the same way. We estimate measurement uncertainties for the smoothed HFI data from the variation among individual survey maps that have been smoothed and sampled in the same way, following the method described in §2.1. We estimate uncertainties for the smoothed H I data based on the Winkel et al. (2016) results for EBHIS column density uncertainty as a function of column density, which they found to be approximately consistent with a combination of thermal noise and a calibration uncertainty of about 2%. We subtracted the calibration uncertainty component, scaled the residual component to account for smoothing to WHAM resolution assuming that it is Gaussian thermal noise, and then added the calibration uncertainty back to obtain our adopted uncertainty of the smoothed H I data as a function of column density.
We use three nested sky regions defined by the same cuts on H I column density as used for the HFI -H I correlations. We exclude regions with significant intermediate velocity and high velocity gas as before using intermediate and high velocity column density maps smoothed to WHAM resolution, and we exclude the Magellanic stream as before. We exclude WHAM pointings that are within 0.6
• of any bright HFI point source, using the same flux thresholds as in §3.1.1. We exclude pointings that are flagged as potentially contaminated by a bright star and pointings that were identified as WHAM point sources by Reynolds et al. (2005) . We exclude pointings that sample the H II region around α Vir (Reynolds 1985) using an exclusion radius of 11
• centered on l = 316
• , b = +55
• , since this region may not be representative of the general diffuse ionized medium. Other faint, high latitude H II regions identified in the WHAM data by Haffner (2001) are excluded by the cuts on H I column density or by the WHAM point source exclusions. The regions that we use for the correlations of 857 GHz data with H I and Hα are shown in Figure  9 (b).
Analysis
where I HFI , N HI , and I(Hα) are the data described above for the selected WHAM pointings. The fits are made as described in §3.1, minimizing χ 2 calculated using uncertainties in all of the variables. We adopt uncertainties in I HFI as given by equation (7) using σ CIB values from the simulated CIB anisotropy maps described in §3.1 smoothed to WHAM resolution, and with σ inflate again adjusted to give χ 2 per degree of freedom of unity. For the I(Hα) uncertainties we use the measurement uncertainties provided in the WHAM data release, which do not include systematic or calibration uncertainties. Systematic errors associated with removal of geocoronal and atmospheric emission lines from the WHAM spectra can be larger than the measurement uncertainties but are typically less than 0.1 R. We find that adding an uncertainty of 0.1 R to the measurement uncertainty for each WHAM pointing has negligible effect on the parameter values from the fitting. We adopt fit uncertainties from the 68% joint confidence region in parameter space for the H I and Hα coefficients. For the intercepts, we adopt more conservative uncertainty estimates from the variation among intercept values from separate fits for six subregions as described in §3.1. Figure 12 shows the fit parameters as a function of N HI cut. The intercept results are consistent within the adopted uncertainties for the different cuts, and for the different CMB subtractions for each cut. Figure 13 compares the intercepts and H I coefficients with those obtained from the H I fits in §3.1. For 100 to 353 GHz the results have been averaged over the different CMB subtractions, and we have adopted increased uncertainties for the H I and Hα coefficients that encompass the fit results for the different CMB subtractions. The intercepts and H I coefficients from the fits including Hα are slightly smaller than those from the H I fits. The Hα coefficients are significantly greater than zero in the higher frequency bands, and the shape of the Hα coefficient spectrum is consistent with that of the H I coefficient spectrum. These results are indications that Hα is tracing some dust emission from the ionized phase of the interstellar medium that is not spatially correlated with H I, and that the fits including Hα do a better job of tracing the total Galactic foreground emission than the fits using H I only. This is shown more directly in Figure 14 , which compares the Hα map used in our analysis for the N HI cut of 2.5 × 10 20 cm −2 with the 857 GHz residual map from the combined H I and Hα fit and an 857 GHz residual map from an H I-only fit at WHAM resolution for the same WHAM pointings. It shows a clear correlation between the Hα map and the residual map from the H I-only fit, and improvement in the residual map when Hα is included in the fit. The rms residual is 0.120 MJy sr −1 for the H I-only fit and 0.101 MJy sr −1 for the H I and Hα fit. There is similar fractional improvement for the 353 and 545 GHz bands and smaller fractional improvement for the lower frequency bands. The improvement in the residuals is largely due to improvement in the area of highest Hα brightness, but for fits with pixels brighter than 3 R excluded the 857 GHz rms residual still improves from 0.106 MJy sr −1 fitting with H I only to 0.101 Figure 14 . Comparison of the Hα map corrected for extinction and scattering (top), a map of residual 857 GHz emission after an H I fit is subtracted (middle), and a map of residual 857 GHz emission after a combined H I and Hα fit is subtracted (bottom), for the sky region set by the N HI cut of 2.5 × 10 20 cm −2 . This shows correlation between the Hα map and the H I fit residual map, and improvement in the residual map when Hα is included in the fit.
Results and Discussion
MJy sr −1 fitting with H I and Hα. Based on these comparisons, we favor the results from the combined H I and Hα fits over those from the H I fits in §3.1, and adopt the fit intercepts for the 2.5 × 10 20 cm −2 cut as our preferred CIB values in the HFI bands. The fit parameters for this cut are listed in Table  7 . The uncertainties listed are fit uncertainties. Total CIB uncertainties are presented in §3.4.
Following Lagache et al. (2000) and Odegard et al. (2007) , we use a ratio of I(Hα)/N (H + ) = 1.15 R/10 20 cm −2 to convert the Hα coefficient values from our fits to emissivity per H + ion, ǫ(H + ). This is the mean ratio of Hα intensity to pulsar dispersion measure found by Reynolds (1991) for four high latitude lines of sight toward pulsars at z > 4 kpc (greater than the warm ion- ized medium's scale height of 0.9-1.8 kpc, e.g., Haffner et al. 1999 , Berkhuijsen and Müller 2008 , Gaensler et al. 2008 , Savage and Wakker 2009 . It corresponds to an effective electron density, n ef f ≡ n 2 e ds/ n e ds, of 0.08 cm −3 for an electron temperature of 8000 K, no extinction, and no scattered Hα. The I(Hα)/N (H + ) ratio ranges from 0.75 to 1.9 R/10 20 cm −2 for the lines of sight studied by Reynolds, so the measurement uncertainty for the conversion factor is large.
We also note a possible systematic error for the conversion factor. A value higher than the mean I(Hα)/N (H + ) ratio (corresponding to a higher n ef f ) may be more appropriate if the correlation between dust emission and Hα brightness is preferentially determined by regions of the warm ionized medium with higher than average density, such as the Hα emitting regions associated with H I clouds studied by Reynolds et al. (1995) with densities of about 0.2-0.3 cm −3 . This would be expected if the abundance of dust decreases with decreasing gas density in the warm ionized medium, as has been inferred for the neutral atomic medium from interstellar absorption line observations (e.g., Jenkins 1987, Savage and Sembach 1996) . It has been suggested for the ionized medium by Howk and Savage (1999) based on the variation of aluminum depletion with mean electron density they found for two lines of sight that sample the warm ionized medium and three lines of sight that sample low density H II regions around early type stars. Figure 15 shows a comparison of the spectrum of the emissivity per H + ion using this conversion factor with the spectrum of emissivity per neutral H atom ǫ(H 0 ) as given by the H I coefficients a 2 from our fits. The spectral shapes are consistent, so there is no evidence for differences in the mean radiation field or mean dust optical properties between the neutral and ionized gas phases. The emissivity per H + values are about 20% of the emissivity per H 0 values. This result is consistent with the upper limit of 40% for the 100 µm ǫ(H + )/ǫ(H 0 ) ratio found by Odegard et al. (2007) from analysis of DIRBE, WHAM Hα, and H I observations for a much smaller sky region. They discussed possible explanations for their low derived ǫ(H + )/ǫ(H 0 ) ratio. Available evidence suggested that it is at least partly due to a lower dust-to-gas mass ratio in the ionized medium than in the neutral medium and partly due to a shortcoming of using Hα as a tracer of emission from dust in the ionized medium. Error in the adopted I(Hα)/N (H + ) conversion factor could also contribute. Another possible factor is that the H I fit coefficient may overestimate ǫ(H 0 ) somewhat if there is a component of dust emission from the ionized medium that is correlated with N (H I). If Hα is not a good tracer, they showed that a correlation analysis like ours using H I and Hα would be expected to underestimate the emissivity per H + ion and overestimate the CIB. Appendix C presents an estimate of the possible effect on our CIB results, which suggests that it is smaller than our adopted CIB uncertainties.
Correlations with HFI 857 GHz
An alternative correlative analysis method utilizes a modified HFI 857 GHz map as the Galactic dust emission template. The 857 GHz CIB value from the H I and Hα analysis is subtracted from the recalibrated, zodiacal light subtracted 857 GHz map to form the template. This serves as a more complete tracer of the ISM than H I or H I and Hα templates.
For each of the 100 to 545 GHz HFI band maps, we perform a linear least-squares fit of the form
where a 3 and c 3 are the outlier resistant slope and intercept, I 857 is the 857 GHz template, and I HFI represents recalibrated HFI map data from which zodiacal emission has been subtracted. CMB anisotropies are also removed from the 100, 143, 217, and 353 GHz data, using three different map estimates (SMICA, Commander, NILC) as a means of characterizing CMB removal error. The CMB contributions to 545 and 857 GHz are ignored as subdominant. All maps have been smoothed to a common resolution of 16.2 ′ as described in §3.1. For the fitting, we adopt uncertainties appropriate for each frequency, including HFI measurement uncertainty calculated as described in §2.1, CIB anisotropy noise estimated from simulations as described in §3.1.2, and uncertainty in the CMB anisotropy subtraction due to HFI measurement uncertainty, estimated from simulations. We make separate fits for four nested sky regions to assess stability of the results as a function of analyzed sky fraction. Each region is defined by the union of a diffuse emission 857 GHz intensity threshold, a point source mask for 857 GHz, and a point source mask for the HFI band being fit. The adopted point source masks are the same as those described in §3.1. Intensity cuts of 2.5, 3.5, 5, and 7 MJy/sr were selected for the recalibrated 857 GHz map prior to CIB subtraction. The analyzed sky fraction is about 41%, 52%, 61%, and 68% for the four regions, although precise values vary with the point source mask adopted for each frequency. A map of the four regions used for 545 GHz is shown in Figure 9 (c).
We fit for the slope a 3 and intercept c 3 for each sky cut and, where applicable, each case of CMB anisotropy subtraction. Figure 16 illustrates the correlations and fitting results for all frequencies and sky cuts for the case of SMICA CMB removal. For each frequency, the results for the different sky cuts and CMB subtractions are in good agreement, so we adopt the mean of the a 3 and c 3 values from the different fits. The rms scatter about the mean is adopted as the estimated fit uncertainty, σ fit . This is only approximate since results for different nested regions are not fully independent. In the case of the intercept, the quoted fit uncertainty also includes a contribution from the fit uncertainty for the adopted 857 GHz CIB from Table 7 . The fit results are shown in Table 8 .
We use simulations to characterize potential bias in the fit intercept c 3 as a measure of the CIB due to any largescale imperfections in foreground removal resulting from spatial variations of the dust emission spectrum, or due to neglect of synchrotron and free-free foregrounds. The latter effect is of little concern for HFI bands above 217 GHz.
Each simulated sky realization contains Galactic emission, Gaussian noise, and CIB contributions, but assumes perfect CMB and zodiacal light removal. The random number seed for the noise and CIB anisotropy generation is changed for each sky realization, while the Galaxy model remains unchanged. To simulate the Galactic emission in each HFI band, we use the Planck GNILC (Planck Collaboration Intermediate Results XLVIII 2016) dust maps at 857, 545, and 353 GHz to model dust emission at these frequencies, but normalize their zero points to those of the Meisner & Figure 16 . Correlations of recalibrated HFI maps against the 857 GHz dust emission template. Each row corresponds to a single frequency, and each column represents one of the four sky mask data selections (see text), with the largest sky area on the left and the smallest area on the right. The SMICA estimate of the CMB has been removed from the 100-353 GHz data before fitting. Contours show the density of points for individual pixels, and the contour levels are 1%, 5%, 15%, 35%, 55%, 75%, and 95% of the peak density for each panel. The red line is the linear fit to the data. Data are plotted on a scale designed to illustrate the stability of the fit intercept with sky cut. is the error in recovering the CIB monopole attributed to Galaxy removal systematics based on simulations. Finkbeiner (2015) Galactic thermal dust emission model. For 100, 143, and 217 GHz, we use the Meisner & Finkbeiner (2015) dust model itself, evaluated at the appropriate effective frequency for each band. We evaluate the 2015 Planck Commander temperature component model (Planck Collaboration 2015 Results X 2016 to form maps of the contributions from synchroton and free-free emission and add them to the dust maps at each frequency.
Simulated maps for ten realizations are processed in the same way as the HFI data. For each HFI band, the difference between the mean of the ten recovered fit intercepts and the known input CIB monopole is obtained for each sky cut, and the mean of the absolute differences for the four cuts is taken as an estimate of the potential bias in c 3 as a measure of the CIB, σ sim c3 . This is listed in Table 8 . For each band, it is comparable to the fit uncertainty σ fit c3 . The intercepts from the 857 GHz template fits are consistent with our adopted CIB values from the H I and Hα fits within the combined fit uncertainties and potential bias (Tables 7 and 8 ). The 857 GHz template method is not fully independent since it uses the 857 GHz CIB from the H I and Hα fit, and any error in this value would be propagated to the result for each of the 100 to 545 GHz bands. We prefer the H I and Hα fit results because they provide independent CIB determinations for each HFI band.
Summary of CIB Results
Our adopted CIB values and uncertainties are listed in Table 9 . Column 1 lists the CIB in each HFI band as given by the intercept from our fit to the recalibrated HFI data using H I and Hα. The total uncertainty listed in column 1 is the quadrature sum of the uncertainty contributions listed in columns 2 to 5. These are CMB monopole subtraction uncertainty from Table 1, zodiacal light subtraction uncertainty from Table 3 , fit uncertainty for the HFI zero-level offset from Table 5 , and Galactic foreground subtraction uncertainty as given by the uncertainty in the fit intercept from Table 7 . CMB subtraction uncertainty is the main contribution for the 100 to 353 GHz bands. Galactic foreground subtraction uncertainty is the main contribution for the 857 GHz band. For 545 GHz the main contributions are HFI offset uncertainty and Galactic foreground uncertainty. The total CIB uncertainty is 11%, 5%, and 6% of the CIB for the 353, 545, and 857 GHz bands, respectively, significantly smaller than for previous direct CIB determinations in this frequency range (Fixsen et al. 1998 , Gispert et al. 2000 . The CIB values are averages over the HFI bands as given by equation (1). Column 6 gives color correction factors from Planck Collaboration 2013 Results XXX (2014) for the CIB spectrum predicted by the Béthermin et al. (2012b) galaxy evolution model.
Our CIB results with these color corrections applied are compared to previous direct determinations of the CIB at far infrared to millimeter wavelengths in Figure 17 . Our results are consistent within the uncertainties with previous determinations using FIRAS data by Fixsen et al. (1998) and Lagache et al. (1999) . The uncertainties quoted for these previous results are ∼ 30% or larger (see also Gispert et al. 2000 ), but we believe that they are underestimated at low frequencies because a contribution from CMB subtraction uncertainty was not included.
COMPARISON WITH SOURCE COUNTS
Source number counts provide a key input toward understanding and modeling galaxy formation and evolution. A common metric is the cumulative contribution of integrated source intensities to the CIB as a function of source flux and frequency. However, the fraction of the CIB that may be attributed to resolved extragalactic sources is as yet uncertain. At its most basic level, the computation requires accurate source counts over a wide flux limit range. Observational impediments in obtaining these source counts include source confusion, instrument sensitivity limitations, and small sample sizes (cosmic variance). With the advent of improved spatial resolution and sensitivity from observations such as those from ALMA and SCUBA-2, estimates of integrated source contributions to the CIB have been evolving rapidly in the literature.
We list a sample of published integrated source count results in Table 10 . This is by no means a comprehensive list. In addition to selecting for those results at frequencies within the HFI spectral range, we also have attempted to quote results in the literature that are expected to be least affected by bias introduced from cosmic variance (sample variance). For a contiguous sky region, this requires a fairly large observed sky area and, for example, excludes several of the newer ALMA results based on analysis of a single area of a few square arcminutes or less. We include recent results from ALMA that have adopted the approach of analyzing multiple spatially separated pointings in order to reduce bias from cosmic variance. In these cases, as noted by e.g. Hsu et al. (2016) , small scale clustering may still be a concern for bias. In the table, we list results for resolved source counts integrated to a flux limit, including stacking methods. These serve as lower limits to the CIB. When provided, results are also listed from the authors' extrapolation of the number counts to lower flux based on expected source count turnover and a fitting function.
Number counts using newer sensitive high-resolution observations have been shown to be in tension with older, lower-resolution surveys of the same sky region. Wang et al. (2017) note that SCUBA-2 number counts at 450 µm are shifted lower than those of Herschel/SPIRE at both 350 and 500 µm, and hypothesize that source blending and/or clustering may have resulted in higher Herschel/SPIRE counts. Simulations conducted by Bethermin et al. (2017) concur with this conclusion, finding that the number counts measured by Herschel at 350 and 500 µm between 5 and 50 mJy are biased toward high values roughly by a factor of 2.
Discrepancies can also exist among interferometric determinations. The ALMA number counts derived by Fujimoto et al. (2016) and Oteo et al. (2016) disagree by a factor of two at the same flux level. Oteo et al. (2016) suggest differing detection limits and treatment of flux boosting (noise bias) as reasons for the discrepancy. Hatsukade et al. (2018) compile cumulative source counts from their own ALMA survey sample and several published ALMA results at 870 µm and 1.2 mm and derive a Schechter function fit at 1.2 mm with associated 1σ uncertainty. Although they find that the Oteo et al. Figure 17. Comparison of CIB results from this paper with previous direct CIB determinations at far-infrared to millimeter wavelengths. The diamonds show our color-corrected CIB results. The solid curve shows a modified blackbody fit to our results and the higher frequency data points shown. The dashed curve shows the Fixsen et al. (1998) modified blackbody fit to their CIB spectrum, and the dotted curve shows the modified blackbody fit of Gispert et al. (2000) to the CIB spectrum determined by Lagache et al. (1999) . Other determinations shown are from analysis of COBE/DIRBE observations at 140 and 240 µm (Hauser et al. 1998 ), DIRBE observations transformed to the FIRAS photometric system (Dole et al. 2006) , ISOPHOT observations at 150-180 µm (Juvela et al. 2009 ), AKARI observations at 140 and 160 µm (Matsuura et al. 2011) , and Spitzer/MIPS observations at 160 µm (Pénin et al. 2012 Table 10 .
In Figure 18 , we show our direct CIB determinations along with the source count integrated brightness results compiled in Table 10 . For comparison purposes, we also show the model predictions of Béthermin et al. (2012b) and Khaire and Srianand (2019) . Our CIB results are most useful for comparison with integrated source count brightness results from 353 to 857 GHz, where the fractional CIB uncertainties are lowest. We compare the SCUBA and SCUBA-2 results with our CIB results. We estimate the CIB at 666 GHz (450 µm) to be 0.44 MJy sr −1 from a modified blackbody fit to our CIB results and the 140 to 240 µm data points in Figure 17 , I ν = 2.73 × 10 −6 (ν/500 GHz) 0.315 B ν (23.3 K), and we adopt an uncertainty of 6%. For the ratio of integrated source brightness to CIB at 666 GHz, we obtain values of 85 +37 −22 %, 58 +12 −11 %, and 67% ± 13% using the results of Chen et al. (2013) , Hsu et al. (2016) , and Wang et al. (2017) , respectively. For the ratio at 353 GHz, we obtain 50% ± 9%, 90 +52 −33 %, and 89 +15 −14 % using the results Zemcov et al. (2010) , Chen et al. (2013), and Hsu et al. (2016) , respectively. Most of the quoted uncertainties are dominated by the uncertainty of the integrated source brightness, and in all cases this contribution is larger than the contribution of the CIB uncertainty. Accuracy of the resolved CIB fraction at these frequencies will improve with future more sensitive imaging surveys covering larger sky regions.
5. SUMMARY We have made new direct determinations of the cosmic infrared background monopole brightness in the Planck HFI frequency bands. In the 353 to 857 GHz bands, our uncertainties are about 3 to 6 times smaller than those of previous CIB determinations at these frequencies.
Correlation of HFI data from the 2015 release with FIRAS data was used to recalibrate the HFI map zero levels in all bands and to recalibrate the gains of the HFI 545 and 857 GHz band maps (Table 5 ). For the 100 to 353 GHz HFI bands the brightness scales of the HFI and FIRAS data were found to be consistent, but the correlation with FIRAS data does not improve on the accuracy of the Planck team HFI gain calibration.
Correlation of the recalibrated HFI map for each band with different templates of Galactic foreground emission was used for separating the CIB monopole brightness from the Galactic foreground. We obtained separate results using an H I template, a combination of H I and Hα templates, and, for the 100 to 545 GHz bands, a dust emission template formed from the recalibrated HFI 857 GHz map. CIB results for the three cases were found to be consistent within the uncertainties. We adopted the results from using H I and Hα (Tables 7 and 9 ) because an Hα correlated component is detected that traces dust emission from the ionized medium and because this method gives an independent CIB determination for each HFI band. Due to a shortcoming of Hα as a tracer of dust emission, the CIB brightness determined from correlation with H I and Hα may be somewhat overestimated, but we estimate the possible effect on our results to be smaller than our adopted CIB uncertainties.
Our CIB uncertainties include contributions from uncertainty in the HFI zero-level recalibration and uncertainties in subtraction of the CMB monopole, zodiacal light, and Galactic foreground emission and are as small as 5% to 11% for the 353 to 857 GHz bands.
The Hα correlated emission has a spectral shape consistent with that of the H I correlated emission. The dust emissivity per H ion that we infer for the ionized medium is much lower than the dust emissivity per H atom for the neutral atomic medium (Figure 15 ). Available evidence suggests that this is at least partly due to a lower dustto-gas mass ratio in the ionized medium and partly due to the shortcoming of Hα as a tracer of dust emission. Error in the conversion of the Hα correlation coefficient to dust emissivity per H ion may also be a factor.
Comparison of our direct CIB measurements with the integrated brightness of sources from recent submillimeter to millimeter wavelength imaging surveys shows that a large fraction of the CIB, ∼ 50% or more, has been resolved. The accuracy of the comparison in the 353 to 857 GHz (350 to 850 µm) range is limited by the accuracy of the source measurements but is expected to improve as more sensitive imaging surveys covering larger sky regions are made.
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APPENDIX
A. CMB MONOPOLE SUBTRACTION UNCERTAINTY We estimate the uncertainty in the best-fit CMB temperature we obtained for the pass 4 FIRAS data in §2.2.1 as the quadrature sum of contributions of measurement uncertainties, uncertainty in the dust emission spectrum, and uncertainty in the CIB monopole spectrum subtraction that was applied before the fitting.
The contribution of measurement uncertainties was calculated by making fits to simulated datasets that included the CMB monopole, Galactic dust emission, and different realizations of noise in the FIRAS channels and DIRBE bands. A separate simulation was done for each dust model, using the CMB temperature and dust model parameters from the fit to the observed data to obtain the simulation sky brightness spectrum for each sky region used in the fitting. Each noise realization was calculated by drawing random deviates from a multivariate normal distribution with zero mean and covariance matrix described by Odegard et al. (2016) , which includes DIRBE absolute calibration gain and offset uncertainties and the following FIRAS uncertainties: detector noise, destriper uncertainty (β), bolometer model gain uncertainty (JCJ gain), calibration model emissivity gain uncertainty (PEP gain), and internal calibrator temperature uncertainty (PUP). For the MF dust model simulation, the standard deviation of recovered CMB temperature values for 100 noise realizations is 5.7 µK. For the TLS dust model simulation, it is 8.2 µK for 100 realizations. We adopt 7 µK for the CMB temperature uncertainty due to measurement uncertainties.
For the simulation using the MF dust model, the average recovered CMB temperature is 6 µK greater than the input CMB temperature. This bias is due to degeneracy between the CMB temperature and other fit parameters for this model, especially with the emissivity index of the cold dust component, and we have applied a 6 µK bias correction to the best-fit CMB temperature from our fit to the observed data using this model. After this correction, the difference between the CMB temperatures using the MF and TLS models is 9 µK, and we adopt this as the CMB temperature uncertainty due to uncertainty in the dust emission spectrum. No significant CMB temperature bias is found for the simulation using the TLS model.
The contribution of uncertainty in CIB monopole subtraction was estimated by comparing fit results for the baseline case where the Fixsen et al. (1998) modified blackbody fit to their CIB spectrum was subtracted from the FIRAS data with results for the case where the Gispert et al. (2000) modified blackbody fit to the CIB spectrum of Lagache et al. (2000) was subtracted instead. As shown in Figure 17 , the CIB spectrum of Fixsen et al. has greater amplitude and flatter slope than that of Gispert et al. at frequencies near the 160 GHz peak of the CMB spectrum. We found that using the Gispert et al. CIB spectrum results in a best-fit CMB temperature that is 44 µK greater than that obtained using the Fixsen et al. CIB spectrum, and we found essentially the same result whether the MF dust model or the TLS dust model was used in the fitting. We adopt 44 µK as the uncertainty in the best-fit CMB temperature due to uncertainty in the CIB monopole subtraction. Adding it in quadrature with the contributions of measurement uncertainties and uncertainties in the dust spectrum, we obtain a combined uncertainty for the best fit CMB temperature of 46 µK. We have found that contributions of uncertainty in subtraction of zodiacal light, free-free emission, and synchrotron emission before the fitting are negligible. For our baseline fitting, free-free and synchrotron maps from the WMAP 9-year maximum entropy method foreground separation were extrapolated in frequency and subtracted from the FIRAS data. We found that the best-fit CMB temperature changes by less than 1 µK if instead no free-free subtraction or synchrotron subtraction is applied. For zodiacal light subtraction, our baseline fitting used (1) the Planck team 2015 zodiacal light model evaluated as described in §2.2.4 at the HFI band frequencies and then interpolated to the FIRAS channel frequencies for 100 < ν ≤ 857 GHz, (2) the FIRAS zodiacal light model for ν ≥ 1250 GHz, and (3) interpolation between these model predictions for the channels between 857 and 1250 GHz. We found that the best-fit CMB temperature changes by less than 1 µK if instead the FIRAS zodiacal light model is used for all frequencies.
B. FIRAS NOISE COVARIANCE MATRIX We follow the method described in section 7 of the FIRAS explanatory supplement to calculate the noise covariance matrix for FIRAS data averaged over the FIRAS frequency channels in a given HFI band. This is a 6063 x 6063 matrix, where 6063 is the number of FIRAS pixels that were observed in both the low frequency and high frequency bands over the COBE mission. We calculate the covariance matrix as a sum of contributions from the following FIRAS uncertainties: detector noise, destriper uncertainties (β, which include offset uncertainties), bolometer model gain uncertainties (JCJ gain), calibration model emissivity gain uncertainties (PEP gain), and internal calibrator temperature uncertainty (PUP). Uncertainty in the absolute temperature scale of the FIRAS external calibrator (PTP) is not included, since it is only important in determination of the absolute temperature of the CMB and we have treated this as a nuisance parameter.
The channel-averaged FIRAS intensity for a given pixel is expressed as the result of a linear operator H pi acting on the FIRAS data,
Here F pi is the FIRAS destriped sky spectrum data after CMB monopole subtraction for pixel p and frequency channel i, ν 0 is the nominal HFI band frequency, ν i is the center frequency for channel i, and A i is the channel response function fit amplitude for channel i. Following are expressions for terms in the FIRAS covariance matrix for this operator that follow from equation (35) of the FIRAS explanatory supplement.
The contribution of detector noise to the covariance matrix is
where C ii ′ is the FIRAS C matrix described in section 7.1.2 of the FIRAS explanatory supplement, δ pp ′ is the Kronecker delta function indicating that off-diagonal elements are zero, and N p is the FIRAS pixel weight.
The contribution of destriper uncertainties is
where β p k is the beta matrix described in section 7.2.2 of the FIRAS explanatory supplement and we sum β p k β p ′ k over all orthogonalized stripes k.
The contribution of JCJ gain uncertainties is
