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We characterize in terms of Hausdorff measures and descriptive complexity
subsetsM ı R which are
(1) the image under some Cn function f of the set of points where derivatives
of first n orders are zero,
(2) the set of points where the level sets of some Cn function are perfect, and
(3) the set of points where the level sets of some Cn function are uncountable.
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1. INTRODUCTION
In this paper we investigate some connections between Hausdorff mea-
sures, Cn functions, and analytic sets in terms of level sets and images of
zero-derivative sets.
In Section 2, we ‘‘parametrize’’ Hausdorff dimension of certain closed
subsets of [0, 1] with Cn functions. We define An (1 [ n [.) to be the
collection of all sets P ı [0, 1] with the property that there is a Cn function
f from [0, 1] into [0, 1] such that P=f(Z(f, n)), where f(Z(f, n)) is the set
of all f(x) such that f (1)(x)=· · ·=f(n)(x)=0. It is rather well known
that if P ¥An then it is closed and has 1n-dimensional Hausdorff measure
zero. It can be shown that ;.i=1 l(Si)1/n <., where Si’s are the compo-
nents of [0, 1]0P. We denote ;.i=1 l(Si)1/n by bn(P, [0, 1]). Our main
result in Section 2 is the converse; i.e., if P is a compact set with
1
n-dimensional Hausdorff measure zero and bn(P, [0, 1]) <. then P ¥An.
Several authors have studied level sets of continuous functions and
smooth functions [1, 4, 5]. Some of these results concern how big is the set
of points where the level sets are large. For example, Bruckner and Garg
have shown that a ‘‘typical’’ continuous function (in the category sense)
has the property that all except possibly countably many of its level sets are
perfect [1]. The second author and Morayne have shown that a typical C1
function is either monotone or there is a closed set of measure zero for
which all but countably many points have level sets with exactly one
accumulation point [5]. (The rest of the level sets are finite.) It is also
shown in their paper that for n \ 2 a typical Cn function has the property
that all of its level sets are finite. However, there are a C. function
f: [0, 1]Q [0, 1] and a perfect set P such that f−1({y}) is perfect for all
y ¥ P. The authors thank Michał Morayne for the interesting conversation
when this was observed.
In Section 3, we characterize the set of points where level sets of a Cn
function (1 [ n [.) are perfect. This characterization is as follows: M is
equal to {y: f−1({y}) is perfect} for some Cn function f if and only if M is
the union of a Gd set and a countable set, and M¯ ¥An. Of course, the
situation is simple for the continuous case. In this case, we have that M is
simply the union of a Gd set and a countable set.
It is a very old result of Mazurkiewicz and Sierpinski [12] that
M ı [0, 1] is analytic if and only if M is equal to the set {y: f−1({y}) is
uncountable} for some continuous function f. This result was used by
Kaufman in [7, 8]. In Section 4, we characterize such sets M for Cn
functions. In particular, we show that M is equal to {y: f−1({y}) is
uncountable} for some Cn function f if and only if M is analytic and
M¯ ¥An. There is an alternate way of viewing this result. Our proof of
Theorem 4.3 can be modified so that, given an analytic set of certain
Hausdorff dimension, we can find a ‘‘smooth’’ set in the plane whose
projection is this set. More precisely, the proof of Theorem 4.3 can be
modified so that, given an analytic set M with M¯ ¥An, we can find a set
D ı R homeomorphic to NN and a Cn function f such that f(D)=M.
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2. IMAGES OF ZERO-DERIVATIVE SETS
In this section, we characterize images of zero-derivative sets. However,
we first need few definitions and some terminology.
Definition 2.1. Let f be a Cn function (1 [ n <.). For a positive
integer i, we let f (i) be the i th derivative of f and f (0)=f. We let Z(f, n)
denote the set
{x: f (i)(x)=0 for all 1 [ i [ n}.
We call Z(f, n) a zero-derivative set. We use ||f||n to denote n-norm, i.e.,
;ni=0 ||f (i)||, where || · || denotes the sup norm. If f ¥ C., then Z(f,.) is
simply
{x: f (i)(x)=0 for all i \ 1}.
Lemma 2.2. Suppose I=[a, b] is a closed interval, n is finite, f, g:
IQ R are Cn functions with f(a)=g(a), fŒ(a)=gŒ(a), ..., f (n)(a)=g(n)(a)
and |f (n)(x)−g (n)(x)| < e for all x ¥ I. Then, ||f−g||n < e ·;nk=0 l(I)k. In
particular, if I ı [0, 1], then ||f−g||n < (n+1) · e.
Proof. The proof of this easy lemma is left to the reader. L
Our main objective in this section is to characterize the following
class An.
Definition 2.3. We define An (1 [ n [.) to be the collection of all
sets P ı [0, 1] such that there is a Cn function f from [0, 1] into [0, 1]
such that P=f(Z(f, n)).
Our characterization of An involves Hausdorff measures and the
condition b defined below.
Definition 2.4. If M ı R and s > 0, then H s(M) is the s-dimensional
Hausdorff measure of M. We use l(A) to denote the Lebesgue measure
of A.
Definition 2.5. Suppose that I is a closed interval, P is a closed set
and 1 [ n <.. We use bn(P, I) to denote the number ;.i=1 l(Si)1/n, where
S1, S2, ... are components of I0P.
We first have the following lemmas.
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Lemma 2.6. Suppose that f: [0, 1]Q [0, 1] is a continuous function and
0 [ x0 < x1 < · · · < xt [ 1 is such that f(xi) ] f(xj) if i ] j. Let y0 < y1
< · · · < yt be the ordering of {f(x0), f(x1), f(x2), ..., f(xt)} from the
smallest to the largest. Then, the sequence of intervals {[x0, x1], [x1, x2], ...,
[xt−1, xt]} can be rearranged to {Ii}
t
i=1 so that |yi−yi−1 | [ |f(bi)−f(ai)|,
where [ai, bi]=Ii.
Proof. We prove this lemma by induction on t. The case t=1 holds
trivially. Let us assume that the lemma holds for t=k and proceed to show
that it holds for t=k+1. Let 0 [ x0 < x1 < · · · < xk < xk+1 [ 1 be such
that f(xi) ] f(xj) if i ] j. Let y0 < y1 < y2 < · · · < yk be an ordering of
{f(x0), f(x1), f(x2), ..., f(xk)} from the smallest to the largest. Let
I1, I2, ..., Ik be intervals which satisfy the induction hypothesis at stage
t=k. We will construct intervals I −1, I
−
2, ..., I
−
k, I
−
k+1 which satisfy the
required conditions at stage t=k+1 with respect to y −0, y
−
1, ..., y
−
k, y
−
k+1,
wherey −0, y
−
1, ..., y
−
k, y
−
k+1 is the orderingof {f(x0), f(x1), f(x2), ..., f(xk+1)}
from the smallest to the largest. If f(xk+1) > yk, then we let I
−
i=Ii for
1 [ i [ k and let I −k+1=[xk, xk+1]. If f(xk+1) < y0, then I −1=[xk, xk+1]
and I −i=Ii−1 for 2 [ i [ k+1. If y0 < f(xk+1) < yk, we let j be such that
yj−1 < f(xk+1) < yj. If f(xk) \ yj, we let I −j+1=[xk, xk+1], I −i=Ii if 1 [
i [ j and I −i=Ii−1 if j+1 < i [ k+1. Similarly, if f(xk) [ yj−1, we let
I −j=[xk, xk+1] and I
−
i=Ii if 1 [i [ j−1 and I −i=Ii−1 if j < i [ k+1. Now
it is easy to verify that {I −i} is the desired sequence at stage k+1. L
Lemma 2.7. Let P ¥An. Then,
(1) P is a closed set with H1/n(P)=0, and
(2) bn(P, [0, 1]) <..
Proof. Suppose P ¥An. Let f be a Cn function such that P=f(Z(f, n)).
Since Z(f, n) is compact, P is closed. From Theorem 3.4.3 in [6], it follows
that H1/n(P)=0. Let us now show that Condition (2) holds. Let S1, S2, ...
be the components [0, 1]0P. Without loss of generality, we may assume
that {0, 1} ı P. Fix N and let Si=(ci, di). Let a −i, b −i ¥ Z(f, n) be such that
f(a −i)=ci and f(b
−
i)=di. Applying Lemma 2.6 to the sequence formed by
ordering the set {a −i, b
−
i: 1 [ i [N} from the left to the right, we may
choose non-overlapping intervals {Ii}
N
i=1 such that the end-points of each
Ii are in {a
−
i, b
−
i: 1 [ i [N} ı Z(f, n) and l(Si)=|di−ci | [ |f(bi)−f(ai)|,
where [ai, bi]=Ii. Then, using the Taylor series expansion of f about ai
and the fact that f (1)(ai)=f(2)(ai)=· · ·=f(n)(ai)=0, we obtain that
l(Si) [ |f(ai)−f(bi)|=
|f (n)(gi)|
n!
· |bi−ai |n
120 D’ANIELLO AND DARJI
for some gi between ai and bi. Since {Ii}
N
i=1 is a sequence of non-overlap-
ping intervals contained in [0, 1] we have that
C
N
i=1
l(Si)1/n [ C
N
i=1
1 |f (n)(gi)|
n!
· |bi−ai |n2 1n [ CN
i=1
||f (n)||
1
n · |bi−ai | [ ||f (n)||
1
n.
Hence, Condition (2) follows. L
The rest of this section is devoted to proving the converse of the above
result. We now introduce the notion of chain and some related necessary
terminology.
Throughout, p1 and p2 denote coordinate projections.
Definition 2.8. A box is a set of the form I×J where I, J are compact
intervals. For 0 [ n <., the n-slope of box B=I×J, denoted by sln(B), is
the number l(J)/l(I)n.
Definition 2.9. A basic building block function is a C. function
f: [0, 1]Q [0, 1] with
(1) f(0)=0, f(1)=1,
(2) f (1)(x) > 0 for all 0 < x < 1, and
(3) f (i)(0)=f (i)(1)=0 for all i \ 1.
If B=I×J is a box, then fB=k1 p f p k2 where k2 is the linear increasing
homeomorphism from I onto [0, 1] and k1 is the linear increasing
homeomorphism from [0, 1] onto J. Note that fB is simply a congruent
copy of f in B. Moreover, for i \ 1 and x ¥ p1(B), we have that f (i)B (x)=
f (i)(px) · sli(B) for some px ¥ [0, 1]. From this we have that ||f (i)B ||=
||f (i)|| · sli(B).
Proposition 2.10. There is a basic building block function.
Proof. Let us recall that
h(x)=˛exp 1− 1x22 if x ¥ ] 0, 1]
0 if x=0
is a C. function for which h (i)(0)=0 for all i \ 0. Let us consider
g(x)=h(x) · h(x−1). Then g is a C. function for which g (i)(0)=g(i)(1)=0
for all i \ 1 and g(x) > 0 for all x ¨ {0, 1}. Let
f(x)=
1
>10 g(t) dt
·Fx
0
g(t) dt for x ¥ [0, 1].
Then, f is the desired basic building block function. L
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For the remainder of this section, we will use f to denote some fixed
basic building block function.
Definition 2.11. Suppose that B=I×J is a box. We say that G=
{G1, G2, ..., Gt} is a chain in B if there is a partition {I1, I2, ..., It} of I
(ordered from the left to the right) and there is a partition {J1, J2, ..., Jt} of
J (ordered from the left to the right) such that, for all i, Gi=Ii×Ji. We call
I and J the domain and the range of G and denote them by dom(G) and
ran(G). When we say that G is a chain, we mean that G is a chain in some
box.
Definition 2.12. We say that a function f is f-like in chain G if
dom(f)=dom(G), ran(f)=ran(G) and, for each box B=I×J in G, we
have that f | I=fB.
The following proposition is obvious.
Proposition 2.13. Let G be a chain. Then, there is a unique function f
which is f-like in G.
Our general strategy is to construct an appropriate sequence of chains
G1, G2, ... so that f, the limit of f1, f2, ... where fi is f-like in Gi, will have
the desired properties. In order to accomplish this, we need to define
various degrees of ‘‘closeness’’ for chains.
Definition 2.14. Suppose that G1, G2 are chains. We say that G2 refines
G1, denoted by G2 ° G1, if every element of G2 is contained in some element
of G1, dom(G1)=dom(G2) and ran(G1)=ran(G2).
Definition 2.15. Suppose B1, B2 are boxes with B2 ı B1 and 0 [ n <..
We define Dn(B1, B2)=0 if B1=B2 or else Dn(B1, B2)=sln(B1)+sln(B2). If
G1 and G2 are chains with G2 ° G1, then we define
Dn(G1, G2)=max{Dn(B1, B2): Bi ¥ Gi for i=1, 2, and B2 ı B1}.
For the sake of symmetricness, we let Dn(B2, B1)=Dn(B1, B2) and
Dn(G2, G1)=Dn(G1, G2).
We think of D0(G1, G2) as how much G2 can ‘‘perturb’’ in G1 relative to
the sup norm. For n > 0, Dn(G1, G2) is the ‘‘nth difference quotient’’
between G1 and G2. The following fact clarifies the motivation of the above
definition.
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Proposition 2.16. Suppose 0 [ n <.. Then, there is a constant Kn such
that whenever G2 ° G1 and fi is f-like in Gi, we have that
||f1−f2 ||n [Kn ·Dn(G1, G2).
Proof. For n=0 the inequality is clear with Kn=1, so let us suppose
that n \ 1. Let Bi ¥ Gi for i=1, 2, B2 ı B1, and I=p1(B2) and let x ¥ I.
If B1=B2, then we have that f1 | I=f2 | I and |f
(n)
1 (x)−f
(n)
2 (x)|=0=
Dn(B1, B2). Let us now consider the case B1 ] B2. Then
|f (n)1 (x)−f
(n)
2 (x)|=|f
(n)
B1 (x)−f
(n)
B2 (x)|
since fi=fBi on p1(Bi), for i=1, 2. Since fBi is a congruent copy of f in
Bi, using the chain rule we may obtain a px, i such that f
(n)
Bi (x)=
f (n)(px, i) · sln(Bi). Hence,
|f (n)1 (x)−f
(n)
2 (x)|=|f
(n)
B1 (x)−f
(n)
B2 (x)|
[ |f (n)B1 (x)|+|f
(n)
B2 (x)|
=|f (n)(px, 1) · sln(B1)|+|f (n)(px, 2) · sln(B2)|
[ ||f (n)|| · (sln(B1)+sln(B2))
=||f (n)|| ·Dn(B1, B2).
What we have just shown is that, for each x ¥ dom(G1), we have
|f (n)1 (x)−f
(n)
2 (x)| [ ||f (n)|| ·Dn(B1, B2), where Bi is a box in Gi which con-
tains x and B2 ı B1. Hence, ||f (n)1 −f (n)2 || [ ||f (n)|| ·Dn(G1, G2). Since f (k)1 (a)=
f (k)2 (a)=0 for all 0 [ k [ n where a=inf dom(G1), by Lemma 2.2 it
follows that ||f1−f2 ||n [Kn ·Dn(G1, G2), where Kn=(n+1) · ||f (n)||. L
Definition 2.17. Suppose 0 [ n <. and {Gk} is a sequence of chains
with Gk+1 ° Gk for all k. We say that {Gk} is n-Cauchy if for all e > 0 there
is a positive integer M such that if m1, m2 >M, then Dn(Gm1 , Gm2 ) < e. We
say that {Gk} is .-Cauchy if it is n-Cauchy for all finite n. A sequence {fk}
of Cn functions is n-Cauchy means that it is Cauchy in || · ||n. Similarly, we
say that a sequence of C. functions {fk} is .-Cauchy if it is n-Cauchy for
all finite n.
Definition 2.18. Suppose 0 [ n [.. For the sake of notational con-
venience, we call ({Gk}, {fk}, f) n-proper if f is a basic building block
function, {Gk} is n-Cauchy and fk is f-like in Gk for all k.
Now we have the following simple fact.
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Proposition 2.19. Suppose that 0 [ n [. and ({Gk}, {fk}, f) is
n-proper. Then, {fk} is n-Cauchy, and hence converges to some Cn function f.
Proof. This follows from the definition of n-Cauchy and Proposition
2.16. L
Next three definitions are notational convenience for the characterization
of An.
Definition 2.20. Let G be a chain. Then, EY(G) (resp. EX(G)) is the set
of all y’s (resp. x’s) such that y (resp. x) is an end-point of J (resp. I),
where I×J is some box in G.
Definition 2.21. Let {Gk} be a sequence of chains with Gk+1 ° Gk
for all k. Then, CY({Gk}) (resp. CX({Gk})) is the set of all y’s (resp. x’s)
such that there are an increasing sequence of integers k1, k2, ... and two
sequences of boxes B1, B2, ... and B
−
1, B
−
2, ... such that
(1) y ¥ p2(Bi) 5 p2(B −i) (resp. x ¥ p1(Bi) 5 p1(B −i)) for all i ,
(2) Bi ¥ Gki , and B
−
i ¥ Gki+1 for all i,
(3) B −i is a proper subset of Bi, and
(4) Bi+1 ı B −i ı Bi for all i.
Definition 2.22. Let {Gk} be a sequence of chains with Gk+1 ° Gk for
all k. Then,
FY({Gk})=CY({Gk}) 2 0
.
i=1
EY(Gi)
and
FX({Gk})=CX({Gk}) 2 0
.
i=1
EX(Gi).
Proposition 2.23. Let ({Gk}, {fk}, f) be n-proper, 1 [ n [.. Then,
FY({Gk})=f(Z(f, n)) where f is the limit of {fk}.
Proof. Let us prove the proposition for n <. first.
Let y ¥FY({Gk}). If y ¥ EY(Gk) for some k, then y is an end-point of
p2(B) for some box B ¥ Gk. Let x ¥ p1(B) be such that fk(x)=y. Then, for
all l \ k and 1 [ i [ n , f (i)l (x)=0, and fl(x)=y. Since {fk} converges to
f in || · ||n, f (i)(x)=0 for all 1 [ i [ n and f(x)=y. Therefore, x ¥ Z(f, n)
and y ¥ f(Z(f, n)). If y ¥ CY({Gk}), then we may choose an increasing
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sequence of positive integers k1, k2, ... and two sequences of boxes
B1, B2, ... and B
−
1, B
−
2, ... according to Definition 2.21. Let x be such that
f(x)=y and for all i, (x, fki (x)) ¥ Bi and (x, fki+1(x)) ¥ B
−
i. As {Gk} is
n-Cauchy and B −i is a proper subset of Bi, we have that limiQ. sln(Bi)=0.
Then, for each 1 [ l [ n, and for each i \ 1,
|f (l)ki (x)|=|f
(l)
Bi (x)|
[ l(p1(Bi))n−l · ||f (n)Bi ||
=l(p1(Bi))n−l · ||f (n)|| · sln(Bi)
[ l(p1(B1))n−l · ||f (n)|| · sln(Bi).
Hence, f (l)(x)=limiQ. f
(l)
ki (x)=0 for all 1 [ l [ n. Therefore, x ¥ Z(f, n)
and y=f(x) ¥ f(Z(f, n)).
Now, let us show that f(Z(f, n)) ıFY({Gk}). Let y ¥ f(Z(f, n)) and let
x ¥ Z(f, n) be such that f(x)=y. If there is k such that x is an end-point of
I for some box I×J in Gk, then we have that y ¥ EY(Gk) ıFY({Gk}).
Therefore, we may assume that for all k if x ¥ p1(B) for some box B ¥ Gk,
then (x, fk(x)) is not a corner point of B. Since fk restricted to B is simply
a congruent copy of f in B and fŒ(t) > 0 for all t ] 0, 1, we have that
f −k(x) > 0. Since {fj} converges to f in || · ||n and x ¥ Z(f, n), there is j > k
such that the box in Gj which contains (x, fj(x)) is a proper subset of the
box in Gk which contains (x, fk(x)). From this fact it easily follows that
y ¥ CY({Gk}).
Let us now consider the case n=.. First, we observe that FY({Gk}) is
independent of n. Therefore, FY({Gk})=f(Z(f, i)) for all i \ 1. Hence, it
follows that FY({Gk})=f(Z(f,.)). L
Analogously, we have the following proposition.
Proposition 2.24. Let ({Gk}, {fk}, f) be n-proper, 1 [ n [.. Then,
FX({Gk})=Z(f, n) where f is the limit of {fk}.
Lemma 2.25. Let J be a closed interval and let P be a closed set such
that bn(P, J) <.. Then, for every e > 0 there exists h > 0 such that if
J1, ..., Jt is a finite collection of non-overlapping intervals contained in J and
covering P 5 J with Jk 5 P ]” and l(Jk) < h, for all 1 [ k [ t, then
; tk=1 bn(P, Jk) < e.
Proof. Let e > 0. Let S1, S2, ... be the components of J0P. Let m be
sufficiently large so that
C
.
i=m
l(Si)
1
n <
e
4
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and let h=( e4m)
n. Let J1, ..., Jt be a finite collection of non-overlapping
intervals contained in J and covering P 5 J with Jk 5 P ]” and l(Jk) < h,
for all 1 [ k [ t. Notice that, since J0P=1.i=1 Si, for all 1 [ k [ t,
Jk 0P=0
.
i=1
Si 5 Jk.
Hence, the components of Jk 0P are S1 5 Jk, S2 5 Jk, ... . Then, it follows
that
C
t
k=1
bn(P, Jk)=C
t
k=1
C
.
i=1
l(Si 5 Jk)
1
n
=C
.
i=1
C
t
k=1
l(Si 5 Jk)
1
n
=C
m
i=1
C
t
k=1
l(Si 5 Jk)
1
n+ C
.
i=m+1
C
t
k=1
l(Si 5 Jk)
1
n.
By hypothesis, for every 1 [ k [ t, Jk 5 P ]”. Therefore, if we fix i, we
can deduce that Si can not contain any Jk’s; hence, it can have non-empty
intersection with at most two intervals from {J1, ..., Jt}. So
C
t
k=1
bn(P, Jk)=C
m
i=1
C
t
k=1
l(Si 5 Jk)
1
n+ C
.
i=m+1
C
t
k=1
l(Si 5 Jk)
1
n
[ 2 · C
m
i=1
h
1
n+2· C
.
i=m+1
l(Si)
1
n
< 2m·
e
4m
+2·
e
4
=e. L
Lemma 2.26. Suppose that B=I×J is a box, P is a closed set with
H1/n(P)=0, and the end-points of J are in P. Moreover, suppose that
M> L > 0 are such that
L
1
n ·bn(P, J) < l(I).
Then, there exists a chain G in B such that
(1) EY(G) ı P,
(2) sln(BŒ) [ 1L , for all BŒ ¥ G,
(3) if BŒ ¥ GŒ then l(p2(BŒ)) < 1M, M1/n ·bn(P, p2(BŒ)) < l(p1(BŒ)), and
;BŒ ¥ GŒ l(p1(BŒ)) < 1M , where GŒ is the set of all boxes BŒ in G such that the
interior of p2(BŒ) contains a point of P.
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Proof. Let
e=min 3 1
2 ·M1+
1
n
,
l(I)−L
1
n ·bn(P, J)
2 ·M
1
n
4 .
By hypothesis, we have that e > 0. Let h > 0 be the corresponding constant
of Lemma 2.25 associated with e. We may assume that h < 12M . As
H1/n(P)=0 and P is closed, we may obtain a partition J1, J2, ..., Jt of J
(ordered from the left to the right) such that
(i) the end-points of Ji are in P,
(ii) there is 1 [ j [ t such that j ¨ T, and
(iii) for each i ¥ T, l(Ji) < h and ;i ¥ T l(Ji)1/n < e,
where T above denotes the set of those i’s (1 [ i [ t) for which the interior
of Ji intersects P. Now, for each 1 [ i [ t, we choose a positive number di.
If i ¥ T, then, di=M1/n ·l(Ji)1/n+M1/n ·bn(P, Ji). Otherwise, we let di=
L1/n ·l(Ji)1/n.
We first note that
C
t
i=1
di=C
i ¥ T
di+C
i ¨ T
di (1)
=C
i ¥ T
(M
1
n ·l(Ji)
1
n+M
1
n ·bn(P, Ji))+C
i ¨ T
L
1
n ·l(Ji)
1
n (2)
=M
1
n · C
i ¥ T
l(Ji)
1
n+M
1
n · C
i ¥ T
bn(P, Ji)+L
1
n · C
i ¨ T
l(Ji)
1
n (3)
<M
1
n · e+M
1
n · e+L
1
n ·bn(P, J) (4)
=2·M
1
n · e+L
1
n ·bn(P, J) (5)
[ 2 ·M
1
n ·
l(I)−L
1
n ·bn(P, J)
2 ·M
1
n
+L
1
n ·bn(P, J) (6)
=l(I). (7)
We note that ‘‘inequality (3) implies (4)’’ follows from (iii), the fact that
l(Ji) < h and Ji 5 P ]” for i ¥ T, and the fact that if i ¨ T then the
interior of Ji is a component of J0P. Now, we may choose a partition
I1, I2, ..., It of I (ordered from the left to the right) so that l(Ii)=di if i ¥ T
and l(Ii) \ di for i ¨ T. This is possible by the fact that ; ti=1 di [ l(I) and
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there is at least one 1 [ j [ t which is not in T. We claim that G=
{I1×J1, I2×J2, ..., It×Jt} is the desired chain. It is clear that EY(G) ı P.
Let Bi=Ii×Ji be a box in G. If i ¥ T, then
sln(Bi)=
l(Ji)
l(Ii)n
=
l(Ji)
(M
1
n ·l(Ji)
1
n+M
1
n ·bn(P, Ji))n
[
l(Ji)
(M
1
n ·l(Ji)
1
n)n
=
1
M
<
1
L
.
A similar argument shows that sln(Bi) [ 1L for i ¨ T. Finally, let us verify the
third requirement of the lemma. Let i ¥ T. Then, M1/n ·bn(P, Ji) < l(Ii) as
l(Ii)=M1/n ·l(Ji)1/n+M1/n ·bn(P, Ji). Also, l(Ji) < h <
1
2M .
And, finally,
C
i ¥ T
l(Ii)=M
1
n ·1 C
i ¥ T
l(Ji)
1
n+bn(P, Ji)2
[M
1
n · (e+e)
=2·M
1
n · e
< 2 ·M
1
n ·
1
2 ·M
1
n+1
=
1
M
. L
Lemma 2.27. Let 1 [ n <.. Suppose that P ı [0, 1] is a closed set with
H1/n(P)=0 and bn(P, [0, 1]) <.. Then, there exists a sequence of chains
{Gk} so that
(i) {Gk} is n-Cauchy,
(ii) P=FY({Gk}) and
(iii) l(FX({Gk}))=0.
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Proof. We construct {Gk} using induction and Lemma 2.26. Without
loss of generality, we may assume that {0, 1} ı P. We first construct G0.
Let L > 0 be such that L1/nbn(P, [0, 1]) < 1 and M \ 2. Applying Lemma
2.26 to [0, 1]×[0, 1], L and M, we obtain a chain G0 which satisfies the
conclusion of Lemma 2.26. Suppose that k \ 1 and G1, ..., Gk have been
constructed so that the following conditions hold at stage k. For 1 [ l [ k,
let Tl={B ¥ Gl : the interior of p2(B) contains a point of P}. We have that
(1) Gk ° Gk−1,
(2) EY(Gk) ı P,
(3) if B ¥ Gk and B ı BŒ ¥ Gk−1 0Tk−1 then B=BŒ,
(4) if B ¥ Gk and B ı BŒ ¥ Gk−1 5Tk−1, then sln(B) < 1/2k,
(5) if B ¥Tk, then (2k+1)1/n ·bn(P, p2(B)) < l(p1(B)) and l(p2(B))
< 1/2k,
(6) ;B ¥Tk l(p1(B)) < 1/2k.
Let us now construct Gk+1. Let B ¥ Gk. If B ¨Tk, then we let GBk+1={B}.
If B ¥Tk, then we apply Lemma 2.26 to B, L=2k+1 and M=
max {2k+2, 2k+2/l(p1(B))}. Let G
B
k+1 be the resulting chain. Let Gk+1=
1B ¥ Gk GBk+1. By construction, Gk+1 satisfies the induction hypotheses.
Let us now show that {Gk} is n-Cauchy. Let BŒ ¥ Gk−1 and B ¥ Gk with
B ı BŒ. If BŒ ¨Tk−1 then, by induction hypothesis (3), B=BŒ and hence
Dn(B, BŒ)=0. If BŒ ¥Tk−1 then, by induction hypothesis 4, sln(B) < 1/2k.
Let Bœ ¥ Gk−2 be such that BŒ ı Bœ. Since BŒ ¥Tk−1, Bœ ¥Tk−2 and, by
hypothesis 4 at stage k−1, we have that sln(BŒ) < 1/2k−1. Therefore, we
have just shown that Dn(B, BŒ) < 1/2k+1/2k−1. Hence, Dn(Gk−1, Gk) <
1/2k+1/2k−1. Therefore, Gk is n-Cauchy.
Let us now show that P=FY({Gk}). First, let us show that
FY({Gk}) ı P. For each k, EY(Gk) ı P. Let y ¥ CY({Gk}). Then, by con-
struction (i.e., induction hypotheses (3) and (4) and a part of induction
hypothesis (5), we may choose a sequence of boxes B1, B2, ..., such that
Bi ¥Ti, Bi+1 … Bi, y ¥ p2(Bi) and limiQ. l(p2(Bi))=0. Since P is closed,
y ¥ P.
Now we show that P ıFY({Gk}). Let y ¥ P. Then, either y ¥ EY(Gk)
for some k or, by induction hypotheses (3) and (4), it follows that
y ¥ CY({Gk}).
To see that l(FX({Gk}))=0, it suffices to observe that l(CX({Gk}))=0
as 1.k=1 EX(Gk) is countable. However, CX({Gk}) ı4.k=1 (1B ¥Tk p1(B)).
By induction hypothesis (6), it follows that l(CX({Gk}))=0. L
Theorem 2.28. Let P ı [0, 1]. Suppose 1 [ n <.. Then, the following
are equivalent:
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(1) P ¥An,
(2) P is a closed set with H1/n(P)=0 and bn(P, [0, 1]) <..
Moreover, if P ı [0, 1] satisfies Condition (2) then there is a Cn homeo-
morphism from [0, 1] onto [0, 1] such that P=f(Z(f, n)) and l(Z(f, n))=0.
Proof. (1)S (2). This simply follows from Lemma 2.7.
(2)S (1). By Lemma 2.27, we may choose a sequence of chains {Gk}
so that {Gk} is n-Cauchy, P=FY({Gk}), and l(FX({Gk}))=0. By Propo-
sition 2.13, let fk be the unique function which is f-like in Gk. Then,
({Gk}, {fk}, f) is n-proper. Let f be the limit of {fk}. Then, f ¥ Cn and by
Proposition 2.23, FY({Gk})=f(Z(f, n)). Hence, we have that P=f(Z(f, n)).
By Proposition 2.24, l(Z(f, n))=l(FX({Gk}))=0. Since f is a non-decreas-
ing function and l(Z(f, n))=0, we have that f is actually a homeo-
morphism. L
We now make some remarks and observations.
Remark 2.29. If n=1 then An is just the collection of compact subsets
of [0, 1] of Lebesgue measure zero. However, for n \ 2, we have a different
situation. If we let C={0, 1, 12 , ...,
1
k , ...}, then for every n \ 1, H
1/n(C)
=0, as C is countable. But, C ¨A2, since b2(C, [0, 1])=..
On the other hand, it is easy to construct uncountable sets which are in
An. Let Ca be the ‘‘Cantor sets’’ obtained by removing the middle a-th
percentage every time. Then
dimH(Ca)=−
log 2
log
1−a
2
,
where by dimH we denote the Hausdorff dimension. Therefore if
a > 1−1/2n−1 then H1/n(Ca)=0. It is also the case that, for such
a, bn(Ca, [0, 1]) <.. Hence, Ca ¥An for a > 1−1/2n−1.
Theorem 2.30. Let 1 [ n <.. Collection An forms an ideal of compact
sets.
Proof. Let P1, P2 ¥An. Let f1: [0, 13]Q [0, 1] and f2: [
2
3 , 1]Q [0, 1] be
Cn functions such that Pi=fi(Z(fi, n)), sup(Z(f1, n))=
1
3 , inf(Z(f2, n))=
2
3 .
Functions f1 and f2 can appropriately be patched up by a monotone C.
function so that the resulting function f: [0, 1]Q [0, 1] has the property
that f(Z(f, n))=P1 2 P2.
Let P ¥An and Q … P be closed. We want to show that Q ¥An as well.
We recall the following basic inequality. If t \ 0 and {ti} is a sequence of
nonnegative numbers with t=;i ti, then t1/n [;i t1/ni . We are of course
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using the fact that n \ 1. Now, let {Ti} be the components of [0, 1]0Q.
Note that each component of [0, 1]0P is contained in exactly one Ti. Let
Ui be those components of [0, 1]0P which are subsets of Ti. As n \ 1, by
Theorem 2.28, we have that H1/n(P)=0 which, in turn, implies that
l(P)=0. Hence, l(Ti)=;J ¥Ui l(J). Therefore, we have that
C
.
i=1
l(Ti)
1
n [ C
.
i=1
C
J ¥Ui
l(J)
1
n=bn(P, [0, 1]) <..
Using Theorem 2.28 again, we have that Q ¥An. L
Now we consider the C. case. It follows in a fashion similar to the proof
of Theorem 2.28. We only need to make small adjustments in Lemmas 2.26
and 2.27.
Lemma 2.31. Suppose that B=I×J is a box, P is a closed set with
H1/k(P)=0 and bk(P, [0, 1]) <. for all k \ 1, and the end-points of J are
in P and n \ 1. Moreover, suppose that M> L > 0 are such that
L
1
n ·bn(P, J) < l(I).
Then, there exists a chain G in B such that
(1) EY(G) ı P,
(2) sln(BŒ) [ 1L , for all BŒ ¥ G,
(3) if BŒ ¥ GŒ then l(p2(BŒ)) < 1M , ;BŒ ¥ GŒ l(p1(BŒ)) < 1M and M1/(n+1) ·
bn+1(P, p2(BŒ)) < l(p1(BŒ)), where GŒ is the set of all boxes BŒ in G such that
the interior of p2(BŒ) contains a point of P.
Proof. The proof of this lemma can be obtained by making an appro-
priate modification of the proof of Lemma 2.26. L
Lemma 2.32. Suppose that P ı [0, 1] is a closed set with H1/n(P)=0
and bn(P, [0, 1]) <. for all n \ 1. Then, there exists a sequence of chains
{Gk} so that
(i) {Gk} is .-Cauchy,
(ii) P=FY({Gk}), and
(iii) l(FX({Gk}))=0.
Proof. The proof of this lemma can be obtained by making an appro-
priate modification of the proof of Lemma 2.27. Here, we simply use
Lemma 2.31. L
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Theorem 2.33. Let P ı [0, 1]. Then, the following are equivalent:
(1) P ¥A..
(2) P is a closed set with H1/n(P)=0 and bn(P, [0, 1]) <. for all n.
Moreover, if P ı [0, 1] satisfies Condition (2) then there is a C. homeo-
morphism from [0, 1] onto [0, 1] such that P=f(Z(f,.)) and l(Z(f,.))=0.
Proof. (1)S (2). Let f be a C. function with P=f(Z(f,.)). Then,
P ı f(Z(f, n)) for all n \.. By Theorem 2.28 and Theorem 2.30 we have
that H1/n(P)=0 and bn(P, [0, 1]) <. for all n.
(2)S (1). Proof of this direction is analogous to the proof of
(2)S (1) in Theorem 2.28. We apply Lemma 2.32. L
3. PERFECT LEVEL SETS
In this section we characterize the set of points where level sets of a given
Cn function are perfect. We first have the following basic definitions and
facts from [10].
Definition 3.1. Let f: IQ R be a continuous function. Let G be the
union of all open (relative to I) interval S such that f is monotone on S.
We call p ¥ I0G a turning point of f. We use Tf to denote the union of the
set of all turning points of f and the end-points of I.
The following basic fact about turning points will be used frequently.
Lemma 3.2. Let {fk} be a sequence of continuous functions which
converges uniformly to a function f. If there is a closed set C such that
fk(Tfk ) ı C for all k, then f(Tf) ı C.
Proof. Let p ¥ Tf and let U be an open interval containing p. Since f is
neither decreasing nor increasing on U, we may find points p1 < p2 < p3 in
U such that f(p2) >max{f(p1), f(p3)} or f(p2) <min{f(p1), f(p3)}.
Without loss of generality, assume that f(p2) >max{f(p1), f(p3)}.
Let e=f(p2)−max{f(p1), f(p3)}. Let m be large enough so that
|f(pi)−fm(pi)| <
e
4 for i=1, 2, 3. Then, fm(p2) >max{fm(p1), fm(p3)}.
Hence, U contains a turning point of fm and consequently fm(U) contains
a point of C. We have just shown that, for sufficiently large m, fm(U) con-
tains a point of C. Since C is closed and by the uniform convergence of the
sequence {fk}, f(p) ¥ C. L
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Definition 3.3. Let f: IQ R be a continuous function. Then, n-varia-
tion of f is defined to be
Vn(f)=sup 3 Ck
i=1
|f(xi+1)−f(xi)|
1
n4 ,
where x1 < x2 < x3 < · · · < xk+1, with xi ¥ Tf for all i.
Remark 3.4. We remark here that V1(f) is equal to V(f), the usual
variation of f [10, Theorem 2.3].
Henceforth, we shall denote by CBV continuous functions of bounded
variation and by BV functions of bounded variation. The following result
is one of the essential tools for our proofs. The C1 case was proved by
Bruckner and Goffman in [3] and the general case was proved indepen-
dently by Laczkovich and Preiss in [10] and by Lebedev in [11].
Theorem 3.5. Let f: [0, 1]Q R be a CBV function with Vn(f) <..
Then
(1) [3] if n=1 and l(f(Tf))=0, there is a homeomorphism
h: [0, 1]Q [0, 1] such that f p h is C1,
(2) [10, 11] if n > 1, there is a homeomorphism h: [0, 1]Q [0, 1] such
that f p h is Cn.
The following is the C. version of the above theorem.
Theorem 3.6. [10, 11]. Suppose that f: [0, 1]Q R is a CBV function
with Vn(f) <., for every n. Then, there is a homeomorphism h: [0, 1]Q
[0, 1] such that f p h is C..
We now proceed towards the goal of this section.
Lemma 3.7. Suppose that f: [0, 1]Q R is continuous. Then, the set of
points where level sets of f are perfect is the union of a Gd set and a
countable set.
Proof. Let K([0, 1]) be the hyperspace of compact subsets of [0, 1]
endowed with the Hausdorff metric. Consider the mapping g: f([0, 1])Q
K([0, 1]) defined by g(y)=f−1({y}). Then, g is continuous at every
point y ¥ f([0, 1]) for which y is not a local extremum of f. We also know
that the set of points in f([0, 1]) where f attains a local extremum is
countable. Let E be the set of points in f([0, 1]) where f attains a local
extremum. Now, g: f([0, 1])0EQK([0, 1]) is a continuous function. It
is also well-known that the set of perfect sets in K([0, 1]) is a Gd set [9,
Vol. II, Theorem 2.3, p. 50]). Since g is continuous on f([0, 1])0E, we
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have that L1, the set of points in f([0, 1])0E where level sets of f are
perfect, is a Gd set relative to f([0, 1])0E. Since f([0, 1])0E is Gd, we
have that L1 is a Gd subset of R. Now, L2, the set of points in E where the
level sets of f are perfect, is a countable set. Hence, we have that the set of
points where level sets of f are perfect is the union of a Gd set and a
countable set. L
Proposition 3.8. Let N be a countable subset of [0, 1]. Then, there is a
non-decreasing continuous function f: [0, 1]Q [0, 1] such that
(1) f−1({y}) is a closed non-degenerate interval for all y ¥N,
(2) f−1({y}) is a singleton for all y ¨N.
Proof. Let N={y1, y2, ..., yn, ...}. Suppose that k is a positive integer
and that we have constructed non-decreasing piecewise linear functions
f1, ..., fk from [0, 1] onto [0, 1], a sequence of intervals I1, I2, ..., Ik, and a
sequence of intervals J1, ..., Jk such that
(i) f−1k ({yi})=Ii for 1 [ i [ k,
(ii) f−1k ({y}) is singleton for y ¨ {y1, y2, ..., yk},
(iii) ||fk−fk−1 || < 2−k,
(iv) fk(x)=fk−1(x) for every x ¥ [0, 1]0Jk, and
(v) l(Jk) < 2−k.
Now, let Jk+1 be a sufficiently small interval containing f
−1
k ({yk+1}) so that
Jk+1 5 Ii=” for 1 [ i [ k, l(Jk+1) < 2−(k+1), and l(fk(Jk+1)) < 2−(k+1). Let
Ik+1 ı Jk+1 be a small interval containing f−1k ({yk+1}) and let fk+1 be a
modification of fk inside Jk+1 so that induction hypotheses above are
satisfied. Let f be the uniform limit of {fk}. Clearly, f is a non-decreasing
continuous function from [0, 1] onto [0, 1] and f−1({y}) is an interval for
all y ¥N. Now, suppose y ¨N and I is some interval. Let m be large
enough so that ;.k=m l(Jk) < l(I). Since f−1m ({y}) is singleton and
;.k=m l(Jk) < l(I), we have that there is a p ¥ I such that f(p)=
fm(p) ] y. Hence, f−1({y}) is singleton for all y ¥ f([0, 1])0N. L
Definition 3.9. Let B be a box. A continuous function f is diagonal to
B if the restriction of f to B is a linear function which passes through the
diagonal corners of B.
Definition 3.10. Let I be a closed interval. Then, we use IL, IM, IR to
denote the left third, middle third and the right third intervals of I, respec-
tively. If B=I×J is a box, then BL=IL×J, BM=IM×J, and BR=IR×J.
We call BL, BM, BR the vertical splitting of B.
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Definition 3.11. A continuous function f is said to be jagged inside
box B if f is diagonal to each of BL, BM, BR.
Definition 3.12. Let f: [0, 1]Q [0, 1] be a continuous function. Let J
be a closed interval in [0, 1]. Then, we define af(J) to be the extended
positive integer equal to the number of components of f−1(J).
Definition 3.13. Suppose that P and Q are closed sets. We say that P
is strongly contained in Q, denoted by PQ Q, if P ı Q, Q0P is countable
and every point of P is a bilateral limit point of Q.
Lemma 3.14. Suppose that 1 [ n [. and P ¥An. Then, there is Q ¥An
such that PQ Q.
Proof. For each component Si of [0, 1]0P, let FSi={ai+l(Si)/2
k,
bi−l(Si)/2k : k=1, 2, ...}, where Si=[ai, bi]. Then, Q=P 2 (1.i=1 FSi ) is
the desired set. L
Proposition 3.15. Suppose Q, QŒ ¥A1 with QQ QŒ, and N ı Q is a Gd
set. Then, there is a CBV function f: [0, 1]Q R such that
(1) f−1({y}) is perfect for all y ¥N,
(2) f−1({y}) is finite for all y ¨N, and
(3) f(Tf) ı QŒ.
Proof. First of all we observe that, since N ı Q and Q ¥A1, from
Theorem 2.28 it follows that l(N)=0. Since N is a Gd set with l(N)=0,
we can obtain a decreasing sequence of open sets {Ak} with l(Ak) < 1/32k
and N=4.k=1 Ak. We will construct our desired function f as the uniform
limit of an appropriately chosen sequence {fk}.
Let f0: [0, 1]Q [0, 1] be the identity map. Consider A1. As QQ QŒ, we
may obtain a countable collection {Jt}
.
t=1 of non-overlapping, closed
intervals contained in A1 such that the end-points of Jt are in QŒ and
A1 5 Q ı1.t=1 Jt. Let f1 be the modification of f0 which is linearly jagged
inside f−10 (Jt)×Jt for all t, and let G1={f
−1
0 (Jt)×Jt : t \ 1}. Then, at the
end of stage 1, the following properties are satisfied:
(i) f1 is a continuous function linearly jagged inside each B ¥ G1
with f1(0)=0, f1(1)=1,
(ii) the graph of f1 coincides with the graph of f0 outside 1 G1,
(iii) |f−11 ({y})| [ 31 for all y ¥ [0, 1],
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(iv) f1 is a CBV function and
V(f1) [ V(f0)+3 · C
.
n=1
af0 (Jn) ·l(Jn)
=V(f0)+3 · C
.
n=1
l(Jn)
[ V(f0)+3 ·l(A1),
(v) p2(1 G1) ı A1,
(vi) the end-points of p2(B) are in QŒ and
l(p1(B)) [ l(p2(B)) [ l(A1),
for every B ¥ G1,
(vii) f1(Tf1 ) ı QŒ and
(viii) ||f1−f0 ||0 [ l(A1).
Now let us assume that we are at stage k > 1, fk and Gk have been
constructed so that the following properties are satisfied:
(i) fk is a continuous function linearly jagged inside each B ¥ Gk
with fk(0)=0, fk(1)=1,
(ii) the graph of fk coincides with the graph of fk−1 outside 1 Gk,
(iii) |f−1k ({y})| [ 3k for every y ¥ [0, 1],
(iv) fk is a CBV function and
V(fk) [ V(fk−1)+3k ·l(Ak),
(v) p2(1 Gk) ı Ak,
(vi) the end-points of p2(B) are in QŒ and
l(p1(B)) [ l(p2(B)) [ l(Ak),
for every B ¥ Gk,
(vii) fk(Tfk ) ı QŒ,
(viii) ||fk−fk−1 ||0 [ l(Ak),
(ix) if y ¥N and B ¥ Gk−1 are such that y ¥ p2(B), then there exist
disjoint boxes B1 and B2 in Gk contained in B such that y ¥ p2(B1) 5 p2(B2),
and
(x) if (x, fk(x)) is such that fk(x) ¥N, then (x, fk(x)) ¥1 Gk.
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Let us now construct fk+1. Let BŒ ¥ Gk and fix B to be one of B −L, B −M or
B −R. Note that fk is diagonal to B. Let us define fk+1 inside B first and
construct a collection GBk+1 of boxes inside B. As before, we obtain a
countable collection of non-overlapping closed intervals {Jt} contained in
p2(B) 5 Ak+1 such that the end-points of Jt’s are in QŒ and (Ak+1 5 p2(B))
5 Q ı1.t=1 Jt. Let fk+1 |p1(B) be the modification of fk |p1(B) which is linearly
jagged inside each of (fk |p1(B))
−1(Jt)×Jt. Let G
B
k+1={(fk |p1(B))
−1(Jt)×Jt :
t \ 1}. We do the above process for each such B and let fk+1 be the result-
ing function. We also let Gk+1=1 GBk+1. Now, it is easy to verify that fk+1
satisfies all induction hypotheses of stage k+1 except (iv). In order to
prove (iv) we notice that
V(fk+1) [ V(fk)+3 · C
.
n=1
afk (Jn) ·l(Jn)
=V(fk)+3 · C
.
n=1
3k ·l(Jn)
[ V(fk)+3k+1 ·l(Ak+1).
By (viii), we have that {fk} converges uniformly to some continuous
function f. By (iv), we have that
V(fk) [ V(f0)+C
k
j=1
3 j ·l(Aj)
[ V(f0)+C
k
j=1
3 j ·
1
32j
=V(f0)+C
k
j=1
1
3 j
< V(f0)+
1
2
.
Hence, f is of bounded variation. That f(Tf) ı QŒ follows from (vii) and
Lemma 3.2. By (ix), we have that for all y ¥N, f−1({y}) is perfect. By
(v), (ii), and (iii) we have that f−1({y}) is finite for all y ¨N. L
Proposition 3.16. Suppose Q, QŒ ¥A1 with QQ QŒ, and N ı Q is the
union of a Gd set and a countable set. Then, there is a CBV function
f: [0, 1]Q R such that
(1) f−1({y}) is perfect for all y ¥N,
(2) f−1({y}) is finite for all y ¨N, and
(3) f(Tf) ı QŒ.
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Proof. Let N=N1 2N2, where N1 is a Gd and N2 is countable and
N1 5N2=”. By Proposition 3.15, we may obtain a CBV function h such
that h(Th) ı QŒ, h−1({y}) is perfect for all y ¥N1 and finite otherwise. Since
N1 5N2=”, N3=h−1(N2) is countable. By Proposition 3.8, let g be a non-
decreasing continuous function so that g−1({y}) is perfect for all y ¥N3
and singleton otherwise. Then, f=h p g is the desired function. L
Theorem 3.17. Let M ı [0, 1] and 1 [ n [.. Then, the following are
equivalent:
(1) M is the union of a Gd set and a countable set and there is P ¥An
such that M ı P.
(2) There is a Cn function f: [0, 1]Q [0, 1] such that f−1({y}) is
perfect for every y ¥M and finite otherwise.
Proof. Let us first show that (2)2 (1). By Lemma 3.7, we have that M
is the union of a Gd set and a countable set. Since f−1({y}) is perfect for all
y ¥M, we have thatM ı f(Z(f, n)) ¥An.
Let us now show that (1)2 (2). Let M and P be as described in 1.
By Lemma 3.14 we may obtain a set PŒ ¥ An such that PQ PŒ. By
Theorem 2.28 or Theorem 2.33 if n=., we know that there is a Cn
increasing homeomorphism h such that h(Z(h, n))=PŒ, and l(Z(h, n))=0. Let
QŒ=h−1(PŒ), Q=h−1(P) and N=h−1(M). Sets QŒ, Q and N clearly satisfy
the hypothesis of Proposition 3.16. Now applying this lemma we can
obtain a CBV function g such that g−1({y}) is perfect for all y ¥N, finite
otherwise and g(Tg) ı QŒ.
Now we consider the function h p g. First, it is clear that (h p g)−1 ({y}) is
perfect for all y ¥M and finite otherwise. Next we want to observe that
h p g satisfies the hypothesis of Theorem 3.5 or of Theorem 3.6 if n=.. As
h is Lipschitz and g is CBV, we have that h p g is CBV also. Now, we want
to show that Vn(h p g) <.. Let L > ||h (n)||0 · n!. Let x1 < x2 < · · · < xk < xk+1
be elements of Th p g. Since h is a homeomorphism, we have that for all i,
xi ¥ Tg as well. Let 1 [ i [ k. As g(xi) ¥ QŒ=Z(h, n) we have that h (1)(g(xi))=
h (2)(g(xi))=· · ·=h (n)(g(xi))=0. Using Taylor series expansion of h about
g(xi), we obtain that, for some ci between g(xi) and g(xi+1),
|(h p g)(xi+1)−(h p g)(xi)|=
|h (n)(ci) · (g(xi+1)−g(xi))n|
n!
< L · |g(xi+1)−g(xi)|n.
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Hence, we have that
C
k
i=1
|(h p g)(xi+1)−(h p g)(xi)|
1
n < C
k
i=1
(L · |g(xi+1)−g(xi)|n)
1
n
=C
k
i=1
L
1
n · |g(xi+1)−g(xi)|
[ L
1
n ·V(g).
As g is BV, we have that Vn(h p g) <.. Now, applying Theorem 3.5 or
Theorem 3.6 to h p g, we obtain a homeomorphism h1 of [0, 1] such that
h p g p h1 is a Cn function. Now f=h p g p h1 is the desired function. L
Remark 3.18. For the continuous case we have that the set of points
where the level sets are perfect is simply the union of a Gd set and a
countable set.
Indeed, the proof follows very similarly to the proof of Proposition 3.16
provided that we show that given a Gd set M ı [0, 1] we can find a
continuous function f: [0, 1]Q [0, 1] such that f−1({y}) is perfect for all
y ¥M and finite otherwise.
To this end, let M ı [0, 1] be a Gd set and M1=M¯0V where V is the
interior of M¯. Let V1=(c1, d1), V2=(c2, d2), ... be the components of V.
Since M1 is nowhere dense and closed, we can find a closed set N1 with
l(N1)=0 and an increasing homeomorphism h: [0, 1]Q [0, 1] such that
h−1(M1)=N1. Let Ui=(ai, bi)=h−1(Vi). Let Ci ı Ui be a Cantor set of
measure zero and Di ı Vi 5M be a countable set which is dense in Vi. Let
fi: [ai, bi]Q [ci, di] be a non-decreasing continuous Cantor like function
supported on Ci such that f
−1
i ({y}) is an interval iff y ¥ Di and fi(ai)=ci
and fi(bi)=di. Now, let f=h on [0, 1]01.i=1 Ui and f=fi on Ui. Then,
f is a continuous non-decreasing function from [0, 1] onto [0, 1] with the
property that f−1({y}) is a point if y ¨ D=1.i=1 Di and an interval if
y ¥ D. Moreover, set N1 2 1.i=1 Ci is a closed set of measure zero and its
image under f is M¯. Let N=f−1(M) 5 (N1 2 1.i=1 Ci). Then, N is a
Gd set contained in a closed set of measure zero. Therefore, using
Theorem 3.17 we may find a C1 function g such that g−1({y}) is perfect if
y ¥N and finite otherwise. Now, we claim that f p g is the desired func-
tion, i.e., if y ¥M then (f p g)−1({y}) is perfect and finite otherwise. Let
y ¥M. If y ¨ D, then f−1({y}) has exactly one point which is in N and
hence (f p g)−1 ({y}) is perfect. If y ¥ D, then f−1({y}) is some closed
interval I=[a, b]. Since y ¥M, a, b ¥N and g−1({a}) and g−1({b}) are
perfect. On the other hand, g−1((a, b)) is an open set and hence
(f p g)−1 ({y})=g−1({a}) 2 g−1({b}) 2 g−1((a, b)) is perfect. If y ¨M,
then f−1({y}) has only one point and this point is not in N. Hence,
(f p g)−1 ({y}) is finite.
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4. UNCOUNTABLE LEVEL SETS
Lemma 4.1. Let Q, QŒ ¥A1 with QQ QŒ, I=[a, b], J=[c, d]. Let
B=I×J, e > 0, and Ci ı Q 5 J be closed for i ¥N. Then, there is a contin-
uous function f from I onto J and, for i ¥N, a finite collection Gi of boxes
contained in B such that
(1) the variation of f on I is less than l(J)+e,
(2) f−1({y}) is countable for all y ¥ J,
(3) f(a)=c, f(b)=d,
(4) f is jagged in each BŒ ¥1.i=1 Gi,
(5) if i ] j, then Gi 5 Gj=” and 1.i=1 Gi is a pairwise disjoint col-
lection,
(6) Ci ı1 p2(Gi) and p2(BŒ) 5 Ci ]” for all BŒ ¥ Gi,
(7) the end-points of p2(BŒ) are in QŒ for each BŒ ¥ Gi,
(8) f(Tf) ı QŒ, and
(9) diam(BŒ) < e for all BŒ ¥ Gi.
Proof. Without loss of generality we may assume that Ci=Q for all i.
We construct a sequence {fi} of continuous functions whose uniform limit
is the desired function. Since the details are similar to some of our earlier
arguments, we simply point out how to construct f1 and f2. It will be clear
how to complete the argument from there. Let f0: IQ J be a linear func-
tion which satisfies Condition (3) of the Lemma. Let J11, J
1
2, ..., J
1
t1 be a
sequence of pairwise disjoint closed intervals whose end-points are in QŒ0Q
with the following properties:
(a) Q ı1 t1i=1 J1i , Q 5 J1i ]”, and
(b) ; t1i=1 l(J1i ) < e5 · 2 and l(f−10 (J1i )) < e2 .
Let I1i=f
−1
0 (J
1
i ). In each of I
1
i , replace f0 by an appropriate continuous
function which is jagged in (I1i ×J
1
i )L, diagonal to (I
1
i ×J
1
i )M and diagonal
to (I1i ×J
1
i )R. Let f1 be the resulting continuous piecewise linear function
and let G1={(I
1
i ×J
1
i )L : 1 [ i [ t1}. Note that V(f1) < l(J)+e2 .
Let us now construct f2. Let J
2
1, J
2
2, ..., J
2
t2 be a sequence of pairwise
disjoint closed intervals such that J2i ı J1iŒ for some iŒ, end-points of J2i
are in QŒ0Q, Q ı1 t2i=1 J2i , Q 5 J2i ]”, ; t2i=1 l(J2i ) < e/(5 · 22), and
l(f−11 (J
2
i )) <
e
2 . Now, let I
2
i=f
−1
1 (J
2
i ) 5 (I1iŒ)R, where J2i ı J1iŒ for some iŒ.
Let f2 be the modification of f1 on 1 t2i=1 I2i ×J2i as earlier, and G2=
{(I2i ×J
2
i )L : 1 [ i [ t2}. Continuing in this fashion we obtain a sequence
{Gi} and f, the uniform limit of {fi}, which satisfy the required condi-
tions. L
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Proposition 4.2. Suppose Q, QŒ ¥A1 with QQ QŒ and N ı Q is an
analytic set. Then, there is a CBV function f: [0, 1]Q R such that
(i) f−1({y}) is uncountable for all y ¥N,
(ii) f−1({y}) is countable for all y ¨N, and
(iii) f(Tf) ı QŒ.
Proof. Let us first establish some notation. We will use s, y, etc., to
denote an element of N <N (=finite sequences of elements of N) or NN. We
use |s| to denote the length of s and if |s| > k, then s|k to denote the
restriction of s to the first k coordinates, and s(k) to denote the kth coor-
dinate of s. If s is a finite string and k a positive integer, then sk denotes
the concatenation of s followed by k. As N is an analytic subset of Q, we
may obtain a Suslin scheme [2] {Cy}y ¥N <N such that
(a) each of Cy is a closed subset of Q,
(b) for each s ¥NN, Cs | k+1 ı Cs|k, and diam(Cs | k) < 2−k,
(c) N=1s ¥NN 4.k=1 Cs | k.
We will construct the desired f as the uniform limit of a sequence of con-
tinuous functions {fk}. We set f0 equal to identity on [0, 1] and let
G0={[0, 1]×[0, 1]}. At stage k \ 1, we would like a continuous function
fk from [0, 1] onto [0, 1], a countable collection Gk of boxes contained in
the unit square and a function fk: Gk QNk such that
(1) fk is of bounded variation and the total variation of fk is less
than 1+;ki=1 2−i,
(2) f−1k ({y}) is countable for all y,
(3) fk=fk−1 outside p1(1 Gk),
(4) fk(Tfk ) ı QŒ,
(5) Gk is a pairwise disjoint collection,
(6) fk is diagonal to each B ¥ Gk,
(7) for each s ¥Nk, f−1k ({s}) is a finite collection of boxes and
Cs ı p2(1 f−1k ({s})), and if B ¥ f−1k ({s}), then p2(B) 5 Cs ]”,
(8) for each s ¥Nk, 1 f−1k ({s}) ı1 f−1k−1({s | (k−1)}),
(9) for each B ¥ Gk, diam(B) < 2−k, and
(10) for each B ¥ Gk−1 with y=fk−1(B) and for positive integer m,
we have that if p2(B) 5 Cym ]”, then for each y ¥ Cym 5 p2(B), there are
two disjoint boxes B1, B2 ¥ Gk with B1 2 B2 ı B such that y ¥ p2(B1) 5
p2(B2) and fk(B1)=fk(B2)=ym.
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We construct f1 using Lemma 4.1. Let B=[0, 1]×[0, 1], e=
1
2 . Using the
lemma, obtain a function f1 and collections Hi which satisfy the conclusion
of Lemma 4.1. Let G1={BL, BR: B ¥Hi for some i}. For each B ¥Hi,
define f1(BL)=f1(BR)=i. Note that f1 is well-defined as Hi 5Hj=” for
i ] j. Then, f1 and G1 satisfy the above conditions. Now, suppose that fk
and Gk have been constructed so that they satisfy the induction hypothesis
above. Enumerate Gk as B1, B2, ... . Let l \ 1 and s=fk(Bl). If there is no i
so that p2(Bl) 5 Csi ]”, then we let gl=fk on p1(Bl). Otherwise, we
apply Lemma 4.1 to Bl, p2(Bl) 5 Csi, i=1, 2, ... (listing only the non-empty
ones), e=2−(k+1+l) and obtain a function gl and collections H
l
i which
satisfy the conclusion of Lemma 4.1. For each BŒ ¥H li, define f lk+1(B −L)=
f lk+1(B
−
R)=si. We do this for each ł and let fk+1=fk outside 1.l=1 p1(Bl)
and fk+1=gl on p1(Bl). We let Gk+1={B
−
L, B
−
R: BŒ ¥H li for some i, l} and
let fk+1 be the union of all the partial f
l
k+1. These fk+1, Gk+1, fk+1 satisfy
the induction hypotheses. As fk+1 is continuous and modified only inside
boxes of stage k and these boxes have diameters less than 2−k, we have that
{fk} converges uniformly to some continuous function f. By induction
hypothesis (1), we have that f is of bounded variation. That f(Tf) ı QŒ
follows from induction hypothesis (4), the fact that QŒ is closed and
Lemma 3.2.
Let us now show that f−1({y}) is uncountable for y ¥N and countable
otherwise. Let y ¥N. Let s ¥NN be such that y ¥4.k=1 Cs | k. Using induc-
tion hypothesis (10) at stage k=1 with B=[0, 1]×[0, 1], we may obtain
two disjoint boxes By0 and B
y
1 in G1 such that y ¥ p2(By0) 5 p2(By1) and
that f1(B
y
0)=f1(B
y
1)=s | 1. Now suppose that k \ 1 and we have 2k
many pairwise disjoint boxes Bya , a ¥ {0, 1}k with each Bya ¥ Gk, y ¥
4a ¥ {0, 1}k p2(Bya) and fk(Bya)=s | k for all a. Applying induction hypothesis
(10) at stage k+1 to each Bya , for a ¥ {0, 1}k and m=s(k+1), we obtain
an analogous appropriate collection of BŒs at stage k+1. Now, it is easy to
verify that the Cantor set 1a ¥ {0, 1}N 4.k=1 p1(Bya|k) maps to y under f.
Finally, to complete the proof let us show that f−1({y}) is uncountable
implies that y ¥N. As f=f1 outside p1(1 G1) and f−11 ({y}) is countable,
we have that there is B1 ¥ G1 such that B1 contains uncountably many
points of the graph of f whose second coordinate is y. Let l1=f1(B1). By
a similar argument, there has to be B2 ¥ G2 such that B2 contains uncount-
ably many points of the graph of f whose second coordinate is y and
B2 ı B1. By induction hypotheses (5) and (8), we have that f2(B2)=(l1, l2)
for some l2. Continuing in this fashion, we can obtain a sequence of boxes
{Bk} and a sequence of integers {lk} such that y ¥ p2(Bk), Bk ¥ Gk,
Bk+1 ı Bk and fk(Bk)=s | k where s=(l1, l2, ...). From Condition (7) we
have that p2(Bk) 5 Cs | k ]”, and from Condition (9) that diam(Bk)Q 0 as
kQ.. Hence, y ¥4.k=1 Cs | k. Therefore, y ¥N. L
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Theorem 4.3. Let M ı [0, 1] and 1 [ n [.. Then, the following are
equivalent:
(1) M is an analytic set and there is P ¥An such that M ı P.
(2) There is a Cn function f: [0, 1]Q [0, 1] such that f−1({y}) is
uncountable for every y ¥M and countable otherwise.
Proof. Let us first show that (2)2 (1). Since f is continuous, we have
that the set of all points where the level sets are uncountable is an analytic
set [9, Theorem 2, p. 498]. Hence M is analytic. Since f−1({y}) contains a
perfect set for each y ¥M, we have that y ¥ f(Z(f, n)). HenceM ı f(Z(f, n)).
Proof of (1)2 (2) follows very analogously to the proof of
Theorem 3.17. The only difference is that we apply Proposition 4.2 instead
of Proposition 3.16. L
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