Abstract-As a promising way for heterogeneous data analytics, consensus clustering has attracted increasing attention in recent decades. Among various excellent solutions, the co-association matrix based methods form a landmark, which redefines consensus clustering as a graph partition problem. Nevertheless, the relatively high time and space complexities preclude it from wide real-life applications. We, therefore, propose Spectral Ensemble Clustering (SEC) to leverage the advantages of co-association matrix in information integration but run more efficiently. We disclose the theoretical equivalence between SEC and weighted K-means clustering, which dramatically reduces the algorithmic complexity. We also derive the latent consensus function of SEC, which to our best knowledge is the first to bridge co-association matrix based methods to the methods with explicit global objective functions. Further, we prove in theory that SEC holds the robustness, generalizability, and convergence properties. We finally extend SEC to meet the challenge arising from incomplete basic partitions, based on which a row-segmentation scheme for big data clustering is proposed. Experiments on various real-world data sets in both ensemble and multi-view clustering scenarios demonstrate the superiority of SEC to some state-of-the-art methods. In particular, SEC seems to be a promising candidate for big data clustering.
INTRODUCTION
C ONSENSUS clustering, also known as ensemble clustering, emerges as a promising way for multi-source, heterogeneous data clustering, and recently attracts increasing academic attention. It aims to find a single partition that mostly agrees with multiple existing basic ones [1] . It is of recognized benefits in generating robust partitions, discovering novel structures, handling noisy features, and integrating solutions from multiple sources [2] .
Generally speaking, consensus clustering can be roughly divided into two categories, i.e., those with or without explicit global objective functions. Methods that do not set objective functions make use of some heuristics or meta-heuristics to find approximate solutions. Representative methods include co-association matrix-based methods [3] , [4] , [5] , [6] , graph-based algorithms [1] , [7] , relabeling and voting methods [8] , [9] and locally adaptive cluster-based methods [10] . Methods with explicit objectives employ global objective functions to measure the similarity between basic partitions and the consensus one. Representative solutions with different objective functions include K-means-like algorithm [11] , [12] , NMF [13] , EM algorithm [14] , simulated annealing [15] and combination regularization [16] .
Of the above-mentioned methods, the co-association matrix-based methods form a landmark, where a coassociation matrix is constructed to summarize basic partitions via measuring how many times a pair of instances occur simultaneously in a same cluster. The main contribution of these methods is the redefinition of the consensus clustering problem as a classical graph partition problem on the co-association matrix, so that agglomerative hierarchical clustering, spectral clustering, or other algorithms can be employed directly to find the consensus partition. It has been well informed that the co-association matrix-based methods can achieve excellent performances [5] , [6] , but they also suffer from some nonignorable drawbacks. Particularly, the high time and space complexities prevent it from handling real-life large-scale data, and no explicit global objective function to guide consensus learning might lead to consensus partitions of unstable qualities when facing data sets of different characteristics.
In light of this, we propose Spectral Ensemble Clustering (SEC), which conducts spectral clustering on the co-association matrix to find the consensus partition. Our main contributions are summarized as follows. First, we formally prove that the spectral clustering of a co-association matrix is equivalent to the weighted K-means clustering of a binary matrix, which decreases the time and space complexities of SEC dramatically to roughly linear ones. Second, we derive the intrinsic consensus objective for SEC, which to our best knowledge is the first to give explicit global objective function to a coassociation matrix based method, and thus could give clues to its theoretical foundation. Third, we prove theoretically the fine properties of SEC, including its robustness, generalizability and convergence, which are further verified empirically by extensive experiments. Fourth, we extend SEC so as to adapt to incomplete basic partitions (IBP), which enables a row-segmentation scheme suitable for big data clustering. Experimental results on various real-world data sets in both ensemble and multi-view clustering scenarios demonstrate that SEC outperforms some state-of-the-art baselines by delivering higher quality consensus partitions in an efficient way. Besides, SEC is very robust to incomplete basic partitions with many missing values. Finally, the promising ability of SEC in big data clustering is validated via a whole day collection of Weibo data.
This paper is an extension of our conference paper [17] . The new contents include (1) two more theorems (i.e., Theorems 5 and 8) on the convergence of SEC with either complete or incomplete basic partitions, (2) newly designed experiments to validate the robustness, generalizability and convergence of SEC and its ability for multi-view clustering, (3) substantially more competitive methods involved to demonstrate the effectiveness and efficiency of SEC, and (4) more comprehensive related work illustrated in terms of both ensemble clustering and multi-view clustering.
RELATED WORK
In this section, we briefly introduce existing work most related to our study in this paper.
Ensemble Clustering
Ensemble clustering aims to fuse various existing basic partitions into a consensus one, which can be divided into two categories: with or without explicit global objective functions. In a global objective function, usually a utility function is employed to measure the similarity between a basic partition and the consensus one at the partition level. Then the consensus partition is achieved by maximizing the summarized utility function. In the inspiring work, Ref. [11] proposed a Quadratic Mutual Information based objective function for consensus clustering, and used K-means clustering to find the solution. Further, they used the expectation-maximization algorithm with a finite mixture of multinomial distributions for consensus clustering [14] . Wu et al. put forward a theoretic framework for K-means-based Consensus Clustering (KCC), and gave the sufficient and necessary condition for KCC utility functions that can be maximized via a Kmeans-like iterative process [12] , [18] , [19] , [20] . In addition, there are some other interesting objective functions for consensus clustering, such as the ones based on nonnegative matrix factorization [13] , kernel-based methods [21] , simulated annealing [15] , etc.
Another kind of methods do not set explicit global objective functions for consensus clustering. In one pioneer work, Ref. [1] (GCC) developed three graph-based algorithms for consensus clustering. More methods, however, employ coassociation matrix to calculate how many times two instances jointly belong to the same cluster. By this means, some traditional graph partitioning methods can be called to find the consensus partition. Ref. [5] (HCC) is the most representative one in the link-based methods, which applied the agglomerative hierarchical clustering on the co-association matrix to find the consensus partition. Huang et al. employed the micro-cluster concept to summarize the basic partitions into a small core co-association matrix, and applied different partitioning methods, such as probability trajectory accumulation (PTA) and probability trajectory based graph partitioning (PTGP) [22] , and graph partitioning with multi-granularity link analysis (MGLA) [23] , for the final partition. Other methods include Relabeling and Voting [8] , Robust Evidence Accumulation with weighting mechanism [24] , Locally Adaptive Cluster based methods [10] , Robust Spectral Ensemble Clustering [25] and Simultaneous Clustering and Ensemble [26] , etc. There are still many other algorithms for ensemble clustering. Readers with interests can refer to some survey papers for more comprehensive understanding [27] . Most of the existing works focus on the process of the clustering on the (modified) co-assocaition matrix, while our method exactly decomposes the co-association matrix into a binary matrix and provides a high efficient solution for consensus clustering.
Multi-View Clustering
Multi-view clustering is to separate instances into different groups based on multiple representations. Existing multiview clustering algorithms can be generally divided into four groups. The simplest way is to concatenate multi-view features directly and conduct traditional clustering via optimizing certain loss functions [28] , [29] , like ConKM employing Kmeans and ConNMF employing Non-negative matrix factorization. Another group of algorithms aim to find a common low-dimension latent subspace, which shares the most possible consistency between different views. Any clustering algorithms can then be applied to obtain the final partition [30] , [31] . For instance, Ref. [32] proposed Collective NMF (ColNMF) to find a shared coefficient matrix with different basis matrices across views, and similarly, Ref. [33] leveraged l 2;1 norm to obtain a shared indicator matrix.
The third category generates basic partitions from each view individually and then calls consensus clustering to fuse them, which is very similar to consensus clustering mentioned previously. Recently, some methods interactively learn basic partitions and the consensus subspace by pushing basic clustering solution of each view towards the common one. In [34] , the authors proposed Co-Regularized Spectral Clustering (CRSC), which enforces the similarity of eigenvectors learnt from different views and integrates it within the spectral clustering framework. Ref. [35] put forward a joint matrix factorization algorithm (MultiNMF), which incorporates both individual matrix factorizations and the inconsistency between each view's coefficient matrix and the consensus one. Recently, Ref. [36] extended ColNMF to handle partial multiview clustering (PVC), and dealt with incomplete two-view clustering based on NMF. Other methods include local learning [37] , pareto optimization [38] , spectral embedding [39] , etc.
Weighted K-Means
Weighted K-means is a variant of K-means [40] by assigning predefined weights to data instances. Similar to K-means, a two-phase iterative heuristic is employed for the partition. In the data assignment phase, each data instance is assigned to the nearest centroid. In the centroid update phase, each centroid is updated by the weighted arithmetic of instances. The two phases iteratively optimize the objective function until convergence.
SPECTRAL ENSEMBLE CLUSTERING
Let X ¼ fx 1 ; . . . ; x n g > 2 R nÂd represent the data matrix containing n instances in d dimensions. p i is a crisp basic partition of X with K i clusters generated by some traditional clustering algorithm, and p i ðxÞ 2 f1; 2; . . . ; K i g represents the cluster label of instance x. Given r basic partitions of X in P ¼ fp 1 ; p 2 ; . . . ; p r g, a co-association matrix S nÂn is defined as follows [5] :
& In essence, the co-association matrix measures the similarity between each pair of instances, which is the co-occurrence counts of two instances in the same cluster in P. Spectral Ensemble Clustering applies spectral clustering on the co-association matrix S for the final consensus partition p, which is formulated as follows:
Let H ¼ ½H 1 ; . . . ; H K , a n Â K partition matrix, be the 1-of-K coding of p, where K is the user-specified cluster number. The objective function of normalized-cut spectral clustering of S is the following trace maximization problem 
From SEC to Weighted K-Means
Performing spectral clustering on the co-association matrix, however, suffers from huge time complexity originated from both building the matrix and conducting the clustering. To meet this challenge, one feasible way is to find a more efficient yet equivalent solution for SEC. In what follows, we propose to solve SEC by a weighted K-means clustering on a binary matrix.
Let B nÂð P r i¼1 K i Þ be a binary matrix derived from the set of r basic partitions in P as follows:
Bðx; ÁÞ ¼ bðxÞ ¼ hbðxÞ 1 ; . . . ; bðxÞ r i; bðxÞ i ¼ hbðxÞ i1 ; . . . ; bðxÞ iK i i;
where hÁi indicates a transverse vector. Apparently, Fig. 1 shows an example of the binary matrix and the weight for each data instance. The binary matrix is just to concatenate all the 1-of-K i codings of basic partitions. Based on B, we provide the theorem to connect SEC and classical weighted K-means clustering, from which the calculation of the weights will be also given. Note that all proofs of theorems will be given in the appendices for clarity. where I is the number of iterations. Thus, the transformation dramatically reduces the time and space complexities from Oðn 3 Þ and Oðn 2 Þ, respectively, to roughly OðnÞ. Note that there is only one non-zero element in bðxÞ i . Accordingly, while the weighted K-means is conducted on B, a n Â P r i¼1 K i binary matrix, the real dimensionality in computation is merely r.
Remark 2. In [42] , the authors uncovered the connection between spectral clustering and weighted kernel K-means. Differently, for SEC we actually figure out the mapping function of the kernel, which turns out to be the binary data dividing its corresponding weight. By this means, we transform SEC into weighted K-means rather than weighted kernel K-means, which is crucial for gaining high efficiency for SEC and making it practically feasible. Algorithm 1 gives the pseudocodes of SEC. It is worthy to note that in Line 2, P n l¼1 dðp i ðxÞ; p i ðx l ÞÞ calculates the size of the cluster where x belongs to in the ith basic partition. Moreover, the binary matrix B is highly sparse, with only r non-zero elements existing in each row. The weighted Kmeans is finally called for the solution. 
Theorem 2. If a utility function takes the form as
where
Uðp; p i Þ: (5)
Remark 3. The utility function U of SEC in Eq. (4) actually defines a family of utility functions to supervise the consensus learning process. Obviously, fðUÞ also satisfies Eq. (5) if f is a strictly increasing function. Compared with the categorical utility function, the utility function U of SEC enforces the weights of the instances in large clusters in a quite natural way. Recall that the co-association matrix measures the similarity at the instance level; by Theorem 2, we derive the utility function to measure the similarity at the partition level. This indicates that two kinds of similarities at different levels are essentially inter-convertible, which to the best of our knowledge is the first claim in consensus clustering. 
THEORETICAL PROPERTIES
Here, we analyze the learning ability of SEC by exploiting its robustness, generalizability and convergence in theory.
Robustness
Robustness that measures the tolerance of learning algorithms to perturbations (noise) is a fundamental property for learning algorithms. If a new instance is close to a training instance, a good learning algorithm should make their errors similar. This property of algorithms is formulated as robustness by the following definition [44] .
Definition 1 (Robustness). Let X be the training example
space. An algorithm is ðK; ðÁÞÞ robust, for K 2 N and ðÁÞ : X n 7 ! R, if X can be partitioned into K disjoint sets, denoted by fC i g K i¼1 , such that the following holds for all X 2 X n ; 8x 2 X; 8x 0 2 X; 8i ¼ 1; . . . ; K : if x; x 0 2 C i ; then jf m 1 ;...;m K ðxÞ À f m 1 ;...;m K ðx 0 Þj ðXÞ:
We then have Theorem 3 to measure the robustness of SEC as follows: Theorem 3. Let N ðg; X ; k Á k 2 Þ be a covering number of X , which is defined to be the minimal integer m 2 N such that there exist m disks with radius g (measured by the metric k Á k 2 ) covering X .
For any x; x 0 2 X; kx À x 0 k 2 g, we define kbðxÞ i À bðx 0 Þ i k 2 g i and jw bðxÞ i À w bðx 0 Þ i j g w;i ; i ¼ 1; . . . ; r, where w bðxÞ i ¼ P n l¼1 dðp i ðxÞ; p i ðx l ÞÞ. Then, for any centroids m 1 , . . ., m K learned by SEC, we obtain SEC is ðN ðg; X ; k Á k 2 Þ;
Remark 5. From Theorem 3, we can see that even if fg i g and fg w;i g might be large due to some instances "poorly" clustered by some basic partitions, the high-quality performance of SEC will be preserved, provided that these instances are "well" clustered by other majorities. This means that SEC could benefit from the ensemble of basic partitions.
Generalizability
A small generalization error leads to a small gap between the expected reconstruction error of the learned partition and that of the target one [45] . The generalizability of SEC is highly dependent on the basic partitions. In what follows, we prove that the generalization bound of SEC can converge quickly and SEC can therefore achieve high-quality clustering with a relatively small number of instances.
Theorem 4. Let p be the partition learned by SEC. For any independently distributed instances x 1 ; . . . ; x n and d > 0, with probability at least 1 À d, the following holds: Remark 6. Theorem 4 shows that if the third term of the upper bound goes to zero when n goes to infinity, the empirical reconstruction error of SEC will reach its expected reconstruction error. So, the convergence of
is a sufficient condition for the convergence of SEC. This sufficient condition is easily achieved by the consistency property of the basic partitions.
Remark 7. The consistency of crisp basic partitions will make w bðx l Þ =jC k j diverge little, where jC k j denotes the cardinality of the cluster containing x l . If we further assume that jC k j ¼ a k n, where a k 2 ð0; 1Þ, the convergence of SEC can be as fast as Oð1= ffiffiffiffiffi n 3 p Þ. The fast convergence rate will result in the expected risk of the learned partition decreasing quickly to the expected risk of the target partition [46] . This verifies the efficiency of SEC. Compared with classical K-means clustering, the fastest known convergence rate is Oð1= ffiffiffi n p Þ [46] , [47] .
Convergence
Due to the good convergence of weighted K-means, SEC will converge w:r:t: n. Here, we show that it will also converge w:r:t: r, the number of basic partitions, which means that the final clustering p will become more robust and stable as we keep increasing the number of basic partitions.
Theorem 5. 8 > 0, there exists a clustering p 0 such that
where p is the final consensus clustering output by SEC and PrfAg denotes the probability of event A. K as r goes to infinity. Thus, the output of SEC will converge to the true clustering as we increase the number of basic partitions sufficiently.
INCOMPLETE EVIDENCE
In practice, incomplete basic partitions are easily met for data collecting device failures or transmission loss. By clustering a data subset X i X, 1 i r, we can obtain an incomplete basic partition p i of X. Assume r data subsets can cover the whole data set, i.e., S r i¼1 X i ¼ X with jX i j ¼ n ðiÞ . The problem is how to cluster X into K crisp clusters using SEC given r IBPs in P ¼ fp 1 ; . . . ; p r g.
Due to the missing values in P, the co-association matrix cannot reflect the similarity of instance pairs any longer. To address this challenge, we start from the objective function of weighted K-means and extend it to handling incomplete basic partitions. It is obvious that missing elements in basic partitions provide no utility in the ensemble process. Consequently, they should not be involved in the weighted K-means for the centroid computation. We therefore have: 
Remark 9. Compared with Theorem 2, the utility function of SEC with IBPs has one more parameter p ðiÞ . This indicates that basic partitions with more elements are naturally assigned with higher importance for the ensemble process, which agrees with our intuition. This theorem also demonstrates the advantages of the transformation from co-association matrix to binary matrix; that is, the former cannot reflect the incompleteness of basic partitions while the latter can.
For the convergence of the SEC with IBPs, we have:
For the objective function in Eq. (7), SEC with IBPs is guaranteed to converge in finite two-phase iterations of weighted K-means clustering. 
TOWARDS BIG DATA CLUSTERING
When it comes to big data, it is often difficult to conduct traditional cluster analysis due to the huge data volume and/ or high data dimensionality. Ensemble clustering like SEC with the ability in handling incomplete basic partitions becomes a good candidate towards big data clustering.
In order to conduct large-scale data clustering, we propose the so-called row-segmentation strategy. Specifically, to generate each basic partition, we randomly select a data subset with a certain sampling ratio from the whole data, and run K-means on it to obtain an incomplete basic partition; this process repeats r times, prior to running SEC to obtain the final consensus partition.
The benefit of employing the row-segmentation strategy is two-fold. On one hand, a big data set can be decomposed into several smaller ones, which can be handled independently and separately to obtain IBPs. On the other hand, in the final consensus clustering, no matter how large the dimensionality of the original data is, we only need to conduct weighted K-means on the binary matrix B with only r non-zero elements in each row during the ensemble learning process. Note that Ref. [6] made the co-association matrix sparse for a fast decomposition, but we here transform the co-association matrix into the binary matrix directly so that we even do not need to build the co-association matrix. The experimental results in the next section demonstrate that the row-segmentation strategy does work well and even outperforms the basic clustering on the whole data.
EXPERIMENTAL RESULTS
In this section, we evaluate SEC on abundant real-world data sets of different domains, and compare it with several state-of-the-art algorithms across both ensemble clustering and multi-view clustering areas. In the first scenario, each data set is provided with a single view and basic partitions are produced by some random sampling schemes. In the second scenario, however, each data set is provided with multiple views and each view generates either one or multiple basic partitions by random sampling. Finally, a case study on large-scale Weibo data shows the ability of SEC for big data clustering.
Scenario I: Ensemble Clustering

Experimental Setup
Data. Various real-world data sets with true cluster labels are used for evaluating the experiments in the scenario of ensemble clustering. Table 2 summarizes some important characteristics of these data sets obtained from UCI, 1 CLUTO, 2 and LIBSVM 3 repositories, respectively. Tool. SEC is coded in MATLAB. The kmeans function in MATLAB with either squared Euclidean distance (for UCI and LIBSVM data sets) or cosine similarity (for CLUTO data sets) is run 100 times to obtain basic partitions by varying the cluster number in ½K; ffiffiffi n p , where K is the true cluster number and n is the data size. For two relatively large data sets letter and mnist, the cluster numbers of basic partitions vary in ½2; 2K for meaningful partitions. The baseline methods include consensus clustering with category utility function (CCC, a special case of KCC [12] ), graph-based consensus clustering methods (GCC, including CSPA, HGPA and MCLA) [1] , co-association matrix with agglomerative hierarchical clustering (HCC with group-average, single-linkage and complete-linkage) [5] , and probability trajectory based graph partitioning (PTGP) [22] . These baselines are selected for the following reasons: GCC has great impacts in the area of consensus clustering; CCC shares common grounds with SEC by employing a K-means-like algorithm; both HCC and PTGP are co-association matrix based methods, and the former is a very famous one and the latter is newly proposed. All the methods are coded in MATLAB and set with default settings. The cluster number for SEC and all baselines is set to the true one for fair comparison. All basic partitions are equally weighted (i.e., m m = 1). Each algorithm runs 50 times for average results and deviations. Validation. We employ external measures to assess cluster validity. It is reported that the normalized Rand index (R n for short) is theoretically sound and shows excellent properties in practice [48] , which therefore is adopted in our study. R n is defined as follows:
The definition of these count variables can be found in Table 1 . A large R n indicates a better clustering performance, whereas a negative R n indicates a result even poorer than random labeling.
Environment. All experiments in Scenarios I&II were run on a PC with an Intel Core i7-3770 3.4 GHz*2 CPU and a 32 GB DDR3 RAM.
Validation of Effectiveness
Here, we compare the performance of SEC with that of baseline methods in consensus clustering. Table 3 (Left  side) shows the clustering results, with the best results highlighted in bold red and the second best in italic blue.
First, it is obvious that SEC shows clear advantages over other consensus clustering baselines, with 10 best and 9 second best results out of the total 19 data sets; in particular, the margins for the three data sets: wine, la12 and mm are very impressive. To fully compare the performance of different algorithms, we propose a measurement score as follows:
where R n ðA i ; D j Þ denotes the R n value of the A i algorithm on the D j data set. This score evaluates certain algorithm by the best performance achieved by the state-of-the-art methods. From this score, we can see that SEC exceeds other consensus clustering methods by a large margin.
Let us take a close look at HCC, which as SEC also leverages co-association matrix for consensus clustering. It is obvious that SEC outperforms HCC with group-average (HCC_GA) completely, in 13 out of 19 data sets, although HCC_GA is already the second best among the baselines. The implication is two-fold: First, the superior performances of SEC and HCC_GA indicate that the co-association matrix indeed does well in integrating information for consensus clustering; Second, a spectral clustering is much better than a hierarchical clustering in making the most of a co-association matrix. The reason for the second point is complicated, but the lack of explicit global objective function in HCC variants might be one of them; that is, unlike CCC or SEC, HCC variants have no utility function to supervise the process of consensus learning, and therefore could perform much less stably than SEC. This is supported by the extremely poor performances of HCC_GA on cacmcisi and mm in Table 3 , with negative R n values even poorer than that of random labeling. Similar observations can be found for the newly proposed algorithm PTGP on mm, which employs the mini-cluster based core co-association matrix but also lacks of utility functions for consensus learning. We finally turn to CCC, which shares with SEC the Kmeans clustering in consensus clustering but assigns equal weights to instances. From Table 3 , the performance of CCC seems much poorer than that of SEC, especially on breast_w and cacmcisi. This indicates that equally weighting of data instances might not be appropriate for consensus learning. In contrast, starting from the spectral clustering view of a co-association matrix, SEC enforces the weights of the instances in large clusters in a quite natural way, and finally leads to superior performances. Table 3 (Right side) shows the average execution time of various consensus clustering methods with 50 repetitions. Since HCC variants have similar execution time, we here only report the results of HCC GA due to limited space. It is obvious that the K-means-like methods, such as SEC and CCC, get clear edges to competitors, and HCC runs the slowest for adopting hierarchical clustering. This indeed demonstrates the value of SEC in transforming spectral clustering of coassociation matrix into weighted K-means clustering. On one hand, we make use of co-association matrix to integrate the information of basic partitions nicely. On the other hand, we avoid generating and handling co-association matrix directly but make use of weighted K-means clustering on the binary matrix to gain high efficiency. Although PTGP runs faster than HCC, it needs much more memory and fails to deliver results for two large data sets letter and mnist.
Validation of Efficiency
Validation of Robustness
Figs. 2a and 2c demonstrate the robustness of SEC by taking breast_w and cranmed as example. We choose these two data sets due to their relatively well-structured clusters-it is often difficult to observe the theoretical properties of an algorithm given very poor performances. We can see that for each data set, the majority of basic partitions are of very low quality. For example, the quality of over 60 basic partitions on cranmed is below 0.1 in terms of R n . Nevertheless, SEC performs excellently (with R n > 0:95) by leveraging the diversity among poor basic partitions. Similar phenomena also occur on some other data sets like breast_w, which indicates the power of SEC in fusing diverse information from even poor basic partitions.
Validation of Generalizability and Convergence
Next, we check the generalizability and convergence of SEC. Figs. 2b and 2d show the results by varying the number of basic partitions from 20 to 80 for breast_w and cranmed, respectively. Note that the above process is repeated 20 Fig. 2 . Impact of quality and quantity of basic partitions. times for average results. Generally speaking, it is clear that with the increasing number of basic partitions (i.e., r), the performance of SEC goes up and becomes stable gradually. For instance, SEC achieves satisfactory result from breast_w with only 20 basic partitions, but it also suffers from high volatility given such a small r; when r goes up, the variance becomes narrow and stabilizes in a small region.
Effectiveness of Incompleteness Treatment
Here, we demonstrate effectiveness of SEC in handling incomplete basic partitions. The row-segmentation strategy is employed to generate IBPs. In detail, data instances are first randomly sampled with replacement, with the sampling ratio going up from 20 to 80 percent, to form overlapped data subsets and generate IBPs; SEC is then called to ensemble these IBPs and obtain a consensus partition. Note that for each ratio, the above process repeats 100 times to obtain IBPs, and unsampled instances are omitted in the final consensus learning. It is intuitive that a lower sampling ratio leads to smaller overlaps between IBPs and thus worse clustering performances. Fig. 3 shows the sample results on mm and reviews, where the horizontal line indicates the K-means clustering result on the original data set and serves as the baseline unchanged with the sampling ratio. As can be seen, SEC keeps providing stable and competitive results as the sampling ratio goes down to 20 percent, which demonstrates the effectiveness of incompleteness treatment of SEC. contains the documents written originally in five different languages over 6 categories. We here use the sample suggested by [35] , which has 100 documents for each category with three views in English, German and French, respectively. four-Areas 7 is derived from 20 conferences in four areas including database, data mining, machine learning and information retrieval. It contains 28,702 authors and 13,214 terms in the abstract. Each author is labeled with one or multiple areas, and the cross-area authors are removed for unambiguous evaluation. The remainder has 4,236 authors in both conference and term views. Tool. We compare SEC with a number of baseline algorithms including ConKM, ConNMF, ColNMF [32] , CRSC [34] , MultiNMF [35] and PVC [36] . All the competitors are with default settings whenever possible. Gaussian kernel is used to build the affinity matrix for CRSC. The trade-off parameter is set to 0.01 for MultiNMF as suggested in Ref. [35] . For SEC, we employ the kmeans function in MAT-LAB to generate one basic partition for each view, and then call SEC to fuse them with equal weights into a consensus one. Each algorithm is called 50 times for the average results.
Validation. For consistency, we also employ R n to evaluate cluster validity. Table 5 shows the clustering results on four multi-view data sets, with the best results highlighted in bold and the second best in italic. The sign "N/A" indicates PVC cannot handle data with more than two views.
Comparison of Clustering Quality
As can be seen from Table 5 , SEC generally shows higher clustering performances than the baselines, especially for data sets three-Sources and four-Areas-actually all baselines seem completely ineffective in inferring the structure of four-Areas. This indeed reveals the unique merit of SEC for multi-view clustering; that is, SEC works on new features from basic partitions rather than original features, which might avoid the negative impact of data dimensionality, especially when dealing with data sets such as four-Areas that have two views of substantially different dimensionalities.
It is also noteworthy that SEC has poor performance on Digit. If we take a close look at the two basic partitions for SEC, we can find the contrastive performances, i.e., R n ¼ 0:65 and 0.32 on "Pixel" and "Fourier", respectively. As a result, given the only two basic partitions, SEC can only find a comprise and thus results in poor performance. One straightforward remedy is to make full use of the robustness of SEC by increasing the number of basic partitions in each view, as suggested by Sections 4.1 and 7.1.4. We give experimental results below.
Robustness Revisited
As mentioned above, sufficient basic partitions could enhance the robustness of SEC via repeating valid local structures. To better understand this, in this experiment, we generate r ¼ 20 basic partitions for each view using a random feature selection scheme. That is, for each basic partition, we take all the data instances but sample the features randomly with a ratio r s so as to form a data subset. We set r s ¼ 50% empirically for keeping enough feature information for basic clustering yet without sacrificing the diversity of basic partitions. By this means, SEC gains multiple pseudo views of data, which is good to leverage its robustness property. From Table 6 , extra pseudo views indeed boost the performance of multi-view clustering and SEC. Specially, the competitive multi-view clustering methods have slightly improvements on the first three data sets while SEC consistently have significant gains on all four data sets. In particular, SEC with pseudo views performs even better than the baselines on Digit. This not only demonstrates the effectiveness of random feature selection for basic partition but also illustrates how to inspire the robustness of SEC in multiview learning.
Dealing with Partial Multi-View Clustering
In real-world applications, it is common to collect partial multi-view data, i.e., incomplete data in different views, due to device failures or transmission loss [36] . Here we validate the performance of SEC on partial multi-view data, with the well-known PVC designed purposefully for partial multi-view clustering as a baseline.
To simulate the partial multi-view setting, we randomly select a fraction of instances, from 5 to 30 percent with 5 percent as interval from each view. In Fig. 4 , the four solid lines in blue represent the performances of SEC on four data sets with varying missing rates, and the two dash lines depict the results of PVC on Digit and four-Areas. Note that: 1) SEC employs pseudo views with r ¼ 20 and r s ¼ 50% for each view; 2) PVC only has results on two-view data sets.
From Fig. 4 , we can see that the performance of SEC and PVC generally goes down as the missing rate increases.
Nevertheless, SEC behaviors relatively stably on three-view rather than two-view data sets. This is because three-view data sets can provide more information given the same missing rate on each view. More importantly, SEC outperforms PVC by clear margins in nearly all scenarios on Digit and four-Areas, which again demonstrates the advantage of SEC in handling incomplete basic partitions.
SEC for Weibo Data Clustering
Sina Weibo, 8 a Twitter-like service launched in 2009, is a popular social media platform in China. It has accumulated more than 500 million users and has around 100 million tweets published everyday, which provides tremendous value for commercial applications and academic research.
Next we illustrate how to employ SEC to cluster the entire Weibo data published on Sept. 1st, 2013, which consist of 97,231,274 Chinese tweets altogether. Python environment is adopted to facilitate text processing. After removing 30 million advertisement related tweets via simple keywords filtering, SCWS 9 is applied to build the vector space model with top 10,000 frequently used terms. By this means, we obtain a text corpus with 61,212,950 instances and 10,000 terms. Next, the row-segmentation strategy proposed in Section 6 is called to acquire 100 data subsets each with 10,000,000 instances, and the famous text clustering tool CLUTO 10 with default settings is then called in parallel to cluster these data subsets into basic partitions.
SEC is finally called to fuse the basic partitions into a consensus one. To achieve this, we build a simple distributed system with 10 servers to accelerate the fusing process. In detail, the binary matrix derived from the 100 IBPs is first horizontally split and distributed to every computational nodes. One server is chosen as the master to broadcast the centroid matrix to all nodes during weighted K-means clustering. Each node then computes the distances between local binary vectors and the centroids, assigns the cluster labels, and summarizes a partial centroid matrix as return to the master server. After receiving all partial centroid matrices in the master node, the centroid matrix is updated and a new iteration begins. Note that the cluster number is set to 100 for both basic and consensus clustering.
The results of some clusters tagged by the representative keywords are shown in Table 7 . It can be inferred easily that Cluster #3, #21, and #83 represent "the beginning of new semester", "mid-autumn festival", and "travel" events, respectively. In Cluster #40, the tweets reflect the user opinions towards the conflict between China and Japan due to the "September 18th incident"; Cluster #65 reports a hot event that Meng Ge, a famous female singer in China, apologized for her son's crime. In general, although the basic partitions are highly incomplete, some interesting events can still be discovered by using the row-segmentation strategy. SEC appears to be a promising candidate for big data clustering.
CONCLUSION
In this paper, we proposed the Spectral Ensemble Clustering algorithm. By identifying the equivalent relationship between SEC and weighted K-means, we decreased the time and space complexities of SEC dramatically. The intrinsic consensus objective function of SEC was also revealed, which bridges the co-association matrix based methods with the methods with explicit global objective functions. We then investigated the robustness, generalizability and convergence properties of SEC to showcase its superiority in theory, and extended it to handle incomplete basic partitions. Extensive experiments demonstrated that SEC is an effective and efficient algorithm compared with some state-of-the-art methods in both the ensemble and multi-view clustering scenarios. We further proposed a row-segmentation scheme for SEC, and demonstrated its effectiveness via the case of consensus clustering of big Weibo data.
APPENDIX A PROOF OF THEOREM 1
Proof. Let Y ¼ fy ¼ bðxÞ=w bðxÞ g and W k denote the diagonal matrix of the weights in cluster C k , and Y k denote the matrix of binary data associated with cluster C k . Then the centroid m k can be rewrote as 
If we sum up SSE of all the clusters, we have Proof. Given the equivalence of SEC and weighted K-means, we here derive the utility function of SEC. We start from the objective function of weighted K-means as follows: 
This concludes the proof. 
The first inequality holds due to the triangle inequality. ...;m K jp 2 P K g, where P K denotes all possible Kmeans clustering for X is essential to prove a Glivenko-Cantelli class. Rademacher complexity is one of the most frequently used complexity measures. Rademacher complexity and Gaussian complexity are datadependent complexity measures. They are often used to derive dimensionality-independent generalization error bounds and defined as follows:
Definition 2. Let s 1 ; . . . ; s n and g 1 ; . . . ; g n be independent
Rademacher variables and independent standard normal variables, respectively. Let x 1 ; . . . ; x n be an independent distributed sample and F a function class. The empirical Rademacher complexity and empirical Gaussian complexity are defined as
respectively. The expected Rademacher complexity and Gaussian complexity are defined as RðF Þ ¼ E x R n ðF Þ and GðF Þ ¼ E x G n ðF Þ:
Using the symmetric distribution property of random variables, we have:
Theorem A 1. Let F be a real-valued function class on X and X ¼ ðx 1 ; . . . ; x n Þ 2 X n . Let
ðE x fðxÞ À fðx l ÞÞ:
Then, E x FðXÞ 2RðF Þ.
The following theorem [50] , proved utilizing Theorem A 1 and McDiarmid's inequality, plays an important role in proving the generalization error bounds: Theorem A 2. Let F be an ½a; b-valued function class on X , and X ¼ ðx 1 ; . . . ; x n Þ 2 X n . For any f 2 F and d > 0, with probability at least 1 À d, we have We use Lemmas 2 and 3 (see proofs in [51] ) to upper bound RðF P K Þ by finding a proper Gaussian process which can easily be bounded.
Lemma 2 (Slepian's Lemma). Let V and X be mean zero, separable Gaussian processes indexed by a common set S, such that
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