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This thesis describes the development of a high-resolution soft X-ray detector based on
metallic magnetic calorimeters (MMCs). MMCs are cryogenic, energy dispersive particle
detectors which consist of a particle absorber that is thermally coupled to a paramagnetic
temperature sensor. The latter is placed in a weak magnetic field, hence exhibiting a
temperature dependent magnetization M(T ). Upon X-ray photon absorption, the rise
of detector temperature causes a change of sensor magnetization, which is usually read
out with a current-sensing dc-SQUID via a superconducting flux transformer. Here, an
imperfect transformer matching, as well as a transformer intrinsic energy coupling losses,
limit the achievable energy resolution. To challenge this limit, a novel integrated detector
was developed, in which the temperature sensor is integrated into a custom-designed dc-
SQUID to maximize signal coupling. A major challenge of this configuration is the Joule
heating of the SQUID, since heating effects prevent cooling of the detector and thus limit
its performance. For this reason, the developed 32 pixel detector makes use of a newly
developed thermalization scheme for the SQUID’s shunt resistors, resulting in operation
temperatures below 20 mK for the detector. With this kind of detector, a baseline energy
resolution of ∆EFWHM = 1.3 eV, and ∆EFWHM = 1.8 eV at 5.9 keV was achieved.
Entwicklung eines metallischen magnetischen Kalorimeters mit integrierter,
SQUID-basierter Sensorauslese
In dieser Arbeit wird die Entwicklung eines Teilchendetektors basierend auf metallischen
magnetischen Kalorimetern (MMCs) fu¨r die hochauflo¨sende Spektroskopie von weicher
Ro¨ntgenstrahlung beschrieben. MMCs sind kryogene, energiedispersive Teilchendetek-
toren, welche aus einem Teilchenabsorber bestehen, der in thermischen Kontakt mit einem
paramagnetischen Temperatursensor steht. Letzterer befindet sich in einem schwachen
Magnetfeld, wodurch er eine temperaturabha¨ngige Sensormagnetisierung M(T ) besitzt.
Die Absorption eines Ro¨ntgenphotons fu¨hrt zu einer Erho¨hung der Detektortemperatur,
und damit folglich zu einer A¨nderung der Sensormagnetisierung, was u¨berlicherweise u¨ber
einen supraleitenden Flusstransformator mit einem SQUID-Stromsensor ausgelesen wird.
Hierbei limitieren eine unvollkommene Transformatoranpassung, sowie fundamentale Gren-
zen in der transformatorgekoppelten Energiesensitivita¨t, die erreichbare Energieauflo¨sung.
Um diese Einschra¨nkung zu beseitigen, wurde ein integrierter Detektor entwickelt, bei
dem der Temperatursensor in ein spezielles dc-SQUID integriert wurde, um die Signalkop-
plung zu maximieren. Eine große Herausforderungen bei dieser Direktauslese ist, den
Detektor auf eine ausreichend niedrige Betriebstemperatur abzuku¨hlen, da Heizeffekte,
die durch die Stro¨me in den SQUID Shuntwidersta¨nden erzeugt werden, einen relativ
großen Wa¨rmeeintrag in den Detektor darstellen. Aus diesem Grund wurde fu¨r den inte-
grierten Detektor ein neuartiges Thermalisierungskonzept entwickelt, welches es erlaubt,
den Detektor unter 20 mK abzuku¨hlen. Damit konnte eine intrinsische Energieauflo¨sung
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The scientific field of modern spectroscopy was pioneered by Sir Isaac Newton [New30],
Joseph von Fraunhofer [Fra17], Gustav Kirchhoff and Robert Bunsen [Kir60] over the
course of more than 100 years. Since then, tremendous advancements were achieved
in this field of science that led to a wide range of applications, and also created
instruments that allow for an investigation not only of distant astronomical phenom-
ena, but of the quantum realm as well, fundamentally enhancing our understanding
of the universe. With the application of modern spectroscopy, the boundaries of our
knowledge are expanded in a multitude of natural sciences, for instance in biology
[Day69, Fis02], chemistry [Lic87, Coh05], material sciences [Fel07, Liu14] and astron-
omy [Mer34, Cam10]. In atomic physics for example, X-ray spectroscopy is used in
order to verify or refute predictions that are provided by the theory of quantum elec-
trodynamics (QED) [Dun88]. These investigations are usually done on heavy highly
charged ions (HCI) [Epp07], as the QED corrections ∆E [Lam47] to the binding
energy E of bound electrons that is predicted from the Dirac-theory [Dir28] scale
with ∆E ∼ Z4/n3 [Joh85]. Here Z denotes the nuclear charge and n is the principal
quantum number. The thereby investigated transition energies range from the lower
keV regime up to more than 100 keV. But also the X-ray spectroscopy of lighter
highly charged ions with transition energies < 10 keV is of interest, for instance in
order to develop astrophysical and cosmological models, as these lighter HCI’s can
be found in stars and their atmosphere, in near-stellar clouds, or other astrophys-
ical environments [Gab74, Bo¨10]. Therefore, they are also investigated via X-ray
spectroscopy in earth-bound laboratories [Sha16, Mic18]. Thus, a precise determi-
nation of the transition energy E for these research fields requires instruments with
an appropriate quantum efficiency, as well as an excellent resolution.
Two types of detectors are commonly used for the X-ray spectroscopy on highly
charged ions. Commercially available semiconductor based detectors have a good
quantum efficiency for a wide energy bandwidth, but provide only a limited energy
resolution down to 100 eV [Lut06, Aal16] in the lower keV range, that further degrades
with
√
E. Crystal spectrometers have a very low quantum efficiency, as well as
a small energy bandwidth, but provide a superior resolution down to 1 eV in the
lower keV energy range [Kub14]. Highly promising contenders to these established
instruments are micro-calorimeters from the field of cryogenic particle detectors. The
idea behind these detectors was first proposed by F. Simon [Sim35] in 1935 and is
based on measuring the temperature increase that results from the absorption of a
single particle. Today, several unique concepts exist how this temperature increase is
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2 1. Introduction
determined in modern cryogenic micro-calorimeters. Often used are semiconductor
thermistors [Mos84, McC05, Kra17], transition edge sensors [Irw05, Smi12, Smi20]
and metallic magnetic calorimeters [Ens00, Fle09, Kem18]. The latter are at the
center of discussion in this thesis.
Metallic magnetic calorimeters (MMCs) combine the high energy bandwidth and
quantum efficiency of semiconductor detectors with the excellent energy resolution
of crystal spectrometers. The outstanding developments of this type of detector in
the last two decades already yielded a wide range of applications for MMCs. For in-
stance, they are used for the high resolution X-ray spectroscopy at electron beam ion
traps [Geo12, Sch12] and storage rings [Hen15], or for the detection of massive high-
energetic molecules [Gam16]. Furthermore, they are involved in the determination of
the neutrino mass [Ale19, Vel19] as well as in meteorological precision measurements
[Pau19], and are planned to contribute in future dark matter research [Arm19].
For these applications, state-of-the-art MMCs are typically operated at millikelvin
temperatures and make use of a particle absorber that is in good thermal contact
with a paramagnetic temperature sensor. The latter is placed in a weak magnetic
field, giving rise to a temperature dependent sensor magnetization M(T ). Placed in
close proximity to the temperature sensor is a closed superconducting pickup loop,
that forms a superconducting flux transformer together with the input coil of a cur-
rent sensing dc-SQUID. When M(T ) changes upon particle absorption, the resulting
magnetic flux change δΦ in the pickup loop is coupled via the superconducting flux
transformer into the dc-SQUID. Such a device can be described as a flux-to-voltage
transducer that can achieve a quantum-limited noise performance, making it the best
presently available wideband sensor for magnetic flux. Making use of this energy dis-
persive particle detection scheme, MMCs demonstrated a fast signal response time
below 100 ns [Kem18], a close to perfect linear behavior [Kem18], as well as a record
resolving power of E/∆E ≈ 6100 at 60 keV [Gei19]. For the soft X-ray spectroscopy,
the present day benchmark of metallic magnetic calorimeters is an energy resolution
of ∆EFWHM = 1.6 eV for a photon energy of 5.9 keV [Kem18].
The work of this thesis focuses on the development of a new type of MMC detec-
tor, where the sensor element is integrated into a novel kind dc-SQUID, which has
the potential to even surpass the current best performance of MMC detectors. For
the commonly used readout scheme of this cryogenic detector, a major performance
limitation can be found in the coupling between detector and dc-SQUID due to an
imperfect matching of the superconducting flux transformer, as well as due to trans-
former intrinsic energy transfer limitations. By integrating the sensor element into
the dc-SQUID, these limitations can be avoided. The main challenge for a high
performance operation of such an integrated multi-pixel detector at millikelvin tem-
peratures is the energy dissipation of the dc-SQUID. This energy, which is in the
3lower picowatt range, is dissipated in close proximity to the paramagnetic tempera-
ture sensor, which leads to a potential increase of the operation temperature of the
detector, consequently limiting its energy resolution.
For the understanding of such an integrated detector, chapter 2 discusses the basics
of metallic magnetic calorimeters. This includes their working principle, the thermo-
dynamic properties of the particle absorber and paramagnetic temperature sensor,
as well as the two already mentioned readout schemes. Furthermore, the detector
response function, important noise contributions and the fundamental limit of the
energy resolution is discussed. The chapter concludes with a brief overview of the
state-of-the-art performance of MMCs.
The fundamentals of a dc-SQUID that is required for the development of an inte-
grated detector are discussed in chapter 3. At first, one of their key components,
the so called Josephson tunnel junction, is introduced. Afterwards, the working
principle of a dc-SQUID, two common readout schemes, as well as general design
considerations for such a device are discussed.
The cryogenic system that is used for detector operation is discussed in chapter
4. This chapter also includes a description of the used data acquisition system, a
description of the radioactive calibration source that was used to characterize the
developed detectors, as well as a depiction of the utilized data analysis method.
Important aspects that are related to the microfabrication of the dc-SQUIDs and
metallic magnetic calorimeters in this thesis are discussed in chapter 5. This in-
cludes the fabrication and characterization of Josephson tunnel junctions, as well as
surface investigations of metallic thin films with an atomic force microscope, that
were performed in order to optimize the corresponding fabrication process for these
tunnel junctions. Furthermore, new microfabrication processes that were developed
for the realization of the first integrated detector that was developed within this
thesis are illustrated.
In Chapter 6, this detector is discussed, which is an 8× 8 pixel array that consists of
32 integrated detectors. At the beginning of this chapter, an overview of the detector
design and its optimizations according to numerical simulations are presented. Fur-
thermore, detector specific experimental methods are discussed, which includes the
preparation procedure of the weak external magnetic field, as well as the experimen-
tal setup. At the end of this chapter, the main features of the detector are discussed
and compared to the theoretical predictions, focusing on the impact of the on-chip
energy dissipation on the achievable energy resolution, as well as on intrinsic factors
that may limit its performance.
Based on these characterizations, the detector concept was refined and two new detec-
tors were developed, which consist of 16 integrated detectors in a linear arrangement.
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The first one is discussed in chapter 7, starting with a detailed description of the
design improvements. Afterwards, this detector is characterized in detail and the
results are compared to the theoretical model showing, that despite major improve-
ments, the on-chip energy dissipation is still a limiting factor.
Chapter 8 discusses the second iteration of this detector development. Its special
design characteristic is a novel custom-designed microfabricated thermalization for
the dc-SQUID’s energy dissipation and the isolation of the integrated detector in
order to transport the dissipated energy as directly as possible to the heat sink
at the sample holder. The characterization of this detector shows, that its energy
resolution significantly improved and comparable with the best micro-calorimeter
world wide.
2. Theoretical background of metallic magnetic
calorimeters
In the framework of this thesis, several ultra-high-resolution X-ray detectors based
on metallic magnetic calorimeters (MMCs) were developed. This chapter addresses
the theoretical background required to understand this type of detector with a focus
on its working principle, thermodynamic properties of its absorber and sensor mate-
rials, a commonly used readout scheme, and the detector geometry used within this
thesis. In addition, the dominant noise contributions, as well as an estimation of the
achievable energy resolution of such a detector, will be discussed.
2.1 Working principle of metallic magnetic calorimeters
A metallic magnetic calorimeter is an energy dispersive, single particle detector,
which is usually operated at temperatures well below 100 mK. Its main constituents
are schematically depicted in figure 2.1 a). It consists of a particle absorber which
is in good thermal contact with a paramagnetic temperature sensor. The latter is
connected to a thermal bath, that is kept at constant temperature T , via a weak
thermal link. The sensor is also placed in a weak external magnetic field, so that the
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Figure 2.1: a) Schematic of a metallic magnetic calorimeter. b) Exemplary detector
response after a particle has been absorbed.
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6 2. Theoretical background of metallic magnetic calorimeters
After a particle with energy δE is absorbed, the detector temperature T increases
by δT according to the first law of thermodynamics. A corresponding illustration of
a detector response is depicted in figure 2.1 b), in which the very fast temperature
rise is followed by a much slower thermalization back to the heat bath temperature.
The speed of this thermalization can be adjusted by the thermal conductance of
the thermal link between sensor and heat bath. In linear approximation, assuming




where Ctot denotes the total heat capacity of the detector. The increased detector
temperature leads to a change in sensor magnetization δM , which in turn causes a
change of magnetic flux δΦ threading a superconducting pickup coil placed in close
vicinity. This coil forms a closed superconducting loop together with the input coil of
a current-sensing superconducting quantum interference device (SQUID). The latter,
which is not shown in the schematic, can be described as a magnetic flux-to-voltage
transducer. Within the closed superconducting pickup loop, a change of magnetic
flux induces a screening current δI due to magnetic flux conservation





which in turn changes the magnetic flux threading the SQUID loop. This ultimately
results in a voltage signal measurable by room temperature electronics. According
to equation 2.2, in order to maximize the detector signal, the sensor magnetization
must be highly sensitive to temperature changes, i.e. ∂M/∂T must be high, while
the total heat capacity Ctot of the detector should to be as small as possible. Both
conditions can be achieved at an operation temperature T  100 mK, as the sensor
magnetization follows Curie’s Law (M ∝ 1/T ), while the phononic specific heat
(Cph ∝ T 3) and the electronic specific heat (Cel ∝ T ) are greatly reduced.
2.2 Particle absorber
For the development of a metallic magnetic calorimeter for X-ray spectroscopy, the
utilized particle absorber usually has to fulfill predetermined experimental require-
ments. These requirements include the quantum efficiency for the investigated pho-
ton energies Eγ, the rate of photons hitting the detector, and the required total
detection area. These requirements can be met by adjusting the absorber thickness
and the absorber material. The metallic magnetic calorimeters that were developed
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within the framework of this thesis are designed for soft X-ray spectroscopy of pho-
tons with Eγ < 10 keV. The stopping power of a material for X-rays depends on the
cross section of the photoelectric effect σph ∝ Z5, which is the dominant absorp-
tion mechanism for photons with an energy E < 500 keV. In addition, the absorber
should have a low heat capacity and a reliable fabrication should be possible for
the chosen material. Furthermore, the detector signal should not show a position
dependence of the location of particle absorption, which requires that the intrinsic
absorber thermalization is much faster than the thermal coupling between absorber
and temperature sensor.
With these requirements in mind, several possible absorber materials were investi-
gated in the past, including dielectrics [McC93], metals [Ban93], and superconduc-
tors [Por11, Hen12], with high purity gold (Z = 79) being the present day material
of choice [Fle05, Rot07, Kem18]. The noble metal is chemically inert, provides a
high thermal conductance and possesses a very low intrinsic radioactivity, as there
don’t exist radioactive Au isotopes and Au can be separated very well from other
potentially radioactive elements. Furthermore, the electro-chemical deposition of
high purity gold is a well established process in the semiconductor industry and is
commercially available as ready-to-use solutions, making a reliable fabrication of ab-
sorbers made of gold achievable. A possible, promising successor is bismuth (Z = 83)
[Vai04, Got14, Rod14, Gad17], which shows a greatly reduced heat capacity com-
pared to gold up to a factor of 150 [Col70], but shows a much slower thermal diffusion
[Iyo04, Hoe06] and a slightly smaller stopping power [Bro08].
2.3 Temperature sensor
A temperature increase δT of the detector that follows upon particle absorption
is converted into a change of magnetization δM by making use of a paramagnetic
temperature sensor. The utilized sensor material for this should provide a reliable
processability, exhibit a fast intrinsic thermal conductance and negligible radioactiv-
ity. Furthermore, the temperature dependence of the magnetization ∂M/∂T should
be as large as possible. The alloys Au:Er and Ag:Er were found to provide a reason-
able compromise between these requirements [Fle03, Bur08]. In these materials, the
host metals Au and Ag are doped with a few hundred ppm of the rare-earth metal
erbium. In this diluted solution, erbium ions occupy regular sites of the ffc lattice of
the host metal and donates three electrons to the electron gas. The resulting electron
configuration of the Er3+ ions is [Kr]4d104f115s25p6. In this configuration, the un-
paired electrons of the 4f-shell give rise to paramagnetic properties. Due to its small
diameter of only 0.6 A˚ compared to a diameter of 2 A˚ of the 5s- and 5p-orbitals, the
4f-shell is shielded by the latter orbitals against the crystal field of the lattice of the
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host material [Abr12]. This allows for the application of Hund’s rules to determine
the total spin S = 3/2, angular momentum L = 6 and total angular momentum
J = L + S = 15/2 of the 4f-electrons, resulting in a Lande´ factor of gJ = 6/5. This
gives rise to a magnetic moment of µ = −gJµBJ , a result which has been verified
for temperatures above 100 K [Wil69]. Here, µB = 9.27 · 10−24 J/T denotes the Bohr
magneton.
The 16-fold degenerate ground state of an Er3+ ion is split into several multiplets due
to the influence of the crystal field, all of which are occupied at higher temperatures.
The occupation of these energy levels decreases for temperatures T < 100 K until only
the lowest energetic state, called the Kramers-Γ7 doublet, is occupied. It is separated
from the next energetically higher multiplet by ∆E/kB ≈ 17 K (Au) or ∆E/kB ≈
25 K (Ag) respectively [Hah92]. Here, kB = 1.38 · 10−23 J/K denotes the Boltzmann
constant. Therefore, the erbium ions within the sensor can be described as a two level
system with quasi-spin S˜ = 1/2 and effective Lande´ g-factor g˜ = 6.8, considering
a typical operation temperature T < 100 mK of MMCs and a sufficiently weak
applied external magnetic field [Abr12, Tao71]. Furthermore, the erbium used for
doping should be devoid of the isotope 167Er, as its non-zero nuclear spin represents
an additional degree of freedom, influencing the magnetization and heat capacity at
temperatures below 100 mK [Ens00]. The sensor material used in this thesis is doped
with ∼ 400 ppm of Er enriched in 168Er.






















































Figure 2.2: a) Specific heat c(T ) and b) temperature dependence of the magnetization
M(T−1) of a Au:Er sample with an Er concentration of cEr = 300 ppm made of milled bulk
material for different magnetic fields H. The contineous lines are computed via Monte-
Carlo simulations whereas the symbols represent measured data [Fle03].
The temperature dependence of the specific heat c at MMC operation temperatures
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is illustrated in figure 2.2 a) for an Au:Er sample milled from bulk material for a va-
riety of applied external magnetic fields. Shown is measured data and Monte-Carlo
simulations, in which dipole-dipole interactions and RKKY1 interactions between
the magnetic moments were considered [Sch00, Fle03]. Both of these interactions
have a r−3 dependency, with r denoting the distance between the magnetic mo-
ments. Therefore, an interaction parameter α = ΓRKKY/Γdd can be introduced to
describe the relative interaction strength of the RKKY interactions and dipole-dipole
interactions between magnetic moments in the sensor material. This parameter was
determined to αAu:Er = 5 for Au:Er [Fle03]. Figure 2.2 b) shows the measured and
calculated magnetization for the same sample. As one can observe, the thermody-
namic properties of Au:Er can be predicted, which allows for the optimization of the
MMC performance by means of numerical simulations.
However, the metallic magnetic calorimeters that were developed within this thesis
make use of Ag:Er as the sensor material. At the time of detector development, no
numerical description existed for this material. It was shown in [Dan05], that the
thermodynamic properties of Ag:Er can be sufficiently approximated for low erbium
concentrations cEr of a few hundred ppm via scaling from the numerical simulations
of the thermodynamic properties of Au:Er, such that the specific heat cEz,Ag:Er of the
magnetic moments in Ag:Er can be calculated to











Consequently, the sensor magnetization can be calculated to











The performance of several metallic magnetic calorimeters was successfully predicted
in recent works [Hen17, Sch19] by calculating the thermodynamic properties of Ag:Er
via this scaling, where an interaction parameter of αAg:Er = 12.5 for Ag:Er was
determined.
2.3.1 Thermalization between absorber and sensor
The dominant absorption mechanism for photons in gold with an energy E < 500 keV
is the photoelectric effect, discussed in detail in [Koz12]. At first, the absorption of
a photon results in a free, high energetic electron, which thermalizes via electron-
electron scattering, creating additional athermal electrons. The latter then further
thermalize via electron-phonon interaction with high energetic athermal phonons.
1Ruderman-Kittel-Kasuya-Yosida
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These processes usually require a very small interaction volume within the absorber
and perform on a faster timescale than a metallic magnetic calorimeter can resolve.
Afterwards, the athermal phonons pass their energy to the conduction electrons,
which represent the dominant system of heat capacity within the absorber at tem-
peratures below 1 K. The absorbed energy is transmitted from the absorber to the
sensor via the conduction electrons, where they interact with the magnetic moments
of the temperature sensor, which represent the dominant contribution to the sensor
heat capacity at the operation temperature of an MMC [Ens00]. The magnetic mo-
ments within the temperature sensor react to a temperature increase of the electron
system with a relaxation time τ that can be calculated with the Korringa relation
τ = κ/T for the case of a negligible heat capacity contribution Cz of the magnetic
moments to the total heat capacity Ctot of the detector. However, as will be shown
in section 2.6.4, the intrinsic energy resolution of an MMC is minimized for Cz = 0.5
Ctot. In this case, the relaxation time can be calculated by
τ ∼= (1− β) κ
T
. (2.5)
Here, β = Cz/(Cz +Ce) is the fraction of the heat capacity of the magnetic moments
to the total heat capacity of the detector and κ = 7 · 10−9 Ks [Sjo¨75] is the Korringa
constant of the sensor material. The magnetic moments react with a time constant
of τ ≈ 175 ns to a temperature increase of the conduction electrons, assuming an
operation temperature of T = 20 mK and β = 0.5.
Loss of athermal phonons
The interaction length required for a thermalization of the athermal phonons with the
conduction electrons is on the order of a few micrometers at the operation tempera-
tures of an MMC [Ens00]. As the thickness of absorber and sensor for the detectors
developed in this thesis is 3µm and ∼ 1µm respectively, this means that athermal
phonons can potentially traverse the absorber and sensor, depositing their energy
into the substrate. Therefore, this lost energy can not contribute to the detector
signal. This issue can be observed as a distinct low energy tail in a spectral line
shape measured with a metallic magnetic calorimeter [Fle09]. In order to minimize
this effect, the effective contact area between absorber and sensor can be reduced to
a few percent by putting the absorbers on posts [Sch12].
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2.4 Coupling schemes between MMC and SQUID
This section briefly discusses the relevant coupling schemes between a metallic mag-
netic calorimeter and a dc-SQUID that is used for signal readout.
2.4.1 Transformer coupled readout
Figure 2.3 a) illustrates a nowadays commonly used detection scheme for metallic
magnetic calorimeters, in which the particle absorber is omitted for visibility. Shown
is a paramagnetic temperature sensor with a superconducting pickup coil with in-
ductance LM in close proximity. An input coil with inductance Lin is connected in
series to inductively couple the MMC to a current-sensor SQUID with inductance LS
via the mutual inductance Min, creating a superconducting flux transformer. Both
coils are connected to each other via wire bonds with inductance Lpar, as MMC and
SQUID are situated on separate substrates. In the externally applied inhomoge-
neous magnetic field B, the free electron spins of the Er3+ ions within the sensor
partially align along the magnetic field lines, giving rise to a temperature dependent
magnetization M(T ). When the temperature T of the sensor increases upon particle
absorption in the absorber, the sensor magnetization M(T ) changes, consequently
changing the magnetic flux δΦ that penetrates the pickup coil LM. Due to magnetic
flux conservation in closed superconducting loops, this induces a screening current
δIscr running through the input coil of the SQUID, given by
δIscr =
δΦ
LM + Lin + Lpar
. (2.6)
This current is converted into a magnetic flux change δΦS within the SQUID loop
via the mutual inductance Min = k
√
LinLS, where k denotes a magnetic coupling





LM + Lin + Lpar
. (2.7)
The readout scheme that is depicted in figure 2.3 b) is used for the detectors that
are developed in this group. It uses two pickup coils of opposite winding directions,
each with inductance LM. The input coil of the dc-SQUID is connected in parallel to
this coil arrangement. Such a scheme allows for a readout of two temperature sensor
but reduces the flux coupling according to Kirchhoff’s law to




























Figure 2.3: a) Schematic view of a transformer coupled readout of metallic magnetic
calorimeter. One paramagnetic temperature sensor is placed in close vicinity to a super-
conducting pickup with inductance LM. An input coil with inductance Lin is connected in
series to inductively couple the MMC to a current-sensor SQUID with inductance LS via
the mutual inductance Min. LM and Lin are connected via via wire bonds with inductance
Lpar. b) Uses two pickup coils of opposite winding direction to read out two sensors, but
with reduced flux coupling between LM and LS compared to a). c) The direct sensor read-
out: A paramagnetic temperature sensor is placed directly inside a SQUID loop in order




LM + 2(Lin + Lpar)
. (2.8)
Equation 2.8 is maximized for Lin = LM/2 + Lpar. Assuming inductance matching
Lin = LM/2, as well as a negligible parasitic inductance Lpar = 0, the maximum
fraction of the magnetic energy transferred from the pickup coil to the SQUID is given
by k2/4 [Wei96], i.e. the energy transfer between MMC and SQUID has an upper
limit of 25 % for the transformer coupled readout. However, inductance matching
is not always achieved and k < 1 and Lpar ≥ 0.5 nH usually holds true for actual
application, so that the actually achieved flux coupling is further reduced.
When the pickup coils of have an opposite winding direction, as it is the case for the
presented readout scheme, they form a 1st-order gradiometer in which the two tem-
perature sensors that are placed in close proximity to each pickup coil create a signal
of opposite polarity in the SQUID. This allows for a discriminate readout of two pix-
els within one detector. Furthermore, such a gradiometric setup suppresses external
parasitic electromagnetic signals, as well as temperature variations of equal mag-
nitude in both sensors, like infinitesimal temperature fluctuations of the cryogenic
setup. Lastly, the transformer coupled readout provides the advantage of a spatial
and thermal separation, as MMC and SQUID can be situated on separate substrates.
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Otherwise the on-chip power dissipation required for SQUID readout, usually on the
order of 10 pW to 1 nW, would have a negative impact on the detector’s operation
temperature.
2.4.2 Direct sensor readout
In order to circumvent the previously addressed coupling limitations of the trans-
former coupled readout scheme, one can place the paramagnetic temperature sensor
directly inside the SQUID loop, as it is schematically depicted in figure 2.3 c). For
this simple approach, the flux coupling δΦS/δΦ is 100%. The previously discussed
gradiometric readout scheme can also be applied here, which reduces the flux cou-
pling δΦS/δΦ to 50% [Boy09]. However, while the flux coupling is far superior to
the transformer coupled readout, other potential challenges arise for an operation of
such an integrated detector. The readout of a dc-SQUID, which will be discussed in
detail in chapter 3, requires an on-chip power dissipation, which would occur in very
close proximity to the temperature sensor, increasing its temperature with respect
to the heat bath, possibly degrading the achievable energy resolution. Therefore, ad-
vanced thermalization concepts are required, making the fabrication more complex.
The second drawback are parasitic effects originating from the capacitive coupling
between sensor and SQUID, requiring a highly sophisticated SQUID design. The
third drawback are very large signal heights due to the enhanced flux coupling, al-
lowing for the signal rise to exceed the slew-rate of the readout chain, so that the
signal rise is not fully resolvable. The main goal of this thesis was to face these chal-
lenges to exploit the full potential of the direct sensor readout of a metallic magnetic
calorimeter in order to set a new benchmark energy resolution for MMCs for the soft
X-ray spectroscopy.
2.5 Meander-shaped detector geometry
State-of-the-art metallic magnetic calorimeters are usually fabricated by means of
photolithography and thin film deposition techniques, giving rise to several possible
detector geometries. Planar meander-shaped pickup coils are nowadays most com-
monly used [Zin06, Bur08, Hen17, Sch19], while planar spiral-shaped pickup coils
with superconducting ground plane are also reported in literature [Boy09, Fle09,
Heu11]. The detectors that were developed in this thesis make use of meander-
shaped pickup coils, which will be discussed in this section on the example of the
direct sensor readout scheme. An unoptimized version of this idea was developed in
the past [Sto05, Sch07], which was far away from reaching its full potential.
Figure 2.4 shows a schematic detector design with direct sensor readout that is similar










Figure 2.4: Schematic of
a metallic magnetic calorime-
ter with direct sensor read-
out [Zak03, Sto05], similar to
the designs that were developed
in this thesis. Two paramag-
netic temperature sensors are
placed on top of a meander-
shaped SQUID loop, which con-
sists of two planar meander-
shaped coils. A persistent cur-
rent I0 that is required to mag-
netize the sensor is injected into
the meander-shaped loop.
to the detectors that were developed in the framework of this thesis. It consists of
two paramagnetic temperature sensors with corresponding particle absorbers that
are situated on top of planar meander-shaped pickup coils. Connected in parallel
to that are two so called Josephson tunnel junctions. These are central elements
of a dc-SQUID, as will be discussed in detail in chapter 3. The inductance of the
detector, which means the inductance of the SQUID in this case, is therefore given
by LS = LM/2. Furthermore, in order to create the magnetic field B that is required
to magnetize the temperature sensor, a persistent current I0 can be injected into the
superconducting meander-shaped SQUID loop. The following sections will discuss
how the simulation of the magnetic field distribution within the temperature sensor
can be used to predict the energy resolution of a metallic magnetic calorimeter with
such a meander-shaped detector geometry.
2.5.1 Magnetic field distribution within the sensor
It was shown in section 2.3, that the heat capacity and magnetization of the sensor
depend on the applied magnetic field, i.e. csens(T,B) and M(T,B). The magnetic
field originates from the persistent current I0 flowing in the meander-shaped pickup
coil and exhibits a highly inhomogeneous field distribution within the sensor volume,
making an analytical computation of csens(T,B) and M(T,B) hardly possible. Hence,
numerical simulation are used to determine the magnetic field distribution within the
sensor volume in order to predict csens(T,B) and M(T,B). These calculations were
done with the program FEMM2 in this thesis.
2Finite Element Method Magnetics: www.femm.info



















Figure 2.5: Pseudocolor plot of the calculated normalized magnetic field distribution for
a cross section of two stripes of a meander-shaped pickup coil simulated using FEMM.
The thickness of the stripes is 250 nm with a width w = 5µm and a pitch p = 10µm.
The sensor is indicated by the grey semi-transparent area and has a height of 1µm with a
spatial separation of 300 nm between sensor and pickup coil. The depicted magnetic field
is created by a persistent current I0 = 1 mA.
Figure 2.5 shows a pseudocolor plot of a numerically calculated magnetic field dis-
tribution for a cross section of two stripes of a meander-shaped pickup coil. There,
w = 5µm denotes the stripe width of the pickup coil and p = 10µm represents the
pitch, i.e. the horizontal center-to-center distance between two neighboring stripes
of the meander. The meander stripes have a thickness of 250 nm. Only the magnetic
field distribution that is created by a current I0 flowing in two meander stripes has
to be calculated due to periodic boundary conditions in horizontal direction, i.e. the
magnetic field distribution in the entire temperature sensor can be described by a pe-
riodic repetition of the results shown in figure 2.5. The meander stripes are assumed
to be of infinite length in the simulation, because FEMM can only simulate magnetic
and electrostatic problems in two-dimensions. Furthermore, the meander stripes are
superconducting with an assumed perfect diamagnetic behavior, neglecting any edge
effects that might occur due to the London penetration depth λL [Hen77]. A per-
sistent current of I0 = 1 mA flowing in the meander stripes was used to create the
illustrated pseudocolor plot. The current enters the drawing plane in the left stripe
and exits the drawing plane in the right stipe, as indicated by the crosses and dots
respectively. The approximate location of the paramagnetic sensor, that is 1µm
thick, is indicated by the semi-transparent grey area, while the interstice between
structures is filled with the insulator SiO2. That the sensor is not entirely flat is a
result from the microfabrication techniques used for detector development, as will
be discussed in section A.1. Any effect of the sensor material on the magnetic field
is neglected due to its low susceptibility. From this FEMM simulation, the magnetic
field distribution P (B) within the sensor volume can be extracted by evaluating the
magnetic field B(r) for any number of points, depending on the required resolution.
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Figure 2.6: Probability distribution of
the magnetic field amplitude within a
sensor volume that has a thickness of
1µm and a distance of 300 nm to the
meander-shaped pickup coil below. The
meander has a stripe width w = 5µm,
a pitch p = 10µm and a thickness of
250 nm. The magnetic field is created
by a current flowing in the meander of
I0 = 50 mA.
The thereby created magnetic field distribution P (B) is illustrated in figure 2.6 for
the simulated meander-shaped geometry. The depicted distribution is created for
a persistent current I0 = 50 mA flowing in the superconducting meander-shaped
pickup coil. Also depicted is an average geometry factor G that can be extracted
from the simulation, that represents a dimensionless factor which can be used to
describe the average coupling strength between the spins within the sensor volume





Here, µ0 = 4pi · 10−7 Vs/Am denotes the magnetic constant, B(r) is the magnetic field
strength at location r and G(r/p) is the corresponding geometry factor at location r.
Thus, the magnetic field scales linearly with the persistent current I0 and is inversely
proportional to the pitch p of the meander stripes. The geometry fractor G(r/p) also
scales inversely with p, showing that the coupling strength between sensor and pickup
coil increases for a smaller pitch. It will be shown later, that the expected signal
height of a metallic magnetic calorimeter can be computed by making use of the
probability distribution P (B).
2.6 Energy resolution
In order to predict the achievable energy resolution of a metallic magnetic calorime-
ter, the signal-to-noise ratio SNR(f) of the detector has to be determined. This
computation requires precise knowledge of the signal height δΦ/δE after a particle
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with energy δE has been absorbed, as well as knowledge of its signal shape p(f)
and the noise contributions of the detector. After the discussion of these three key
factors, this chapter concludes with the derivation of an expression for the achievable
energy resolution of an MMC.
2.6.1 Signal height
The signal height δΦ/δE represents the change of magnetic flux δΦ within the pickup
coil of the detector after a particle with energy δE has been absorbed. According
to equation 2.2, precise calculations of the expected signal height require knowl-
edge of the temperature dependence of the sensor magnetization M(T,B), as well
as of the total heat capacity Ctot(T ) = CAbs(T ) + Csens(T,B) of the detector, where
CAbs(T ) denotes the heat capacity of the particle absorber. In order to calculate
the signal height δΦ/δE, which denotes the change of magnetic flux threading the
meander-shaped pickup coil per energy input, the sensor volume can be divided
into infinitesimal small volume elements dV (r) located at position r, whereby the
magnetic field B(r) can be determined for each volume element using the numerical
simulations that were already discussed in the previous section. The amplitude B(r)
can be expressed by equation 2.9, which includes a dimensionless geometry factor
G(r/p) that is also extracted from the magnetic field simulations. In order to calcu-
late the magnetic flux change δΦ in the pickup coil, one has to sum over all magnetic
flux changes d(δΦ) in every volume element, with the flux change within one single





An expression for the signal height can be derived by combining the equations 2.2,















Considering the fact that the heat capacity csens(B(r)) of the sensor and the mag-
netization M(B(r)) both depend on the magnetic field, one can integrate equation
2.11 over the magnetic field distribution P (B) that was introduced in section 2.5.1,




P (B)XdB , (2.12)
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A thermodynamic model of a metallic magnetic calorimeter can be compiled by
treating the detector as a canonical ensemble with two sub-systems, as it is schemat-
ically depicted in figure 2.7. Here, it is assumed that one sub-system represents the
conduction electrons within absorber and sensor and has a heat capacity Ce and
temperature Te. The other sub-system represents the magnetic moments within the
sensor and has a heat capacity Cz and temperature Tz. Both sub-systems are ther-
mally coupled to each other via the thermal conductance Gze, while the conduction
electrons are thermally coupled to a heat bath of constant temperature Tb via the
thermal conductance Geb. In addition, noise sources Pze and Peb exist in parallel
to the respective thermal coupling, representing thermodynamic energy fluctuations
between the corresponding systems. In this model, the the flow of energy can be
described by the coupled differential equations [Fle05]
E˙z = CzT˙z = Gze (Te − Tz) + Pze (2.14)














Figure 2.7: Schematic of a thermo-
dynamic model of a metallic magnetic
calorimeter which assumes, that the detec-
tor can be represented as a canonical en-
semble with two sub-systems, one repre-
senting the conduction electrons and the
other the magnetic moments. The depicted
factors G,P,C and T are explained in the
text.
with Eδ(t) representing an external, instantaneous energy input into the system
of the conduction electrons as δ(t) denotes the Dirac delta function. Solving the
differential equations, assuming Gze  Geb and Ce ≈ Cz while neglecting the intrinsic
noise contributions Pze and Peb, yields the solution
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where p(t) denotes the responsivity of the detector and β = Cz/(Cz + Ce) is the
fraction of the heat capacity of the magnetic moments to the total heat capacity of
the detector. The time constant τ0 represents the signal rise of the detector and is
given by equation 2.5. The signal decay time τ1 ' (Cz + Ce)/Geb is defined by the
thermal coupling between the conduction electrons and the thermal bath and can
thereby be adjusted to fit experimental requirements.
2.6.3 Noise contributions
This section briefly discusses intrinsic noise sources of a metallic magnetic calorime-
ter, as well as the noise contribution originating from the dc-SQUID used for signal
readout.
Thermodynamic energy fluctuations
The thermal noise sources Pze and Peb that were already mentioned in section 2.6.2
represent statistical, thermal energy fluctuations between the thermodynamic system
of conduction electrons and the system of magnetic moments within the sensor, as
well as between the system of conduction electrons and the heat bath, respectively.
In analogy to the Nyquist-noise of an electrical resistor, the power spectral density
of these noise sources is given by SPi = 4kBT 2Gi, with Gi denoting the thermal
coupling linked to the respective noise source, as depicted in figure 2.7. Solving the
differential equations 2.14 and 2.15 for Eδ(t) = 0, i.e. neglecting an external energy
input, under the assumption that Gze  Geb and Ce ≈ Cz, one finds the expression
[Fle03]




+ βτ11 + (2piτ1f)2
)
(2.17)
for the power spectrum of the energy fluctuations of the magnetic moments as a
function of frequency f . The spectrum of the energy fluctuations
√
SEZ,TEF therefore
shows two distinct plateaus, the first having a cut-off frequency (2piτ1)−1 at lower
frequenies with and amplitude
√
4kBCzτ1T 2β. The second plateau has a cut-off
frequency (2piτ0)−1 at higher frequencies with an amplitude
√
4kBCzT 2τ0(1− β). An
example of the resulting noise spectrum is illustrated in figure 2.8, where it is marked
as ”TEF”.
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Magnetic Johnson noise
Free electrons in a normal conducting metal perform a Brownian motion due to ther-
mal excitation. This random motion of charge carriers, in our case the movement of
electrons within the temperature sensor and the absorber, therefore creates fluctuat-
ing magnetic fields, called magnetic Johnson noise. The resulting flux noise within
the pickup coil of the detector is coupled into the readout SQUID via the super-
conducting flux transformer. The power spectral density of this noise contribution
depends on the temperature T , the electrical conductance σ and volume V of the
conductor material, and also on the detection geometry. The latter is taken into
account by a geometry-dependent factor C that can be numerically calculated. For
a paramagentic, metallic temperature sensor situated on top of a meander-shaped
pickup coil, the expression
SΦ,J = (µ0C)2σkBTV (2.18)
can be derived [Fle05]. Numerical simulations show, that this noise contribution
is usually negligible for the transformer coupled readout at operation temperatures
below 100 mK [Pie08]. However, when the direct sensor readout is used, as discussed
in section 2.4.2, this noise source can make a significant contribution to the white
noise level of the overall noise spectrum.
Low-frequency noise due to Er ions
Previous measurements using metallic magnetic calorimeters, with either Au:Er or
Ag:Er based temperature sensors, revealed a 1/f -like noise contribution, whose am-
plitude scales with the amount of erbium within the sensor [Dan05]. Under the
assumption that this noise contribution originates from the Er ions, each ion con-
tributes Sm(f) ' 0.18µ2B/f ν to the spectral power density, independently whether
Au or Ag is used as a host material [Bur08]. The noise exponent ν varies between 0.8
and 1 and slightly depends on the detector geometry and fabrication process of the
sensor [Fle09]. These magnetic fluctuations result in a magnetic flux noise within





Here, p denotes the pitch between neighboring stripes of the meander-shaped pickup
coil of the detector, G denotes the dimensionless geometry factor that was discussed
in section 2.6.1 and NEr is the number of erbium-ions within the sensor.
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Total noise spectrum
In order to derive an expression for the expected energy resolution of a metallic
magnetic calorimeter, the total noise of the system has to be computed. Since
all of the discussed noise contributions are independent of each other, they can be
incoherently summed up, creating an expression for the apparent magnetic flux noise










SEZ,TEF + SΦ,J + SΦ,Er
]
+ SΦS,SQ . (2.20)
Here, SΦS,SQ denotes the power spectral density of the intrinsic SQUID noise contri-
bution, which consists of a frequency-dependend 1/f -like noise contribution and a
white noise contribution, which will be further discussed in detail in chapter 3. The
different noise contributions, as well as the overall noise spectrum for an example
detector with transformer coupled readout is shown in figure 2.8 a), where
√
SΦS
is given in the units µΦ0/
√
Hz. Here, Φ0 = h/2e = 2.07 · 10−15 Tm2 is defined as
the magnetic flux quantum. In the displayed simulation, the absorber and sensor
properties were assumed to be identical to the ones used for the first detector that
was developed in the framework in this thesis. Therefore, the absorber dimensions
are 150× 150× 3µm3, the sensor dimensions are 50× 50× 1.2µm3 with an erbium
concentration of cEr = 450 ppm. The detector is coupled to the SQUID via a super-
conducting flux transformer. The gradiometric, meander-shaped pickup coil below
the sensors has a pitch p = 6µm, a meander stripe width p = 3µm, whereas the
inductance of each meander is LM = 290 pH. A persistent current of I0 = 33 mA was
assumed. At an operation temperature of T = 20 mK, the resulting heat capacity of
absorber and sensor is 0.1 pJ/K and 0.08 pJ/K, respectively. Furthermore, a signal
rise time of τ0 = 100 ns and a signal decay time of τ1 = 10 ms was assumed.
The SQUID has an inductance of 130 pH, an input coil inductance of 1.1 nH and
a coupling coefficient of k = 0.95 between the two constituents. Its white noise
level was assumed to be a very low SΦ,w = 0.1µΦ0/
√
Hz and its low frequency noise
contribution to be SΦ,1/f = 3.0µΦ0/
√
Hz/fα, with α = 0.9. The noise energy (f) =
SΦ(f)/2L defines the energy resolution of a dc-SQUID, a property that will be further
discussed in section 3.2.3. Calculating the noise energy for the hypothetical SQUID
at higher frequencies shows, that w ≈ 1.5~, with ~ denoting the reduced Planck’s
constant. Therefore, the dc-SQUID that was assumed for the noise simulations
nearly has a so called quantum-limited noise performance. The latter would mean,
that the energy resolution of the SQUID is only limited by the uncertainty principle
∆E ·∆t ≥ ~/2. The parasitic inductance contribution of the required bonding wires
is assumed to be 0.5 nH.
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Figure 2.8: Calculated flux noise spectrum as well as the noise spectra of the individual
noise sources present within an MMC. The basis for this calculation are an absorber and
sensor with comparable properties to the ones developed in this thesis. a) MMC with
transformer coupled readout. b) MMC with direct sensor readout. Further details are
explained in the text.
For comparison, figure 2.8 b) shows a calculated noise spectrum for an MMC with
direct sensor readout. For this ideal case, the same simulation parameters were used
as in a). The noise simulations show, that for the transformer coupled readout, the
SQUID noise is a significant contribution to the overall noise spectrum for all frequen-
cies relevant to the discussion. At high frequencies, where a near quantum-limited
noise performance was assumed, the SQUID dominates the noise spectrum and the
Johnson noise of the sensor and absorber is still one order of magnitude smaller
than the white noise of the SQUID. It becomes apparent, that by making use of
the transformer coupled readout for metallic magnetic calorimeters, the achievable
energy resolution, as derived in the following section, will usually not reach the lower
limit that is set by the detector intrinsic noise contributions. For the direct sensor
readout, it can be seen that the white noise contributions of the SQUID, the high
frequency plateau of the thermodynamic energy fluctuations, and the Johnson noise
are of a comparable magnitude, whereas the low frequency regime is completely dom-
inated by the noise contributions of the MMC, and the 1/f -like noise contribution of
the SQUID is basically negligible. Therefore, the energy resolution of an MMC using
the direct sensor readout is only effected by the noise contributions of the SQUID
at higher frequencies, and to a significantly smaller degree than for the transformer
coupled readout.
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2.6.4 Energy resolution of metallic magnetic calorimeters
In the case for metallic magnetic calorimeters, the signal amplitude E0 of a noisy sig-
nal with shape s(t) = E0p(t) +n(t) can be determined via optimal filtering [McC05].
For an undisturbed signal that is described by an amplitude E0 and by the respon-
sivity p(t) given in equation 2.16, the method of optimal filtering assumes, that such
a signal can be superimposed by a noise term n(t). When the noisy detector signal
E(t) is divided into N equidistant frequency intervals ∆f in the frequency space,
the Fourier transform of frequency interval i is given by
s˜i = E0p˜i + n˜i . (2.21)
Here, p˜i denotes the Fourier transform of the responsivity p(f) of the frequency






and n˜i denotes the noise amplitude of the frequency interval i. Each Fourier trans-
form component s˜i is proportional to the amplitude E0 of the detector signal. Since
the noise in each frequency interval is uncorrelated, N approximations Ei can be










where SNRi denotes the signal-to-noise ratio of the respective frequency interval i.




where the numerator |p˜(f)| is given by equation 2.22, while the denominator
√
SΦ,tot(f)
represents the total apparent flux noise in the SQUID. Therefore, frequency intervals
with a higher SNR are also weighted higher for determining the signal amplitude.
The standard deviation of the energy E0, that is determined by equation 2.23, is a
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When considering only the thermodynamic energy fluctuations of the MMC, an
expression for the fundamental limit of its achievable energy resolution can be com-





















that defines a fundamental limit of the achievable energy resolution of a metallic
magnetic calorimeter. Equation 2.27 evidently shows, that a minimization of the
achievable energy resolution requires a low operation temperature T , a fast signal
rise τ0 that is limited by the intrinsic thermalization between conduction electrons
and magnetic moments, as it was discussed in section 2.3.1, and requires a slow
signal decay τ1 without reducing the count rate of the detector to be lower than
experimentally required. In addition, β = Cz/(Cz + Ce) = 1/2 should be fulfilled,
i.e. the heat capacity of the conduction electrons of the absorber and sensor should
be matched to the heat capacity of the magnetic moments of the sensor.
2.7 Linearity of metallic magnetic calorimeters
For a detector with perfect linearity, the signal height is given by the constant ratio
δΦ/δE, as discussed in section 2.6.1. However, as the temperature of the detector
increases after a particle has been absorbed, its thermodynamic properties change
with respect to the baseline temperature of the MMC during this heat pulse. There-
fore, the heat capacity of the detector Ctot increases and the temperature dependence
of the magnetization ∂M/∂T changes during the signal rise, i.e. until the detector
is thermalized with the heat bath. Since the magnitude of this property change de-
pends on the temperature increase δT , a non-linear behavior of the detector response
arises for the absorption of particles with increasing energy. This non-linear behavior






δΦS = (1 + η(E))E , (2.28)
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where Em denotes the measured energy and E denotes the actual photon energy.











for metallic magnetic calorimeters, where ∂/∂T (∂ΦS/∂E) is the partial derivative of
the signal height with respect to the temperature.
2.8 State-of-the-art performance of MMCs
The main goal of this thesis is to improve the present-day benchmark of the energy
resolution of metallic magnetic calorimeters for soft X-ray spectroscopy. This section
therefore presents what the current benchmark performance is for MMCs for the
spectroscopy of photons with an energy Eγ < 10 keV.
The maXs-20 detector
The maXs-20 detector was developed in [Sch12]. It is a 1 × 8 pixel linear array
consisting of four metallic magnetic calorimeters. The MMCs use the meander-
shaped detector geometry that was discussed in section 2.5, as well as the transformer
coupled readout. The meander-shaped pickup coil has a width w = 2.5µm and a
pitch p = 5µm. Each absorber is made out of electroplated gold with the dimensions
250×250×5µm3. Its temperature sensor is made of Au:Er with the dimensions 157×
157×1.5µm3 and an Er concentration of cEr = 315 ppm. With the maXs-20 detector,
the fastest measured signal rise for metallic magnetic calorimeters was demonstrated.
This achievement is depicted in Figure 2.9 a), which shows the magnetic flux change
in the current-sensing SQUID that was used for detector readout, which resulted
upon the absorption of X-rays (EKα = 5.9 keV, EKβ = 6.49 keV) emitted by an 55Fe
calibration source. The depicted signal rise is described by
∆ΦS = E0 · (1− e−t/τ0) , (2.30)
with E0 denoting the signal amplitude and a measured rise time τ0 = 80 ns. The
measurement was performed at a temperature T = 30 mK and a persistent current
of I0 = 45 mA. At these operation parameters, the heat capacity of absorber and
temperature sensor were Cabs = 0.67 pJ/K and Csens = 1.63 pJ/K, respectively. The
expected signal rise time can be estimated according to equation 2.5, resulting in
a calculated τ0 = 86 ns , which is only 6 ns above the measured value. For this
calculation, a β = Cz/(Cz + Ce + CX) ≈ 0.63 is required. The factor CX is an
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Figure 2.9: a) Signal rise of a maXs-20 detector measured with a current-sensing SQUID
after X-rays from an 55Fe callibration source have been absorbed. The data fit (red) shows
the expected exponential signal rise with a time constant of τ0 = 80 ns. b) Measured
energy Em as a function of the actual photon energy Ep, illustrating a near perfect linear
behavior of the detector with a non-linearity of only 0.5 %. c) Measured energy spectrum
of the Kα-line of an 55Fe X-ray source. Fitted to the histogram is the expected lineshape
when assuming an instrumental resolution of ∆EFWHM = 1.58 eV. The energy spectrum
was measured with a revised version of the maXs-20 detector that was developed in [Heu11].
additional contribution to the total detector heat capacity Ctot that was observed
in [Sch12]. It was argued to originate from sputtered Au and Au:Er and was found
to also depend on the persistent current I0. For I0 = 45 mA, CX ≈ 0.25 pJ/K was
determined. The small deviation between the measured and the calculated τ0 shows,
that the signal rise of an MMC is very well understood and predictable. The maXs-20
detector, and MMCs in general, are the fastest kind of cryogenic microcalorimeters
presently available.
Figure 2.9 b) depicts in the upper plot the measured photon energy Em of the
maXs-20 detector as a function of the actual photon energy Ep, with a second-order
polynomial function (red dashed line) fitted to the data. The maXs-20 detector
shows a close to perfect linear detector response, with a non-linearity Em − Ep of
only 0.5 % for 5.9 keV photons, as it is depicted in the lower plot. The measurement
was performed in [Sch12] at T = 23 mK and I0 = 30 mA. The calculated non-linearity
given by equation 2.29 also yields an expected non-linearity of 0.5 %. The parameters
used for this calculation from numerical simulations are a total detector heat capacity
of Ctot = 1.84 pJ/K, a signal height per energy input of δΦ/δE = 62.8µΦ0/eV, and
a derivative of ∂/∂T (∂ΦS/∂E) = −28.1 mΦ0/(eVK). This shows that the linearity
of a metallic magnetic calorimeter a well understood and predictable property.
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Revised maXs-20 detector
While the maXs-20 detector presents the MMC benchmark for a fast signal rise
with excellent linearity, its signal-to-noise ratio is not sufficient to simultaneously
present the benchmark for the best energy resolution achieved with an MMC for
the spectroscopy of photon energies E < 10 keV. The detector that holds this record
is a revised version of the maXs-20 detector that was developed in [Heu11]. In
this revision, the absorber size is identical to the regular maXs-20 detector, but the
meander-shaped detector geometry was replaced by a spiral-shaped pickup coil that
is galvanically connected to a superconducting cap on top of the sensor, which has
the colloquial expression ”sandwich geometry”. This detector geometry significantly
enhances the signal coupling between the MMC and the current-sensing dc-SQUID
used for signal readout, improving the signal-to-noise ratio and therefore the achiev-
able energy resolution. However, the signal rise of this detector had to be artificially
slowed down to a few microseconds by introducing a thermal bottleneck between
absorber and sensor. Otherwise, the slew-rate limit of the readout chain would have
been reached, i.e. a tracking of the resulting large signal heights would not have been
possible with the employed readout chain. The achieved energy resolution of this re-
vised maXs-20 for 5.9 keV photons is shown in figure 2.9 c). The plot shows the energy
spectrum of the Kα-lines of a 55Fe source measured at a temperature of T = 13 mK
[Kem18]. The curve fitted to the data is a convolution of the natural linewidth of
the Kα-line and a Gaussian distribution with an instrumental energy resolution of
∆EFWHM = 1.58 eV, resulting in a detector resolving power of E/∆EFWHM ≈ 3700.
Therefore, metallic magnetic calorimeters start to push towards the resolving power
of the best crystal spectrometers available, which can be well over 10000 [See17],
while simultaneously covering a significantly larger, detectable dynamic range than
crystal spectrometers.
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3. Superconducting Quantum Interference
Device
This thesis focuses on the development of integrated detectors for the high resolution
soft X-ray spectroscopy, where the paramagnetic temperature sensor of a metallic
magnetic calorimeter shall be placed directly on top of a dc-SQUID. This also in-
cludes the development and optimization of the corresponding dc-SQUID. Therefore,
the fundamentals that are required for the comprehension of such a device are dis-
cussed in this chapter.
3.1 Basics of Josephson tunnel junctions
Josephson tunnel junctions are a central element of a dc-SQUID and can be visualized
as a plate capacitor consisting of two superconducting electrodes that are separated
from each other by a few nanometer-thin insulation layer. The thickness of this thin
layer has to be chosen such that the macroscopic wave functions of both supercon-
ducting electrodes overlap. The Josephson junctions fabricated within the framework
of this thesis are made out of an Nb/Al−AlOx/Nb trilayer, where the aluminium
oxide represents the insulating barrier. In such a tunnel junction, Cooper pairs can
coherently tunnel between both electrodes [Jos62], which is called the Josephson ef-
fect. The supercurrent Is through the junction carried by the tunneling Cooper pairs
is described by the first Josephson equation [Jos62]:
Is = Ic sin (φ) . (3.1)
There, Ic denotes the critical current of the tunnel junction and φ the gauge-invariant
phase difference between the macroscopic wave functions Ψ1 and Ψ2 of both super-
conducting electrodes, given by
φ = θ2 − θ1 − 2piΦ0
2∫
1
A · dl , (3.2)
with the magnetic vector potential A within the insulating barrier. θ1 and θ2 repre-
sent the phases of the macroscopic wave functions. In addition, the phase difference
evolves in time for a finite voltage drop across the junction according to the second
Josephson equation [Jos62]
U = Φ02pi φ˙ . (3.3)
29
30 3. Superconducting Quantum Interference Device
Equation 3.1 and 3.3 represent a foundation for many effects, with the most well
known being the DC Josephson effect and the AC Josephson effect. Both of which
shall be briefly described.
When an external current source is connected to a Josephson junction and a current
I < Ic is applied, then this current can be carried by Cooper pairs and the constant
phase difference φ of the two superconducting electrodes is adjusted according to
equation 3.1. This means that no voltage drop occurs across the junction according
to equation 3.3. This is called the DC Josephson effect. Increasing the externally
applied current to I > Ic leads to an excess current Ie = I − Ic that is carried by
quasiparticles, resulting in a voltage drop U across the junction. As a result, the
phase difference φ increases linearly with time according to equation 3.3, leading to
the AC Josephson effect, which describes an alternating supercurrent
Is = Ic sin (ωJt+ φ) . (3.4)
through the junction. The ac frequency is given by fJ = ωJ/(2piU) = 1/Φ0 ≈
485 MHz/µV within the Josephson junction according to equation 3.1.
3.1.1 IV - characteristics of Josephson junctions
Figure 3.1 shows the current-voltage characteristic of a hysteretic Josephson junc-
tion which was fabricated within the framework of this thesis and characterized at
T = 4.2 K in a liquid helium transport dewar. The measurement was performed with
a four wire sensing method. In addition, figure 3.1 also illustrates several figures of
merit used to characterize a tunnel junction in order to determine its quality, as will
be further discussed at the end of this section. As it can be seen, the voltage drop
across the Josephson junction is U = 0 V for I < Ic. Once the current exceeds the
the critical current, an additional quasiparticle flow Ie and a voltage drop across the
junction occurs, indicated by the sharp voltage jump at the point marked by Ic and
the red arrow pointing to the right in figure reffig:JJcharacteristic. In order for a
cooper pair to break up into two quasiparticles, the energy eUg(T ) = [∆1(T )+∆2(T )]
needs to be provided, for instance by an external circuit. Here, ∆1(T ) and ∆2(T )
denote the respective energy gap of the superconducting electrodes, and Ug(T ) de-
notes the so called gap voltage of the Josephson tunnel junction. When the current
I is increased further, so that U  Ug, then the junction switches into its voltage
state, where it exhibits an ohmic behavior. The excess quasiparticle current is then
given by Ie = U/RN, with RN denoting the so called normal state resistance of the
Josephson junction.
When the Josephson junction is in its voltage state and the current I is reduced,
then the junction switches back into its zero-voltage state at a so called retrapping
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Figure 3.1: Measured current-voltage
characteristic of an unshunted Josephson
junction, which was fabricated within
the framework of this thesis. In addi-
tion, several figures of merit are depicted
that are used to discern the quality of
a Josephson tunnel junction. These in-
clude the critical current Ic, the subgap
resistance Rsg, the normal state resis-
tance RN, and the gap voltage Ug.
current Ir < Ic. In this case, the IV - characteristic moves along the so called subgap
regime for U < Ug, the path indicated by the red arrow pointing to the left, where
a finite amount of quasiparticles exist due to thermal excitations at T > 0 K. This
regime is denoted by a characteristic subgap resistance Rsg, a figure of merit used to
discern the quality of a Josephson tunnel junction, as will be discussed later on.
3.1.2 RCSJ-model
The IV -characteristic of a Josephson tunnel junction can be described by the RCSJ1
model [McC68, Ste68], in which the junction is represented by the equivalent circuit
shown figure 3.2 a). The schematic depicts a parallel circuit consisting of an ideal
Josephson junction with critical current Ic, a capacitance C, a resistance R(U) and
a noise current IF. The resistance R(U) is highly non-linear and has two different
values depending on the voltage U across the junction, as was already indicated in the
previous section. For |U | > Ug, the resistance is given by the normal state resistance
of the Josephson tunnel junction, i.e. R(U) = RN. For |U | ≤ Ug, the resistance is
given by the subgap resistance R(U) = Rg of the Josephson tunnel junction. The
noise current IF originates from cooper pairs being broken up into quasiparticles due
to thermal excitations at T > 0 K. According to the RSCJ-model, the total external
current I running through a Josephson tunnel junction is given by
I = CU˙ + U
R(U) + Is + IF , (3.5)
where the first term of the equation represents the displacement current, the second
term denotes the flow of quasiparticles, the third term is the supercurrent given by
1Abbreviation for Resistively- and Capacatively-Shunted Junction
32 3. Superconducting Quantum Interference Device
a) b)
0 1 2 3 4 5 6


















I = 0.5 Ic
I = Ic








Figure 3.2: a) Equivalent circuit of a Josephson junction within the RCSJ-model. b)
Tilted washboard potential UJ as a function of the gauge-invariant phase difference φ be-
tween both superconducting electrodes for different bias currents I through the Josephson
tunnel junction.
the first Josephson equation 3.1 and the last term is the noise current IF. Making
use of equation 3.3 leads to an equation of motion for the gauge-invariant phase
difference φ






R(U) φ˙+ IF . (3.6)
This equation is mathematically equivalent to equation of motion of a particle with
mass m = (Φ0/2pi)C, on which a friction force is exerted that is characterized by
the damping coefficient ν = (Φ0/2pi)/R, and which is moving in the so-called tilted





Ic(1− cos(φ))− (I + IF)φ
]
. (3.7)
The plot shows that the potential tilts further and further with increasing bias current
I. For I < Ic, the particle is trapped in one of the minima of the potential. Therefore,
the time average of the phase difference 〈φ˙〉 vanishes, meaning no voltage drop occurs
across the junction, i.e. it is in its zero-voltage state. For I ≥ Ic, the particle moves
along the tilted washboard potential, leading to a voltage drop according to the
second Josephson equation, which is consequently called the voltage-state. Reducing
the current to a retrapping current Ir ≤ Ic leads to the particle being trapped again
in one of the reoccurring minima of the potential, i.e. the junction switches back to
the zero-voltage state. However, whether the particle is trapped again at Ir = Ic,
or at Ir < Ic, depends on the mass and the damping coefficient of the particle.
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For βc  1, the Josephson tunnel junction is highly damped and the particle will be
trapped in a potential minimum at Ir ≈ Ic. For βc  1, the junction is underdamped








In this case, the Josephson tunnel junction shows a hysteretic behavior as the retrap-
ping current is close to zero [Cla04]. Such an IV -characteristic was already shown
in figure 3.1. In order to suppress a hysteretic behavior, a shunt resistor RS  RN
can be connected in parallel to the Josephson junction. In this case, RN is replaced
by RS in equation 3.8, making βc an adjustable design parameter.
Sub gap voltage: The sub gap voltage Ug(T ) = [∆1(T )+∆2(T )]/e depends on the
energy gaps ∆1 and ∆2 of the superconducting electrodes of the tunnel junction, both
of which are made out of niobium for the junctions fabricated during this thesis. For
bulk niobium, the energy gap 2∆ reaches values between 2.92 meV and 3.02 meV for
T → 0 [Car90], and decreases with temperature according to the BCS2 theory. The
energy gap ∆, and with it the gap voltage Ug of a junction can be reduced through
various means, including the proximity effect of the normal conducting aluminum
within the junction [Hou93, Yam94], or via mechanical stress in the used materials
[Kur88]. For Nb/Al-AlOx/Nb junctions at T = 4.2 K, values between 2.83 mV and
2.93 mV are expected for Ug, assuming the thickness of the Nb electrodes is larger
than the London penetration depth λL.
IcRN product: The critical current Ic of a Josephson tunnel junction depends
on the coupling strength between the two superconducting electrodes. Therefore, Ic
becomes larger when the insulating barrier within the junction becomes thinner. In
addition, Ic scales linearly with the junction area AJ. In contrast to that, the normal
state resistance RN of a Josephson tunnel junction decreases when the insulating
barrier becomes thinner and also decreases linearly with AJ. It is therefore assumed
that the IcRN product is independent of the barrier thickness and junction area.
The Ambegaokar-Baratoff-theory [Amb63] provides an expectation for IcRN when
2Abbreviation for Bardeen-Cooper-Schrieffer
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For Nb/Al−AlOx/Nb junctions, the IcRN product is expected to reach values be-
tween 2.29 mV and 2.37 mV for T → 0. However, these values are not often reached
in actual applications because the derivation of equation 3.10 assumes ideal Cooper
pair tunneling with a rectangular potential barrier in the insulating layer. In reality,
the potential barrier has sloped walls and an inhomogeneous barrier thickness across
the junction area, resulting in a reduced value for an experimentally determined IcRN
product compared to the theoretical expectation.
Subgap resistance: For Nb/Al−AlOx/Nb Josephson tunnel junctions, the sub-
gap resistance Rsg is usually defined as the resistance of the junction at a voltage
drop of U = 2 mV. Its occurrence has multiple, non-trivial causes, like the flow of
thermally excited quasi particles, Andreev-reflexions [Oct83], or multi-particle tun-
neling processes of Cooper pairs [Tay63, Sch63], all of which are not of importance for
the present work and shall therefore not be discussed further. It is noted that, just
like the IcRN-product, the ratio of the subgab to normal state resistance, Rsg/RN,
and the characteristic voltage Uc = Rsg · Ic, are parameters used to compare con-
generic Josephsen junctions to each other. High quality junctions are indicated by
Rsg/RN > 10 and Uc > 30 mV.
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3.2 Basics of dc-SQUIDs
3.2.1 Working principle and design considerations
A basic schematic of a dc-SQUID is depicted in figure 3.3 a). It consists of a super-
conducting loop with inductance LS, that is interrupted by two Josephson junctions,
which are assumed to be identical in the description at hand. A shunt resistor RS is
connected in parallel to each junction to avoid a hysteretic junction behavior, as it
was discussed in section 3.1.2.
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Figure 3.3: a) Schematic of a dc-SQUID consisting of a closed superconducting loop
with inductance LS that is interrupted by two Josephson junctions with critical current Ic.
A shunt resistor RS is connected in parallel to each junction, suppressing their hysteretic
behavior. b) Exemplary current-voltage characteristics of a dc-SQUID shown for two values
of the magnetic flux ΦS threading the SQUID loop, that leads to a minimum or maximum
critical current, respectively. c) Voltage-flux characteristic resulting from an applied bias
current of Ib = 30.4µA.
The supercurrent through the dc-SQUID is given by [Cla04]












where φ1 denotes the phase of one Josephson junction and ΦS denotes the magnetic
flux threading the SQUID loop. ΦS has two constituents, one being the externally
applied magnetic flux Φext. The other constituent is a self-induced magnetic flux ΦL,
which results from a circulating current Icirc = −Φext/LS, that is induced in order to
maintain flux quantization within the SQUID loop [Dol61]. The total magnetic flux
ΦS within the SQUID is then given by [Bar82]
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The equations 3.11 and 3.12 only have analytical solutions when the SQUID is op-
erated in the so called zero-voltage-state for Ib  Ic,SQ and only for the two lim-
iting cases ΦL ' 0 and ΦL  Φ0. However, actual practical application is done in
the so called voltage-state. In this mode of operation, the bias current is usually
fixed at a value Ib ≥ 2Ic, leading to a quasiparticle current through the shunted
Josephson junctions, resulting in a voltage drop across the SQUID. An exemplary
IV -characteristic is plotted in figure 3.3 b), representing the voltage response of a
dc-SQUID as a function of the applied bias current Ib. It can be seen, that the
voltage response is maximized for ΦS = (n + 1/2)Φ0, and minimized for ΦS = nΦ0.
Figure 3.3 c) shows the periodic V Φ-characteristic of the SQUID at constant bias
current with Ib = 30.4µA. The optimum performance is achieved when the SQUID
is operated at the point of highest flux sensitivity, which is done by choosing the








are maximized. Here, VΦ is the flux-to-voltage transfer coefficient at constant bias
current (current-bias) and IΦ is the flux-to-current transfer coefficient at constant
bias voltage (voltage bias). With these two figures of merit, the so called dynamic
resistance can be defined as Rdyn = VΦ/IΦ, which is the slope of the IV -characteristic
at the chosen working point. The optimum working point is marked in red in figure
3.3 b) and c) and can be adjusted by applying an appropriate external magnetic
field. At this point, the SQUID has a linear voltage output Us = VΦδΦ in response
to additional flux changes δΦ, assuming δΦS ≤ ±Φ0/4. In addition, the maximum
modulation of the SQUID’s critical current ∆Imod as a response to a change of
magnetic flux δΦS is marked in figure 3.3 b). The magnitude of this modulation can
be described by [Tes77]
∆Imod = A(βL) · 2Ic with βL = 2LSIcΦ0 , (3.14)
where A ≤ 1 is a dimensionless number and βL is the so called screening parameter.
The latter is a measure of the contribution of the self-induced flux ΦL to the total
magnetic flux ΦS. For the limiting case βL  1, ΦL can be neglected so that ΦS ≈
Φext and A approaches 1. For the other limiting case βL  1, ΦL makes a significant
contribution to the overall SQUID behavior, as it strives towards flux quantization
within the SQUID loop. In this case, A approaches zero and barely any critical
current modulation occurs. In order to maximize ∆Imod, βL has to be as small as
possible. This can be achieved by reducing the SQUID inductance LS further and
further. However, this rarely presents any practical application, as such a SQUID
consequently shows only a negligible response to external magnetic fields. Numerical
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simulations show, that an optimized SQUID performance is achieved for βC, βL ≈ 1
for T = 4.2 K [Tes77]. At this point, the critical current modulation of the SQUID
is ∆Imod = 0.96 · Ic.
3.2.2 SQUID noise
Figure 3.4 shows a typical spectrum of the apparent flux noise of a dc-SQUID that
was measured at T = 20 mK. It can be seen, that it is composed of a frequency-
independent white noise contribution
√
SΦ,w and a frequency-dependent 1/f -like
noise contribution
√
SΦ,1/f . The origin of the white noise contribution
√
SΦ,w of a
dc-SQUID is the Nyquist current noise of the shunt resistors connected in parallel
to the Josephson junctions. The spectral power density of the Nyquist current noise





showing that it scales linearly with the temperature T , and is inversely proportional
to the resistance R.
In a dc-SQUID, the current noise power spectral density SI can be split into an in-
phase contribution SinI = 4kBT/(RS/2) and into an out-of-phase contribution SoutI =
4kBT/(2RS). The former is related to the current fluctuations in both resistors having
the same direction, i.e. the noise current is flowing through the entire SQUID, while
the latter is related to the current fluctuations having opposite direction, i.e. they
flow along the SQUID loop. The total white noise contribution is a superposition of
both contributions, given by [Lik72, Koc80]











For an optimized dc-SQUID, i.e. βC, βL ≈ 1, the approximations Rdyn ≈
√
2RS and
VΦ ≈ RS/LS hold [Tes77, Bru82], resulting in a voltage power spectral density of the
white noise
SV,w = 18kBTRS . (3.17)






The power spectrum of the 1/f -like noise contribution can be described by
SΦ,1/f (f) = SΦ,1/f (1 Hz)/fα , (3.19)
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Figure 3.4: Exemplary spectrum of the
apparent flux noise of a dc-SQUID mea-




as a green dotted line, and a 1/f noise
contribution
√
SΦ,1/f , marked as an or-
ange dotted line. Equation 3.20 is fitted
to the data.
i.e. by the noise amplitude at 1 Hz divided by the frequency fα, in which the noise
exponent α typically has values between 0.4 and 1.5 for a variety of superconducting
quantum devices [Kem16]. This low frequency excess flux noise was observed for
the first time over 30 years ago [Koc83], and even after decades of investigation
[Wel87, Hub97, Dru11], its definitive origin is still not well understood. The noise
contribution might result from a random reversal of interacting surface spins [Koc07],
that are most likely located at the interface of the metallic constituents and the oxide
layer on their surface [Fao08]. These spins can result from metal-induced gap states
[Cho09], dangling bonds [dS07], adsorbed oxygen [Wan15], or nuclear spins [LaF15].




SΦ,w + SΦ,1/f . (3.20)
3.2.3 Energy sensitivity
The energy sensitivity s of a SQUID is a figure of merit used to compare the perfor-








i.e. the voltage noise power density SV divided by the SQUID inductance LS and
the flux-to-voltage transfer coefficient VΦ2. Numerical simulations show, that the
intrinsic energy sensitivity of a dc-SQUID reaches a minimum for βC = βL ≈ 1 for
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Here, Cj = C/Aj is the specific junction capacitance and jc = Ic/Aj is the critical
current density of the Josephson tunnel junction. Apparently, in order to minimize
the energy sensitivity in a SQUID design, the specific junction capacitance should
be small, the critical current density should be as high as possible and the operation
temperature T of the SQUID should be low. The energy sensitivity s is usually
given in the units of the reduced Planck’s constant ~ = 1.05 · 10−34 Js. SQUIDs can
reach a quantum limited noise performance, where the energy sensitivity has the
lower limit of s = ~, i.e. it is limited by the uncertainty principle ∆E ·∆t ≥ ~/2
[Koc81, Dan83], making them the most sensitive wideband sensors for magnetic flux
today.
3.3 Practical dc-SQUIDs
3.3.1 Resonances in SQUIDs
A SQUID loop with inductance LS and the intrinsic capacitance C of the Josephson
tunnel junctions form an LC circuit with resonance frequency fres = 1/(2pi
√
LSC/2).
The circuit is driven by the AC Josephson currents, as described in section 3.1, where
an ac-current with frequency fJ = Us/Φ0 occurs, with Us denoting the voltage drop








When the resonance condition is fulfilled, in the IV -characteristics of a dc-SQUID
the two extremal voltage responses for ΦS = nΦ0 and ΦS = (n+1/2)Φ0 can intercept
far below the ohmic regime of the characteristics. This is illustrated in figure 3.5
a), which shows an IV -characteristics of a washer SQUID with input coil that was
developed in this group. The point of resonance is marked accordingly. In addition
to this SQUID intrinsic resonance, coupling an input coil to a SQUID can also lead
to parasitic effects in the IV -characteristics, resulting in so called resonant current
steps [Enp92] that can also be observed in figure 3.5 a). Since SQUID loop and
input coil are spatially separated by a thin insulating layer, a parasitic capacitance
Cp is introduced, forming an LC circuit with the inductance LS of the SQUID loop,
which can also be driven by the ac-currents in the SQUID, potentially leading to
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resonances in the SQUID itself, or in its input coil. While a dc-SQUID that is
developed for the direct sensor readout of a metallic magnetic calorimeter does not
require an input coil, placing a paramagnetic temperature sensor directly on top of
the SQUID loop can also introduce a parasitic capacitance Cp, potentially leading to
the shown disturbing effects in the IV -characteristics. Resulting from these effects is
a distortion of the V Φ-characteristics, as illustrated in figure 3.5 b). Shown is the V Φ-
characteristics of the same SQUID for a bias current Ib = 11.1µA. As a consequence,
the linear voltage response of the SQUID can be reduced to δΦS  ±Φ0/pi and the
flux-to-voltage transfer coefficient VΦ is potentially reduced, consequently degrading
the energy sensitivity s of SQUID.


































Figure 3.5: a) IV -characteristics of a washer SQUID with tightly coupled input coil
that was developed in this group. The characteristics shows a point of resonance as well
as resonant current steps. b) V Φ-characteristic of the same SQUID for a bias current
Ib = 11.1µA.
There exist several methods to adapt a SQUID design in order to dampen resonances
occurring in its characteristics. A commonly employed method is the resistive damp-
ing of resonances, where a shunt resistor Rsh is connected in parallel to either the
loop inductance LS of the SQUID [Knu87, Fog89, Enp91]. As a result, the amplitude
of the intrinsic resonance of the SQUID can be damped, so that it has no longer any
derogatory effects on the SQUID performance at its optimum working point. In
addition, resonant current steps in the IV -characteristics can be smoothed by the
introduction of additional shunt resistors that are connected in parallel between each
turn of the input coil inductance Lin , which dampens resonances occurring within
the latter [Ono97].
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3.3.2 Flux-locked loop operation
Metallic magnetic calorimeters have an excellent and predictable linearity, as was
described in section 2.8. In order to benefit from this during detector operation, the
employed readout chain should ideally not introduce additional non-linearities. An
optimized dc-SQUID that is biased at its optimum working point has a linear voltage
response for magnetic flux changes δΦS ≤ ±Φ0/pi [Cla04]. However, flux changes in
the employed SQUID larger than Φ0/pi are not uncommon when reading out metallic
magnetic calorimeters. In this case, the flux-to-voltage transfer coefficient VΦ changes
as the SQUIDs working point moves along its periodic V Φ-characteristic. Not only
is the voltage response non-linear for δΦS ≥ ±Φ0/pi, the apparent flux noise in the
SQUID also changes with VΦ according to equation 3.20, consequently degrading the













Figure 3.6: Schematic of a dc-SQUID
that is read out using a flux-locked circuit.
The output voltage of the SQUID is am-
plified, integrated, and transformed into a
current via the feedback resistor Rfb. This
current is running through a feedback coil
that is coupled via the mutual inductance
Mfb to the SQUID loop in order to com-
pensate the initial flux change ΦS.
In order to linearize V (Φ) for large signals, and to keep s at its lowest value during
operation at all times, a so called flux-locked loop (FLL) circuit can be used, as
schematically illustrated in figure 3.6. The dc-SQUID is connected to a differential
preamplifier, which is in turn connected to an integrator, both usually situated at
room temperature. The reference voltage Ub is adjusted such that the input voltage
Va of the preamplifier vanishes at the optimum working point of the SQUID, so that
Uout = 0 V. When a signal δΦS arrives in the SQUID, the corresponding voltage
response is amplified, integrated, and converted into a feedback current Ifb via the
feedback resistor Rfb. This feedback current compensates the initial magnetic flux
change δΦS in the SQUID via a feedback coil with mutual inductance Mfb, i.e. δΦfb
= MfbIfb = -δΦS. This negative feedback loop keeps the magnetic flux ΦS in the
SQUID constant, so that it is locked at its optimum working point. The flux-to-
voltage transfer coefficient U/Φ0 of a SQUID operated in the FLL mode can be
computed to






The room temperature preamplifier and the corresponding wiring between SQUID





SI,rta. The spectral power density of the total apparent flux noise
in the SQUID is therefore given by













where SΦ,SQ denotes the SQUID noise. The room temperature electronics used
in the work at hand is the commercially available Magnicon XXF-13. Its intrin-
sic voltage noise has two plateaus,
√
SU,rta ≈ 0.33 nV/
√
Hz at f > 103 Hz and√
SU,rta ≈ 0.5 nV/
√
Hz at f < 103 Hz. Furthermore, a 1/f -like voltage noise contri-
bution is observed for f < 1 Hz with
√
SU,rta(0.1 Hz) ≈ 0.8 nV/
√
Hz. In addition,
it has an intrinsic white current noise level of
√
SI,rta ≈ 2.6 pA/
√
Hz at f > 30 Hz,





Hz [Dru06]. The last two terms in equation 3.25 denote a Nyquist voltage
noise contribution SU,wire and a Nyquist current noise contribution II,wire of the wiring
between 300 K and 4 K. In this setup, the voltage noise contribution of the XXF-1
electronics alone can already have a dominating role in the overall noise spectrum.
Assuming a dc-SQUID with a flux-to-voltage transfer coefficient of VΦ = 50µV/Φ0,
the white voltage noise of the XXF-1 contributes with
√
SU,rta/V 2Φ = 6.6µΦ0/
√
Hz
to the apparent flux noise, which is for instance more than one order of magnitude
higher than the white apparent flux noise of the dc-SQUIDs that are developed in
this group [Kem15].
3.3.3 Slew rate
A time delay td has to be considered between a magnetic flux input δΦS into the
SQUID and a corresponding feedback δΦfb, which originates from the transmission
lines between SQUID and readout electronics, as well as from the integrator and
other circuit elements. This time delay can cause a phase lag, causing the feedback to
become positive at high frequencies. When the so called error flux δΦe = δΦS−|δΦfb|
in the SQUID becomes larger than the linear voltage response ∆Φlin of the SQUID,
the SQUID no longer behaves like a linear element and the FLL operation can become
3Magnicon GmbH: www.magnicon.com/squid-electronics/XXF-1/
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unstable. One can therefore define the so called maximum slew rate Φ˙fb of a flux-
locked loop circuit, which defines the maximum flux-feedback rate with which the
electronics can compensate magnetic flux changes δΦS in the SQUID. The maximum




GAGI = 2pif1∆Φlin , (3.26)
where GA is the gain of the preamplifier. GI(f) = f1/(if) is the gain of the assumed
one-pole integrator and f1 denotes its unity-gain frequency of the integrator, i.e.
GI(f1) = 1, with i being the imaginary number. Under the idealized conditions
of negligible gain errors at high frequencies, the frequency response of a one-pole
integrator for instance is identical to the 3 dB cutoff frequency of a first-order RC
lowpass filter, i.e. f1 = fc. According to equation 3.26, a high system slew rate
requires a large linear voltage response ∆Φlin of the employed SQUID, as well as a
high unity-gain frequency f1 of the integrator.
3.3.4 Two-stage SQUID readout
In order to reduce the impact of the noise contribution
√
SΦ,rta of the amplifier
at room temperature, was was discussed at the end of section 3.3.2, an additional
cryogenic amplification stage can be introduced, that boosts the output signal of the
sensor SQUID. The corresponding circuit schematic is illustrated in figure 3.7. Shown
in the first stage is a metallic magnetic calorimeter, that is inductively coupled to a
front-end dc-SQUID via the mutual inductance Min. The dc-SQUID is operated in
the FLL mode and is connected in series to the input coil of the cryogenic amplifier
situated on the second stage. Both are connected in parallel to a gain resistor Rg that
is also situated on the second stage. The constant bias current Ib1 splits up into the
two branches of this circuit. The current IFE(Ic,SQ(Φ),RS, Rg) running through the
front-end SQUID depends on its critical current Ic,SQ(Φ), on the shunt resistance RS
of the Josephson junctions, and on the gain resistance Rg. The current through the
gain resistor is consequently given by Ig = Ib1− IFE. Once the SQUID detects a flux
change δΦS, the modulation of its critical current, as discussed in section 3.2.1, also
modulates the current in the input coil of the cryogenic amplifier. The maximum
possible modulation is given by ∆Imod = Ic,SQ(nΦ0)− Ic,SQ((n + 1/2)Φ0).
The cryogenic amplifier is an N -SQUID series array that is operated with a constant
bias current Ib2. The magnetic flux change δΦS in the front-end SQUID is coherently
coupled into each SQUID cell of the N -SQUID series array via the mutual induc-
tance MN. Each of the identical SQUID cells within the array respond accordingly to
the magnetic flux change with an output voltage UN,out. The resulting total voltage
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response of the array is given by UN,out = N ·UN,out. Therefore, an N -SQUID series
array behaves like a single dc-SQUID with an enhanced flux-to-voltage transfer co-
efficient VΦ,N. The spectral power density of the intrinsic voltage noise SV,N of the
array is consequently also enhanced by the factor N . According to equation 3.20,
the intrinsic magnetic flux noise
√

























Figure 3.7: Schematic drawing of a two-stage SQUID configuration. Shown in the first
stage is a single front-end SQUID used for detector readout, that is operated in the flux-
locked loop mode. Situated in the second stage is an N -SQUID series array that functions
as a cryogenic preamplifier.








in which VΦ,FE denotes the flux-to-voltage transfer coefficient of the front-end SQUID
and Rdyn,FE its dynamic resistance. Since VΦ,N = GΦVΦ,FE, a flux-to-flux amplifi-
cation of GΦ > 1 must be achieved in order to enhance the flux-to-voltage transfer
coefficient of the two-stage setup. However, the maximum achievable slew rate re-
duces with GΦ, making an arbitrarily large amplification not desirable. The total
spectral power density of the apparent flux noise in the front-end SQUID adds up to













The individual summands of this equation originate from, from left to right, the
intrinsic noise of the front-end SQUID
√
SΦ,FE , the intrinsic noise of the N -SQUID
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series array
√









SI,rta + SI,wire of the room temperature electronics and its
corresponding wiring, with VΦ,N and IΦ,N denoting the flux-to-voltage and flux-to-
current transfer coefficient of the array, respectively. The gain resistor Rg generates
a Nyquist current noise running through Rg + Rdyn,FE, consequently generating a
flux noise in the N -SQUID series array via MN. Therefore, the last term of equation
3.27 denotes the apparent flux noise contribution of the gain resistor Rg. Since it
scales with temperature T , and usually Rg  Rdyn,FE, this term can be neglected.
The arrays employed in the thesis are in-house fabricated 16-SQUID series arrays
with a gain resistance of Rg = 0.2 Ω.
3.3.5 Energy dissipation of a dc-SQUID
Figure 3.8 shows the measured IV -characteristics of a dc-SQUID that was developed
for the HDMSQ1 detector during this thesis, as will be discussed in chapter 6. Marked
in the plot is its optimum working point (light grey) when operated in single-stage
configuration at constant bias current. Here, its energy dissipation is given by P1st =
U1st · Ib, as indicated by the light grey shaded area. When this SQUID is operated as
a front end SQUID in a two stage setup, then the situation changes, as the applied
bias current is split up. A fraction of Ib runs through the gain resistor Rg and the
remaining fraction runs through the front end SQUID and the input coil of the N -
SQUID series array, as was illustrated in section 3.3.4. The corresponding working
point when operated in a two-stage setup is also marked accordingly in figure 3.8
(dark grey).
























Figure 3.8: Measured IV -characteristics
of a dc-SQUID that was developed for the
HDMSQ1 detector, the first detector that
was developed within the framework of this
thesis. Marked are its working point and
energy dissipation in a single-stage readout
(light grey), as well as its working point and
energy dissipation in a two-stage readout
(dark grey).
A flux change δΦS in the SQUID leads to a modulation of its critical current and
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the voltage response of the SQUID follows the so called load line, indicated by the
dark grey dashed line. The slope of this load line is determined by −Rg, as the
voltage drop across the front end SQUID reduces with a decreasing Rg. The power
dissipation is given by P2st = U2st · I2st, also indicated by the dark grey shaded area.
Therefore, the energy dissipation of a dc-SQUID is lower when operated in a two-
stage setup in the voltage bias, compared to a single-stage readout in the current
bias. A small gain resistance Rg should be chosen in order to minimize the energy
dissipation of the front end SQUID. However, since its noise contribution is given by
the last term in equation 3.28, Rg has to be large enough in order to not provide a
relevant contribution to the overall noise.
Cooling fins for the suppression of the hot-electron effect
The Joule heating of a dc-SQUID that is operated in the voltage state occurs in its
shunt resistors, as there is a finite current running through the normal conducting
structures. The dissipated energy has to flow through insulating silicon substrate
into the sample holder. Therefore, the hot electrons in the shunt resistor must
first transmit their energy to the phonon system within the resistor in order to
transmit energy to the phonon system of the substrate. However, the electron-
phonon interaction is quite weak at millikelvin temperatures [Ens05], resulting in
an electron temperature Te that is much higher than the corresponding phonon
temperature Tph. This is called the hot-electron effect [Rou85, Wel94]. As Te can be
very well above 100 mK, this leads to an increased white noise level of the SQUID
at MMC operation temperatures. The power dissipation P of the resistor can be
described by [Gan74, Ech92]
P = ΛΣ(T pe − T pph) , (3.29)
where Λ denotes the volume of the resistor and Σ is a material dependent constant.
For the exponent p, values between 4 and 5 are usually found in scientific literature
[Ser00]. According to equation 3.29, increasing the volume Λ suppresses the hot-
electron effect. This is usually achieved by attaching a so called cooling fin to the
shunt resistor, which is just a metallic extension of the resistor in order to increase the
effective volume in which the electron-phonon interaction takes place, consequently
reducing the temperature of the electron system for a constant P [Wel94, Fal08].
Furthermore, the cooling fin also increases the effective contact area between the
metal and the substrate, potentially reducing the impact of the so called Kapitza
resistance, which describes a heat flow resistance at the interface of two materials
at low temperatures [Pol69]. However, there exists an effective upper limit for such
an additional interaction volume. The electron phonon interaction occurs within a
characteristic interaction length le,ph[Rou85], that increases with decreasing Te and
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Tph, and also increases with decreasing specific conductance σ of the material that is
used for the cooling fin. Therefore, when the dimension of the latter is much larger
than le,ph, only a fraction of the cooling fin volume contributes to the cooling effect.
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4. Experimental methods
This chapter introduces the experimental methods that were applied within the
framework of this thesis. Included is a description of the of the cryogenic system uti-
lized for measurements at millikelvin temperatures, followed by a brief introduction
of the employed data acquisition system (DAQ), as well as the signal analysis method
that is part of this DAQ system. Lastly, a description of the X-ray calibration source
that was used for detector characterization is given.
4.1 Cryogenics
4.1.1 Dry 3He/4He dilution refrigerator
The cryogenic setup used for all measurements at millikelvin temperatures in this
thesis is a commercially available, pulse-tube pre-cooled 3He/4He dilution refrigerator
BF-LD250 by Bluefors1. The cryostat provides a continuous cooling of experimental
setups to a base temperature below 10 mK without the need for cryo-liquids, such
as liquid helium. A pulse-tube cooler is a closed cycle cooling system that can
reach temperatures below 3 K [Tan04, Ens05], which is used to pre-cool the dilution
refrigerator before the latter can begin its operation. A schematic, as well as a
photograph of the utilized a 3He/4He dilution refrigerator is schematically depicted
in figure 4.1. The working principle of such a cryostat shall be briefly discussed.
Pure liquid 4He undergoes a phase transition into its superfluid state at Tλ = 2.17 K.
When mixed with 3He, this transition temperature is suppressed, with Tλ = 0.87 K
for a 3He concentration of c3He = 67 %. For T < 0.87 K, a spatial phase separation
of the mixture of the 3He and the now superfluid 4He occurs, creating a 3He-rich
phase and a 3He-depleted phase. This is illustrated in the so called mixing chamber
in figure 4.1. The concentration of 3He in the depleted phase stays constant at
∼ 6.6 % for T → 0 K [Pob96]. This finite solubility is important for the operation of
a dilution refrigerator and can be explained by a difference in zero-point energy and
nuclear spin between the two particles. Due to their identical electron configuration,
3He and 4He atoms have identical van der Waals forces between each other, while
3He is lighter due to having only one neutron in its nucleus. Therefore, 3He has
a higher zero-point motion compared to 4He. As a result, the binding energy of
a 3He atom diluted in 4He is higher than that of a 3He−3He bond, resulting in a
1BlueFors Cryogenics Oy, Arinatie 10, 00370 Helsinki, FINLAND
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mixture of the two isotopes. However, the lighter 3He has a nuclear spin of S = 1/2,
meaning it has to obey the Pauli principle. This means that in this diluted phase,
each of the available energy levels up the Fermi energy EF = kBTF can be occupied
by two 3He atoms of opposite nuclear spin, setting an upper limit to the allowed 3He
concentration in the 3He/4He mixture.














Figure 4.1: Schematic, as well as a photograph of the 3He/4He dilution refrigerator
utilized within this thesi. The cryogenic system provides a continuous operation at lower
millikelvin temperatures without the need for cryogenic liquids. Experiments are mounted
to the experimental platform that is in direct contact with the mixing chamber of the
cryostat.
Furthermore, the 3He in the 3He-depleted phase has a higher enthalpy. Therefore,
a transition of 3He atoms from the 3He-rich phase into the 3He-depleted phase re-
quires energy that is taken up from the surrounding environment. The operation
of a 3He/4He dilution refrigerator relies on forcing this particle transition over the
phase boundary by removing 3He in the still via pumping, thereby reducing the local
concentration of 3He. As the resulting osmotic pressure, 3He atoms diffuse from the
3He-depleted phase in the mixing chamber to the still. Since the concentration of
3He in the depleted phase tries to stay constant at ∼ 6.6 % for T → 0 K [Pob96], 3He
atoms transition the phase boundary in the mixing chamber from the rich phase into
the depleted phase, providing a cooling effect. The 3He atoms that are pumped at
the still are reintroduced back into the 3He-rich phase after being pre-cooled at desig-
nated temperature stages of the pulse-tube cooler and heat exchangers of the dilution
4.1. Cryogenics 51
unit, creating a closed-cycle cooling system for millikelvin temperatures. During op-
eration, the still is kept at T ≈ 700 mK by an energy input of a few Milliwatts via a
heater. Otherwise, the stills temperature would reduce due the evaporative cooling
that occurs due to the pumping of 3He atoms. This reduced temperature would
result in a lower vapor pressure of 3He, resulting in less 3He atoms being pumped,
consequently reducing the cooling power of the dilution unit at the mixing chamber.
Connected to the mixing chamber is an experimental platform made of annealed























































































































Figure 4.2: a) Schematic of a part of the wiring that is installed in the cryostat. Shown
is the wiring that is required for the readout of one two-stage SQUID setup, as well as
the wiring that is required for the injection of the persistent current I0 for detector oper-
ation. Furthermore, depicted is a custom circuit board that hosts 16-SQUID series array
amplifiers, as well as an additional custom circuit board that hosts front end SQUIDs and
detectors. b) Photograph of the mixing chamber platform of the cryostat with the installed
cable assemblies.
4.1.2 Wiring
The wiring of the cryostat is illustrated in figure 4.2 a). The black wires show the
required cable assembly for one two-stage SQUID setup. This wiring is terminated
with 30-pin PCB connectors2 that fit to a custom circuit board which hosts the 16-
2Samtec Tiger Eye Socket SFM-115 series: https://www.samtec.com









































Figure 4.3: a) Photograph of a custom six-finger printed circuit board that is used to
host two 16-SQUID series array amplifiers on each finger tip. Each finger is encased in a
superconducting shield made of copper coated with electroplated tin. c). Photograph of a
fully assembled stack of 36 16-SQUID series array amplifiers that can be installed in the
cryostat.
SQUID series array amplifier for the two-stage SQUID readout. From this circuit
board, a connection is made to an additional custom circuit board with the white
wiring, that is used to connect the front end SQUID in the two-stage SQUID read-
out. The wires coming from room temperature down to the 16-SQUID series array
amplifier were twisted and woven together with NOMEX by Tekdata3. The wires
themselves are made of Alloy-30 (98 % Cu, 2 % Ni), have a diameter of 200µm and
are 2.2 m in length with a resistance of 1.56 Ω/m. To minimize their contributed heat
load into the lower cooling stages of the cryogenic setup, every cable assembly is heat
sunk at every cooling stage of the fridge. The white wiring has a length of 40 cm and
is made of the same material as the black wiring, but are simple flat ribbon cables.
In total, 36 of the black cable assemblies are installed in the cryostat. Up to 32 16-
SQUID series array amplifiers, for the readout of 32 front end SQUIDs, are usually
mounted to the mixing chamber platform, leaving four cable assemblies that can
be used as auxiliary wiring. The latter is for instance used for the injection of the
persistent current I0 into the field generating coils of the detector, as it will be
explained in section 6.2. This auxiliary wiring is denoted in red in figure 4.2 a),
where unused wires that are also part of the cable assembly are not depicted for
visibility. A photograph of the mixing chamber platform of the cryostat is shown
in figure 4.2 b), depicting the woven wire harnesses, 30-pin connectrors, as well as
the corresponding heat sinks. The 36 cable assemblies are consolidated in 12 of such
3Tekdata interconnections ltd, sub-division cryoconnect: https://www.cryoconnect.com/
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flat woven wire harnesses, i.e. one wire harness hosts the wiring for three two-stage
SQUID setups. Figure 4.3 a) shows a custom circuit board that hosts 16-SQUID
series amplifiers. The circuit board has six fingers, whereas a chip with two 16-
SQUID series amplifiers is glued to the tip of each finger. Furthermore, each finger
is individually encased in a superconducting shield that is made of copper coated
with electroplated tin. Each of the depicted 30-pin connectors in the picture is used
to connect three two-stage SQUID setups to the wiring of the cryostat, i.e. one
of the 12 flat woven wire harnesses is connected to one 30-pin connector. The 16-
pin connectors are used to connect the wiring for the front end SQUIDs, which was
depicted in white in figure 4.2 a). The corresponding experimental setup for the front
end SQUIDs and detectors will be introduced in section 6.4. Figure 4.3 b) shows a
photograph of a fully assembled stack of 36 16-SQUID series array amplifiers that
can be installed in the cryostat. What is not shown is a Mu-metal shield that also
encases the entire amplifier stack during operation.
4.1.3 Thermometry
The mixing chamber platform of the cryostat is equipped with a ruthenium-oxide
resistance thermometer, which increases its electrical resistance for a decreasing tem-
perature and that is calibrated down to T = 7 mK. This thermometer is read out in a
Wheatstone bridge setup via the Model 370 AC Resistance Bridge and Scanner model
3716 from Lake Shore Cryotronics4. At an operation temperature of T = 20 mK, the
thermometer has a sensitivity of 150 Ω/mK. The relative resolution of the resistance
bridge is denoted with 2 Ω, when the thermometer is read out at a frequency of
9.8 Hz and an integration time of 3 s. Therefore, the relative temperature resolution
is ∆T/T = 6.7 · 10−4. With this temperature resolution, a build in PID controller
was used to operate a heater with R = 120 Ω in order to provide an active temper-
ature stabilization of the mixing chamber platform during measurements. In linear
approximation, the additional contribution to the energy resolution of the detector
due to the limited temperature resolution would be ∆EFWHM/E = 6.7 · 10−4. This
means, that for an energy input of 5.9 keV, the contribution to the detectors energy
resolution due to temperature fluctuations would be ∆EFWHM ≈ 4 eV, making it
apparent that the utilized thermometry is insufficient for the operation of a metallic
magnetic calorimeter with a potential energy resolution below 1 eV. Increasing the in-
tegration time of the thermometer readout enhances the temperature resolution, but
at the cost of time resolution, resulting in a delayed response of the PID controller
in regards to temperature fluctuations. During operation, and using an integration
time between 20 s and 30 s for the thermometer readout, the best achieved value
for the observable temperature fluctuations was ≈ ±5µK. This resolution results in
4LakeShore Cryotronics Inc: www.lakeshore.com/
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a contribution to the achievable energy resolution at 5.9 keV of ∆EFWHM ≈ 3 eV,
which is still insufficient for a detector with a potential sub-eV energy resolution.
Therefore, a different scheme to acquire temperature information was used, that will
be discussed in chapter 6, where a non-gradiometric detector channel on the chip
can be used to acquire relative temperature information during measurements.
4.2 Data readout
After a particle is absorbed by an MMC during operation, the corresponding voltage
response that is generated by the two-stage SQUID setup connected to the detector
is read out by a data acquisition system (DAQ) that was developed and described in
detail in [Hen17]. It allows for the simultaneous readout of up to 32 channels with a
single computer controlling the DAQ system. The DAQ system uses two 16-channel
digitizer cards SIS33165 for analogue-digital conversion (ADC) of the SQUID output
voltage, providing a maximum sampling rate of 125 MHz per channel at a voltage
resolution of 16 bit. Each data channel is internally split up into a trigger channel
and a data channel, featuring individual trigger engines for each channel that are
based on a moving average window and a Finite-Impulse-Response filter [Ell87]. In
optimal filtering, signals are assumed to have an identical rise time independent of
their amplitude. Thus, all incoming signals are triggered at the same time relative
to the time of maximum amplitude by a constant fraction discriminator [Bar04] that
is implemented in the trigger engine. The system supports an oversampling factor of
up to 512. Therefore, the high sampling rate of the DAQ allows for a precise trigger
time, and the oversampling allows for a reduction the amount of data that needs
to be saved. The latter would otherwise require a lot of disc space, as the acquired
time windows usually have a length of up to 5 ms. In this thesis, an oversampling
of 32 was used with 32768 samples taken per triggered event. The data transfer
to the measurement computer is done via an RJ45 Ethernet port simultaneously to
the data acquisition, which is possible due to a double-memory system incorporated
in the ADC cards. Thus, one memory can be filled with acquired data while the
other is read out and stored by the computer controlling the DAQ. The utilized
acquisition software was also developed in [Hen17] and is written in C++. The
software incorporates a signal analysis method that is based on simple least squares
fitting in order to determine that signal amplitude of the detector response, which
was used within this thesis and will be discussed in section 4.3.
5Struck Innovative Systeme GmbH: www.struck.de/
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4.3 Signal analysis
Section 2.6.4 described a signal analysis based on the method of optimal filtering.
However, a corresponding program that makes use of this analysis method for data
acquired with the DAQ system described in section 4.2 was not available within
the group during this thesis. Therefore, a more simple analysis method that was
implemented in [Hen17] for the used DAQ system was utilized. This analysis method
should be briefly discussed here. This method assumes, that the detector responses
for the absorption of different energies can be projected onto each other by a simple
mathematical streching in amplitude direction, such that the detector response upon
an absorption of a particle with energy δE can by described by
p(ti) = Ar(ti) + n(ti) , (4.1)
where A denotes the true amplitude of the signal, r(ti) denotes a reference signal
response that results from averaging several detector responses of equal energy input,
and n(ti) denotes superimposed noise. The index i is a measure of the time of signal
digitization within the acquired time window. The fit function that is used to describe
the measured detector response has the form
f(ti) = Er(ti) + E0 , (4.2)
where E denotes the apparent signal amplitude and E0 denotes a signal offset in
amplitude direction, which can occur for instance due to temperature drifts of the





(p(ti)− f(ti))2 , (4.3)
which is nothing more than a so called χ2-fit. Assuming n(ti) denotes only a white
noise contribution, the error between the actual signal amplitude A and the deter-















SΦ,w is the spectral density of the white noise, tw is the length of the acquired





Hz, a time window of tw = 5 ms, and a SQUID
bandwidth of about νE = 6 MHz of the XXF1-electronics, a resulting amplitude
error is calculated to ∆(A − E)FWHM = 42µΦ0, which corresponds to an error of
∼ 0.01 % for an assumed signal height of δΦS = 0.5 Φ0. Further assuming that this
signal is created by the absorption of a 5.9 keV photon, which is comparable to the
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detector response at this photon energy of the MMCs that were developed in this
thesis, then the resulting uncertainty is 0.59 eV, which is only slightly lower compared
to the calculated energy resolution at T = 20 mK of the developed detectors, as will
be shown in the subsequent discussion.
In [Fle03] the differences between the χ2-fit method and the method of optimal filter-
ing in terms of additional noise and its impact on the determined energy resolution
were additionally discussed. For both analysis methods, the impact on the deter-
mined energy resolution of additional discrete noise amplitudes was investigated, for
instance 50 Hz noise. Figure 4.4 a) shows a calculated plot of relative calculated en-
ergy resolution, defined by the calculated energy resolution with added discrete noise
at frequency f ∆EFWHM divided by the calculated energy resolution ∆ETEF,FWHM in
which only the thermodynamic energy fluctuations were considered, i.e. the intrinsic
energy resolution of the detector given by equation 2.27. The factor θ denotes the
amplitude of the additional discrete noise contribution at frequency f relative to
the signal amplitude ΦS. As it can be seen, discrete noise contributions at lower
frequencies can lead to a significant degradation of the determined energy resolution
for the χ2-fit method, whereas they have no impact when optimal filtering is applied
for signal analysis.
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Figure 4.4: Simulations performed in [Fle03] to compare the determined energy resolution
between the χ2-fit method and the method of optimal filtering applied for signal analysis
for different noise contributions that are additional to the detector intrinsic thermodynamic
energy fluctuations. a) Calculated relative standard deviation of the determined linewidth
as a function of additional discrete noise contributions at frequency f with an amplitude θ
that is relative to the expected signal height ΦS. b) Calculated relative energy resolution
as a function of an assumed additional white noise contribution. The dimensionless factor
γ is defined as an assumed additional noise contribution divided by the white noise level
of the high frequency plateau of the detector intrinsic thermodynamic energy fluctuations.
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It was discussed in section 2.6.4 how the thermodynamic energy fluctuations limit
the intrinsic energy resolution of a metallic magnetic calorimeter. Therefore, [Fle03]
also simulated for the two analysis methods how the determined energy resolution
degrades when an additional white noise contribution is added to the high frequency
noise plateau of these intrinsic thermodynamic energy fluctuations of the detector
that was developed in [Fle03]. This calculation is depicted in figure 4.4 b), where the
factor γ that is plotted on the x-axis denotes a dimensionless factor that is defined as
an assumed additional white noise contribution divided by the noise level of the high
frequency plateau of the detector intrinsic thermodynamic energy fluctuations. The
plot shows, that for γ > 10 no relevant deviation in the determined energy resolution
exists for the two analysis methods. This can for instance occur for MMCs that make
use of the transformer coupled readout, where the additional noise contribution at
high frequencies is usually dominated by the white noise of the current-sensor SQUID
with a small contribution of the 1/f -like noise of the Er ions, as it was illustrated in
figure 2.8 a). However, for γ < 10 a significant deviation for the determined energy
resolution between the two analysis methods occurs according to figure 4.4 b). As
it was shown in figure 2.8 b) for a rather ideal case of the direct sensor readout, a
γ between ∼ 3 and ∼ 6 can be achieved. In this case, using the χ2-fit method for
signal analysis instead of the method of optimal filtering can result in a significant
degradation in the determined energy resolution. Since the former method is used
in this thesis, it is therefore expected that the determined energy resolution of the
developed detectors might potentially suffer from this at one point or another.




















2 -fit:χ Figure 4.5: Comparison of the deter-
mined energy resolution for the two anal-
ysis methods as a function of the sam-
pling rate used for data acquisition [Bug14].
The comparison is based on simulated data.
Optimum filtering is required to achieve the
baseline resolution of the detector, which is
indicated by the grey dashed line. Using
the χ2-fit method degrades the energy res-
olution by at least a factor of 1.6 for the
assumed simulation parameters. The re-
spective data sets denote different acquired
time windows.
Another comparison between optimal filtering and the χ2-fit method was made in
[Bug14] in regards to the used sampling rate for data acquisition. There, instead
of only white noise, the calculated noise of the revised maXs-20 detector that was
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discussed in section 2.8 was used for testing the two algorithms. This noise was
superimposed to simulated detector responses with a signal rise time of τ0 = 1µs,
a signal decay time of τ1 = 1 ms, and a signal amplitude of ∼ 0.6 Φ0 for a 5.9 keV
energy input. The assumed amplitude is quite similar to what the detectors that were
developed in this thesis achieved. Figure 4.5 shows the energy resolution that was
determined with the two algorithms as a function of the sampling rate used for data
acquisition. Furthermore, three sets of data for each analysis method are depicted,
indicating different lengths of the acquired time windows. The grey dashed line
denotes the calculated intrinsic energy resolution of the detector. The determined
energy resolution degrades by a factor of 1.6 to 2.0 when the χ2-fit method is used for
signal analysis, whereas optimal filtering is required in order to achieve the intrinsic
baseline resolution of the detector. Since the noise and signal amplitude that were
used for these simulations are quite similar to the noise and signal amplitude of the
detectors that are discussed in this thesis, one can expect do see a degradation in
the determined energy resolution due to the use of the χ2-fit method.
4.4 55 Fe X-ray calibration source
An 55Fe X-ray source is used to characterize the detectors that were developed in
this thesis. It is encased in stainless steel with a beryllium window on one side,
through which the emitted X-rays can pass. The casing is additionally glued in a
brass holder in order to mount the source on the mixing chamber platform of the
cryostat. The nucleus of the isotope 55Fe decays with a half life of 2.74 years to
a an excited 55Mn nucleus via an electron capture process, which originates with a
high probability from the K-shell. The 55Mn de-excites by emitting X-rays or Auger
electrons. The latter are absorbed by a 200µm thick beryllium window, whereas the
the dominant high energetic X-rays pass through it. In the radioactive decay process,
the captured electron originates from the K-shell with a transition probability of
88%. The thereby created vacancy in the electron shell is filled with an electron
from the L-shell with a probability of 90%, known as a Kα-transition. This spectral
line exhibits a fine-structure splitting due to the LS-coupling of the shell electrons,
corresponding to the transitions 2p3/2 → 1s1/2 with an energy of EKα1 = 5.899 keV
and a natural linewidth of ∆EFWHM = 2.47 eV, and 2p1/2 → 1s1/2 with an energy
of EKα2 = 5.888 keV and a natural linewidth of ∆EFWHM = 2.92 eV [Ho¨l97]. Figure
4.6 a) shows the natural lineshape of the Kα transition that was measured in [Ho¨l97]
with a crystal spectrometer. Table 4.1 lists the energy, the relative intensity and the
natural linewidth of all spectral lines contributing to the natural Kα lineshape.
With a probability of 10%, the shell vacancy that is left after the electron capture
is filled with an electron from the M-shell. The X-ray photon of this Kβ-transition
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Figure 4.6: a) Natural lineshape of the 55Mn Kα line, measured with a crystal spectrom-
eter in [Ho¨l97]. b) Lineshape of the 55Mn Kβ-transition, measured via X-ray fluoresence
[Sak03].
spectral line energy / eV rel. intensity linewidth / eV






Kα2 5887.743 0.372 2.361
5886.495 0.1002 4.216
Table 4.1: List of the energy, relative intensity and natural linewidth of the spectral lines
that compose the 55Mn Kα1 and Kα2 lines, respectively [Ho¨l97]. 1 Additional line not
reported in [Ho¨l97], added from private E-mail between E. Fo¨rster, C. Enss and S. Porter.
2 Denoted as 0.01 in [Ho¨l97], also corrected via this private E-mail.
has an energy of 6.49 keV. Its measured lineshape is shown in figure 4.6 b), measured
with a crystal spectrometer [Sak03]. The remaining vacancy in the L-shell or M-shell
is filled gradually with electrons from higher shells. However, the thereby emitted
photons have a much lower energy and are absorbed by the protective casing of the
used X-ray source, making their detection in the present setup impossible.
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5. Fabrication technology
The microfabrication of some of the detectors that were developed in this thesis use
up to 20 lithographic layers, and even more deposition and etching processes. For
this reason, these detectors are among the most advanced detectors that have been
developed in this group so far. This chapter hence discusses the optimization of
state-of-the-art fabrication processes, as well as the development of entirely new pro-
cesses, which were performed in order to ensure a reliable fabrication with high yield
of such advanced detectors. The chapter consists of two main parts. The first one
focuses on SQUID related processes, which begins with the fabrication of Joseph-
son tunnel junctions, followed by a discussion of the quality of junctions that were
fabricated with the state-of-the-art fabrication process. Afterwards, the optimiza-
tion of this fabrication process is discussed, as well as the quality of junctions that
were fabricated with the newly optimized fabrication process. The second main part
focuses on MMC related processes, which includes the fabrication of the detector
geometry that incorporates a separate field generating coil, the fabrication of over-
hanging absorbers on posts, and lastly the development of a fabrication process for
high ampacity superconducting vias that are used to electrically connect different Nb
wiring layers. Furthermore, an overview of the in-house microfabrication is given in
the appendix A.1, where, for instance, the basics of a Lift-off process and an etching
process are outlined.
5.1 SQUID fabrication technology
This section discusses the fabrication and characterization of high-quality Josephson
tunnel junctions building one of the key elements for implementing the detectors
developed within this thesis. In this context, the junction yield, the actual value of
the critical current density jc, as well as its spread ∆jc for different tunnel Junctions
across the wafer area are of particular importance. This results from the fact that
the energy sensitivity s of a dc-SQUID is minimized for βC, βL ≈ 1 and a hysteretic
behavior of the Josephson tunnel junctions occurs for βC, βL > 1. Therefore, the
design values of βC and βL for a dc-SQUID must be chosen in a way, so that the
spread of the critical current ∆Ic, as well as the predictability of jc is accounted
for and βC, βL ≤ 1 is guaranteed for all fabricated SQUIDs. At the beginning,
the fabrication process for Nb/Al-AlOx/Nb Josephson tunnel junctions that was
established prior to the start of this thesis will be discussed, followed by an overview
of the quality of a selection of Josephson junctions that were fabricated with this
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process. Afterwards, the optimization of this fabrication process will be discussed,
which includes the investigation of the surface morphology of Nb and Nb/Al thin
films via atomic force microscopy (AFM), as well as the investigation of a potential
hydrogen contamination of metallic Nb structures, that can potentially lead to a
suppression of the superconductivity of Nb, or to a damage of the AlOx tunneling
barrier. The section concludes with a characterization of Nb/Al-AlOx/Nb Josephson
tunnel junctions that were fabricated with the newly optimized process.
5.1.1 Anodization-free fabrication of window-type Nb/Al-AlOx/Nb
Josephson junctions
The various steps of the state-of-the-art fabrication process for Nb/Al-AlOx/Nb tun-
nel junction that has been developed prior to the start of this thesis are summarized
in [Kem13] and also illustrated in figure 5.1. The process starts with an in-situ sput-
ter deposition of an Nb/Al-AlOx/Nb trilayer. The deposition of the metallic layers
was done in the UHV sputtering system that is discussed in the appendix A.1.3. For
the trilayer deposition, a 250 nm thick Nb bottom electrode is deposited at a sput-
tering power P = 400 W, an Ar pressure pAr = 0.27 Pa, and with a deposition rate
d˙Nb = 0.74 nm/s onto a pre-cleaned Si-substrate that is electrically insulated with
an SiO2 layer. Afterwards, 20 nm of Al are deposited at P = 200 W, pAr = 1.33 Pa,
and d˙Al = 0.26 nm/s.
a) b) c)
d) e) f)








Figure 5.1: Schematic overview of the fabrication process for window-type Josephson
tunnel junctions developed and used within this working group. Shown is the actual states
of a single junction as intermediate steps of the process a) After sputter deposition of an
Nb/Al-AlOx/Nb trilayer, the top electrode is structured via ICP-RIE. b) The Al-AlOx layer
is chemically wet etched with an alkaline solution. c) The base electrode of the junction
is etched via ICP-RIE. d) Deposition of a first insulation layer via a Lift-off process. e)
Fabrication of a second insulation layer via a Lift-off process. f) Deposition of the Nb
wiring contacting the top electrode via a Lift-off process.
The insulating AlOx junction barrier is created via natural oxide formation induced
by static O2 exposure of the wafer in the load lock of the UHV sputtering system
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at room temperature. Under these conditions, the critical current density jc of
the junction follows a power law dependency jc ∝ (poxtox)−0.54 [Kem13]. Here, pox
denotes the O2 pressure in the load lock during oxidation and tox denotes the exposure
time. A target critical current density of jc ≈ 25 A/cm2 was chosen for all wafers
that are discussed in this thesis. For this, an O2 pressure of 41.3 mbar and an
oxidation time of 16 hours was used. As it was discussed in section 3.2.3, the energy
resolution of a dc-SQUID reduces for a reduced specific junction capacitance C and
an increasing critical current density jc. As C scales with the junction area Ajj,
the latter should be chosen as small as possible. Due to accuracy limitations of the
employed microfabrication techniques, the smallest window-type junction that we
can fabricate is Ajj = 4× 4µm2, whereas a size of Ajj = 5× 5µm2 was chosen for the
detectors in this thesis in order to enhance the yield of the fabricated detectors, as
well as to reduce the effects of a potential deviation of the junction’s edge length from
the target value that might occur due to the limited accuracy of the microfabrication
process. At this junction size, a critical current density of jc ≈ 25 A/cm2 is used
in order reach the required design values of βC and βL, as will be further discussed
when the design of the developed detectors is introduced in section 6.1.2.
After Al oxidation, 125 nm of Nb are deposited as top electrode using the same sput-
tering parameters as for the bottom electrode. This finalizes the trilayer fabrication.
Afterwards, using the positive resist AZ MIR 701 29cps, the top electrode is struc-
tured and etched via ICP-RIE. The Nb is etched using a pICP = 2 Pa SF6 atmosphere,
a substrate bias power of Prf = 50 W and an ICP-power of PICP = 100 W. During
this process, the wafer is kept at 5 ◦C, resulting in an etch rate of e˙Nb ∼ 1 nm/s. The
cross section of the resulting structure is shown in figure 5.1 a). Figure 5.1 b) depicts
the state-of-the-art fabrication process after the Al-AlOx was wet chemically etched
with the developer AZ 351B (1:4 diluted in water), which is an NaOH based alka-
line. During this step, no photoresist is applied and the Nb top electrode structured
before acts an etching mask. It is worth mentioning, that we have never observed
indications for a junction quality degradation due to a potential underetch and sub-
sequent damage of the Al-AlOx layer below the top electrode. After the wet etching
of Al, the bottom electrode is structured with an etch process via ICP-RIE using the
same process parameters as for the top electrode. Figure 5.1 c) shows the Josephson
junction after the bottom electrode was structured. Next, a first insulation layer is
deposited via a Lift-off process, for which the negative resist AZ 5214E is used, as it is
the case for all the other Lift-off processes in the discussed junction fabrication. The
deposited 125 nm thick SiO2 layer covers the entire wafer, except for a small window
that is left open on top of the junction for a later created electrical contact, hence the
name window-type Josephson junction. The SiO2 is rf-sputtered in either the UHV
sputtering system or in the Alcatel system (see appendix A.1.2). When deposited
in the UHV sputtering system, a sputter power Prf = 250 W, an Ar/O2 (60 %/40 %)
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pressure pAr/O2 = 0.67 Pa, and a deposition rate d˙SiO2 = 1.73 nm/min is used. When
the SiO2 is deposited in the Alcatel system, a sputter power Prf = 250 W, an Ar/O2
(60 %/40 %) pressure pAr/O2 = 0.7 Pa, and a deposition rate d˙SiO2 = 1.3 nm/min
is used. This first insulation layer has to be thick enough so that the edges of the
Nb/Al-AlOx post forming the top electrode and tunnel barrier is sufficiently covered.
The thereby insulated junction is depicted in d). Afterwards, a second 175 nm thick
insulation layer is deposited via a Lift-off process, where the window on top of the
Josephson tunnel junction is slightly larger than before, as it can be seen in e). As a
last step, the 600 nm thick Nb wiring to contact the top electrode is deposited via a
Lift-off process, using the same deposition parameters as for the junction electrodes.










Figure 5.2: Illustration of the Nb/Al-AlOx/Nb tunnel junction fabrication with only a
single SiO2 layer. a) After sputter deposition, SiO2 can potentially stick to the side walls of
the photoresist that is used to define the window on top of the junctions. b) The SiO2 walls
remain even after photoresist removal. c) The SiO2 walls cut through the later deposited
Nb wiring, preventing a galvanic contact between the wiring and the top electrode of the
junction.
The reason why the deposition of the insulation layer is split into two separate layers
is illustrated in figure 5.2 a). What is shown is the structured photoresist on top of
the Junction that is used to define the window. When the process was developed in
[Kem13], a positive resist was used, indicated by the direction of the slanted edges of
the resist, as a structuring of such small resist posts with a negative photoresist was
not possible in the group at that time. As a result of this resist shape, the deposited
SiO2 covered the entire photoresist. What could sometimes then occur in this case
is depicted in b). Shown is the junction after the photoresist was removed in a
suitable solvent, with SiO2 walls remaining on the wafer. These walls could prevent
an electrical connection between the later deposited 600 nm thick Nb wiring and the
top electrode of the junction, as it is depicted in c). It was therefore decided to use
two separate insulation layers of equal combined thickness and different window sizes
compared to the single layer option, so that the height of the residual SiO2 walls could
not exceed the layer thickness of the later deposited Nb wiring. The latter was not
made thicker as this could potentially introduce high mechanical stress to the wafer,
consequently damaging the tunnel junctions, as was will be discussed in section 5.3.1.
Fabricating such small resist posts with a negative photoresist was made possible
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in the group at a later point in time and the process was adapted accordingly.
However, even then was a creation of the illustrated SiO2 walls observed, albeit on
a much smaller scale. At that point, the subsequent junction fabrication was also
done with two separate insulation layers in order to allow for a reduced thickness of
the deposited Nb wiring layer, as a Lift-off process with such small resist structures
becomes more reliable as a result.
5.2 Quality of Nb/Al-AlOx/Nb Josephson junctions prior to
this thesis
This section discusses the quality of a selection of Nb/Al-AlOx/Nb Josephson junc-
tions that were fabricated with the state-of-the-art fabrication process. The latter
was originally established in [Kem12, Kem13] in the group, yielding high quality
junctions with a measured sub gap voltage Ug of up to 2.9 mV, an IcRN-product as
high as 1.8 mV and a ratio of subgap to normal state resistance Rsg/RN > 30, all
measured at T = 4.2 K. However, such a quality was not always achieved with this
process. In fact, some wafers showed a large spread ∆Ic of the critical current for
junctions of equal size, a strong deviation between the target critical current density
jc and the actual jc, or a low yield of working Josephson junctions, whereas other
wafers exhibited a high junction quality with excellent yield, as it was reported in
[Zim18] for instance. This section therefore presents the characterization of a selec-
tion of wafers in order to illustrate why an optimization of the junction fabrication
process was performed within this thesis.
5.2.1 Measurement setup
To characterize the quality of the Josephson junctions, their IV -characteristics were
measured using the experimental setup that is schematically depicted in figure 5.3.
For the characterization based on a 4-point probe measurement, a chip containing
Josephson tunnel junctions was glued to a circuit board, connected via Al wire bonds
and cooled down to T = 4.2 K in a liquid 4He transport dewar. Via a PCB con-
nector, the circuit board was connected to a circuit board hosting second order RC
low-pass filters that are required to filter out parasitic high frequency signals that
could emerge, for instance, from pickup of electromagnetic signals from the environ-
ment. Both circuit boards were encased in a magnetic shielding, which consists of
an outer Mu-metal shield and an inner shield made out of niobium, the latter being
superconducting at this temperature.
Twisted pair CuNi wiring connects the cryogenic setup to a room temperature filter
box. To the input side of this box, were RC low-pass filters are hosted, a voltage
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Figure 5.3: Schematic of the experimental setup that was used within this thesis to
measure the IV -characteristics of Josephson tunnel junctions.
generator (HP 33120 A) was connected. This generator was used to create a bias
current I by applying a voltage U , with triangular waveform and a frequency of
f = 3 Hz, to the series connection consisting of two R = 5.1 kΩ resistors, four 52 Ω
resistors, and the Josephson tunnel junction. On the output side of the filter box,
LC filters are situated, as well as a 10 MΩ connection to ground in order to prevent
electrostatic discharge damage of the junction. A customized differential amplifier1
was used to boost the output signal by 20 dB. The input voltage of the generator as
well as the amplified output voltage were read out with an oscilloscope and saved for
later data evaluation.
5.2.2 Quality of Josephson junctions from a selection of wafers
Figure 5.4 a) shows a measured IV -characteristic of a tunnel junction of 6× 6µm2
in size from the wafer internally labeled HDSQ10a #w1, which is one of the selected
wafers that are discussed in this section. Also shown are corresponding figures of
merit that were discussed in section 3.1.1, i.e. the critical current Ic, the gap voltage
Ug, the subgap resistance Rsg, and the normal state resistance RN. The target
critical current density of this wafer was jc ≈ 25 A/cm2. Therefore, the measured
critical current Ic = jcAjj is a factor of 7 lower than anticipated. The gap voltage
Ug = 2.52 mV is 0.2 − 0.3 mV lower than for the high quality junctions reported in
the past [Kem13, Zim18], whereas the corresponding resistance ratio Rsg/RN = 17.6
is more than a factor of 2 lower. The depicted junction was not randomly chosen.
Instead, it belongs to the Josephson tunnel junction with the highest determined Ug
and Rsg/RN out of all investigated junctions from the selected wafers. Most of the
remaining measured tunnel junctions exhibited an even further degraded quality to a
point, that a determination of Ic, Ug or Rsg was not even possible, because they either
1Burr Brown, INA110
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Figure 5.4: a) IV -characteristic of a 6× 6µm2 sized Josephson tunnel junction from the
wafer HDSQ10a #w1, as well as determined values for its corresponding figures of merit,
depicting the investigated junction with the highest Ug and Rsg/RN from the discussed
wafer selection. b) IV -characteristic of a 4×4µm2 sized Josephson tunnel junction from the
wafer HDSQ10 #w1. The junction shows no hysteretic behavior, which is usually achieved
by connecting a shunt resistor in parallel. The junction of the depicted IV -characteristic
is called self-shunted, indicating that a normal conducting connection between the bottom
and top electrode exists.
showed a completely ohmic behavior, or very high sub gap leakage currents in the
quasiparticle regime at U < Ug. The IV -characteristic of such a low quality junction
from the wafer HDSQ10 #w1 is depicted in figure 5.4 b). No hysteretic behavior can
be observed because the junction is damped due to a normal conducting connection
between the bottom and top electrode. Such a connection can potentially occur for
a damaged AlOx tunneling barrier, where formed pinholes short the electrodes.
Figure 5.5 shows the measured critical current Ic as a function of the junction area
Ajj for five selected wafers that were fabricated within the group, all of which had the
same target jc ≈ 25 A/cm2, indicated by the red line. What can be observed is that
none of the investigated junctions, except for one, reached its target critical current.
The y-axis is plotted on a logarithmic scale in order to illustrate the large spread in Ic.
As it can be seen, large deviations of more than one order of magnitude for junctions
of equal size even from the same wafer were observed. Furthermore, the shown
plot includes only 36 data points. This is due to an extremely low yield of working
junctions on these five wafers, which made a statistical analysis of the junction
quality across an entire wafer futile. The large Ic spread can not be attributed to a
deviation in the junction area Ajj because the accuracy limitations of the employed
microfabrication techniques could explain an error of the edge length of a junction

























Figure 5.5: Measured critical current Ic
as a function of the junction area Ajj of
Josephson tunnel junctions from five se-
lected wafers that were fabricated within
the group, indicating a very high criti-
cal current spread ∆Ic, as well as a large
deviation between the determined Ic and
its target value. The y-axis is logarithmic
in order to illustrate the large parameter
spread.
of up to 200 nm, which would result in an error of the junction area of ∼ 10 %
for the smallest investigated junctions, and which becomes negligible for the larger
ones. The presented data however would imply an error in Ajj of at least a factor
of three, which is an unrealistic assumption that would have been easily observable
during a mandatory quality check under a microscope during wafer fabrication. In
addition, the used experimental setup was also used for the characterization of the
high quality Josephon junctions that are discussed in [Zim18]. Therefore, the large
parameter spread can not be attributed to a faulty experimental setup or to an
insufficient magnetic shielding, which could otherwise result in a suppression of the
critical current of the junctions due to external magnetic fields. The discussed data
makes it quite apparent why an optimization of the junction fabrication process
within this thesis was essential.
5.3 Optimization of metallic thin film properties for
Josephson junction fabrication
For the development of metallic magnetic calorimeters with direct sensor readout,
as it was the main goal of this thesis, a low junction yield could lead to a significant
loss of available detector channels for fabricated chips, especially when considering
that present day MMC developments move towards larger, two-dimensional detector
arrays with several tens or hundreds of individual detectors [Hen17, Weg18, Dev19,
Gam19, Sch19]. Therefore, the used Nb/Al-AlOx/Nb junction fabrication process
was optimized in several aspects as part of this thesis. This section first presents
an introduction of requirements for a reliable Nb/Al-AlOx/Nb Josephson junction
fabrication process. Afterwards, the characterization of sputtered metallic thin films
in regards to surface roughness and morphology is discussed, as well as a potential
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hydrogen contamination of Nb thin films, which can potentially degrade the super-
conducting properties of niobium, as well as damage the AlOx tunneling barrier
within the junction.
5.3.1 Introduction
Ideally, the individual layers that are sputter deposited during the fabrication of
Nb/Al-AlOx/Nb Josephson junctions should have a very high purity, should exhibit
either no or slightly compressive intrinsic stress, feature a perfectly flat surface and
possess an identical layer thickness across the entire substrate. In fact, all of these
quality factors deviate in practice from this ideal case for a non-optimized fabrication
process. When the material deposition is done via sputter deposition, as it was
the case in this thesis, then the film quality depends for instance on the applied
sputter cathode voltage Usp during film deposition, the Ar sputter pressure pAr, or
the substrates temperature [Cuo82, She83, Spa00, Oko04, Aba18]. The quality and
yield of the Nb/Al-AlOx/Nb junction fabrication strongly depends on these thin film
quality factors and their optimization is highly beneficial for the development of a
reliable fabrication process [Ima92b, Hin08, Xu11].
In practice, the process parameters that lead to a deposition of thin films of excel-
lent quality are inherently connected to the utilized sputtering system. For instance,
various combinations of the cathode voltage Usp, or sputter power P , can lead to
a deposition of Nb thin films with minimum stress [Ima92b]. In addition, an Ar
sputter pressure pAr ranging from 0.6 Pa to 1.9 Pa was found to yield a minimized
intrinsic film stress [Wu79, Kur88, Tsu93, Du07b]. The exhibited film stress also
depends on the substrate material [Oko04], on the substrate preparation prior to
sputtering [Bas03], scales with the deposited film thickness [Qui99] and lastly, as al-
ready mentioned, depends on the substrates temperature during sputtering [Cha10].
The impact of highly compressive or highly tensile stress can lead to a reduction of
the critical temperature Tc of a superconductor [Wu79], which would consequently
reduce the gab voltage Ug in Nb/Al-AlOx/Nb Josephson junctions [Kur88]. Further-
more, a slight bending of the silicon substrate can occur when films with intrinsic
stress are deposited. In this case, when for instance most of the high stress Nb is
removed during the etching of the Nb/Al-AlOx/Nb trilayer, the wafer relaxes and
potentially damages individual Josephson junctions due to the mechanical impact of
the relaxation process.
The surface roughness and morphology of thin films is also directly linked to in-
trinsic stress [Oko04, Eng16], and consequently also depends on the chosen sputter
parameters [Liu09, Bor12], as well as on the substrate material and temperature
[Her15]. In terms of surface morphology, large grain sizes in deposited Nb thin films
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are an indicator that the film exhibits the superconducting properties of its bulk
material[Jin09]. Even further, deposited Nb thin films with grain size diameters
of > 25 nm exhibit bulk superconductivity, whereas films with a grain size < 8 nm
exhibit no superconductivity at all [Bos05]. Between these two limiting cases, the
superconducting ampacity, as well as the critical temperature Tc, are usually reduced.
For niobium, high quality sputter deposited films usually grow as elongated grains
with a grain length of up to 100 nm, and also show a parallel growth orientation
for grains that are in close proximity to each other [Du07a, Roa11, Kit18], which
is true for sputtered Nb films on Si, SiO2, MgO and sapphire substrates [Kan13].
However, a larg grain size usually results in a high surface roughness of the deposited
Nb film. A flat surface of Nb and Al thin films is important in order to assure a
consistent coverage of the Nb bottom electrode by the AlOx barrier, as illustrated
by figure 5.6 a). When the surface flatness is insufficient, as depicted in figure 5.6
b), a formation of pin holes can occur, shorting the bottom and top electrode of the
junction, leading either to its destruction, or at least to large leakage currents in
the quasiparticle regime at U < Ug [Tsu93, Du07b]. It is known that Al deposited
onto Nb smoothens the surface, making the creation of a well defined AlOx tunneling
barrier through natural oxide formation possible [Ima92a, Du07b]. In this meterial
system, the surface coverage can be enhanced by increasing the Al layer thickness.
However, this is possible only up to a certain point, as the intrinsic stress and surface
roughness of Al scale with layer thickness [Agu02, Ott14], and the gap voltage Ug
of the junction decreases with increasing Al thickness due to the proximity effect
[McM68, Hou93, Zeh99]. Therefore, a small surface roughness of the Nb bottom
electrode and an Al layer as thin as possible are preferred.
When the established fabrication process for Nb/Al-AlOx/Nb Josephson junctions,
that was discussed in section 5.1.1, was originally developed in [Kem12], experimen-
tal methods for the in-situ investigation of sputter deposited thin films were not







Figure 5.6: Illustration of the cross section of a Nb/Al-AlOx/Nb trilayer. a) A sufficiently
flat Nb bottom electrode can be completely covered by an Al-AlOx layer. b) A high surface
roughness of the Nb bottom electrode can lead to the formation of pin holes, potentially
shorting both junction electrodes.
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were found empirically via a trial-and-error approach that included the fabrication
and characterization of Josephson junctions from more than 30 wafers. At a later
point, an investigation of the surface roughness and morphology via atomic force mi-
croscopy was made available. This method was used in this thesis to characterize the
surface morphology of Nb and Al thin films in order to reduce the surface roughness
by varying the sputter power P , the Ar sputter pressure pAr, the thin film thickness
t, and the substrate temperature T for thereby fabricated test samples. These char-
acterizations are discussed in the following section. It is worth mentioning that the
means to investigate film stress became available later in this thesis, but the find-
ings of corresponding investigations could not be incorporated into the fabrication
of the developed detectors, as the latter were already fabricated, but not yet fully
characterized at the time the film stress investigation system became available.
5.3.2 Figures of merit to characterize the surface morphology
Within this thesis, the surface morphology of Nb and Al thin films was investigated
by means of atomic force microscopy (AFM) with a Bruker Multimode 8 AFM2.
The relevant figures of merit for the characterization of the surface roughness are
illustrated in figure 5.7. Relevant for the discussion are the average height 〈z〉, the







Figure 5.7: Schematic cross section of an arbitary surface used to illustrate the corre-
sponding figures of merit that are explained in the text. 〈z〉 denotes the average height,
Ra the average roughness, and Rmax the peak-to-valley depth in z-direction.







z(xm, yn) , (5.1)
2Bruker Corporation:www.bruker.com
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where M and N denote the number of taken data points in x- and y-direction respec-
tively. The average roughness Ra is the arithmetic mean of the absolute deviations








|z(xm, yn)− 〈z〉| . (5.2)
The peak-to-valley depth Rmax is defined as the difference between the maximum
measured height Zmax and the minimum measured height Zmin:
Rmax = |Zmax − Zmin| . (5.3)
5.3.3 Substrate preparation
Prior to material deposition, the utilized substrate for each sample underwent a
nearly identical preparation process. Small substrates made of high-purity silicon
with a thickness of 375 ± 25µm were used, which are insulated by 240 nm of ther-
mal SiO2. Potential intrinsic stress contributions of the substrates themselves that
might have an impact on the deposited film morphology was not accounted for. The
substrates were clamped to a copper holder roughly 3 inch in diameter and vacuum
grease was applied between substrate and holder to provide an adequate heat sinking
during material deposition. In the load lock of the employed UHV-sputter system
(see appendinx A.1.3), the substrate surface was cleaned via argon ion milling for
5 minutes (see appendix A.1.4). Afterwards, the substrate was transferred into the
main UHV chamber for material deposition.
5.3.4 Surface morphology investigation of Nb thin films
The process parameters that were deliberately varied for the deposition of the charac-
terized films were the sputter power P , the Ar sputter pressure pAr and the thin film
thickness t in order to find a suitable parameter set for minimized surface rough-
ness. A reference surface morphology was measured on an Nb thin film that was
fabricated with the standard process parameters used fabricating Nb/Al-AlOx/Nb
Josephson junctions in the group prior to the start of this thesis, i.e. a sputter power
P = 400 W, an Ar pressure pAr = 0.27 Pa, a deposition rate d˙Nb = 0.74 nm/s and
a layer thickness tNb = 250 nm. Figure 5.8 a) shows a measured AFM image of a
5 × 5µm2 sized section of this sample. Also shown are the corresponding figures of
merit, as well as a zoom into a smaller section. Both pictures show, that the Nb
surface is built by elongated grains with a length of up to ∼ 100 nm and a width that
varies between 20 nm and 50 nm. In addition, grains that are grouped together in
close proximity are oriented in parallel to each other. These correspond to literature
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Figure 5.8: Measured AFM images of a surface morphology of Nb thin films, sputter
deposited at P = 400 W and T = 300 K. Shown are surface sections of 5 × 5µm2 and a
zoom into a region with an area of 500×500 nm2. a) The film was deposited at pAr = 0.27 Pa
and d˙Nb = 0.74 nm/s. b) The film was deposited at pAr = 1.33 Pa and d˙Nb = 0.93 nm/s.
reports that were discussed in the introduction of this section. In order to study the
dependence of the average surface roughness Ra and the peak-to-valley depth Rmax
on the gas pressure pAr, several AFM images of samples fabricated with different
values of pAr were evaluated. Figure 5.8 b) shows, for example, the AFM image for
a film deposited at pAr = 1.33 Pa and figure 5.9 a) shows the overall determined de-
pendence of Ra and Rmax on the sputter pressure pAr. The average surface roughness
Ra is between 0.8 nm and 1.0 nm and Rmax is ∼ 10 nm for an investigated sputter
pressure pAr < 0.67 Pa. For pAr = 1.33 Pa, Ra is significantly increased by a factor
of ∼ 2.5, whereas Rmax shows an increase by a factor of 3.4. With a length of up
to ∼ 60 nm, the elongated grains are now shorter compared to the samples that was
deposited at pAr < 0.67 Pa. This film growth behavior is also known from literature
[Tsu93]. In addition, this measurement confirms the observations in [Du07a], were
the surface roughness is shown to be rather constant for low sputtering pressures
and that a significant increase occurs for pAr ≥ 1.2 Pa. The measurements show a
comparably rough surface of our Nb films and that the average surface roughness
can potentially be reduced by a factor of ∼ 2 when compared to values found in
literature [Du07b].
The effects of the substrate temperature T during film deposition are illustrated in
figure 5.9 b), showing that the measured roughness increases with T . Therefore,
the film with the smallest surface roughness was deposited at room temperature, a
finding that also agrees with literature [Wan17]. During further investigation of Nb
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Figure 5.9: a) Average surface roughness Ra and peak-to-valley depth Rmax as a function
of sputtering pressure pAr for 250 nm thick Nb layers, that were dc-magnetron sputtered
at P = 400 W and T = 300 K. The deposition rate was between 0.64 nm/s and 0.93
nm/s, increasing roughly linear with pAr. b) Ra and Rmax as a function of substrate
temperature T . The 250 nm thick Nb layer was deposited at pAr = 0.27 Pa, P = 400 W,
and d˙Nb = 0.74 nm/s.
thin films, the impact of the film thickness tNb and the sputter power P on the surface
roughness was investigated. The measured surface roughness as a function of film
thickness tNb is illustrated in figure 5.10 a). It is shown, that the average roughness
Ra scales with film thickness, whereas the peak-to-valley depth Rmax heavily scatters.
The dependence of Ra on the film thickness tNb agrees well with literature [Kan13].
The results indicate that the bottom electrode of an Nb/Al-AlOx/Nb trilayer should
be thin in order to minimize the surface roughness, which consequently minimizes
the formation of pin holes within fabricated Josephson junctions. However, the Nb
layer can not be made arbitrarily thin. When the film thickness is smaller than the
London penetration depth λL, the energy gap of the Nb gets reduced, consequently
reducing its critical temperature Tc and the gap voltage Ug of fabricated Josephson
junctions. Values for the London penetration depth λL of Nb thin films can be found
in scientific literature with λL = 85 nm for T → 0 [Hen77, Duz81, Hin88]. Con-
sidering its temperature dependence λL(T ) = λL(0)/
√
1− (T/Tc)4, the penetration
depth yields λL(4.2K) = 87 nm for liquid helium temperatures, at which Josephson
junctions are commonly characterized in our group. Therefore, fabricating Nb/Al-
AlOx/Nb Josephson junctions of high quality with an Nb bottom electrode thickness
>∼ 100 nm is possible and was experimentally proven [Kai11]. However, Nb layer
thicknesses below 250 nm were not considered for the process optimizations discussed
this thesis, because past measurements for sputter deposited Nb in this group indi-
cated a λL as high as 270 nm [Foe12].
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Figure 5.10: Measured figures of merit Ra and Rmax of dc-magnetron sputtered Nb films
deposited at T = 300 K as a) a function of film thickness tNb for P = 400 W, pAr = 0.27 Pa
and d˙Nb = 0.74 nm/s, and b) as a function of the sputter power P for pAr = 0.27 . The
deposition rate d˙Nb(P ) is between 0.36 nm/s and 1.1 nm/s.
Furthermore, the surface roughness of Nb as a function of sputtering power P was
investigated on a 250 nm thick film that was dc-magnetron sputtered at pAr = 0.27 Pa
and T = 300 K. The results are depicted in figure 5.10 b), showing that the in the past
empirically chosen value of P = 400 W results in the smallest surface roughness. A
similar investigation [Du07a] also shows no apparent correlation between Nb surface
roughness and sputter power.
76 5. Fabrication technology
5.3.5 Surface morphology investigation of Nb/Al bilayers
In order to investigate the coating of Nb by Al, in-situ sputtered Nb/Al bilayers
were fabricated and characterized. The parameters of the deposited Nb layer were
kept identical for each sample, i.e. P = 400 W, pAr = 0.27 Pa and tNb = 250 nm. A
reference measurement was performed in which the Al was deposited with the empir-
ically determined parameters of the standard fabrication process, as was discussed
in section 5.1.1. The corresponding AFM images are illustrated in figure 5.11 a).
In addition, the measured figures of merit Ra = 1.25 nm and Rmax = 25.3 nm are
given. A comparison between these values and the measured ones of the correspond-
ing Nb layer below (see figure 5.11 b)) shows, that the average surface roughness
Ra increased by 40 % and the peak-to-valley depth Rmax increased by 240 %, even
though the total layer thickness was increased by only 7.5 %. This is not consistent
with the finding reported in literature.
Al: tAl = 19 nm, pAr = 1.33 Pa, P = 200 Wa)
Ra    =  0.89 nm
Rmax =  10.6 nm
Nb: tNb = 250 nm, pAr = 0.27 Pa, P = 400 Wb)
Ra    =  0.83 nm
Rmax =  7.2 nm
Ra    =  1.25 nm
Rmax =  25.3 nm
z z
Figure 5.11: a) AFM image of a 5×5µm2 area of a 19 nm thick Al layer that was in-situ
sputter deposited onto Nb. The Al was deposited at P = 200 W at an argon pressure
pAr = 1.33 Pa b) The corresponding surface morphology of the Nb below the Al, measured
on a separate sample, as it was already depicted in figure 5.8 a).
When the sputter pressure was reduced to pAr = 0.27 Pa, the average Al surface
roughness was reduced by ∼ 30 % compared to the sample in figure 5.11 a), whereas
Rmax was halved. Using an argon sputter pressure of pAr = 0.27 Pa for sputtering the
Al layer, the dependence of the Al surface morphology on the Al sputter power P
was investigated. The results are summarized in figure 5.12 a). Similar to the results
for Nb, the surface roughness of Al shows no clear correlation to the applied sputter
power P and the empirically chosen value of P = 200 W yields the smoothest surface.
Furthermore, the dependence of the surface roughness on the Al layer thickness
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was investigated. The results of this investigation are illustrated in figure 5.12 b),
showing an increase of surface roughness increasing the layer thickness. While this
only confirms the expectations, no affirmation can be made whether or not the lowest
investigated film thickness also provides a sufficient coverage of the bottom electrode.
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Figure 5.12: Measured figures of merit Ra and Rmax of dc-magnetron sputtered Nb/Al
bilayers deposited at T = 300 K. a) Surface roughness as a function of the sputter power
P used for Al deposition at pAr = 0.27 Pa and a rate d˙Al between 0.3 nm/s and 0.9 nm/s.
b) Surface roughness as a function of the Al film thickness tAl, deposited at P = 200 W,
pAr = 0.27 Pa and d˙Al = 0.3 nm/s. Also denoted by the grey dashed line is the average
surface roughness Ra of the 250 nm thick Nb layer below the Al.
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5.3.6 Hydrogen contamination of metals
A contamination of metallic structures by hydrogen is a well known phenomenon
[Ste83]. The process of hydrogen entering and diffusing through a metal is generally
denoted as permeation, whereas the deformation of the host materials lattice, that
consequently follows this permeation, is known as hydrogen damage [Gu18]. Its
derogatory effects are usually observed in the form of embrittlement [Con19], which
leads to severe changes of the mechanical [Far80, Dwi18] and electrical [Sco85, Cab10]
properties of the host metal, such as an increase of intrinsic stress, as well as a
reduction of electrical conductance.
In general, it is found that hydrogen can permeate a metal if its metallic surface is
exposed to an environment that has a sufficient hydrogen content. However, when an
oxide layer is present on the surface of the metal, the oxide functions as a passivation
layer, preventing the permeation of the metal by hydrogen [Bar12]. Materials with
a very low permeation rate J(T ), or a very low hydrogen solubility cH, like Al or
Au, can also be used as a so called permeation barrier [Hen07]. Hydrogen can also
diffuse from one structure to another when their metallic surfaces are brought into
contact, depending on the hydrogen concentration present in the structures and also
depending on the hydrogen solubility of the metals in question [Fuk85, Cal16]. The
permeation rate can be expressed by Richardson’s Law [Hen07] as




where the permeation coefficient φ(T ) = D(T ) ·K(T ) is the product of the diffusion
coefficient D(T ) and the Sievert’s constant K(T ), whereas ∆pH1/2 is the hydrogen
pressure difference over the thickness d of the material. The Sievert’s constant K(T )
is defined as
K(T ) = cH∆pH1/2
, (5.5)
with cH denoting the hydrogen solubility in the metal. The temperature dependent
permeation rate J(T ) results in an increased permeation at elevated temperatures
for all materials. When comparing relevant permeation parameters for different
materials of interest, one finds that niobium has a very high hydrogen solubility cH,Nb
of up to 50 atomic percent (at. %) at room temperature [Fuk85] and a hydrogen
diffusion constant of DH,Nb ∼ 10−5cm2/s [Fuk85]. In contrast, aluminium has an
extremely low hydrogen solubility as low as cH,Al ∼ 2.6 · 10–17 at. % [You98], whereas
its hydrogen diffusion constant is found to vary by a few orders of magnitude with
DH,Al ∼ 10–7–10–10cm2/s [Has83, Ish86, You98]. The highest reported value is still
two orders of magnitude smaller than DH,Nb. It is therefore easy to see why Al
functions as a permeation barrier against hydrogen.
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Aside from intrinsic stress, change of electrical conductance, or a suppression of
superconductivity, another important effect of hydrogen damage in regards to the
integrity of the interface between Al and AlOx layers at elevated temperatures is
illustrated in scientific literature [Li17]. Here, cylindrical structures with a diameter
of several hundred nanometers and a length of ∼ 2µm, that were made of deliber-
ately hydrogenated Al with a natural oxide layer on their surface, were investigated.
When these structures were heated to temperatures above 100 ◦C, the formation of
multiple nanometer-sized cavities filled with H2 directly at the Al/AlOx interface
was observed. It was further observed that the AlOx could partially detach, cre-
ating inter-cavity H2 diffusion pathways below the oxide shell. This results in the
formation of even larger cavities filled with H2, whereas the cavities that got de-
pleted of H2 shrunk in size. When cooled down, the AlOx re-bonded with the Al.
This phenomenon might be relevant when microfabricating SQUIDs, where wafers
are heated to temperatures between 100 ◦C and 120 ◦C to reduce the solvent content
in photoresists, or to induce chemical reactions. Therefore, a damage of the AlOx
barrier within a Josephson junction can occur when hydrogen is present in the metal
films.
Several conclusions can be drawn from these aspects for the fabrication of not only
Nb/Al-AlOx/Nb Josephson junctions, but also for the fabrication of SQUIDs and
metallic magnetic calorimeters. A possible hydrogen damage can occur in Nb when-
ever its surface is exposed to hydrogen during any fabrication step that removes the
permeation barrier protecting the metal, like argon ion milling, ICP-RIE or wet etch-
ing [Ant03, Hin10, Ric10]. The result is either a degradation of junction quality and
spread of critical current Ic across a wafer [Tol09, Hin08, Ai12, Ula15], or a destruc-
tion of the junctions due to the formation of high intrinsic film stress. The Al/AlOx
layer within a junction functions as a permeation barrier, so that hydrogen can not
diffuse from one junction electrode to the other. This means that the lattice con-
stant might differ in the contaminated electrode compared to the non-contaminated
electrode, giving rise to intrinsic stress. Such effects can not only occur at the time of
hydrogen permeation, but also on long time scales when hydrogen diffuses through
the wiring of the connected circuit [Sco85, Tol11]. The mentioned H2 cavity forma-
tion at the Al/AlOx interface can potentially damage the tunneling barrier, leading
to a creation of pin holes. The formation of H2 cavities might be even worse in
Nb/Al-AlOx/Nb junctions as compared to the Al sturctures that were investigated
in [Li17], as hydrogenated Nb provides a significantly larger hydrogen content for
cavity formation compared to Al due to its very high hydrogen solubility. Lastly, the
critical temperature of fabricated Nb wiring can be reduced, consequently reducing
their ampacity [Wel77, Gup84]. Therefore, the prevention of hydrogen permeation
of Nb especially during junction fabrication is essential to ensure the reliability and
yield of the process.
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Contamination of niobium by hydrogen
The degraded Josephson junction quality that was discussed in section 5.2 can po-
tentially be attributed to a hydrogen damage of the Nb bottom electrode wiring.
When an Nb/Al bilayer, or an Nb/Al/Nb trilayer is in situ sputtered, the Al serves
as a permeation barrier, protecting the lower Nb layer. When the Al is wet etched,
the applied NaOH-containing developer AZ 351B that was used comes in direct con-
tact with the lower metallic Nb once the Al is fully removed. Hydrogen can therefore
easily permeate the Nb, as no natural oxide layer exists. Material properties that can
indicate a potential hydrogen damage of Nb are an increased sheet-resistance ρ300K at
room temperature, a reduced superconducting ampacity jc,Nb3, as well as a reduced
critical temperature Tc, and a reduced residual-resistivity-ratio (RRR). The latter ca
be used as a measure of sample purity, as the electrical conductance of a metal at low
temperatures degrades for an elevated impurity concentration within the material.
In this thesis, 250 nm thick single-layer Nb wiring that was fabricated either via a
Lift-off process, or an etch process using ICP-RIE, both exhibited a sheet resistance
between ρ300K = 0.6 Ω/ and 0.7 Ω/, an ampacity between jc,Nb = 10 MA/cm2 and
12 MA/cm2, and a RRR between 4.7 and 5.6. For Nb wiring that was structured
out of the bottom electrode of an Nb/Al-AlOx/Nb trilayer, therefore requiring the
wet etching of Al, the measured sheet resistance ρ300K increased to values between
1.0 Ω/ and 1.2 Ω/, and the RRR degraded to values between 2.3 and 4.6. The
measured ampacity jc,Nb of this wiring degraded to values between 0 MA/cm2 and
70 MA/cm2. Therefore, the possibly contaminated wiring exhibited an increase of
ρ300K by a factor of ∼ 2, a reduction of the RRR by a factor of ∼ 2, and a reduced
jc,Nb with large spread, whereas the wiring sometimes didn’t even transition into its
superconducting state at all at T = 4.2 K.
An additional verification of the fact that a property degradation of Nb occurs when
the Al on top is wet etched with an alkaline solution was found by fabricating samples
of Nb wiring out of an Nb/Al (250 nm/20 nm) bilayer via a Lift-off process, followed
by a wet etching of the Al with two different alkaline solutions. For these samples, the
Al was etched either with 3 % KOH diluted in water, or with 5 % NH4OH diluted
in water. The subsequently determined ρ300K, jc,Nb and RRR of these Nb wiring
samples degraded in a similar fashion compared to the wiring that was structured
out of the bottom electrode of an Nb/Al-AlOx/Nb trilayer. Thus, the alkaline wet
etching of Al with either NaOH, KOH or NH4OH consistently degraded the thin film
quality of the Nb layer below the Al by increasing its sheet resistance ρ300K, reducing
3In the context of this thesis jc,Nb denotes the measured ampacity of Nb wiring divided by its
cross section area. Ideally, this is given by the critical current density jc that is predicted by the
BCS-theory for a bulk superconductor, but can be reduced, for instance due to current crowding
at sharp edges or corners of the thin film wiring.
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its RRR and reducing its jc,Nb.
In order to verify whether or not the natural oxide on the surface of Nb wiring forms
a sufficient permeation barrier against hydrogen, fabricated wiring that showed no
degraded thin film quality was exposed to the developer AZ 351B for 2 minutes.
Afterwards, prior measurements were verified again, showing a normal state sheet
resistance ρ300K = 0.7 Ω/Square, a critical current density jc = 120 MA/cm2 and
a RRR = 5.15, i.e. no hydrogen damage of the wiring occurred. This is very
important, since a possible hydrogen damage of Nb during the regular development
process of photoresists can therefore be excluded.
To prevent hydrogen damage of the Nb structures, literature shows that in order to
remove the Al during the fabrication of Nb/Al-AlOx/Nb Josephson junctions, either
argon ion milling [Tol11, Kai11] or wet etching with an acidic solution can be used
[Sau95, Che03, Ker03]. The process for a reliable removal of Al via argon ion milling
on a 3 inch wafer scale is currently in development in this group. For the acidic wet
etching of Al, a solution consisting of 65 % HNO3, 100 % CH3COOH, 85 % H3PO4
and H2O, mixed at a ratio of 1:1:16:2, is used. The corresponding chemical reactions
are
2Al + 2HNO3 → Al2O3 + 2NO + H2O (5.6)
Al2O3 + 2H3PO4 → 2AlPO4 + 3H2O . (5.7)
Once the Al is removed, the HNO3 creates a permeation barrier by oxidizing the Nb,
minimizing the time frame in which hydrogen can diffuse into the niobium:
6Nb + 10HNO3 → 3Nb2O5 + 10NO + 5H2O . (5.8)
The thereby oxidized Nb also functions as an etch stop, since the removal of Nb2O5
requires hydrofluoric acid, which is not present in the used acidic solution. However,
the Nb should not be exposed to the acidic solution for too long as the oxide layer
thickness increases with time. As this oxide layer is comparably hard to remove, this
could otherwise prevent the forming of an electrical contact between the oxidized Nb
and a subsequently deposited Nb wiring layer. During further optimization of the
fabrication process, a sub-optimal wetting of the wafers surface by the acidic solution
was observed due to its comparably high viscosity. This resulted in micrometer-sized
structures, that were located on corresponding test samples, to still contain Al on
their surface, even after a prolonged exposure to the acidic solution. This residual Al
prevented a subsequent ICP-RIE of the Nb below the remaining Al. The wet etching
was significantly improved by wetting the wafer with H2O first, and then applying the
acidic solution second. That this process reliably minimizes hydrogen damage in Nb
structures was thoroughly tested and the thereby investigated structures exhibited a
normal state sheet resistance of ρ300K = 0.7 Ω/, an ampacity of jc,Nb = 120 MA/cm2
and a RRR = 5.15.
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5.3.7 Characterization of Nb/Al-AlOx/Nb Josephson junctions
This section discusses the quality of Josephson tunnel junctions from a wafer that
was fabricated with the newly optimized process. As the prior discussion showed,
only two fabrication parameters were adjusted compared to the empirically estab-
lished parameters. The Ar sputter pressure for the deposition of Al was reduced to
pAr = 0.27 Pa, and the wet etching was done with an acidic solution instead of an
alkaline one. The discussed results are representative for numerous wafers that were
fabricated in recent times within the group.
Characterization of wafer HDSQ11b #w1
Figure 5.13 a) shows the names and locations of the investigated junction test chips
on the wafer with the internal name HDSQ11b #w1, which had a target critical cur-
rent density of jc ≈ 25 A/cm2. Figure 5.13 b) shows the measured IV -characteristic
of a Josephson tunnel junction with a design area of 8µm× 8µm from chip 2A16.
Also shown are the important figures of merit (see section 3.1.1), i.e. the critical
current Ic, the gap voltage Ug, the subgap resistance Rsg, and the normal state
resistance RN, that are used to evaluate the junction quality. The resistance ra-
tio Rsg/RN = 35.4 indicates a very high junction quality, and is also a factor of two
higher than the one that was depicted in figure 5.4 a). The gap voltage Ug = 2.70 mV
is still slightly smaller than the expectation based on equation 3.10, but this can be
attributed to the proximity effect, as the Al layer in the fabricated Josephson tunnel
junctions is rather thick. A statement about the critical current density jc = Ic/Ajj
can not yet be made from this raw data. One reason for this is, that the actual
junction area Ajj usually shows slight deviations from the design value due to the
limited accuracy of the lithographic fabrication process. The other reason is, that
the measured critical current Ic is influenced by thermal noise, leading to a suppres-
sion of the actual critical current [Dan84]. Therefore, the noise suppression leads to
a measured critical current that is apparently smaller, whereas a deviation of the
junction area compared to its design value can lead to junctions of smaller or larger
area, consequently decreasing or increasing the measured critical current compared
to the target value.
The deviation of the area of a square Josephson tunnel junction can be addressed by
introducing an offset ∆W to the edge length W of the junction, so that
Ajj = (W + ∆W )2. After several junctions of different area are characterized, their
normal state resistance RN ∝ 1/Ajj plotted as a function of the inverse area can be
used to determine the actual junction area Ajj,corr by fitting the functional depen-
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Figure 5.13: a) Labeling and location of the test chips from the wafer HDSQ11w #w1,
that were used in order to investigate the reliability of the newly optimized fabrication
process for Nb/Al-AlOx/Nb tunnel junctions. The two-color scheme denotes a distinction
between chips from the center of the wafer and chips from the edge of the wafer. b)
Measured IV -characteristic of a Josephson tunnel junction of chip 2A16 with a design area




(W + ∆W )2 (5.9)
to the data, where ρN denotes the specific normal state resistivity of the junctions.
The result of this evaluation is shown in figure 5.14 a) for wafer the HDSQ11b #w1,
where the normal state resistance RN is plotted as a function of the corrected area
Ajj,corr. The determined offset is ∆W = −0.13µm, i.e. the edge length W of the
fabricated Josephson tunnel junctions is 0.13µm shorter than their corresponding
design value. The specific resistivity is ρN = 4059 Ωµm2. The plot also shows, that
small junctions from chips located at the edge of the wafer can show a significant
increase in their normal state resistance, indicated by the red data points.

















2eIsupc /~C is the plasma frequency of the junction, γ = ~Ic/(2ekBT ),
and I˙ denotes the alteration rate of the applied bias current I that is created with
the voltage generator. Furthermore Isupc now denotes the suppressed critical current,
i.e. the measured value, during further discussion, whereas Ic now denotes the actual
critical current that is corrected for the noise suppression at the given temperature
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Figure 5.14: Measured parameters of the fabricated Josephson tunnel junctions. a)
Normal state resistance RN as a function of the inverse of the corrected junction area
Ajj,corr. Determined from the fit is the specific resistance ρN of the junctions b) Critical
current Ic that is corrected for thermal noise as a function of the corrected area Ajj,corr.
Determined from the fit is the critical current density jc.
T = 4.2 K. The only factor in equation 5.10 that has a dependence on the junction
area Ajj,corr is the critical current Ic. Thus, the logarithmic term is independent of
Ajj,corr. Therefore, the equation can be expressed as
Isupc
Ic














which can be used to calculate Ic in analogue to the calculation of the actual junction
area Ajj,corr. This is shown in figure 5.14 b), where the noise corrected critical current
Ic is plotted as a function of the corrected junction area Ajj,corr. The critical current
density of the Josephson tunnel junctions is determined to be jc = 0.375 A/cm2,
whereas κ = 3.85µm2/3. Therefore, the measured critical current density is about
50 % higher than the expected design value. Deviations of this magnitude were al-
ready observed in the past, where high quality Josephson tunnel junctions fabricated
with identical oxidation parameters, but from different wafers, showed a critical cur-
rent variance of up to a factor of two. Figure 5.15 shows the relative deviation ∆Ic/Ic
of the critical current of the measured Josephson tunnel junctions as a function of
the corrected area Ajj,corr. It can be seen, that the values deviate only up to 10 %
from Ic = jcAjj,corr, except for two junctions of large area that were located at the
edge of the wafer. In total, 61 Josephson tunnel junctions were characterized with
a yield of 90 %. When the junctions from the edge of the wafer are excluded in this
calculation, a yield of nearly 100 % was achieved.
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Figure 5.15: Relative deviation ∆Ic/Ic
of the noise corrected critical current
from the actual value of the critical cur-
rent as a function of the corrected junc-
tion area Ajj,corr.
In summary, the presented data of a wafer that was fabricated with the newly opti-
mized fabrication process for Nb/Al-AlOx/Nb tunnel junctions showed an increase of
50 % in its critical current density jc compared to the target value, a deviation that is
well within an expected margin of error. Additionally, its spread ∆jc was below 10 %
across the entire wafer area, except for two out of 61 investigated junctions. Further-
more, a drastic improvement of the yield of working Josephson tunnel junctions was
achieved, reaching nearly 100 % in the wafer area of interest. Therefore, the main
goal of the conducted process optimizations was sufficiently achieved. A reduction
of the layer thickness of the Nb bottom electrode can potentially be considered for
future applications, which would reduce the Nb surface roughness, as well as its in-
trinsic stress contribution. The determined value for the London penetration depth
of λL = 270 nm in [Foe12] for sputter deposited Nb was also verified via calculation
from a measured RRR = 2.67. In this chapter, a RRR = 5.2 was determined for Nb.
Calculating λL in analogue to [Foe12] with the increased RRR yields a reduced Lon-
don penetration depth of λL = 168 nm, a value that might require an experimental
verification before considering a reduction of the Nb bottom electrode thickness.
Either way, the wafer HDSQ11b #w1 that was discussed in this section was fabricated
in July 2018. Since then, more than 30 wafers hosting Josephson tunnel junctions
were fabricated in this group, among them the detectors that were developed in
this thesis, all exhibiting a comparable junction quality and yield. However, the
process optimizations that were performed in this thesis were not the only factor
that contributed to this long term reliability of the fabrication process. What was
also done since then, was a consistent monitoring of the sputter cathode voltage
Usp for the deposition of Nb, which reduces over time when the target material
in the sputtering system erodes due to ongoing use. The voltage can be used as a
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measure of target erosion and should be kept above a minimum threshold for junction
fabrication, as it is also reported in literature [Ima92b]. Therefore, once the cathode
voltage Usp was reduced to a certain threshold, the Nb target in the UHV sputtering
facility was exchanged for a new one.
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5.4 MMC fabrication technology
This section discusses the development and optimization of microfabrication pro-
cesses for realizing the detector HDMSQ1, which is the first detector that was devel-
oped in this thesis. The discussion includes the fabrication process for a dedicated
on-chip field generating coil by making use of a third niobium layer in the design,
as well as the optimization of a fabrication process for overhanging absorbers on
posts. Lastly, the development of a fabrication process for high ampacity vertical
interconnect accesses (vias) between separate Nb wiring layers is summarized.
5.4.1 Detector geometry with independent field generating coil
For microfabricated wiring, in order for a second wiring layer to cross over a first
wiring layer, the former usually requires a higher film thickness than the latter, in
order to reliably cover the step created by the first layer. The SQUIDs and detectors
that are developed in this group use a 250 nm thick Nb1 layer, which is insulated
by 300 nm of SiO2. For the Nb2 layer to sufficiently cross over the thereby formed
step of ∼ 300 in height, and also to still provide a high ampacity of this wiring
layer, a Nb layer thickness of 600 nm is used in this group. For a third layer to cross
over the Nb2 layer, an even higher film thickness for the SiO2 and the Nb would
be required. This is why the fabrication of multi-layered circuits usually employs
chemical-mechanical planarization (CMP), a method where the surface of a wafer is
flattened after each deposited layer [Ola19]. This allows for an overlayed fabrication
of theoretically an infinite number of layers, all electrically insulated from each other
[Ban08]. However, this method is technologically very challenging and a dedicated
machine for developing such a process was not available within the framework of
this thesis. The development of the integrated detectors within this thesis required
an independent field generating coil for which a third Nb layer was added to the
design. This coil is positioned directly below the pickup coil, as it is illustrated in
figure 5.16, which depicts a sketch of the detector geometry of the first detector that
was developed in this thesis. The detector geometry uses a meander-shaped field
generating coil that is positioned directly below a meander-shaped pickup coil.
In order to fabricate such a detector geometry, a new fabrication process had to be
developed. This process is illustrated in figure 5.17, which depicts a cross sectional
view of the fabrication of two nearly congruent meander-shaped coils. The process
starts with the fabrication of the meander-shaped field generating coil, which is done
with an etching process via ICP-RIE. For this, after a wafer cleaning via argon ion
milling, 250 nm of Nb are deposited in the UHV sputtering system (see appendix
A.1.3) at room temperature with P = 400 W, pAr = 0.27 Pa, and d˙Nb = 0.74 nm/s,
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field  generating coil
pickup coil
connection to external
current source for persistent
current injection
Figure 5.16: Schematic of a meander-
shaped field generating coil situated be-
low the meander-shaped pickup coil. The
sketch is representative for the detector
geometry used in this thesis. The coils
are electrically insulated from each other
by 300 nm of SiO2.
followed by an application of the AZ MIR 701 29cps positive photoresist. After resist
structuring, the Nb is etched via ICP-RIE at T = 5 ◦C with a substrate bias power
of Prf = 50 W, an ICP-power of PICP = 100 W and at an etch rate of e˙Nb ∼ 1 nm/s.
However, contrary to the usual etching process, the photoresist on top of the Nb
wiring is not removed, as it is depicted in a). Instead, SiO2 is rf-sputter deposited at
Prf = 250 W, at an Ar/O2 (60 %/40 %) pressure pAr/O2 = 0.67 Pa, and at a deposition
rate d˙SiO2 = 1.73 nm/min, resulting in a rounded SiO2 layer between meander stripes,
as it is shown in b). The structures after the removal of the photoresist are shown
in c). At this point, an insulation layer between, but not on top of the meander
stripes exists. The depicted rounded shape of this layer is due to a shadowing effect
of the photoresist during material deposition, i.e. the resist blocks sputtered SiO2
particles, reducing the effective sputter rate closer to the walls of the resist. The
magnitude of this shadowing effect depends on the thickness of the photoresist and
on the distance between resist structures, meaning that this process might require a
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pickup coil
Figure 5.17: Schematic overview of the fabrication process of the detector geometry with
independent field generating coil. a) Fabrication of the field generating coil via ICP-RIE.
Afterwards, the photoresist is not removed. b) Sputter deposition of SiO2. c) Removal of
photoresist. d) Deposition of another layer of SiO2 via a Lift-off process, with photoresist
protecting only parts of the wafer where later an electrical connection from the field gener-
ating coil to a custom circuit board is made. e) Fabrication of the pickup coil via ICP-RIE
with a slightly reduced line width compared to the field generating coil.
In the presented process, the niobium has a thickness of 250 nm with a spacing
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between meander stripes of 4µm. The photoresist AZ MIR 701 29cp was spin coated
to yield a film thickness of 1.6µm. In order to fully cover the edges of the NB stripes,
as it is depicted in figure 5.17 c), 540 nm of SiO2 had to be effectively sputtered.
The SiO2 at the apex between meander stripes has a thickness of 540 nm, i.e. no
observable shadowing effect occurs there, while the SiO2 close to the niobium has a
thickness of 250 nm. Both values were confirmed via atomic force microscopy. In a
next step, an additional 300 nm of SiO2 are deposited, completing the insulation of
the Nb structures. This is depicted in d), where no steep edges exist in the fabricated
structures and it is therefore quite easy for a subsequently deposited wiring layer to
cross over the first Nb layer, whereas this layer can also have a thickness of only
250 nm, and not the 600 nm that is usually used in the group. In the last step of the
fabrication process, the pickup coil situated above the field coil is fabricated using an
etching process. For this, a 250 nm thick Nb layer is sputter deposited on top of the
entire wafer without using a photoresist mask for protection. The meander-shaped
coil is then etched via ICP-RIE, identical to the fabrication of the field generating
coil. The stripe width w2 of the pickup coil was chosen to be slightly smaller than
the stripe width w1 of the field generating coil due to the limited accuracy of the
mask alignment (see appendix A.1.2). The third Nb layer that is not shown in the
schematic but is required in the design, has a thickness of 600 nm and forms for
instance part of the feedback coil of the SQUID. Therefore, it has to cross over the
pickup coil at one point or another. No electrical shorts between the two independent
coils were observed and the superconducting ampacity for both Nb wiring layers was
at jc,Nb ≈ 12 MA/cm2, as long as no via was part of the wiring.
5.4.2 Overhanging absorber on posts
A fabrication process using two layers of photoresist to yield 5µm thick overhanging
absorbers on posts was developed in [Sch12]. A part of this fabrication process is
illustrated in figure 5.18. Shown is a detector that is fabricated up to the sensor
layer. In order to fabricate the depicted structures, the following fabrication steps
were required. First, the positive resist AZ 6632 was applied, and the cylindrical
posts were structured with steep edges. Afterwards, a thermal reflow of photoresist
is done in a baking step at a comparably high temperature of 150 ◦C, which leads
to the rounded resist structures that can be seen. In a next step, 100 nm of Au and
50 nm of Nb were in-situ sputter deposited. The Au functions as the cathode for
the later employed electroplating of the absorbers, whereas the Nb functions as a
protective layer in order to keep the Au as clean as possible. Then, a second layer
of photoresist was applied and structured, the negative resist AZ nLOF 2070, which
was used as molds for the absorbers. This resist requires temperatures of 115 ◦C for
a so called post exposure bake, a temperature low enough so that the thermal reflow
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AZ 6632
AZ nLOF 2070 Au 100 nmNb 50 nm
substrate sensor
Figure 5.18: Illustration of one part the
fabrication process for overhanging ab-
sorbers on posts that was developed in
[Sch12].
of the AZ 6632 does not occur a second time, which would result in a wrinkling of
the seedlayer and the Nb protective layer. Before electroplating, the Nb protective
layer had to be etched via ICP-RIE.
Several difficulties were identified in this process over time. After electroplating
the absorbers, the removal of the AZ nLOF 2070 relied on the solvent N-Methyl-2-
pyrrolidon (NMP), which also slowly attacks niobium and silver structures situated
on the wafer. In addition, insoluble polymerized negative photoresist was sometimes
found stuck in the 5µm wide gaps between separate absorbers, creating an unwanted
thermal link between them, and also between absorbers and substrate. Furthermore,
the baking step at 150 ◦C that was used for the thermal reflow of the AZ 6632
sometimes resulted in a polymerization of the photoresist. As a result, it became
insoluble and could therefore no longer be reliably removed below the absorbers.
Especially important for the detectors developed in this thesis is the fact, that using
backing steps above 120 ◦C can potentially damage Josephson junctions, which has
to be avoided when developing MMCs based on the direct sensor readout. And
finally, the AZ 6632 is no longer commercially available. Therefore, this process was
developed anew within the framework of this thesis, relying only on the positive
photoresist AZ 4533, simplifying the fabrication while increasing its reliability.
The newly developed fabrication process for overhanging absorbers on posts is illus-
trated in figure 5.19, starting with a wafer that is fabricated up to the sensor layer
in a). The AZ 4533 is applied at 4000 rpm, followed by a softbake at T = 100 ◦C
for 3 minutes on a hotplate. Afterwards, the posts are structured as cylinders with
steep edges. The depicted rounded shape of the resist is created by a subsequent
baking at 120 ◦C for 120 s, as the AZ 4533 starts to soften at T > 90 ◦C, resulting
in a thermal reflow of photoresist. This rounded shape significantly increases the
structural integrity of the finished absorbers for a later required ultrasonic cleaning
of the wafer. Furthermore, this reduces any steep edges in the created structures,
which allows for the Au seedlayer to sufficiently cover the entire area of the wafer
so that none of the photoresist is exposed anymore. This seedlayer is deposited in
a next step, where 100 nm of Au are sputter deposited at room temperature with
P = 200 W, pAr = 1.33 Pa, and d˙Au = 2.2 nm/s, covering the entire wafer. This seed-
layer functions as the cathode for the later employed electroplating procedure for the
absorbers. The Nb protective layer used in the old process is no longer required, as
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the Au surface stays sufficiently clean during the subsequent wafer handling.
substrate SiO2
Au seedlayer (100 nm)
sensor








Figure 5.19: Schematic overview of the developed fabrication process for overhanging
absorbers on posts. a) The posts are structured on top of the senors in a first layer of AZ
4533, followed by a sputter deposition of a 100 nm thick Au seedlayer. for electroplating.
b) The AZ 4533 is applied a second time in order to structure the absorber molds. c)
Simultaneous electroplating of posts and absorbers. d) Removal of photoresist followed by
a weak ultrasonic cleaning, creating overhanging absorbers on posts.
After the seedlayer is deposited, the AZ 4533 is applied a second time. This time,
the softbake is done at a lower temperature of T = 80 ◦C for 12 minutes, in order to
prevent a thermal reflow of the lower AZ 4533 layer, which would otherwise result
in the formation of wrinkles in the seedlayer. In this resist layer, the molds for the
absorbers are structured, as it is depicted in b). Afterwards, the posts and absorbers
are simultaneously electroplated, as shown in c). The utilized electrolyte for this is
the TechniGold 25 ES4. The electroplating is done at a temperature of 60 ◦C and at
a current density of 1 mA/cm2, resulting in a Au deposition rate of 1.04 nm/s. To
finalize the fabrication process, the photoresist is removed by immersing the wafer
in dimethylformamid (DMF) or acetone for at least 24 hours, followed by a weak
ultrasonic cleaning that is required to remove the remaining 100 nm of seedlayer
that still connects neighboring absorbers. The finished absorbers are depicted in d).
During the development of this process, it was tried to circumvent the use of the
ultrasonic cleaning by removing the residual seedlayer between absorbers either via
Ar ion milling or wet etching. However, it was observed that the lower layer of the
AZ 4533 became partly insoluble in DMF or acetone as a result. This was not further
investigated in this thesis, but is a significant point for a future optimization of this
process, as using ultrasonic cleaning is the only remaining factor left in this process
that might reduce the reliability of absorber fabrication, as they are sometimes torn
off as a result, or at least the electroplated Au starts to bend for absorber thicknesses
4Technic Deutschland GmbH, Gla¨rbach 2, 58802 Balve, Germany
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< 5µm.
It shall be noted, that the photoresist AZ 4562 can also be used for this process,
as it only differs from the AZ 4533 in its solvent concentration, allowing for higher
resist thicknesses. In addition, both photoresists support a successive multilayer
application, creating even larger resist thicknesses. Given these properties, absorbers
of up to 20µm in thickness were reliably fabricated with the process established in
this thesis. For higher absorber thicknesses of even more than 100µm, the negative
resist AZ 125 nXT, or the positive resist AZ 40 XT can be used for the absorber
molds [Kra13, Li18].
5.4.3 High ampacity superconducting Nb vertical interconnect accesses
The pickup coil of metallic magnetic calorimeters, as well as the coil arrangement
of current-sensing dc-SQUIDs that are developed in this group, are usually build
by using two individual lithographically structured superconducting layers made of
Nb. However, the detectors that were developed in this thesis even require three Nb
layers and recent many-pixel MMC prototypes make use of even up to six Nb wiring
layers [Dev19]. Electrical connections between these layers, if required, is done with
so called vertical interconnect accesses (vias). These vias are formed by small holes
in the insulation layer, as it is schematically depicted in figure 5.20, showing a via
that connects the first and second Nb layer in the designs that are developed in this
group. The necessity for two insulation layers was discussed in section 5.1.1.
Ideally, the superconducting ampacity of Nb wiring that extends over multiple layers
should only be limited by the smallest dimension of the wiring, i.e. its cross sectional
area ANb. The latter is ANb = 6µm×250 nm for the meander-shaped wiring that
carries the persistent current I0 for the detectors developed within this thesis, con-
sisting of only a single Nb layer with a measured superconducting ampacity jc,Nb
between 10 MA/cm2 and 12 MA/cm2 at T = 4.2 K. That the superconducting am-
pacity is reduced compared to its bulk value is most likely due to current crowding
at sharp 90◦ bends in the meander-shaped wiring, and can be enhanced by rounding
these bends in future designs [Ili14]. However, we observed that once vias between
different Nb layers were introduced, the critical current Ic,Nb = jc,NbANb decreased
by at least one order of magnitude. The conductive contact area of the vias ranges
from 4µm2 to 100µm2, which is significantly larger than the cross sectional area of
the corresponding Nb wires. Therefore, introducing these vias to connect separate
Nb layers should consequently not present a limiting factor for their critical current
Ic,Nb.
It was ascertained, that a reduction of Ic,Nb is only observed when the wiring of the
first Nb layer was structured with an etch process using ICP-RIE, but not when it











Figure 5.20: Schematic cross section
of a vertical interconnect access (via) of
wiring fabricated during this thesis be-
tween the first and second Nb layer. The
need for two SiO2 layers was discussed in
section 5.1.1.
was structured with a Lift-off process (see appendix A.1.6). Furthermore, even when
excluding the SiO2 layers shown in figure 5.20, and using an etch process for the first
Nb layer, the same reduction of Ic,Nb was observed. Therefore, the used insulation
layer has no negative impact on Ic,Nb. This means, that a fabrication of multi-
layer wiring where the first Nb layer was structured with ICP-RIE yielded vias that
obviously limit the critical current Ic,Nb of the overall wiring by a factor of up to 100.
The currents running in the different SQUID structures during operation are usually
well below 100µA when reading out metallic magnetic calorimeters. However, the
persistent current I0 that is required to bias the paramagnetic temperature sensor of
an MMC is usually several tens of milliampere [Fle09], even going above 100 mA for
the detectors developed in this thesis. In order to fabricate high ampacity multi-layer
wiring, the corresponding fabrication process was started to be optimized during this
thesis. In the following, the present workaround for yielding multi-layer Nb structures
with a ∼ 30 % reduced ampacity compared to single-layer Nb wiring is summarized.
However, it should be noted that no fully optimized process has been found and that
there is no satisfying explanation for reduced via performance so far.
One hypothesis as to why vias with low performance show up is, that a solvent-
resistant film is created on top of the Nb structures by a chemical reaction of the
photoresist with the SF6 used for ICP-RIE. This was observed on the side walls of
etched structures in [Ade93], where etch-resistant walls with a thickness of ∼ 100 nm
were created. In addition, polymerized photoresist can be created during ICP-RIE
[Sau95], which is also resistant to solvents and would reduce the effective contact area
of a via once an additional wiring layer is put on top. If such a polymerized resist
layer exists on top of the fabricated Nb wiring, then it seems to have no impact on
the Nb surface morphology. Figure 5.21 a) shows an AFM image of a 2.5× 2.5µm2
surface of fabricated Nb wiring that was structured via ICP-RIE. For comparison,
figure 5.21 b) shows a 5 × 5µm2 and 500 × 500 nm surface of Nb wiring that was
fabricated with the identical deposition parameters than the one in a), but with a
Lift-off process, i.e. at no point during fabrication was photoresist on top of the
deposited material. The elongated grains are observed in both pictures, and their
corresponding surface roughness also shows no significant deviation.
In order to remove a potential polymerized resist layer during fabrication, oxygen
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Figure 5.21: Measured AFM images of a surface of Nb wiring deposited with P = 400 W,
pAr = 0.27 Pa, d˙Nb = 0.74 nm/s. a) Structured with an ICP-RIE process. b) Structured
with a Lift-off process.
can be added to the process gas during ICP-RIE. O2 contents of 16.6 %, 25 % and
50 % within the process gas were investigated for fabrication, resulting in no relevant
improvement of the via performance. Furthermore, extensive Ar ion milling was
used in order to clean the wiring surface prior to the sputter deposition of the second
Nb layer. Milling times equivalent to the removal of up to ∼ 500 nm of Au were
investigated, corresponding to an Nb removal of ∼ 40 nm. This also resulted in
no improvement in the via performance. Additionally, the via performance did not
depend on the applied photoresist during ICP-RIE (see appendix table A.1). Lastly,
using an Al hardmask instead of photoresist for ICP-RIE, followed by a subsequent
wet etching of the Al with an acidic solution, as well as an extensive surface cleaning
via Ar ion milling, also yielded vias of significantly reduced performance. The found
fabrication process that reliably yields an optimum via performance, but reduces the
ampacity jc,Nb of the Nb wiring itself, is discussed in the following.
The process starts with an in-situ sputtering of 250 nm of Nb, followed by 100 nm
of Au, as it is depicted in figure 5.22 a). The Au functions as a protective coating.
Afterwards, the photoresist AZ MIR 701 29cps is applied and the respective etch
mask is structured. Then, the 100 nm of Au are removed via argon ion milling in
the dry etching system utilized for ICP-RIE. Without breaking vacuum, the Nb is
subsequently etched at T = 5 ◦C, a substrate bias power of Prf = 50 W, an ICP-
power of PICP = 100 W and at an etch rate of e˙Nb ∼ 1 nm/s. The photoresist is then
removed with DMF or acetone, followed by a wet etching of the remaining Au on top
of the Nb with a potassium-iodine solution diluted in water I2/KI/H2O (1:4:40), as
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Figure 5.22: Schematic illustration of the fabrication steps of the present workaround
for creating vias that do not limit the ampacity of Nb wiring. a) Sputtering of an Nb/Au
bilayer and structuring of the etch mask with photoresist. b) Removal of Au with argon
ion milling and ICP-RIE of the Nb. c) Removal of the photoresist with DMF and wet
etching of the Au with a potassium-iodine solution.
shown in c). The thereby created wiring exhibits a ∼ 30 % reduced superconducting
ampacity of jc,Nb ≈ 80 mA/µm2, even when there is no constituting via. However,
jc,Nb stays constant when vias are introduced, even for a series connection of up to
8000 vias that part of investigated test samples. This is now the current standard
fabrication procedure for the first Nb layer of fabricated MMCs within the group
when vias are an essential part of the design. The detectors that were developed
in this thesis require an even higher ampacity, hence the developed workaround was
not used and their field generating coil consists of only a single Nb layer, i.e. the
bottom electrode layer of the Nb/Al-AlOx/Nb trilayer.
It is possible that jc,Nb is reduced also due to hydrogen damage, as it was discussed in
section 5.3.6. While the Au on top of the Nb prevents the formation of an Nb oxide
layer for protection, the Au itself presents a permeation barrier, as the hydrogen per-
meation of Au is even lower than for Al [Ste83]. Therefore, hydrogen can potentially
permeate the Nb once the Au is removed during wet etching. In order to circumvent
the use of a wet etch to remove the Au in a final test, the Au layer was removed
via argon ion milling. However, the Nb wiring still exhibited the same reduced jc,Nb,
indicating that the degraded performance must originate from a different step in the
fabrication process. This was not further investigated in this thesis.
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6. The HDMSQ1 detector
The HDMSQ11 detector that was developed within the framework of this thesis is the
first integrated detector, i.e. detector and dc-SQUID are combined in a single device,
that was developed completely within the group. The purpose of this detector was to
surpass the benchmark energy resolution of the revised maXs-20 detector that was
briefly discussed in section 2.8. Furthermore, the development of this detector should
answer several questions, for instance the impact of the on-chip energy dissipation of
the SQUID on the detector performance at millikelvin temperatures, the impact on
the SQUID performance by placing a paramagnetic senor directly on top of its loop,
or the feasibility of the joint fabrication of dc-SQUIDs and MMCs to create such
integrated detectors. The experiments discussed within this chapter will show, that
a successor of the HDMSQ1 was needed to be developed in order to exploit the full
potential of the direct sensor readout of metallic magnetic calorimeters. This chapter
first discusses the HDMSQ1 design and the experimental methods that are required
for detector operation. Afterwards, the detector characterization is presented and
discussed, concluding with a summary and an outlook towards its successor, the
HDMSQ2A detector.
6.1 Detector design
6.1.1 Overview of the HDMSQ1 detector chip
Figure 6.1 a) shows a schematic of the HDMSQ1 detector that is structured on a
chip with an edge length of 8 mm. In addition, figure 6.1 b) shows a photograph
of one of the fabricated chips that was mounted on the experimental setup that
will be discussed in section 6.4. In the center of the chip, 32 metallic magnetic
calorimeters are located, forming an 8 × 8 pixel array. The 64 pixels cover a total
area of ∼ 1.6 mm2. The spatial separation between the absorbers is 10µm, resulting
in an active area of about 90 %.
The chip is divided into four identical quadrants, each rotated by 90◦ compared to its
neighboring quadrants. Each quadrant of the detector chip has bias lines for the field
coils and corresponding persistent current switches in order to inject the persistent
current I0. The bondpads of these bias lines are located at each corner of the chip.
The current injection procedure will be explained in section 6.2. The bondpads that
1Abbreviation for Heidelberg Meander-SQUID
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Figure 6.1: a) Design schematic of the HDMSQ1 detector chip. The chip is divided into
four identical quadrants, each rotated by 90◦. The detector is build of 32 metallic magnetic
calorimeters with direct sensor readout, that are located in the chip center, forming an 8×8
pixel array. b) Photograph of a fabricated HDMSQ1 detector glued to a custom sample
holder made of copper.
are required to connect the SQUID bias lines and feedback lines to a circuit board
are located at the edge of the chip. Furthermore, an RLC-filter is located at the
SQUID bias lines in order to filter out parasitic high frequency signals. The specifics
of this filter are discussed in section 6.1.2.
6.1.2 Single detector of HDMSQ1
Figure 6.2 a) shows an explosion drawing of an individual integrated detector on
the HDMSQ1 detector chip, that shall be explained in the order of layer fabrication,
i.e. from bottom to top. All layers that are shown have the correct relative scaling
to each other, except for the particle absorber. Only one temperature sensor and
corresponding particle absorber are shown for visibility, whereas the 300 nm of SiO2
that are used for insulation between each Nb layer are also omitted. Furthermore,
the equivalent circuit diagram of the dc-SQUID is depicted in 6.2 b), whereas a
colorized scanning electron microscope picture of the fabricated SQUID is shown in
c), without the corresponding temperature sensors and particle absorber on top.
The lowest layer (dark grey) is the Nb bottom electrode of the Nb/Al-AlOx/Nb tri-
layer, which also forms a meander-shaped field coil that carries the persistent current
I0 that is required to magnetize the sensor. No vias constitute this coil, which has
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Figure 6.2: a) Explosion drawing of a single metallic magnetic calorimeter on the
HDMSQ1 detector chip. b) Equivalent circuit diagram of the developed dc-SQUID. c)
Colorized scanning electron microscope picture of the fabricated SQUID without temper-
ature sensors and particle absorbers.
a superconducting ampacity of 160 mA. It has a layer thickness of tNb = 250 nm, a
meander pitch p1 = 10µm and stripe width w1 = 6µm. Each Josephson junction
(green) has a target critical current of Ic ≈ 6.25µA. The smallest junction area that
we can reliably fabricate is Ajj = 4× 4µm2 due to accuracy limitations in the micro-
fabrication process. To reach the target Ic, an area of Ajj = 5× 5µm2 with a target
critical current density of jc ≈ 25 A/cm2 was chosen. A meander-shaped SQUID
loop (grey) is placed on top of the field coil in the Nb1 layer, with nearly identical
parameters compared to the latter. It has an Nb layer thickness of tNb = 250 nm, a
meander pitch p2 = 10µm and stripe width w1 = 4µm. The meander-shaped loop
is connected in parallel to the Josephson junctions, forming a 1st-order gradiometer,
resulting in a SQUID inductance of LS = LM/2 = 75 pH. Here, LM = 150 pH is the
inductance of each meander, which was determined by numerical simulations with
the program InductEx [Fou15] during the design process. The structures close to the
tunnel junctions have a parasitic contribution to the total inductance of less than
4 pH. After fabrication, the inductance LS was determined by evaluating the critical
current modulation ∆Imod of the SQUID from IV -characteristics and using equation
3.14, and the results of the numerical simulations in [Tes77], to determine βL and
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consequently LS. The measured LS and calculated LS agree within 5 %.
An Au:Pd shunt resistor with RS = 5 Ω is connected in parallel to each junction,
with corresponding Au:Pd cooling fins attached to each shunt resistor. This cooling
fin is comparably small in the design due to the limited available area within the
64 pixel detector array. The characteristic length that is required for electrons to
thermalize with the phonon system in the Au:Pd cooling fin can be approximated
by lT ≈ 11µmK3/2 ·T−3/2e [Ple09], with Te being the electron temperature within
the shunt resistor. Assuming Te = 100 mK, this results in a thermalization length
of lT ≈ 350µm, which is significantly larger than the dimensions of the cooling
fin, as can be seen in figure 6.2 c). Hence, it was decided to also deposit the Au
thermalization layer of the MMC on top of this cooling fin in order to increase
its effective cooling volume without adding an additional lithographic layer to the
design.
An Au:Pd washer shunt with Rsh = 10 Ω is connected in parallel to the SQUID
loop in order to dampen resonances in the IV -characteristics of the SQUID, as
it was discussed in section 3.3.1. With the presented parameters, a target βC =
0.25 is calculated with equation 3.8, where a specific junction capacitance of cjj =
17 fF/µm2 was assumed [Dee16]. A target βL = 0.45 is calculated with equation
3.14. Therefore, βC < 1 and βL < 1 should hold, even if the critical current density
jc is increased compared to the target value (see section 5.3.7). A feedback coil (light
grey) surrounds the SQUID loop for flux-bias and flux-locked loop operation with
a simulated mutual inductance between this coil and the SQUID loop of M−1fb =
44.5µA/Φ0, also agreeing with the measured value. The persistent current switch is
an Au:Pd resistor with RH = 4 Ω and its use will be explained in section 6.2.
Damping of intrinsic resonances
The occurrence of intrinsic resonances within a dc-SQUID, and how these can be
dampened by resistive shunting of the SQUID loop, was discussed in section 3.3.1.
Such resonances were observed in prototypes of the developed dc-SQUID discussed in
this section, that did not yet include the washer shunt that is shown in figure 6.2 a).
The measured IV -characteristic of one of these prototypes without a washer shunt
is shown in figure 6.3 a). The characteristics shows an intrinsic resonance, as well as
other distortions resulting from that. In order to investigate the SQUID’s behavior
and dampen this resonance, a washer shunt varying between 10 Ω and 25 Ω was added
to the design and several prototypes were fabricated. In addition, prototypes without
washer shunt were fabricated as control samples. All prototypes were fabricated on
a single chip to minimize the impact of possible variations in the critical current Ic
of the Josephson tunnel junctions, as well as to minimize potential variations of the
6.1. Detector design 101
thickness of the Au:Pd shunt resistors that can occur accross a 3 inch wafer. The
measured IV -characteristics of the prototype with a washer shunt with Rsh = 10 Ω is
plotted in figure 6.3 b), showing a smooth characteristic without any visible intrinsic
resonance occurring in the bias current range of interest. Other prototypes with
larger washer shunts showed characteristics of similar form. Therefore, the smallest
washer shunt with Rsh = 10 Ω was chosen for the HDMSQ1 design, as it requires
the least amount of space on the chip. What is also observed is that the critical
current Ic of one Josephson junction is increased compared to its target value of
6.25µA. This is due to the fact that this wafer design had a higher than usual target
critical current density of jc = 30 A/cm2, whereas an even further increased value
of jc = 44 A/cm2 was determined after wafer fabrication. It is worth mentioning,
that placing the paramagnetic temperature sensors on top of the SQUID loop, as it
was done for realizing the HDMSQ1, did not cause other disturbing features in the
IV -characteristics. That the curves in figure 6.3 b) still appear slightly distorted is
due the fact that a comparably small amount of data points were taken, resulting in
the depicted curves being influenced by the noise of the oscilloscope that was used
for data acquisition.






























Figure 6.3: Measured IV -characteristics of the dc-SQUID building the basis for the
HDMSQ1 detector for different values of the magnetic flux ΦS threading the SQUID loop.
a) Prototype SQUID without washer shunt. An intrinsic resonance occurs at U ≈ 40µV.
b) Prototype SQUID with a washer shunt with a resistance of Rsh = 10 Ω. No intrinsic
resonance occurs in the bias range of interest.
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Microfabricated RLC-filter
The equivalent circuit diagram of the on-chip RLC-filter is shown in figure 6.4 a). In
this filter, dc-currents can pass through the superconducting inductances L without
dissipating energy in the resistors. However, ac-currents see the impedance iωL,
forcing the current to run through the resistors at high frequencies ω. Thus, the
circuit exhibits an RC-low pass behavior. Each Au:Pd resistor within the filter
has a resistance of R = 18 Ω, whereas each coil has an inductance of L = 1 nH.
The inductance of the latter was determined with the program InductEx. The plate
capacitor in the center has an area of 250×50µm2 and its superconducting electrodes
are spatially separated from each other by 600 nm of insulating SiO2. Its calculated
capacitance is C = 0.7 pF, assuming a dielectric constant of SiO2 of r = 3.9. Also
part of the circuit is the dc-SQUID, contributing with an assumed resistance of
2.5 Ω, i.e. a parallel circuit of the shunt resistors that are connected in parallel to
the Josephson tunnel junctions. Figure 6.4 b) shows the filters design schematic, as
well as a legend of its lithographic layers without insulation. Figure 6.4 c) shows
the simulated response of the filter with a cutoff frequency f−3dB ≈ 100 MHz. The





18 Ω 18 Ω
18 Ω 18 Ω
1 nH 1 nH



















frequency f / Hz










Figure 6.4: Overview of the on-chip RLC-filter that is inserted into the bias wires of each
detector of HDMSQ1. a) Equivalent circuit diagram of the filter. b) Design schematic of its
lithographic layers. c) Simulated filter response. Using this simulation, the cutoff frequency
is determined to be f−3dB ≈ 100 MHz.
Temperature sensor and particle absorber
Figure 6.5 a) shows a microscope photograph of an individual integrated detector on
the HDMSQ1 detector chip with detached particle absorber. Shown is the already
discussed dc-SQUID, now with corresponding Ag:Er temperature sensors on top of
the meander-shaped SQUID loop. In addition, rounded Au structures on top of the
sensor can be seen, that are the residuals of the single post that connects the sensor
2LTSpince from analogue devices: www.analog.com
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and the absorber. Figure 6.5 b) shows a colorized scanning electron microscope























Figure 6.5: a) Microscope photograph of the HDMSQ1 detector. For visibility, both
particle absorbers were removed. b) Colorized scanning electron microscope picture of an
HDMSQ1 detector which was equipped with only one particle absorber and temperature
sensor.
The overhanging particle absorbers are made of electroplated gold and have a dimen-
sion of 150× 150× 3µm3. With a thickness of 3µm, the absorbers have a quantum
efficiency of QE = 98 % for photon energies of up to Eγ = 5 keV, and QE = 50 % for
Eγ = 10 keV. The heat capacity of each absorber is Cabs = 0.1 pJ/K at T = 20 mK.
A single post with a diameter of 16µm connects the particle absorber to its sensor,
whereas its cross section area is 8 % of the total sensor area. This is rather large
compared to other MMCs like the maXs-20 detector (∼ 2 %) [Sch12, Kra13], or the
maXs-30 detector (∼ 0.3 %) [Hen17]. However, the development of the fabrication
process for overhanging absorbers on posts that was discussed in section 5.4.2 showed,
that a single post of large diameter is much more structurally stable than several
posts of smaller diameters for absorbers with a thickness of only 3µm. The latter
were often ripped off during the ultrasonic cleaning that is required for the devel-
oped fabrication process. It was therefore decided to use a single, uncommonly large
post in the HDMSQ1 design in order to provide a high reliability of the fabrication
process.
The Ag:Er temperature sensor has a dimension of 50 × 50 × 1.2µm3 with an er-
bium concentration cEr = 450 ppm. The Er concentration in the sensor was fixed by
the Er concentration of the Ag:Er target that was mounted in the employed UHV
sputtering system at the time of fabrication, whereas the sensor area was predeter-
mined by the available area the of meander-shaped SQUID loop. The sensor height
of 1.2µm was chosen based on numerical simulations which did not incorporate all
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key features of the detector geometry at the time. Therefore, the sensor was not
fully optimized for T = 20 mK, but still yields an excellent energy resolution, assum-
ing the detector will reach this operation temperature despite the on-chip energy
dissipation of the dc-SQUID. Assuming various achievable operation temperatures
for the HDMSQ1 detector, the expected energy resolution is ∆EFWHM ≈ 1.3 eV at
T = 20 mK, ∆EFWHM ≈ 1.9 eV for T = 30 mK, and EFWHM ≈ 2.6 eV for T = 40 mK.
These calculations are based on numerical simulations that will be discussed in sec-
tion 6.3. Furthermore, since absorber and sensor are directly coupled to each other,
a signal rise time of τ0 ≈ 100 ns is expected.
When one temperature sensor on top of the dc-SQUID is omitted by design, as it
is the case for the detector depicted in figure 6.5 b), then this detector channel is
sensitive to temperature fluctuations of the cryogenic setup because it is no longer
a gradiometer. When the temperature changes, the subsequent change of the sensor
magnetization M(T ) of this channel leads to a change of magnetic flux in only
one of the meanders within the SQUID loop, leading to corresponding drifts of the
output voltage of the SQUID. Thus, this detector channel can be used to measure
relative temperature fluctuations. This is done by determining the offset-level of their
measured untriggered noise, which in turn can be used as temperature information in
order to correct the signal height of the other pixels for these temperature fluctuations
in a signal spectrum analysis. This procedure will be further illustrated in section
6.5.6. The HDMSQ1 detector chip has four of these non-gradiometric channels, one
located in each corner of the active area in the chip center.
6.2 Persistent current injection
In this section, the procedure and technique for a simultaneous injection of the
persistent current I0 into the field generating coils of the individual detectors of the
HDMSQ1 is illustrated. Within this context, the reason for using a separate field
generating and pickup coil will be discussed.
Figure 6.6 a) schematically illustrates the electrical wiring of the meander-shaped
field generating coils of three single detectors of the HDMSQ1. The coils are con-
nected in series with an external current source IF. Each field generating coil has
the inductance LM + Lsw, which is formed by the large inductance on the right side
of the electrical connection, as well as the small inductance on the left side of the
connection. A series connection of resistors RH having a resistance of a few ohms is
placed in the vicinity of the inductances Lsw. When a field current IF > 0 (blue) is
injected into the wiring via the external current source, most of the current is flowing
through the inductance Lsw, since Lsw  LM, (see fig. 6.6 b)).
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Figure 6.6: a) Schematic illustration of the electrical wiring of the meander-shaped field
generating coils of three single detectors of the HDMSQ1 design. A current source IF is
connected in series to the coils, with each the latter having the inductance LM + Lsw. LM
denotes the inductance on the right side of the electrical connection and Lsw denotes the
inductance on the left side. A series connection of resistors, each having the resistance RH,
is placed in close vicinity to Lsw. b) The injected current IF > 0 is carried mostly by the
inductance Lsw, as Lsw  LM. c) A localized heat pulse switches the nearby wiring into the
normal conducting state, forcing IF to run through the remaining superconducting wiring,
changing the magnetic flux threading the field coil to ΦF = LMIF. d) Lsw thermalizes
back below its critical temperature and ΦF is now a conserved quantity in the closed
superconducting loop. When IF is reduced to zero, an inducted screening current I0 keeps
the magnetic flux ΦF constant.
Once the field current IF is injected, a rather short current pulse IH (red) is send
through the resistors, leading to a highly localized temperature increase of the sur-
rounding structures to T > 9.2 K. As a result, the inductance Lsw switches into
the normal conducting state, forcing IF to go through the remaining superconduct-
ing part of the field coil (see fig. 6.6 c)). Therefore, IF changes the magnetic flux
ΦF = LMIF within the field coil. After the heat pulse, which lasts only for a fraction
of a second, the structures thermalize with the substrate, and the inductance Lsw
switches back into the superconducting state. The field coil is again a closed super-
conducting loop in which the magnetic flux ΦF is a conserved quantity. Therefore,
when IF is reduced to zero, a screening current I0 is induced in each field generating
coil that accounts for magnetic flux quantization (see fig. 6.6 d)). Since Lsw  LM,
I0 ≈ IF is an adequate approximation. With the presented setup, the persistent
current I0 is simultaneously prepared in all field coils that are part of the series con-
nection. In the HDMSQ1 chip design, the field coils of the 8 integrated detectors in
each chip quadrant are connected in series.
In previous detector designs [Fle09, Pie12b, Hen15, Kem18], the pickup coil and field
coil are one and the same. As the description of the persistent current injection in
this section made apparent, this injection requires a series connection of the coils












Figure 6.7: Schematic illustration of two dc-
SQUIDs with meander-shaped SQUID loop
that are electrically connected to each other
in a way that a persistent current could be si-
multaneously injected in both SQUID loops.
Due to this wiring, a part of the bias current
Ib of SQUID 1 can run through the loop of
SQUID 2 towards its ground conncetion, and
vice versa, making an optimum SQUID oper-
ation challenging.
that carry the persistent current I0. For an MMC with direct sensor readout, this
would obviously mean that the SQUID loops need to be connected in series. Such
an electrical wiring scheme is illustrated in figure 6.7. Shown are two dc-SQUIDs
with meander-shaped SQUID loop that are connected in series, as well as bias lines
IF and IH for persistent current injection. As the SQUID bias lines (Ib) can be
easily disconnected by removing the room temperature electronics, and the Josephson
junctions are normal conducting for currents larger than their critical current Ic, this
scheme presents no obstacle for the injection of the persistent current I0. However,
the SQUID operation itself becomes rather challenging. When SQUID SQ1 is biased
with a bias current Ib, a fraction Ix of this bias current Ib can go towards the ground
connection of SQUID SQ2. When starting to operate the SQUIDs, this means SQ1 is
usually biased at its optimum working point first. Afterwards, when SQ2 is biased at
its optimum working point, a part of its bias current can now go towards the ground
connection of SQ1, consequently changing the current running through its loop. As
a result, SQ2 is now optimally tuned, while SQ1 has lost its optimum working point.
Finding the optimum working point for both SQUIDs therefore requires an iterative
adjustment of the bias currents, which is challenging but possible for a small number
of SQUIDs, but hardly possible for a rather large number of SQUIDs, i.g. for 32
SQUIDs used in HDMSQ1 detector.
To circumvent this obstacle, an individual persistent current injection into every de-
tector channel could be done. As this significantly increases the amount of required
wires into the cryostat consequently increasing the heat load into the system, this
scheme limits the amount of channels, making the use of larger detector arrays im-
practical. In addition, this scheme would require additional wiring structures that
are part of the SQUID loop, marked by Lsw in figure 6.6, as the persistent current
switch needs to be placed at a certain distance to the SQUID loop, so that the latter
stays in its superconducting state during the heat pulse in the persistent current
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preparation procedure. As there would be no temperature sensor on top of these ad-
ditional structures, they would present a non-negligible, parasitic contribution to the
total usable SQUID inductance, which is undesirable for a detector that is geared to-
wards the best possible energy resolution. Therefore, an independent field generating
coil was used, giving rise to the development of the corresponding microfabrication
process that was discussed in section 5.4.1.
6.3 Calculations of the HDMSQ1 detector properties
It was discussed in section 2.5.1 and 2.6, that the signal height δΦ/δE of a metallic
magnetic calorimeter that makes use of a meander-shaped detector geometry can be
predicted when the magnetic field distribution within the sensor is known. In order to
simulate the magnetic field distribution, the paramagnetic temperature sensor is di-
vided into small elements and the probability distribution of the magnetic field P (B),
which is created by the persistent current I0 running through the meander-shaped
coil, as well as a geometry factor G(r/p), are extracted using FEMM simulations.
With these, the signal height δΦ/δE can be calculated.
This approach for the prediction of the signal height δΦ/δE can’t be used for the
HDMSQ1 detector, as the magnetic field distribution that determines the sensor heat
capacity csens(B(r)), as well as the temperature dependence of the sensor magneti-
zation ∂M(B(r))/∂T , is created by the current I0 running in the field coil, whereas
the geometry factor G(r/p), that describes the pickup of a magnetic flux change, has
to be determined with respect to the pickup coil, i.e. the meander-shaped SQUID

















where csens(Bfc(r)) is the heat capacity of the volume element that sees the magnetic
field (Bfc(r)) at location r that is created by the current I0 running in the field coil.
G(Bpc(r/p)) is the geometry factor of the volume element that sees the magnetic field
(Bpc(r)) at location r that is created by the current I that runs through the pickup
coil in the FEMM simulations, and ∂M(Bfc(r))/∂T is the temperature dependence
of the sensor magnetization of this same volume element that sees the magnetic field
(Bfc(r)) at location r that is created by the current I0 running in the field coil. The
sum over all elements within the sensor volume V yields the corresponding sensor
properties that are required to calculate the signal height δΦ/δE. Therefore, two
simulations of the magnetic field distribution within the sensor have to be done. For
the first one, a current I0 is send through the field coil to extract the magnetic field
distribution in order to calculate csens(Bfc(r)) and ∂M(Bfc(r))/∂T . The result of
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this FEMM simulation is shown for two meander stripes of the HDMSQ1 detector
as a pseudocolor plot in figure 6.8 with a current I0 = 1 mA running through the
field coil. For the second simulation, this current is send through the pickup coil,
whereas the corresponding geometry factor G(Bpc(r/p)) for each element can be cal-
culated with equation 2.9. In order to have an exact representation of the rounded
sensor geometry between the meander stripes, the surface of this shape from a test
sample was measured with an atomic force microscope. From this measurement, cor-
responding x- and y- coordinates were extracted, where the x-coordinates represent
the horizontal direction in figure 6.8, and the y-coordinates represent the vertical
direction. These coordinates were used to reconstruct the rounded sensor shape in



















Figure 6.8: Pseudocolor plot of the calculated magnetic field distribution of the HDMSQ1
detector geometry for a cross section of two meander stripes simulated using FEMM. The
depicted magnetic field is created by a persistent current I0 = 1 mA running through the
field coil. The semi-transparent grey area marks the sensor location, whereas the sensor
area that is delimited by the lines S1 and S2 is used for the numerical simulation of the
detector performance.
magnetic field distributions and calculate equation 6.1 accordingly, as well as the
expected energy resolution, a corresponding program was written in Python dur-
ing this thesis. This program allows for the numerical simulation of the HDMSQ1
detector, as well as of other metallic magnetic calorimeters that employ different, ar-
bitrary geometries that can be simulated using FEMM. For the HDMSQ1 detector,
the sensor within the semi-transparent grey area in figure 6.8 between S1 and S2 was
segmented into 200 elements of length p/200 = 50 nm in the horizontal x-direction.
The sensor height hsens = 1.2µm was divided into elements of 100 nm height in y-
direction. Calculating the properties of the entire sensor volume can be done with
periodic boundary conditions when edge effects are neglected. Therefore, creating
magnetic field simulations of just two meander stripes is sufficient. As the meander
pitch is p = 10µm and the sensor edge length is 50µm, the simulation results repeat
themselves five times in x-direction for a total of 1000 volume elements, and also
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1000 volume elements in the in-plane direction. With these considerations, the total
sensor volume of 50 × 50 × 1.2µm3 was essentially divided into 12 million volume
elements. The edge effect that was not considered in the simulation stems from
the assumption, that the edge of the sensor is a steep wall, whereas in reality it is
slanted, or rounded, due to the use of a Lift-off process for sensor fabrication, as it
is discussed in the appendix A.1.6. Such an edge effect becomes more prominent the
smaller the sensor becomes and might be considered in future design simulations,
where for instance the SQUID loop inductance LS stays fixed, but meander pitch p
and stripe width w are greatly reduced in order to increase the signal coupling. Re-
ducing p and w for a fixed LS consequently means a reduction of the available sensor
area. In order to account for the slanted sensor edge in this case, one would have to
surrender the periodic boundary conditions and create a magnetic field simulation
for the entire detector geometry, not just for a small segment of two meander stripes.
Figure 6.9 a) shows the calculated energy resolution ∆EFWHM of the HDMSQ1 de-
tector as a function of temperature T for a selection of injected persistent currents
I0. Figure 6.9 b) shows the same calculation for the predicted signal height δΦ/δE
per energy input. All the factors that were used for the numerical simulations are
summarized in the appendix table A.1.
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Figure 6.9: Calculated properties of the HDSMQ1 detector as a function of temperature
T for a selection of injected persistent currents I0 running in the field generating coil. a)
Expected energy resolution ∆EFWHM, and b) expected signal height δΦ/δE per energy
input.
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6.4 Experimental setup
The experimental setup designed and employed in this thesis to operate the devel-
oped detectors was mounted directly to the mixing chamber platform of the dilution
refrigerator. A schematic side view and top view of the entire setup is illustrated
in figure 6.10 a). Here, also a cover made of Al is shown, which becomes supercon-
ducting at the operation temperature of MMCs and should screen the setup against
environmental background magnetic field fluctuations. Figure 6.10 b) shows the top
view without Al cover. The main constituent of this setup is a sample holder that
has the shape of a ”T” with a tiny bar. It has a length of 105 mm and is made of
annealed copper to provide an excellent thermal conductivity between detector and
mixing chamber platform. The detector chip is glued with GE 7031 Varnish on a
small designated platform situated close to the tip of the sample holder. A custom
made circuit board3 is mounted directly on top of the sample holder in order to
connect the detector to the wiring of the cryostat via electrical connectors4. For the
SQUID bias and feedback lines of 16 SQUIDs, four 16-pin connectors are hosted on
the circuit board. A 30-pin connector is used to connect the field coils and persistent
current switches on the chip to the croystat wiring. The Al casing has a small notch
located directly above the detector chip, allowing X-rays from a nearby calibration
source to reach the detector.
Figure 6.10 c) shows a magnified, more detailed schematic cross section of the part
of the detector setup where the chip is placed. The chip’s wiring is connected to the
circuit board via Al wire bonds. A collimator is positioned ∼ 500µm above the chip,
preventing X-rays from hitting areas other than the absorbers of the detector array.
This collimator is a microstructured foil made of electroplated gold with a thickness
of 15µm, in which square openings of 130×130µm2 were structured for each particle
absorber on the chip. However, this collimator did not exist during the operation
of the HDMSQ1 detector, but was fabricated and used for the HDMSQ2A detector,
which will be discussed in the next chapter. The collimator is shown for completeness
here, as the overall experimental setup did not change for all detectors that were
developed within this thesis. Therefore, X-rays were hitting the substrate of the
HDMSQ1 detector during operation, which led to potential temperature fluctuations
of the chip. A soft cushion is placed between the tip of the sample holder and
the Al casing, that is tightly squeezed once sample holder and casing are mounted
together. This fixation prevents mechanical vibrations of the sample holder within
the casing, that originate from the pulse tube cooler of the cryostat, as it occurred
during testing of the setup. Since the notch in the Al casing potentially reduces the
magnetic shielding of the detector, an additional aluminium collimator is mounted on
3www.multi-circuit-boards.eu
4Samtec Tiger Eye Socket SFM-115 series: https://www.samtec.com
















































































































Figure 6.10: a) Schematic side view and top view of the experimental setup designed
and used in this thesis with a superconducting shield made of Al, and b) top view without
Al cover. The detector chip is glued to the tip of a sample holder. The chip is connected
to the wiring of the 3He/4He dilution refrigerator via a custom circuit board and electrical
connectors. c) Detailed side view of the detector region. Located above the detector chip
are a collimator made of Au, one made of Al, as well as an 55Fe X-ray calibration source.
top of the casing. This collimator functions as a 5 cm long tube with a high aspect
ratio in order to improve the superconducting shielding of the detector. Directly
above this tube, the 55Fe X-ray calibration source that was discussed in section 4.4
is positioned, emitting photons of well known energy to characterize the detector.
The setup provides wiring for the readout of 16 detector SQUIDs and can support
chip sizes of up to 10× 15 mm2.
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6.5 Experimental results
This section presents aspects of the characterization of the HDMSQ1 detector, the
very first detector iteration with direct sensor readout that was fully developed in-
house. It will be made apparent, that the HDSMQ1 detector suffered significantly
from design issues, which prevents the detector to achieve its full potential. These
design issues are discussed in this section and were addressed in the design of its suc-
cessor, the HDMSQ2A detector. The presented detector characterization includes
an investigation of the signal height, the detector noise and energy resolution de-
pending on the on-chip energy dissipation of the detector SQUID in the two-stage
setup. Furthermore, the signal rise will be examined. If not denoted otherwise, all
characterizations were performed at the base temperature of the utilized 3He/4He
dilution refrigerator (see section 4.1), i.e. T ≈ 7 mK. Of the 16 operated detector
channels, 15 were working, indicating a rather high yield of the Josephson tunnel
junctions. Furthermore, the critical current of these 15 SQUIDs at a magnetic flux
of ΦS = (n + 1/2)Φ0 threading their meander-shaped loop was determined to be
Ib = 6.5± 0.3µA, indicating a good homogeneity.
6.5.1 Optimum persistent current
Figure 6.11 a) shows a schematic of the pixels on the HDMSQ1 detector, as well
as their channel labels. As the experimental setup presently only supports the op-
eration of 16 SQUID channels, the channels 1 to 16 were operated. Most of the
characterization measurements that are discussed in this section were done on Ch3
in quadrant 1, which is marked in red in figure 6.11 a).
Already during the commissioning of the HDMSQ1 detector, it turned out that the
chip temperature is significantly influenced by SQUID Joule heating. As the chip’s
actual temperature T , which is an important parameter for determining the optimum
bias conditions of the detector, was unknown, the optimum persistent current I0,
for which the detector response after photon absorption is maximized, had to be
experimentally determined. For this determination, the detector SQUID of Ch3
was biased with a current Ib = 35µA. This bias current was chosen because the
measured white noise level of the detector was minimized for this Ib, indicating its
optimum working point, as will be discussed in detail in section 6.5.5. After applying
this optimum bias current, the detector response of Ch3 that follows the absorption
of 55Mn Kα X-rays from the calibration source was measured for various injected
persistent currents. Figure 6.11 b) shows the measured signal height ΦS in the
SQUID as a function of the persistent current I0 running in its field coil. Additionally,
the signal height that is expected from numerical simulations for various operation
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Figure 6.11: a) Schematic of the pixels of the HDMSQ1 detector with their channel
labeling. b) Signal height ΦS in the SQUID of Ch3 that resulted from the absorption
of 5.9 keV 55Mn Kα photons, measured as a function of the injected persistent current
I0 running through the field coils of all detectors in quadrant 1. Furthermore, numerical
simulations of the expected signal height for various operation temperatures of the detector
are shown.
temperatures of the HDMSQ1 detector is shown. The plot nicely shows that the
chip, or at least the paramagnetic temperature sensor of Ch3, has an operation
temperature of T ≈ 65 mK for the chosen bias current Ib = 35µA. Furthermore, it
can be seen that the largest injected persistent current of I0 = 160 mA yielded the
largest measured detector response and that even larger signal heights could have
been potentially reached for a higher I0. However, as was already mentioned in
section 6.1.2, the superconducting ampacity of the field coil was about 160 mA, i.e.
the actual optimum signal height at this operation temperature was unaccessible for
the HDMSQ1 detector. Therefore, the persistent current was kept at I0 = 160 mA
during further detector characterization.
6.5.2 Signal shape
Figure 6.12 shows the measured detector response as the flux change δΦS in Ch3 after
the absorption of a 55Mn Kα photon. The measurement was performed at a rather low
bias current of Ib ≈ 9µA and a persistent current of I0 = 160 mA, while the cryostat
was at its base temperature of T ≈ 7 mK. The signal shape exhibits the expected fast
signal rise that is followed by a much slower signal decay. Furthermore, the signal
height ΦS is roughly a factor of 2 higher than the one that was shown in figure 6.11
for the same I0. The only difference between these two measurements is the chosen
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Figure 6.12: Measured magnetic flux
change δΦ in the SQUID of Ch3 after the
absorption of a 55Mn Kα photon. The
signal shape shows the expected fast sig-
nal rise, followed by a slower signal de-
cay. The latter is described by an expo-
nential function with a time constant of
τ1 = 0.23 ms.
bias current, indicating that the reduction of Ib from ≈ 35µA to ≈ 10µA reduced
the on-chip energy dissipation, such that the detector’s operation temperature also
reduced, consequently increasing the signal amplitude. Also depicted in figure 6.12
is an exponential fit with the form
δΦS(t) = A1(e−t/τ1) , (6.2)
in order to describe the signal decay, indicating a decay time of τ1 = 0.23 ms with an
amplitude of A1 = 0.54 Φ0. The predicted signal decay time is given by τ1 = Ctot/G,
which is the total detector heat capacity divided by the thermal conductivity of the
metallic link between temperature sensor and on-chip thermal bath. The latter can







Here, ρAu = 2.2 · 10−8 Ωm denotes the literature value for the electrical conductivity,
a RRR = 2 for sputtered Au, and the Lorenz number L = 2.44 · 10−8 WΩK−2. The
width of the thermal link is wtl = 4µm, its length is l = 15µm with a layer thickness
of tAu = 200 nm. As it will be shown in the subsequent discussion in this chapter,
the detector has an operation temperature of T ≈ 33 mK at this bias current, with
a total calculated heat capacity of Ctot = 0.43 pJ/K for I0 = 160 mA. The resulting
expected signal decay time is τ1 = 0.22 ms, which is 0.01 ms faster then the measured
value, showing a good agreement between the two. The remaining deviation of 4.3 %
can be attributed to accuracy limitations in the microfabrication, found for instance
in the width wtl of the sputtered thermal link between temperature sensor and the
thermal bath. An assumed reduction of wtl by only 150 nm would already match the
calculation to the measured value, a deviation that is well within the margin of error
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for structures that are microfabricated with a Lift-off process. Therefore, the signal
decay of the HDMSQ1 detector can be described by a single exponential function,
as it is predicted by theory.
6.5.3 Signal height
Figure 6.13 a) shows the measured signal height ΦS of Ch3 for a 5.9 keV energy
input as a function of the bias current Ib that was applied to the detector SQUID
with a persistent current I0 = 160 mA running in the field coil. It is apparent,
that increasing the bias current led to a significant reduction of the measured signal
height ΦS, which consequently means that the detector temperature increased with
increasing Ib. Also distinctively denoted in the plot are signal heights for the two
different bias currents that are relevant for the subsequent discussion, called ”high
bias” for Ib = 35µA, and ”low bias” for Ib = 7µA in the subsequent discussion. The
latter was basically the lowest possible bias current for which a flux-locked operation
could be achieved, which simultaneously is the bias current for which the maximum
possible signal height was achieved. The high bias at Ib = 35µA was the optimum
working point of the SQUID, as it was already mentioned in the previous section.
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Figure 6.13: a) Measured signal height ΦS in the SQUID of Ch3 that results from the
absorption of 5.9 keV 55Mn Kα photons, measured as a function of the applied bias current
Ib b) Measured IV -characteristic of a dc-SQUID of the HDMSQ1 design, as well as the
load lines and corresponding working points for this SQUID when operated in a two-stage
SQUID setup for a selection of bias currents.
Figure 6.13 b) shows the measured IV -characteristic of a dc-SQUID of the HDMSQ1
design, as well as the load lines and their corresponding working points in a two-stage
SQUID setup for a selection of bias currents. The amount of dissipated energy is
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indicated by the red shaded area for the high bias, and by the blue shaded area for
the low bias. The slope of the load lines is given by the gain resistance −Rg = 0.2 Ω
in the employed two-stage SQUID setup. For Ib = 7µA, the energy dissipation is
significantly reduced compared to Ib = 35µA, exhibiting an energy dissipation of
P7µA ≈ 4 pW and P35µA ≈ 40 pW, respectively. Furthermore, the full critical current
modulation ∆Imod ≈ 7.5µA is accessible for the high bias, but is reduced for the
low bias at ∆Imod ≈ 4µA. No stable flux-locked operation could be achieved for
Ib < 7µA. It is quite apparent that the on-chip energy dissipation of only a single
dc-SQUID already has a significant impact on the performance of the detector. Thus,
it is important to investigate whether or not a satisfying multi-channel operation of
this 64 pixel detector is possible.
For this, the signal height of Ch3 was measured at a SQUID bias current of Ib =
35µA, while this bias current was also sequentially applied to the remaining SQUIDs
on the detector chip that were turned off during the determination of the optimum
field generating persistent current. Figure 6.14 a) shows the measured signal height
ΦS of Ch3 as a function of the number of biased SQUIDs for two different bias
currents. For this measurement, the additionally biased SQUIDs were all chosen
from quadrant 1, in which Ch3 is also located. It can be seen, that for a presumedly
optimum bias current of Ib = 35µA used for all detector channels, the measured
signal height of Ch3 already reduces slightly when one additional SQUID on the
chip is biased, and reduces further the more channels are activated. Additionally,
SQUIDs from quadrant 2 instead of quadrant 1 were biased in order to investigate a
position dependence of the energy dissipation on the measured signal height of Ch3.
It was assumed that energy, which is dissipated for instance in a ”far” away Ch14,
has a lesser negative impact on the measured signal height of Ch3 than for instance
the energy dissipation of its direct neighbor Ch4. However, no position dependence
could be observed, indicating that each biased SQUID increases the temperature of
the entire detector chip in a similar way.
The measurement was repeated for the low bias of Ib = 7µA, which reduces the
SQUIDs energy dissipation. This measurement is also shown in figure 6.14 a). Re-
ducing the bias current of Ch3 from Ib = 35µA to Ib = 7µA increased the measured
signal height of Ch3 by more than a factor of two. Furthermore, the measured signal
height in Ch3 stayed constant when switching on up to four additional SQUIDs,
which were also biased at Ib = 7µA. Since the aim of the HDMSQ1 detector was
to achieve the best possible energy resolution and not the most amount of simul-
taneously operated detector channels, it was decided to conduct further detector
characterizations only on individually operated channels. In addition, the charac-
terization shows that for future designs, the on-chip energy dissipation has to be
reduced and the chip thermalization has to be improved in order to allow for a
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Figure 6.14: a) Signal height ΦS of Ch3 that resulted from the absorption of 5.9 keV
55Mn Kα photons, measured as a function of the number of biased SQUID channels from
quadrant 1 for two different bias currents of the SQUIDs. b) Measured signal height ΦS
that followed the absorption of an 55Mn Kα X-ray as a function of the mixing chamber
temperature T of the cryostat for the bias currents Ib = 7µA. Also shown is the signal
height that is expected from numerical simulations for a persistent current I0 = 160 mA
for different thicknesses hsens of the particle absorber.
satisfying multi-channel operation.
Next, the signal height ΦS of Ch3 for a 5.9 keV energy input was investigated as a
function of the mixing chamber temperature of the cryostat and compared to the
signal height that is expected from numerical simulations for the injected persistent
current of I0 = 160 mA. This is depicted in figure 6.14 b), as well as the calculated
signal height for three different absorber heights hAbs. The target absorber height
was hAbs = 3µm. However, the calculated signal height when assuming this absorber
height does not describe the measured data. Instead, the data is described for hAbs =
2.1µm. The actual absorber height can be deduced by comparing the measured line
intensity ratio for Kα and Kβ photons to the expected line intensity ratio of the two
spectral lines. This is plotted in figure 6.15 a function of the absorber height hAbs.
The blue dashed line denotes the expected line intensity ratio for the target absorber
height of hAbs = 3µm. The red shaded area denotes the determined line intensity
ratio that was measured on different pixels of the HDMSQ1 detector, giving rise to
small uncertainties. The plot indicates that the actual absorber height is hAbs ≈
2.1µm. That hAbs deviates from the target value can be attributed to an improper
determination of the total area that is electroplated during the absorber fabrication
process, i.e the area of the seedlayer that is not covered by photoresist. In the design,
the total absorber area on the entire 3 inch wafer is only ∼ 0.4 cm2. In addition to
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that, a parasitic area of also ∼ 0.4 cm2 is required in order to electrically connect the
electroplating setup to the seedlayer (cathode) on the wafer, whereas a part of the
parasitic area is then blocked by this electrical connection. How much of the parasitic
area is blocked was overestimated for the fabrication of the HDMSQ1 detector, i.e.
the actual area that had to be electroplated was larger than the assumed area.
Therefore, the target current density of 1 mA/cm2 of the electroplating procedure
was reduced to ≈ 0.7 mA/cm2, which consequently reduces the Au deposition rate
from 1.04 nm/s to 0.73 nm/s, resulting in an absorber height hAbs that is lower than
the target value for the same electroplating time of 48 minutes.
In order to deduce the actual operation temperature of the detector, figure 6.15 b)
shows again the measured signal ΦS of Ch3 for a 5.9 keV energy input as a function
of the mixing chamber temperature T for both bias currents of interest. A detector
temperature of T ≈ 3smK can be deduced for the low bias, and T ≈ 65 mK can be
deduced for the high bias, indicating that the detector chip thermally decoupled from
the experimental platform at these two temperatures for the respective bias current.
Furthermore, the expected erbium concentration of the sputter target cEr = 450 ppm
was used for the calculation, as well as an interaction parameter α = 12.5 (see section
2.3) as previously found in [Hen17, Sch19].
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cEr = 450 ppm, α = 12.5
Figure 6.15: a) Expected line intensity ratio of the 55Mn Kα and Kβ line as a function
of the Au absorber thickness hAbs. The blue dashed line denotes the expected value for
the target absorber thickness of hAbs = 3µm. The red shaded area denotes the measured
value of the line intensity ratio for several channels of the HDMSQ1 detector, indicating
that the actualy absorber thickness is only about 2.1µm. b) Measured signal height ΦS
that followed the absorption of an 55Mn Kα X-ray as a function of the mixing chamber
temperature T for the two discussed bias currents for a persistent current I0 = 160 mA.
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6.5.4 Signal rise
In order to investigate the signal rise of the HDMSQ1 detector, signals resulting from
the absorption of 55Mn Kα photons were acquired using a short time window with a
length of a few microseconds with a sampling rate of 500 MS/s (mega samples per
second). Ch3 was operated with low SQUID bias, i.e. Ib = 7µA, and at a persistent
current I0 = 160 mA. Figure 6.16 a) shows the acquired detector signal for various
mixing chamber temperatures. Similar to the benchmark measurement discussed in
section 2.8, an exponential signal rise time of τ0 ≈ 100 ns was expected. However,
the detector signal shows a linear signal rise and shifts of the time of maximum
amplitude. This indicates that the detector has surpassed the maximum slew rate
of the readout chain and the fast signal rise could not be resolved.
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Figure 6.16: Measured flux change δΦS in the SQUID of Ch3 of the HDMSQ1 detector
that follows the absorption of an 55Mn Kα X-ray for various mixing chamber temperatures
T . Instead of the expected exponential signal rise where each pulse has an identical time
constant, a linear signal rise was observed with corresponding temporal shifts of the time
of maximum amplitude. b) Magnified plot of the two smallest depicted pulses. Even the
signal rise with an amplitude of only 0.07 Φ0 did not follow an exponential rise. The blue
dashed curve illustrates an exponential signal rise with a time constant of τ0 = 500 ns.
In order to estimate the maximum slew rate of the experimental setup, the smallest
recorded pulses were further investigated. Figure 6.16 b) shows a magnified view of
the two smallest depicted pulses. As it can be seen, even the signal rise of the smallest
pulse measured at T = 120 mK with an amplitude of only 0.07 Φ0 does not follow
an exponential law. To illustrate this, a curve of the form given by equation 2.30
with a time constant of τ0 = 500 ns is also plotted in figure 6.16 b), clearly indicating
that the measured signal rise does not show an exponential behavior. Therefore, the
maximum slew rate of the readout chain can be approximated to be a very small
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Φ˙maxfb < 70 mΦ0/µs. As the SQUID is operated in the low bias regime far from its
optimum working point, its linear voltage response to external flux ∆Φlin is reduced
and its full critical current modulation ∆Imod is not accessible, which results in a
degraded maximum slew rate of the signal readout (see section 3.3.3). However,
when operating the SQUID in the high bias at its optimum working point, where the
SQUID gain is increased and the signal amplitude is reduced, the signal rise could
also not be resolved.
A similar result, but on a smaller magnitude, was also observed in [Sch12] for the
maXs-20 detector when it was operated in a different cryostat compared to the cryo-
stat in which its benchmark signal rise was measured. There, the signal rise with
an experimentally verified intrinsic time constant of τ0 = 80 ns and an amplitude of
ΦS ≈ 0.3 Φ0 could not be resolved, even with an optimally tuned front end SQUID,
albeit the latter being a different SQUID design compared to the one in this thesis.
The measured linear signal rise in [Sch12] required 1µs to reach its maximum ampli-
tude. When compared to the orange signal at T = 60 mK in figure 6.16 a) that also
has an amplitude of ≈ 0.3 Φ0, then the measured rise time that is required to reach
its maximum amplitude is a factor of ∼ 3.5 higher for the employed experimental
setup in this thesis. As it was already mentioned in section 3.3.3, that a time delay
td occurs between the signal input in the SQUID and the corresponding feedback re-
sponse of the flux-locked circuit. When the transmission lines between the front end
SQUID and the N -SQUID series array amplifier, or the transmission lines between
N -SQUID series array amplifier and room temperature electronics are rather long,
then this time delay td becomes the limiting factor for the achievable maximum slew





It was argued in [Sch12] that the slew rate limit was reached due to the large wiring
length of 30 cm between the employed front end SQUID and N -SQUID series array
amplifier. As it was illustrated in section 4.1.2, the employed wiring in this thesis
has a length of 40 cm between the developed front end SQUID and the corresponding
N -SQUID series array amplifier modules, whereas an additional 15 cm can be added
to that due to the wiring on the corresponding circuit boards. Since the wiring at
millikelvin temperatures is nearly a factor of two longer than in [Sch12], it is apparent
why the maximum slew rate in the here presented results is even lower.
Enhancing the maximum slew rate of the system would require a reduction of the
wire length, which can only be done in a different, smaller cryostat, as the currently
installed wiring length is determined by the size of the cryogenic system. Thus, in
order to make the signal rise fully resolvable with the employed readout chain, the
signal rise has to be slowed down to several microseconds, as will be further discussed
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for the HDMSQ2A detector in the next chapter.
6.5.5 Detector noise
Figure 6.17 a) shows the white noise level
√
SΦ,w determined at a frequency f =
100 kHz of the apparent flux noise
√
SΦ in the dc-SQUID as a function of the SQUID
bias current Ib. It is obvious that the white noise level significantly depends on the
SQUID bias current and that the minimum noise is achieved for Ib = 35µA, making
clear why this value was initially used for the characterization measurements that
were discussed in the previous sections. Figure 6.17 a) also shows, that the white
noise level for the low bias at Ib = 7µA is a factor of 2.3 higher than
√
SΦ,w for the
high bias. However, the signal height ΦS is a factor of ∼ 2.4 larger in the low bias
(see section 6.5.3), giving rise to the expectation that the optimal working point of
the detector is given by Ib = 7µA, since the noise penalty is overcompensated by
the gain in signal height. For this reason, it is expected that HDMSQ1 will perform
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Figure 6.17: a) Measured white noise level
√
SΦ,w at f = 100 kHz of the detector SQUID
in the two-stage SQUID setup as a function of the applied bias current Ib at a mixing
chamber temperature of T ≈ 7 mK. It becomes apparent, that √SΦ,w significantly depends
on the chosen Ib. b) Measured flux noise
√
SΦ for the low bias operation. Also shown are
the corresponding calculated noise contributions. The curve denoted as ”XXF-1” denotes
the noise contribution of the room temperature electronics, which is negligible for the
operation of the HDMSQ1 detector when operated at a low bias current.
Figure 6.17 b) shows the measured spectral density of the apparent flux noise
√
SΦ
of Ch3 for the low SQUID bias of Ib = 7µA. Furthermore, the respective calculated
noise contributions that were discussed in section 2.6.3 are shown, for which the
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determined absorber height of hAbs = 2.1µm was used. In order to account for the
degraded noise performance due to the non-optimal working point of the SQUID




Hz was added in the
calculation compared to the simulation parameters of the detector that are summa-
rized in appendix table A.1. The calculated spectral density of the apparent flux
noise is in excellent agreement with the measured data, verifying the predictability
of the thermodynamic properties of the MMC, as well as the SQUID based detector
readout. In addition, a curve denoted as ”intrinsic” is shown, which is coincident
with the measured apparent flux noise, hence the same color identification was used.
For this curve, the noise contribution of the room temperature electronics was sub-
tracted. The latter is denoted as ”XXF-1” in figure 6.17 b). For this calculation,
the flux-to-voltage transfer coefficient VΦ,N ≈ 1400µV/Φ0 of the 16-SQUID series
array was used (see section 3.3.4). This shows, that the noise contribution of the
room temperature electronics is negligible for the low bias operation of the HDMSQ1
detector in the employed two-stage SQUID setup.
6.5.6 Energy resolution
The discussion of the signal height ΦS and of the apparent flux noise
√
SΦ indicated,
that the best energy resolution of the detector is achieved with low SQUID bias at
Ib = 7µA, where the detector reaches its maximum signal amplitude for absorbed
photons with given energy E. Furthermore, a persistent current of I0 = 160 mA was
injected and the temperature of the mixing chamber platform was actively stabilized
at T = 10 mK (see section 4.1.3). But before the achieved energy resolution can
be discussed, it is important to understand how the acquired data of the measured
spectrum was corrected for temperature drifts of the cryogenic setup. In section
6.1.2 it was discussed, that when one of the two temperature sensors is omitted
by design, or when the two temperature sensors are of different size, this detector
becomes sensitive to temperature fluctuations of the cryogenic setup. As a result,
its baseline voltage output changes with the operation temperature. Every time a
photon was detected in Ch3, a baseline noise trace of the non-gradiometric Ch5 was
automatically acquired and averaged. When the detector response of Ch3 is saved,
the average value of the corresponding baseline of Ch5 is assigned to the data of Ch3
and also saved accordingly, providing a relative temperature information. Figure
6.18 a) shows the measured relative signal amplitude of the Kα-line of the 55Fe X-
ray calibration source of Ch3 as a function of the temperature information that was
acquired with the non-gradiometric Ch5, given in arbitrary units. The amplitudes
were determined from the acquired detector responses with the χ2-fit signal analysis
method (see section 4.3). The determined signal amplitude reduces for an increased
temperature, as one would expect. The relative signal amplitude can be corrected
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Figure 6.18: a) Measured relative signal amplitude of Ch3 of the Kα-line of the 55Fe X-ray
calibration source as a function of the corresponding temperature information that were
acquired with the non-gradiometric Ch5, given in arbitraty units. b) Measured energy spec-
trum of the Kα-line of a 55Mn X-ray source without any corrections for temperature fluc-
tuations. Superimposed to the data is a convolution of the natural linewidth of the Kα-line
and a Gaussian distribution with an instrumental energy resolution of ∆EFWHM = 16.3 eV.
The measurement was performed at a SQUID bias current of Ib = 7µA, a persistent current
of I0 = 160 mA, and a mixing chamber temperature of T = 10 mK.
for temperature fluctuations simply by dividing the data by a linear fit. This is
only possible for small temperature fluctuations where the detector exhibits a linear
behavior.
In order to illustrate how important the acquisition of the temperature information
is, figure 6.18 b) shows the measured energy spectrum of the Kα-line of the 55Fe X-ray
calibration source without any correction for temperature drifts. Fitted to the data
is a convolution of the natural linewidth of the Kα-line and a Gaussian distribution
with an instrumental energy resolution of ∆EFWHM = 16.3 eV. Figure 6.19 a) shows
the same energy spectrum, but corrected for temperature fluctuations as it was
shown in figure 6.18 a). Fitted to the data is a convolution of the natural linewidth
of the Kα-line and a Gaussian distribution with an instrumental energy resolution
of ∆EFWHM = 8.9 eV. Therefore, correcting the determined signal amplitudes for
temperature drifts improved the energy resolution of the HDMSQ1 detector by a
factor of 1.8 for the chosen operation regime.
In order to determine the baseline energy resolution of the detector, the χ2-fit signal
analysis method was applied to untriggered noise traces (baselines) of Ch3 that were
acquired during the measurement. The histogram resulting from this calculation is
plotted in figure 6.19 a). A Gaussian distribution with an instrumental linewidth of
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∆EFWHM = 4.2 eV is fitted to the data, indicating the intrinsic energy resolution of
the detector in this operation regime.
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Figure 6.19: a) Measured energy spectrum of the Kα-line of a 55Mn X-ray source. Super-
imposed to the data is a convolution of the natural linewidth of the Kα-line and a Gaussian
distribution with an instrumental energy resolution of ∆EFWHM = 8.9 eV. b) Histogram
of the measured amplitudes of untriggered noise traces to which the χ2-fit signal analysis
method was applied. Superimposed is a Gaussian distribution with a full width at half
maximum value of ∆EFWHM = 4.2 eV, indicating the intrinsic resolution of the HDMSQ1
detector. The measurement was performed at a SQUID bias current of Ib = 7µA, a
persistent current of I0 = 160 mA, and a mixing chamber temperature of T = 10 mK.
The calculated energy resolution of the HDMSQ1 detector in the chosen operation
regime is ∆EFWHM ≈ 3.2 eV. This calculation factored in the higher than expected
operation temperature of T ≈ 32 mK, the reduced absorber height of hAbs = 2.1µm,
the non-optimum persistent current of I0 = 160 mA, and the degraded noise perfor-
mance due to the SQUID being operated at a non-optimal working point. Therefore,
the experimentally determined baseline resolution of the detector is degraded by a
factor of 1.3 compared to its expected energy resolution. This can be attributed
to the used χ2-fit signal analysis method, as it was discussed in section 4.3, where
simulations performed in [Bug14] of a detector of comparable performance showed,
that a degradation of the determined energy resolution of up to a factor of 2 can
occur compared to a signal analysis method based on optimal filtering.
That the determined energy resolution at 5.9 keV is further degraded compared to
the baseline resolution can be attributed to three additional main factors, aside from
the algorithm used for signal analysis. One reason for a degraded energy resolution is
the loss of athermal phonons, indicated by the distinct low energy tail in figure 6.19
a). When an X-ray is absorbed at the location of the post that links the absorber
and sensor, thereby created athermal phonons can potentially traverse the sensor into
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the substrate without depositing their energy in the sensor, as it was discussed in
section 2.3.1, leading to the observed low energy tail. Another factor that degrades
the energy resolution is the surpassed slew rate limit of the readout chain, which
results in the measured maximum signal amplitude to not only vary in its amplitude
due to noise and temperature fluctuations, but also to vary in time. The used signal
analysis method assumes, that the point of maximum signal amplitude occurs at
the same time after photon absorption for every detector response, independent of
the energy input. This no longer holds when the slew rate limit is surpassed, as it
was illustrated in section 6.5.4. As a result, Kα signals that have a slightly smaller
amplitude than the reference signal of the χ2-fit signal analysis method reach their
maximum amplitude earlier than Kα signals that have a slightly larger amplitude.
Thus, additional uncertainties are introduced when the algorithm tries to determine
the signal amplitude via least squares fitting.
A third, and maybe the most important factor that degrades the energy resolution
of the detector at 5.9 keV, are temperature fluctuations of the cryogenic setup, as
well as temperature fluctuation due to photons hitting the detector substrate, as no
collimator was used during the measurement. While the determined signal ampli-
tudes were corrected for temperature fluctuations, this correction can not account
for all occurring thermal effects. Acquiring temperature information with the non-
gradiometric Ch5 can not account for instance for localized thermal effects of the
Ch3, i.e. a potential temperature gradient on the detector chip, or photons hitting
the substrate. To reduce these uncertainties, a microfabricated collimator is intro-
duced to the experimental setup for the next detector, so that incident X-rays can
only hit the particle absorbers.
6.5.7 Summary
This chapter showed, that a fully operational dc-SQUID for a direct sensor readout
of a metallic magnetic calorimeter was successfully developed, fabricated and opti-
mized. With this SQUID design, a 64 pixel two dimensional detector array for soft
X-ray spectroscopy consisting of 32 metallic magnetic calorimeters was fabricated.
Its characterization at millikelvin temperatures in a 3He/4He dilution refrigerator
made several design issues apparent. Observed was a significantly increased detector
temperature compared to the cryostats temperature in the lower millikelvin regime
as a result of on-chip energy dissipation of the dc-SQUIDs. The detector could only
reach temperatures down to T ∼ 32 mK for the lowest possible SQUID bias cur-
rent that still allowed for a stable flux-locked loop operation. Furthermore, it could
be shown that the simultaneous operation of multiple channels led to an additional
increase in chip temperature, making an operation of a many-pixel array for the
high resolution X-ray spectroscopy unlikely with the developed design, as there are
126 6. The HDMSQ1 detector
already MMCs with an enhanced performance readily available. In addition, an ex-
pectation that was met were very large signals with a fast intrinsic rise time. As
a result, the slew rate limit of the readout chain was reached. While this led to a
further degradation of the detector energy resolution, it also demonstrated the sig-
nificantly enhanced signal coupling between temperature sensor and SQUID of the
direct sensor readout compared to the transformer coupled readout. The HDMSQ1
detector, which was not fully optimized according to numerical simulations due to
its initially unknown operation temperature, reached a signal height of ∼ 0.6 Φ0 for
5.9 keV photons at an operation temperature of T ∼ 32 mK. In comparison, the re-
vised version of the maXs-20 detector that was briefly discussed in section 2.8, and
which holds the demonstrated MMC benchmark in terms of energy resolution for
5.9 keV photons, achieved a signal height of ∼ 0.55 Φ0 for 5.9 keV photons during its
benchmark measurement, but at a much lower operation temperature of T ∼ 12 mK.
Other design issues that will be addressed are a significant loss of athermal phonons
that was observed in the measured energy spectrum of the 55Mn Kα-line due to the
comparably large contact area between absorber and temperature sensor. The de-
tectors appointed aim of achieving a new benchmark energy resolution could not be
achieved, while the main obstacles as to why it could not were successfully identified.
In conclusion, the HDMSQ1 detector is a rather successful proof of principle for the
direct sensor readout of a metallic magnetic calorimeter, whose performance was
in excellent agreement with the theoretical model, but its performance in terms of
energy resolution remains well below its designated aims. The challenges for a high
performance operation that were identified in this chapter will be addressed by the
HDMSQ2A detector, which is the topic of discussion in the next chapter.
7. The HDMSQ2A detector
The HDMSQ2A detector is the successor of the HDMSQ1 detector and addresses
the main factors limiting its achievable energy resolution. In particular, the on-chip
energy dissipation had to be reduced, the signal rise time constant τ0 needed to
be increased, the loss of athermal phonons should be minimized, and a potential
thermal cross talk between neighboring detectors due to a shared on-chip heat bath
should be prevented. This chapter first discusses how these limiting factors were
addressed. Afterwards, the detector and chip design of the HDMSQ2A detector will
be illustrated, followed by a presentation of its characterization results. The chapter
concludes with a summary and outlook towards the HDMSQ2B detector, which is
mostly identical to the HDSMQ2A detector, but explores a different customized
thermalization scheme for the shunt resistors of the dc-SQUID.
7.1 From HDMSQ1 to HDMSQ2A: Design enhancements
7.1.1 Reduction of the on-chip energy dissipation
The energy dissipation of a dc-SQUID when operated in a two-stage setup was
discussed in section 3.3.5. In this configuration, a reduction of the energy dissipation
can be achieved in two ways. The first is a reduction of its critical current, and the
second is a reduction of its shunt resistance RS. A reduction of the critical current
Ic of the Josephson tunnel junctions also reduces the critical current modulation
∆Imod for a fixed SQUID inductance LS, and potentially also has an impact on the
occurrence of internal resonances, as was discussed in section 3.3.1. Therefore, this
option might require additional optimization steps for the design. Hence, it was
decided to only reduce the shunt resistance RS of the SQUID in the HDMSQ2A
detector. Just like for the gain resistor Rg, the shunt resistors can not be made
arbitrarily small, as their current noise otherwise becomes a dominating noise source
even at millikelvin temperatures. Furthermore, reducing RS should only be done
when the SQUID is operated as a first-stage SQUID in a two-stage setup when it
is operated in the voltage bias. Reducing RS has no impact on the critical current
modulation ∆Imod, hence the operation in the voltage bias is not impacted. For
the single stage readout in the current bias, reducing RS consequently reduces the
flux-to-voltage transfer coefficient VΦ, degrading its performance.
In order to investigate the feasibility of the operation of a SQUID with a reduced
shunt resistance RS, prototypes without temperature sensors and particle absorbers
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Figure 7.1: a) Measured IV -characteristics and b) V Φ-characteristics of the developed
dc-SQUID for various values of the shunt resistance RS. As expected, the voltage response
of the SQUID reduces with decreasing RS without changing its critical current modulation
∆Imod.
were fabricated. A shunt resistance of RS = 5 Ω was used for HDMSQ1, whereas the
prototypes were equipped with shunt resistances RS of ∼ 2 Ω, ∼ 1.25 Ω, ∼ 0.6 Ω and
∼ 0.3 Ω. After fabrication, the SQUIDs were characterized at T = 4.2 K in a single-
stage setup. The corresponding IV -characteristics are shown in figure 7.1 a), whereas
the corresponding V Φ-characteristics are show figure 7.1 b). As expected, the voltage
response of the SQUIDs got reduced with decreasing RS, whereas the critical current
modulation ∆Imod was not effected. The depicted values of the respective shunt
resistances were derived from the ohmic regime of the IV -characteristic at higher
bias currents. After the additional verification of the proper SQUID operation in a
two-stage setup at T = 4.2 K, the smallest shunt resistance RS = 0.27 Ω was chosen
for the final design of the HDMSQ2A detector.
7.1.2 Minimizing loss of athermal phonons
A reduction of athermal phonon loss can be achieved in two ways. One option
would be a reduction of the contact area between the particle absorber and sen-
sor, which requires a reduction of the diameter of the post. However, this option
was already excluded during the development of the HDMSQ1 detector (see section
6.1.2). The second option would be a prevention of a direct line of sight traversal
for athermal phonons from the absorber into the substrate. This option was chosen
for the HDMSQ2A detector and the actual implementation of this option is illus-
trated in figure 7.2, depicting schematics of the absorber geometries of HDMSQ1
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and HDMSQ2A. The latter is an enhanced geometry consisting of the already de-
veloped HDMSQ1 absorber with a single post, now situated on top of an additional
four-legged bridge, a so called tetrapod. Depicted as red lines are exemplary ather-
mal phonon pathways following after photon absorption. For a traversal of athermal
phonons through the absorber, their direct line of sight to the temperature sensor is
significantly reduced in the geometry of HDMSQ2A absorber, consequently reducing
the possibility of a phonon transitioning out of the gold structure before thermalizing
with its conduction electrons. Furthermore, the direct line of sight travel distance
for athermal phonons into the substrate was increased by nearly a factor of 10, from
∼ 3µm to ∼ 27µm, which consequently provides a larger interaction length for
phonons to thermalize with the conduction electrons in the absorber.
top view of tetrapod
3 µm thick absorber
5 µm thick tetrapod~ 11 µm
location of post
 50 µm








Figure 7.2: Schematic of the absorber geometry of a) the HDMSQ1 detector and b)
the HDMSQ2A detector. In the latter, the absorber with a single post is positioned on
top of an additional four-legged bridge, a so called tetrapod. Also shown is a microscope
photograph of a tetrapod after fabrication.
The fabrication of this enhanced absorber geometry was done by applying the two-
layer photoresist process that was described in section 5.4.2 for two consecutive
times. First, the tetrapod was electroplated with an Au thickness of 5µm, followed
by a removal of the photoresist and seedlayer in an appropriate solvent and a weak
ultrasonic cleaning. In the second application of this process, the absorbers were
fabricated. For this, the first photoresist layer that is used to structure the single
post has to be thick enough in order to completely cover the tetrapod, which has
a total height of ∼ 8µm, as well as provide a sufficient layer thickness so that the
rounded post on top of the tetrapod has a height of 2 - 3µm. Therefore, instead of
the AZ 4533 photoresist, the AZ 4562 photoresist was used for structuring the posts,
which is chemically identical, but allows for higher resist thickness due to a reduced
solvent content. The AZ 4562 was spin coated at 1000 rpm for 30 s, followed by a
softbake at T = 100◦C for 5 minutes on a hotplate, yielding a resist thickness between
∼ 10µm and ∼ 11µm. The subsequent absorber fabrication was identical to what
was already discussed in section 5.4.2. The addition of the tetrapod increases the
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absorber heat capacity by ∼ 5 %, which has therefore only a small negative impact
on the intrinsic energy resolution of the detector according to equation 2.26.
7.1.3 Slow down of signal rise
The signal rise time of a metallic magnetic calorimeter can be increased by introduc-
ing a thermal bottleneck between absorber and sensor, which slows down the heat
flow between the two constituents. Figure 7.3 shows a schematic of how such a ther-
mal bottleneck was introduced into the design of the HDMSQ2A detector. Depicted
is a temperature sensor with its corresponding particle absorber placed next to it
onto the substrate, instead of on top of the sensor. They are connected to each other
by a thermal link made of sputtered Au. The thermal conductance is dominated by
the system of the conduction electrons, as the electron-phonon coupling is very weak
at such low operation temperatures, and the Kapitza resistance prevents a traversal
of phonons into the substrate in the time frame of relevance, i.e. a few microseconds.
Thus, the absorbed energy is transmitted to the temperature sensor without any
energy being lost to the substrate. The thermal conductivity G between the two






where L = 2.44 · 10−8 WΩK−2 is the Lorenz number, A is the cross section area of
the sputtered thermal link, and l is the length of this link. The electrical resistivity
of the thermal link is ρAu = ρ300 KAu /(RRR − 1) = 1.83 · 10−8 Ωm, with a RRR = 2.2





Using numerical simulations to calculate the sensor heat capacity Csens at an as-
sumed operation temperature of T = 20 mK, different thermal links were added to
individual detector channels in the HDMSQ2A design. Since the achievable opera-
tion temperature of the HDSMQ2 detector, and corresponding to that its achievable
signal height, as well as the maximum slew rate of the readout chain, could only
be estimated based on the results of the HDMSQ1 detector, it was decided to cover
a wide range of possible signal rise times. The fastest detector channels on the
HDMSQ2A detector chip received a thermal link between absorber and sensor with
a target signal rise time of τ0 = 2µs. The remaining detector channels have a target
signal rise time between τ0 = 10µs and τ0 = 40µs, increasing in 5µs steps. The rise
times were adjusted accordingly by changing the length or width of the sputtered
thermal link.





(sputtered Au) absorber on tetrapod
Figure 7.3: Schematic of the
HDMSQ2A absorber and sensor ge-
ometry. Both constituents are connected
to each other via a thermal bottleneck
made of sputtered Au in order to slow
down the signal rise of the detector.
7.2 Detector design
7.2.1 Single detector of HDMSQ2A
Figure 7.4 shows a microscope photograph of an individual integrated detector on a
fabricated HDMSQ2A detector chip. The absorbers were deliberately removed for
visibility. Since the overall design is very similar to the HDMSQ1 detector, only the
design enhancements are discussed here.
The shunt resistors now have length of only 0.25, reducing their resistance from
RS = 5 Ω to RS ≈ 0.3 Ω. In addition, its distance to the temperature sensor was
doubled to ≈ 35µm, which allowed to connect a cooling fin to both sides of the
resistor. The total cooling fin area was increased by a factor of ∼ 10. At the
time of detector fabrication, the Ag:Er target in the UHV sputtering setup had a
concentration of cEr = 260 ppm. Assuming this Er concentration, new numerical
simulations for the optimum sensor sensor height at an operation temperature of
T = 20 mK were performed, as the available sensor area was kept the same. As
a result, hsens was reduced from 1.2µm to 0.8µm. It is worth mentioning, that
slight deviations from the parameters do not lead to a significant degradation of
the energy resolution, as the dependency of ∆EFWHM on cEr and hsens exhibits a
rather flat behavior for deviations of up to 20 %. Figure 7.4 also shows the sputtered
thermal link between sensor and absorber, which is structured in the same layer as
the thermal link between sensor and on-chip thermal bath. The thickness of this
Au layer was increased from 200 nm to 400 nm in order to guarantee a sufficient
edge coverage of the ≈ 300 nm high steps at the location where these thermal links
have to cross over the Nb1 layer in the design. Furthermore, the stripe width of the
meander-shaped SQUID loop was increased from w1 = 4µm to w1 = 5µm, which
provides a small increase in signal coupling between temperature sensor and SQUID
according to numerical simulations. That this stripe width was not initially chosen
for HDMSQ1 detector was to allow for a higher margin of error in the alignment
process of the employed UV-laser writer (see appendix A.1.2), as the pickup coil
must be placed directly on top of the field generating coil. Increasing the stripe
width from 4µm to 5µm reduces the allowed margin of error from 1µm to 0.5µm,
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the latter being the lower accuracy limit for mask alignment of the UV-laser writer,
since the field generating coil has a stripe width of 6µm. In order to yield of reliable
fabrication of HDMSQ1, which was the first prototype in this thesis, a stripe width
of 4µm was chosen. This small design enhancement did not lead to any changes
in the measured SQUID characteristics, so that no additional design optimizations
were required.
shunt resistor RS = 0.3 Ω
cooling fin
Josephson tunnel junction
sputtered thermal link between
absorber and sensor
sputtered thermal link between
sensor and on-chip thermal bath
50 µm
residual Au from one leg of the
removed tetrapod/absorber
Figure 7.4: Microscope photograph of a fabricated HDMSQ2A detector. The absorbers
were removed for visibility. The design changes compared to HDMSQ1 detector are ex-
plained in the text.
Lastly, the length of the weak thermal link between temperature sensor and on-chip
thermal bath was significantly increased, slowing down the signal decay to a target
τ1 = 5 ms at an assumed operation temperature of T = 20 mK, which improves the
intrinsic energy resolution of the detector according to equation 2.27. The signal
decay time can be calculated with equation 6.3. In order to calculate the required
length of the weak thermal link to achieve a signal decay time of τ1 = 5 ms, the
following parameters were assumed: An operation temperature of T = 20 mK, a
matching absorber and sensor heat capacity at this temperature so that Ctot =
0.2 pJ/K, a literature value for the electrical conductivity of ρAu = 2.2 · 10−8 Ωm, a
measured RRR = 2.2, a width of the weak thermal link of wtl = 3µm and a layer
thickness of tAu = 400 nm. The thereby calculated length of the weak thermal link
is 820µm, which is more than five times the edge length of one particle absorber. In
order to incorporate such a long thermal link into the design, the entire chip layout
was changed, as will be discussed in the next section. The individual lithographic
layers of the HDMSQ2A design are summarized in the appendix table A.4. The
expected energy resolution of the HDMSQ2A detector is ∆EFWHM = 0.53 eV at
T = 20 mK. The parameters that were used for this calculation are summarized in
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the appendix table A.3.
7.2.2 HDMSQ2A detector chip
Figure 7.5 shows the center part of the HDMSQ2A detector chip, where its left
half is depicted by a microscope photograph and its right half is depicted by its
design schematic. The detector is now a 32 pixel linear array, instead of a 64 pixel
two-dimensional array. The chip’s dimensions were reduced from 8 × 8 mm in the
HDMSQ1 design to 8 × 4 mm, so the total number of fabricated detectors on a
3 inch wafer was identical in both wafer designs. The linear layout allows for a
spatial separation of the on-chip thermal bath of each individual pixel, which should
minimize thermal crosstalk. Furthermore, each on-chip thermal bath now consists
of 8µm thick electroplated Au instead of just a thin sputtered Au foil. In order to
keep the layout as compact as possible, the 820µm long weak thermal link between










Figure 7.5: Illustration of the center of the HDMSQ2A detector chip. Its left half is
depicted by a microscope photo and its right half is depicted by its design schematic. Each
of the 32 pixels in the linear array has its own on-chip thermal bath. The 820µm long
thermalization link between temperature sensor and thermal bath has a meander-shaped
form in order to minimize the required space on the chip.
The black areas that can be observed on the absorbers in figure 7.5 are due to re-
fracted light that is not reflected back into the CCD sensor of the microscope camera,
as the rather thin absorbers with a thickness of 3µm start to bend during the ultra-
sonic cleaning that is required in their fabrication process. Two detector channels
on the chip have a smaller absorber area of only 100× 100µm2. These are the non-
gradiometric channels that can be used to acquire temperature information. The last
design change that was made compared to the HDMSQ1 chip is an increase in detec-
tor channels in which the persistent current I0 can be injected into simultaneously.
In the HDMSQ2A chip design, I0 is injected into all 16 channels simultaneously. It
is worth mentioning that it is also possible to provide an individual on-chip thermal
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bath for each pixel in a two dimensional pixel arrangement for future designs that
incorporate more than just 16 detector channels. This can be achieved by so called
through-wafer vias. For this thermalization scheme, small holes between 100µm and
200µm in diameter would be etched completely through the Si wafer. Afterwards,
these etched holes are partly filled with electroplated gold, creating through-wafer
vias in order to provide a metallic link between a thermal bath that is located on
the front side of the wafer and an Au thermalization layer that is deposited onto
the backside of the wafer. A microfabrication process for this thermalization scheme
is currently being developed in this research group. While already showing promis-
ing results [Gam19], the process did not yet have a satisfying reliability when the
HDMSQ2A detector was fabricated. Therefore, the chip layout was chosen to be a
linear array in order to provide an individual thermal bath for each pixel.
7.3 Experimental results
This section presents the characterization of the HDMSQ2A detector, i.e. the signal
height, the signal rise, the signal decay, the detector linearity, its noise, and the energy
resolution. The detector was operated in the same experimental setup and the same
dilution refrigerator as the HDMSQ1 detector. A suitable source collimator was
fabricated in parallel to the HDMSQ2A detector, which was already shown in figure
6.10, and added to the experimental setup in order to prevent X-rays from hitting
the substrate of the detector chip. This is the first microfabricated collimator that
was used in this group, thus the corresponding fabrication process also had to be
developed.
Figure 7.6 shows the IV -characteristics of a dc-SQUID from the HDMSQ1 and from
the HDMSQ2A detector for comparison, both measured at T = 4.2 K in a single
stage setup. The HDMSQ2A characteristics are scaled up according to the ratio of
the the shunt resistances of both detector designs, i.e. RS,HMDSQ1/RS,HMDSQ2 = 20.
The HDMSQ2A characteristics are impacted by the noise of the oscilloscope that
was used for data acquisition, as the tiny voltage response was close to its resolution
limit. The comparison shows that no additional distortions in the IV -characteristic
occurred when the dc-SQUID with reduced shunt resistance RS is equipped with
paramagnetic temperature sensors, and that the expected behavior when operated
in a two-stage setup should be similar to that of the HDMSQ1 detector, albeit
exhibiting a reduced energy dissipation.
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Figure 7.6: Measured IV -characteristics
of a dc-SQUID of the HDMSQ1 and
HDMSQ2A detector for a magnetic flux of
ΦS = (n+ 1/2)Φ0 and ΦS = nΦ0 threading
the SQUID loop. The HDMSQ2A charac-
teristics are scaled up by factor of 20, which
is the ratio of the shunt resistances of the
two SQUID designs.
7.3.1 Signal shape
Figure 7.7 shows the measured detector response of the HDMSQ2A detector that
follows the absorption of a 55Mn Kα photon. The measurement was performed at a
SQUID bias current of Ib ≈ 15µA and a persistent current of I0 = 140 mA, while
the cryostat was at its base temperature of T ≈ 7 mK. The signal shape exhibits the
expected fast signal rise that is followed by a much slower signal decay. In contrast
to the signal decay of the HDSMQ1 detector, the one of the HDMSQ2A detector can
not be described by a single exponential function. Instead, two exponential functions
are required, so that the signal decay is described by
δΦS(t) = A1(e−t/τ1) + A2(e−t/τ2) . (7.3)
The first exponential function, with an amplitude of A1 = 0.5 Φ0 and a decay time
of τ1 = 6.14 ms, describes the detector thermalization to the on-chip thermal bath
via the sputtered metallic link. The predicted value for τ1 can be calculated with
equation 6.3. The width of the thermal link is wtl = 3µm, its length is l = 820µm
with a layer thickness of tAu = 400 nm. As it will be shown in the subsequent dis-
cussion in this chapter, the detector has an operation temperature of T ≈ 26 mK at
the chosen SQUID bias current of Ib ≈ 15µA. The total calculated heat capacity
is Ctot = 278 fJ/K at an injected persistent current of I0 = 140 mA. The resulting
expected signal decay time is τ1 = 6.59 ms, which is 0.45 ms slower then the ex-
perimentally determined value. This deviation of ∼ 7 % can again be attributed
to accuracy limitations in the lithographic methods used for detector fabrication.
Assuming an increase in width wtl by only 220 nm of the sputtered thermal link
between temperature sensor and the thermal bath already matches prediction and
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measurement. Such a deviation is well within the margin of error for the Lift-off
process that was used to microfabricate the thermal link. This error contribution
can be reduced in future design iterations by increasing the width of the thermal
link while reducing the layer thickness of the deposited Au in order to keep the cross
section area of the thermal link constant. In this case, an additional Au deposition
might be required at the locations the thermal link has to reliably cover the edges
of Nb wiring it might has to cross over.
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Figure 7.7: Measured magnetic flux
change δΦ in a SQUID of the HDMSQ2A
detector after the absorption of a 55Mn Kα
photon. The signal shape shows the ex-
pected fast signal rise, followed by a much
slower signal decay. The latter is described
by two exponential functions with the pa-
rameters denoted in the plot.
The second exponential function in equation 7.3 describes a rather fast initial signal
decay with τ2 = 0.68 ms with small amplitude of only A2 = 0.04 Φ0, which is 7.4 % of
the total signal amplitude. Such a signal decay behavior was observed in the past for
metallic magnetic calorimeters that made use of Au:Er temperature sensors instead
of Ag:Er [Bur08, Sch12]. 197Au has a nuclear spin of 3/2, thus it exhibits a nuclear
quadrupole moment [Pow74]. The electric field tensors in an ideal fcc lattice of Au
have a cubic symmetry, resulting in degenerate energy levels. When the 197Au is
diluted with Er3+, the symmetry is broken, which leads to a hyperfine-splitting of
the energy levels. As a result, the system of nuclear quadrupole moments represents
another contribution to the total heat capacity of the detector, which can be observed
at T < 50 mK as an additional fast signal decay when the energy absorbed by the
Er3+ ions is redistributed to the system of the nuclear quadrupole moments. This
relaxation occurs with a time constant between 0.2 ms and 1 ms, depending on the
applied magnetic field [Fle98, Ens00].
However, it is unclear why this behavior would be observable in the signal decay of
the HDMSQ2A detector, as it makes use of am Ag:Er temperature sensor. The only
Au that is found in close proximity is the 100 nm thick protective layer that coats
the temperature sensor in order to prevent the oxidation of the Ag. The volume
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of this Au layer is ∼ 17 % of the volume of the Ag:Er in the HDMSQ2A detector.
It might be possible that a part of this Au layer also experiences a break of lattice
symmetry due to being in direct contact with the Ag:Er, as both layers were in-situ
sputter deposited during sensor fabrication. This would then also create a hyperfine-
splitting of the energy levels, consequently providing an additional contribution to
the total heat capacity. Other detectors from this group with an Au coated Ag:Er
sensor did not observe this behavior [Hen17, Sch19], albeit the volume of the Au
coating is less than 3 % of the Ag:Er volume in these detectors, which might mean
that this effect is not observable. This behavior requires additional investigation in
future measurements, but was not further pursued in this thesis.
Lastly, it is interesting to see that even for the rather long thermal link of nearly
1 mm in length, no relevant relaxation between conduction electrons and phonons
seems to occur, meaning no heat is transferred into the substrate before reaching
the on-chip thermal bath. If this would be the case, a third exponential function
would be required to describe the signal decay of the HDMSQ2A detector, as it was
observed for past MMC designs [Sch00, Kem07]. Thus, it should be possible with
the developed design to build a two dimensional, densely packed 64-pixel detector
array whose thermalization fulfills the following requirements: Each pixel has its own
thermal bath to minimize thermal cross talk. These heat baths are located on the
front side of the chip without being hidden below the particle absorbers, as it was
the case for the HDMSQ1 detector, and lastly, the signal decay is solely defined by
the thermal conductance G of the metallic link between temperature sensor and heat
bath.
7.3.2 Signal height
Figure 7.8 a) shows the measured signal height ΦS as a function of the number of bi-
ased detector channels on the chip. The measurement was performed at a comparably
high bias current of Ib ≈ 25µA and a persistent current of I0 = 90 mA. It becomes
apparent, that a multi-channel operation is also impractical for the HDMSQ2A de-
tector, as the measured signal height ΦS, and therefore also the detector’s energy
resolution, decreases with the number of additionally biased SQUIDs. Furthermore,
similar to what was observed in the HDMSQ1 detector, the measured signal height
was independent from the location of the additionally biased SQUID on the chip.
In order to deduce the actual temperature of the detector, the signal height ΦS
of one channel was investigated as a function of the temperature T of the mixing
chamber platform and compared to the signal height that is expected from numer-
ical simulations, as it is shown in figure 7.8 b). Here, the measured signal height
as a function of temperature is plotted, as well as the theoretical predictions for
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Figure 7.8: a) Signal height ΦS in a SQUID of the HDMSQ2A detector that resulted
from the absorption of 5.9 keV 55Mn Kα photons, measured as a function of the number of
biased SQUID channels. The bias current for each SQUID was Ib ≈ 25µA. b) Measured
signal height ΦS of the HDMSQ2A detector for a 5.9 keV energy input as a function of the
mixing chamber temperature T for two different persistent currents. The measurement
was performed at a SQUID bias Ib ≈ 15µA. The detector thermally decouples from the
mixing chamber at low temperatures due to on-chip energy dissipation and reached its
lowest operation temperature at T ≈ 26 mK.
two different persistent currents, I0 = 60 mA and I0 = 90 mA, measured at a bias
current of Ib ≈ 15µA. For the calculation of the signal height, a sensor height of
hsens = 0.6µm with an Er concentration of cEr = 350 ppm was used in order to
describe the data. The target values were hsens = 0.8µm and cEr = 260 ppm, as
depicted by the grey curve in figure 7.8 b).
For the sputter deposition of the Ag:Er sensor in the employed UHV sputtering
system, the deposition rate d˙Ag:Er for P = 200W and pAr = 1.33 Pa was measured
at the center directly below Ag:Er target. The diameter of this target is only 2 inch
and a planar sputter geometry is used. Therefore, a non-uniform layer thickness over
an entire 3 inch wafer can be expected. The measurement of d˙Ag:Er from the center
point was used to calculate the required sputter time in order to achieve the target
sensor height. However, the material deposition has an angular Gaussian distribution
with a peak deposition rate at the center. Therefore, chips that are located further
away from the substrate center see a reduced material deposition rate, consequently
resulting in a smaller hsens. The actual Gaussian distribution of d˙Ag:Er was recently
measured using dedicated test strucutes. From this measurement, a reduction of
150 - 200 nm for the target hsens was deduced for the chip that is discussed in this
section, as it had a distance from the substrate center of ∼ 1.3 cm.
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Furthermore, at the time of detector fabrication, the Ag:Er target within the em-
ployed UHV sputtering system was prepared with an erbium concentration of cEr =
260 ppm, a value confirmed on a prepared sample that was measured with a com-
mercial magnetometer1 at T = 4.2 K. Prior to the fabrication of the HDMSQ2A
detector, two different detectors were fabricated in short succession. As the sensor
fabrication is done via a Lift-Off process, the residual sensor material left after this
process was also measured in the magnetometer, which confirmed the expected er-
bium concentration of cEr = 260 ppm. This concentration was therefore assumed
for the optimization of the HDMSQ2A detector. However, after its fabrication, the
magnetization measurement of the residual sensor material showed an Er concentra-
tion of cEr = 350 ppm. The reason why the Er concentration increased by ∼ 40 %
for the deposited material compared to previous wafers is unknown. A deviation of
such magnitude was not observed in the past, and was also not observed ever since.
Figure 7.8 b) shows, that similar to the HDMSQ1 detector, the HDMSQ2A thermally
decouples from the cryostat due to the on-chip energy dissipation of the dc-SQUID.
The lowest reached operation temperature can be estimated to be T ≈ 26 mK, which
is ∼ 6 mK lower compared to the HDMSQ1 detector. Additionally, no increase in
signal height could be observed for bias currents of Ib < 15µA. This is a significant
improvement compared to the HDMSQ1 detector, as the dc-SQUIDs in both designs
have a comparable critical current and critical current modulation according to figure
7.6 a), whereas the dc-SQUIDs of the HDMSQ2A could be operated closer to their
optimum working point without observing a negative impact on the measured signal
height.
Assuming the target values for hsens and cEr were reached during fabrication, then the
achieved signal height would be ∼ 20 % higher at the same operation temperature.
This is illustrated in figure 7.8 b) by the grey dashed line, which is the calculated
signal height when assuming the target values.
7.3.3 Signal rise
In order to investigate the signal rise of the HDSMQ2 detector, detector signals
resulting from the absorption of 55Mn Kα X-rays were acquired using short time
windows with a length of a few microseconds with a sampling rate of 500 MS/s. For
this measurement, a SQUID bias current of Ib ≈ 25µA and a persistent current
I0 = 90 mA were used. Figure 7.9 a) shows the measured signal rise of the fastest
channel on the HDMSQ2A detector, i.e. the detector channel with a target signal
rise time of τ0 ≈ 2µs. The expected time dependence of the signal rise (see equation
1QD MPMSR XL from Quantum Design Inc, 10307 Pacific Center Court, San Diego, CA 92121,
USA
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2.30) with a rise time constant of τ0 = 1.6µs is fitted to the data, which it can
not describe, i.e. the measured signal rise is not an exponential function. That the
slew rate limit of the readout chain was reached again in this case is indicated by
the linear part within the signal rise of the depicted detector response. Figure 7.9
b) shows the measured signal rise of a detector channel with a target rise time of
τ0 = 15µs at T = 20 mK. The expected time dependence of the signal rise with a
rise time constant of τ0 = 10.3µs is fitted to the data. While the signal rise shows
the expected exponential behavior, it is nearly 5µs faster than expected.
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Figure 7.9: Measured signal rise of the HDMSQ2A detector at a bias current of Ib ≈ 25µA
and a persistent current of I0 = 90 mA. The detector temperature is T ≈ 30 mK. a)
Measured signal rise of the fastest channel with a target τ0 = 2µs. An exponential function
with a time constant τ0 = 1.6µs is fitted to the data, indicating that measured signal rise
does not follow an exponential function. b) Measured signal rise of a detector channel with
a target rise time τ0 = 15µs. An exponential function with a time constant τ0 = 10.3µs is
fitted to the data.
The latter can be calculated with equations 7.1 and 7.2, which requires the knowledge
of the exact size of the thermal link between sensor and absorber. However, its target
length of l = 20µm is slightly reduced due to a larger than expected sensor area
after fabrication. This is illustrated in figure 7.10 a), which shows a photograph of a
temperature sensor on a fabricated HDMSQ2A detector. Denoted is the design area
of the sensor, its area after sensor fabrication, as well as a corrected sensor area. The
depicted deviation between the target area and the deposited area is due to the use
of a Lift-off process for sensor fabrication with a comparable thick photoresist, as it is
depicted in figure 7.10 b). Shown is a schematic of the performed Lift-off process with
the AZ nLOF 2070 photoresist that is ∼ 10 times as thick as the deposited Ag:Er
sensor. The so called undercut of the photoresist results in an enlarged sensor area
after sputter deposition compared to the design area. In order to correct this rather
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significant deviation, a part of this additional sensor area was removed via argon
ion milling by making use of a custom photoresist mask that was drawn deliberately
for this purpose. The only area on the entire wafer that was exposed to the Ar ion
milling was most of the additional sensor area. The only parts of this additional
area that were also protected by photoresist were the thermal link between sensor
and absorber, and the thermal link between sensor and on-chip thermal bath. The
resulting corrected sensor area is denoted by the green border in figure 7.10 a).
Therefore, the actual length of the thermal link between temperature sensor and
absorber is reduced to values between 15µm and 16µm. The slightly increased sensor
area also means that its heat capacity is slightly increased. From figure 7.8 b) for the
measured signal height of ΦS ≈ 0.5 Φ0 and I0 = 90 mA, an operation temperature
of T ≈ 30 mK can be deduced. Furthermore, as it was already discussed, the sensor
height and erbium concentration deviate from the target values, resulting in a sensor
heat capacity of Csens ≈ 110 fJ/K at this operation temperature while accounting for
its slightly increased area, whereas the absorber heat capacity is Cabs = 152 fJ/K.
The other dimensions of the thermal link are a width of w = 6µm with an Au
thickness of tAu = 400 nm. With these parameters, the expected signal rise time
τ0 is between 10.0µs and 10.6µs, i.e. in good agreement with the experimentally




























Figure 7.10: a) Photograph of a temperature sensor of a fabricated HDMSQ2A detector,
illustrating the difference between the designed absorber area, the deposited absorber area,
and the final absorber area that was corrected via argon ion milling. b) Schematic illus-
tration of the Lift-off process that was used for sensor fabrication with the negative resist
AZ nLOF 2070 that is much thicker than the deposited sensor. The so called undercut of
the photoresist results in a larger than designed sensor area after sputter deposition.
The discussed data shows, that the signal rise of metallic magnetic calorimeters can
be slowed down in a controlled and predictable manner in order to fit experimental
needs. It is worth mentioning that the remaining slower channels on the HDMSQ2A
detector could also be fully resolved of course. However, the fastest channel that
could be fully resolved is the important one, as it allows for a rough approximation
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of the maximum slew rate of the employed two-stage SQUID readout, and because
the energy resolution of the detector scales with τ 1/40 according to equation 2.27. In
future designs of this integrated detector, where the signal height can be expected to
go far beyond 1 Φ0 for a 5.9 keV energy input, the discussed measurement presents a
good approximation of the target signal rise time that is required in order to yield a
fully resolvable detector response for photons of up to 10 keV, assuming the readout
chain is not adjusted accordingly to provide a higher maximum slew rate. However,
the latter would require a smaller cryostat that allows for shorter wires. Furthermore,
even if a further increase of τ0 is required in future integrated detector designs, only
a minor degradation of the achievable energy resolution is to be expected [Ban12],
still allowing for MMCs to reach a potential energy resolution below 1 eV.
Lastly, to yield a higher pattern fidelity in future designs for the fabrication of such
comparably thin temperature sensors, the photoresist AZ 5214E should be used,
just like it was the case for the other Lift-off processes during fabrication. While
an undercut of the photoresist will still occur in this case, as it is intended for a
Lift-off process, it will reduce the undercut below 1µm, as the resist thickness is
only ∼ 1.4µm when spin coated at 3000 rpm.
7.3.4 Detector linearity
The linearity of metallic magnetic calorimeters was discussed in section 2.7, and
shown to exhibit an excellent agreement between theory and experiment in section
2.8, where the close to perfect linearity of the maXs-20 detector was discussed.
Figure 7.11 depicts in the upper plot the measured signal height (left axis) and
estimated photon energy (right axis) of the HDMSQ2A detector as a function of
the actual energy of the absorbed X-ray. The red dashed line depicts a perfectly
linear detector response, and the blue line denotes a second-order polynomial fit.
The lower plot shows the difference between the measured signal height ΦS and the
signal height of a perfectly linear detector (left axis) and the difference between the
determined photon energy Em and the actual photon energy (right axis) Ep, as a
function of the actual energy of the absorbed X-ray. The non-linearity of the detector
can be determined to be η(6.49 keV) = 6.05 %. The measurement was performed at a
SQUID bias current of Ib ≈ 15µA and an injected persistent current of I0 = 140 mA.
The expected non-linearity can be calculated according to equation 2.29. At an oper-
ation temperature T = 26 mK and a persistent current of I0 = 140 mA, the detector
has a calculated total heat capacity of Ctot ≈ 273 fJ/K, a calculated signal height
per energy input of δΦ/δE ≈ 111.3µΦ0/eV and a calculated ∂/∂T (∂ΦS/∂E) ≈
−3.55 mΦ0/(eVK). The predicted non-linearity is ηcalc(6.49 keV) = 5.97 %. There-
fore, the deviation between the measured non-linearity and the calculated one at




































































Figure 7.11: Upper plot: Measured
signal height (left axis) and estimated
energy (right axis) of the HDMSQ2A
detector as a function of the energy of
the incident photon. The red dashed
line denotes a perfectly linear detec-
tor response, whereas the blue line de-
notes a quadratic dependence. Lower
plot: difference between the measured
signal height and the signal height of
a perfectly linear detector (left axis)
and difference between the determined
photon energy and the actual photon
energy (right axis) as a function of the
incident photon energy. The blue line
denotes a quadratic dependence of the
non-linearity of the detector.
Ep = 6.49 keV is below 0.1 %, showing that the non-linearity of the detector can be
predicted and follows a simple quadratic dependence of the absorbed energy. For this
calculation, the increased sensor area, the reduced sensor height, as well as the in-
creased Er concentration compared to the target values were accounted for. Residual
deviations can be explained by the limited accuracy of the sensor microfabrication.
7.3.5 Detector noise
Figure 7.12 shows the measured power spectral density of the apparent flux noise in
the dc-SQUID at a bias current of Ib ≈ 15µA of the detector channel with a signal
rise time of τ0 = 10.3µs in comparison with the calculated noise contributions that
were discussed in section 2.6.3. The parameters that were used for the calculations
are summarized in the appendix in table A.3. Compared to the actual design param-
eters, the erbium concentration cEr as well as the sensor height were adjusted to the
actual measured values of 350 ppm and 600 nm respectively. Furthermore, the white









account for the degraded noise performance of the SQUID due to being operated at a
non-optimal working point. The noise exponent of the 1/f -like Er noise contribution
was reduced to 0.85 in order to match the measurement. Lastly, no thermodynamic
energy fluctuations are observed in the spectrum because the measurement was per-
formed without any persistent current I0 running in the field generating coil, where
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the detector is insensitive towards incoming photons. In this case, the heat capacity
CZ of the magnetic moments is close to zero, as only a negligible residual magnetic
field should have existed within the superconducting shield that encased the de-
tector setup. The thermodynamic energy fluctuations are therefore not observable
according to equation 2.17. With these considerations, the calculated noise is in
excellent agreement with the measured data, showing that the noise performance of
the integrated detector is fully predictable and behaves according to expectations.
Also shown in figure 7.12 is the noise contribution of the room temperature electron-
ics, denoted as ”XXF-1”. When this contribution is subtracted from the measured
noise (see section 3.3.4), one receives the curve denoted as ”intrinsic”, showing that
the amplification of the two-stage SQUID setup is not sufficient in order to make the
noise of the room temperature electronics fully negligible for f > 103 Hz. This also
means of course, that the white noise level denoted as ”SQUID” in figure 7.12 that
was assumed for the calculations in order to match the measurement represents the
white noise of the SQUID as well as the noise contribution of the room temperature
electronics. The calculation shows, that the detector performance would be degraded
even when the detector SQUID is operated at its optimum working point. To achieve
the detector intrinsic noise performance in future applications, the flux-to-flux am-
plification GΦ in the two-stage SQUID setup has to be increased. This can be done
for instance by adapting the design of the employed 16-SQUID series arrays by in-
creasing the number of constituting SQUID cells. In the presented measurement, the
array had a flux-to-voltage transfer coefficient of VΦ,N ≈ 1400µV/Φ0. To make the
noise contribution of the room temperature electronics completely negligible, assum-
ing the detector SQUID is operated at its optimum working point, a flux-to-voltage
transfer coefficient of VΦ,N ≈ 2000µV/Φ0 would be required for the SQUID array.
This can be achieved for instance by increasing the number of SQUID cells from 16
to 22. Design changes in this direction are currently under consideration.
7.3.6 Energy resolution
In order to determine the energy resolution of the HDMSQ2A detector, the channel
with a rise time constant of τ0 = 10.3µs was biased with a current of Ib ≈ 15µA,
where it has an operation temperature of T ≈ 26 mK. A persistent current of
I0 = 140 mA was injected. The measurement was performed at a mixing cham-
ber temperature of T ≈ 7 mK without any additional temperature stabilization via
the PID setup that was described in section 4.1.3, as its use resulted in an ob-
served degradation of the determined energy resolution at 5.9 keV when operated
blow 20 mK.
Figure 7.13 a) shows a histogram that results from the application of the χ2-fit
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Figure 7.12: Measured power spectral
density of the apparent flux noise of the
HDMSQ2A detector with a signal rise
time of τ0 = 10.3µs, measured at a mix-
ing chamber temperature of T = 10 mK
and no persistent current running in the
field generating coil. Additionally shown
are the different calculated noise con-
tributions. The thermodynamic energy
fluctuations are not observed in the mea-
sured noise spectrum as the magnetic
moments only have a negligible heat ca-
pacity CZ for I0 = 0 mA.
signal analysis method to untriggered noise traces that were acquired acquired with
the HDSMQ2A detector. A Gaussian distribution with an instrumental linewidth
of ∆EFWHM = 1.7 eV is fitted to the data, indicating the intrinsic energy resolution
of the detector in this operation regime. Figure 7.13 b) shows the measured energy
spectrum of the Kα-line of the 55Fe X-ray calibration source. Fitted to the data is
a convolution of the natural linewidth of the Kα-line and a Gaussian distribution
with an instrumental energy resolution of ∆EFWHM = 2.4 eV. The data is corrected
for potential temperature drifts of the cryogenic setup, as it was discussed in section
6.5.6. No low energy tail can be observed in the measured spectrum, indicating that
only a negligible loss of athermal phonons occurred due to the enhanced absorber
geometry that was described in section 7.1.2.
The expected energy resolution of the HDMSQ2A detector at the chosen operation
parameters with the discussed changes in sensor height, sensor area and Er con-
centration taken into account, is ∆EFWHM ≈ 0.9 eV. This is 0.8 eV lower than the
determined baseline resolution. Just like for the HDMSQ1 detector, the most likely
candidate for this degradation is the used χ2-fit signal analysis method, as it was
discussed in section 4.3, where the determined energy resolution of a detector with
lower noise but identical signal amplitude compared to the HDMSQ2A detector de-
graded by up to a factor of 2 when the χ2-fit method was applied for signal analysis.
Furthermore, no discrete noise peaks were factored into the simulations that were
shown in figure 4.5, whereas such discrete noise contributions are observed for the
HDMSQ2A detector in figure 7.12. When an analysis algorithm based on optimal
filtering is available in the coming months, this hypothesis can be verified.
The energy resolution at 5.9 keV is further degraded most likely due to temperature
fluctuations, which are difficult to quantify at this point. The measurement was
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Figure 7.13: a) Determined baseline resolution of the HDMSQ2A detector setup, mea-
sured at a mixing chamber temperature T ≈ 7 mK without any active temperature sta-
bilization. A SQUID bias current of Ib ≈ 15µA and a persistent current of I0 = 140 mA
were used. b) Measured energy spectrum of the Kα-line of the 55Fe X-ray source. Fitted
to the histogram is the expected lineshape when assuming an instrumental resolution of
∆EFWHM = 2.4 eV.
performed at the base temperature of the cryostat, which is slightly blow 7 mK,
without any active temperature stabilization. The resistance thermometer that is
installed at the mixing chamber platform is only calibrated down to 7 mK. Therefore,
no absolute temperature information is available for T < 7 mK and the detector was
subject to the intrinsic temperature fluctuations of the mixing chamber platform
during the measurement.
The temperature fluctuations at the base temperature of this particular cryostat were
observed in recent days for the first time. For this, a so called noise thermometer
[Sta¨18] was installed at the mixing chamber platform. Such a thermometer deter-
mines the temperature by measuring the Johnson noise of a low-ohm resistor (see
equation 3.15) that is in good thermal contact with the mixing chamber platform.
The low-ohm resistor is connected to the input coil of a current-sensing dc-SQUID.
Furthermore, this thermometry system also makes use of a two-stage SQUID setup
for a reliable high precision signal readout. The temperature fluctuations at the
base temperature of the cryostat that were determined with the noise thermome-
ter are shown in figure 7.14. The depicted fluctuations are quite substantial with
∆T/T ≈ 0.17 when assuming a base temperature of T ≈ 6 mK. The 55Fe Kα spec-
trum that was shown in figure 7.13 b) was measured in a timeframe of 6 hours.
Therefore, the temperature fluctuations of the cryostat are most likely the cause
for the degraded energy resolution of the HDMSQ2A detector. Furthermore, the
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Figure 7.14: Measured temperature fluc-
tuations as a function of time at the base
temperature of the cryostat without any
active temperature stabilization. The mea-
surement was recently done with a noise
thermometer mounted to the mixing cham-
ber platform.
depicted temperature fluctuations are large enough, so that the non-gradiometric
detector channel, which was used to acquire temperature information, no longer
shows a perfectly linear behavior. Thus, it is quite possible that the accuracy of the
performed correction of the signal amplitude for temperature drifts is also rather
limited, which leads to further uncertainties for the determined energy resolution at
5.9 keV.
7.3.7 HDMSQ2A with additional Au thermalization layer
This section briefly discusses a final design adaptation that was made on an already
fabricated HDMSQ2A detector chip. In this adaptation, the backside of the chip
was coated with 1µm of sputtered Au. This thermalization layer functions as a heat
sink for athermal phonons traversing the silicon substrate, potentially enhancing the
thermal coupling between the chip and the sample holder. In order to characterize
this detector with regards to the design change, the chip was cooled down in the
same experimental setup that was used for the other detectors. The characterization
procedure was performed in analogue to the already discussed HDMSQ2A detector.
Figure 7.15 a) shows the measured signal height ΦS for a 5.9 keV energy input as a
function of the temperature T of the mixing chamber platform. Also plotted is the
calculated signal height for a persistent current of I0 = 60 mA and an erbium con-
centration cEr = 350 ppm. An operation temperature of T ≈ 23 mK can be deduced
from the plot, which is 3 mK lower than the determined operation temperature T of
the detector version without an Au thermalization layer on its backside at the same
SQUID bias current, i.e. the same on-chip energy dissipation. Therefore, putting an
Au thermalization layer on the backside of the chip slightly reduced the operation
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Figure 7.15: a) Measured signal height ΦS of the HDMSQ2A detector with extra ther-
malization layer on its backside for a 5.9 keV energy input as a function of the mixing
chamber temperature T . The measurement was performed at a SQUID bias Ib ≈ 15µA.
The detector thermally decouples from the mixing chamber at low temperatures due to
on-chip energy dissipation and reached its lowest operation temperature at T ≈ 23 mK. b)
Relative reduction of the signal height in a SQUID of the HDMSQ2A detector with and
without addition thermalization layer that resulted from the absorption of 5.9 keV 55Mn
Kα photons, measured as a function of the number of biased SQUID channels.
temperature of the detector.
Figure 7.15 b) shows the relative reduction of the measured signal height ΦS for a
5.9 keV energy input in one detector pixel as a function of the number of biased detec-
tor channels on the chip for the regular HDMSQ2A and the redesigned version. The
data of the former design was already shown in figure 7.8 a) plotted as the measured
signal height ΦS. For the redesigned HDMSQ2A, the measured signal height in the
observed channel reduced by only 10 % for 9 additionally biased SQUIDs. It should
be noted however, that the data of the regular HDMSQ2A detector was acquired at
a higher total on-chip energy dissipation, as a bias current of Ib ≈ 25µA was used,
whereas the data of the adapted HDMSQ2A was acquired at Ib ≈ 15µA.
As a last test, in order to investigate the impact of the on-chip energy dissipation
on the chip temperature T , the signal height ΦS was measured for a channel on the
left side of the detector chip as a function of the bias current Ib that was applied
to a different detector channel situated on the right side of the chip ∼ 3 mm away,
as it is illustrated in figure 7.16 a). The result is shown in figure 7.16 b), plotted
as the relative reduction of the measured signal height on the left axis, and as the
corresponding temperature increase ∆T on the right axis. Up to a bias current of
Ib ≈ 17µA of the additionally biased detector channel on the right side of the chip,
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Figure 7.16: a) Illustration of where the observed channel and the additionally biased
channel are located on the HDMSQ2A detector. b) Relative reduction of the measured
signal height ΦS (left axis) and temperature increase ∆T (right axis) of a channel on the
left side of the HDMSQ2A detector with additional thermalization layer as a function of
the bias current Ib that was applied to a dc-SQUID located at the right side of the chip.
no reduction of the measured signal height ΦS was observed in the channel on the
left side of the chip. Increasing the bias current to Ib > 17µA led to a significant
reduction of ΦS. Therefore, a potential multi-pixel operation for a chosen bias current
of Ib ≈ 15µ was demonstrated, whereas pushing the SQUIDs closer to their optimum
working point at Ib > 17µA results in a significant increase of the chip temperature.
This means, that while the the HDMSQ2A detector could be operated closer to
its optimum working point, resulting in an improved noise performance and energy
resolution compared to the HDSMQ1 detector, it also can not be operated at the
optimum working point of the dc-SQUID without decreasing the measured signal
height, fundamentally limiting the performance of the detector.
7.3.8 Summary
This chapter discussed the HDMSQ2A detector. The performed design changes
compared to its predecessor, the HDMSQ1 detector, resulted in the anticipated per-
formance enhancements. The signal rise time τ0 was successfully increased in a
predictable manner and the measured signal rise could be fully resolved with the
employed two-stage SQUID readout. The loss of athermal phonons was successfully
reduced to a non-observable level due to the enhancements of the absorber geometry.
Furthermore, the on-chip energy dissipation was reduced, which led to a reduction of
the operation temperature of ∆T ≈ 6 mK compared to the HDMSQ1 detector and
the dc-SQUIDs of HDMSQ2A detector could be operated closer to their optimum
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working point without observing a negative impact on the measured signal height
ΦS, resulting in an enhanced signal-to-noise ratio. In addition, the discussed detector
characterizations show an excellent agreement with the theoretical model of metal-
lic magnetic calorimeters. The performed design enhancements led to a significant
improvement in the achieved energy resolution. The detector’s baseline resolution
could be reduced from ∆EFWHM = 4.2 eV to ∆EFWHM = 1.7 eV, whereas the achieved
energy resolution at 5.9 keV photon energy was reduced from ∆EFWHM = 8.9 eV to
∆EFWHM = 2.4 eV. The achieved baseline resolution is a factor of ∼ 2 higher than the
resolution that is expected form numerical simulations, which is ∆EFWHM ≈ 0.9 eV
for the chosen operation parameters. The most likely cause for the degradation of
the energy resolution is the used signal analysis method. The achieved energy reso-
lution at 5.9 keV is a factor of ∼ 1.4 higher than the determined baseline resolution,
which can be attributed to temperature fluctuation of the cryogenic setup, as it was
operated at its base temperature of T < 7 mK during data acquisition without any
active temperature stabilization. Furthermore, it was shown that adding a 1µm thick
Au thermalization layer to the backside of the chip led to an additional reduction
of the operation temperature of ∆T ≈ 3 mK down to 23 mK. This thermalization
layer improved the thermalization between chip and copper substrate holder, so that
a simultaneous operation of up to 10 detector channels was demonstrated without
suffering a significant loss of measured signal height ΦS at a non-optimal bias cur-
rent of Ib ≈ 15µ. The last remaining challenge for this detector is still the on-chip
energy dissipation, which can be addressed by either reducing its critical current, or
by providing a different thermalization pathway for the shunt resistors, so that they
no longer dissipate their energy into the detector substrate. The latter option was
investigated by developing the HDMSQ2B detector, which is the topic of discussion
in the last chapter of this thesis.
8. The HDMSQ2B detector
This chapter discusses the HDMSQ2B detector. Its chip design was also part of the
wafer on which the HDMSQ2A was fabricated on. Therefore, both detectors are
nearly identical in their overall design parameters, the HDMSQ2B just underwent a
few additional fabrication steps that were not part of the HDMSQ2A design. Thus,
the HDMSQ2B also suffers from a higher than expected Er concentration within
the temperature sensor, as well as a deviation between the target sensor height and
target sensor area compared to the actual ones. First, this chapter illustrates the
design difference compared to the HDSMQ2A, followed by a discussion of the detector
characterizations. This includes an investigation of the on-chip energy dissipation on
the detector performance and a determination of the energy resolution, concluding
with a summary of the experimental results.
8.1 Shunt resistors on membranes
The shunt resistors that are connected in parallel to the Josephson tunnel junctions in
the HDMSQ1 and HDMSQ2A detector are placed on the solid substrate at a distance
of several micrometers from the paramagnetic temperature sensor. The dissipated
power in these normal conducting structures when the SQUID is operated in the
voltage state needs to go through the Si substrate into the sample holder. Thus, the
chip temperature is increased compared to the temperature of the cryogenic setup, as
was discussed in the previous chapters. With the developed HDMSQ2B detector, a
different thermalization scheme for the shunt resistors was explored. The idea of this
detector is to place the resistor on a thin SiO2 membrane and to thermally anchor the
shunt and the membrane through an additional metallic link directly to the sample
holder. A schematic cross section of this thermalization scheme is illustrated in figure
8.1 a), and a top view is depicted in b).
Depicted in a) is a chip that is glued to a sample holder. Located on the left side
are stripes of the field generating coil and of the meander-shaped SQUID loop with
the Ag:Er temperature sensor located on top. The Au:Pd shunt resistor that are
connected in parallel to the Josephson junction via corresponding Nb wiring are
located on the right sight and are attached to a cooling fin. Below these Au:Pd
structures, the Si substrate is etched away, such that they are hovering on a mem-
brane that is made of the 240 nm thick thermal SiO2 that insulates the wafer. This
minimizes the thermal contact between the Au:Pd structures and the Si, so that the
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Figure 8.1: Schematic of the custom thermalization scheme of the HDSMQ2B detector. a)
Side view and b) top view. The shunt resistors of the dc-SQUID are placed on a thin SiO2
membrane, thermally decoupling them from the Si substrate. A custom thermalization
structure made of electroplated Au and Au wire bonds directly transfers the dissipated
energy into the sample holder.
dissipated energy can not be transferred into the substrate. Therefore, a different
thermalization pathway has to be provided in order for the energy to dissipate into
the sample holder. For this, an Au thermalization link is put in top of the cooling
fin, as well as on a small part of the solid Si substrate for structural stability. This
thermalization link is then directly coupled to the sample holder via Au wire bonds.
Since the phononic thermal conductance is several orders of magnitude lower than
the electronic thermal conductance at millikelvin temperatures [Ens05], as well as
due to the Kapitza resistance [Pol69], only a negligible fraction of the dissipated
energy is transferred from the Au thermalization link into the Si on the right side of
the substrate. In addition, it is important to mention that the elongated cooling fin
is electrically insulated by SiO2. Otherwise, the SQUID’s shunt resistors would be
electrically connected to the sample holder via the Au wire bonds, creating a short.
8.1.1 Fabrication of shunt resistors on membranes
The process that was developed within this thesis in order to fabricate shunt resistors
on membranes for the HDMSQ2B detector is introduced in this section. The fabri-
cation of these membranes was the last step in the fabrication of the entire wafer. A
top view of the actual design schematic is illustrated in figure 8.2 a). Shown is the
meander-shaped SQUID loop with two Josephson junctions connected in parallel.
The particle absorbers and temperature sensors on top of the SQUID loop are omit-
ted for visibility. The Au:Pd shunt resistors are located at a distance of ∼ 20µm
from the tunnel junctions. A long thermalization bridge made of electroplated Au
is fully covering the elongated Au:Pd cooling fin in the schematic. The black areas
denote an etch mask, where the thermal SiO2 on the wafer is removed to expose the

































Figure 8.2: Schematic of the developed process to fabricate shunt resistors on membranes.
a) Top view of the actual design sketch. The etch mask that is used to isotropically etch part
of the Si substrate is marked in black. b) Cross section view of the thermalization bridge to
illustrate the isotropic etching, creating floating membrane without any substrate below.
c) Cross section view of a thermalization bridge at the location of the Nb stabilization links
that are required to keep the membranes in place.
bare Si of the wafer. At these locations, the Si is isotropically etched, removing the
substrate material below the thermalization bridges. This is further illustrated in
figure 8.2 b), that shows a cross section of a thermalization bridge at the location
marked by the red dashed line in a). The elongated Au:Pd cooling fin is depicted
which is electrically insulated by SiO2. It is situated on an SiO2 membrane, as the
Si substrate below is isotropically etched. Figure 8.2 c) shows a cross section of the
thermalization bridge at the location marked by the green dashed line in a). Aside
from the already mentioned structures, stabilization links made of Nb are depicted.
These links are required to keep the membrane in place, as potential intrinsic stress
in the electroplated gold on top would otherwise tear off the entire membrane. The
links are made of Nb, as its thermal conductance is also highly reduced in its su-
perconducting state compared to the normal conducting Au:Pd structures [Ens05].
Therefore, the Nb links transmit only a negligible fraction of the dissipated energy.
The 240 nm thermal SiO2 were removed at the locations marked in black via ICP-
RIE, for which the photoresist AZ 5214E was used for structuring the etch mask.
The The ICP-RIE of the SiO2 was done with CHF3 at a pressure of pICP = 0.5 Pa,
an ICP-power of PICP = 500 W, a substrate bias power of Prf = 450 W. The wafer
was kept at a temperature of T = 15 ◦C, resulting in an etch rate e˙SiO2 ∼ 1 nm/s.
Afterwards, the Si was etched isotropically to remove the substrate material that
is located below the thermalization bridges. The Si etching was done via ICP-RIE
with SF6 at a pressure of pICP = 1.5 Pa, an ICP-power of PICP = 650 W, a substrate














Figure 8.3: Structures of the HDMSQ2B detector with a focus on the fabricated shunt
resistors on SiO2 membranes. a) Microscope photo with the camera focus on the electro-
plated absorbers and thermalization bridges. b) Microscope photo of the same section as
a) with the camera focus on the chip surface. c) Colorized electron microscope picture of
the fabricated thermalization strucutres.
bias power of Prf = 15 W and at a temperature T = 0 ◦C. The exact etch rate
was unknown at that point, as the process was non-optimized and only tested three
times prior to actual application. However, the undermined area is easy to see under
a microscope, as the thermal SiO2 is semi-transparent for visible light. Therefore,
the Si etch process could be restarted several times until the desired magnitude of
undermining was achieved. In order to isotropically etch the Si for ∼ 10µm in each
direction from the etch mask, an etch time of 15 minutes was required.
Figure 8.3 a) shows a microscope photograph of the section of interest of a fabricated
HDMSQ2B detector with the camera focus set on the electroplated Au structures.
The electroplated gold of the thermalization bridge has a total height of 8µm, given
by the combined Au thickness of the absorber and its tetrapod, as was discussed
in section 7.1.2. Figure 8.3 b) shows a microscope photograph of the same detector
section with the camera focus set on the chip surface. Visible are the Josephson
tunnel junctions of the dc-SQUID, its shunt resistors and also its washer shunt.
Furthermore, the undermined semi-transparent SiO2 layer can be seen, showing how
the isotropic Si etching can be observed as a reliablilty check during fabrication.
Figure 8.3 c) shows a colorized scanning electron microscope picture of the same
chip section. The thermal conductance G of a single thermalization bridge can be
calculated according to equation 7.1. With a length l = 300µm, a height h = 8µm,
a width w = 6µm and a RRR of the electroplated gold between 10 and 40, the
calculated thermal conductance G is between 32 nW/K and 138 nW/K at an assumed
temperature of T = 20 mK.
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8.2 HDMSQ2B detector chip
Aside from the already discussed custom thermalization scheme, the shunt resistors
that are connected in parallel to the Josephson junctions have a size of RS = 1.25 Ω in
the HDMSQ2B detector, compared to RS = 0.25 Ω in the HDMSQ2A detector. All
other parameters are identical in both designs and should only show minor deviations,
as both detectors were fabricated on the same wafer. Therefore, only the updated
chip layout requires further illustration. Figure 8.4 shows an HDMSQ2B detector
chip as it is glued on the corresponding sample holder. The chip is also identical to
the HDMSQ2 chip, except for the discussed thermalization structures. Therefore, it
consists of a 32 pixel linear array with each pixel having its own on-chip thermal bath.
In the picture, the 300µm long thermalization bridges are visible above the absorbers.
The bridges terminate in a large thermalization pad made of electroplated gold, on
which Au wire bonds are ultrasonic welded in order to create a good thermal contact
with the sample holder. In addition, the chip also has a 1µm thick thermalization
layer on its backside that is made of sputtered Au to further improve the thermal















Figure 8.4: Photograph of the characterized HDMSQ2B detector chip mounted on its
sample holder. Just like the HDMSQ2A, the chip hosts a linear detector array consisting
of 16 integrated detectors. Each of the 32 pixels has its own on-chip thermal bath. The
fabricated thermalization bridges for the shunt resistors are joined in a large pad made of
electroplated gold. This pad is thermally linked to the sample holder via Au wire bonds.
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8.3 Experimental results
This section discusses the characterization of the HDMSQ2B detector. Only the
characterizations that correspond to the performed design changes will be discussed,
as the chip is otherwise identical to the HDMSQ2A detector. This includes the
impact of the on-chip energy dissipation on the signal height, the detector noise, as
well as the achieved energy resolution.
8.3.1 Signal height
Figure 8.5 a) shows the measured signal height ΦS as a function of the temperature of
the mixing chamber platform for a 5.9 keV energy input. The measurement was also
performed at Ib ≈ 15µA, just like for the HDMSQ2A, and at an injected persistent
current of I0 = 150 mA. The data is in excellent agreement with the calculated signal
height for a sensor height of hsens = 0.6µm, which can be expected as both of the
characterized chips (HMDSQ2A and HSMSQ2B) had a comparable distance to the
wafer center, i.e. both chips experienced the same Ag:Er deposition rate during
sensor fabrication. Furthermore, an increase in the sensor edge length of 4µm was
also accounting for, as it was discussed for the HDMSQ2A detector in section 7.3.3.
The detector operation temperature can be deduced to be T ≈ 18 mK, which is
5 mK less than the HDMSQ2A detector with additional Au thermalization layer on
its backside has achieved, and 14 mK less than the HDMSQ1 detector achieved.
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Figure 8.5: Measured signal height ΦS for
a 5.9 keV energy input as a function of the
temperature T of the mixing chamber plat-
form. The measurement was performed at
a SQUID bias current of Ib ≈ 15µA and an
injected persistent current of I0 = 150 mA.
Also depicted is the calculated signal height
and the corresponding detector parame-
ters, showing an excellent agreement be-
tween prediction and measurement. The
chip thermally decouples from the cryo-
genic setup at T ≈ 18 mK.
A signal amplitude of ΦS ≈ 0.81 Φ0 was reached for a 5.9 keV energy input at the base
temperature of the cryostat. This is the largest amplitude of all the detectors that
were developed in this thesis. With this, the HDMSQ2B detector also surpassed the
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Figure 8.6: a) Relative reduction of the measured signal height ΦS as a function of the
number of biased dc-SQUIDs on the detector chip for the HDMSQ2A detector, for the
adapted HDMSQ2A detector with an additional Au thermalization layer on its backside,
as well as for the HDMSQ2B detector. b) Signal height ΦS for a 5.9 keV energy input
measured on a pixel on the left side of the chip as a function of the bias current Ib that is
applied to a different detector channel on the chip. The shown data sets are explained in
the text.
signal height of the revised maXs-20 detector (see section 2.8) by ∼ 0.25 Φ0 when
it demonstrated its present MMC benchmark resolution of ∆EFWHM = 1.6 eV at
5.9 keV [Kem18], where it was operated at T = 13 mK and at a persistent current of
I0 = 45 mA.
The effectiveness of the custom thermalization structures of the HDMSQ2A can also
be ascertained by investigating a multi-pixel operation of the detector. Figure 8.6
a) shows the measured relative reduction of the signal height ΦS as a function of the
number of biased dc-SQUIDs on the chip for the regular HDMSQ2A detector (Ib ≈
25µA), for the HDMSQ2A detector with Au thermalization layer on its backside
(Ib ≈ 15µA), as well as for the HDMSQ2B detector (Ib ≈ 15µA). No relevant
reduction in the measured signal height occurs when additional channels are biased
on the HDMSQ2B detector. This indicates, that the customized thermalization
structures work as intended. The full signal height is the one that was shown in
figure 8.5. Thus, the signal height only reduced from ∼ 0.81 Φ0 to ∼ 0.78 Φ0 when
10 dc-SQUIDs were biased with a current of Ib ≈ 15µA.
To further illustrate the effectiveness of the custom thermalization structures, a
measurement that was discussed at the end of the previous chapter was repeated.
Figure 8.6 b) shows the relative reduction of the signal height ΦS for a 5.9 keV
energy input that was measured in a pixel located on the left side of detector chip as
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a function of the bias current Ib that was applied to a different detector channel on
the chip. Three data sets are depicted in total. The one for the adapted HDMSQ2A
detector (with Au on its backside) was already discussed at the end of the last
chapter. The data set denoted by ”far away” corresponds to the measured signal
height for a pixel on the left of the HDMSQ2B detector when an additional SQUID
was biased that is located on the right side of the chip ∼ 3 mm away from the
observed pixel, just as it was the case for the data set corresponding to the adapted
HDMSQ2A. The data shows, that the on-chip energy dissipation in the HDMSQ2B
that results from an increased bias current barely has an impact on the operation
temperature of the observed pixel, which is a significant improvement compared to
the adapted HDMSQ2A. Furthermore, the last data set denoted as ”direct neighbor”
is for the measured signal height when the additionally biased channel was the direct
neighbor of the observed channel, with a distance of only ∼ 300µm between the two.
Therefore, a position dependence of the on-chip energy dissipation was observed
for the HDMSQ2B, since the measured signal height was further reduced when the
direct neighbor was biased compared to when the additional energy was dissipated
on the other side of the detector chip. While the dc-SQUIDs would never be operated
at such high bias currents, the measurement strikingly illustrates how effective the
custom shunt thermalization is compared to shunt resistors that are situated on the
solid substrate. Furthermore, due to the improved shunt thermalization, the dc-
SQUIDs could be operated at their optimum working point without leading to a
reduction of the measured signal height for the first time.
8.3.2 Detector noise
Figure 8.7 shows the measured white noise level at a frequency of f = 105 Hz as a
function of the temperature T of the mixing chamber platform for the HDMSQ2A
and the HDMSQ2B detector. The former data was acquired at a non-optimal SQUID
bias current of Ib ≈ 15µA, for which no reduction of the signal height was observable,
and which was used to determined the energy resolution of the HDMSQ2A detector,
as it was discussed in section 7.3.6. The depicted data for the HDMSQ2B detector
was acquired at its optimum working point of Ib ≈ 19µA. This SQUID bias current
was also applied for the determination of the energy resolution of the HDMSQ2B
detector, as it will be discussed in the next section. Thus, the white noise level of the
HDMSQ2B detector when operated at its optimum working point is reduced by a
factor of ∼ 1.6 compared to the HDMSQ2A detector, when the latter is operated at
the closest point to its optimum working point without reducing the signal height due
to the on-chip energy dissipation. Therefore, it can be expected that the HDMSQ2B
detector might achieve an enhanced energy resolution, especially when considering
that it also achieved an ∼ 8 mK lower operation temperature.




















Figure 8.7: Comparison of the mea-
sured white noise level between the
HDMSQ2A and the HDMSQ2B detec-
tor as a function of the temperature T of
the mixing chamber platform. The cho-
sen bias currents were Ib ≈ 15µA (non-
optimal) and Ib ≈ 19µA (optimal), re-
spectively. For the data sets denoted as
”intrinsic”, the noise contribution of the
room temperature electronics was sub-
tracted.
In addition, figure 8.7 also depicts data sets that are denoted with ”intrinsic”. For
these, the noise contribution of the room temperature electronics was subtracted from
the measured white noise level (see section 3.3.4). This means for the HDMSQ2B
detector, that the noise contribution of the utilized XXF-1 electronics increases the
total white noise level by ∼ 17 %. As a result, the detector performance is slightly
degraded and can not achieve its full potential with the employed two-stage readout.
As it was already discussed in section 7.3.5, this can be for instance addressed by
increasing the number of constituting SQUID cells in the design of the N -SQUID
series array amplifiers, consequently increasing the flux-to-flux amplification GΦ of
the two-stage SQUID readout.
8.3.3 Energy resolution
In order to determine the energy resolution of the HDMSQ2B detector, it was oper-
ated at a SQUID bias current of Ib ≈ 19µA and with an injected persistent current of
I0 = 150 mA. The operation temperature of the detector was T ≈ 18 mK. No active
temperature stabilization was used during the measurement, i.e. the mixing chamber
platform was operated at its base temperature of T ≈ 7 mK, resulting in the detector
being exposed to the intrinsic temperature fluctuations of the cyostat. In order to
determine its baseline resolution, the χ2-fit signal analysis method was applied to
untriggered noise traces that were acquired during the measurement. The histogram
resulting from this calculation is plotted in figure 8.8 a). A Gaussian distribution
with an instrumental linewidth of ∆EFWHM = 1.3 eV is fitted to the data, indicating
the intrinsic energy resolution of the HDMSQ2B detector in this setup. Figure 8.8
b) shows the measured energy spectrum of the Kα-line of the 55Fe X-ray calibration
source. The curve fitted to the data is a convolution of the natural linewidth of
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Figure 8.8: Histogram of the measured signal amplitudes of the HDMSQ2B detector. a)
Superimposed is a Gaussian distribution with a full-width-half-maximum value ∆EFWHM =
1.3 eV, indicating the baseline resolution of the HDMSQ2B detector. b) Measured energy
spectrum of the Kα-line of the 55Fe X-ray calibration source. Fitted to the data is a
convolution of the natural linewidth of the Kα-line and a Gaussian distribution with an
instrumental energy resolution of ∆EFWHM = 1.8 eV. A bias current of Ib ≈ 19µA and a
persistent current of I0 = 150 mA were used for these measurementsm where the detector
has an operation temperature of T ≈ 18 mK.
the Kα-line and a Gaussian distribution with an instrumental energy resolution of
∆EFWHM = 1.8 eV. The data was corrected for temperature drifts of the cryogenic
setup, as it was discussed in section 6.5.6, and it was acquired in a timeframe of 6
hours.
The expected energy resolution of the detector for the chosen operation parameters
is ∆EFWHM = 0.64 eV. This calculation also accounted for the higher than expected
Er concentration, the reduced sensor height, as well as the slightly increased sensor
area. Similar to what was observed for the HDMSQ2A detector, the determined
baseline resolution of the HDMSQ2B detector degraded by a factor of ∼ 2 compared
to the expected one. This can again be most likely attributed to the used χ2-fit
signal analysis method, as it was discussed in section 4.3, as well as in section 7.3.6,
but requires further verification once a signal analysis algorithm based on optimal
filtering is available in the coming months. Furthermore, the detector was exposed
to the quite substantial intrinsic temperature fluctuations of the mixing chamber
platform, as it was shown in figure 7.14, making these the most likely candidate for
causing the additional degradation of the energy resolution at 5.9 keV.
While the HDMSQ2B detector was not able to surpass the benchmark energy reso-
lution of ∆EFWHM = 1.6 eV at 5.9 keV of the revised maXs-20 detector [Kem18], it
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came rather close. When the revised maXs-20 detector achieved this benchmark, it
was operated at a temperature of T = 13 mK with a determined baseline resolution
of ∆EFWHM = 1.5 eV, which is only 0.1 eV lower than its determined resolution at
5.9 keV. Furthermore, the corresponding signal analysis was done with an algorithm
based on optimal filtering, which was not available in this thesis. Thus, it is very
likely that the determined baseline resolution of the HDMSQ2B detector, as well
as its determined resolution at 5.9 keV might show a further improvement once the
signal analysis based on optimal filtering is available again. Such a program which
also fits to the file format of the used DAQ system that was used in this thesis is
currently in development and should be available in the coming months. Then, the
data of the HDMSQ2B detector can be re-evaluated in order to see whether or not
the used χ2-fit algorithm truly led to such a significant degradation in the determined
energy resolution.
Since the temperature fluctuations of the cryogenic system most likely played an
important role in the degradation of the energy resolution in this thesis, one can also
expect that a thermometry system with an enhanced temperature resolution is re-
quired in order to exploit the full potential of the HDMSQ2B detector and potentially
demonstrate an energy resolution below 1 eV at 5.9 keV. In linear approximation, the
required temperature resolution would be in the range of ∆T/T ≈ 5 · 10−5. A pro-
totype thermometry system that can achieve this is currently in development in this
group, with a first characterization done in [Ger17]. At a temperature of T = 14 mK,
the prototype achieved a temperature resolution of ∆T/T ≈ 1.7 · 10−4 with a signal
integration time of only 100 ms. For comparison, the thermometry of the cryostat
that was used in this thesis achieves a temperature resolution of ∆T/T ≈ 6.4 · 10−4
at T = 14 mK, but with a signal integration time of 3 seconds. Using the same
integration time for the prototype that was characterized in [Ger17] would yield a
temperature resolution of ∆T/T ≈ 0.3 · 10−5, which would be more than sufficient
for the operation of the HDMSQ2B detector.
8.3.4 Summary and outlook
This chapter discussed the HDMSQ2B detector, which differs from the HDMSQ2A
detector in basically just a single key factor. Implemented in this detector was a
custom-designed microfabricated thermalization for the shunt resistors of the dc-
SQUIDs on the chip, so that their dissipated energy is no longer transferred to the
detector substrate, but directly dissipated into the sample holder. The characteriza-
tion of the HDMSQ2B in this chapter showed, that these thermalization structures
reduce the effect of the on-chip energy dissipation on the detector performance to such
a degree, that for the first time, a satisfying multi-pixel operation of the integrated
detectors could be demonstrated, as well as the operation of the dc-SQUIDs at their
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optimum working point where they exhibit their optimum noise performance. The
detector reached an operation temperature of T ≈ 18 mK, which is 14 mK lower than
the HDSMQ1 achieved, 8 mK lower than the HDMSQ2A detector reached, and 2 mK
lower that the original target value that was assumed for the detector optimizations
according to numerical simulations.
The expected energy resolution of the HDSMQ2B detector for the used opera-
tion parameters is ∆EFWHM = 0.64 eV, whereas a baseline energy resolution of
∆EFWHM = 1.3 eV could be demonstrated. The discrepancy between the two can be
most likely attributed to the used χ2-fit signal analysis method, which was shown
to degrade the determined energy resolution compared to the method of optimal
filtering (see section 4.3). The determined energy resolution at 5.9 keV X-ray energy
further degraded to ∆EFWHM = 1.8 eV. This can be attributed to temperature fluc-
tuations of the cryogentic setup. Its thermometry and PID controlled temperature
stabilization is insufficient at T = 20 mK in order to provide a temperature stabil-
ity that would be required for a detector with a potential energy resolution below
1 eV. Therefore, no temperature stabilization was used and the cryostat was operated
at its baseline temperature of T ≈ 7 mK to yield the largest possible signal height,
while the data analysis relied on the temperature information that was acquired on a
non-gradiometric detector channel. Lastly, it was shown that the flux-to-flux ampli-
fication of the employed two-stage SQUID readout was insufficient in order to make
the noise contribution of the room temperature SQUID electronics fully negligible,
which led to a further limitation of the detector performance.
In the end, a new MMC benchmark energy resolution for 5.9 keV photons could not be
demonstrated with the developed HDMSQ2B detector within this thesis. However,
the detector characterization showed highly promising results, indicating that it can
surpass the current MMC resolution benchmark of ∆EFWHM = 1.6 eV and push
towards an energy resolution below 1 eV. Furthermore, the detector characterization
also showed, that its performance is fully predictable by the theoretical model of
metallic magnetic calorimeters. Future developments of this readout scheme will
also incorporate the SQUID geometry into the detector optimizations according to
numerical simulations, resulting in further enhancements for the intrinsic energy
resolution of such an MMC, where detector responses with a signal amplitude far
beyond 1 Φ0 for a 5.9 keV energy input will become a common occurrence at the
already demonstrated operation temperatures.
9. Summary and outlook
This thesis discusses the development of a novel type of cryogenic micro-calorimeter
for the high-resolution X-ray spectroscopy. This detector is based on the general con-
cept of metallic magnetic calorimeters (MMCs), which are energy dispersive particle
detectors operated at millikelvin temperatures, that combine a large energy band-
width, an excellent energy resolution, a fast signal rise time, and a close to perfect
linear detector response. MMCs make use of a particle absorber that is in good
thermal contact with a paramagnetic temperature sensor, the latter being magne-
tized by a weak external magnetic field. The temperature increase of the detector
that follows upon particle absorption changes the sensor magnetization M(T ), which
leads to a change of magnetic flux in a superconducting pickup coil that is placed
in close proximity to the temperature sensor. This magnetic flux change is usually
read out via a superconducting flux transformer with a current sensing dc-SQUID.
The latter is a flux-to-voltage transducer that can achieve a quantum-limited noise
performance. Using this readout scheme, a present day benchmark energy resolution
of ∆EFWHM = 1.6 eV at an X-ray energy of 5.9 keV was achieved [Kem18].
Standard MMC detectors, like the one used in the high-resolution experiment men-
tioned above, use a superconducting flux transformer, which has a number of ad-
vantages but impede the optimal flux coupling. The latter is due to the fact that
proper transformer matching is hard to achieve, and the transformer coupled energy
sensitivity is degraded by a factor of 4 compared to the energy sensitivity of the
SQUID itself. The aim of this thesis was to overcome this problem, by developing
an integrated design of readout SQUID and detector in which a flux transformer can
be omitted. In this device, the paramagnetic temperature sensor of the MMC was
placed directly into the superconducting loop of the dc-SQUID. However, the fab-
rication of integrated detectors is much more challenging than fabricating detector
and SQUID individually. In addition, intrinsic effects of the SQUID, like its Joule
power dissipation, needed to be taken care of.
The first step towards such a high performance many-pixel detector that makes use of
this readout scheme was the design and development of a dc-SQUID with meander-
shaped pickup coil, as well as its microfabrication and optimization. Within this
context, the state-of-the-art anodization-free microfabrication process for Nb/Al-
AlOx/Nb window-type Josephson tunnel junctions used within this research group
needed to be optimized in order to guarantee the predictability of the device pa-
rameters. This optimization includes the investigation of the surface morphology
of thin films used for the creation of Josephson tunnel junctions via atomic force
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microscopy, as well as the investigation of a potential hydrogen contamination of
microfabricated niobium structures, which spoils the ampacity of fabricated wiring
structures. The developed dc-SQUID is a first-order gradiometer, that is build by a
parallel connection of two meander-shaped pickup coils. This allows for a readout of
two temperature sensors with a single dc-SQUID. The aim of the SQUID design was
a low noise device without any intrinsic resonances in its characteristics, that is read
out in a flux locked loop operation mode as a front end SQUID in a two-stage SQUID
setup. Furthermore, its geometry should be optimized to allow for the production
of a densely packed two dimensional detector array of these integrated detectors.
A device that the possesses these properties was successfully developed within this
thesis.
Based on this dc-SQUID, three prototypes of integrated detectors were developed,
fabricated and characterized. The first is a 8×8 pixel array with 32 integrated detec-
tors. Each pixel is represented by a particle absorber made of electroplated gold with
a detection area of 150µm × 150µm and a thickness of 3µm, providing a quantum
efficiency of 100 % for photons below 5 keV energy, and ∼ 50 % for 10 keV photons.
The paramagnetic temperature sensor of each pixel is made of the alloy Ag:Er with
an erbium concentration of cEr = 450 ppm and a dimension of 50×50×1.2µm3, two
of which are placed directly on top of the planar meander-shaped SQUID loop in the
design. The expected energy resolution at an operation temperature of T = 20 mK
was ∆EFWHM = 1.3 eV. In practice, the fully operational detector array achieved a
baseline resolution of ∆EFWHM = 4.2 eV, which is the intrinsic energy resolution of
the detector in the limit of low photon energies Eγ → 0 keV, and an energy resolution
of ∆EFWHM = 8.9 eV at an energy of 5.9 keV. Thus, the first detector with integrated
SQUID readout that was developed within this thesis is a quite successful proof of
principle, whose characterized features were also in excellent agreement the theo-
retical model. Furthermore, all design intrinsic performance limiting factors were
identified with the characterization of this detector, which allowed for its purposeful
redesign in a second development iteration in order to exploit the full potential of
this readout scheme. The identified factors that limited the detector performance
were the on-chip energy dissipation of the dc-SQUIDs, unresolvable signal rises due
to very large and very fast detector responses, as well as athermal phonon loss.
The second prototype addressed the identified problems, where two different ideas
were explored in order to deal with the SQUID’s energy dissipation. In one pro-
totype, the energy dissipation was reduced by reducing the shunt resistance of the
Josephson tunnel junctions to the milliohm range, which is possible without per-
formance loss as the SQUID is read out under voltage bias in a two-stage SQUID
setup. There, the critical current modulation of the front end SQUID is one of the
performance defining properties, which is unaffected by a reduction of the SQUID’s
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shunt resistance. Furthermore, a thermal bottleneck between the absorber and the
temperature sensor was introduced in order to slow down the signal rise to make it
fully resolvable. Within the available detector channels on one chip, different dimen-
sions of this thermal link were implemented to successfully demonstrate the general
concept, as well as the predictable adjustability of the signal rise time. In a final
detector that is not suffering from SQUID or experimental setup intrinsic limitations,
the rise time will then be adjusted to a value that allows for the readout of the largest
signals in the target energy range using a commercial high speed SQUID electronics.
The loss of athermal phonons was reduced to a non-observable level by a introduc-
ing a ”tetrapod” absorber geometry that avoids a direct line-of-sight of athermal
phonons to the substrate. In addition, a potential thermal crosstalk between neigh-
boring pixels was reduced by changing the chip layout from an 8 × 8 pixel array
to a 32 pixel linear array, which allowed for an enhanced detector thermalization
by providing an on-chip thermal bath for every individual pixel. This scheme can
also be incorporated in future two dimensional detector arrays with this integrated
detector design. With a further optimization according to numerical simulations, the
expected energy resolution of this detector at T = 20 mK is ∆EFWHM = 0.53 eV. In
characterization measurements it achieved a baseline resolution of ∆EFWHM = 1.7 eV
at an energy of 0 keV, and a resolution of ∆EFWHM = 2.4 eV at an energy of 5.9 keV.
It turned out that despite this improvement, the energy resolution was still limited
by the SQUID’s energy dissipation. The chip thermally decoupled from the cryostat
at T = 26 mK when using a low-bias operation of the SQUID, resulting in a non-
optimal working point and hence an increased white noise level. For high biasing, the
SQUID showed excellent performance. However, the detector thermally decouples
and reaches operation temperatures above 40 mK, degrading the energy resolution.
The second improved prototype that was developed in order to deal with SQUID’s en-
ergy dissipation is based on a custom-designed on-chip thermalization for the shunt
resistors of the dc-SQUIDs. This scheme thermally decouples the shunt resistors
from the detector substrate by placing them on thin SiO2 membranes, and provides
a thermalization link made of electroplated Au, so that the dissipated energy ther-
malizes directly with the sample holder via this metallic link. This thermalization
scheme not only allowed for a SQUID operation at its optimal working point, but
also a satisfying multi-pixel operation could be demonstrated. Aside from these novel
thermalization structures, this prototype has a slightly higher shunt resistance, but
is otherwise identical to previously discussed. Therefore, its expected energy resolu-
tion at T = 20 mK is also ∆EFWHM = 0.53 eV. The prototype achieved an operation
temperature of T = 18 mK, a baseline energy resolution of ∆EFWHM = 1.3 eV at
an energy of 0 keV, and an energy resolution of ∆EFWHM = 1.8 eV at an energy of
5.9 keV. This clearly shows, that such a detector can reach a performance comparable
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with the best micro-calorimeters world wide and has the potential to be even better.
The small degradation from the expected theoretical value for the energy resolution
where to due to several factors, that are not intrinsic to this kind of detector: Small
temperature fluctuations of the cryogenic setup and the use of a simple least square
fit pulse analysis are responsible for the major part of the degradation. These two
effects can be improved in the near future. A signal analysis software based on opti-
mal filtering that can handle the data coming from the used DAQ system should be
available in the coming months, whereas a highly promising prototype of a thermom-
etry system that has the required temperature resolution was already characterized
by [Ger17].
The foundation created by this integrated detector that was developed in this thesis
will be an important basis for future high resolution MMC developments in order to
push their resolving power far beyond 10000 for soft X-ray detection in the coming
years, making them one of the best X-ray spectrometers available. The developed
detector is already an excellent candidate for instance for the operation on electron
beam ion traps, where lighter highly charged ions are investigated via X-ray spec-
troscopy. Therefore, it can play an important role in expanding our knowledge in
the field of atomic physics, as well as in the creation of astrophysical and cosmo-




The detector development that was carried out within the framework of this thesis
relied heavily on photo-lithography and thin-film deposition techniques executed in
a cleanroom environment. This included the application of standardized processes,
the optimization of already established ones, and the development of completely new
procedures that were previously not established in this group. This section intro-
duces essential basics of the applied microfabrication techniques that are relevant
for the understanding of the discussed processes within this thesis. The depiction
of developed fabrication processes for a specific detector is be made in its corre-
sponding chapter. The detectors that were developed in this thesis consist of up to
20 lithographic layers, all which are successively deposited onto a substrate. The
fabrication of the developed metallic magnetic calorimeters was realized in the in-
house, class DIN ISO 5 cleanroom, in which the detectors were microfabricated via
UV-lithography, dc-magnetron sputtering, inductively coupled plasma reactive ion
etching (ICP-RIE), wet etching and electroplating.
A.1.1 Photoresists
The photoresists that were used in this thesis are uniformly applied in liquid form
onto a solid substrate via standard spin-coating, followed by a subsequent baking on a
hot plate in order to reduce the residual solvent content. Afterwards, the photoresist
is exposed to UV light in order to structure the desired design layer into the resist.
This is usually done by placing a corresponding photomask between the substrate
and the UV light source. For a so called positive resist, exposed areas increase their
solubility for an appropriate solvent, usually an alkaline developer liquid. For a
so called negative resist, exposed areas polymerize, leading to a reduction of their
solubility for an appropriate developer.
Substrate: The utilized substrates were high-purity 3 inch silicon wafers with a
thickness of 375 ± 25µm, that are also electrically insulated by 240 nm of thermal
SiO2.
Photoresists: The utilized AZ1 photoresists and their fabrication parameters are
summarized in table A.1.
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Figure A.1: Overview of the utilized photoresists, their fabrication parameters and their
use.
A.1.2 UV-lithography:
Two separate systems were used for the UV exposure of photoresist. The first was
the mask-aligner Su¨ss MJB32, in which chrome-coated photomasks3 could be used.
However, this machine was succeeded by a maskless aligner and it was therefore
only used for a UV flood exposure for the image reversal procedure of the AZ 5214E
photoresist.
For microstructuring, the individual design layers were written directly into the pho-
toresist via the maskless UV-laser writer MLA1504. The machine provides a high
resolution and high aspect-ratio exposure down to a structure size of 1.0µm and a
structure alignment accuracy of 0.5µm over the area of a 3 inch wafer. Its light
source is a 2.8 W diode laser with a wavelength of 375 nm. The exposure of a 3
inch wafer coated with the AZ 5214E, given the exposure parameters in table A.1,
requires ∼ 25 minutes and scales linearly with the UV exposure dose.
Design software: The respective layers of the detector designs were created with
the Cadence Virtuoso Layout Suite5 and saved in the GDS file format to be used
with the MLA150.
2Su¨ss MicroTec AG, Schleissheimer Straße 90, 85748 Garching, www.suss.com
3Clean Surface Technology Inc., 3-20-29, Omagari, Samukawamachi, 253-0113 Koza-Gun, Japan




The thin film deposition was done via sputter deposition in two separate facilities. In
this physical vapor deposition (PVD) method, a target material is usually bombarded
by argon ions, which remove (sputter) either single atoms or clusters of atoms from
the target material. The latter then redeposits onto the surface of a substrate,
resulting in a homogeneous thin film deposition, assuming ideal conditions.
Alcatel SCM 601: The Alcatel SCM 601 system has a base pressure of 5 · 10−5 Pa
and provides rf-sputtering of the insulator SiO2. This is done at a sputter power of
Prf = 250 W, an Ar/O2 (60 %/40 %) pressure pAr/O2 = 0.7 Pa, and a deposition rate
d˙SiO2 = 1.3 nm/min.
UHV sputtering system: The main ultra-high vacuum (UHV) sputtering system6
has a base pressure of 4 · 10−7 Pa created by a cryogenic pump. The facility provides
dc-magnetron sputtering of five different metallic targets, i.e. Nb, Al, Au, Au:Pd
and Ag:Er, and also supports rf-sputtering of SiO2. A co-sputtering of neighboring
target materials within the facility is also possible, but this option was not required
for the fabrication of the detectors. Part of the main sputtering facility is a load lock
chamber with a base pressure of 1 · 10−4 Pa, which is created by a scroll pump and a
turbomolecular pump. During the deposition procedure, the wafer is rotated around
its center axis while staying in good thermal contact with the copper substrate holder,
with the latter functioning as a heat sink. The following deposition parameters were
used, all performed at T = 300 K:
• Niobium: Becomes superconducting at T < 9.2 K and was used for all on-chip
wiring and the superconducting constituents of the developed metallic magnetic
calorimeters and dc-SQUIDs. Its deposition was done at a sputtering power
P = 400 W, an Ar pressure of pAr = 0.27 Pa, and with a deposition rate of
d˙Nb = 0.74 nm/s.
• Aluminium: Becomes superconducting at T < 1.2 K and was used for the
fabrication of Nb/Al-AlOx/Nb Josephson tunnel junctions. Its deposition was
done at a sputtering power P = 200 W, an Ar pressure of pAr = 0.27 Pa or
pAr = 1.33 Pa, and with a deposition rate d˙Al ≈ 0.26 nm/s.
• Au: Used for detector thermalization structures and for the absorber fabrica-
tion process. Its deposition was done at a sputtering power of P = 200 W, an
Ar pressure of pAr = 1.33 Pa, and with a deposition rate of d˙Au = 2.2 nm/s.
• Au:Pd: Used for normal conducting structures at millikelvin temperatures,
i.e. shunt resistors in the developed dc-SQUIDs, as well as the persistent
6DCA Instruments Oy
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current switch of the detector. Its deposition was done at a sputtering power
of P = 100 W, an Ar pressure of pAr = 1.33 Pa, and a deposition rate of
d˙Au:Pd = 0.86 nm/s.
• Ag:Er: Used as sensor material for the developed MMCs. The targets are in-
house fabricated 2 inch wafers with a thickness of a few millimeters and are
prepared with fixed Er concentrations, usually in the range of cEr = 250 −
450 ppm. The deposition was done at a sputtering power of P = 200 W, an
Ar pressure of pAr = 1.33 Pa and a deposition rate d˙Ag:Er = 4.65 nm/s. The
erbium concentration of the Ag:Er sensor after deposition is determined for
every fabricated wafer in an independent measurement of the residual Ag:Er
after the Lift-Off process. The measurement is done in a commercial SQUID
magnetometer system7.
• SiO2: Used for electrical insulation. Its deposition was done at a sputtering
power of P = 250 W, an Ar/O2 (60 %/40 %) pressure of pAr/O2 = 0.67 Pa, and
a deposition rate of d˙SiO2 = 1.73 nm/min.
A.1.4 Substrate cleaning
Ar ion milling: Part of the load lock chamber of the UHV sputtering system is
an ion gun that was used for substrate cleaning via Ar ion milling prior to nearly
every sputter deposition procedure. The bombardment with Ar removes for instance
monolayers of H2O, or sputters material on the surface of the substrate, removing
for instance residual material or natural oxide layers on metallic structures. The
standard Ar ion milling procedure was done for 1 minute at a pressure of pAr =
7 · 10−2 Pa and an acceleration voltage of 300 V. The thereby achieved removal rate
for material was for instance r˙Au ≈ 20 nm/min for Au, or r˙Nb ≈ 6 nm/min for
niobium.
A.1.5 Material etching
Inductively Coupled Plasma - Reactive Ion Etching (ICP-RIE): ICP-RIE
was done in the plasma etcher SI 500C8. In such a facility, a low pressure plasma is
ignited by an electromagnetic field. The thereby created high energy ions chemically
react with the material on the substrate surface and are then pumped away. There-
fore, a constant reflow of gas has to be provided during the etching process. In this
thesis, ICP-RIE was used for the structuring of three materials:




• Niobium: Nb was etched in a pICP = 2 Pa SF6 atmosphere, with a substrate
bias power of Prf = 50 W and an ICP-power of PICP = 100 W. The wafer was
kept at 5 ◦C during this process, resulting in an etch rate of e˙Nb ∼ 1 nm/s.
• SiO2: For the HDMSQ3 detector that was developed in this thesis, the thermal
oxide on a silicon wafer was partly removed by dry etching in a CHF3 plasma.
This was done at gas pressure of pICP = 0.5 Pa, an ICP-power of PICP = 500 W,
a substrate bias power of Prf = 450 W, at a temperature of T = 15 ◦C with an
etch rate e˙SiO2 ∼ 1 nm/s.
• Si: Isotropic etching of the Si substrate was required for the fabrication of
the HDMSQ3 detector in this thesis. The isotropic etching was done via ICP-
RIE with SF6 at a pressure of pICP = 1.5 Pa, an ICP-power PICP = 650 W, a
substrate bias-power of Prf = 15 W and at a temperature T = 0 ◦C. The exact
etch rate was not determined, but can be estimated to be between 2µm/min
and 2.6µm/min.
Wet etching: Wet etching was required for one fabrication process in this thesis.
The Al-AlOx layer in the Josephson junction fabrication process was chemically wet
etched in a solution consisting of 65 % HNO3, 100 % CH3COOH, 85 % H3PO4 and
H2O, mixed at a ratio of 1:1:16:2.
Electroplating: The absorbers of the developed detectors are made of electroplated
gold. The utilized electrolyte for this is the TechniGold 25 ES9. The electroplating
was done at a temperature of 60 ◦C and a current density of 1 mA/cm2, resulting in
a Au deposition rate of 1.04 nm/s.
A.1.6 Lift-Off and etch process
Lift-Off: The Lift-off process is one standard procedure in microfabrication and is
depicted figure A.2 for an example of the fabrication of niobium stripes. In the first
step, the substrate is prepared with negative photoresist via spin-coating, which is the
AZ 5214E in this thesis, resulting in a uniformly applied resist coating. Afterwards,
the resist is exposed to UV light at the areas where no Nb is required according
to the design. Then, the photoresist is developed, which is done by immersing the
entire wafer in a suitable alkaline developer liquid. As a result, the photoresist is
removed at the location where the Nb stripes shall be deposited. This results in
slightly undermined resist structures which have the shape of an inverse pyramid
with flat apex. This resist shape is crucial for a Lift-off process in order to properly
disconnect the material that is deposited on top of the resist from the material
9Technic Deutschland GmbH, Gla¨rbach 2, 58802 Balve, Germany
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that is deposited onto the substrate, as it is depicted in d). The Lift-off process
finalizes with the removal of the photoresist with a suitable solvent, i.e. acetone or
dimethylformamide (DMF), resulting in structures with slanted edges. This process
provides simplicity in fabrication at the expense of pattern fidelity, as the created










Figure A.2: Schematic of a Lift-Off process. a) Application of photoresist. b) UV expo-
sure of resist. c) Resist development. d) Material deposition. e) Removal of photoresist.
Etch process: Another important standard procedure is the etch process that is
illustrated in figure A.3 for the same example. In the first step, niobium is sput-
ter deposited directly onto the substrate, followed by an application of a positive
photoresist via spin-coating. Afterwards, the resist is exposed to UV light at the
areas where the Nb needs to be removed according to the design, followed by the
resist development. Afterwards, the exposed Nb is etched via ICP-RIE. The process
is complete after the photoresist is removed with a suitable solvent. The result are
steep-walled, rectangular structures with an enhanced pattern fidelity compared to
the Lift-off process.
a) b)






Figure A.3: Schematic of an etch process. a) Material deposition and application of
photoresist. b) UV exposure of resist. c) Resist development. d) ICP-RIE of material. e)
Removal of photoresist.
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A.2 Detector specific amendments
This section contains additional detector specific information concerning either the




Dimensions 150× 150× 3µm3
Residual resistivity ratio RRR 10
Specific heat 1.46× 10−5 J/K ·mol
Distance between absorber and pickup coil 4µm
Temperature sensor
Relative strength of RKKY interaction α 12.5
Residual resistivity ratio RRR 2.4





Exponent ν of 1/f Er noise 0.9
Distance to pickup coil 300 nm
SQUID paramaters








SΦ,1/f (1 Hz) 5µΦ0/
√
Hz
Exponent of 1/f noise 1
Meander-shaped geometry
Pitch and width of pickup coil p = 10µm, w = 4µm
Pitch and width of field coil p = 10µm, w = 6µm
Miscellaneous
Signal rise time τ0 100 ns
Signal decay time τ1 300µs
Table A.1: Summary of the detector parameters that were used for the numerical simu-
lations of the HDMSQ1 in order to predict its energy resolution.
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Layer Material Thickness Process Structures
1 Nb 250 nm ICP-RIE Josephson tunnel junctions,
field coils with wiring2 Al/AlOx 20 nm wet etching
3 Nb 125 nm ICP-RIE
4 SiO2 540 nm Lift-Off
lateral insulation of
dedicated field coils
5 Nb2O5 50 nm anodization
6 SiO2 125 nm Lift-Off insulation layers
7 SiO2 175 nm Lift-Off
8 Nb 250 nm ICP-RIE SQUID loop, wiring
9 SiO2 300 nm Lift-Off insulation layer
10 Au:Pd 260 nm Lift-Off resistive elements
11 Nb 600 nm Lift-Off wiring
12 Au 200 nm Lift-Off detector thermalization
13 Ag:Er 1.2µm Lift-Off temperature sensorAu 100 nm protective coating
14 Au 100 nm electroplating overhanging absorberon postsAu 3µm and Lift-OFF
Table A.2: Overview of the individual lithographic layers of the HDMSQ1 detector.
A.2. Detector specific amendments 175
A.2.2 HDMSQ2A and HDMSQ2B
Absorber
Heat capacity increased by 5 % due
to the addition of the tetrapod
Temperature sensor
Dimensions 50× 50× 0.8µm3








Pitch and width of pickup coil p = 10µm, w = 5µm
Miscellaneous
Signal rise time τ0 10µs
Signal decay time τ1 5 ms
Table A.3: Summary of the detector parameters that were used for the detector opti-
mizations according to numerical simulations in order to predict the energy resolution of
the HDMSQ2A detector. These parameters are also representative for the HDMSQ2B.
Shown are only the parameters that were changed compared to the HDMSQ1 in order to
make the performed design adaptations more obvious.
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Layer Material Thickness Process Structures
1 Nb 250 nm ICP-RIE Josephson tunnel junctions,
field coils with wiring2 Al/AlOx 20 nm wet etching
3 Nb 125 nm ICP-RIE
4 SiO2 540 nm Lift-Off
lateral insulation of
dedicated field coils
5 Nb2O5 50 nm anodization
6 SiO2 125 nm Lift-Off insulation layers
7 SiO2 175 nm Lift-Off
8 Nb 250 nm ICP-RIE SQUID loop, wiring
9 SiO2 300 nm Lift-Off insulation layer
10 Au:Pd 260 nm Lift-Off resistive elements
11 Nb 600 nm Lift-Off wiring
12 Au 400 nm Lift-Off detector thermalization
13 Ag:Er 0.8µm Lift-Off temperature sensorAu 100 nm protective coating
14 Au 100 nm electroplating tetrapodAu 5µm and Lift-OFF
15 Au 100 nm electroplating overhanging absorberon postsAu 3µm and Lift-OFF
16 SiO2 −240 nm ICP-RIE custom thermalizationstructures on membranesSi − ∼ 30µm ICP-RIE
Table A.4: Overview of the individual lithographic layers of the HDMSQ2A and the
HDMSQ2B. It is important to mention that the membrane fabrication at the end was only
done for the HDMSQ2B.
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