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Abstract
In this paper we introduce the concepts of parametric well-posedness for Stampacchia and Minty variational inequalities defined
by bifunctions. We establish some metric characterizations of parametric well-posedness. Under suitable conditions, we prove that
the parametric well-posedness is equivalent to the existence and uniqueness of solutions to these variational inequalities.
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1. Introduction
Well-posedness of a minimization problem was first considered by Tykhonov [1]. Since then, various concepts
of well-posedness were introduced and studied for minimization problems (see, e.g., [2–7]). On the other hand,
variational inequalities provide suitable mathematical models for a wide range of practical problems and have
been studied intensively. It is known that a differentiable minimization problem is closely related to a variational
inequality of differential type (see, e.g., [8–10]). This fact motivates researchers to study the well-posedness of
variational inequalities. By means of Ekeland’s variational principle, Lucchetti and Patrone [11] introduced a
notion of well-posedness for a variational inequality. In [12], Lignola and Morgan introduced the parametric well-
posedness for a family of variational inequalities and investigated its links with the extended well-posedness [7]
of the corresponding minimization problems. Lignola [13] further introduced the notions of well-posedness and
L-well-posedness for quasivariational inequalities and derived some metric characterizations of well-posedness.
For other results on the well-posedness of variational inequalities, we refer readers to [14,15] and the references
therein.
Recently, Crespi et al. [16,17] introduced a class of generalized Minty variational inequalities in terms of the Dini
directional derivative and investigated its links with nondifferentiable minimization problems. Very recently, Lalitha
I This work was partially supported by the National Natural Science Foundation of China (10671135) and the Applied Research Project of
Sichuan Province (05JY029-009-1).
∗ Corresponding author.
E-mail address: fabhcn@yahoo.com.cn (Y.-P. Fang).
0898-1221/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2006.09.009
Y.-P. Fang, R. Hu / Computers and Mathematics with Applications 53 (2007) 1306–1316 1307
and Mehta [18] introduced a class of variational inequalities defined by bifunctions and discussed the relationship
between minimization problems and the variational inequalities by using generalized monotonicity of bifunctions.
Motivated and inspired by the above works, in this paper we study the well-posedness of variational inequalities
defined by bifunctions. We introduce the concepts of parametric well-posedness for variational inequalities having
a unique solution and parametric well-posedness in the generalized sense for variational inequalities having more
than one solution, and establish some metric characterizations of these parametric well-posedness. Under suitable
conditions, we prove that the parametric well-posedness is equivalent to the existence and uniqueness of solutions
to variational inequalities. With an additional compactness assumption, we also derive the equivalence of the well-
posedness in the generalized sense and the existence of solutions to the variational inequalities. Our results generalize
and improve the corresponding results of Lignola and Morgan [12].
2. Preliminaries and notations
Let K be a nonempty subset of a Banach space X and h : K×X → R¯ be a bifunction, where R¯ = R∪{+∞,−∞}.
The Stampacchia variational inequality associated with (h, K ) is to find x ∈ K such that
SVI(h, K ) h(x, x − y) ≤ 0, ∀y ∈ K ,
and the Minty variational inequality associated with (h, K ) is to find x ∈ K such that
MVI(h, K ) h(y, x − y) ≤ 0, ∀y ∈ K .
Note that SVI(h, K ) and MVI(h, K ) include as special cases the classical Stampacchia and Minty variational
inequalities. In particular, when h(x, d) = f ′−(x, d), MVI(h, K ) reduces to the generalized Minty variational
inequality studied by Crespi et al. [16,17], where f ′−(x, d) is the lower Dini directional derivative of a functional
f at x ∈ K in the direction d ∈ X . In this paper we consider the parametric forms of SVI(h, K ) and MVI(h, K )
which are formulated respectively as follows:
SVIp(h, K ) find x ∈ K such that h(p, x, x − y) ≤ 0, ∀y ∈ K .
MVIp(h, K ) find x ∈ K such that h(p, y, x − y) ≤ 0, ∀y ∈ K ,
where h : P × K × X → R¯ and P is a parametric Banach space.
In the sequel we introduce some notions of well-posedness for SVIp(h, K ) and MVIp(h, K ).
Definition 2.1. Let p ∈ P and {pn} ⊂ P with pn → p. A sequence {xn} is called an approximating sequence for
SVIp(h, K ) [resp. MVIp(h, K )] corresponding to {pn} if:
(i) xn ∈ K ,∀n;
(ii) there exists a sequence {n}, n > 0, decreasing to 0 such that
h(pn, xn, xn − y) ≤ n, ∀y ∈ K .
[resp. if:
(i) xn ∈ K ,∀n;
(ii) there exists a sequence {n}, n > 0, decreasing to 0 such that
h(pn, y, xn − y) ≤ n, ∀y ∈ K ].
Remark 2.1. Definition 2.1 generalizes Definition 2.1 of Lignola and Morgan [12].
Definition 2.2. The family {SVIp(h, K ) : p ∈ P} [resp. {MVIp(h, K ) : p ∈ P}] is said to be parametrically well-
posed if for every p ∈ P , SVIp(h, K ) [resp. MVIp(h, K )] has a unique solution x p and every approximating sequence
for SVIp(h, K ) [resp. MVIp(h, K )] corresponding to pn → p converges to x p.
Remark 2.2. Definition 2.2 generalizes Definition 2.2 of Lignola and Morgan [12].
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Definition 2.3. The family {SVIp(h, K ) : p ∈ P} [resp. {MVIp(h, K ) : p ∈ P}] is said to be parametrically well-
posed in the generalized sense if for every p ∈ P , SVIp(h, K ) [resp. MVIp(h, K )] has a nonempty solution set S(p)
[resp. M(p)] and every approximating sequence for SVIp(h, K ) [resp. MVIp(h, K )] corresponding to pn → p has a
subsequence which converges to some point of S(p) [resp. M(p)].
3. Metric characterizations of parametric well-posedness
In this section we derive some metric characterizations of parametric well-posedness for Stampacchia and Minty
variational inequalities defined by bifunctions. For SVIp(h, K ) and MVIp(h, K ), the sets of approximating solutions
are defined respectively by
T Sp (δ, ) = ∪p′∈B(p,δ){x ∈ K : h(p′, x, x − y) ≤ ,∀y ∈ K }
and
T Mp (δ, ) = ∪p′∈B(p,δ){x ∈ K : h(p′, y, x − y) ≤ ,∀y ∈ K },
where B(p, δ) denotes the closed ball with radius δ and centered at p.
Theorem 3.1. The family {SVIp(h, K ) : p ∈ P} is parametrically well-posed if and only if for every p ∈ P, the
solution set S(p) of SVIp(h, K ) is nonempty and
diam T Sp (δ, ) → 0 as (δ, ) → (0, 0), (1)
where diam means the diameter of a set.
Proof. Let {SVIp(h, K ) : p ∈ P} be parametrically well-posed. By definition, S(p) is a singleton for all p ∈ P .
Suppose by contradiction that there exists some p ∈ P such that diam T Sp (δ, ) 9 0 as (δ, ) → (0, 0). Then
there exist positive number l and sequences δn > 0 converging to 0, n > 0 decreasing to 0, and un, vn ∈ K with
un ∈ T Sp (δn, n), vn ∈ T Sp (δn, n) such that
‖un − vn‖ > l, ∀n.
Since un, vn ∈ T Sp (δn, n), there exist pn, p′n ∈ B(p, δn) such that
h(pn, un, un − y) ≤ n, h(p′n, vn, vn − y) ≤ n, ∀y ∈ K .
This implies that {un} and {vn} are approximating sequences for SVIp(h, K ) corresponding to {pn} and {p′n}
respectively. Since {SVIp(h, K ) : p ∈ P} is parametrically well-posed, they have to converge to the unique solution
of SVIp(h, K ). This gives a contradiction. Thus condition (1) holds.
For the converse, assume that for every p ∈ P , S(p) is nonempty and condition (1) holds. Condition (1) implies
that S(p) is a singleton. Let pn → p ∈ P and {xn} be an approximating sequence for SVIp(h, K ) corresponding to
{pn}. Then there exists n > 0, decreasing to 0 such that
h(pn, xn, xn − y) ≤ n, ∀y ∈ K .
This means xn ∈ T Sp (δn, n) with δn = ‖pn − p‖. Let x p be the unique solution of SVIp(h, K ). It follows from (1)
that
‖xn − x p‖ ≤ diam T Sp (δn, n) → 0.
Thus {SVIp(h, K ) : p ∈ P} is parametrically well-posed. 
The following theorem is a slight variation of Theorem 3.1.
Theorem 3.2. Suppose that K is closed and h : P×K×X → R¯ is continuous. Then the family {SVIp(h, K ) : p ∈ P}
is parametrically well-posed if and only if for every p ∈ P,
T Sp (δ, ) 6= ∅, ∀, δ > 0, and diam T Sp (δ, ) → 0 as (δ, ) → (0, 0). (2)
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Proof. The necessity has been proved in Theorem 3.1. To prove the sufficiency, assume that condition (2) holds.
Obviously SVIp(h, K ) has at most one solution. Let pn → p ∈ P and {xn} be an approximating sequence for
SVIp(h, K ) corresponding to {pn}. Then there exists n > 0 decreasing to 0 such that
h(pn, xn, xn − y) ≤ n, ∀y ∈ K .
Set δn = ‖pn− p‖. It is easy to see that xn ∈ T Sp (δn, n). From condition (2), {xn} is a Cauchy sequence and converges
to a point x p ∈ K . Since h is continuous, it follows that
h(p, x p, x p − y) ≤ 0, ∀y ∈ K .
This means that x p is the unique solution of SVIp(h, K ), and so {SVIp(h, K ) : p ∈ P} is parametrically well-
posed. 
Remark 3.1. Theorems 3.1 and 3.2 generalize Proposition 2.3 of Lignola and Morgan [12].
For the parametric well-posedness of MVIp(h, K ), we have the following analogous metric characterizations.
Theorem 3.3. The family {MVIp(h, K ) : p ∈ P} is parametrically well-posed if and only if for every p ∈ P, the
solution set M(p) of MVIp(h, K ) is nonempty and
diam T Mp (δ, ) → 0 as (δ, ) → (0, 0).
Proof. The conclusion follows from similar arguments as in Theorem 3.1. 
Theorem 3.4. Suppose that K is closed and h : P × K × X → R¯ is continuous. Then the family {MVIp(h, K ) : p ∈
P} is parametrically well-posed if and only if for every p ∈ P,
T Mp (δ, ) 6= ∅, ∀, δ > 0, and diam T Mp (δ, ) → 0 as (δ, ) → (0, 0).
Proof. The conclusion follows from similar arguments as in Theorem 3.2. 
Now we give the following examples as applications of metric characterizations of parametric well-posedness.
Example 3.1. Let K = [0,+∞) and h(p, u, v) = u2 − v2 for all p ∈ P, u ∈ K , v ∈ X . It is easily seen that S(p) =
M(p) = {0}, T Sp (δ, ) = [0,
√
] and T Mp (δ, ) = {0}. It follows that diam T Sp (δ, ) → 0 and diam T Mp (δ, ) → 0 as
(δ, ) → (0, 0). By Theorems 3.1 and 3.3, both {SVIp(h, K ) : p ∈ P} and {MVIp(h, K ) : p ∈ P} are parametrically
well-posed.
Example 3.2. Let K = [0, 1] and h(p, u, v) = −(u − v)2 for all p ∈ P, u ∈ K , v ∈ X . It is easily seen that
S(p) = M(p) = T Sp (δ, ) = T Mp (δ, ) = [0, 1]. It follows that diam T Sp (δ, ) 9 0 and diam T Mp (δ, ) 9 0
as (δ, ) → (0, 0). By Theorems 3.1 and 3.3, neither {SVIp(h, K ) : p ∈ P} nor {MVIp(h, K ) : p ∈ P} are
parametrically well-posed.
4. Metric characterizations of parametric well-posedness in the generalized sense
In this section we derive some metric characterizations of parametric well-posedness in the generalized sense for
variational inequalities defined by bifunctions. We first recall some definitions.
Definition 4.1. See [19]. Let A be a nonempty subset of X . The measure of noncompactness µ of the set A is defined
by
µ(A) = inf{ > 0 : A ⊂ ∪ni=1Ai , diam Ai < , i = 1, 2, . . . , n}.
1310 Y.-P. Fang, R. Hu / Computers and Mathematics with Applications 53 (2007) 1306–1316
Definition 4.2. Let (E, d) be a metric space and let A, B be nonempty subsets of E . The Hausdorff metric H(·, ·)
between A and B is defined by
H(A, B) = max{e(A, B), e(B, A)},
where e(A, B) = supa∈A d(a, B) with d(a, B) = infb∈B d(a, b). Let {An} be a sequence of subsets of E . We say that
An converges to A in the sense of Hausdorff metric ifH(An, A) → 0. It is easy to see that e(An, A) → 0 if and only
if d(an, A) → 0 for all selections an ∈ An . For more details on this topic, see, e.g., [19,20].
Theorem 4.1. The family {SVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized sense if and only if
for every p ∈ P, the solution set S(p) of SVIp(h, K ) is nonempty compact and
e(T Sp (δ, ), S(p)) → 0 as (δ, ) → (0, 0). (3)
Proof. Assume that {SVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized sense. Then S(p) 6= ∅
for all p ∈ P . To show S(p) is compact, let {xn} be a sequence in S(p). Clearly {xn} is an approximating
sequence for SVIp(h, K ). Since {SVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized sense,
{xn} has a subsequence converging to some point of S(p). Thus S(p) is compact. Suppose by contradiction that
e(T Sp (δ, ), S(p)) 9 0 as (δ, ) → (0, 0). Then there exist τ > 0, δn > 0 converging to 0, n > 0 decreasing to 0,
and xn ∈ K with xn ∈ T Sp (δn, n) such that
xn 6∈ S(p)+ B(0, τ ), ∀n. (4)
Since xn ∈ T Sp (δn, n), {xn} is an approximating sequence for SVIp(h, K ). As {SVIp(h, K ) : p ∈ P} is parametrically
well-posed in the generalized sense, there exists a subsequence {xnk } of {xn} converging to some point of S(p). This
contradicts (4) and so condition (3) holds.
For the converse, assume that S(p) is nonempty compact for all p ∈ P and condition (3) holds. Let pn → p ∈ P
and {xn} be an approximating sequence for SVIp(h, K ) corresponding to {pn}. Then there exists n > 0 decreasing
to 0 such that
h(pn, xn, xn − y) ≤ n, ∀y ∈ K .
Taking δn = ‖pn − p‖, we have xn ∈ T Sp (δn, n). From (3), there exists a sequence {x¯n} in S(p) such that
‖xn − x¯n‖ = d(xn, S(p)) ≤ e(T Sp (δn, n), S(p)) → 0.
Since S(p) is compact, there exists a subsequence {x¯nk } of {x¯n} converging to x¯ ∈ S(p). Hence the corresponding
subsequence {xnk } of {xn} converges to x¯ . Thus {SVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized
sense. 
Example 4.1. Let K = [0, 1] and h(p, u, v) = v − u for all p ∈ P, u ∈ K , v ∈ X . It is easily seen that
S(p) = T Sp (δ, ) = [0, 1]. Thus diam T Sp (δ, )9 0 and e(T Sp (δ, ), S(p)) → 0 as (δ, ) → (0, 0). By Theorems 3.1
and 4.1, {SVIp(h, K ) : p ∈ P} is not parametrically well-posed, but it is parametrically well-posed in the generalized
sense.
The following example shows that the assumption that S(p) is nonempty compact is essential in Theorem 4.1.
Example 4.2. Let K = [0,+∞) and h(p, u, v) = v − u for all p ∈ P, u ∈ K , v ∈ X . It is easily seen that S(p) =
T Sp (δ, ) = [0,+∞). It follows that e(T Sp (δ, ), S(p)) → 0 as (δ, ) → (0, 0). However, {SVIp(h, K ) : p ∈ P} is
not parametrically well-posed in the generalized sense.
In the sequel we establish a metric characterization of well-posedness in the generalized sense by considering the
measure of noncompactness of the approximating solution sets.
Theorem 4.2. Assume that K is closed and P is an Euclidean space and h : P × K × X → R¯ is continuous. Then
the family {SVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized sense if and only if for every p ∈ P,
T Sp (δ, ) 6= ∅, ∀δ,  > 0, and µ(T Sp (δ, )) → 0 as (δ, ) → (0, 0). (5)
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Proof. To prove necessity, suppose that {SVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized sense.
Then T Sp (δ, ) 6= ∅ for all p ∈ P, δ,  > 0 since T Sp (δ, ) ⊃ S(p) 6= ∅. As proved in Theorem 4.1, S(p) is compact.
Observe that for every δ,  > 0, we have
H(T Sp (δ, ), S(p)) = max{e(T Sp (δ, ), S(p)), e(S(p), T Sp (δ, ))} = e(T Sp (δ, ), S(p)).
By using the compactness of S(p), we get
µ(T Sp (δ, )) ≤ 2H(T Sp (δ, ), S(p))+ µ(S(p)) = 2e(T Sp (δ, ), S(p)).
To prove (5), it is sufficient to show
e(T Sp (δ, ), S(p)) → 0 as (δ, ) → (0, 0),
which has been shown in Theorem 4.1.
For the converse, assume that (5) holds. We first show that T Sp (δ, ) is closed for all δ,  > 0. Let xn ∈ T Sp (δ, )
with xn → x0. Then there exists pn ∈ B(p, δ) such that
h(pn, xn, xn − y) ≤ , ∀y ∈ K .
Since P is an Euclidean space, without loss of generality we suppose that pn → p′ ∈ B(p, δ). By using the continuity
of h, we have
h(p′, x0, x0 − y) ≤ , ∀y ∈ K .




T Sp (δ, ).
Since
µ(T Sp (δ, )) → 0,
The theorem on p. 412 in [19] can be applied and one concludes that S(p) is nonempty, compact, and
e(T Sp (δ, ), S(p)) = H(T Sp (δ, ), S(p)) → 0 as (δ, ) → (0, 0).
The rest of the proof follows from the same arguments as in Theorem 4.1. 
For MVIp(h, K ), we have the following analogous characterizations.
Theorem 4.3. The family {MVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized sense if and only if
for every p ∈ P, the solution set M(p) of MVIp(h, K ) is nonempty compact and
e(T Mp (δ, )M(p)) → 0 as (δ, ) → (0, 0).
Proof. The conclusion follows from similar arguments as in Theorem 4.1. 
Theorem 4.4. Assume that K is closed and P is an Euclidean space and h : P×K ×X → R¯ is continuous. Then the
family {MVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized sense if and only if for every p ∈ P,
T Mp (δ, ) 6= ∅, ∀δ,  > 0, and µ(T Mp (δ, )) → 0 as (δ, ) → (0, 0).
Proof. The conclusion follows from similar arguments as in Theorem 4.2. 
5. Parametric well-posedness of variational inequalities
In this section we establish the equivalence of the parametric well-posedness and the existence and uniqueness of
solution for Stampacchia and Minty variational inequalities defined by bifunctions. We first recall some concepts and
results.
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Definition 5.1. See [18,21]. A bifunction f : K × X → R is said to be
(i) monotone if
f (x, y − x)+ f (y, x − y) ≤ 0, ∀x, y ∈ K ;
(ii) strongly monotone if there exists constant t > 0 such that
f (x, y − x)+ f (y, x − y)+ t‖x − y‖2 ≤ 0, ∀x, y ∈ K ;
(iii) pseudomonotone if for any x, y ∈ K ,
f (x, y − x) ≥ 0⇒ f (y, x − y) ≤ 0.
It is easy to see that the following implications hold:
strong monotonicity⇒ monotonicity⇒ pseudomonotonicity.
Definition 5.2. A bifunction f : K × X → R is said to be hemicontinuous if for every x, y ∈ K and t ∈ [0, 1], the
function t 7→ f (x + t (y − x), y − x) is continuous at 0+. Clearly the continuity of f implies the hemicontinuity of
f , but the converse does not hold in general.
Definition 5.3 ([22]). A bifunction f : K × X → R is said to be subodd if
f (x, d)+ f (x,−d) ≥ 0, ∀x ∈ K , d ∈ X.
The following Minty type lemma is a direct consequence of Theorem 2.1 of [18].
Lemma 5.1. Let K be a nonempty, closed, and convex subset of an Euclidean space X and f : K × X → R be a
hemicontinuous, subodd and pseudomonotone bifunction. If f is positively homogeneous in the second variable, then
the following problems are equivalent:
(i) find x ∈ K such that
f (x, x − y) ≤ 0, ∀y ∈ K ;
(ii) find x ∈ K such that
f (y, x − y) ≤ 0, ∀y ∈ K .
The following lemma is a direct consequence of Theorem 2.2 of [18].
Lemma 5.2. Let K be a nonempty, closed, convex and bounded subset of an Euclidean space X, and let f :
K × X → R be subodd, strongly monotone and hemicontinuous. If f is continuous in the first variable and positive
homogeneous in the second variable, then there exists a unique x ∈ K such that
f (x, x − y) ≤ 0, ∀y ∈ K .
Theorem 5.1. Let K be a nonempty, closed, and convex subset of an Euclidean space X and h : P × K × X → R
be continuous. Assume that for every p ∈ P and x ∈ K, h(p, x, ·) is positively homogeneous and sublinear, and
h(p, x, 0) = 0. Then the family {MVIp(h, K ) : p ∈ P} is parametrically well-posed if and only if MVIp(h, K ) has
a unique solution for all p ∈ P.
Proof. The necessity holds trivially. For the sufficiency, assume that MVIp(h, K ) has a unique solution x p for all
p ∈ P . If {MVIp(h, K ) : p ∈ P} is not parametrically well-posed, then there exist some p ∈ P , pn → p, and an
approximating sequence {xn} for MVIp(h, K ) corresponding to {pn} such that xn 9 x p.
Set
tn = 1‖xn − x p‖ and zn = x p + tn(xn − x p).
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If {xn} is not bounded, then without loss of generality we suppose that ‖xn‖ → +∞, zn ∈ K and zn → z 6= x p. By
using the positive homogeneity and sublinearity of h in the third variable, we have
h(pn, y, z − y) ≤ h(pn, y, z − zn)+ h(pn, y, zn − y)
≤ h(pn, y, z − zn)+ h(pn, y, x p − y)+ h(pn, y, zn − x p)
= h(pn, y, z − zn)+ h(pn, y, x p − y)+ tnh(pn, y, xn − x p)
≤ h(pn, y, z − zn)+ h(pn, y, x p − y)
+ tnh(pn, y, xn − y)+ tnh(pn, y, y − x p), ∀y ∈ K . (6)
Since {xn} is an approximating sequence for MVIp(h, K ) corresponding to {pn}, we can find n > 0 decreasing to 0
such that
h(pn, y, xn − y) ≤ n, ∀y ∈ K . (7)
It follows from (6) and (7) that
h(p, y, z − y) = lim
n→∞ h(pn, y, z − y) ≤ limn→∞{h(pn, y, z − zn)+ h(pn, y, x p − y)
+ tnn + tnh(pn, y, y − x p)}
= h(p, y, x p − y) ≤ 0, ∀y ∈ K ,
which contradicts the uniqueness of the solution of MVIp(h, K ). So {xn} is bounded. For some subsequence of {xn},
xn converges to x∗ which has to solve MVIp(h, K ). This yields x∗ = x p and we have a contradiction. Therefore
{MVIp(h, K ) : p ∈ P} is parametrically well-posed. 
By means of Lemma 5.1, we have the following result for SVIp(h, K ):
Theorem 5.2. Let K be a nonempty, closed, and convex subset of an Euclidean space X and h : P × K × X → R
be continuous. Assume that
(i) for every p ∈ P and x ∈ K, h(p, x, ·) is positively homogeneous, sublinear and h(p, x, 0) = 0;
(ii) for every p ∈ P, h(p, ·, ·) is subodd and monotone.
Then the family {SVIp(h, K ) : p ∈ P} is parametrically well-posed if and only if SVIp(h, K ) has a unique solution
for all p ∈ P.
Proof. The necessity holds trivially. For the sufficiency, assume that SVIp(h, K ) has a unique solution x p for all
p ∈ P . From Lemma 5.1, x p is also the unique solution of MVIp(h, K ). By Theorem 5.1, {MVIp(h, K ) : p ∈ P} is
parametrically well-posed. Let pn → p ∈ P and {xn} be an approximating sequence for SVIp(h, K ) corresponding
to {pn}. Then we can find n > 0 decreasing to 0 such that
h(pn, xn, xn − y) ≤ n, ∀y ∈ K .
Since h(pn, ·, ·) is monotone and subodd,
h(pn, y, xn − y) ≤ −h(pn, xn, y − xn) ≤ h(pn, xn, xn − y) ≤ n, ∀y ∈ K .
This means that {xn} is an approximating sequence for MVIp(h, K ) corresponding to {pn}. By using the parametric
well-posedness of {MVIp(h, K ) : p ∈ P}, we get xn → x p. Thus {SVIp(h, K ) : p ∈ P} is parametrically well-
posed. 
Remark 5.1. Under slight weaker assumptions, Lignola and Morgan [12] derive a corresponding characterization of
parametric well-posedness when h(p, x, y) = 〈A(p, x), y〉 for all p ∈ P, x ∈ K , y ∈ X , where A : P × K → X∗.
For details, we refer readers to Proposition 2.8 of [12].
Based on Theorems 5.1 and 5.2, we establish the equivalence between the parametric well-posedness of the
Stampacchia variational inequality and the parametric well-posedness of the Minty variational inequality.
Theorem 5.3. Let K be a nonempty, closed, and convex subset of an Euclidean space X and h : P × K × X → R
be continuous. Assume that
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(i) for every p ∈ P and x ∈ K, h(p, x, ·) is positively homogeneous, sublinear and h(p, x, 0) = 0;
(ii) for every p ∈ P, h(p, ·, ·) is subodd and monotone.
Then the family {SVIp(h, K ) : p ∈ P} is parametrically well-posed if and only if the family {MVIp(h, K ) : p ∈ P}
is parametrically well-posed.
Proof. The conclusion follows directly from Theorems 5.1 and 5.2. 
The following example shows that there are no relations between parametric well-posedness of {SVIp(h, K ) : p ∈
P} and parametric well-posedness of {MVIp(h, K ) : p ∈ P} in general.
Example 5.1. Let K = [0,+∞) and h(p, u, v) = u for all p ∈ P, u ∈ K , v ∈ X . It is easily seen that S(p) = {0}
and T Sp (δ, ) = [0, ]. By Theorem 3.1, {SVIp(h, K ) : p ∈ P} is parametrically well-posed. On the other hand,
T Mp (δ, ) = ∅. Therefore, {MVIp(h, K ) : p ∈ P} is not parametrically well-posed.
Example 5.2. Let K = [0,+∞) and h(p, u, v) = (v − u)3 for all p ∈ P, u ∈ K , v ∈ X . It is easily seen that
S(p) = T Sp (δ, ) = [0,+∞). By Theorem 3.1, {SVIp(h, K ) : p ∈ P} is not parametrically well-posed. On the other
hand, M(p) = {0} and T Mp (δ, ) = [0, 3
√
]. By Theorem 3.3, {MVIp(h, K ) : p ∈ P} is parametrically well-posed.
Now we give a sufficient condition for the parametric well-posedness of the Stampacchia variational inequality.
Corollary 5.1. Let K be a nonempty, bounded, closed, and convex subset of an Euclidean space X and h :
P × K × X → R be continuous. Assume that
(i) for every p ∈ P and x ∈ K, h(p, x, ·) is positively homogeneous, sublinear and h(p, x, 0) = 0;
(ii) for every p ∈ P, h(p, ·, ·) is subodd and strongly monotone.
Then the family {SVIp(h, K ) : p ∈ P} is parametrically well-posed.
Proof. The conclusion follows directly from Theorem 5.2 and Lemma 5.2. 
Next we give the relationship between the parametric well-posedness in the generalized sense of the Stampacchia
variational inequality and the parametric well-posedness in the generalized sense of the Minty variational inequality
assuming monotonicity.
Theorem 5.4. Let K be a nonempty and convex subset of an Euclidean space X and h : P × K × X → R be such
that for every p ∈ P, h(p, ·, ·) is hemicontinuous, subodd and monotone. Assume that h is positively homogeneous in
the third variable. Then the family {SVIp(h, K ) : p ∈ P} is parametric well-posed in the generalized sense whenever
the family {MVIp(h, K ) : p ∈ P} is parametric well-posed in the generalized sense.
Proof. Assume that {MVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized sense. Let pn → p ∈ P
and {xn} be an approximating sequence for SVIp(h, K ) corresponding to {pn}. As proved in Theorem 5.2, {xn} is
also an approximating sequence for MVIp(h, K ) corresponding to {pn}. Thus {xn} has a subsequence converging to
a solution x p of MVIp(h, K ). By Lemma 5.1, x p is also a solution of SVIp(h, K ). Thus {SVIp(h, K ) : p ∈ P} is
parametric well-posed in the generalized sense. 
The following result shows that the parametric well-posedness in the generalized sense of the Minty variational
inequality is equivalent to the existence of solutions when K is compact.
Theorem 5.5. Let K be a nonempty and compact subset of an Euclidean space X and h : P × K × X → R be
continuous. Then the family {MVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized sense if and only
if the solution set of MVIp(h, K ) is nonempty for all p ∈ P.
Proof. The necessity holds trivially. For the sufficiency, assume that the solution set of MVIp(h, K ) is nonempty. Let
pn → p ∈ P and let {xn} be an approximating sequence for MVIp(h, K ) corresponding to {pn}. Then there exists
n > 0 decreasing to 0 such that
h(pn, y, xn − y) ≤ n, ∀y ∈ K .
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Since K is compact, {xn} has a subsequence {xnk } which converges to some x∗ ∈ K . By using the continuity of h we
have
h(p, y, x∗ − y) = lim
k→∞ h(pnk , y, xnk − y) ≤ 0, ∀y ∈ K .
This yields x∗ is a solution of MVIp(h, K ) and so {MVIp(h, K ) : p ∈ P} is parametrically well-posed in the
generalized sense. 
The following example shows that the compactness of K is essential in Theorem 5.5.
Example 5.3. Let P = X = R and K = [0,+∞). Let h : P × K × X → R be defined by
h(p, x, y) = 0, ∀p,∈ P, x ∈ K , y ∈ X.
It is easy to see that h is continuous and the solution set of MVIp(h, K ) equals K . Let pn → p and xn = n for
all n. Clearly {n}n∈N is an approximating sequence for MVIp(h, K ) corresponding to {pn}, but it has no convergent
subsequences.
Similarly we have the following result:
Theorem 5.6. Let K be a nonempty and compact subset of an Euclidean space X and h : P × K × X → R be
continuous. Then the family {SVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized sense if and only
if the solution set of SVIp(h, K ) is nonempty for all p ∈ P.
Proof. The conclusion follows from similar arguments as in Theorem 5.5. 
Corollary 5.2. Let K be a nonempty, compact, and convex subset of an Euclidean space X and h : P × K × X → R
be continuous. Assume that
(i) for every p ∈ P and x ∈ K, h(p, x, ·) is positively homogeneous, sublinear and h(p, x, 0) = 0;
(ii) for every p ∈ P, h(p, ·, ·) is subodd and pseudomonotone.
Then the family {SVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized sense if and only if the family
{MVIp(h, K ) : p ∈ P} is parametrically well-posed in the generalized sense.
Proof. The conclusion follows directly from Lemma 5.1 and Theorems 5.5 and 5.6. 
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