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Notacio´n
a ∧ b : el mı´nimo entre a y b
a ∨ b : el ma´ximo entre a y b
Ac : complemento de A
∂A : frontera de A
A¯ := A ∪ ∂A : clausura de A
1A(x) =
{
1 si x ∈ A
0 si x ∈ Ac.
Si x ∈ IRd : |x|2 := ∑di=1 |xi|2
B(x, r) := {y ∈ IRd : |y − x| < r}
B[x, r] := {y ∈ IRd : |y − x| ≤ r}
〈·, ·〉 : producto escalar
ei := (δij)1≤j≤d, 1 ≤ i ≤ d, donde δij es el sı´mbolo de Kronecker.
Si z ∈ IRd×m : z∗ = transpuesta de z
Tr(z) = traza de z
||z||2 := Tr(zz∗) = ∑di=1∑mj=1 |zij|2
Para E ⊆ IRd abierto notaremos:
C(E) = {f : E → IR | f es continua}
C(E¯) = {f ∈ C(E) : f es uniformemente continua sobre subconjuntos acotados de E}
Ası´, si f ∈ C(E¯) entonces f se extiende continuamente sobre E¯.
Cb(E) = {f ∈ C(E) : f es acotada}
Ck(E) = {f : E → IR | f es k−veces continuamente diferenciable}
Ck(E¯) = {f ∈ Ck(E) : las derivadas parciales de f hasta el orden k tienen extensiones continuas
sobre E¯}
Ckb (E) = {f ∈ Ck(E) : f y sus derivadas parciales hasta orden k son acotadas}
C∞(E) = ⋂∞k=1 Ck(E)
C([0, T ]× E) = {f : [0, T ]× E → IR | f es continua}
C1,2((0, T )× E) = {f ∈ C([0, T ]× E) : ∂f
∂t
, ∂f
∂xi
, ∂
2f
∂xi∂xj
son continuas sobre (0, T )× E}
C1,2([0, T ) × E) = {f ∈ C1,2((0, T ) × E) : ∂f
∂t
, ∂f
∂xi
, ∂
2f
∂xi∂xj
tienen extensiones continuas sobre
[0, T )× E}
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Si f ∈ C1(E), el gradiente de f con respecto a x se define por
∇xf :=
( ∂f
∂x1
, · · · , ∂f
∂xd
)
.
Para las derivadas de orden mayor usaremos la notacio´n
Dαxf =
∂|α|f
∂xα11 · · · ∂xαdd
donde α = (α1, . . . , αd), αi = 0, 1, 2, . . . y |α| = α1 + · · ·+ αd.
Dados dos espacios medibles (E1, E1), (E2, E2), y una funcio´n f : E1 → E2, diremos que f es
E1/E2−medible si para todo A ∈ E2 se tiene f−1(A) ∈ E1.
Para x ∈ IRd fijo, se define la medida de Dirac concentrada en x, denotada por x, como x(A) :=
1A(x).
fn
c.s−−−→
n→∞
f convergencia casi siempre
fn
P−−−→
n→∞
f convergencia en probabilidad
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Introduccio´n
Este documento tiene como propo´sito recopilar y presentar de la manera ma´s auto-contenida posi-
ble resultados esenciales del ca´lculo estoca´stico y de la teorı´a de ecuaciones diferenciales estoca´sti-
cas y su conexio´n con problemas de valor final de ecuaciones diferenciales parciales lineales de
segundo orden.
El material aquı´ incluido ha sido tomado en gran parte de los libros [FRIE 75], [KA/SH 91],
[TUDOR 97] y [BL/MU 03]. Para la lectura de estas notas se requieren buenos conocimientos de
teorı´a de la probabilidad y ecuaciones diferenciales. Conocimientos ba´sicos de teorı´a de la medida
y procesos estoca´sticos son recomendables pero no obligatorios.
1. Ca´lculo estoca´stico
1.1. Procesos estoca´sticos
A lo largo de estas notas (Ω,F ,P) sera´ un espacio de probabilidad fijo. Diremos que un evento
A ∈ F ocurre casi siempre (abreviado c.s.) si P(A) = 1.
Definicio´n 1.1. Un proceso estoca´stico con para´metro de tiempo continuo es una familia X =
(Xt)t≥0 de variables aleatorias definidas sobre (Ω,F ,P) y con valores en un espacio medible (E, E)
llamado espacio de estados.
Para cada ω ∈ Ω fijo, la funcio´n t 7→ Xt(ω) es llamada la trayectoria o realizacio´n del proceso
X asociada a ω. En ocasiones restringiremos el para´metro de tiempo t a un intervalo contenido en
[0,∞).
Definicio´n 1.2. Sean X = (Xt)t≥0, Y = (Yt)t≥0 procesos estoca´sticos definidos sobre el mismo
espacio de probabilidad (Ω,F ,P) y con valores en (E, E). Diremos que
(a) X es una modificacio´n o versio´n de Y, o que X y Y son equivalentes, si para todo t ≥ 0 se
tiene que P(Xt = Yt) = 1,
(b) X y Y son indistinguibles si P(Xt = Yt, ∀t ≥ 0) = 1.
Claramente la segunda propiedad implica la primera. Sin embargo, dos procesos pueden ser equi-
valentes pero tener trayectorias completamente distintas. El siguiente es un tı´pico ejemplo:
Ejemplo 1.3. Considere una variable aleatoria τ real positiva con distribucio´n continua, y sean
Xt ≡ 0 y
Yt(ω) :=
{
0, si t 6= τ(ω),
1, si t = τ(ω),
para t ≥ 0. Entonces Y es una modificacio´n de X, pues
P(Yt = Xt) = P(τ 6= t) = 1, ∀t ≥ 0.
Sin embargo, P(Xt = Yt, ∀t ≥ 0) = 0.
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Para nuestro propo´sito, la mayorı´a de las veces el espacio de estados sera´ el espacio Euclı´deo
d−dimensional equipado con su σ−a´lgebra de Borel e.d. E = IRd, E = B(IRd), donde B(U)
denota la σ−a´lgebra generada por los conjuntos abiertos de un espacio topolo´gico U.
Definicio´n 1.4. Diremos que un procesoX = (Xt)t≥0 con valores en IRd es continuo c.s. (resp. con-
tinuo por la derecha c.s., resp. continuo por la izquierda c.s.) si para casi todo ω ∈ Ω la aplicacio´n
t 7→ Xt(ω) es continua (resp. continua por la derecha, resp. continua por la izquierda).
Teorema 1.5. Sean X = (Xt)t≥0 y Y = (Yt)t≥0 dos procesos con valores en IRd, equivalentes y
continuos por la derecha c.s. (resp. continuos por la izquierda c.s.), entonces X y Y son indistin-
guibles.
Demostracio´n. Por ser equivalentes, P(Xr 6= Yr) = 0 para todo r ∈ Q+ = Q ∩ [0,∞). Sea
G =
⋃
r∈Q+
{Xr 6= Yr},
entonces P(G) = 0. Si ω /∈ G entonces Xt(ω) = Yt(ω), ∀t ∈ Q+, y por la continuidad a derecha
(resp. continuidad a izquierda) Xt(ω) = Yt(ω), ∀t ≥ 0, es decir,
{Xt 6= Yt} ⊆ G, ∀t ≥ 0,
luego
⋃
t≥0{Xt 6= Yt} ⊆ G, lo que implica P(Xt = Yt, ∀t ≥ 0) = 1.
Cuando decimos que un proceso estoca´sticoX = (Xt)t≥0 es una familia de variables aleatorias con
espacio de estados comu´n (E, E), implı´citamente estamos diciendo que cada Xt es F/E−medible.
Sin embargo, X es realmente una funcio´n de dos variables (t, ω), y en ocasiones es conveniente
tener medibilidad con respecto a ambas variables:
Definicio´n 1.6. Sea X = (Xt)t≥0 un proceso estoca´stico definido sobre (Ω,F ,P) y con espacio de
estados (E, E). Diremos que X es un proceso medible si la aplicacio´n(
[0,∞)× Ω,B([0,∞))⊗F) −→ (E, E))
(t, ω) 7−→ Xt(ω)
es B([0,∞))⊗F/E−medible.
Definicio´n 1.7. Una filtracio´n {Ft}t≥0 en (Ω,F) es una familia de sub-σ-a´lgebras, contenidas en
F , tales que Ft ⊆ Fs si t < s. Al sistema (Ω,F , {Ft}t≥0,P) se le llama espacio de probabilidad
filtrado.
Ejemplo 1.8. Para un proceso estoca´sticoX = (Xt)t≥0 fijo, la familia de sub-σ−a´lgebras {FXt }t≥0
definida por
FXt := σ(Xs : 0 ≤ s ≤ t), t ≥ 0
es una filtracio´n en (Ω,F) y se denomina la filtracio´n cano´nica asociada al proceso X.
Notacio´n. Para una filtracio´n {Ft}t≥0 fija notaremos
F∞ := σ
(⋃
t≥0Ft
)
, Ft+ :=
⋂
s>tFs.
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Definicio´n 1.9. (a) Una filtracio´n {Ft}t≥0 se dice continua a derecha si Ft = Ft+ para cada t ≥ 0.
(b) Diremos que una filtracio´n {Ft}t≥0 satisface las condiciones usuales si es continua a derecha
y F0 contiene todos los conjuntos P−nulos de Ω.
Definicio´n 1.10. Sea (Ω,F , {Ft}t≥0,P) un espacio de probabilidad filtrado y sea X = (Xt)t≥0 un
proceso estoca´stico definido sobre (Ω,F ,P) y con espacio de estados (E, E). Diremos que
(i) X es adaptado a {Ft}t≥0 si para cada t ≥ 0, Xt es Ft/E−medible, es decir, FXt ⊆ Ft para cada
t ≥ 0.
(ii) X es progresivamente medible con respecto a {Ft}t≥0 si para cada t ≥ 0 la aplicacio´n
X
∣∣
[0,t]×Ω :
(
[0, t]× Ω,B([0, t])⊗Ft) −→ (E, E)
(s, ω) 7−→ Xs(ω)
es B([0, t])⊗Ft/E−medible.
En ocasiones, escribiremos soloFt−medible en vez deFt/E−medible, si no hay lugar a confusio´n
sobre la σ−a´lgebra E .
Evidentemente todo proceso prog. medible es adaptado y medible. El siguiente teorema, debido a
Chung & Doob [CH/DO 65], nos dice que el recı´proco, en cierto sentido, tambie´n es va´lido:
Proposicio´n 1.11. Sea X = (Xt)t≥0 un proceso real medible y adaptado a una filtracio´n {Ft}t≥0.
Entonces X posee una versio´n progresivamente medible.
La extensa demostracio´n de este resultado se puede encontrar en [MEYE 66]. Sin embargo, dado
que casi todos los procesos de nuestro intere´s son continuos a derecha (o a izquierda), se puede
establecer, bajo estas condiciones, un resultado similar y cuya prueba es mucho ma´s fa´cil:
Teorema 1.12. Si X = (Xt)t≥0 es un proceso con valores en IRd, continuo por la derecha (o por la
izquierda) y adaptado a una filtracio´n {Ft}t≥0, entonces es prog. medible.
Demostracio´n. Asumamos que X es continuo por la derecha c.s. (el caso continuo por la izquierda
es similar): sea t ≥ 0 fijo, y para cada n ≥ 1 defina fn : [0, t]× Ω→ IRd por
fn(s, ω) :=
{
X0(ω) si s = 0,
X(j−1)t/2n(ω) si (j − 1)t/2n < s ≤ jt/2n, j = 1, . . . , 2n.
Por la continuidad a derecha, fn(s, ω) −−−→
n→∞
X|[0,t]×Ω(s, ω) para casi todo (s, ω) ∈ [0, t] × Ω, y
cada fn es B([0, t])⊗Ft/B(IRd)−medible, pues para todo A ∈ B(IRd) se tiene que
f−1n (A) = {(s, ω) ∈ [0, t]× Ω : fn(s, ω) ∈ A}
= ({0} × {X0 ∈ A}) ∪
(
2n⋃
j=1
(
(j−1)t
2n
, jt
2n
]
× {X(j−1)t/2n ∈ A}) ∈ B([0, t])⊗Ft.
Entonces el lı´mite X
∣∣
[0,t]×Ω es tambie´n B([0, t])⊗Ft/B(IRd)−medible.
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Definicio´n 1.13. Sea (Ω,F , {Ft}t≥0,P) un espacio de probabilidad filtrado. Una variable aleatoria
τ : (Ω,F)→ [0,∞] se llama un tiempo de parada con respecto a {Ft}t≥0 (o Ft−tiempo de parada)
si el evento {τ ≤ t} ∈ Ft para todo t ≥ 0.
Definicio´n 1.14. Sea X = (Xt)t≥0 con espacio de estados (IRd,B(IRd)) y sea A ∈ B(IRd). La
variable aleatoria τA : Ω→ [0,∞] definida por
τA(ω) := ı´nf{t ≥ 0 : Xt(ω) ∈ A} (1.1.1)
se denomina la primera entrada (o primera visita) del proceso X al conjunto A.
Proposicio´n 1.15. Sean X, A y τA como en la definicio´n 1.14,
(a) Si X es continuo a derecha y A es un conjunto abierto entonces τA es un Ft+−tiempo de
parada.
(b) Si X es continuo y A es un conjunto cerrado entonces τA es un Ft−tiempo de parada.
Demostracio´n. (a) Usando la continuidad por la derecha se deduce fa´cilmente que
{τA < t+ ε} =
⋃
s∈Q+
s<t+ε
{Xs ∈ A} ∈ Ft+ε, ∀ε > 0, (1.1.2)
para cada t ≥ 0, luego
{τA ≤ t} =
⋂
ε>0
{τA < t+ ε} ∈
⋂
ε>0
Ft+ = Ft+.
(b) Para cada x ∈ IRd sea d(x,A) := ı´nf{|x− y| : y ∈ A}, y considere la sucesio´n de vecindades
abiertas de A dada por An := {x ∈ E : d(x,A) < 1n}, n ≥ 1. Entonces An ↓ A, y por (1.1.2) cada
τAn satisface
{τAn < t} ∈ Ft, ∀t ≥ 0.
La sucesio´n {τAn}n≥1 es una sucesio´n no-decreciente y dominada por τA, luego existe el lı´mite
η := l´ımn→∞ τAn ≤ τA. Note que
si τA(ω) = 0, entonces τAn(ω) = 0, ∀n ≥ 1;
si τA(ω) > 0, existe un entero k = k(ω) ≥ 1 tal que
τAn = 0 para 1 ≤ n ≤ k, y 0 < τAn < τAn+1 < τA, para todo n ≥ k.
Vamos a probar que η = τA. Para esto es suficiente probar que sobre el conjunto
{τA > 0, η < +∞}
se cumple la desigualdad η ≥ τA. Si τA(ω) > 0 y η(ω) < +∞, por continuidad de X, Xη(ω) =
l´ımn→∞XτAn (ω) y XτAm (ω) ∈ ∂Am ⊆ An, ∀m > n ≥ k(ω). Haciendo m → ∞ se obtiene que
Xη(ω) ∈ An, ∀n ≥ k(ω), y ası´ Xη(ω) ∈
⋂∞
n=1 An = A. Por lo tanto τA ≤ η y τA = l´ımn→∞ τAn .
Se sigue finalmente que
{τA = 0} = {X0 ∈ A} ∈ F0,
{τA ≤ t} =
∞⋂
n=1
{τAn < t} ∈ Ft, ∀t > 0.
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La parte (b) del anterior teorema, debida a Wentzell [WENT 81], sera´ de gran utilidad en los
capı´tulos 2 y 5, pues casi todos los tiempos de parada allı´ considerados sera´n de la forma (1.1.1)
con A abierto y X continuo.
Definicio´n 1.16. Sea τ un tiempo de parada con respecto a una filtracio´n {Ft}t≥0. Se define la
σ−a´lgebra Fτ como
Fτ := {A ∈ F : A ∩ {τ ≤ t} ∈ Ft, ∀t ≥ 0}.
Proposicio´n 1.17. (a) Si τ es un Ft−tiempo de parada, entonces τ es Fτ−medible.
(b) Si τ, η son Ft−tiempos de parada, entonces τ ∧ η, τ ∨ η tambie´n lo son. Si adema´s τ ≤ η,
entonces Fτ ⊆ Fη.
(c) Si {τn}n≥1 son Ft−tiempos de parada, supn≥1 τn tambie´n lo es.
(d) Si τ es un Ft−tiempo de parada y η : Ω → [0,+∞] es Fτ−medible tal que η ≥ τ, entonces
η es tambie´n un Ft−tiempo de parada. En particular, la suma de dos Ft−tiempos de parada es
tambie´n un Ft−tiempo de parada.
(e) Si τ, η son Ft−tiempos de parada entonces Fτ∧η = Fτ ∩ Fη.
Demostracio´n. (a) Debido a que B([0,+∞)) es generada por los intervalos de la forma [0, s], s ≥
0, basta con verificar que τ−1
(
[0, s]
)
= {τ ≤ s} ∈ Fτ , ∀s ≥ 0. Pero esto es trivial, en vista de que
para cada s ≥ 0,
{τ ≤ s} ∩ {τ ≤ t} = {τ ≤ s ∧ t} ∈ Fs∧t ⊆ Ft, ∀t ≥ 0.
(b) Para todo t ≥ 0,
{τ ∧ η ≤ t} = {τ ≤ t} ∩ {η ≤ t} ∈ Ft
{τ ∨ η ≤ t} = {τ ≤ t} ∪ {η ≤ t} ∈ Ft.
Si τ ≤ η, para todo A ∈ Fτ se tiene que
A ∩ {η ≤ t} = A ∩ {τ ≤ t} ∩ {η ≤ t} ∈ Ft, ∀t ≥ 0
luego A ∈ Fη.
(c) {supn≥1 τn ≤ t} =
⋂∞
n=1{τn ≤ t} ∈ Ft.
(d) Dado que η es Fτ−medible, {η ≤ t} ∈ Fτ para todo t ≥ 0, es decir
{η ≤ t} = {η ≤ t} ∩ {τ ≤ t} ∈ Ft, ∀t ≥ 0
lo que implica que η es un Ft−tiempo de parada.
Si τ y η son Ft−tiempos de parada, entonces τ ∨ η es tambie´n un Ft−tiempo de parada y τ + η ≥
τ∨η. Como τ esFτ−medible, η esFη−medible yFτ ,Fη ⊆ Fτ∨η entonces τ+η esFτ∨η−medible.
Con esto y la primera parte de (d) se concluye que τ + η es tambie´n un Ft−tiempo de parada.
(e) Dado que τ ∧ η ≤ τ y τ ∧ η ≤ η, la inclusio´n Fτ∧η ⊆ Fτ ∩ Fη es consecuencia inmediata
de la u´ltima afirmacio´n de (b). Sea ahora A ∈ Fτ ∩ Fη. Entonces A ∩ {τ ∧ η ≤ t} =
[
A ∩ {τ ≤
t}] ∪ [A ∩ {η ≤ t}] ∈ Ft, ∀t ≥ 0.
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Proposicio´n 1.18. Sean X = (Xt)t≥0 un proceso estoca´stico con valores en (E, E) y sea τ un
tiempo de parada con respecto a una filtracio´n {Ft}t≥0. Si X es progresivamente medible con
respecto a {Ft}t≥0 entonces la v.a. Xτ1{τ<∞} es Fτ−medible y el proceso (Xt∧τ )t≥0 es tambie´n
progresivamente medible con respecto a {Ft}t≥0.
Demostracio´n. Sea A ∈ E . Dado que
{Xτ1{τ<∞} ∈ A} ∩ {τ ≤ t} = {Xt∧τ ∈ A} ∩ {τ ≤ t},
basta con demostrar la segunda afirmacio´n de la proposicio´n: para t ≥ 0 fijo, la aplicacio´n (s, ω) 7→
s ∧ τ(ω) es B([0, t])⊗Ft/B([0, t])−medible, pues para cada s ≤ t
{(r, ω) ∈ [0, t]× Ω : r ∧ τ(ω) ≤ s}
=
(
[0, s]× Ω) ∪ ([0, t]× {τ ≤ s}) ∈ B([0, t])⊗Fs ⊆ B([0, t])⊗Ft.
En consecuencia la funcio´n ψ(s, ω) := (s ∧ τ(ω), ω) de [0, t] × Ω en sı´ mismo es B([0, t]) ⊗
Ft/B
(
[0, t]
)⊗Ft−medible. Por hipo´tesis
X
∣∣
[0,t]×Ω :
(
[0, t]× Ω,B([0, t])⊗Ft) −→ (E, E)
(s, ω) 7−→ Xs(ω)
es B([0, t])⊗Ft/E−medible. Por lo tanto, la compuesta
(s, ω) 7→ (X∣∣
[0,t]×Ω ◦ ψ
)
(s, ω) = Xs∧τ(ω)(ω),
es B([0, t])⊗Ft/E−medible
Definicio´n 1.19. Un proceso real X = (Xt)t≥0 con E(|Xt|) < +∞, ∀t ≥ 0, y adaptado a una
filtracio´n {Ft}t≥0 es llamado una martingala (resp. super-martingala, resp. sub-martingala) con
respecto a {Ft}t≥0 si
E[Xs | Ft] = Xt, (resp. ≤, resp. ≥) para todo s ≥ t ≥ 0.
Observacio´n 1.20. Note que si X es una martingala entonces E[Xt] = E[X0], ∀t ≥ 0.
Los siguientes tres teoremas son fundamentales en la teorı´a de martingalas. Omitiremos sus de-
mostraciones debido a que se requieren algunos resultados de martingalas con para´metro de tiempo
discreto y el concepto de integrabilidad uniforme (ver por ejemplo [DOOB 53, BL/MU 03]).
Teorema 1.21 (Primera desigualdad de Doob). Sea X = (Xt)t≥0 una Ft−martingala continua por
la derecha tal que E(|Xt|p) <∞, ∀t ∈ [0, T ], con p ≥ 1. Entonces
P
(
sup
t∈[0,T ]
|Xt| ≥ ε
)
≤ 1
εp
E
(|XT |p).
Teorema 1.22 (Segunda desigualdad de Doob). SeaX = (Xt)t≥0 unaFt−martingala continua por
la derecha tal que E(|Xt|p) <∞, ∀t ∈ [0, T ], con p > 1. Entonces
E
[
sup
t∈[0,T ]
|Xt|p
]
≤
(
p
p− 1
)p
E
(|XT |p).
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Teorema 1.23 (Teorema de parada de Doob). Sea (Xt)t≥0 una martingala real con respecto a una
filtracio´n {Ft}t≥0 tal que existe una v.a. X∞ ∈ L1(Ω,F ,P) para la cual
Xt = E[X∞ | Ft], ∀t ≥ 0,
y sean τ, η tiempos de parada con respecto a {Ft}t≥0 tales que τ ≤ η. Si X es continuo a derecha
c.s. entonces
Xτ = E[Xη | Fτ ] = E[X∞ | Fτ ], c.s.
Este u´ltimo teorema es un caso particular de un teorema ma´s general para sub-martingalas unifor-
memente integrables dado por Doob y denominado “Optional sampling”, ver [KA/SH 91].
Teorema 1.24. Sea X = (Xt)t≥0 un proceso real adaptado a una filtracio´n {Ft}t≥0 tal que para
todo Ft−tiempo de parada acotado τ se tiene
E[Xτ ] = E[X0].
Entonces X es una martingala con respecto a {Ft}t≥0.
Demostracio´n. Sean t ≥ s ≥ 0 y A ∈ Fs. Entonces τ := s1Ac + t1A es un tiempo de parada con
τ = τ ∧ t. Esto implica
E[X0] = E[Xτ ] = E[Xs1Ac +Xt1A] = E[Xs1Ac ] + E[Xt1A].
Por otro lado, el tiempo de parada τ ≡ s satisface
E[X0] = E[Xs] = E[Xs1Ac ] + E[Xs1A].
Por lo tanto, para todo A ∈ Fs tenemos E[Xt1A] = E[Xs1A]. Usando la definicio´n de esperanza
condicional, obtenemos E[Xt | Fs] = Xs.
Usando el teorema de parada de Doob se puede fa´cilmente ver que el recı´proco tambie´n es cierto.
Definicio´n 1.25. Un Movimiento Browniano o Proceso de Wiener unidimensional esta´ndar es un
proceso estoca´stico (Wt)t≥0 con valores en IR que satisface
(i) W0 = 0 c.s.
(ii) para todo 0 ≤ t ≤ s, el incremento Ws − Wt tiene distribucio´n normal con media cero y
varianza t− s.
(iii) para todo 0 ≤ u ≤ r ≤ s ≤ t, el incremento Wt −Ws es independiente de Wr −Wu.
Observacio´n 1.26. La funcio´n de probabilidad conjunta de las variables aleatoriasWt1 ,Wt2 , . . . ,Wtn ,
con 0 < t1 < t2 < · · · < tn <∞, esta´ dada por
ft1···tn(x1, . . . , xn) = ft1(x1) ft2−t1(x2 − x1) · · · ftn−tn−1(xn − xn−1), (1.1.3)
donde
ft(x) =
1√
2pit
exp
(
−x
2
2t
)
.
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El sistema de distribuciones dado en (1.1.3) satisface las condiciones del teorema de consistencia de
Kolmogorov, ver [FRIE 75, KA/SH 91, TUDOR 97, BL/MU 03]. Esto garantiza la existencia del
movimiento Browniano esta´ndar.
Existen sin embargo otros me´todos, au´n ma´s te´cnicos, para garantizar la existencia del movimiento
Browniano. Una construccio´n basada en convergencia de´bil y en la aproximacio´n por caminatas
aleatorias puede ser encontrada en [BILL 68]. Otro es el me´todo del espacio de Hilbert [KA/SH 91].
La idea original de esta construccio´n fue dada por Paul Levy en 1948 y simplificada posteriormente
por Ciesielski en 1961.
Si X es una variable aleatoria normal con media cero y varianza σ entonces
E(X2n) =
(2n)!
2nn!
σ2n, E(X2n+1) = 0, n = 0, 1, 2, . . .
En particular, para el movimiento Browniano esta´ndar (Wt)t≥0
E(|Wt −Ws|4) = 3|t− s|2, 0 ≤ s < t.
Usando esto junto con en el teorema de Kolmogorov-C˘entsov [KA/SH 91] se obtiene
Teorema 1.27. El movimiento Browniano unidimensional esta´ndar (Wt)t≥0 posee una versio´n con-
tinua.
De aquı´ en adelante haremos referencia a la versio´n continua del movimiento Browniano.
Otra propiedad importante de las trayectorias del movimiento Browniano es la no-diferenciabilidad:
si una funcio´n f : IR→ IR es continuamente diferenciable en [s, t] y
pin = {s = tn,1, tn,2, . . . , tn,mn = t}, n ≥ 1
es una sucesio´n de particiones de [s, t] con ||pin|| = ma´x1≤j≤mn(tn,j − tn.j−1) −−−→
n→∞
0, entonces
mn∑
j=1
(f(tn,j)− f(tn,j−1))2 −−−→
n→∞
0.
Tal conclusio´n no se tiene para el movimiento Browniano. En cambio, se tiene lo siguiente
Teorema 1.28. Si pin = {s = tn,1, tn,2, . . . , tn,mn = t}, n ≥ 1, una sucesio´n de particiones de [s, t]
con ||pin|| −−−→
n→∞
0, entonces
Sn =
mn∑
j=1
(Wtn,j −Wtn,j−1)2 L
2−−−→
n→∞
t− s.
Si adema´s
∑∞
n=1 ||pin|| < +∞, entonces Sn c.s−−−→n→∞ t− s.
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Demostracio´n. Para esta demostracio´n, definimos tj = tn,j, m = mn. Con esta notacio´n, se tiene
Sn − (t− s) =
m∑
j=1
[
(Wtj −Wtj−1)2 − (tj − tj−1)
]
.
Dado que los sumandos son independientes y de esperanza cero
E
(|Sn − (t− s)|2) = E[ m∑
j=1
[
(Wtj −Wtj−1)2 − (tj − tj−1)
]2]
=
m∑
j=1
E
[
(Y 2j − 1)(tj − tj−1)
]2
,
donde
Yj :=
Wtj −Wtj−1
(tj − tj−1)1/2 .
Dado que los Yj esta´n igualmente distribuidos con distribucio´n normal, se sigue
E
(|Sn − (t− s)|2) = E(|Y 21 − 1|2) m∑
j=1
(tj − tj−1)2 ≤ E(|Y 21 − 1|2) · (t− s)||pin|| −−−→
n→∞
0.
Adema´s, se tiene la siguiente desigualdad
Dn := 2
n∑
k=1
(tk − tk−1)2 ≤ 2(t− s)||pin||.
Ası´, la condicio´n
∑∞
n=1 ||pin|| < +∞ implica que
∑∞
n=1Dn < +∞ y como consecuencia Sn c.s−−−→n→∞
t− s, ya que Sn L
2−−−→
n→∞
t− s.
Corolario 1.29. Si
∑∞
n=1 ||pin|| < +∞, y pin ⊆ pin+1 para todo n ≥ 1, entonces
n∑
k=1
|Wtn,k −Wtn,k−1| c.s−−−→n→∞ ∞.
En particular c.s. las trayectorias del movimiento Browniano tienen variacio´n infinita sobre cada
intervalo compacto y como consecuencia c.s. las trayectorias en ningu´n punto son derivables.
Demostracio´n. Tenemos que
Sn ≤ ma´x
1≤k≤n
|Wtn,k −Wtn,k−1| ·
n∑
k=1
|Wtn,k −Wtn,k−1|, (1.1.4)
y por el teorema anterior
n∑
k=1
|Wtn,k −Wtn,k−1|2 c.s−−−→n→∞ t− s 6= 0. (1.1.5)
Por la continuidad uniforme sobre [s, t] del movimiento Browniano se tiene que
ma´x
1≤k≤n
|Wtn,k −Wtn,k−1| c.s−−−→n→∞ t− s 6= 0. (1.1.6)
Usando las relaciones (1.1.4), (1.1.5) y (1.1.6) se obtiene el resultado requerido.
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1.2. La integral estoca´stica
1.2.1. Definicio´n y propiedades
Sea (Wt)t≥0 un movimiento Browniano unidimensional esta´ndar con W0 = 0 y sea {Ft}t≥0 la
filtracio´n generada por (Wt)t≥0 aumentada con los conjuntos P−nulos de Ω, es decir
Ft = σ
(N ∪ {Ws : 0 ≤ s ≤ t}), t ≥ 0
dondeN = {E ⊆ Ω : ∃G ∈ F , G ⊇ E y P(G) = 0}. Se puede probar que esta filtracio´n satisface
las condiciones usuales, ver [KA/SH 91].
Nuestro objetivo en esta seccio´n es mostrar la existencia, en cierto sentido, de la integral estoca´stica∫ t
0
Xs dWs
para un tipo especial de procesos (Xt)t≥0. Debido a que las trayectorias del movimiento Browniano
son no-diferenciables y tampoco de variacio´n acotada, dicha integral no se puede definir en el sen-
tido Lebesgue-Stieljes. Au´n ası´ su construccio´n se asemeja a la de la integral de Riemman, ya que
se define primero para procesos escalonados y luego por aproximacio´n se extiende a una clase ma´s
general de procesos.
Definicio´n 1.30. Sean 0 ≤ t0 < t < +∞ y p ≥ 1. Notaremos con Hp[t0, t] el espacio vectorial de
los procesos (Xs)s≥0 con valores en IR y adaptados a {Ft}t≥0 tales que∫ t
t0
|Xs|p ds < +∞ c.s.
y con Mp[t0, t] el subconjunto de Hp[t0, t] de los procesos (Xs)s≥0 que satisfacen
E
∫ t
t0
|Xs|p ds < +∞.
Definicio´n 1.31. Diremos que X ∈ Hp[t0, t] es un proceso escalonado o proceso simple si es de la
forma
Xs =
n−1∑
i=0
ei1[ti,ti+1)(s)
donde t0 < t1 < · · · < tn = t es una particio´n del intervalo [t0, t] y cada ei es una variable aleatoria
real Fti−medible, 0 ≤ i ≤ n− 1.
Lema 1.32 (Aproximacio´n por procesos escalonados). Sea X ∈ H2[t0, t]. Entonces existe una
sucesio´n de procesos escalonados (Xn)n≥1 en H2[t0, t] tal que
l´ım
n→∞
∫ t
t0
|Xs −Xns |2 ds = 0 c.s. (1.2.1)
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Demostracio´n. Sin pe´rdida de generalidad asumiremos t0 = 0. La prueba se hara´ en 3 pasos:
Paso 1. Si X es acotado y tiene trayectorias continuas c.s., para cada n ≥ 1 se define el proceso
simple
Xns :=
n−1∑
k=0
Xkt/n1An,k(s), donde An,k =
[
kt
n
, (k+1)t
n
)
, 0 ≤ k ≤ n.
De la continuidad del proceso se tiene que Xns
c.s−−−→
n→∞
Xs, y por convergencia dominada∫ t
0
|Xns −Xs|2 ds c.s.−−−→
n→∞
0.
Paso 2. Si X es acotada, definimos Gs :=
∫ s
0
Xr dr, y para cada n ≥ 1
Xns :=
Gs −G(s−1/n)∧0
1/n
el cual es continuo y acotado. El teorema fundamental del ca´lculo implica que Xns
c.s−→ Xs, y de
nuevo por convergencia dominada se obtiene (1.2.1).
Paso 3. Por u´ltimo, para X ∈ H2[0, t] arbitrario se define
Xns := Xs · 1{|Xs|≤n}.
Cada procesoXn es acotado y satisface |Xns −Xs|2 ≤ 2|Xs|2. Usando el hecho de que
∫ t
0
|Xs|2ds <
+∞ c.s. y convergencia dominada obtenemos
l´ım
n→∞
∫ t
t0
|Xs −Xns |2 ds = 0 c.s.
Lema 1.33. Sea X ∈ M2[t0, t]. Entonces existe una sucesio´n de procesos simples (Xn)n≥1 en
M2[t0, t] tal que
E
∫ t
t0
|Xs −Xns |2 ds −−−→
n→∞
0. (1.2.2)
Demostracio´n. Dado que en particular X ∈ H2[t0, t], por el lema anterior existe una sucesio´n de
procesos simples (X˜n)n≥1 en H2[t0, t] que satisfacen (1.2.1). Para cada N > 0 definimos
ΠN(s) :=
{
s si |s| ≤ N
N s|s| si |s| > N
Dado que |ΠN(s)− ΠN(r)| ≤ |s− r|,∫ t
t0
|ΠN(Xs)− ΠN(X˜ns )|2 ds ≤
∫ t
t0
|Xs − X˜ns |2 ds c.s−−−→
n→∞
0
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y de la desigualdad (a+ b)2 ≤ 2(a2 + b2),∫ t
t0
|ΠN(Xs)− ΠN(X˜ns )|2 ds ≤ 4tN2.
Aplicando convergencia dominada en la variable ω tenemos
E
∫ t
t0
|ΠN(Xs)− ΠN(X˜ns )|2 ds −−−→
n→∞
0. (1.2.3)
Por otro lado |ΠN(Xs(ω)) − Xs(ω)| −−−→
N→∞
0 y |ΠN(Xs(ω)) − Xs(ω)|2 ≤ |Xs(ω)|2 para todo
(s, ω) ∈ [t0, t] × Ω, y de nuevo por convergencia dominada, pero esta vez en las variables s y ω se
obtiene
E
∫ t
t0
|ΠN(Xs)−Xs|2 ds −−−→
N→∞
0.
De aquı´ se deduce que para todo entero positivo k existe Nk tal que
E
∫ t
t0
|ΠNk(Xs)−Xs|2 ds <
1
4k
y de (1.2.3) se sigue que existe nk tal que
E
∫ t
t0
|ΠNk(Xs)− ΠNk(X˜nks )|2 ds <
1
4k
.
Tomando la sucesio´n de procesos simples Xks := ΠNk(X˜
nk
s ) obtenemos
E
∫ t
t0
|Xs −Xks |2 ds
≤ 2E
∫ t
t0
|Xs − ΠNk(Xs)|2 ds+ 2E
∫ t
t0
|ΠNk(Xs)− ΠNk(X˜nks )|2 ds −−−→
k→∞
0.
Definicio´n 1.34 (Integral estoca´stica para procesos escalonados). Sea X un proceso escalonado en
H2[t0, t] de la forma
Xs =
n−1∑
i=0
ei1[ti,ti+1)(s)
donde cada ei es Fti−medible y t0 < t1 < · · · < tn = t. La variable aleatoria
n−1∑
i=0
ei(Wti+1 −Wti),
es denotada por ∫ t
t0
Xs dWs
y es llamada la integral estoca´stica o integral de Itoˆ de X con respecto al movimiento Browniano
(Ws)s≥0. Note que si t0 = 0 entonces
∫ t
0
Xs dWs es Ft−medible.
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Proposicio´n 1.35. Sean X1, X2 procesos escalonados en H2[t0, t] y sean α, β ∈ IR. Entonces
αX1 + βX2 ∈ H2[t0, t] y∫ t
t0
(αX1s + βX
2
s ) dWs = α
∫ t
t0
X1s dWs + β
∫ t
t0
X2s dWs.
Demostracio´n. Usaremos una particio´n t0 < t1 < · · · < tn = t tal que
X1 =
n−1∑
i=0
ei1[tj ,ti+1) y X
2 =
n−1∑
i=0
ci1[ti,ti+1)
donde ei y ci son variables aleatorias Fti-medibles para cada i (si las particiones en las fo´rmulas de
X1 y X2 son distintas, podemos encontrar un refinamiento comu´n de ambas particiones). Entonces
αX1 + βX2 =
n−1∑
j=0
(αej + βcj)1[tj ,tj+1)
y ∫ t
t0
(αX1s + βX
2
s ) dWs =
n−1∑
j=0
(αej + βcj)(Wtj+1 −Wtj)
= α
n−1∑
j=0
ej(Wtj+1 −Wtj) + β
n−1∑
j=0
cj(Wtj+1 −Wtj)
= α
∫ t
t0
X1s dWs + β
∫ t
t0
X2s dWs.
Proposicio´n 1.36. Si X es un proceso escalonado en M2[t0, t] entonces
E
∫ t
t0
Xs dWs = 0, (1.2.4)
E
[∣∣∣∫ t
t0
Xs dWs
∣∣∣2] = E ∫ t
t0
|Xs|2 ds. (1.2.5)
Demostracio´n. Si X es de la forma Xs =
∑n−1
i=0 ei1[ti,ti+1)(s) entonces
E
∫ t
t0
|Xs|2 ds =
n−1∑
i=0
E(e2i ) · (ti+1 − ti)
que es finito por hipo´tesis, y en particular E(|ei|) < +∞. Adema´s E(|Wti+1 −Wti |) < +∞. Dado
que ei es Fti− medible mientras que Wti+1 −Wti es independiente de Fti ,
E[ei(Wti+1 −Wti)] = E(ei) · E(Wti+1 −Wti) = 0, 0 ≤ i ≤ n− 1.
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Sumando sobre i se obtiene (1.2.4). Por otro lado
∣∣∣∫ t
t0
Xs dWs
∣∣∣2 = n−1∑
i=0
n−1∑
j=0
eiej(Wti+1 −Wti)(Wtj+1 −Wtj)
=
n−1∑
i=0
e2i (Wti+1 −Wti)2 +
∑
i<j
eiej(Wti+1 −Wti)(Wtj+1 −Wtj).
Si 0 ≤ i < j ≤ n− 1 entonces Wtj+1 −Wtj es independiente de eiej(Wti+1 −Wti), luego
E[eiej(Wti+1 −Wti)(Wtj+1 −Wtj) = E[eiej(Wti+1 −Wti)(Wtj+1 −Wtj) · E[Wti+1 −Wti ] = 0,
y de nuevo por la independencia entre ei y Wti+1 −Wti ,
E[e2i (Wti+1 −Wti)2] = E(e2i ) · E[(Wti+1 −Wti)2] = E(e2i ) · (ti+1 − ti), 0 ≤ i ≤ n− 1.
Por lo tanto
E
[∣∣∣∫ t
t0
Xs dWs
∣∣∣2] = n−1∑
i=0
E(e2i ) · (ti+1 − ti) = E
∫ t
t0
|Xs|2 ds.
Lema 1.37. Para todo proceso escalonado X ∈ H2[t0, t] y para todo ε > 0, N > 0,
P
(∣∣∣∫ t
t0
Xs dWs
∣∣∣ > ε) ≤ P(∫ t
t0
|Xs|2 ds > N
)
+
N
ε2
.
Demostracio´n. Para X de la forma Xs =
∑n−1
i=0 ei1[ti,ti+1)(s) definimos
φN(s) =
{
Xs, si tk ≤ s < tk+1 y
∑k
i=0 e
2
i (ti+1 − ti) ≤ N,
0, si tk ≤ s < tk+1 y
∑k
i=0 e
2
i (ti+1 − ti) > N.
Entonces φN ∈ H2[t0, t] y ∫ t
t0
φ2N(s) ds =
ν∑
i=0
e2i (ti+1 − ti)
donde ν es el entero ma´s grande tal que
∑ν
i=0 e
2
i (ti+1 − ti) ≤ N, ν ≤ n− 1, y por esta razo´n
E
∫ t
t0
φ2N(s) ds ≤ N.
Adema´s Xs − φN(s) = 0 para todo s ∈ [t0, t] si
∫ t
t0
|Xs|2 ds ≤ N, luego
P
(∣∣∣∫ t
t0
Xs dWs
∣∣∣ > ε) ≤ P(∣∣∣∫ t
t0
φN(s) dWs
∣∣∣ > ε)+P(∫ t
t0
|Xs|2 ds > N
)
,
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y por la desigualdad de Chebyshev
P
(∣∣∣∫ t
t0
φN(s) dWs
∣∣∣ > ε) = P(∣∣∣∫ t
t0
φN(s) dWs
∣∣∣2 > ε2) ≤ 1
ε2
E
[∣∣∣∫ t
t0
φN(s) dWs
∣∣∣2]
=
1
ε2
E
∫ t
t0
|φN(s)|2 ds ≤ N
ε2
,
obteniendo el resultado.
Ahora procedemos a definir la integral estoca´stica para cualquier proceso X en H2[t0, t] : por el
lema 1.2.1 existe una sucesio´n (Xn)n≥1 de procesos simples en H2[t0, t] tal que∫ t
t0
|Xns −Xs|2 ds c.s.−−−→
n→∞
0.
En particular ∫ t
t0
|Xns −Xs|2 ds P−−−→
n→∞
0.
Usando la desigualdad (a+ b)2 ≤ 2a2 + 2b2 se obtiene∫ t
t0
|Xns −Xms |2 ds ≤ 2
∫ t
t0
|Xns −Xs|2 ds+ 2
∫ t
t0
|Xs −Xms |2 ds
y por lo tanto ∫ t
t0
|Xns −Xms |2 ds P−−−−→
n,m→∞
0. (1.2.6)
Por el lema anterior para todo ε > 0, ρ > 0,
P
(∣∣∣∫ t
t0
(Xns −Xms ) dWs
∣∣∣ > ε) ≤ P(∫ t
t0
|Xns −Xms |2 ds > ε2ρ
)
+ ρ,
y en virtud de (1.2.6) se tiene que
l´ım sup
n,m→∞
P
(∣∣∣∫ t
t0
Xns dWs −
∫ t
t0
Xms dWs
∣∣∣ > ε) ≤ ρ.
Como ρ > 0 es arbitrario se sigue entonces que la sucesio´n
∫ t
t0
Xns dWs, n ≥ 1 es de Cauchy en
probabilidad y por lo tanto existe una variable aleatoria real, que denotaremos por
∫ t
t0
Xs dWs, tal
que ∫ t
t0
Xns dWs
P−−−→
n→∞
∫ t
t0
Xs dWs.
Definicio´n 1.38. A la variable aleatoria
∫ t
t0
Xs dWs la llamaremos la integral estoca´stica o integral
de Itoˆ de X con respecto al movimiento Browniano (Ws)s≥0.
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La anterior definicio´n es independiente de la sucesio´n (Xn)n≥1. En efecto: si (X˜n)n≥1 es otra
sucesio´n en H2[t0, t] que converge a X en el sentido que∫ t
0
|X˜ns −Xs|2 ds c.s.−−−→
n→∞
0
entonces la sucesio´n (Y n)n≥1 definida por
Y 2n = Xn, Y 2n+1 = X˜n
tambie´n converge a X en el mismo sentido, y por lo que hemos probado
∫ t
t0
Y ns dWs es una sucesio´n
que converge en probabilidad. Se sigue entonces que los lı´mites (en probabilidad) de
∫ t
t0
Xns dWs y de∫ t
t0
X˜ns dWs son iguales c.s. (pues son subsucesiones de una sucesio´n que converge en probabilidad).
Teorema 1.39. Sean X, X¯ procesos en H2[t0, t] y sean α, β ∈ IR. Entonces∫ t
t0
(αXs + βX¯s) dWs = α
∫ t
t0
Xs dWs + β
∫ t
t0
X¯s dWs. (1.2.7)
Demostracio´n. Sean (Xn)n≥1 y (X¯n)n≥1 sucesiones de procesos simples en H2[t0, t] tal que∫ t
t0
|Xns −Xs|2 ds c.s.−−−→
n→∞
0 y
∫ t
t0
|X¯ns − X¯s|2 ds c.s.−−−→
n→∞
0.
Aplicando la proposicio´n 1.35∫ t
t0
(αXns + βX¯
n
s ) dWs = α
∫ t
t0
Xns dWs + β
∫ t
t0
X¯ns dWs, ∀n ≥ 1
y tomando el lı´mite en probabilidad a cada lado se obtiene (1.2.7).
Teorema 1.40. Si X es un proceso cualquiera en M2[t0, t] entonces
E
∫ t
t0
Xs dWs = 0, (1.2.8)
E
[∣∣∣∫ t
t0
Xs dWs
∣∣∣2] = E ∫ t
t0
|Xs|2 ds. (1.2.9)
La u´ltima igualdad suele llamarse Isometrı´a de Itoˆ.
Demostracio´n. Por el lema 1.33 existe una sucesio´n de procesos simples (Xn)n≥1 en M2[t0, t] tal
que
E
∫ t
t0
|Xns −Xs|2 ds −−−→
n→∞
0.
Por la proposicio´n 1.36
E
[∣∣∣∫ t
t0
Xns dWs −
∫ t
t0
Xms dWs
∣∣∣2] = E ∫ t
t0
|Xns −Xms |2 ds −−−−→
n,m→∞
0.
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Entonces
∫ t
t0
Xns dWs es una sucesio´n de Cauchy en L
2 y por lo tanto converge a un lı´mite, que
debe ser igual c.s. a
∫ t
t0
Xs dWs, debido a que la convergencia en L2 implica la convergencia en
probabilidad. En particular
E
∫ t
t0
Xs dWs = l´ım
n→∞
E
∫ t
t0
Xns dWs = 0,
y por continuidad de la norma
E
[∣∣∣∫ t
t0
Xs dWs
∣∣∣2] = l´ım
n→∞
E
[∣∣∣∫ t
t0
Xns dWs
∣∣∣2] = l´ım
n→∞
E
∫ t
t0
|Xs|2 ds = E
∫ t
t0
|Xs|2 ds
Teorema 1.41. Si X ∈ H2[t0, t] entonces para todo ε > 0, N > 0,
P
(∣∣∣∫ t
t0
Xs dWs
∣∣∣ > ε) ≤ P(∫ t
t0
|Xs|2 ds > N
)
+
N
ε2
.
Demostracio´n. Dado que en un espacio de probabilidad la convergencia c.s. implica la convergencia
en probabilidad, por el lema 1.32 existe una sucesio´n de procesos simples (Xn)n≥1 en H2[t0, t] tal
que ∫ t
t0
|Xns −Xs|2 ds P−−−→
n→∞
0 (1.2.10)
y por definicio´n de la integral estoca´stica∫ t
t0
Xns dWs
P−−−→
n→∞
∫ t
t0
Xs dWs. (1.2.11)
Aplicando el lema 1.37 a cada Xn tenemos
P
(∣∣∣∫ t
t0
Xns dWs
∣∣∣ > ε′) ≤ P(∫ t
t0
|Xns |2 ds > N ′
)
+
N ′
(ε′)2
.
Tomando el lı´mite cuando n→∞ y usando (1.2.10), (1.2.11) se obtiene
P
(∣∣∣∫ t
t0
Xs dWs
∣∣∣ > ε) ≤ P(∫ t
t0
|Xs|2 ds > N
)
+
N ′
(ε′)2
.
para todo ε′ > ε, N < N ′. Haciendo ε′ ↑ ε y N ′ ↓ N se obtiene lo requerido.
Teorema 1.42. Sea X ∈ H2[t0, t] y sea (Xn)n≥1 una sucesio´n en H2[t0, t] tal que∫ t
t0
|Xns −Xs|2 ds P−−−→
n→∞
0,
entonces ∫ t
t0
Xns dWs
P−−−→
n→∞
∫ t
t0
Xs dWs.
(note que los procesos Xn no son necesariamente procesos simples).
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Demostracio´n. Por el teorema anterior, para todo ε > 0, ρ > 0,
P
(∣∣∣∫ t
t0
(Xns −Xs) dWs
∣∣∣ > ε) ≤ P(∫ t
t0
|Xns −Xs|2 ds > ε2ρ
)
+ ρ.
Haciendo n→∞ y usando la hipo´tesis y el hecho de que ρ > 0 es arbitrario se obtiene el resultado.
Teorema 1.43. Sea X ∈ H2[t0, t] con trayectorias continuas c.s., y sea (pin)n≥1 una sucesio´n de
particiones
t0 = tn,0 < tn,1 < · · · < tn,mn = t
del intervalo [t0, t], donde mn el nu´mero de puntos en la particio´n pin, tal que ||pin|| −−−→
n→∞
0. Enton-
ces
mn−1∑
k=0
Xtn,k(Wtn,k+1 −Wtn,k) P−−−→n→∞
∫ t
t0
Xs dWs.
Demostracio´n. Introduzcamos la sucesio´n de procesos escalonados (Xn)n≥1 definidos por
Xnt := Xtn,k , si t ∈ [tn,k, tn,k+1), 0 ≤ k ≤ mn − 1.
Entonces Xnt −−−→
n→∞
Xt uniformemente en t ∈ [t0, t) c.s. Por lo tanto∫ t
t0
|Xns −Xs|2 ds c.s−−−→
n→∞
0,
y por el teorema 1.42
mn−1∑
k=0
Xtn,k(Wtn,k+1 −Wtn,k) =
∫ t
t0
Xns dWs
P−−−→
n→∞
∫ t
t0
Xs dWs.
Ejemplo 1.44. Sea (pin)n≥1 una sucesio´n de particiones
0 = tn,0 < tn,1 < · · · < tn,n = t
de [0, t] tal que ||pin|| −−−→
n→∞
0. Usando la identidad a(b − a) = 1
2
(b2 − a2 − (b − a)2) y el teorema
1.43 se sigue que∫ t
t0
Ws dWs = l´ım
n→∞
n−1∑
k=0
Wtn,k(Wtn,k+1 −Wtn,k)
= 1
2
l´ım
n→∞
n−1∑
k=0
(W 2tn,k+1 −W 2tn,k − (Wtn,k+1 −Wtn,k)2)
= 1
2
W 2t − 12W 20 − 12 l´ımn→∞
n−1∑
k=0
(Wtn,k+1 −Wtn,k)2
donde l´ımn→∞ es tomado como el lı´mite en probabilidad. Por el teorema 1.28 el u´ltimo lı´mite
converge en L2, y por lo tanto en probabilidad, a t. En conclusio´n∫ t
0
Ws dWs =
1
2
W 2t − 12t.
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1.2.2. La integral de Itoˆ como proceso estoca´stico
Sea X ∈ H2[0, T ] y consideremos el proceso estoca´stico
I(t) :=
{
0, si t = 0,∫ t
0
Xs dWs, si 0 < t ≤ T.
Note que I(t) es Ft−medible.
Lema 1.45. Si ξ y ξ1, ξ2, . . . son variables aleatorias cuadrado integrables tales que ξn → ξ en L2
cuando n→∞, entonces
E[ξn | G] L
2−−−→
n→∞
E[ξ | G]
para cualquier σ-a´lgebra G sobre Ω contenida en F .
Demostracio´n. Por la desigualdad de Jensen∣∣∣E[ξn | G]− E[ξ | G]∣∣∣2 = ∣∣E[ξn − ξ | G]∣∣2 ≤ E[|ξn − ξ|2 | G]
lo cual implica que
E
[∣∣E[ξn | G]− E[ξ | G]∣∣2] ≤ E[E[|ξn − ξ|2 | G]]
= E
[|ξn − ξ|2] −−−→
n→∞
0.
Teorema 1.46. Si X ∈ M2[0, T ] entonces el proceso I(t), t ∈ [0, T ], es una martingala con res-
pecto a {Ft}t∈[0,T ].
Demostracio´n. Sean 0 ≤ s < t ≤ T y supongamos primero que X es escalonado de la forma
Xs =
∑n−1
j=0 ej1[tj,tj+1)(s) donde 0 = t0 < t1 < · · · < tk = s < tk+1 < · · · < tn = t. Tal particio´n
siempre puede ser obtenida adicionando el punto s si es necesario. Entonces
E
[∫ t
0
Xr dWr
∣∣∣Fs] = n−1∑
j=0
E
[
ej(Wtj+1 −Wtj)
∣∣Fs] .
Si j < k entonces ej y Wtj+1 −Wtj son Fs-medibles y
E
[
ej(Wtj+1 −Wtj)
∣∣Fs] = ej(Wtj+1 −Wtj),
si j ≥ k entonces Fs ⊆ Ftj y
E
[
ej(Wtj+1 −Wtj) | Fs
]
= E
[
E[ej(Wtj+1 −Wtj) | Ftj ]
∣∣Fs]
= E
[
ejE[Wtj+1 −Wtj | Ftj ]
∣∣Fs]
= E[ej|Fs] · E[Wtj+1 −Wtj ] = 0
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pues ej es Ftj−medible y Wtj+1 −Wtj es independiente de Ftj . De esto se tiene que
E
[∫ t
0
Xr dWr
∣∣∣Fs] = k−1∑
j=0
ej(Wtj+1 −Wtj) =
∫ s
0
Xr dWr.
ParaX ∈M2[0, T ] arbitrario, gracias al lema 1.33 existe una sucesio´n de procesos simples (Xn)n≥1
en M2[0, T ] tal que
E
∫ T
0
|Xnr −Xr|2 dr −−−→
n→∞
0,
y como vimos en la demostracio´n del teorema 1.40,∫ t
0
Xnr dWr
L2−−−→
n→∞
∫ t
0
Xr dWr
y por el lema anterior∫ s
0
Xnr dWr = E
[∫ t
0
Xnr dWr
∣∣∣Fs] L2−−−→
n→∞
E
[∫ t
0
Xr dWr
∣∣∣Fs] .
Por unicidad del lı´mite en L2 se obtiene
E
[∫ t
0
Xr dWr
∣∣∣Fs] = ∫ s
0
Xr dWr c.s.
Lema 1.47. Sean X, X˜ ∈ H2[0, T ] tales que Xt(ω) = X˜t(ω) para todo (t, ω) ∈ [0, T ] × Ω0,
Ω0 ⊂ Ω. Entonces ∫ t
0
Xs dWs =
∫ t
0
X˜s dWs, para casi todo ω ∈ Ω0, (1.2.12)
y para todo t ∈ [0, T ].
Demostracio´n. Sean (Xn)n≥1, (X˜n)n≥1 sucesiones de procesos simples en H2[0, T ] tales que∫ t
0
|Xns −Xs|2 ds c.s.−−−→
n→∞
0,
∫ t
0
|X˜ns − X˜s|2 ds c.s.−−−→
n→∞
0.
De la hipo´tesis podemos escoger dichas sucesiones tales que si ω ∈ Ω0 entonces Xnt (ω) = X˜nt (ω)
para todo t ∈ [0, T ]. Por lo tanto, de la definicio´n de la integral de Itoˆ para procesos escalonados
tenemos ∫ t
0
Xns dWs =
∫ t
0
X˜ns dWs, en Ω0,
para todo t ∈ [0, T ]. Tomando el lı´mite cuando n→∞ se sigue (1.2.12).
Teorema 1.48. Si X ∈ H2[0, T ] entonces el proceso I(t), t ∈ [0, T ], tiene una versio´n con trayec-
torias continuas.
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Demostracio´n. Paso 1. Suponga primero que X ∈ M2[0, T ]. Sea (Xn)n≥1 una sucesio´n de proce-
sos simples en M2[0, T ] tal que
E
∫ T
0
|Xnr −Xr|2 dr −−−→
n→∞
0.
Por la continuidad de (Wt)t≥0 los procesos
In(t) :=
∫ t
0
Xns dWs, t ∈ [0, T ],
tienen trayectorias continuas c.s. y por el teorema 1.46 In − Im es una martingala para cada n,m.
Usando la primera desigualdad de Doob para martingalas tenemos
P
(
sup
t∈[0,T ]
|In(t)− Im(t)| > ε
)
≤ 1
ε2
E
[∣∣∣∫ T
0
[In(t)− Im(t)] dWt
∣∣∣2]
=
1
ε2
E
∫ T
0
|In(t)− Im(t)|2 dt −−−−→
n,m→∞
0.
Tomando ε = 1/2k se puede escoger una sucesio´n (nk)k≥1 tal que
P
(
sup
t∈[0,T ]
|Ink(t)− Ink+1(t)| >
1
2k
)
<
1
k2
, k ≥ 1.
Dado que
∑∞
k=0 k
−2 < +∞, el lema de Borel-Cantelli implica que
P
(
l´ım sup
k→∞
(
sup
t∈[0,T ]
|Ink(t)− Ink+1(t)| >
1
2k
))
= 0
o en forma equivalente
P
(
l´ım inf
k→∞
(
sup
t∈[0,T ]
|Ink(t)− Ink+1(t)| ≤
1
2k
))
= 1
Es decir que para casi todo ω ∈ Ω existe un k0(ω) ≥ 1 suficientemente grande tal que
|Ink(t)− Ink+1(t)| ≤
1
2k
, ∀t ∈ [0, T ], si k ≥ k0,
y por lo tanto, con probabilidad 1, Ink(·) converge uniformemente en [0, T ]. El lı´mite J(t) es por lo
tanto continuo en t ∈ [0, T ] para casi todo ω ∈ Ω. Dado que∫ t
0
Xnr dWr
L2−−−→
n→∞
∫ t
0
Xr dWr
por unicidad del lı´mite se sigue que I(t) = J(t) c.s. para todo t ∈ [0, T ].
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Paso 2. Considere ahora el caso general X ∈ H2[0, T ]. Para N > 0 definimos el proceso XNt :=
Xt · 1[0,N ]
(∫ t
0
|Xs|2 ds
)
. Entonces XN ∈ M2[0, T ] y por la primer parte de la demostracio´n el
proceso
JN(t) :=
∫ t
0
XNs dWs, t ∈ [0, T ],
posee una versio´n continua. Sea ΩN :=
{
ω ∈ Ω : ∫ T
0
|Xs(ω)|2 ds < N
}
. Si M > N entonces
XNt (ω) = X
M
t (ω) para todo (t, ω) ∈ [0, T ] × ΩN . Por el lema anterior se sigue que JN(t) =
JM(t), ∀t ∈ [0, T ] y para casi todo ω ∈ ΩN si N < M, por lo tanto
J˜(t) := l´ım
M→∞
JM(t)
tiene trayectorias continuas para casi todo ω ∈ ΩN . Dado que ΩN ↑ Ω entonces P(ΩN) ↑ 1 si
N → ∞, y ası´ J˜(t), t ∈ [0, T ], es un proceso con trayectorias continuas c.s. Dado que para cada
t ∈ (0, T ],
P
(∫ t
t0
|Xs −XMs |2 ds > 0
)
= P
(∫ t
t0
|Xs|2 ds > M
)
−−−−→
M→∞
0,
tenemos, por el teorema 1.42, que
JM(t)
P−−−−→
M→∞
∫ t
0
Xs dWs = I(t).
En consecuencia, I(t) posee la versio´n continua J˜(t).
Observacio´n 1.49. De ahora en adelante siempre nos referiremos a la versio´n continua de la integral
estoca´stica.
Teorema 1.50. Sea X ∈ H2[0, T ]. Entonces para todo ε > 0, N > 0,
P
(
sup
t∈[0,T ]
∣∣∣∫ t
0
Xs dWs
∣∣∣ > ε) ≤ P(∫ t
0
|Xs|2 ds > N
)
+
N
ε2
.
Demostracio´n. Con la misma notacio´n del paso 2 del teorema anterior tenemos
P
(
sup
t∈[0,T ]
∣∣∣∫ t
0
Xs dWs
∣∣∣ > ε)
≤ P
(
sup
t∈[0,T ]
∣∣∣∫ t
0
Xs dWs −
∫ t
0
XNs dWs
∣∣∣ > 0)+P( sup
t∈[0,T ]
∣∣∣∫ t
0
XNs dWs
∣∣∣ > ε).
Dado que JN(t), t ∈ [0, T ], es una martingala continua, usando la primera desigualdad de Doob
para martingalas se obtiene
P
(
sup
t∈[0,T ]
∣∣∣∫ t
0
XNs dWs
∣∣∣ > ε) ≤ 1
ε2
E
[∣∣∣∫ T
0
XNs dWs
∣∣∣2] ≤ 1
ε2
E
∫ T
0
|XNs |2 ds ≤
N
ε2
. (1.2.13)
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Ahora, sobre el conjunto ΩN =
{
ω ∈ Ω : ∫ T
0
|Xs(ω)|2 ds ≤ N
}
tenemos que Xt = XNt para
t ∈ [0, T ]. Podemos entonces aplicar el lema 1.47 y obtener∫ t
0
Xs dWs =
∫ t
0
XNs dWs, para casi todo ω ∈ ΩN , ∀t ∈ [0, T ].
Dado que ambas integrales son procesos continuos, la u´ltima relacio´n se tiene para todo t ∈ [0, T ]
y para todo ω ∈ Ω′N ⊆ ΩN con P(ΩN \ Ω′N) = 0, es decir
P
(
sup
t∈[0,T ]
∣∣∣∫ t
0
Xs dWs −
∫ t
0
XNs dWs
∣∣∣ > 0) ≤ P(Ω \ ΩN) = P(∫ t
0
|Xs|2 ds > N
)
. (1.2.14)
Combinando las desigualdades (1.2.13) y (1.2.14) se sigue el resultado.
Una consecuencia inmediata del anterior teorema es el
Corolario 1.51. Sea X ∈ H2[0, T ] y sea (Xn)n≥1 una sucesio´n en H2[0, T ] tal que∫ T
0
|Xns −Xs|2 ds P−−−→
n→∞
0,
entonces
sup
t∈[0,T ]
∣∣∣∣∫ t
0
Xns dWs −
∫ t
0
Xs dWs
∣∣∣∣ P−−−→n→∞ 0.
Ahora que sabemos que la integral estoca´stica vista como funcio´n del lı´mite superior es una mar-
tingala continua cuando el integrando esta´ en M2[0, T ], podemos usar las desigualdades de Doob
para obtener las siguientes estimaciones que sera´n de mucha importancia en los siguientes capı´tulos
Teorema 1.52. Si X ∈M2[0, T ] entonces
E
[
sup
t∈[0,T ]
∣∣∣∫ t
0
Xs dWs
∣∣∣] ≤ 3E[(∫ T
0
|Xs|2 ds
)1/2]
(1.2.15)
E
[
sup
t∈[0,T ]
∣∣∣∫ t
0
Xs dWs
∣∣∣2] ≤ 4E∫ T
0
|Xs|2 ds (1.2.16)
Demostracio´n. La desigualdad (1.2.16) se sigue directamente de la segunda desigualdad de Doob
y de la isometrı´a de Itoˆ. Para la primera desigualdad considere los tiempos de parada
τc := ı´nf
{
t ≥ 0 :
∫ t
0
|Xs|2 ds ≥ c2
}
, c > 0.
Aplicando la primera desigualdad de Doob a la martingala
∫ t∧τc
0
Xs dWs, t ∈ [0, T ],
P
(
sup
t∈[0,T ]∧τc
∣∣∣∫ t
0
Xs dWs
∣∣∣2 ≥ c2) = P( sup
0≤t≤T
∣∣∣∫ t∧τc
0
Xs dWs
∣∣∣2 ≥ c2)
≤ 1
c2
E
[∣∣∣∫ T∧τc
0
|Xs|2 ds
∣∣∣2] = 1
c2
E
∫ T∧τc
0
|Xs|2 ds ≤ 1
c2
E
[
c2 ∧
(∫ T
0
|Xs|2 ds
)]
,
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lo que implica
P
(
sup
t∈[0,T ]
∣∣∣∫ t
0
Xs dWs
∣∣∣ > c) = P( sup
t∈[0,T ]
∣∣∣∫ t
0
Xs dWs
∣∣∣2 > c2)
≤ P(τc < T ) +P
(
sup
t∈[0,T ]∧τc
∣∣∣∫ t
0
Xs dWs
∣∣∣ > c2)
≤ P
(∫ T
0
|Xs|2 ds ≥ c2
)
+
1
c2
E
[
c2 ∧
(∫ T
0
|Xs|2 ds
)]
. (1.2.17)
Si ξ es una variable aleatoria real positiva, por el teorema de Fubini∫ +∞
0
P(ξ ≥ c) dc =
∫ +∞
0
∫
Ω
1{ξ≥c} dP dc =
∫
Ω
∫ +∞
0
1[0,ξ](c) dc dP =
∫
Ω
ξ dP = E(ξ)
y ∫ +∞
0
1
c2
E[c2 ∧ ξ2] dc =
∫ +∞
0
∫
Ω
1
c2
(c2 ∧ ξ2) dP dc
=
∫ +∞
0
∫
Ω
1
c2
(c21{ξ≥c} + ξ21{ξ<c}) dP dc
=
∫
Ω
∫ +∞
0
1[0,ξ](c) dc dP+
∫
Ω
ξ2
∫ +∞
0
1
c2
1(ξ,∞)(c) dc dP
= E(ξ) +
∫
Ω
ξ2
∫ +∞
ξ
1
c2
dc dP
= E(ξ) +
∫
Ω
ξ2
1
ξ
dP = 2E(ξ).
Haciendo ξ2 =
∫ T
0
|Xs|2 ds y tomando la integral entre 0 y +∞ en (1.2.17) se obtiene (1.2.15.)
Si τ es una variable real positiva, la integral
∫ τ
0
Xs dWs se entendera´ como la variable aleatoria
I(τ) donde I(t) =
∫ t
0
Xs dWs. Podemos entonces preguntarnos: si τ ≤ T c.s., en que´ casos se
tendra´ ∫ τ
0
Xs dWs =
∫ T
0
Xs1[0,τ)(s) dWs ?
Para que la integral estoca´stica de la derecha tenga sentido, el proceso 1[0,τ)(s), s ≥ 0, debe ser
adaptado, lo cual sugiere que τ sea por lo menos un tiempo de parada con respecto a {Ft}t≥0.
Necesitamos primero el siguiente lema
Lema 1.53. SeaX ∈ H2[t0, t] y sea ζ una variable aleatoria real acotada yFt0−medible. Entonces
ζX ∈ H2[t0, t] y ∫ t
t0
ζXs dWs = ζ
∫ t
t0
Xs dWs.
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Demostracio´n. Si X es un proceso escalonado de la forma Xs =
∑n−1
i=0 ei1[ti,ti+1)(s) con t0 < t1 <· · · < tn = t y donde cada ei es Fti−medible, entonces ζei es tambie´n Fti−medible para 1 ≤ i ≤ n
y
ζ
∫ t
t0
Xs dWs = ζ
n−1∑
i=0
ei
(
Wti+1 −Wti
)
=
n−1∑
i=0
ζei
(
Wti+1 −Wti
)
=
∫ t
t0
ζXs dWs.
Aproximando con procesos escalonados se obtiene fa´cilmente la igualdad para el caso general.
Proposicio´n 1.54. Sea X ∈ H2[0, T ] y sea τ un Ft−tiempo de parada tal que τ ≤ T c.s., entonces∫ τ
0
Xs dWs =
∫ T
0
Xs1[0,τ)(s) dWs.
Demostracio´n. Suponga que τ es un tiempo de parada de la forma τ =
∑n
i=1 1Aiti, donde
⋃n
i=1 Ai =
Ω, Ai ∩ Aj = ∅ para i 6= j y cada Ai ∈ Fti . Entonces∫ T
0
Xs1{s≥τ} ds =
∫ T
0
( n∑
i=1
1Ai1{s≥ti}
)
Xs dWs =
n∑
i=1
∫ T
ti
1AiXs dWs
y por el lema anterior, debido a que cada 1Ai es Fti−medible∫ T
0
Xs1{s≥τ} ds =
n∑
i=1
1Ai
∫ T
ti
Xs dWs =
n∑
i=1
1Ai
[
I(T )− I(ti)
]
= I(T )−
n∑
i=1
1AiI(ti) = I(T )− I
(∑n
i=1 1Aiti
)
=
∫ T
τ
Xs dBs,
es decir ∫ τ
0
Xs dWs =
∫ T
0
Xs1{s<τ} dWs =
∫ T
0
Xs1[0,τ)(s) dWs.
Ahora, un tiempo de parada τ cualquiera puede ser aproximado por la sucesio´n decreciente de
tiempos de parada
τn =
2n∑
k=0
(k+1)T
2n
1An,k
donde An,k =
{
ω ∈ Ω : kT
2n
≤ τ(ω) < (k+1)T
2n
}
, k = 0, 1, . . . , 2n, n ≥ 1, de tal forma que τn ↘ τ
c.s. En consecuencia, por la continuidad en el lı´mite superior de la integral estoca´stica
l´ım
n→∞
∫ τn
0
Xs dWs =
∫ τ
0
Xs dWs c.s.
Adema´s, dado que |Xs|21[τ,τn)(s) ≤ |Xs|2 y |Xs|21[τ,τn)(s) −−−→
n→∞
0, ∀s ∈ [0, T ], por convergencia
dominada ∫ T
0
|Xs|21[τ,τn)(s) c.s.−−−→
n→∞
0
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y en particular
∫ T
0
|Xs|21[τ,τn)(s) P−−−→
n→∞
0. Usando el teorema 1.41, para todo ε > 0, ρ > 0,
l´ım sup
n→∞
P
(∣∣∣∫ T
0
Xs1[0,τn)(s) dWs −
∫ T
0
Xs1[0,τ)(s) dWs
∣∣∣ > ε) (1.2.18)
≤ ρ+ l´ım
n→∞
P
(∫ T
0
|Xs|21[τ,τn)(s) ds > ρ2ε
)
= ρ (1.2.19)
y como ρ > 0 es arbitrario,∫ T
0
Xs1[0,τn)(s) dWs
P−−−→
n→∞
∫ T
0
Xs1[0,τ)(s) dWs.
Podemos entonces tomar una subsucesio´n (que tambie´n denotaremos por τn) tal que∫ τn
0
Xs dWs =
∫ T
0
Hs1[0,τn)(s) dWs
c.s.−−−→
n→∞
∫ T
0
Xs1[0,τ)(s) dWs
y por unicidad del lı´mite c.s. se tiene el resultado.
Teorema 1.55. Sean X y K procesos reales tales que X,K ∈ M2[0, T ] para todo T > 0, y sea τ
una variable aleatoria positiva tal que Xs = Ks, si s < τ. Entonces∫ t
0
Xs dWs =
∫ t
0
Ks dWs, c.s. si t < τ.
Demostracio´n. Sea T > 0 fijo y sean Xn, Kn dos sucesiones de procesos escalonados tales que
E
∫ T
0
|Xns −Xs|2 ds −−−→
n→∞
0, E
∫ T
0
|Kns −Ks|2 ds −−−→
n→∞
0.
Gracias a la hipo´tesis dichas sucesiones se pueden escoger tales queXns = K
n
s , si s < τ∧T ; usando
esto en la definicio´n de integral estoca´stica para procesos escalonados se sigue fa´cilmente que∫ t
0
Xns dWs =
∫ t
0
Kns dWs, c.s. si t < τ ∧ T.
Por el corolario 1.51
sup
t∈[0,T ]
∣∣∣∣∫ t
0
Xns dWs −
∫ t
0
Xs dWs
∣∣∣∣ P−−−→n→∞ 0.
luego existe una subsucesio´n, que seguiremos notando por (Xn)n≥1, tal que
sup
t∈[0,T ]
∣∣∣∣∫ t
0
Xns dWs −
∫ t
0
Xs dWs
∣∣∣∣ c.s−−−→n→∞ 0,
es decir ∫ t
0
Xns dWs
c.s.−−−→
n→∞
∫ t
0
Xs dWs, para todo t ≤ T
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y ana´logamente ∫ t
0
Kns dWs
c.s.−−−→
n→∞
∫ t
0
Ks dWs, para todo t ≤ T.
Por unicidad del lı´mite c.s. en 0 ≤ t < τ ∧ T se sigue que∫ t
0
Xs dWs =
∫ t
0
Ks dWs, c.s. si t < τ ∧ T,
y haciendo T →∞ se obtiene para todo t < τ.
Proposicio´n 1.56. Sea X ∈M2[0, s]. Entonces para todo t ≤ s,∫ s
t
Xr dWr =
∫ s−t
0
Xt+r d(Wt+r −Wt).
Demostracio´n. Supongamos primero que X es un proceso escalonado de la forma
Xs =
n−1∑
i=0
ei1[ti,ti+1)(s)
con 0 = t0 < t1 < · · · < tn = s. Podemos suponer sin pe´rdida de generalidad que existe 1 ≤ m ≤
n− 1 tal que tm = t. Ası´ entonces para t ≤ t+ r ≤ s
Xt+r =
n−1∑
j=m
ej1[tj ,tj+1)(t+ r) =
n−1∑
j=m
ej1[tj−t,tj+1−t)(r), 0 ≤ r ≤ s− t
y∫ s−t
0
Xt+r d(Wt+r−Wt) =
n−1∑
j=m
ej
[
Wtj+1−Wt−(Wtj−Wt)
]
=
n−1∑
j=m
ej
(
Wtj+1−Wtj
)
=
∫ s
t
Xr dWr.
Aproximando con procesos escalonados se obtiene el resultado para el caso general.
1.2.3. Procesos de Itoˆ, diferencial estoca´stica y Fo´rmula de Itoˆ
El ejemplo 1.44 ilustra que la definicio´n ba´sica de la Integral de Itoˆ no es muy u´til cuando tratamos
de evaluar una integral dada. Esto es similar al caso de las integrales de Riemman ordinarias, donde
usamos el teorema fundamental del ca´lculo y la regla de la cadena para hacer ca´lculos explı´citos, en
vez de la definicio´n ba´sica.
En este contexto, sin embargo, no tenemos una teorı´a de diferenciacio´n. Pero au´n ası´ es posible
establecer una versio´n de la regla de la cadena para el ca´lculo estoca´stico. Antes de estudiar dicha
fo´rmula necesitamos introducir una clase especial de procesos:
Definicio´n 1.57. Sea T > 0 fijo. Un proceso estoca´stico (Xt)t∈[0,T ] es llamado un Proceso de Itoˆ si
tiene trayectorias continuas c.s. y es de la forma
Xt = X0 +
∫ t
0
hs ds+
∫ t
0
Gs dWs (1.2.20)
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donde X0 es F0−medible, y (ht)t∈[0,T ] y (Gt)t∈[0,T ] son procesos reales adaptados a {Ft}t∈[0,T ] tales
que ∫ T
0
|hs| ds < +∞,
∫ T
0
|Gs|2 ds < +∞, c.s.
es decir h ∈ H1[0, T ] y G ∈ H2[0, T ].
Notacio´n. Para un proceso de Itoˆ se acostumbra escribir (1.2.20) como
dXt = ht dt+Gt dWt (1.2.21)
y llamar a dXt la diferencial estoca´stica deXt. Esto es conocido como la notacio´n diferencial de Itoˆ
y es una forma eficiente de escribir la ecuacio´n (1.2.20). Se debe tener en cuenta que la diferencial
estoca´stica no tiene un significado matema´tico explı´cito y so´lo debe ser entendida en el contexto de
la ecuacio´n (1.2.20).
Ejemplo 1.58. En virtud del ejemplo 1.44 se tiene que el proceso (W 2t )t≥0 es un proceso de Itoˆ con
diferencial estoca´stica d(W 2t ) = dt+ 2Wt dWt.
Ejemplo 1.59. Sea (pin)n≥1 una sucesio´n de particiones
0 = tn,0 < tn,1 < · · · < tn,n = t
de [0, t] tal que ||pin|| −−−→
n→∞
0. Por el teorema 1.43,
n−1∑
k=0
tn,k(Wtn,k+1 −Wtn,k) P−−−→n→∞
∫ t
0
s dWs,
y claramente
n−1∑
k=0
Wtn,k+1(tn,k+1 − tn,k) −−−→n→∞
∫ t
0
Ws ds,
para todo ω para el cual t 7→ Wt(ω) es continua. La suma de los lados de la izquierda es igual a
n−1∑
k=0
(tn,k+1Wtn,k+1 −Wtn,k) = tWt,
luego d(tWt) = Wt dt+ t dWt.
Definicio´n 1.60. Sea (Xt)t∈[0,T ] como en (1.2.20), y sea (Kt)t∈[0,T ] tal que
sup
t∈[0,T ]
|Ks| < +∞, c.s.
Definimos Kt dXt := Ktht dt+KtGt dWt.
Teorema 1.61 (Regla del producto). Si X it = hit dt+Git dWt (i = 1, 2), entonces
d(X1tX
2
t ) = X
1
t dX
2
t +X
2
t dX
1
t +G
1
tG
2
t dt
o en forma equivalente
X1tX
2
t = X
1
0X
2
0 +
∫ t
0
(X1sh
2
s +X
2
sh
1
s +G
1
sG
2
s) ds+
∫ t
0
(X1sG
2
s +X
2
sG
1
s) dWs. (1.2.22)
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Demostracio´n. Sea t ≥ 0 y suponga primero que hi y Gi son procesos escalonados de la forma
his =
n−1∑
j=0
cij1[tj ,tj+1)(s), G
i
s =
n−1∑
j=0
eij1[tj ,tj+1)(s), i = 1, 2
donde 0 = t0 < t1 < · · · < tn = t y cij, eij son Ftj−medibles, i = 1, 2. Dado que
X is = X
i
tj
+ cij(s− tj) + eij(Ws −Wtj), si s ∈ [tj, tj+1), 0 ≤ j ≤ n− 1, i = 1, 2
y ζij := X itj − cijtj − e1jWtj es Ftj−medible, por el lema 1.53 tenemos∫ tj+1
tj
(X1sh
2
s +X
2
sh
1
s +G
1
sG
2
s) ds+
∫ tj+1
tj
(X1sG
2
s +X
2
sG
1
s) dWs
= c2jζ1j(tj+1 − tj) + 12c2jc1j(t2j+1 − t2j) + c2je1j
∫ tj+1
tj
Ws ds
+ c1jζ2j(tj+1 − tj) + 12c1jc2j(t2j+1 − t2j) + c1je2j
∫ tj+1
tj
Ws ds
+ e1je2j(tj+1 − tj)
+ e2jζ1j(Wtj+1 −Wtj) + e2jc1j
∫ tj+1
tj
s dWs + e2je1j
∫ tj+1
tj
Ws dWs
+ e1jζ2j(Wtj+1 −Wtj) + e1jc2j
∫ tj+1
tj
s dWs + e1je2j
∫ tj+1
tj
Ws dWs
= c2jζ1j(tj+1 − tj) + c1jζ2j(tj+1 − tj) + c1jc2j(t2j+1 − t2j)
+ e2jζ1j(Wtj+1 −Wtj) + e1jζ2j(Wtj+1 −Wtj)
+ (e1jc2j + c1je2j)
{∫ tj+1
tj
Ws ds+
∫ tj+1
tj
s dWs
}
+ e1je2j
{
tj+1 − tj + 2
∫ tj+1
tj
Ws dWs
}
.
para cada 0 ≤ j ≤ n− 1. De los ejemplos 1.58 y 1.59 se tiene que
tj+1Wtj+1 − tjWtj =
∫ tj+1
tj
Ws ds+
∫ tj+1
tj
s dWs
W 2tj+1 −W 2tj = tj+1 − tj + 2
∫ tj+1
tj
Ws dWs,
luego ∫ tj+1
tj
(X1sh
2
s +X
2
sh
1
s +G
1
sG
2
s) ds+
∫ tj+1
tj
(X1sG
2
s +X
2
sG
1
s) dWs
= c2jζ1j(tj+1 − tj) + c1jζ2j(tj+1 − tj) + c1jc2j(t2j+1 − t2j)
+ e2jζ1j(Wtj+1 −Wtj) + e1jζ2j(Wtj+1 −Wtj)
+ (e1jc2j + c1je2j)(tj+1Wtj+1 − tjWtj) + e1je2j(W 2tj+1 −W 2tj),
(1.2.23)
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Por otro lado
X1tj+1X
2
tj+1
−X1tjX2tj
= (ζ1j + c1jtj+1 + e1jWtj+1)(ζ2j + c2jtj+1 + e2jWtj+1)
− (ζ1j + c1jtj + e1jWtj)(ζ2j + c2jtj + e2jWtj)
= ζ1jζ2j + c2jζ1jtj+1 + e2jζ1jWtj+1 + c1jζ2jtj+1 + c1jc2jt
2
j+1 + c1je2jWtj+1tj+1
+ e1jζ2jWtj+1 + c2je1jWtj+1tj+1 + e1je2jW
2
tj+1
− ζ1jζ2j − c2jζ1jtj − e2jζ1jWtj − c1jζ2jtj − c1jc2jt2j − c1je2jWtj tj
− e1jζ2jWtj − c2je1jWtj tj − e1je2jW 2tj
= c2jζ1j(tj+1 − tj) + c1jζ2j(tj+1 − tj) + c1jc2j(t2j+1 − t2j)
+ e2jζ1j(Wtj+1 −Wtj) + e1jζ2j(Wtj+1 −Wtj)
+ (e1jc2j + c1je2j)(tj+1Wtj+1 − tjWtj) + e1je2j(W 2tj+1 −W 2tj)
y esto coincide con (1.2.23), obteniendo ası´ la regla del producto en el intervalo [tj, tj+1), y su-
mando sobre j se obtiene para el caso h,G escalonados. Para el caso general considere sucesiones
(hi,n)n≥1, (Gi,n)n≥1 de procesos escalonados tales que∫ T
0
|Gi,ns −Gs|2 ds c.s−−−→
n→∞
0∫ T
0
|hi,ns − hs| ds c.s−−−→
n→∞
0
para i = 1, 2. Sea
X i,nt := X
i
0 +
∫ t
0
hi,ns ds+
∫ t
0
Gi,ns dWs, n ≥ 1, i = 1, 2.
Por el corolario 1.51
sup
t∈[0,T ]
|X i,nt −X it | ≤
∫ T
0
|hi,ns − hs| ds+ sup
t∈[0,T ]
∣∣∣∫ t
0
(Gi,ns −Gs) dWs
∣∣∣ P−−−→
n→∞
0,
luego existe una subsucesio´n, que seguiremos notando por X i,n, tal que X i,nt → X it uniformemente
en [0, T ], c.s. Por esta razo´n y por el teorema 1.42, usando la desigualdad
|X i,ns Gj,ns −X isGis|2 ≤ 2|X i,ns Gj,ns −X isGj,ns |2 + 2|X isGj,ns −X isGis|2
= 2|X i,ns −X is|2 · |Gj,ns |2 + 2|Gj,ns −Gis|2 · |X is|2, i, j = 1, 2.
Se sigue que ∫ t
0
X i,ns G
j,n
s dWs
P−−−→
n→∞
∫ t
0
X isG
i
s dWs, t ∈ [0, T ], i, j = 1, 2.
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Claramente tambie´n se tiene que∫ t
0
X i,ns h
j,n
s ds
c.s−−−→
n→∞
∫ t
0
X ish
j
s ds, i, j = 1, 2∫ t
0
G1,ns G
2,n
s ds
c.s−−−→
n→∞
∫ t
0
G1sG
2
s ds, ∀t ∈ [0, T ].
Escribiendo (1.2.22) para hi,n, Gi,n y X i,n, y tomando el lı´mite en probabilidad cuando n→∞, se
sigue la regla del producto para el caso general.
Teorema 1.62 (Fo´rmula de Itoˆ). Sea dXt = ht dt+Gt dWt, y sea F : [0,∞)×IR→ IR de clase C1,2
(es decir C1 en la variable t ≥ 0 y C2 en la variable x ∈ IR). Entonces el proceso F (t,Xt), t ≥ 0,
tiene diferencial estoca´stica dada por
dF (t,Xt) =
{
∂F
∂t
(t,Xt) +
∂F
∂x
(t,Xt)ht +
1
2
∂2F
∂x2
(t,Xt)G
2
t
}
dt+ ∂F
∂x
(t,Xt)Gt dWt.
Note que si Wt fuera continuamente diferenciable en t, entonces (por la regla de la cadena para
derivadas totales) el te´rmino 1
2
∂2F
∂x2
(t,Xt)G
2
t dt no aparecerı´a.
Demostracio´n. Paso 1. Usando induccio´n y el teorema anterior se prueba fa´cilmente que
d(Xmt ) =
{
mXm−1t ht +
1
2
m(m− 1)Xm−2t G2t
}
dt+mXm−1t Gt dWt, (1.2.24)
para todo entero m ≥ 2. Por linealidad de la diferencial estoca´stica se obtiene entonces
dQ(Xt) =
{
Q′(Xt)ht + 12Q
′′(Xt)G2t
}
dt+Q′(Xt)Gt dWt (1.2.25)
para cualquier polinomio Q(x).
Paso 2. Sea P (t, x) = g(t)Q(x) donde Q(x) es un polinomio en x ∈ IR y g(t) es continuamente
diferenciable para t ≥ 0. Dado que dg(t) = g′(t)dt, de nuevo por la regla del producto y (1.2.25),
dP (t,Xt) = Q(Xt) dg(t) + g(t) dQ(Xt)
=
{
g′(t)Q(Xt) + g(t)Q′(Xt)ht + 12g(t)Q
′′(Xt)G2t
}
dt+ g(t)Q′(Xt)Gt dWt,
es decir
P (t,Xt)− P (0, X0)
=
∫ t
0
{
∂P
∂s
(s,Xs) +
∂P
∂x
(s,Xs)hs +
1
2
∂2P
∂x2
(s,Xs)G
2
s
}
ds+
∫ t
0
∂P
∂x
(s,Xs)Gs dWs,
(1.2.26)
para t ∈ [0, T ].
Paso 3. Por linealidad, la fo´rmula (1.2.26) au´n es valida si
P (t, x) =
m∑
i=1
gi(t)Qi(x), (1.2.27)
34
donde los Qi(x) son polinomios y los gi(t) son continuamente diferenciables. Sea ahora (Pn)n≥1
una sucesio´n de polinomios en x y t tales que
Pn(t, x) −−−→
n→∞
F (t, x),
∂Pn
∂t
(t, x) −−−→
n→∞
∂F
∂t
(t, x),
∂Pn
∂x
(t, x) −−−→
n→∞
∂F
∂x
(t, x),
∂2Pn
∂x2
(t, x) −−−→
n→∞
∂2F
∂x2
(t, x),
uniformemente sobre conjuntos compactos de [0,∞) × IR. Dado que cada polinomio Pn se puede
escribir de la forma (1.2.27), por (1.2.26) tenemos
Pn(t,Xt)− Pn(0, X0)
=
∫ t
0
{
∂Pn
∂s
(s,Xs) +
∂Pn
∂x
(s,Xs)hs +
1
2
∂2Pn
∂x2
(s,Xs)G
2
s
}
ds+
∫ t
0
∂Pn
∂x
(s,Xs)Gs dWs,
(1.2.28)
para t ∈ [0, T ]. Dado que∫ t
0
∣∣∂Pn
∂x
(s,Xs)Gs − ∂F∂x (s,Xs)Gs
∣∣2 ds c.s−−−→
n→∞
0,
por el teorema 1.42 se tiene que∫ t
0
∂Pn
∂x
(s,Xs)Gs dWs
P−−−→
n→∞
∫ t
0
∂F
∂x
(s,Xs)Gs dWs.
Adema´s ∫ t
0
{
∂Pn
∂s
(s,Xs) +
∂Pn
∂x
(s,Xs)hs +
1
2
∂2Pn
∂x2
(s,Xs)G
2
s
}
ds
c.s−−−→
n→∞
∫ t
0
{
∂F
∂s
(s,Xs) +
∂F
∂x
(s,Xs)hs +
1
2
∂2F
∂x2
(s,Xs)G
2
s
}
ds.
Tomando el lı´mite en probabilidad en (1.2.28) cuando n→∞ se sigue que
F (t,Xt)− F (0, X0)
=
∫ t
0
{
∂F
∂s
(s,Xs) +
∂F
∂x
(s,Xs)hs +
1
2
∂2F
∂x2
(s,Xs)G
2
s
}
ds+
∫ t
0
∂F
∂x
(s,Xs)Gs dWs,
lo cual prueba el teorema.
Definicio´n 1.63. Un proceso m−dimensional Wt = (W 1t , . . . ,Wmt )∗, t ≥ 0, sera´ llamado un mo-
vimiento Browniano m−dimensional si sus componentes W it son movimientos Brownianos reales
independientes.
Sea (Wt)t≥0 un movimiento Browniano m−dimensional con W0 = 0 y sea {Ft}t≥0 la filtracio´n
generada por (Wt)t≥0 aumentada con los conjuntos P−nulos de Ω, es decir
Ft = σ
(N ∪ {Ws : 0 ≤ s ≤ t}), t ≥ 0
donde N = {E ⊆ Ω : ∃G ∈ F , G ⊇ E y P(G) = 0}.
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Definicio´n 1.64. Notaremos con Hp,d×m[t0, t] el espacio vectorial de los procesos (Xs)s≥0 con
valores en el espacio de matrices IRd×m y adaptados a {Ft}t≥0 tales que X ij ∈ Hp[t0, t] para cada
1 ≤ i ≤ d, 1 ≤ j ≤ m. Ana´logamente se define Mp,d×m[t0, t].
Definicio´n 1.65. Para X ∈ Hp,d×m[t0, t] definimos la integral de Itoˆ d−dimensional como el vector
columna ∫ t
t0
Xs dWs =
(
m∑
j=1
∫ t
t0
X ijs dW
j
s
)
1≤i≤d
La siguiente es la generalizacio´n de la Fo´rmula de Itoˆ al caso d−dimensional (ver [FRIE 75]):
Teorema 1.66. Sea (Xt)t≥0 un proceso de Itoˆ d−dimensional de la forma
Xt = X0 +
∫ t
0
hs ds+
∫ t
0
Gs dWs
con h ∈ H1,d×1[0, T ] y G ∈ M2,d×m[0, T ], y sea F : [0,∞) × IRd → IR de clase C1,2 (es decir
C1 en la variable t ≥ 0 y C2 en la variable x ∈ IRd). Entonces el proceso F (t,Xt), t ≥ 0, tiene
diferencial estoca´stica dada por
dF (t,Xt) =
{
∂F
∂t
(t,Xt) +∇xF (t,Xt) · ht + 12Tr
(
D2xF (t,Xt) ·GtG∗t
)}
dt+∇xF (t,Xt) ·Gt dWt,
donde
∇xF =
( ∂F
∂x1
, · · · , ∂F
∂xd
)
es el gradiente de F con respecto a x yD2xF es la matriz de taman˜o d×d de las segundas derivadas
con respecto a x, es decir, (D2xF )ij =
∂2F
∂xi∂xj
, 1 ≤ i, j ≤ d.
1.2.4. Aplicaciones de la Fo´rmula de Itoˆ
Recuerde que {Ft}t≥0 es la filtracio´n generada por un movimiento Browniano m−dimen-sional
(Wt)t≥0, aumentada con los conjuntos P−nulos de Ω.
Teorema 1.67 (Teorema de Representacio´n de Martingalas). Sean T > 0 fijo y sea (Mt)t∈[0,T ] una
martingala con respecto a {Ft}t∈[0,T ] tal que
E(|Mt|2) < +∞, ∀t ∈ [0, T ].
Entonces existe un proceso X ∈M2,1×m[0, T ] tal que
Mt = M0 +
∫ t
0
Xs dWs, c.s.
Demostracio´n. Sea H := {Z ∈ L2(Ω,FT ,P) : E(Z) = 0} dotado con el producto interno usual
de L2(Ω,FT ,P) 〈
Z1, Z2
〉
= E
(
Z1 · Z2).
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Dado que la aplicacio´n X 7−→ ∫ T
0
Xs dWs de M2,m[0, T ] enH es una isometrı´a, el espacio
V :=
{∫ T
0
Xs dWs : X ∈M2,1×m[0, T ]
}
es un subespacio cerrado de H, luego H = V ⊕ V⊥, donde V⊥ es el complemento ortogonal de V
enH :
V⊥ = {N ∈ H : E(Z ·N) = 0, ∀N ∈ V}.
Si probamos que V = H, toda variable aleatoria cuadrado integrable FT−medible con esperanza
cero podra´ entonces ser representada como la integral estoca´stica de un proceso en M2,1×m[0, T ].
En particular, la v.a. MT −M0 ∈ H tendra´ la representacio´n
MT −M0 =
∫ T
0
Xs dWs, X ∈M2,1×m[0, T ].
Tomando valor esperado con respecto a Ft y usando la propiedad de martingala de la integral es-
toca´stica se sigue
Mt −M0 =
∫ t
0
Xs dWs, t ∈ [0, T ]
obteniendo ası´ la representacio´n deseada. Dado queH = V ⊕V⊥, probar que V = H es equivalente
a verificar V⊥ = {0} :
Paso 1. Sea Z ∈ V⊥ y definamos la martingala Zt := E
(
Z | Ft
)
, t ∈ [0, T ]. Dado que∫ τ
0
Xs dWs =
∫ T
0
Xs1[0,τ ](s) dWs,
para todo tiempo de parada τ ≤ T y para todo X ∈M2,m[0, T ], entonces ∫ τ
0
Xs dWs ∈ V y
0 = E
[
Z ·
∫ τ
0
Xs dWs
]
= E
[
E
[
Z ·
∫ τ
0
Xs dWs
∣∣∣Fτ]] = E [∫ τ
0
Xs dWs · E
[
Z | Fτ
]]
= E
[
Zτ
∫ τ
0
Xs dWs
]
.
Dado que E[Z0] = E
[
E[Z | F0]
]
= E[Z] = 0, por el teorema 1.24 el proceso
Zt ·
∫ t
0
Xs dWs, t ∈ [0, T ],
resulta ser una martingala con respecto a {Ft}t∈[0,T ], para todo X ∈M2,m[0, T ].
Paso 2. Para un θ ∈ IRm fijo pero arbitrario defina
f(t, x) := exp(iθ∗x+ 1
2
|θ|2t) = exp(1
2
|θ|2t) · cos(θ∗x)︸ ︷︷ ︸
f1(t,x)
+i · exp(1
2
|θ|2t) · sin(θ∗x)︸ ︷︷ ︸
f2(t,x)
,
con (t, x) ∈ [0, T ]× IRm, y defina M θt := f(t,Wt), t ∈ [0, T ]. Entonces |M θt | = exp(12 |θ|2t). Dado
que
∂f1
∂t
(t, x) = 1
2
|θ|2f1(t, x), ∂f1
∂xi
(t, x) = −f2(t, x)θi, ∂
2f1
∂xixj
(t, x) = −f1(t, x)θiθj,
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aplicando Fo´rmula de Itoˆ m−dimensional a f1(t,Wt) obtenemos
d
[
f1(t,Wt)
]
=
{
1
2
|θ|2f1(t,Wt)− 12
m∑
j=1
f1(t,Wt)θ
2
j
}
dt− f2(t,Wt)θ∗dWt = −f2(t,Wt)θ∗dWt.
De forma completamente ana´loga se deduce que d
[
f2(t,Wt)
]
= f1(t,Wt)θ
∗dWt, luego
d(f(t,Wt) = {−f2(t,Wt) + i · f1(t,Wt)} θ∗dWt = i · f(t,Wt)θ∗dWt
es decir
M θt = 1 +
m∑
j=1
i ·
∫ t
0
θjM
θ
s dW
j
s , t ∈ [0, T ].
Como |M θt | ≤ exp(12 |θ|2T ) si t ∈ [0, T ] para un θ ∈ IRm fijo, las integrales estoca´sticas en la u´ltima
igualdad son martingalas con respecto a {Ft}t∈[0,T ], y en particular, (M θt )t∈[0,T ] tambie´n lo es.
Paso 3. Por los pasos 1 y 2 de la prueba (ZtM θt )t∈[0,T ] es una martingala con respecto a {Ft}t∈[0,T ].
Entonces
E
[
ZtM
θ
t | Fs
]
= ZsM
θ
s = Zs exp(iθ
∗Ws + 12 |θ|2s), 0 ≤ s ≤ t ≤ T.
Multiplicando a ambos lados por exp(−iθ∗Ws− 12 |θ|2t) y usando que exp(−iθ∗Ws) esFs−medible
se sigue que
E
[
Zt exp
(
iθ∗(Wt −Ws)
) | Fs] = Zs exp(− 12 |θ|2(t− s)), 0 ≤ s ≤ t ≤ T.
En particular, si 0 = t0 < t1 < · · · < tn ≤ T, ∆k := Wtk −Wtk−1 y θk ∈ IRm, k = 1, . . . , n, se
obtiene
E
[
ZT · exp
(
i
n∑
k=1
(θk)∗∆k
)]
= E
[
E
[
ZT · exp
(
i
n∑
k=1
(θk)∗∆k
) ∣∣∣Ftn−1]
]
= exp
(−1
2
|θn|2(tn − tn−1)
) · E[Ztn−1 · exp(i n−1∑
k=1
(θk)∗∆k
)]
= · · · = exp
(
−1
2
n∑
k=1
|θk|2(tk − tk−1)
)
· E(Z0) = 0,
luego
ZT⊥ exp
(
i
n∑
k=1
(θk)∗∆k
)
, ∀θk ∈ IRm, k = 1, . . . , n.
Como ZT = Z es FT−medible, podemos definir la medida Q sobre FT via dQ = Z · dP, es decir
Q(A) = E[1AZ],∀A ∈ FT . Entonces
0 = E
[
ZT · exp
(
i
n∑
k=1
(θk)∗∆k
)]
=
∫
Ω
exp
(
i
n∑
k=1
(θk)∗∆k
)
dQ
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para todo θk ∈ IRm, k = 1, . . . , n. La unicidad de la transformada de Fourier implica que
Q
∣∣
σ(Wt1 ,...,Wtn )
= 0.
Como FT es generada por vectores finito dimensionales de la forma (Wt1 , . . . ,Wtn), se sigue que
Q
∣∣
FT = 0, lo cual conduce a Z ≡ 0 c.s.
Teorema 1.68. Sea X ∈M2,1×m[0, T ] tal que
E
∫ T
0
|Xt|2p dt < +∞
para algu´n p ≥ 1. Entonces
E
[
sup
t∈[0,T ]
∣∣∣∫ t
0
Xs dWs
∣∣∣2p] ≤ CpT p−1E∫ T
0
|Xs|2p ds
donde Cp = [4p3/(2p− 1)]p.
Demostracio´n. Aplicando fo´rmula de Itoˆ al proceso Mt =
∫ t
0
Xs dWs (que en notacio´n diferencial
se escribe dMt = Xt dWt) con la funcio´n F (x) = x2p obtenemos
d
(
M2ps
)
= p(2p− 1)(Ms)2p−2|Xs|2 ds+ 2p(Ms)2p−1Xs dWs.
Para cada n ≥ 1 defina los tiempos de parada τn := ı´nf{t ≥ 0 : |Mt| ≥ n}. Integrando la anterior
expresio´n entre 0 y t ∧ τn
(Mt∧τn)
2p = p(2p− 1)
∫ t∧τn
0
(Ms)
2p−2|Xs|2 ds+ 2p
∫ t∧τn
0
(Ms)
2p−1Xs dWs.
Por la definicio´n de los tiempos de parada, para cada n ≥ 1 se tiene
E
∫ t
0
(
M2p−1s |Xs|
)2
1[0,τn)(s) ds ≤ n4p−2E
∫ t
0
|Xs|2 ds < +∞
luego, por la proposicio´n 1.54
E
∫ t∧τn
0
(Ms)
2p−1Xs dWs = E
∫ t
0
(Ms)
2p−1Xs1[0,τn)(s) dWs = 0
y
E
[
(Mt∧τn)
2p
]
= p(2p− 1)E
∫ t∧τn
0
(Ms)
2p−2|Xs|2 ds.
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Entonces la aplicacio´n t 7→ E[(Mt∧τn)2p] es mono´tona creciente, y por la desigualdad de Ho¨lder
E
[
(MT∧τn)
2p
]
= p(2p− 1)E
∫ T∧τn
0
(Ms)
2p−2|Xs|2 ds
= p(2p− 1)E
∫ T
0
(Ms∧τn)
2p−2|Xs∧τn|2 ds
≤ p(2p− 1)
{
E
∫ T
0
(Ms∧τn)
2p ds
} 2p−2
2p
·
{
E
∫ T
0
|Xs∧τn|2p ds
} 2
2p
≤ p(2p− 1)
{
E
∫ T
0
(MT∧τn)
2p ds
} p−1
p
·
{
E
∫ T∧τn
0
|Xs|2p ds
} 1
p
≤ p(2p− 1)T p−1p
{
E
[
(MT∧τn)
2p
]} p−1p ·{E∫ T
0
|Xs|2p ds
} 1
p
dividiendo por
{
E
[
(MT∧τn)
2p
]} p−1p
a ambos lados
{
E
[
(MT∧τn)
2p
]}1/p ≤ p(2p− 1)T p−1p {E∫ T
0
|Xs|2p ds
}1/p
elevando a la p−e´sima potencia y usando el lema de Fatou
E
[
(MT )
2p
]
= E
[
l´ım inf
n→∞
(MT∧τn)
2p
]
≤ l´ım inf
n→∞
E
[
(MT∧τn)
2p
] ≤ [p(2p− 1)]pT p−1E∫ T
0
|Xs|2p ds.
Finalmente usamos la segunda desigualdad de Doob para obtener
E
[
sup
t∈[0,T ]
(Mt)
2p
]
≤
(
2p
2p− 1
)2p
E
[
M2pT
] ≤ [4p3/(2p− 1)]pT p−1E∫ T
0
|Xs|2p ds.
Observacio´n 1.69. Para el caso en que (Xt)t≥0 toma valores en el espacio de matrices IRd×m, la
constante Cp cambia, ya que para la integral d−dimensional se tiene∣∣∣∫ t
0
Xs dWs
∣∣∣2p = [ d∑
i=1
∣∣∣∫ t
0
X(i)s dWs
∣∣∣2]p ≤ dp−1 d∑
i=1
∣∣∣∫ t
0
X(i)s dWs
∣∣∣2p
donde X(i)s es la i−e´sima fila de Xs, luego
E
[
sup
t∈[0,T ]
∣∣∣∫ t
0
Xs dWs
∣∣∣2p] ≤ (dT )p−1[4p3/(2p− 1)]pE∫ T
0
||Xs||2p ds. (1.2.29)
(recuerde que ||z||2 = Tr[zz∗] = ∑di=1∑mj=1 |zij|2, para z ∈ IRd×m).
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1.3. Semigrupos y procesos de Markov
Sea B un espacio de Banach y sea L(B) el espacio de Banach de todos los operadores lineales y
continuos (acotados) sobre B con respecto a la norma
||T || = sup
||f ||≤1
||Tf ||.
Diremos que un operador T ∈ L(B) es densamente definido si el dominio de T, que notaremos por
D(T ), es denso en B.
Definicio´n 1.70. Una familia (Tt)t≥0 ⊂ L(B) con D(Tt) = B para todo t ≥ 0 se llama Semigrupo
fuertemente continuo o C0−semigrupo si
(i) T0 = I y l´ımt→0+ Ttf = f, ∀f ∈ B (continuidad fuerte),
(ii) TtTs = Tt+s, ∀s, t ≥ 0 (propiedad de semigrupo).
Si adema´s ||Tt|| ≤ 1 (e.d. Tt es una contraccio´n) para todo t ≥ 0 el semigrupo se llamaC0−semigrupo
de contracciones.
Definicio´n 1.71. Sea (Tt)t≥0 un C0−semigrupo sobre B. Se define el generador infinitesimal A :
D(A) ⊆ B→ B del semigrupo por
D(A) =
{
f ∈ B : l´ım
t↓0
1
t
(Ttf − f) existe en B
}
Af = l´ım
t↓0
1
t
(Ttf − f).
(1.3.1)
El generador infinitesimal es importante porque bajo ciertas condiciones caracteriza completamen-
te al C0−semigrupo (Teoremas de Hille-Yosida y Lumer-Phillips [PAZY 83]).
Antes de ver las propiedades ma´s importantes del generador infinitesimal necesitamos primero la
siguiente definicio´n
Definicio´n 1.72. Una funcio´n f : [a, b]→ B se dice Riemann-integrable si el lı´mite
l´ım
n→∞
n∑
k=1
f(sk)(tk − tk−1)
existe, es independiente de las particiones pin : a = t0, t1 < · · · < tn = b, donde ||pin|| =
ma´x1≤k≤n(tk − tk−1) → 0, y tambie´n es independiente de los puntos intermedios sk ∈ [tk1 , tk].
Denotaremos el lı´mite por
∫ b
a
f(t) dt.
Teorema 1.73. Sea A el generador infinitesimal de un C0−semigrupo (Tt)t>0 sobre B.
(a) Si f ∈ D(A) y t ≥ 0 entonces Ttf ∈ D(A) y
d(Ttf)
dt
= ATtf = TtAf.
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En particular se tiene la igualdad
Ttf − f =
∫ t
0
ATsf ds =
∫ t
0
TsAf ds. (1.3.2)
(b) Si f ∈ B y t ≥ 0 entonces ∫ t
0
Tsf ds ∈ D(A) y
Ttf − f = A
∫ t
0
Tsf ds.
(c) El generador infinitesimal A : D(A) ⊆ B → B es un operador cerrado y adema´s D(A) es
denso en B.
Demostracio´n. (a) Para f ∈ D(A) y t ≥ 0, por continuidad de Tt tenemos
l´ım
h→0+
1
h
(ThTtf − Ttf) = l´ım
h→0+
1
h
(Tt+h − Ttf) = l´ım
h→0+
Tt
(
1
h
(Thf − f)
)
= Tt
(
l´ım
h→0+
1
s
(Thf − f)
)
= TtAf.
Entonces Ttf ∈ D(A), ATtf = TtAf y d
+(Ttf)
dt
= ATtf = TtAf.
Falta ver que
d−(Ttf)
dt
= TtAf. Para 0 < h ≤ t se tiene que
1
−h(Tt−hf − Ttf)− TtAf =
1
h
(Ttf − Tt−hf)− TtAf
=
1
h
(Tt−hThf − Tt−hf)− Tt−hAf + Tt−hAf − Tt−hThAf.
Usando la definicio´n del generador infinitesimalA y la continuidad fuerte del semigrupo se obtiene
entonces que∥∥∥∥ 1−h(Tt−hf − Ttf)− TtAf
∥∥∥∥ ≤ ∥∥Tt−h( 1h(Thf − f)−Af)∥∥+ ‖Tt−h(Af − ThfAf)‖
≤ ||Tt−h|| ·
∥∥ 1
h
(Thf − f)−Af
∥∥+ ||Tt−h|| · ‖Af − ThfAf‖
≤ ∥∥ 1
h
(Thf − f)−Af
∥∥+ ‖Af − ThfAf‖ −−−→
h→0+
0,
es decir
d−(Ttf)
dt
= l´ım
h↑0
1
h
(Tt+hf − Ttf) = l´ım
h↓0
1
−h(Tt−hf − Ttf) = TtAf.
La igualdad (1.3.2) se sigue fa´cilmente usando que∫ t
0
d(Tsf)
ds
ds = Ttf − T0f = Ttf − f.
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(b) Usando la continuidad y linealidad de los operadores Th, h > 0, y el teorema fundamental del
ca´lculo obtenemos
1
h
[
Th
∫ t
0
Tsf ds−
∫ t
0
Tsf ds
]
=
1
h
[∫ t
0
ThTsf ds−
∫ t
0
Tsf ds
]
=
1
h
[∫ t
0
Th+sf ds−
∫ t
0
Tsf ds
]
=
1
h
[∫ t+h
h
Tsf ds−
∫ t
0
Tsf ds
]
=
1
h
∫ t+h
t
Tsf ds− 1
h
∫ h
0
Tsf ds −−−→
h→0+
Ttf − T0f = Ttf − f
(c) Dado que para cada f ∈ B
f = T0f = l´ım
t↓0
1
t
∫ t
0
Tsf ds
la parte (b) implica que D(A) es denso en B. Para ver que A es cerrado, sea (fn)n≥1 ⊂ D(A) tal
que fn → f y Afn → g en B. Por (1.3.2) se sigue que
Ttfn − fn =
∫ t
0
TsAfn ds
para cada t > 0. Haciendo n→∞ se obtiene Ttf − f =
∫ t
0
Tsg ds. Dividiendo por t > 0
1
t
(Ttf − f) = 1
t
∫ t
0
Tsg ds −−−→
t→0+
T0g = g
lo que significa que f ∈ D(A) y Af = g.
Definicio´n 1.74. Sea p(t, x, s, A) una funcio´n no negativa definida para 0 ≤ t ≤ s < +∞, x ∈ IRd
y A ∈ B(IRd) tal que
(i) x 7→ p(t, x, s, A) es Borel-medible, para cada s ≥ t, A ∈ B(IRd);
(ii) A 7→ p(t, x, s, A) es una medida de probabilidad, para cada s ≥ t, x ∈ IRd;
(iii) p satisface la ecuacio´n de Chapman-Kolmogorov
p(t, x, s, A) =
∫
IRd
p(u, y, s, A) p(t, x, u, dy), para todo t < u < s, x ∈ IRd, A ∈ B(IRd).
Diremos entonces que p es una probabilidad de transicio´n, o funcio´n de transicio´n de probabilidad.
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Definicio´n 1.75. Si una probabilidad de transicio´n p so´lo depende de s− t, es decir
p(t, x, s, A) = p(0, x, s− t, A), para todo s ≥ t, x ∈ IRd, A ∈ B(IRd),
decimos que p es homoge´nea y escribiremos p(t, x, A) en vez de p(0, x, t, A), t ≥ 0. En este caso
la ecuacio´n de Chapman-Kolmogorov se escribe:
p(t+ s, x, A) =
∫
IRd
p(t, y, A) p(s, x, dy), t, s > 0, x ∈ IRd, A ∈ B(IRd).
Observacio´n 1.76. Es costumbre tambie´n requerir que la medida p(0, x, ·) coincida con la medida
de Dirac x en IRd, y que t 7→ p(t, x, A) sea continua en cero, esto es l´ımt→0+ p(t, x, A) = x(A).
Recuerde que la medida de Dirac x se define como x(A) := 1A(x).
Proposicio´n 1.77. Sea p(t, x, A) una funcio´n de transicio´n de probabilidad homoge´nea definida
para t ≥ 0, x ∈ IRd y A ∈ B(IRd). Entonces la familia de operadores (Tt)t≥0 definida por
(Ttf)(x) :=
∫
IRd
f(y) p(t, x, dy), x ∈ IRd
es un C0−semigrupo de contracciones sobre el espacio de Banach
B0 :=
{
f : IRd → IR | f es acotada, borel medible y ||Ttf − f ||∞ −→
t↓0
0
}
con la norma ||f ||∞ := supx∈IRd |f(x)|.
Demostracio´n. La propiedad de semigrupo y la continuidad fuerte se obtienen directamente de la
ecuacio´n de Chapman-Kolmogorov para el caso homoge´neo y de la definicio´n de B0 respectiva-
mente. Dado que ∣∣(Ttf)(x)∣∣ ≤ ∫
IRd
|f(y)| p(t, x, dy) ≤ ||f ||∞,
claramente Tt es una contraccio´n para todo t ≥ 0.
Definicio´n 1.78. Sea (Xt)t≥0 un proceso estoca´stico con valores en IRd adaptado a una filtracio´n
{Ft}t≥0. Diremos que (Xt)t≥0 es un Ft−proceso de Markov (resp. Ft−proceso de Markov ho-
moge´neo) con probabilidad de transicio´n p(t, x, s, A) (resp. probabilidad de transicio´n homoge´nea
p(t, x, A)) si para todo s > t y A ∈ B(IRd) se tiene
P(Xs ∈ A | Ft) = p(t,Xt, s, A) (1.3.3)
(resp. (P(Xs ∈ A | Ft) = p(s− t,Xt, A)).
Observacio´n 1.79. Si tomamos la esperanza con respecto a Xt en (1.3.3) se obtiene
P(Xs ∈ A | Xt) = p(t,Xt, s, A)
y esto permite interpretar a la probabilidad de transicio´n p(t, x, s, A) como la probabilidad de que
al tiempo s el proceso X este´ en A dado que al tiempo t estuvo en x.
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Definicio´n 1.80. Una probabilidad de transicio´n homoge´nea p(t, x, A) se dice estoca´sticamente
continua si
l´ım
t→0+
p(t, x, B(x, ε)) = 1 (1.3.4)
para todo ε > 0 y x ∈ IRd fijo. Si el lı´mite en (1.3.4) se tiene uniformemente en x para cada ε > 0,
la probabilidad de transicio´n se dice uniformemente estoca´sticamente continua.
Lema 1.81. Sea (Xt)t≥0 un Ft−proceso de Markov homoge´neo con valores en IRd y probabilidad
de transicio´n p(t, x, A). Si (Xt)t≥0 tiene trayectorias continuas a derecha entonces p(t, x, A) es
estoca´sticamente continua.
Demostracio´n. Sea (tn)n≥1 ⊂ IR+ una sucesio´n tal que tn ↘ 0 y defina la sucesio´n de eventos
En := {Xtn ∈ B(x, ε)}, n ≥ 1. Dado que X0 = l´ımn→∞Xtn ,
{X0 ∈ B(x, ε)} ⊆
∞⋃
n=1
∞⋂
k=n
En = l´ım inf
n→∞
En.
Por lo tanto, para todo x ∈ IRd y ε > 0,
l´ım inf
n→∞
p(tn, x, B(x, ε)) = l´ım inf
n→∞
P(Xtn ∈ B(x, ε) | X0 = x)
≥ P(l´ım inf
n→∞
En | X0 = x)
≥ P(X0 ∈ B(x, ε) | X0 = x) = 1.
Proposicio´n 1.82. Sea (Xt)t≥0 como en el lema anterior, y sea f : IRd → IR acotada y continua.
Entonces, para cada x ∈ IRd, se tiene
l´ım
t→0+
(Ttf)(x) = f(x).
Demostracio´n. Debido a la continuidad de f, para cada x ∈ IRd y para δ > 0, existe B(x, ε) tal que
si y ∈ B(x, ε) entonces |f(y)− f(x)| < δ. Por lo tanto
(Ttf)(x)− f(x) =
∫
B(x,ε)
[f(y)− f(x)] p(t, x, dy) +
∫
B(x,ε)c
[f(y)− f(x)] p(t, x, dy),
y de esto se sigue que
|(Ttf)(x)− f(x)| ≤ δp(t, x, B(x, ε)) + 2||f ||∞p(t, x, B(x, ε)c). (1.3.5)
Esta desigualdad junto con el lema anterior prueban la proposicio´n.
Tambie´n de la desigualdad (1.3.5) se deduce el
Corolario 1.83. Si p(t, x, A) es uniformemente estoca´sticamente continua entonces el semigrupo
(Tt)t≥0 es fuertemente continuo sobre Cb(IRd).
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Proposicio´n 1.84. Sea (Xt)t≥0 un Ft−proceso de Markov con espacio de estados IRd y probabili-
dad de transicio´n
p(t, x, s, A), s ≥ t ≥ 0, x ∈ IRd, A ∈ B(IRd).
Entonces (t,Xt)t≥0 es un Ft−proceso de Markov homoge´neo con espacio de estados [0,∞)× IRd
y funcio´n de transicio´n de probabilidad
q(s, (t, x), C ×D) = p(t, x, t+ s,D) · 1C(t+ s), C ∈ B
(
[0,+∞)), D ∈ B(IRd).
Demostracio´n. Veamos que q ası´ definida es una funcio´n de transicio´n de probabilidad: la condicio´n
(i) es inmediata. Dado que la aplicacio´n C 7→ 1C(t + s) es precisamente la medida de Dirac t+s
concentrada en t+ s, entonces
C ×D 7→ p(t, x, t+ s,D) · 1C(t+ s), C ∈ B
(
[0,+∞)), D ∈ B(IRd)
genera una medida producto (y que es una medida de probabilidad) sobre [0,∞) × IRd, para cada
t ≥ s, x ∈ IRd, lo cual prueba (ii). Para ver que q satisface la ecuacio´n de Chapman-Kolmogorov
usaremos la igualdad∫
[0,∞)
f(r) dt(r) = f(t), para todo f : [0,∞)→ IR, t ≥ 0
(ver demostracio´n en [BL/MU 03] ejemplo 2.2.2, pa´g. 76). Si s, r > 0 entonces∫
[0,∞)×IRd
q(s, (u, y), C ×D) q(r, (t, x), du⊗ dy)
=
∫
[0,∞)×IRd
p(u, y, u+ s,D) · 1C(u+ s) p(t, x, t+ r, dy) dt+r(u)
=
∫
IRd
p(t, x, t+ r, dy)
∫
[0,∞)
p(u, y, u+ s,D) · 1C(u+ s) dt+r(u)
=
∫
IRd
p(t, x, t+ r, dy) p(t+ r, y, t+ r + s,D) · 1C(t+ r + s)
= p(t, x, t+ s+ r,D) · 1C(t+ r + s) = q(s+ r, (t, x), C ×D).
Por u´ltimo, dado que p satisface (1.3.3), para s > t se tiene que
q(s− t, (t,Xt), C ×D) = p(t,Xt, s,D) · 1C(s) = P(Xs ∈ D | Ft) · 1C(s)
= P((s,Xs) ∈ C ×D | Ft).
Observacio´n 1.85. Si (Xt)t≥0 es un proceso de Markov, el semigrupo (Ts)s≥0 asociado a las pro-
babilidades de transicio´n del proceso de Markov homoge´neo (t,Xt)t≥0 esta´ dado por
(Tsf)(t, x) =
∫
[0,∞)×IRd
f(r, y)q(s, (t, x), dr ⊗ dy)
=
∫
IRd
∫
[0,∞)
f(r, y) p(t, x, t+ s, dy) dt+s(r)
=
∫
IRd
f(t+ s, y) p(t, x, t+ s, dy), s ≥ 0.
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Para ma´s resultados sobre semigrupos de operadores y su conexio´n con procesos de Markov con-
sultar [KA/TA 81, PAZY 83, TODO 92, TUDOR 97].
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2. Ecuaciones diferenciales estoca´sticas y conexio´n con EDPs
lineales de segundo orden
2.1. Ecuaciones diferenciales estoca´sticas
Sea (Wt)t≥0 un movimiento Brownianom−dimensional definido sobre un espacio de probabilidad
(Ω,F ,P) y sean
b : [0,+∞)× IRd → IRd, σ : [0,+∞)× IRd → IRd×m
funciones medibles. Nuestro objetivo en esta seccio´n es mostrar existencia y unicidad de soluciones
de ecuaciones diferenciales estoca´sticas (EDEs) de la forma
dXt = b(t,Xt) dt+ σ(t,Xt) dWt, X0 = ξ (2.1.1)
donde la condicio´n inicial ξ es una v.a. d−dimensional independiente de (Wt)t≥0. Hay que recordar
que la ecuacio´n (2.1.1) se debe interpretar exclusivamente como una ecuacio´n integral, a saber
Xt = ξ +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dWs, t ≥ 0, (2.1.2)
o de modo equivalente, usando componentes
X it = ξi +
∫ t
0
Wi(s,Xs) ds+
m∑
j=1
∫ t
0
σij(s,Xs) dW
j
s t ≥ 0, 1 ≤ i ≤ d.
A lo largo de esta seccio´n {Ft}t≥0 denotara´ la filtracio´n generada por ξ y (Wt)t≥0, aumentada con
los conjuntos P−nulos de Ω, es decir
Ft = σ
({ξ,Ws : 0 ≤ s ≤ t} ∪ N ), t ≥ 0
donde N = {E ⊆ Ω : ∃G ∈ F , G ⊇ E y P(G) = 0}.
Definicio´n 2.1. Diremos que un proceso (Xt)t≥0 con valores en IRd y trayectorias continuas c.s. es
solucio´n (fuerte) de la EDE (2.1.1) si satisface
1. (Xt)t≥0 es progresivamente medible con respecto a {Ft}t≥0,
2.
∫ t
0
(|b(s,Xs)|+ ||σ(s,Xs)||2) ds < +∞ c.s. para todo t ≥ 0,
3. Xt = ξ +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dWs, t ≥ 0 c.s.
(recuerde que para z ∈ IRd×m, ||z|| := Tr[zz∗]1/2).
Si la matriz σ (que suele llamarse matriz de dispersio´n) es ide´nticamente cero, la ecuacio´n (2.1.2)
se reduce a una ecuacio´n integral ordinaria (no estoca´stica, excepto tal vez por la condicio´n inicial)
de la forma
Xt = X0 +
∫ t
0
b(s,Xs) ds, t ≥ 0 (2.1.3)
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Usualmente, en la teorı´a de tales ecuaciones se impone la hipo´tesis de que el campo vectorial b(t, x)
satisfaga una condicio´n de Lipschitz local en la variable de espacio x ∈ IRd y sea acotada sobre
subconjuntos compactos de [0,∞)× IRd. Estas condiciones garantizan que para un t > 0 suficien-
temente pequen˜o, las iteraciones de Picard-Lindelo¨f
X
(0)
t ≡ ξ, X(n+1)t = ξ +
∫ t
0
b(s,X(n)s ) ds, n ≥ 0
convergen a la solucio´n de (2.1.3), y que esta solucio´n sea u´nica. En ausencia de estas condiciones
la ecuacio´n podrı´a no tener solucio´n o tener infinitas soluciones. Por ejemplo, la ecuacio´n integral
(determinı´stica) unidimensional
Xt =
∫ t
0
|Xs|α ds (2.1.4)
tiene una u´nica solucio´n para α ≥ 1, a saber: Xt ≡ 0. Sin embargo, para 0 < α < 1, todas las
funciones de la forma
Xt =

0, 0 ≤ t ≤ s,(
t− s
β
)β
, t ≥ s.
con β = 1/(1− α) y s ≥ 0 arbitrario, son solucio´n de (2.1.4).
Parece entonces razonable desarrollar la teorı´a de EDEs imponiendo condiciones del tipo Lipschitz
en los coeficientes:
Diremos que b y σ satisfacen
(a) la condicio´n de Lispchitz global, si para cada T > 0 existe una constante KT > 0 tal que para
todo t ∈ [0, T ] y para todo par x, x′ ∈ IRd
|b(t, x)− b(t, x′)|+ ||σ(t, x)− σ(t, x′)|| ≤ KT |x− x′| (2.1.5)
(b) la condicio´n de Lispchitz local, si para cada T > 0 y para cada n ≥ 1 existe una constante
KT,n > 0 tal que para todo t ∈ [0, T ] y para todo par x, x′ ∈ B[0, n]
|b(t, x)− b(t, x′)|+ ||σ(t, x)− σ(t, x′)|| ≤ KT,n|x− x′| (2.1.6)
Para demostrar existencia y unicidad bajo estas hipo´tesis tambie´n necesitaremos que los coeficientes
satisfagan la condicio´n de crecimiento lineal: para cada T > 0 existe una constante KT > 0 tal que
|b(t, x)|+ ||σ(t, x)|| ≤ KT
(
1 + |x|), ∀t ∈ [0, T ], ∀x ∈ IRd (2.1.7)
Esta condicio´n nos permite establecer la siguiente estimacio´n a priori de los momentos de solucio-
nes de EDEs
Lema 2.2. Sea (Xt)t≥0 solucio´n (fuerte) de la EDE (2.1.1) y suponga que existe un entero p ≥ 1 tal
que E
(|ξ|2p) < +∞. Si los coeficientes b y σ satisfacen la condicio´n de crecimiento lineal (2.1.7),
entonces
E
[
sup
t∈[0,T ]
|Xt|2p
]
≤ CeCT{1 + E(|ξ|2p)}, ∀T > 0,
E
[
sup
t≤s≤T
|Xs −Xt|2p
]
≤ C ′(T − t)p{1 + E(|ξ|2p)}, t ∈ [0, T ]
donde C,C ′ son constantes que dependen so´lo de T,KT y p.
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Demostracio´n. Usando la desigualdad |a + b + c|2p ≤ 32p−1(|a|2p + |b|2p + |c|2p), se obtiene para
t ∈ [0, T ]
|Xt|2p ≤ 32p−1
(
|ξ|2p +
∣∣∣∫ t
0
b(r,Xr) dr
∣∣∣2p + ∣∣∣∫ t
0
σ(r,Xr) dWr
∣∣∣2p)
De la desigualdad de Ho¨lder se sigue∣∣∣∫ t
0
b(s,Xs) ds
∣∣∣2p = [ d∑
i=1
(∫ t
0
Wi(s,Xs) ds
)2]p
≤ tp
[ ∫ t
0
|b(s,Xs)|2ds
]p
≤ t2p−1
∫ t
0
|b(s,Xs)|2p ds
luego
|Xt|2p ≤ 32p−1
(
|ξ|2p + t2p−1
∫ t
0
|b(r,Xr)|2p dr +
∣∣∣∫ t
0
σ(r,Xr) dWr
∣∣∣2p) (2.1.8)
Si τn := ı´nf{s ≥ 0 : |Xs| ≥ n}, el proceso Hns = σ(s,Xs)1[0,τn)(s), s ≥ 0 satisface
E
∫ t
0
||Hns ||2p ds ≤ E
∫ t
0
||σ(s,Xs)||2p1[0,τn)(s) ds ≤ E
∫ t
0
K2pt (1 + |Xs|)2p1[0,τn)(s) ds
≤ tK2pt (1 + n)2p
para todo t ≥ 0, luego podemos aplicar la desigualdad (1.2.29) y obtener
E
[
sup
0≤s≤t
∣∣∣∫ s∧τn
0
σ(r,Xr) dWr
∣∣∣2p] = E[ sup
0≤s≤t
∣∣∣∫ s
0
σ(r,Xr)1[0,τn)(r) dWr
∣∣∣2p]
≤ Cptp−1E
∫ t
0
||σ(r,Xr)||2p1[0,τn)(r) dr
con Cp = dp−1[4p3/(2p− 1)]p. Tomando t = s ∧ τn en (2.1.8) y usando la anterior desigualdad,
|Xs∧τn|2p ≤ 32p−1
(
|ξ|2p + (s ∧ τn)2p−1
∫ s∧τn
0
|b(r,Xr)|2p dr +
∣∣∣∫ s∧τn
0
σ(r,Xr) dWr
∣∣∣2p)
E
[
sup
0≤s≤t
|Xs∧τn|2p
]
≤ 32p−1
{
E
(|ξ|2p)+ t2p−1E ∫ t
0
|b(r,Xr)|2p1[0,τn)(r) dr
+ Cpt
p−1E
∫ t
0
||σ(r,Xr)||2p1[0,τn)(r) dr
}
≤ 32p−1
{
E
(|ξ|2p)+ (t2p−1 + Cptp−1)K2pT E∫ t
0
(1 + |Xr|)2p1[0,τn)(r) dr
}
≤ 32p−1
{
E
(|ξ|2p)+ 22p−1L{T + E∫ t
0
|Xr|2p1[0,τn)(r) dr
}}
, t ∈ [0, T ]
donde L = (T 2p−1 + CpT p−1)K
2p
T . Dado que |Xr|2p1[0,τn)(r) ≤ sup 0≤s≤r∧τn |Xs|2p y
E
[
sup
0≤s≤t
|Xs∧τn|2p
]
= E
[
sup
0≤s≤t∧τn
|Xs|2p
]
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del teorema de Fubini se tiene que la aplicacio´n ϕn(t) = E
[
sup 0≤s≤t∧τn |Xs|2p
]
satisface
ϕn(t) ≤ C
{
E
(|ξ|2p)+ 1 + ∫ t
0
ϕn(r) dr
}
, t ∈ [0, T ]
con C = 32p−1(1 ∨ 22p−1L ∨ 22p−1LT ). Por el lema de Gronwall (ver [TUDOR 97]), ϕn(t) ≤
CeCt
{
1 + E
(|ξ|2p)} para t ∈ [0, T ], ∀n ≥ 1, y por el lema de Fatou
E
[
sup
0≤s≤t
|Xs|2p
]
= E
[
l´ım inf
n→∞
(
sup
0≤s≤t∧τn
|Xs|2p
)]
≤ l´ım inf
n→∞
E
[
sup
0≤s≤t∧τn
|Xs|2p
]
≤ CeCt{1 + E(|ξ|2p)}, t ∈ [0, T ].
lo cual prueba la primera desigualdad. Para la segunda desigualdad, si 0 ≤ s < u ≤ t ≤ T entonces
|Xu −Xs|2p ≤ 22p−1(u− s)2p−1
∫ u
s
|b(r,Xr)|2p dr + 22p−1
∣∣∣∫ u
s
σ(r,Xr) dWr
∣∣∣2p
Tomando ahora τn := ı´nf{u ≥ s : |Xu| ≥ n}, usando un razonamiento ana´logo al anterior y la
desigualdad E
(|Xr|2p) ≤ CeCT{1 + E(|ξ|2p)} se obtiene
|Xu∧τn −Xs|2p ≤ 22p−1[(u ∧ τn)− s]2p−1
∫ u∧τn
s
|b(r,Xr)|2p dr + 22p−1
∣∣∣∫ u∧τn
s
σ(r,Xr) dWr
∣∣∣2p
sup
s≤u≤t
|Xu∧τn −Xs|2p ≤ 22p−1(t− s)2p−1
∫ t∧τn
s
|b(r,Xr)|2p dr
+ 22p−1 sup
s≤u≤t
∣∣∣∫ u
s
σ(r,Xr)1[s,τn)(r) dWr
∣∣∣2p
E
[
sup
s≤u≤t
|Xu∧τn −Xs|2p
]
≤ 42p−1(t− s)2p−1
∫ t
s
K2pT (1 + Ce
CT )
{
1 + E
(|ξ|2p)} dr
+ 42p−1Cp(t− s)p−1
∫ t
s
K2pT (1 + Ce
CT )
{
1 + E
(|ξ|2p)} dr
= C ′(t− s)p{1 + E(|ξ|2p)}
con C ′ = 42p−1K2pT (T
p+Cp)(1+Ce
CT ), y de nuevo por el lema de Fatou se sigue el resultado.
Los resultados que veremos a continuacio´n bajo condiciones del tipo Lipschitz constituyen la teorı´a
esta´ndar de EDEs desarrollada por K. Itoˆ.
2.1.1. Unicidad y existencia de soluciones
Diremos que la EDE (2.1.1) satisface la unicidad en trayectoria o unicidad fuerte si dos soluciones
X y X ′ son indistinguibles, es decir, satisfacen
P
(
Xt = X
′
t, ∀t ≥ 0) = 1
Debido a que dichos procesos tienen trayectorias continuas c.s., bastara´ con mostrar que uno es
modificacio´n del otro, es decir que P(Xt = X ′t) = 1, para todo t ≥ 0.
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Teorema 2.3. Sean bi : [0,∞) × IRd → IRd, σi : [0,∞) × IRd → IRd×m funciones medibles y
localmente acotadas, i = 1, 2. Sea D ⊂ IRd un conjunto abierto y T > 0. Supongamos que
σ1(t, x) = σ2(t, x), b1(t, x) = b2(t, x), ∀(t, x) ∈ [0, T ]×D
y que existe una constante KT > 0 tal que para todo t ∈ [0, T ] y para todo par x, x′ ∈ D
|bi(t, x)− bi(t, x′)|+ ||σi(t, x)− σi(t, x′)|| ≤ KT |x− x′|
||σi(t, x)||+ |bi(t, x)| ≤ KT
(
1 + |x|), i = 1, 2. (2.1.9)
Sea X i solucio´n (fuerte) de la EDE (2.1.1) con condicio´n inicial X i0 cuadrado integrable y coefi-
cientes bi, σi y sean
τi = ı´nf{t ≥ 0 : X it /∈ D}, i = 1, 2
τ = ı´nf{t ≥ 0 : X1t /∈ D o X2t /∈ D} = τ1 ∧ τ2.
Si X10 (ω) = X
2
0 (ω) para casi todo ω para el cual X
1
0 (ω) ∈ D o X20 (ω) ∈ D, es decir
P
((
(X10 ∈ D) ∪ (X20 ∈ D)
) ∩ (X10 = X20 )) = 1
entonces P
(
X1t∧τ = X
2
t∧τ , ∀t ∈ [0, T ]
)
= 1.
Si adema´s (2.1.9) se cumple para todo par x, x′ ∈ IRd, entonces τ1 ∧ T = τ2 ∧ T = τ ∧ T c.s. y
en consecuencia, en el intervalo [0, T ] los procesos X1 y X2 salen al mismo tiempo τ de D y son
iguales hasta ese momento.
Demostracio´n. Para t ∈ [0, T ] se tiene
X1t∧τ −X2t∧τ =
∫ t∧τ
0
(
b1(s,X1s )− b2(s,X1s )
)
ds+
∫ t∧τ
0
(
b2(s,X1s )− b2(s,X2s )
)
ds
+
∫ t∧τ
0
(
σ1(s,X1s )− σ2(s,X1s )
)
dWs +
∫ t∧τ
0
(
σ2(s,X1s )− σ2(s,X2s )
)
dWs
Como
∫ t∧τ
0
(
b1(s,X1s )− b2(s,X1s )
)
ds = 0, y por el teorema 1.55∫ t∧τ
0
(
σ1(s,X1s )− σ2(s,X1s )
)
ds = 0
resulta que
X1t∧τ −X2t∧τ =
∫ t∧τ
0
(
b2(s,X1s )− b2(s,X2s )
)
ds+
∫ t∧τ
0
(
σ2(s,X1s )− σ2(s,X2s )
)
dWs
Tomando valor esperado, usando la desigualdad (a+b)2 ≤ 2(|a|2 + |b|2) y la desigualdad de Ho¨lder
obtenemos
E
(|X1t∧τ −X2t∧τ |2)
≤ 2E
[∣∣∣∫ t∧τ
0
(
b2(s,X1s )− b2(s,X2s )
)
ds
∣∣∣2]+ 2E[∣∣∣∫ t∧τ
0
(
σ2(s,X1s )− σ2(s,X2s )
)
dWs
∣∣∣2]
≤ 2tE
∫ t∧τ
0
|b2(s,X1s )− b2(s,X2s )|2 ds+ 2E
[∣∣∣∫ t
0
(
σ2(s,X1s )− σ2(s,X2s )
)
1[0,τ)(s) dWs
∣∣∣2]
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Gracias a la condicio´n de crecimiento lineal en D y al lema 2.2, podemos aplicar Isometrı´a de Itoˆ a
las integrales estoca´sticas y obtener
E
(|X1t∧τ −X2t∧τ |2)
≤ 2tE
∫ t∧τ
0
|b2(s,X1s )− b2(s,X2s )|2 ds+ 2E
∫ t
0
||σ2(s,X1s )− σ2(s,X2s )||21[0,τ)(s) ds
≤ 2K2T (1 + T )E
∫ t
0
|X1s −X2s |21[0,τ)(s) ds = 2K2T (1 + T )
∫ t
0
E
[|X1s −X2s |21[0,τ)(s)] ds
= 2K2T (1 + T )
∫ t
0
E
(|X1s∧τ −X2s∧τ |2) ds, t ∈ [0, T ]
y por el lema de Gronwall se sigue que E
(|X1t∧τ −X2t∧τ |2) = 0, para todo t ∈ [0, T ], lo que implica
P
(
X1t∧τ = X
2
t∧τ
)
= 1, ∀t ∈ [0, T ], y puesto que X1 y X2 tienen trayectorias continuas c.s., se
tiene que
P
(
X1t∧τ = X
2
t∧τ , ∀t ∈ [0, T ]
)
= 1.
Supongamos ahora que (2.1.9) se cumple para todo par x, x′ ∈ IRd. En este caso el razonamiento
anterior se repite para la diferencia X1t∧τ1 −X2t∧τ1 obteniendo
P
(
X1t∧τ1 = X
2
t∧τ1 , ∀t ∈ [0, T ]
)
= 1.
Esto quiere decir que en en el intervalo [0, T ] los dos procesos coinciden hasta que X1 sale de D,
luego τ1 ∧ T ≤ τ2 ∧ T, y por simetrı´a en el razonamiento τ2 ∧ T ≤ τ1 ∧ T.
Corolario 2.4 (Unicidad en trayectoria). Sean b y σ que satisfacen la condicio´n de Lipschitz local.
Entonces se cumple la unicidad en trayectoria para la EDE (2.1.1).
Demostracio´n. Sean X1, X2 dos soluciones y sea
τn := ı´nf{t ≥ 0 : |X1t | ≥ n o |X2t | ≥ n}, n ≥ 1.
Entonces por el teorema anterior se tiene P
(
X1t∧τn = X
2
t∧τn , ∀t ∈ [0, T ]
)
= 1, y por lo tanto para
t ∈ [0, T ],
P(X1t 6= X2t ) ≤ P(τn ≤ t) ≤ P
(
sup
0≤s≤T
|X1s | ≥ n
)
+P
(
sup
0≤s≤T
|X2s | ≥ n
)
= P
(
ma´x
0≤s≤T
|X1s | ≥ n
)
+P
(
ma´x
0≤s≤T
|X2s | ≥ n
)
−−−→
n→∞
0
puesto que X1, X2 tiene trayectorias continuas c.s. En consecuencia X1 es una versio´n de X2, y de
nuevo por continuidad son indistinguibles.
Teorema 2.5 (Existencia). Sean b : [0,∞) × IRd → IRd, σ : [0,∞) × IRd → IRd×m funciones
medibles que satisfacen la condicio´n de Lipschitz local (2.1.6) y la condicio´n de crecimiento lineal
(2.1.7). Entonces existe una solucio´n (fuerte) de la EDE (2.1.1).
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Demostracio´n. Paso 1. Primero supongamos que E
(|ξ|2) < +∞ y que los coeficientes satisfacen
la condicio´n de Lipschitz global (2.1.5) :
Para cada T > 0 denotemos con M2T (IRd) el espacio vectorial de los procesos (Xt)0≤t≤T prog.
medibles y con valores en IRd tales que
||X||2M2T (IRd) := E
∫ T
0
|Xt|2dt < +∞ (2.1.10)
y definamos la aplicacio´n ΦT : M2T (IRd) → M2T (IRd) que a cada X ∈ M2T (IRd) le asigna el
proceso
ΦT (X)t := ξ +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dWs, t ∈ [0, T ]. (2.1.11)
Veamos que esta aplicacio´n posee un punto fijo enM2T (IRd). Dados X,X ′ ∈ M2T (IRd), usando la
desigualdad de Ho¨lder y la Isometrı´a de Itoˆ se obtiene
E
(|ΦT (X)t − ΦT (X ′)t|2)
≤ 2E
[∣∣∣∫ t
0
(
b(s,Xs)− b(s,X ′s)
)
ds
∣∣∣2]+ 2E[∣∣∣∫ t
0
(
σ(s,Xs)− σ(s,X ′s)
)
dWs
∣∣∣2]
≤ 2tE
∫ t
0
|b(s,Xs)− b(s,X ′s)|2 ds+ 2E
∫ t
0
||σ(s,Xs)− σ(s,X ′s)||2 ds
≤ 2K2T (1 + T )E
∫ t
0
|Xs −X ′s|2 ds, t ∈ [0, T ]
y debido a que
∫ T
s
e−λteλs dt = 1
λ
(
1− e−λ(T−s)) ≤ 1
λ
para todo λ > 0, se tiene que
E
∫ T
0
e−λt|ΦT (X)t − ΦT (X ′)t|2 dt =
∫ T
0
e−λtE
(|ΦT (X)t − ΦT (X ′)t|2) dt
≤ 2K2T (1 + T )
∫ T
0
e−λtE
∫ t
0
|Xs −X ′s|2 ds dt
= 2K2T (1 + T )E
∫ T
0
∫ t
0
e−λt|Xs −X ′s|2 ds dt
= 2K2T (1 + T )E
∫ T
0
∫ T
s
e−λt|Xs −X ′s|2 dt ds
= 2K2T (1 + T )E
∫ T
0
(∫ T
s
e−λteλs dt
)
e−λs|Xs −X ′s|2 ds
≤ 1
λ
2K2T (1 + T )E
∫ T
0
e−λs|Xs −X ′s|2 ds
Si λ > 2K2T (1 + T ), la aplicacio´n ΦT resulta ser una contraccio´n estricta deM2T (IRd) en sı´ mismo
con la norma
||X||2λ := E
∫ T
0
e−λs|Xs|2 ds (2.1.12)
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Esta norma satisface
e−λT ||X||2M2T (IRd) ≤ ||X||
2
λ ≤ ||X||2M2T (IRd)
y dado queM2T (IRd) es es un espacio de Banach con la norma usual (2.1.10), tambie´n lo es con la
norma (2.1.12), y por lo tanto ΦT posee un u´nico punto fijo, que notaremos por XT , y es solucio´n
de la EDE (2.1.1) en el intervalo [0, T ].
Si T ≤ T ′ el proceso XT ′ restringido a [0, T ], es decir (XT ′t )t∈[0,T ], es una versio´n de XT , pues
tambie´n pertenece aM2T (IRd) y es punto fijo de ΦT . Podemos entonces definir el proceso continuo
y prog. medible (Xt)t≥0 por
Xt := X
T
t si t ∈ [0, T ]
y que claramente es solucio´n de (2.1.1).
Paso 2. Sea ahora ξ no necesariamente cuadrado integrable. Para cada n ≥ 1 defina ξn :=
ξ1{|ξ|≤n}. Debido a que |ξn| ≤ n, se tiene por el paso 1 la existencia de un proceso continuo y
adaptado (Xnt )t≥0 tal que
Xnt = ξ
n +
∫ t
0
b(s,Xns ) ds+
∫ t
0
σ(s,Xns ) dWs, t ≥ 0, n ≥ 1 (2.1.13)
y por el lema 2.2
E
[
sup
t∈[0,T ]
|Xnt |2
]
< +∞, ∀T > 0, ∀n ≥ 1
Sean λn = 1{|ξ|≤n} y T > 0. Dado que (ξn+1− ξn)λn = 0 y λn es F0−medible, por el lema 1.53 se
tiene que para t ∈ [0, T ]
(Xn+1t −Xnt )λn =
∫ t
0
[
b(s,Xn+1s )− b(s,Xns )
]
λn ds+
∫ t
0
[
σ(s,Xn+1s )− σ(s,Xns )
]
λn dWs
de donde resulta
|Xn+1t −Xnt |2λn ≤ 2t
∫ t
0
|b(s,Xn+1s )− b(s,Xns )|2λn ds+ 2
∣∣∣∫ t
0
[
σ(s,Xn+1s )− σ(s,Xns )
]
λn dWs
∣∣∣2
tomando valor esperado obtenemos
E
(|Xn+1t −Xnt |2λn) ≤ 2K2(1 + T )∫ t
0
E
(|Xn+1s −Xns |2λn) ds
y por el lema de Gronwall E
(|Xn+1t −Xnt |2λn) = 0, ∀t ∈ [0, T ]. Por lo tanto, para todo t ∈ [0, T ]
se tiene Xn+1t λn = Xnt λn c.s. lo que implica por continuidad de las trayectorias que P
(
Xn+1t λn =
Xnt λn, ∀t ∈ [0, T ]
)
= 1, ∀n ≥ 1. En particular
P
(
sup
t∈[0,T ]
|Xn+1t −Xnt |2 > 0
)
≤ P(|ξ| ≤ n) −−−→
n→∞
0.
Sea {nk}k≥1 una sucesio´n tal que P
(|ξ| ≤ nk) ≤ 12k , ∀k ≥ 1. Puesto que
P
(
sup
t∈[0,T ]
|Xnk+1t −Xnkt |2 > 0
)
≤ 1
2k
,
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se obtiene por el lema de Borel-Cantelli que
P
(
l´ım sup
k→∞
(
sup
t∈[0,T ]
|Xnk+1t −Xnkt |2 > 0
))
= 0
o en forma equivalente
P
(
l´ım inf
k→∞
(
sup
t∈[0,T ]
|Xnk+1t −Xnkt |2 = 0
))
= 1
Es decir que para casi todo ω ∈ Ω existe un k0(ω) ≥ 1 suficientemente grande tal que Xnk+1t (ω) =
Xnkt (ω), ∀k ≥ k0, para todo t ∈ [0, T ]. Como T > 0 es arbitrario, podemos definir el proceso
continuo y prog. medible (Xt)t≥0 por
Xt(ω) := l´ım
k→∞
Xnkt (ω) = X
nk0 (ω), t ≥ 0
luego Xt = X
nk0
t c.s. para todo t ≥ 0. Si asumimos adema´s que k0(ω) ≥ |ξ(ω)| entonces ξnk0 = ξ.
Tomando n = nk0 en (2.1.13) obtenemos
Xt = ξ +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dWs, t ≥ 0.
Paso 3. Supongamos ahora que b y σ satisfacen la condicio´n de Lipschitz local (2.1.6). Para n ≥ 1
definimos Wn(t, x) := b(t,Πn(x)) y σn(t, x) := σ(t,Πn(x)), donde Πn : IRd → B[0, n] esta´ dada
por
Πn(x) :=
n ∧ |x|
|x| x =
{
x si |x| ≤ n
n
|x| x si |x| > n
Dado que |Πn(x)−Πn(x′)| ≤ |x− x′|, Wn y σn satisfacen la condicio´n de Lipschitz global (2.1.5)
con constante de LipschitzKT,n. Por lo tanto, por el paso anterior, para cada n ≥ 1 existe un proceso
continuo y prog. medible (Xnt )t≥0 tal que
Xnt = ξ +
∫ t
0
Wn(s,X
n
s ) ds+
∫ t
0
σn(s,X
n
s ) dWs, t ≥ 0 (2.1.14)
Sea τn := ı´nf{t ≥ 0 : |Xnt | ≥ n}, n ≥ 1. Por el teorema 2.3 resulta que c.s.
τn ≤ ı´nf{t ≥ 0 : |Xn+1t | ≥ n} ≤ τn+1, Xnt = Xn+1t si 0 ≤ t ≤ τn.
Probaremos que τn ↗ ∞ c.s., lo cual permite definir el proceso continuo y prog. medible (Xt)t≥0
por
Xt := X
n
t si 0 ≤ t ≤ τn,
y que es solucio´n de (2.1.1). Definamos Y nt := e
−|ξ|Xnt , ξ
′ := e−|ξ|ξ,
b′n(t, y) := e
−|ξ|Wn(t, e|ξ|y), σ′n(t, y) := e
−|ξ|σn(t, e|ξ|y)
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Dado que e−|ξ| es F0−medible, por el lema 1.53 tenemos
e−|ξ|Xnt = e
−|ξ|ξ +
∫ t
0
e−|ξ|Wn(s,Xns ) ds+
∫ t
0
e−|ξ|σ(s,Xns ) dWs
= e−|ξ|ξ +
∫ t
0
e−|ξ|Wn(s, e|ξ|Y ns ) ds+
∫ t
0
e−|ξ|σn(s, e|ξ|Y ns ) dWs
es decir Y nt = ξ
′ +
∫ t
0
b′n(s, Y
n
s ) ds+
∫ t
0
σ′n(s, Y
n
s ) dWs, t ≥ 0
Como b′n y σ
′
n satisfacen la condicio´n de crecimiento (2.1.7) con la misma constante KT y |ξ′| ≤ 1,
por el lema 2.2
E
[
sup
t∈[0,T ]
|Y nt |2
]
≤ CT <∞, ∀n ≥ 1
(CT no depende de n). Usando la desigualdad de Markov, para todo δ, T > 0 se tiene
P(τn ≤ T ) = P
(
sup
t∈[0,T ]
|Xnt | ≥ n
)
= P
(
sup
t∈[0,T ]
|Y nt | ≥ ne−|ξ|
)
≤ P
(
sup
t∈[0,T ]
|Y nt | ≥ nδ
)
+P(e−|ξ| ≤ δ) ≤ CT
n2δ2
+P(e−|ξ| ≤ δ)
luego l´ım supn→∞P(e−|ξ| ≤ δ) ↘ 0 cuando δ ↘ 0. En consecuencia P(τn ≤ T ) → 0 cuando
n→∞ para todo T > 0 y puesto que 0 ≤ τ1 ≤ τ2 ≤ · · · ≤ τn ≤ · · · , resulta que τn ↗∞ c.s.
Observacio´n 2.6. Los resultados anteriores se extienden de manera obvia a EDEs de la forma
Xs = ξ +
∫ s
t
b(r,Xr) dr +
∫ s
t
σ(r,Xr) dWr, s ≥ t (2.1.15)
con t ≥ 0 fijo y ξ una variable aleatoria independiente del M.B. (Ws −Wt)s≥t (ver proposicio´n
1.56). Notaremos la solucio´n de (2.1.15) por (X t,ξs )s≥t.
2.1.2. Propiedad de Markov de las soluciones
De aquı´ en adelante asumiremos que los coeficientes son globalmente Lipschitz y satisfacen la
condicio´n de crecimiento lineal. Para cada (t, x) ∈ [0,+∞)× IRd notaremos (X t,xs )s≥t la solucio´n
de la EDE
X t,xs = x+
∫ s
t
b(r,X t,xr ) dr +
∫ s
t
σ(r,X t,xr ) dWr, s ≥ t (2.1.16)
La siguiente proposicio´n establece dependencia continua de X t,x con respecto a t y x y sera´ fun-
damental para demostrar la propiedad de Markov de soluciones de EDEs.
Proposicio´n 2.7. Sean 0 ≤ t′ ≤ t ≤ T y p ≥ 1. Para todo par x, x′ ∈ IRd existe una constante C
que depende de T y de KT tal que
E
[
sup
t≤s≤T
|X t′,x′s −X t,xs |2p
]
≤ C{|x− x′|2p + |t′ − t|p(1 + |x′|)2p}
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Demostracio´n. Dado que
X t
′,x′
t = x
′ +
∫ t
t′
b(r,X t
′,x′
r ) dr +
∫ t
t′
σ(r,X t
′,x′
r ) dWr
para todo t ≤ u ≤ s ≤ T se tiene que
X t
′,x′
u −X t,xu = (X t
′,x′
t −x)+
∫ u
t
[
b(r,X t
′,x′
r )− b(r,X t,xr )
]
dr+
∫ u
t
[
σ(r,X t
′,x′
r )−σ(r,X t,xr )
]
dWr.
Por el lema 2.2 se tiene que
E
(|X t′,x′t − x|2p) ≤ 22p−1E(|X t′,x′t −X t′,x′t′ |2p + |x′ − x|2p)
≤ 22p−1{C ′(t− t′)p(1 + |x′|2p)+ |x′ − x|2p},
y por la desigualdad de Ho¨lder se tiene que
sup
t≤u≤s
∣∣∣∫ u
t
[
b(r,X t
′,x′
r )− b(r,X t,xr )
]
dr +
∫ u
t
[
σ(r,X t
′,x′
r )− σ(r,X t,xr )
]
dWr
∣∣∣2p
≤ 22p−1(s− t)2p−1
∫ s
t
|b(r,X t′,x′r )− b(r,X t,xr )|2p dr
+ 22p−1 sup
t≤u≤s
∣∣∣∫ u
t
[
σ(r,X t
′,x′
r )− σ(r,X t,xr )
]
dWr
∣∣∣2p.
Usando la desigualdad (1.2.29), la condicio´n de Lipschitz y el teorema de Fubini obtenemos
E
[
sup
t≤u≤s
|X t′,x′u −X t,xu |2p
]
≤ 42p−1{C ′(t− t′)p(1 + |x′|2p)+ |x′ − x|2p}
+ 42p−1(T 2p−1 + CpT p−1)K
2p
T
∫ s
t
E
(|X t′,x′r −X t,xr |2p) dr
y dado queE
[|X t′,x′r −X t,xr |2p] ≤ E[sup t≤u≤r |X t′,x′r −X t,xr |2p], podemos aplicar lema de Gronwall
y obtener
E
[
sup
t≤u≤s
|X t′,x′u −X t,xu |2p
]
≤ 42p−1eC0(t−s){C ′(t− t′)p(1 + |x′|2p)+ |x′ − x|2p},
con C0 = 42p−1(T 2p−1 + CpT p−1)K
2p
T .
Lema 2.8. Sea ψ : IRd × Ω → IR una funcio´n medible y acotada tal que ψ(x, ·) es independiente
de Ft para cada x ∈ IRd. Sea θ una variable aleatoria con valores en IRd y Ft−medible. Entonces
E[ψ(θ(·), ·)|Ft] = g(θ),
donde g(x) = E[ψ(x, ·)].
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Demostracio´n. Por el teorema de las clases mono´tonas (ver [TUDOR 97]) es suficiente tomar ψ de
la forma ψ(x, ω) = α(x)β(ω), donde α : IRd → IR, β : Ω → IR son medibles, acotadas y β es
independiente de Ft. Para Ω′ ∈ Ft se tiene que∫
Ω′
ψ(θ(·), ·) dP =
∫
Ω′
α(θ)β dP = E[β]
∫
Ω′
α(θ) dP
=
∫
Ω′
α(θ)E[β] dP =
∫
Ω′
g(θ) dP,
donde g(x) = α(x)E[β].
Proposicio´n 2.9. Sea ξ una variable aleatoria independiente de (Wt)t≥0 y sea (Xs)s≥0 la solucio´n
de la EDE
Xs = ξ +
∫ s
0
b(r,Xr) dr +
∫ s
0
σ(r,Xr) dWr, s ≥ 0.
Entonces el proceso (Xs)s≥0 es un Ft−proceso de Markov con funcio´n de transicio´n de probabili-
dad
p(t, x, s, A) := P(X t,xs ∈ A), s ≥ t, x ∈ IRd, A ∈ B(IRd)
donde (X t,xs )s≥t es la solucio´n de la EDE (2.1.16) con condicio´n inicial X
t,x
t = x.
Demostracio´n. La aplicacio´n A 7→ P(X t,xs ∈ A) es la medida transportada por X t,xs , luego es
claramente una medida de probabilidad sobre IRd.
Veamos que para s ≥ t y A ∈ B(IRd), P(Xs ∈ A|Ft) = p(t,Xt, s, A) :
Sea ψ(x, ω) := 1A(X t,xs (ω)). Por la construccio´n de (X
t,x
s )s≥t en la demostracio´n del teorema 2.5
se tiene que X t,xs es medible con respecto a la σ−a´lgebra
σ
({Wr −Wt : s ≤ r ≤ t} ∪ N ).
En consecuencia, por definicio´n del M.B., ψ(x, ·) es independiente de Ft, y dado que los procesos
(Xs)s≥t y (X t,Xts )s≥t satisfacen la misma EDE
Xs = Xt +
∫ s
t
b(r,Xr) dr +
∫ s
t
σ(r,Xr) dWr, s ≥ t
resulta por unicidad que Xs = X t,Xts c.s. para s ≥ t, luego
ψ(Xt(ω), ω) = 1A(X
t,Xt(ω)
s (ω)) = 1A(Xs(ω)).
Aplicando el lema 2.8 con θ = Xt obtenemos
P(Xs ∈ A|Ft) = E
[
1A(Xs)|Ft
]
= E
[
ψ(Xt(·), ·)|Ft
]
= g(Xt)
donde g(x) = E[ψ(x, ·)] = E[1A(X t,xs )] = P(X t,xs ∈ A).
Por u´ltimo veamos que p satisface la ecuacio´n de Chapman-Kolmogorov: dado que p(t, x, s, ·) es
una medida de probabilidad, para todo A ∈ B(IRd) se cumple∫
IRd
1A(y)p(t, x, s, dy) =
∫
A
p(t, x, s, dy) = p(t, x, s, A) = E
[
1A(X
t,x
s )
]
59
y aproximando por funciones simples, para toda funcio´n f : IRd → IR acotada se cumple
E
[
f(X t,xs )
]
=
∫
IRd
f(y)p(t, x, s, dy).
Si 0 ≤ t < u < s, tomando f(y) = p(u, y, s, A) y usando p(u,X t,xu , s, A) = P(X t,xs ∈ A|Fu) se
obtiene ∫
IRd
p(u, y, s, A)p(t, x, u, dy) = E
[
p(u,X t,xu , s, A)
]
= E
[
P(X t,xs ∈ A|Fu)
]
= P(X t,xs ∈ A) = p(t, x, s, A).
Se puede probar, usando el concepto de unicidad en distribucio´n (ver e.g. [TUDOR 97]), que si los
coeficientes b y σ no dependen de t, el proceso (Xs)s≥0 solucio´n de la EDE (2.1.1) es un proceso
de Markov homoge´neo con probabilidad de transicio´n p(t, x, A) = P(Xxt ∈ A), donde (Xxt )t≥0 es
la solucio´n de la EDE
Xxt = x+
∫ t
0
b(Xs) ds+
∫ t
0
σ(Xs) dWs, t ≥ 0
con condicio´n inicial Xx0 = x.
Definicio´n 2.10. Un proceso de Markov d−dimensional con funcio´n de transicio´n de probabilidad
p(t, x, s, A) es llamado un proceso de difusio´n si
(i) para todo ε > 0, t ≥ 0, x ∈ IRd,
l´ım
h→0+
1
h
∫
|y−x|>ε
p(t, x, t+ h, dy) = 0 (2.1.17)
(ii) existen un vector d−dimensional b(t, x) y una matriz a(t, x) de taman˜o d × d tales que para
todo ε > 0, t ≥ 0, x ∈ IRd,
l´ım
h→0+
1
h
∫
|y−x|<ε
(yi − xi) p(t, x, t+ h, dy) = Wi(t, x), 1 ≤ i ≤ d (2.1.18)
l´ım
h→0+
1
h
∫
|y−x|<ε
(yi − xi)(yj − xj) p(t, x, t+ h, dy) = aij(t, x), 1 ≤ i, j ≤ d (2.1.19)
Al vector b(t, x) lo llamamos coeficiente de drift y a la matriz a(t, x) la llamamos matriz de difusio´n.
Lema 2.11. Las siguientes condiciones implican la condiciones (i) y (ii):
(i’) para algu´n δ > 0, t ≥ 0, x ∈ IRd,
l´ım
h→0+
1
h
∫
IRd
|x− y|2+δp(t, x, t+ h, dy) = 0 (2.1.20)
(ii’) para cualquier t ≥ 0, x ∈ IRd,
l´ım
h→0+
1
h
∫
IRd
(yi − xi) p(t, x, t+ h, dy) = Wi(t, x), 1 ≤ i ≤ d (2.1.21)
l´ım
h→0+
1
h
∫
IRn
(yi − xi)(yj − xj) p(t, x, t+ h, dy) = aij(t, x), 1 ≤ i, j ≤ d (2.1.22)
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Demostracio´n. Usando (2.1.20) tenemos
1
h
∫
|y−x|>ε
p(t, x, t+ h, dy) ≤ 1
ε2+δ
∫
IRd
|y − x|2+δp(t, x, t+ h, dy) −−−→
h→0+
0
que es (2.1.17). Por (2.1.20) tambie´n tenemos, para k = 1, 2,
1
h
∫
|y−x|>ε
|y − x|kp(t, x, t+ h, dy) ≤ 1
ε2+δ−k
∫
IRd
|y − x|2+δp(t, x, t+ h, dy) −−−→
h→0+
0
y dado que∫
|y−x|<ε
(yi − xi) p(t, x, t+ h, dy)−
∫
IRd
(yi − xi) p(t, x, t+ h, dy)
=
∫
|y−x|≥ε
(yi − xi) p(t, x, t+ h, dy) ≤
∫
|y−x|≥ε
|y − x| p(t, x, t+ h, dy)
∫
|y−x|<ε
(yi − xi)(yj − xj) p(t, x, t+ h, dy)−
∫
IRd
(yi − xi)(yj − xj) p(t, x, t+ h, dy)
=
∫
|y−x|≥ε
(yi − xi)(yj − xj) p(t, x, t+ h, dy)
≤
∫
|y−x|≥ε
|y − x|2 p(t, x, t+ h, dy)
se tiene que (2.1.21) y (2.1.22) implican (2.1.18) y (2.1.19).
Teorema 2.12. Suponga que b, σ son continuas en (t, x) ∈ [0,∞)× IRd y satisfacen la condiciones
de Lipschitz global y crecimiento lineal. Entonces la solucio´n de la EDE (2.1.1) es un proceso de
difusio´n con drift b(t, x) y matriz de difusio´n a(t, x) = σ(t, x)σ(t, x)∗.
Demostracio´n. Como vimos en la demostracio´n de la proposicio´n 2.9,
E
[
f(X t,xt+h − x)
]
=
∫
IRd
f(y − x)p(t, x, t+ h, dy), ∀h > 0,
para toda funcio´n f(z) continua con |f(z)| ≤ K(1 + |z|α) para algu´n K,α > 0. En vista del lema
anterior es suficente probar
1
h
E
(|X t,xt+h − x|4) −−−→
h→0+
0 (2.1.23)
1
h
E
[
X t,xt+h − x
] −−−→
h→0+
b(t, x) (2.1.24)
1
h
E
[(
X it+h − xi
)(
Xjt+h − xj
)] −−−→
h→0+
aij(t, x) (2.1.25)
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donde X it+h es la i−e´sima componente de X t,xt+h, 1 ≤ i ≤ d. Del lema 2.2 se tiene que
1
h
E
(|X t,xt+h −X t,xt |4) ≤ 1hE(|X t,xt+h − x|4) ≤ Ch2(1 + |x|4)
lo cual da (2.1.23). De la condicio´n de crecimiento lineal de σ y el lema 2.2 se tiene que
E
∫ t+h
t
||σ(s,X t,xs )||2 ds < +∞
luego E
∫ t+h
t
σ(t,X t,xs ) dWs = 0 y
1
h
E
[
X t,xt+h − x
]
=
1
h
E
∫ t+h
t
b(s,X t,xs ) ds =
∫ 1
0
E
[
b(t+ hr,X t,xt+hr)
]
dr.
Para cada h > 0 y 0 ≤ s ≤ 1 se define la variable aleatoria con valores en IRd
Yh(r) := b
(
t+ hr,X t,xt+hr
)
.
Del lema 2.2 se sigue que
X t,xt+hr
L2−−−→
h→0+
X t,xt = x, 0 ≤ r ≤ 1
luego por continuidad de b(t, x) se tiene
Yh(r)
L2−−→
h→0
b(t, x).
Por la desigualdad de Jensen se tiene en particular que
E[Yh(r)] −−→
h→0
b(r, x), ∀r ∈ [0, 1].
Usando de nuevo desigualdad de Jensen, el lema 2.2 y la condicio´n de crecimiento lineal sobre
b(r, x), y tomando 0 ≤ h ≤ 1 se obtiene∣∣∣E[b(t+ hr,X t,xt+hr)]∣∣∣ ≤ E[∣∣b(t+ hr,X t,xt+hr)∣∣] ≤ KT{1 + E(|X t,xt+hr|)}
≤ KT
{
1 + C1/2eCT/2(1 + |x|)}
con T = t+1, luego podemos aplicar convergencia dominada a la familia de funcionesE[Yh(s)], 0 ≤
h ≤ 1, y obtener
1
h
E
[
X t,xt+h − x
]
=
∫ 1
0
E
[
Yh(s)
]
ds −−→
h→0
∫ 1
0
b(t, x) ds = b(t, x)
lo cual prueba (2.1.24). Para probar (2.1.25) notaremos X t,xs simplemente por Xs y su i−e´sima
componente por X is, 1 ≤ i ≤ d. Usando fo´rmula de Itoˆ con F (t, z) = zizj obtenemos
1
h
{
E
(
X it+hX
j
t+h
)− xixj} = 1
h
E
∫ t+h
t
[
X isWj(s,Xs) +X
j
sWi(s,Xs) + aij(s,Xs)
]
ds
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(de nuevo la esperanza de la integral estoca´stica es cero). Con un razonamiento similar al anterior
se demuestra
1
h
{
E
(
X it+hX
j
t+h
)− xixj} −−−→
h→0+
xiWj(t, x) + xjWi(t, x) + aij(t, x).
Se sigue entonces que
l´ım
h→0+
1
h
E
[(
X it+h − xi
)(
Xjt+h − xj
)]
=xiWj(t, x) + xjWi(t, x) + aij(t, x)− xi l´ım
h→0+
E
(
Xjt+h − xj
)− xj l´ım
h→0+
E
(
X it+h − xi
)
= aij(t, x)
donde hemos usado (2.1.24) en la u´ltima igualdad.
Observacio´n 2.13. Recı´procamente, se puede ver que si el coeficiente de drift y la matriz de difusio´n
de un proceso de difusio´n (Xt)t∈[0,T ] satisfacen ciertas condiciones (entre otras, que a(t, x) sea
definida positiva), entonces existe un M.B. d−dimensional (Wt)t≥0 y una matriz σ(t, x) de taman˜o
d×m tal que a = σσ∗ y X es solucio´n de la EDE
Xt = ξ +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dWs, t ∈ [0, T ].
Para una demostracio´n de dicho resultado ver [GI/SK 72].
Cuando los coeficientes b y σ dependen de t, el proceso de Markov solucio´n de la EDE (2.1.1)
no es necesariamente homoge´neo. Sin embargo, por la proposicio´n 1.84 del capı´tulo anterior el
proceso (s,Xs)s≥0 con espacio de estados [0,∞) × IRd es un proceso de Markov homoge´neo con
probabilidad de transicio´n
q(s, (t, x), D × C) = p(t, x, t+ s, C) · 1D(t+ s)
y semigrupo (Ts)s≥0 dado por(
Tsf
)
(t, x) =
∫
IRd
f(t+ s, y) p(t, x, t+ s, dy) = E
[
f
(
t+ s,X t,xt+s
)]
, s ≥ 0.
Si f : IRd → IR no depende de t, con ayuda del teorema 2.12 se puede calcular de manera explı´cita
el generador infinitesimal
(Af)(t, x) = l´ım
h→0+
(
Thf
)
(t, x)− f(x)
h
, t ≥ 0.
En efecto, dado que
(
Thf
)
(t, x) =
∫
IRd
f(y) p(t, x, t+ h, dy),
(Af)(t, x) = l´ım
h→0+
1
h
∫
IRd
[
f(y)− f(x)] p(t, x, t+ h, dy), (2.1.26)
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y si f es acotada y 2-veces diferenciable en x, por la fo´rmula de Taylor se tiene
f(y)− f(x) =
d∑
i=1
(yi − xi) ∂f
∂xi
(x) +
1
2
d∑
i,j=1
(yi − xi)(yj − xj) ∂
2f
∂xi∂xj
(x) + o(|y − x|2).
Sustituyendo esto en la integral (2.1.26) para |y − x| < ε, tomando el lı´mite cuando h ↓ 0 y usando
(2.1.17)-(2.1.19) se obtiene
(Af)(t, x) = 1
2
d∑
i,j=1
aij(t, x)
∂2f
∂xi∂xj
(x) +
d∑
j=1
Wi(t, x)
∂f
∂xi
(x), (t, x) ∈ [0,∞)× IRd.
En la siguiente proposicio´n generalizamos la anterior expresio´n para el caso en que f depende de t
y satisface ciertas condiciones de crecimiento con respecto a sus derivadas:
Notacio´n. Si f : [0,∞)× IRd → IR es diferenciable, para las derivadas de orden mayor usaremos
la notacio´n
Dαxf =
∂|α|f
∂xα11 · · · ∂xαdd
donde α = (α1, . . . , αd), αi = 0, 1, 2, . . . y |α| = α1 + · · ·+ αd.
Proposicio´n 2.14. SeaA el generador infinitesimal del semigrupo (Ts)s≥0 y sea f ∈ C1,2
(
[0,∞)×
IRd
)
tal que
|Dαxf(t, x)| ≤ C
(
1 + |x|β), 0 ≤ |α| ≤ 2∣∣∣∂f
∂t
(t, x)
∣∣∣ ≤ C(1 + |x|β),
para algunas constantes C > 0, β ≥ 1. Entonces f ∈ D(A) y(Af)(t, x) = ∂f
∂t
(t, x) +
(
Ltf
)
(t, x),
donde Lt es el operador diferencial parcial de segundo orden
(
Ltf
)
(t, x) =
1
2
d∑
i,j=1
aij(t, x)
∂2f
∂xi∂xj
(t, x) +
d∑
i=1
Wi(t, x)
∂f
∂xi
(t, x), (t, x) ∈ [0,∞)× IRd.
Demostracio´n. Aplicando fo´rmula de Itoˆ al proceso
(
X t,xs
)
s≥t con la funcio´n f, integrando entre t
y t+ h y teniendo en cuenta X t,xt = x obtenemos
f(t+ h,X t,xt+h)− f(t, x) =
∫ t+h
t
(∂f
∂s
+ Lsf
)(
s,X t,xs
)
ds+
∫ t+h
t
(∇xf · σ)
(
s,X t,xs
)
dWs
donde ∇xf =
(
∂f
∂x1
, · · · , ∂f
∂xd
)
. De las condiciones de crecimiento de ∇xf y σ, y del lema 2.2 se
tiene que
E
∫ t+h
t
∥∥(∇xf · σ)(s,X t,xs )∥∥2 ds ≤ C ′E∫ t+h
t
(
1 + |X t,xs |β+1
)
ds < +∞
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con C ′ = 2β+1Kt+hC
√
d, luego el valor esperado de la integral estoca´stica es cero y
E
[
f(t+ h,X t,xt+h)
]− f(t, x) = E ∫ t+h
t
(∂f
∂s
+ Lsf)
(
s,X t,xs
)
ds
= h
∫ 1
0
E
[
(∂f
∂s
+ Lt+hrf)
(
t+ hr,X t,xt+hr
)]
dr (2.1.27)
usando en la u´ltima igualdad el teorema de Fubini y el cambio de variable s = t+ hr. Para h > 0 y
0 ≤ r ≤ 1, definimos
Yh(r) := (
∂f
∂r
+ Lt+hrf)
(
t+ hr,X t,xt+hr
)
Por el lema 2.2
X t,xt+hr
L2−−−→
h→0+
X t,xt = x, 0 ≤ r ≤ 1
y por la continuidad de a(t, x), b(t, x), ∂f
∂xi
, ∂
2f
∂xi∂xj
y ∂f
∂t
Yh(r)
L2−−−→
h→0+
∂f
∂t
(t, x) + Ltf(t, x).
y usando la desigualdad de Jensen se obtiene en particular
E[Yh(r)] −−−→
h→0+
∂f
∂t
(t, x) + Ltf(t, x), ∀r ∈ [0, 1].
De las condiciones de crecimiento sobre σ(s, x), b(s, x), ∂f
∂xi
y ∂
2f
∂xi∂xj
se deduce la estimacio´n
|Lsf(s, x)| ≤ 1
2
d∑
i,j=1
|aij(s, x)| ·
∣∣∣ ∂2f
∂xi∂xj
(s, x)
∣∣∣+ d∑
i=1
|Wi(s, x)| ·
∣∣∣ ∂f
∂xi
(s, x)
∣∣∣
≤ 1
2
d2K2TmC(1 + |x|)2(1 + |x|β) + CKT
√
d(1 + |x|)(1 + |x|β)
≤ d2K2TmC(1 + |x|)2(1 + |x|)β + 2CKT
√
d(1 + |x|)(1 + |x|)β
≤ C(md2K2T + 2KT
√
d)(1 + |x|)β+2
≤ 2β+1C(md2K2T + 2KT
√
d)(1 + |x|β+2) (2.1.28)
para un T > 0 suficientemente grande, luego
E
[
(Lt+hrf)
(
t+ hr,X t,xt+hr
)] ≤ C1{1 + E(|X t,xt+hr|β+2)} ≤ C1(2 + |x|β+2), ∀r ∈ [0, 1]
donde C1 = 2β+1C(md2K2T + 2KT
√
d). Usando la condicio´n de crecimiento sobre ∂f
∂s
se obtiene
una acotacio´n similar paraE
[
∂f
∂s
(t+hr,X t,xt+hr
)]
. Podemos entonces aplicar convergencia dominada
y usar (2.1.27) para obtener(Af)(t, x) = l´ım
h→0+
Thf(t, x)− f(t, x)
h
= l´ım
h→0+
E
[
f(t+ h,X t,xt+h)
]− f(t, x)
h
= l´ım
h→0+
∫ 1
0
E
[
Yh(r)
]
dr =
∫ 1
0
[
∂f
∂t
(t, x) + Ltf(t, x)
]
ds
=
∂f
∂t
(t, x) + Ltf(t, x)
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2.2. Diferenciabilidad con respecto a las condiciones iniciales y la ecuacio´n
de Kolmogorov con condicio´n final
Sea (Wt)t≥0 un movimiento Brownianom−dimensional definido sobre un espacio de probabilidad
(Ω,F ,P), y sea {Ft}t≥0 la filtracio´n natural generada por (Wt)t≥0 y aumentada con los conjuntos
P−nulos de Ω, es decir
Ft = σ
({Ws : 0 ≤ s ≤ t} ∪ N ), t ≥ 0
donde N = {E ⊆ Ω : ∃G ∈ F , G ⊇ E y P(G) = 0}. La siguiente es una extensio´n del teorema
2.5 de existencia de soluciones de EDEs al caso en el que los coeficientes son aleatorios
Teorema 2.15. Sea (ϕt)t≥0 un proceso estoca´stico Ft−prog. medible con valores en IRd y sean
b : [0,+∞)× IRd × Ω→ IRd, σ : [0,+∞)× IRd × Ω→ IRd×m
funciones medibles tales que para cada (t, x) ∈ [0,∞) × IRd, las variables aleatorias b(t, x, ·) y
σ(t, x, ·) son Ft−medibles.
Supongamos que existe una constante K > 0 tal que para todo t ≥ 0, x, x′ ∈ IRd y ω ∈ Ω se tiene
|b(t, x, ω)− b(t, x′, ω)|+ ||σ(t, x, ω)− σ(t, x′, ω)|| ≤ K|x− x′|
|b(t, x, ω)|+ ||σ(t, x, ω)|| ≤ K(1 + |x|) (2.2.1)
y que el proceso ϕ satisface sup
t∈[0,T ]
E
(|ϕt|2) < +∞, para todo T > 0.
Entonces existe un proceso (Xt)t≥0 Ft−adaptado y medible solucio´n de la EDE con coeficientes
aleatorios
Xt = ϕt +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dWs, t ≥ 0 c.s. (2.2.2)
el cual satisface sup
t∈[0,T ]
E
(|Xt|2) < +∞, para todo T > 0.
Si X y X ′ son soluciones de (2.2.2) entonces X es versio´n de X ′. Si ϕ es continuo entonces el
proceso X es continuo y si X y X ′ son soluciones de (2.2.2) resulta que X y X ′ son indistinguibles.
Si adema´s ϕ es continuo y satisface E
[
sup t∈[0,T ] |ϕt|2
]
< +∞, entonces
E
[
sup
t∈[0,T ]
|Xt|2
]
< +∞.
Demostracio´n. Primero veamos que si X es solucio´n de (2.2.2) entonces
sup
t∈[0,T ]
E
[|Xt|2] < +∞.
Sean τn := {t ≥ 0 : |Xt| ≥ n}, n ≥ 1. Usando la condicio´n de crecimiento lineal en (2.2.1), la
Isometrı´a de Itoˆ y un argumento ana´logo al del lema 2.2 se obtiene
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E
(|Xt∧τn|2) ≤ 3E(|ϕt∧τn|2)+ 3tE ∫ t∧τn
0
|b(s,Xs)|2 ds+ 3E
∫ t∧τn
0
||σ(s,Xs)||2 ds
≤ 3E(|ϕt∧τn|2)+ 3(t+ 1)K E ∫ t
0
(
1 + |Xs∧τn|
)2
ds
≤ 3E(|ϕt∧τn|2)+ 6(T + 1)KT + 6(T + 1)K ∫ t
0
E
(|Xs∧τn|2) ds, t ∈ [0, T ].
Por el lema de Gronwall existe una constante C que depende de K y de T tal que E
(|Xt∧τn|2) ≤
CE
(|ϕt∧τn|2) para todo t ∈ [0, T ], ∀n ≥ 1, y por el lema de Fatou
E
(|Xt|2) = E[ l´ım inf
n→∞
|Xt∧τn|2
]
≤ l´ım inf
n→∞
E
(|Xt∧τn|2)
≤ C
{
l´ım inf
n→∞
E
(|ϕt∧τn|2)} ≤ C{l´ım sup
n→∞
E
(|ϕt∧τn|2)}
≤ CE
[
l´ım sup
n→∞
|ϕt∧τn|2
]
= CE
(|ϕt|2), t ∈ [0, T ].
de donde sup
t∈[0,T ]
E
(|Xt|2) ≤ sup
t∈[0,T ]
CE
(|ϕt|2) < +∞, para todo T > 0.
De manera ana´loga, si ϕ posee trayectorias continuas c.s. y E
[
sup t∈[0,T ] |ϕt|2
]
< +∞, usando de
nuevo un razonamiento similar al del lema 2.2 se obtiene
E
[
sup
t∈[0,T ]
|Xt|2
]
< +∞.
La prueba de existencia es exactamente la misma que en el teorema 2.5 : para cada T > 0 se define
la aplicacio´n ΦT :M2T (IRd)→M2T (IRd) que a cada X ∈M2T (IRd) le asigna el proceso
ΦT (X)t = ϕt +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dWs, t ∈ [0, T ]. (2.2.3)
Esta aplicacio´n resulta ser una contraccio´n estricta deM2T (IRd) en sı´ mismo con la norma
||X||2λ := E
∫ T
0
e−λs|Xs|2 ds , λ > 2K2(1 + T ) (2.2.4)
que es equivalente a la norma usual deM2T (IRd). LuegoM2T (IRd) tambie´n es un espacio de Banach
con la norma (2.2.4), y por lo tanto ΦT posee un u´nico punto fijo, que notaremos por XT , y es
solucio´n de la EDE (2.1.1) en el intervalo [0, T ].
Si T ≤ T ′, el proceso (XT ′t )t∈[0,T ] es una versio´n de XT , pues tambie´n pertenece aM2T (IRd) y es
punto fijo de ΦT . Esto permite definir el proceso continuo y Ft− adaptado (Xt)t≥0 por
Xt := X
T
t si t ∈ [0, T ]
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el cual claramente satisface
Xt = ϕt +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dWs, t ≥ 0 c.s.
Si X ′ es otra solucio´n de (2.2.2), para cada T > 0 se tiene
E
∫ T
0
|X ′s|2 ds =
∫ T
0
E
(|X ′s|2) ds ≤ ∫ T
0
sup
t∈[0,T ]
E
(|X ′t|2) ds = T sup
t∈[0,T ]
E
(|X ′t|2) < +∞
luego (X ′t)t∈[0,T ] tambie´n pertenece aM2T (IRd) y es punto fijo de ΦT , por lo tanto es una versio´n
de (Xt)t∈[0,T ] para todo T > 0. Si ϕ es continuo, entonces X y X ′ tienen tambie´n trayectorias
continuas y por lo tanto son indistinguibles.
El siguiente resultado muestra la dependencia continua de las soluciones de EDEs con coeficientes
aleatorios con respecto a las condiciones iniciales y a los coeficientes
Teorema 2.16. Sean {σk}k≥0 y {Wk}k≥0 sucesiones de coeficientes aleatorios que satisfacen las
hipo´tesis del teorema anterior con la misma constante K y sea {ϕk}k≥0 una sucesio´n de procesos
medibles y Ft−adaptados. Suponga que
sup
k≥0
sup
0≤s≤T
E
(|ϕks |2) = CT < +∞ (2.2.5)
l´ım
k→∞
sup
0≤s≤T
E
(|ϕks − ϕ0s|2) = 0, ∀T > 0 (2.2.6)
l´ım
k→∞
P
(
sup
|x|≤N
|Wk(t, x)−W0(t, x)|+ ||σk(t, x)−σ0(t, x)|| > ε
)
= 0 (2.2.7)
para todo t ≥ 0 y para todo ε,N > 0. Sea (Xkt )t≥0 la solucio´n de la EDE con coeficientes aleatorios
Xkt = ϕ
k
t +
∫ t
0
Wk(s,X
k
s ) ds+
∫ t
0
σk(s,X
k
s ) dWs, t ≥ 0. (2.2.8)
Entonces
l´ım
k→∞
sup
t∈[0,T ]
E
(|Xkt −X0t |2) = 0, ∀T > 0. (2.2.9)
Demostracio´n. Para cada k ∈ N, sean αk(t) = ϕkt − ϕ0t ,
βk(t) =
∫ t
0
[
σk(s,X
0
s )− σ0(s,X0s )
]
dWs, γk(t) =
∫ t
0
[
Wk(s,X
0
s )−W0(s,X0s )
]
ds
y ηk(t) = αk(t) + βk(t) + γk(t). Por la hipo´tesis (2.2.6) tenemos
l´ım
k→∞
sup
t∈[0,T ]
E
(|αk(t)|2) = 0, ∀T > 0 (2.2.10)
luego para s ≥ 0 y para ε,N > 0 se tiene
P
(||σk(s,X0s )− σ0(s,X0s )|| > ε)
= P
(||σk(s,X0s )− σ0(s,X0s )|| > ε, |X0s | ≤ N)+P(||σk(s,X0s )− σ0(s,X0s )|| > ε, |X0s | > N)
≤ P
(
sup
|x|≤N
||σk(s, x)− σ0(s, x)|| > ε
)
+P
(|X0s | > N)
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de donde haciendo k →∞ se obtiene que
l´ım sup
k→∞
P
(||σk(s,X0s )− σ0(s,X0s )|| > ε) ≤ P(|X0s | > N)
y ahora haciendo N →∞, se sigue
l´ım sup
k→∞
P
(||σk(s,X0s )− σ0(s,X0s )|| > ε) = 0
y ana´logamente para {Wk}k≥0 se obtiene
l´ım sup
k→∞
P
(|Wk(s,X0s )−W0(s,X0s )| > ε) = 0
es decir
σk(s,X
0
s )
P−−−→
k→∞
σ0(s,X
0
s ), Wk(s,X
0
s )
P−−−→
k→∞
W0(s,X
0
s ) (2.2.11)
para todo s ≥ 0. Usando (2.2.10), (2.2.11), las estimaciones
||σk(s,X0s )|| ≤ K2
(
1 + |X0s |
)2
, ∀k ≥ 1
E
∫ T
0
(
1 + |X0s |
)2
ds ≤ T
{
1 + sup
t∈[0,T ]
E
(|ϕ0t |2)} < +∞
isometrı´a de Itoˆ y el hecho de que convergencia en probabilidad y dominada implica convergencia
en L2, obtenemos
sup
t∈[0,T ]
E
(|βk(t)|2) ≤ E ∫ T
0
||σk(s,X0s )− σ0(s,X0s )||2 ds −−−→
k→∞
0 , ∀T > 0. (2.2.12)
Igualmente por (2.2.11) y por un criterio similar (usando desigualdad de Ho¨lder en vez de Isometrı´a
de Itoˆ) se sigue
sup
t∈[0,T ]
E
(|γk(t)|2) = 0 −−−→
k→∞
0 , ∀T > 0. (2.2.13)
Combinando (2.2.10), (2.2.12) y (2.2.13) se obtiene
sup
t∈[0,T ]
E
(|ηk(t)|2) = 0 −−−→
k→∞
0 , ∀T > 0, (2.2.14)
y dado que
Xkt −X0t = ηk(t) +
∫ t
0
[
Wk(s,X
k
s )−Wk(s,X0s )
]
ds+
∫ t
0
[
σk(s,X
k
s )− σk(s,X0s )
]
dWs,
usando la condicio´n de Lipschitz, la desigualdad de Ho¨lder e isometrı´a de Itoˆ se deduce que
E
(|Xkt −X0t |2) ≤ 3E(|ηk(t)|2)+ 3(T + 1)K2 ∫ t
0
E
(|Xks −X0s |2) ds,
y por el lema de Gronwall junto con (2.2.14) tenemos
sup
t∈[0,T ]
E
(|Xkt −X0t |2) ≤ C sup
t∈[0,T ]
E
(|ηk(t)|2) = 0 −−−→
k→∞
0 , ∀T > 0.
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Observacio´n 2.17. Si los procesos ϕk son continuos y las condiciones (2.2.5) y (2.2.6) se reempla-
zan por
sup
k≥0
E
[
sup
t∈[0,T ]
|ϕkt |2
]
= CT < +∞, (2.2.15)
l´ım
k→∞
E
[
sup
t∈[0,T ]
|ϕkt − ϕ0t |2
]
= 0, ∀T > 0, (2.2.16)
entonces la conclusio´n sera´
l´ım
k→∞
E
[
sup
t∈[0,T ]
|Xkt −X0t |2
]
= 0, ∀T > 0. (2.2.17)
La demostracio´n se hace de manera similar, so´lo hay que cambiar supt∈[0,T ] E
(|·|2) porE[sup t∈[0,T ] |·
|2]. Asimismo la hipo´tesis de convergencia en probabilidad (2.2.7) se puede reforzar por convergen-
cia puntual
Wk(t, x, ω) −−−→
k→∞
b(t, x, ω), σk(t, x, ω) −−−→
k→∞
σ(t, x, ω) (2.2.18)
para todo t ≥ 0, x ∈ IRd y ω ∈ Ω, y aplicar directamente convergencia dominada para obtener
(2.2.12) y (2.2.13) en la demostracio´n.
Ahora usaremos el anterior resultado de dependencia continua para obtener la diferenciabilidad
con respecto a x de la solucio´n (X t,xs )s≥t de la EDE
X t,xs = x+
∫ s
t
b(r,X t,xr ) dr +
∫ s
t
σ(r,X t,xr ) dWr, s ≥ t (2.2.19)
Este u´ltimo resultado sera´ pieza clave en la demostracio´n de la diferenciabilidad a priori de la solu-
cio´n de la ecuacio´n de Kolmogorov con condicio´n final (en ingle´s, Backward Kolmogorov equation).
Notacio´n. Si b : [0,∞) × IRd → IRd es diferenciable, notaremos por Dxb la matriz de taman˜o
d × d con componentes (Dxb)ij = ∂Wi∂xj y la llamaremos la diferencial de b con respecto a x (es la
generalizacio´n del gradiente al caso en que b es un campo vectorial). La i−e´sima columna de Dxb
la notaremos por
∂b
∂xi
=

∂W1
∂xi...
∂Wd
∂xi

Definicio´n 2.18. Sea ∅ 6= G ⊆ IRd un conjunto abierto y sean f, g : G × Ω → IR funciones
medibles. Diremos que g tiene derivada f en L2(Ω) con respecto a xi si
1
h
[
g(x+ hei)− g(x)
] L2−−→
h→0
f(x), ∀x ∈ G
donde ei = (δij)1≤j≤d, i = 1, . . . , d.Denotaremos ∂g∂xi (x) = f(x).De una manera similar se definen
las derivadas en L2(Ω) de orden mayor.
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Para el siguiente teorema asumiremos m = 1, luego (Wt)t≥0 sera´ un M.B. unidimensional (el caso
m > 1 se demuestra de manera ana´loga).
Teorema 2.19. Sean b, σ : [0,∞) × IRd → IRd funciones medibles que satisfacen las condiciones
de Lipschitz global y de crecimiento lineal. Suponga adema´s que las derivadas parciales ∂b
∂xi
, ∂σ
∂xi
existen, son continuas y acotadas, para 1 ≤ i ≤ d.
Entonces la derivada parcial
∂X t,xs
∂xi
existe en L2(Ω), para todo 1 ≤ i ≤ d, y tiene como versio´n la
solucio´n Y it de la EDE con coeficientes aleatorios
Y is = ei +
∫ s
t
Dxb(r,X
t,x
r )Y
i
r dr +
∫ s
t
Dxσ(r,X
t,x
r )Y
i
r dWr, s ≥ t (2.2.20)
donde ei = (δij)1≤j≤d.
Demostracio´n. Usando la desigualdad de Cauchy-Schwarz y el hecho de que las diferenciales Dxb
y Dxσ son acotadas, se sigue que los coeficientes aleatorios de (2.2.20) satisfacen las hipo´tesis del
teorema 2.15, por lo tanto (2.2.20) posee una solucio´n (Y is )s≥t u´nica en trayectoria. Sean 1 ≤ j ≤ d
y h, λ ∈ IR con 0 ≤ λ ≤ 1 y h 6= 0. Por la regla de la cadena se tiene que
Wj(s,X
t,x+hei
s )−Wj(s,X t,xs ) =
∫ 1
0
d
dλ
Wj(s,X
t,x
s + λ(X
t,x+hei
s −X t,xs )) dλ
=
∫ 1
0
∇xWj(s,X t,xs + λ(X t,x+heis −X t,xs )) · (X t,x+heis −X t,xs ) dλ,
donde ∇xWj =
(∂Wj
∂x1
, · · · , ∂Wj
∂xd
)
.
Para σ se obtiene una relacio´n similar, y que en notacio´n matricial equivalen a
b(s,X t,x+heis )− b(s,X t,xs ) =
∫ 1
0
Dxb(s,X
t,x
s + λ(X
t,x+hei
s −X t,xs )) · (X t,x+heis −X t,xs ) dλ,
(2.2.21)
σ(s,X t,x+heis )− σ(s,X t,xs ) =
∫ 1
0
Dxσ(s,X
t,x
s + λ(X
t,x+hei
s −X t,xs )) · (X t,x+heis −X t,xs ) dλ.
(2.2.22)
Definiendo, para h 6= 0
Zhs :=
1
h
[
X t,x+heis −X t,xs
]
,
bh(s, z) :=
∫ 1
0
Dxb(s,X
t,x
s + λ(X
t,x+hei
s −X t,xs ))z dλ,
σh(s, z) :=
∫ 1
0
Dxσ(s,X
t,x
s + λ(X
t,x+hei
s −X t,xs ))z dλ,
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y usando (2.2.21) y (2.2.22) vemos que (Zhs )s≥t satisface
Zhs = ei +
1
h
∫ s
t
[
b(r,X t,x+heir )− b(r,X t,xr )
]
dr +
1
h
∫ s
t
[σ(r,X t,x+heir )− σ(r,X t,xr )
]
dWr
= ei +
∫ s
t
∫ 1
0
Dxb(r,X
t,x
r + λ(X
t,x+hei
r −X t,xr )) ·
1
h
(X t,x+heir −X t,xr ) dλ dr
+
∫ s
t
∫ 1
0
Dxσ(r,X
t,x
r + λ(X
t,x+hei
r −X t,xr )) ·
1
h
(X t,x+heir −X t,xr ) dλ dWr
es decir
Zhs = ei +
∫ s
t
bh(r, Zhr ) dr +
∫ s
t
σh(s, Zhr ) dWr, s ≥ t. (2.2.23)
Si adema´s definimos Z0s := Y
i
s , entonces (Z
0
s )s≥t satisface (2.2.23) con
b0(s, z) := Dxb(s,X
t,x
s )z, σ
0(s, z) := Dxσ(s,X
t,x
s )z.
Por la proposicio´n 2.7 se tiene que
l´ım
h→0
E
[
sup
t≤s≤T
|X t,x+heis −X t,xs |2
]
= 0,
luego para todo 0 ≤ λ ≤ 1
X t,xs + λ(X
t,x+hei
s −X t,xs ) L
2−−→
h→0
X t,xs , ∀s ≥ t
y por continuidad de Dxb
Dxb(s,X
t,x
s + λ(X
t,x+hei
s −X t,xs )) L
2−−→
h→0
Dxb(s,X
t,x
s ), ∀s ≥ t.
Usando desigualdad de Ho¨lder, el teorema de Fubini, el hecho de queDxb es acotada y convergencia
dominada se obtiene
E
[∥∥∥∫ 1
0
Dxb(s,X
t,x
s + λ(X
t,x+hei
s −X t,xs )) dλ−Dxb(s,X t,xs )
∥∥∥2]
= E
[∥∥∥∫ 1
0
[
Dxb(s,X
t,x
s + λ(X
t,x+hei
s −X t,xs ))−Dxb(s,X t,xs )
]
dλ
∥∥∥2]
≤ E
∫ 1
0
||Dxb(s,X t,xs + λ(X t,x+heis −X t,xs ))−Dxb(s,X t,xs )||2 dλ
=
∫ 1
0
E
(||Dxb(s,X t,xs + λ(X t,x+heis −X t,xs ))−Dxb(s,X t,xs )||2) dλ −−→
h→0
0,
y debido a que convergencia en L2 implica convergencia en probabilidad
Dxb(s,X
t,x
s + λ(X
t,x+hei
s −X t,xs )) P−−→
h→0
Dxb(s,X
t,x
s )
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luego
P
(
sup
|z|≤N
|bh(s, z)− b0(s, z)| > ε
)
= P
(
sup
|z|≤N
∣∣∣ ∫ 1
0
Dxb(s,X
t,x
s + λ(X
t,x+hei
s −X t,xs )) z dλ−Dxb(s,X t,xs ) z
∣∣∣ > ε)
= P
(∥∥∥∫ 1
0
Dxb(s,X
t,x
s + λ(X
t,x+hei
s −X t,xs )) dλ−Dxb(s,X t,xs )
∥∥∥N > ε)
= P
(∥∥∥∫ 1
0
Dxb(s,X
t,x
s + λ(X
t,x+hei
s −X t,xs )) dλ−Dxb(s,X t,xs )
∥∥∥ > ε/N) −−→
h→0
0,
y de forma completamente ana´loga se deduce
P
(
sup
|z|≤N
|σh(s, z)− σ0(s, z)| > ε
)
−−→
h→0
0
para todo s ≥ t y para todo ε,N > 0. Aplicando el teorema 2.16 obtenemos
E
[
sup
t≤s≤T
|Zhs − Z0s |2
]
−−→
h→0
0,
y por lo tanto
1
h
[
X t,x+heis −X t,xs
]
= Zhs
L2−−→
h→0
Z0s = Y
i
s , t ≤ s ≤ T
lo cual prueba el teorema.
Note que las derivadas
∂X t,xs
∂xi
satisfacen la EDE con coeficientes aleatorios que se obtienen de
(2.2.19) derivando los coeficientes b, σ con respecto a xi. De forma similar al anterior teorema se
demuestra el siguiente resultado
Teorema 2.20. Sean b, σ : [0,∞) × IRd → IRd funciones medibles que satisfacen las condiciones
de Lipschitz global y de crecimiento lineal. Suponga adema´s que las derivadas DαxWi, D
α
xσi, 1 ≤
i ≤ d existen, son continuas y acotadas para todo 1 ≤ |α| ≤ 2.
Entonces para todo 1 ≤ i, j ≤ d, la derivada parcial de segundo orden ∂
2X t,xs
∂xi∂xj
existe en L2(Ω) y
tiene como versio´n la solucio´n de la EDE cuyos coeficientes se obtienen derivando los coeficientes
de (2.2.19) con respecto a xi y xj.
Teorema 2.21. Suponga que se cumplen las hipo´tesis del teorema 2.20. Sea f : IRd → IR tal que
Dαxf existe, es continua y satisface
|Dαxf(x)| ≤ C
(
1 + |x|β), 0 ≤ |α| ≤ 2
para algunas constantes C > 0, β ≥ 1. Entonces, para cada s ≥ t la aplicacio´n
ϕ(x) := E[f(X t,xs )] (2.2.24)
esta´ en C2(IRd) y sus derivadas parciales se obtienen derivando el lado derecho de (2.2.24) bajo el
valor esperado.
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Demostracio´n. Probaremos que
∂ϕ
∂xi
= E
[
∇xf(X t,xs )
∂X t,xs
∂xi
]
. (2.2.25)
Sean 1 ≤ i ≤ d fijo y h 6= 0. Usando el mismo razonamiento que en el teorema 2.19, por la regla
de la cadena se tiene que
ϕ(x+ hei)− ϕ(x) = E[f(X t,x+heis )]− E[f(X t,xs )]
= E
∫ 1
0
d
dλ
f(X t,xs + λ(X
t,x+hei
s −X t,xs )) dλ
=
∫ 1
0
E
[∇xf(X t,xs + λ(X t,x+heis −X t,xs )) · (X t,x+heis −X t,xs )] dλ.
Usando la misma notacio´n Zhs =
1
h
[
X t,x+heis −X t,xs
]
se obtiene
ϕ(x+ hei)− ϕ(x)
h
=
∫ 1
0
E
[∇xf(X t,xs + λ(X t,x+heis −X t,xs )) · Zhs ] dλ.
Por la proposicio´n 2.7 y por el teorema 2.19 se tiene que
X t,xs + λ(X
t,x+hei
s −X t,xs ) L
2−−→
h→0
X t,xs , Z
h
s
L2−−→
h→0
∂X t,xs
∂xi
,
y por continuidad de∇xf y del producto interno, tenemos
∇xf
(
X t,xs + λ(X
t,x+hei
s −X t,xs )
) · Zhs L2−−→
h→0
∇xf(X t,xs )
∂X t,xs
∂xi
.
Usando la desigualdad de Jensen se obtiene en particular
E
[∇xf(X t,xs + λ(X t,x+heis −X t,xs )) · Zhs ] −−→
h→0
E
[
∇xf(s,X t,xs )
∂X t,xs
∂xi
]
y de nuevo por la proposicio´n 2.7, y usando la desigualdad ab ≤ a2/2 + b2/2, para 0 < |h| ≤ 1 se
tiene que
E
[∇xf(X t,xs + λ(X t,x+heis −X t,xs )) · Zhs ]
≤ C
2
2
E
[(
1 + |X t,xs + λ(X t,x+heis −X t,xs )|β
)2]
+
1
2
E
[|Zhs |2]
≤ C2E[1 + |X t,xs + λ|X t,x+heis −X t,xs |2β]+K/2
≤ C2 + 22β−1C2E(|X t,xs |2β)+ λ2β22β−1C2E(|X t,x+heis −X t,xs |2β)+K/2
≤ C2 + 22β−1C2E(|X t,xs |2β)+ λ2β22β−1C2K +K/2.
Este u´ltimo termino no depende de h y es claramente integrable entre 0 y 1, luego podemos aplicar
convergencia dominada y obtener∫ 1
0
E
[∇xf(X t,xs + λ(X t,x+heis −X t,xs )) · Zhs ] dλ −−→
h→0
∫ 1
0
E
[
∇xf(s,X t,xs )
∂X t,xs
∂xi
]
dλ,
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es decir
l´ım
h→0
ϕ(x+ hei)− ϕ(x)
h
= E
[
∇xf(s,X t,xs )
∂X t,xs
∂xi
]
,
lo cual prueba (2.2.25). Aplicando el mismo razonamiento a
∂ϕ
∂xi
en vez de ϕ se demuestra
∂2ϕ
∂xi∂xj
= E
[
∂(∇xf)
∂xj
(
X t,xs
) · ∂X t,xs
∂xi
+∇xf(X t,xs ) ·
∂
∂xj
(
∂X t,xs
∂xi
)]
.
Ahora podemos utilizar los resultados anteriores para obtener una demostracio´n probabilı´stica de
la existencia de soluciones de algunas EDPs parabo´licas que involucran al operador diferencial de
segundo orden A = ∂
∂t
+ Lt donde
(Ltu)(t, x) =
1
2
d∑
i,j=1
aij(t, x)
∂2u
∂xi∂xj
(t, x) +
d∑
i=1
Wi(t, x)
∂u
∂xi
(t, x) (2.2.26)
que como ya vimos es el generador infinitesimal de las probabilidades de transicio´n del proceso de
difusio´n con coeficiente de drift b(t, x) y matriz de difusio´n a(t, x) = σ(t, x)σ(t, x)∗.
Teorema 2.22 (Ecuacio´n de Kolmogorov con condicio´n final). Suponga que se cumplen las hipo´te-
sis del teorema 2.21. Entonces la funcio´n
u(t, x) := E
[
f(X t,xT )
]
, (t, x) ∈ [0, T ]× IRd (2.2.27)
pertenece a C1,2([0, T )× IRd) y satisface el problema de valor final
∂u
∂t
(t, x) + Ltu(t, x) = 0, en [0, T )× IRd
u(T, x) = f(x), x ∈ IRd
(2.2.28)
Demostracio´n. Sea g ∈ C2(IRd) que toma valores en los reales y satisface
|Dαxg(x)| ≤ C1
(
1 + |x|β1), 0 ≤ |α| ≤ 2
para algunas constantes C1, β1 > 0. Para 0 < h ≤ t y 0 ≤ s ≤ 1, defina
Yh(s) := (Lt−hsg)
(
t− hs,X t−h,xt−hs
)
.
Por el lema 2.2
E
[∣∣X t−h,xt−hs −X t−h,xt ∣∣2] −−−→
h→0+
0,
y por la proposicio´n 2.7
E
[∣∣X t−h,xt −X t,xt ∣∣2] −−−→
h→0+
0.
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Dado que
∣∣X t−h,xt−hs −X t,xt ∣∣2 ≤ 2∣∣X t−h,xt−hs −X t−h,xt ∣∣2 + 2∣∣X t−h,xt −X t,xt ∣∣2, entonces
X t−h,xt−hs
L2−−→
h→0
X t,xt = x, 0 ≤ s ≤ 1,
y usando la continuidad de a(t, x), b(t, x),
∂g
∂xi
y
∂2g
∂xi∂xj
obtenemos
Yh(s)
L2−−→
h→0
Ltg(t, x).
Por la desigualdad de Jensen se tiene en particular que
E[Yh(s)] −−→
h→0
Ltg(t, x), ∀s ∈ [0, 1].
Al igual que en (2.1.28) en la demostracio´n de la proposicio´n 2.14, usando las condiciones de
crecimiento sobre σ(s, x), b(s, x), ∂g
∂xi
y ∂
2g
∂xi∂xj
, se obtiene la estimacio´n
|Lsg(s, x)| ≤ 2β1+1C1(md2K2 + 2K
√
d)(1 + |x|β1+2)
luego
E[Yh(s)] ≤ C2
{
1 + E
(|X t−h,xt−hs |β1+2)} ≤ C2(2 + |x|β1+2), ∀s ∈ [0, 1],
donde C2 = 2β+1C1(md2K2 + 2K
√
d). Podemos entonces aplicar convergencia dominada a la
familia de funciones E
[
Yh(·)
]
, 0 < h ≤ t, y obtener∫ 1
0
E
[
Yh(s)
]
ds −−→
h→0
∫ 1
0
Ltg(t, x) ds = Ltg(t, x)
Haciendo el cambio de variable r = t− hs∫ 1
0
E
[
Yh(s)
]
ds =
∫ 1
0
E
[
(Lt−hsg)
(
t− hs,X t−h,xt−hs
)]
ds =
1
h
E
∫ t
t−h
(Lrg)
(
r,X t−h,xr
)
dr.
Aplicando fo´rmula de Itoˆ al proceso
(
X t−h,xs
)
s≥t−h con la funcio´n g e integrando entre t − h y t
obtenemos
g(X t−h,xt )− g(x) =
∫ t
t−h
(Lsg)
(
s,X t−h,xs
)
ds+
∫ t
t−h
∇xg
(
X t−h,xs
) · σ(s,X t−h,xs ) dWs.
Usando las condiciones de crecimiento sobre∇xg y σ, y el lema 2.2 se puede ver que
E
∫ t
t−h
∥∥∇xg(X t−h,xs ) · σ(s,X t−h,xs )∥∥2 ds < +∞,
luego el valor esperado de la integral estoca´stica es cero y
E
[
g(X t−h,xt )
]− g(x) = E ∫ t
t−h
(Lsg)
(
s,X t−h,xs
)
ds, (2.2.29)
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entonces
E
[
g(X t−h,xt )
]− g(x)
h
=
1
h
E
∫ t
t−h
(Lrg)
(
r,X t−h,xr
)
dr −−−→
h→0+
Ltg(t, x), (2.2.30)
y usando la estimacio´n para Lsg(s, x) y (2.2.29), se deduce la desigualdad∣∣E[g(X t−h,xt )]− g(x)∣∣ ≤ ∫ t
t−h
C2
(
2 + |x|β1+2) ds = hC2(2 + |x|β1+2). (2.2.31)
Por el lema 2.8 y la igualdad X t−h,xT = X
t,Xt−h,xt
T (consecuencia de la unicidad en trayectoria) se
sigue la relacio´n
u(t− h, x) = E[u(t,X t−h,xt )]
Tomando g(x) = u(t, x) en (2.2.30) y (2.2.31) se obtiene
l´ım
h→0−
u(t+ h, x)− u(t, x)
h
= − l´ım
h→0+
u(t− h, x)− u(t, x)
h
= −Ltu(t, x) (2.2.32)
y |u(t − h, x) − u(t, x)| ≤ C3(x)h, donde C3(x) es una constante que no depende de h, lo que
significa que para x fijo, u(·, x) es absolutamente continua (ver [ASH 72], seccio´n 2.3) y por lo
tanto ∂u
∂s
(s, x) existe para casi todo s y satisface
u(t, x) = u(0, x) +
∫ t
0
∂u
∂s
(s, x) ds
lo que implica, junto con (2.2.32), que
u(t, x) = u(0, x)−
∫ t
0
Lsu(s, x) ds.
Como s 7→ Lsu(s, x) es continua, por el teorema fundamental del ca´lculo, ∂u∂t (t, x) existe en todos
lados y satisface
∂u
∂t
(t, x) + Ltu(t, x) = 0, ∀(t, x) ∈ [0, T )× IRd.
2.3. El problema de Cauchy. Representacio´n de
Feynman-Ka˘c
Teorema 2.23 (Ka˘c, Rosenblatt (1951)). Sea T > 0 fijo, y sean f : IRd −→ IR, h : [0, T ]× IRd −→
IR y c : [0, T ]× IRd → [0,+∞) funciones continuas que satisfacen
(i) |f(x)| ≤ L(1 + |x|2λ), o (i′) |f(x)| ≥ 0, ∀x ∈ IRd (2.3.1)
(ii) |h(t, x)| ≤ L(1 + |x|2λ), o (ii′) |h(t, x)| ≥ 0, ∀(t, x) ∈ [0, T ]× IRd (2.3.2)
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para algunas constantes L > 0 y λ ≥ 1. Si v : [0, T ]× Rd → R es continua de clase C1,2([0, T )×
IRd
)
, solucio´n del problema de Cauchy
∂v
∂t
+ Ltv = h+ cv, en [0, T )× IRd
v(T, x) = f(x), x ∈ IRd
(2.3.3)
y satisface la condicio´n de crecimiento polinomial
ma´x
t∈[0,T ]
|v(t, x)| ≤M(1 + |x|2µ), x ∈ IRd (2.3.4)
para algu´nM > 0, µ ≥ 1, entonces v admite la representacio´n estoca´stica conocida como fo´rmula
de Feynman-Ka˘c
v(t, x) = E
[
f(X t,xT ) exp
{
−
∫ T
t
c(r,X t,xr ) dr
}
−
∫ T
t
h(s,X t,xs ) exp
{
−
∫ s
t
c(r,X t,xr ) dr
}
ds
]
Demostracio´n. Para cada (t, x) ∈ [0, T ] × IRd notemos Zt,xs = e−
∫ s
t c(r,X
t,x
r ) dr, s ≥ t. Debido a
que las trayectorias de (X t,xs )s≥t son continuas, las trayectorias de (Z
t,x
s )s≥t son diferenciables y
satisfacen
dZt,xs = −c
(
s,X t,xs
)
Zt,xs ds. (2.3.5)
Aplicando fo´rmula de Itoˆ al proceso (X t,xs )s≥t con la funcio´n v
d
[
v
(
s,X t,xs
)]
=
(
∂v
∂t
+ Lsv
)(
s,X t,xs
)
ds+ (∇xv · σ)
(
s,X t,xs
)
dWs, (2.3.6)
y usando la regla del producto con (2.3.5) y (2.3.6) obtenemos
d
{
v
(
s,X t,xs
)
Zt,xs
}
=
{−v(s,X t,xs ) · c(s,X t,xs )Zt,xs + (∂v∂t + Lsv)(s,X t,xs )Zt,xs } ds
+ (∇xv · σ)
(
s,X t,xs
)
Zt,xs dWs.
Definimos la sucesio´n de tiempos de parada τn := ı´nf{s ≥ t : |X t,xs | ≥ n}, n ≥ 1. Integrando la
anterior expresio´n entre t y τn ∧ T
v
(
τn ∧ T,X t,xτn∧T
)
Zt,xτn∧T − v(t, x)
=
∫ τn∧T
t
(−cv + ∂v
∂t
+ Lsv
)
(s,X t,xs )Z
t,x
s ds+
∫ τn∧T
t
(∇xv · σ)
(
s,X t,xs
)
Zt,xs dWs
=
∫ τn∧T
t
h(s,X t,xs )Z
t,x
s ds+
∫ τn∧T
t
(∇xv · σ)
(
s,X t,xs
)
Zt,xs dWs.
Dado que si t ≤ s < τn entonces |X t,xs | ≤ n, y Zt,xs ≤ 1, por la condicio´n de crecimiento lineal
sobre σ se tiene
E
∫ τn∧T
t
∥∥(∇xv · σ)(s,X t,xs )Zt,xs ∥∥2 ds ≤ K2T (1 + n)2(T − t)Mn,
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donde Mn = ma´x
{|∇xv(s, y)|2 : t ≤ s ≤ T, |y| ≤ n}. Entonces el valor esperado de la integral
estoca´stica es cero y
v(t, x) = E
[
v
(
τn ∧ T,X t,xτn∧T
)
Zt,xτn∧T
]− E ∫ τn∧T
t
h(s,X t,xs )Z
t,x
s ds
= E
[
v
(
τn, X
t,x
τn
)
Zt,xτn 1{τn<T}
]
+ E
[
f
(
X t,xT
)
Zt,xT 1{τn≥T}
]− E ∫ τn∧T
t
h(s,X t,xs )Z
t,x
s ds,
pues v
(
T,X t,xT
)
= f(X t,xT ). Dado que∣∣∣E[v(τn, X t,xτn )Zt,xτn 1{τn<T}]∣∣∣ ≤ E[∣∣v(τn, X t,xτn )Zt,xτn 1{τn<T}∣∣]
≤ E
[∣∣v(τn, X t,xτn )∣∣1{τn<T}] ≤M(1 + n2µ) ·P(τn < T ),
y por la desigualdad de Markov y el lema 2.2
P(τn < T ) ≤ P
(
ma´x
t≤s≤T
|X t,xs | ≥ n
)
≤ 1
n2p
E
[
ma´x
t≤s≤T
|X t,xs |2p
]
≤ Ce
CT
n2p
(
1 + |x|2p)
donde C = C(m, d,K, T ), eligiendo p > µ obtenemos∣∣∣E[v(τn, X t,xτn )Zt,xτn 1{τn<T}]∣∣∣ ≤ MCeCTn2p (1 + n2µ)(1 + |x|2p) −−−→n→∞ 0.
Si f satisface (i) entonces
∣∣f(X t,xT )Zt,xT 1{τn≥T}∣∣ ≤ L(1 + |X t,xT |2µ). Dado que
f
(
X t,xT
)
Zt,xT 1{τn≥T}
c.s.−−−→
n→∞
f
(
X t,xT
)
Zt,xT y E
(|X t,xT |2µ) < +∞,
por convergencia dominada se sigue
E
[
f
(
X t,xT
)
Zt,xT 1{τn≥T}
] −−−→
n→∞
E
[
f
(
X t,xT
)
Zt,xT
]
. (2.3.7)
Se obtiene lo mismo si f satisface (i’) aplicando convergencia mono´tona a la sucesio´n creciente
f
(
X t,xT
)
Zt,xT 1{τn≥T}, n ≥ 1. De manera ana´loga, si h satisface (ii) entonces∣∣∣E[h(s,X t,xs )Zt,xs 1[0,τn)(s)]∣∣∣ ≤ L{1 + E(|X t,xs |2λ)} ≤ L{1 + CeCT (1 + |x|2λ)}.
Por la desigualdad de Ho¨lder, se tiene∣∣∣E[h(s,X t,xs )Zt,xs ]− E[h(s,X t,xs )Zt,xs 1[0,τn)(s)]∣∣∣2 = ∣∣∣E[h(s,X t,xs )Zt,xs 1[τn,∞)(s)]∣∣∣2
≤ E[(h(s,X t,xs )Zt,xs )2] · E[1[τn,∞)(s)],
y dado que E
[
1[τn,∞)(s)
]
= E
[
1{τn≤s}
]
= P(τn ≤ s) −−−→
n→∞
0,
E
[
h(s,X t,xs )Z
t,x
s 1[0,τn)(s)
] −−−→
n→∞
E
[
h(s,X t,xs )Z
t,x
s
]
, ∀s ∈ [t, T ],
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y por convergencia dominada∫ T
t
E
[
h(s,X t,xs )Z
t,x
s 1[0,τn)(s)
]
ds −−−→
n→∞
∫ T
t
E
[
h(s,X t,xs )Z
t,x
s
]
ds,
es decir
E
∫ τn∧T
t
h(s,X t,xs )Z
t,x
s ds −−−→
n→∞
E
∫ T
t
h(s,X t,xs )Z
t,x
s ds.
Obtenemos el mismo resultado si h satisface (ii’) y aplicamos convergencia mono´tona a la sucesio´n
creciente h(s,X t,xs )Z
t,x
s 1[0,τn)(s), n ≥ 1. En cualquier caso, tomando lı´mites se tiene
v(t, x) = E
[
f
(
X t,xT
)
Zt,xT
]− E ∫ T
t
h(s,X t,xs )Z
t,x
s ds
lo cual demuestra el teorema.
Observacio´n 2.24. A diferencia de la ecuacio´n de Kolmogorov, si no se supone la existencia a
priori de una solucio´n v ∈ C1,2([0, T ) × IRd) del problema de Cauchy (2.3.3), la funcio´n dada por
la fo´rmula de Feynman-Kac no es necesariamente de clase C1,2.
Au´n ası´ se puede ver que bajo ciertas condiciones el problema de Cauchy posee solucio´n. Por ejem-
plo, el siguiente conjunto de hipo´tesis son suficientes para garantizar la existencia de una solucio´n
de (2.3.3) que satisfaga la condicio´n de crecimiento polinomial (2.3.4) :
1. El operador diferencial parcial de segundo orden Lt es uniformemente elı´ptico, es decir, existe
una constante positiva δ > 0 tal que
d∑
i,j=1
aij(t, x)yiyj ≥ δ|y|2, ∀y ∈ IRd, ∀(t, x) ∈ [0,∞)× IRd,
2. Las funciones aij(t, x), Wi(t, x) son acotadas y Lipschitz sobre compactos de [0, T ]× IRd.
3. Las funciones aij(t, x) y h(t, x) son Ho¨lder continuas en x uniformemente con respecto a t
en [0, T ]× IRd.
4. La funcio´n c(t, x) es acotada en [0, T ] × IRd y Ho¨lder continua en x uniformemente con
respecto a t sobre compactos de [0, T ]× IRd.
5. f y h satisfacen las condiciones de crecimiento polinomial (i) y (ii) respectivamente.
Ver [FRIE 64, FRIE 75].
2.4. El problema de Dirichlet
Sea D un subconjunto abierto de IRd, y asuma que tanto b como σ no dependen de t. En ese caso
notaremos por (Xxt )t≥0 la solucio´n de la EDE
Xxt = x+
∫ t
0
b(Xxs ) ds+
∫ t
0
σ(Xxs ) dWs, t ≥ 0 (2.4.1)
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con condicio´n inicial Xx0 = x, y su generador infinitesimal sera´ el operador diferencial
(Lu)(x) =
1
2
d∑
i,j=1
aij(x)
∂2u
∂xi∂xj
(x) +
d∑
i=1
Wi(x)
∂u
∂xi
(x), x ∈ IRd (2.4.2)
para u ∈ C2(IRd). Diremos que L es elı´ptico en D si
d∑
i,j=1
aij(x)yiyj > 0, ∀y ∈ IRd \ {0}, ∀x ∈ D.
Sea L elı´ptico en un dominio abierto y acotado D y sean c : D → [0,∞), h : D → IR y f : ∂D →
IR funciones continuas. El problema de Dirichlet consiste en encontrar una funcio´n u : D → IR
continua de clase C2(D) que satisfaga la ecuacio´n elı´ptica con condicio´n de frontera
Lu = h+ cu, en D
u(x) = f(x), x ∈ ∂D. (2.4.3)
Proposicio´n 2.25. Sea u ∈ C2(D) solucio´n del problema de Dirichlet (2.4.3) en un dominio abierto
y acotado D. Para cada x ∈ D sea τx := ı´nf{t ≥ 0 : Xxt /∈ D}. Si
E[τx] < +∞, ∀x ∈ D, (2.4.4)
entonces u admite la representacio´n estoca´stica
u(x) = E
[
f(Xxτx) exp
{
−
∫ τx
0
c(Xxr ) dr
}
−
∫ τx
0
h(Xxs ) exp
{
−
∫ s
0
c(Xxr ) dr
}
ds
]
.
Demostracio´n. Para cada x ∈ D notaremosZxs = e−
∫ s
0 c(X
x
r ) dr, s ≥ 0. Igual que en la demostracio´n
del teorema 2.23 se ve que el proceso u(Xxs )Z
x
s , s ≥ 0, satisface
d
{
u
(
Xxs
)
Zxs
}
=
{−u(Xxs ) · c(Xxs )Zxs + (Lu)(Xxs )Zxs } ds+ (∇xu · σ)(Xxs )Zxs dWs. (2.4.5)
Sea {Dn}∞n=1 una sucesio´n creciente de conjuntos abiertos tales que Dn ⊆ D,
⋃∞
n=1Dn = D y
l´ım
n→∞
τn = τx, c.s. donde τn := ı´nf{t ≥ 0 : Xxt /∈ Dn}, n ≥ 1.
Integrando (2.4.5) entre 0 y t ∧ τn,
u
(
Xxt∧τn
)
Zxt∧τn − u(x) =
∫ t∧τn
0
(−cu+ Lu)(Xxs ) ds+ ∫ t∧τn
0
(∇xu · σ)
(
Xxs
)
Zxs dWs
=
∫ t∧τn
0
h
(
Xxs
)
Zxs ds+
∫ t∧τn
0
(∇xu · σ)
(
Xxs
)
Zxs dWs, t ≥ 0.
Dado que si 0 ≤ s < τn entonces |Xxs | ∈ Dn, por la condicio´n de crecimiento lineal sobre σ se
tiene
E
∫ t∧τn
0
∥∥(∇xu · σ)(Xxs )Zxs ∥∥2 ds ≤ ma´x
y∈Dn
|∇xu(y)|2 · 2tK2t
{
1 + E
(|Xxs |2)}
≤ ma´x
y∈Dn
|∇xu(y)|2 · 2tK2t
{
1 + CeCt(1 + |x|2)}.
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Entonces el valor esperado de la integral estoca´stica es cero y u(x) = E[Mnt ] donde
Mnt := u
(
Xxt∧τn
)
Zxt∧τn −
∫ t∧τn
0
h
(
Xxs
)
Zxs ds, t ≥ 0, n ≥ 1.
Debido a que τn
c.s.−−−→
n→∞
τx, para cada t ≥ 0 se tiene Mnt c.s.−−−→
n→∞
Mt, donde
Mt := u
(
Xxt∧τx
)
Zxt∧τx −
∫ t∧τx
0
h
(
Xxs
)
Zxs ds.
Dado que |Mnt | ≤ ma´xy∈D |u(y)|+ t ·ma´xy∈D |h(y)|, para todo n ≥ 1, por convergencia dominada
E[Mnt ] −−−→
n→∞
E
[
Mt], ∀t ≥ 0. Por u´ltimo, usando la estimacio´n
|Mt| ≤ ma´x
y∈D
|u(y)|+ τx ·ma´x
y∈D
|h(y)|,
la hipo´tesis E[τx] < +∞ y de nuevo convergencia dominada se obtiene
E
[
Mt] −−−→
t→∞
E
[
u
(
Xxτx
)
Zxτx
]− E ∫ τx
0
h
(
Xxs
)
Zxs ds = E
[
f
(
Xxτx
)
Zxτx
]− E ∫ τx
0
h
(
Xxs
)
Zxs ds.
Como u(x) no depende ni de t ni de n, tomando el lı´mite cuando t → ∞ y n → ∞ se concluye
finalmente que
u(x) = E
[
f
(
Xxτx
)
Zxτx
]− E ∫ τx
0
h
(
Xxs
)
Zxs ds
lo cual prueba la proposicio´n.
Es natural preguntarse, ¿cua´ndo se tiene la condicio´n (2.4.4)? La siguiente proposicio´n da una
condicio´n suficiente para (2.4.4):
Proposicio´n 2.26. Suponga que para el dominio abierto y acotado D se cumple para algu´n 1 ≤
i ≤ d,
mı´n
x∈D
aii(x) > 0. (2.4.6)
Entonces E[τx] < +∞, ∀x ∈ D.
Demostracio´n. Sean A := mı´nx∈D aii(x), B := ma´xx∈D¯ |b(x)|, q := mı´nx∈D¯ xi y ν > 2B/A, y
considere la funcio´n
h(x) := −µeνxi , x ∈ D, µ > 0.
Esta funcio´n es de clase C∞(D) y satisface
−(Lh)(x) = µeνxi{1
2
ν2aii(x) + νWi(x)
} ≥ 1
2
Aµνeνq
(
ν − 2B
A
)
, x ∈ D.
Escogemos µ > 0 suficientemente grande tal que Lh ≤ −1 en D, y aplicando fo´rmula de Itoˆ con la
funcio´n h obtenemos
h(Xxt∧τx)− h(x) =
∫ t∧τx
0
(Lh)(Xxs ) ds+
∫ t∧τx
0
(∇xh · σ)(Xxs ) dWs
≤ −(t ∧ τx) +
∫ t∧τx
0
(∇xh · σ)(Xxs ) dWs
82
La funcio´n h y sus derivadas son acotadas en D, luego
E
∫ t∧τx
0
∥∥(∇xh · σ)(Xxs )∥∥2 ds < +∞,
y
E(t ∧ τx) ≤ h(x)− E
[
h(Xxt∧τx)
] ≤ 2 ma´x
y∈D
|h(y)|.
Haciendo t→∞ se obtiene el resultado.
Observacio´n 2.27. La condicio´n (2.4.6) es ma´s fuerte que elipticidad pero ma´s de´bil que elipticidad
uniforme sobre D. Se puede ver que bajo las hipo´tesis
1. L es uniformemente elı´ptica,
2. los coeficientes aij(x), Wi(x), c(x) y g(x) son Ho¨lder continuos y
3. todo a ∈ ∂D tiene la propiedad de la esfera exterior, es decir, existe una bola cerrada B[a, ε]
tal que B[a, ε] ∩D = ∅, B[a, ε] ∩ ∂D = {a}.
(adema´s de la continuidad de f sobre ∂D) existe una funcio´n u ∈ C(D¯)∩ C2(D) (de hecho con de-
rivadas parciales en D se segundo orden Ho¨lder continuas) que es solucio´n el problema de Dirichlet
(2.4.3). Ver [FRIE 64, FRIE 75].
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