SMEs have to collaborate with other enterprises in a virtual organisation (VO) forms to cope with an increasingly dynamic and competitive environment. Despite the increased interest in the area of collaboration information is still lacking about the risk sources of VO.
Introduction
Collaboration is necessary for all enterprises, whatever their size, to come to corporate agreements with other enterprises and this is particularly important for small and medium sized enterprises (SMEs) who in order to increase their own added value need to operate together with others within the market. In today's market, whether or not an enterprise is successful will often be largely dependent upon whether it is able to interoperate smoothly with others.
The environment within which SMEs have to function in the 21st century is one that is increasingly competitive and dynamic and therefore, simply to cope in such a situation, SMEs have to seek methods to employ: one of these is to group together within a virtual organisation (VO). Collaboration is necessary in order for enterprises to compete and it is also necessary for them to operate with as much speed and flexibility as possible so that ideas and proposals can become initiatives with the capacity to generate new revenue. It is, however, not easy to become part of a VO and there are risks to be dealt with throughout the whole process from the initial formation of such a group through to the point where it dissolves. In order that the challenges can be met successfully, it is important that enterprises should be helped to both recognise the risks and then surmount them.
As is the case in the supply chain, the risks associated with VOs have multiple sources and Jüttner et al. (2003) have suggested that the sources of risk as they affect supply chains should be categorised into three areas, those being risks external to the supply chain, risks internal to the supply chain and those that are network related. Such risks as natural risks, political and social risks and risks connected to the industry market would be categorised as external risks while internal risk sources are likely to be associated with labour problems such as strikes, or production problems such as machine failure, as well as problems with IT systems and network related risks stemming from the relationships between the supply chain, also been by Blackhurst et al. (2004) as a risk that is different in kind but that has a direct relationship with collaboration.
While the risk sources that are internal or external are essentially similar for supply chain and VO, the network related risks have a different source as a result of the different relations between the SC and the VO partners. Those network risks that relate to any collaboration do not depend solely on the enterprise goals and objectives. A dyadic type of assessment is necessary as a result of the sharing of responsibilities and the changing nature of the relationships involved if these situations are to be actively managed in relation to network related risks, since the identification of risk becomes more complex as a result of the interdependency of enterprises (Hallikas et al., 2004) .
Risk sources in the VO
Along with their numerous advantages VOs together with the virtual integration of supply chains also pose several challenges, including risks. Managing risk has become a critical component for the success of SMEs collaboration where the implications of VO failures can be costly and lead to significant losses.
In their comprehensive study, Alawamleh and Popplewell (2010) identified 13 sources of risk and impediments which can be possible causes of failure to hit targets in the areas of delivery time and cost and quality and in some instances where the collaboration has collapsed completely:
1 Lack of trust
The degree of trust that exists between partners relates to how much partners believe in the honesty, generosity and overall competence of the others. Where there is no trust between partners problems arise; for instance they become unwilling to pass on sensitive information, find it difficult to agree about how finances should be managed. In short they do not work to promote VO collaboration.
Inadequate collaboration agreement
A lack of clarity in the agreement into which partners enter is one of the circumstances that can lead to insufficient collaboration. Where objectives is weak, together with the strategies and basic conditions and where expectations are poorly managed, and contracts perceived as inadequate or unfair, there may well be risk of failure.
Ontology differences
Ontology can provide a means of sharing knowledge where there is an understanding of concepts and relationships within a certain area and communication between those involved in this area where the fundamental ontology is one acting as a glossary for a limited vocabulary which are the agreed terms used within a specific area. Where problems occur as a result of differing ontologies there may be disagreements in relation to both the formation and the processes of collaboration which will add to the risks in the VO. Problems in this area of ontology crop up when there are two different words with the same meaning or even where one word means different things as it used by different partners.
Heterogeneity of partners
Heterogeneity means the differences that exist between partners in terms of incompatible hardware and operating systems, differences in language and the recording of data and in the meaning of the terms that are used. This heterogeneity between possible partners as it exists in information technology infrastructures, working methods and business practice, as a possible obstacle to the VO operation.
Culture differences
There may be several cultures within a VO and this may lead to lack of alignment between processes and inaccurate communication impacting on the sharing of information.
8 Bidding for several VOs at the same time Risk occurs when one partner wins two or more VO bids and his capacity as a partner, either in terms of resources or staff, is not sufficient to undertake the tasks involved in more than one VO.
Lack of information sharing
It is crucial for information to be shared where there is decreasing information visibility in the VO so that there is less risk including that of catalogue nonavailability that includes up to date and standardised profiles of organisations. However, the availability of more information sharing can cause loss of IPR.
Lack of top management commitment
Risk is increased where a weak part is played by top level management at particular points in VO formation or operations where crucial decisions are made. Low commitment to a partnership will lead to a failure to meet objectives.
Lack of knowledge about risks
Where there is no knowledge of the risks that may occur there is an increased likelihood that these risks will occur and also have a greater impact.
12 Wrong partner/s selection Objectives, strategies, core competencies and capabilities that are irreconcilable cannot be complementary and the range of interests increased the risks to a VO.
Geographic location
Risk may be increased by geographic locations with there being a direct correlation between distance and risk. Some locations throw up more problems because of, for instance, political and legal difficulties.
All of the risk sources above require serious attention in the formation and the operation of the VO. From these sources, a risk source classification structure is created as well as an analytic network process (ANP) method being provided which will give greater consistency in the ranking of sources. Using ANP a panel of risk source weights will be established in order to determine which risks pose the most threat so that there can be clear priorities that can be applied to their management in order to establish the best way of dealing with them can be found.
Multi-criteria decision making methods
It is necessary to investigate and review the existing multi criteria decision making methods first before selecting an appropriate solution in a context where several of them exist such as weighted sum model (WSM), weighted product model (WPM), analytic hierarchy process (AHP), ANP, ELECTRE method, TOPSIS method, etc. (Anderson et al., 2003; Curwin and Slark, 2002; Fishburn, 1996; Bowen, 1990) . The problem that the multi-criteria decision-making (MCDM) process aims to solve is how to evaluate a set of alternatives in terms of a number of criteria, which themselves are essentially conflicting. Although MCDM methods may be widely diverse, many of them have certain aspects in common (Triantaphyllou, 2002) . A comparison between MCDM methods was carried out among researchers, which revealed that AHP/ANP possesses a number of benefits over other multi-attribute decision methods (Bowen, 1990; Armacost and Hosseini, 1994; Triantaphyllou, 2002; Bhutta and Huq, 2002) .
Advantages of AHP/ANP over other MCDM
A brief comparison of these two techniques with other MCDM methods will be made. Sarkis and Sundarraj (2005) studied the advantages of AHP/ANP over MCDM methods and claimed that, "the AHP/ANP approach offers several advantages over the other techniques, despite certain drawbacks such as rank reversal and the number of judgment elicitations that are needed".
1 as compared to other MCDM approaches, AHP/ANP does not use complicated techniques, and this helps improve management understanding and the transparency of the technique 2 they have the supplemental power of being able to mix both quantitative and qualitative factors into a single decision
In this study, the ANP approach is adopted. The size of a particular business does not limit the use of AHP/ANP and it has been widely used in support of decision making in SMEs. AHP/ANP has been made use of to assess various plans for collaborative action to develop competencies, since it proposes a framework for a system that would support decision-making through cooperation between SMEs (Boucher and Lebureau, 2004) . The use of AHP/ANP made possible the development of an evaluation process in order to forecast the prospects for growth in both high-tech and high-growth SMEs (Zhu and Wang, 2004) . This was incorporated with other methods that were being used in order to evaluate industry portals for SMEs (Chou et al., 2005) . In order to examine what effect the soft and hard criteria of total quality management of SMEs was having, use was made of AHP/ANP to ascertain to what extent these criteria were being implemented for ISO 9001 certification (Lewis et al., 2006) . Although it has had a positive and successful record in industries, AHP/ANP is more useful in its application to proposed models, compared with other methods. Saaty (2001 Saaty ( , 2004 developed the AHP/ANP techniques as a method for decision making based on prioritising. Since the 1980s the method of AHP has been used in relation to marketing mix as well as other operational decisions in order to prioritise (Saaty, 1982 (Saaty, , 1986 Dyer and Forman, 1989 ). The AHP approach makes possible the use of a three-stage method which can help to put in place a strategy that is multi-focussed by virtue of being able to recognise the hierarchical structure of the strategies, as well as giving shape to and creating strategies that have a number of orientations (Takala et al., 2006) . Competitive pressure generally and that emanating from companies that have had exponential success as a result of their discovery and utilisation of the best practices of others, has led to the creation of a strategic selection model by AHP aimed at improving the performance of manufacturers (Partovi, 1994) . In order to deal with lack of precision in the choice of suppliers an approach was made use of which leaned towards AHP since the use of it avoided the difficulty of the need to provide point estimates in relation to criteria weights as well as performance scores in the basic linear weighting model (Barbarosoglu and Yazgac, 1997) . Through the application of AHP it was possible to develop a supplier selection system consisting of four different supplier selection systems based on the time frame (long time and short time) and on the contents both logistic and strategic of the existing supplier/customer relationships (Masella and Rangone , 2000) .
Analytic hierarchy process and analytic network process
Both AHP and ANP are two related concepts developed by Saaty (1980 Saaty ( , 1994 Saaty ( , 1996 Saaty ( , 2006 . AHP is a mathematic theory of value, reason, and judgement, based on ratio-scales for the analysis of MCDM problems (Saaty, 1980 (Saaty, , 1994 Wolfslehner et al., 2005) . It helps to model a hierarchical decision problem framework. It also adopts the pair-wise comparison to assign weights to the elements at the criteria and sub-criteria levels and finally calculates global weights for assessment taking place at the bottom level (Cheng and Li, 2001 ). The pair-wise comparison judgements are made with respect to the attributes of one level of hierarchy given the attributes of the next higher level of hierarchy (from the criteria to sub-criteria). In addition, AHP is able to seek for consistent subjective expert judgement via the consistency test. Despite such achievements, AHP is only able to solve problems with a hierarchically structured model or unidirectional relationships, and it is inappropriate for the models that specify interdependent relationships. ANP is an advanced version of AHP which can model the interdependent relationships in the decision making frameworks by relaxing the hierarchical and unidirectional assumptions. This approach is also defined as the system-with-feedback approach (Cheng and Li, 2004; Meade and Sarkis, 1998 ). An ANP model can be generically designed as a control hierarchy (i.e., a hierarchy of subsystems with interdependencies) or a non-hierarchical network which includes decision alternatives as an original element cluster (Saaty, 1996; Wolfslehner et al., 2005) .
Interdependencies may be represented by two-way arrows among levels, or if within the same level of analysis, a looped arc (Meade and Sarkis, 1998) . In ANP, the preferences of components and attributes are established on a series of pairwise comparisons where the decision maker will compare two components at a time with respect to an upper level 'control criterion'. In addition, a hierarchical relationship is allowed within the ANP network model, but the existence of a feedback relationship among the levels is only found in ANP. The ANP approach is capable of handling interdependence among elements by obtaining weights through the development of a 'supermatrix' (Hamalainen and Seppalainen, 1986) .
Analytic hierarchy process
AHP allows a set of complex issues, which have an impact on the overall objective, to be compared, with the importance of each issue relative to its impact on the solution to the problem being considered. AHP is a comprehensive framework which is designed to cope with the intuitive, the rational, and the irrational when we make multi-objective, multi-criterion and multi-actor decisions with and without certainty for any number of alternatives (Harker and Vargas, 1987) . AHP is conceptually easy to use; however, it is decisionally robust so that it can handle the complexities of real world problems (Saaty, 1980) . AHP uses a decision making framework that assumes a unidirectional hierarchical relationship among decision levels. The top element of the hierarchy is the overall goal for the decision model. The hierarchy decomposes from the general to a more specific attribute until a level of manageable decision criteria is met. The hierarchy is a type of system where one group of entities influences another set of entities. AHP allows decision makers to model a complex problem in a hierarchical structure (Figure 1 ). In this method, a simple hierarchical model consists of a goal, criteria and alternatives. In Figure 1 , the hierarchical structure shows the relationships of the goal, criteria and alternatives from the top to the bottom. AHP copes with using original data, experience and intuition in the same model in a logical and thorough way (Forman, 1999) . AHP is composed of several previously existing but unassociated concepts and techniques, such as hierarchical structuring, pair-wise comparisons, and the eigenvector method for deriving weights and consistency considerations (Forman, 1999) . According to Saaty (1990) , this method has three phases: decomposition, comparative judgement and synthesising.
In the decomposition phase, the elements of the decision problem are arranged in the form of a hierarchy. The top element of the hierarchy is the overall goal of the decision making. In the next level, which is known as the cluster, there are general criteria which impact the goal directly. The hierarchy descends from the general to the more particular, until a level of operational sub-criteria is reached, against which the decision alternatives of the lowest level of the hierarchy can be evaluated. The hierarchical structure of the basic AHP allows dependencies among elements to be only between the levels of the hierarchy, and the only possible direction of impact is toward the top of the hierarchy.
This eliminates the possibility of including feedback relations in the model. Also the elements of a given level are assumed to be mutually independent (Hamalainen and Seppalainen, 1986) .
In this research, ANP is appropriate for solving problems that can be structured into network-like decision models which we are going to discuss in detail in the next section, while the AHP method is appropriate for hierarchical decision problems.
Analytical network process
ANP is an attractive multi-criteria decision making tool because it allows for the consideration of interdependencies among and between levels of attributes. ANP does involve representing relationships hierarchically but does not require a strict hierarchical structure as does AHP. The ANP technique allows for more complex interrelationships among the decision levels and attributes. ANP models problems of systems in which the relationships between the levels are not easily represented as higher or lower, controlling or subordinate. These systems are known as 'systems-with-feedback' which refers to systems where a level may both dominate and be dominated, directly or indirectly, by other decision attributes and levels (Saaty, 1996) .
The work on systems-with-feedback is extended to show how to study inner and outer dependence with feedback. Outer dependence is the dependence that exists between components but in a way that allows for feedback circuits. Inner dependence is the interdependence within a component combined with feedback between components (Saaty, 1987) .
Most of the modelling and decision frameworks in AHP and ANP can be described graphically. For example, in the AHP approach there are one-way hierarchical arcs that show a dominance or control of one level of attributes over another set of sub-components or attributes. In the ANP approach, with the allowance of interdependencies occurring among attributes and attribute levels, the graphical representation may include two way arrows (or arcs) among levels. A looped arc is used to show the interdependency relationships that occur within the same level of analysis. The directions of the arcs signify dependence; arcs originate from an attribute to other attributes that may influence it. As mentioned, the elements of the ANP system may interact along many paths. For the measurement of priorities to be meaningful, uniformity is necessary when considering all the paths of the network. The supermatrix that is derived in the ANP approach helps to evaluate this framework.
Many decision problems cannot be structured hierarchically where the interaction of higher level elements with lower level elements and their dependency needs to be taken into account. ANP provides a solution for problems which cannot be structured hierarchically. Not only does the importance of the criteria determine the importance of the alternatives, as in a hierarchy, the importance of the alternatives themselves determine the importance of the criteria (Saaty, 1986) . Therefore, many problems can be modelled using a diagram called a network, as presented in Figure 2 . Network models do not have to show a hierarchical structure, which means they do not have to be linear from the top to the bottom. In fact ANP uses a network for which it is not necessary to specify levels, as in a hierarchy (Saaty, 1999) ; therefore the term level in AHP is replaced by the term cluster in ANP. The network model has cycles connecting its clusters of elements and loops that connect a cluster to itself. This kind of model is called systems-with-feedback (Meade and Rogers, 1997) . In practice, many decision problems involve feedback.
Advantages and disadvantages of ANP over AHP
Before use is made of ANP its advantages and disadvantages need to be examined in relation to this research. According to Ravi et al. (2005) the advantages and disadvantages of ANP can be summed up as in the following:
1 The rank reversal problem of ANP has been addressed so that it is more accurate than AHP when used as an instrument to support decisions in complex situations. Although both ANP and AHP have as their basis preferences that have been supplied by the user among the other weights and factors to be taken into account for the alternatives, they are different from each other in both the number and the types of the pairwise comparisons that they make as well as the way that they actually calculate the utility weights (Cheng and Li, 2004) .
3 AHP makes use of a framework for making decisions that assumes that the hierarchical relationship among the decision levels is one directional, while ANP makes provision for more complex relationships and characteristics since a strictly hierarchical structure is not necessary to its function.
4 Where problems related to decision making exist, it is crucial to include among the criteria interdependent relationships because this manifestation of interdependence is likely to exist in problems in the real world. The ANP methodology allows for this consideration to be included among the criteria and between its different levels and it is this which makes ANP such an efficient instrument for multi-criteria decision-making and superior to AHP which is not able to deal with interdependencies between various enablers and between criteria and sub-criteria (Agarwal and Shankar, 2003) .
5 The ANP method can confer benefits in the consideration of qualitative as well as quantitative characteristics and these need to be considered as well as interdependent relationships that are non-linear (Meade and Sarkis, 1999) .
6 Only ANP is able to supply synthetic scores which give an indication of the relative ranking of the various alternatives that the decision maker is considering.
Furthermore the disadvantages of ANP can be summed up in the following:
1 ANP relies on the fact that the knowledge and judgement as well as the principles of those who make decisions have an equal value at least to the data they use, which means that its findings may be based on judgements that are essentially subjective and that has a bias to rely on the thought processes of the decision makers that may themselves rely heavily on intuition (Rebstock and Kaula, 1996) 2 compared with AHP, ANP needs a higher level of calculations and of extra pair-wise comparison matrices which means that it is vital to carefully track matrices and pair-wise comparisons of attributes 3 this means that ANP must make use of a statistical level that must users find complex so that the whole process becomes a complicated one (Boer et al., 2001) .
It is important that while taking a positive approach to those aspects of ANP that are useful for this research, its drawbacks are also considered. Firstly, it is important to arrange an experienced team with expertise in the relevant area, secondly, there has to be enough time and manpower for an adequate collection of the data, and thirdly, use must be made of specialist instruments such as 'Expert Choice' and 'Super Decision' to make the calculations and to form the pair-wise comparison matrices.
ANP methodology
The ANP incorporates both qualitative and quantitative approaches to a decision problem. The three major steps for the qualitative component which are summarised in Figure 3 are described below:
1 Identification of the decision problem. Our decision problem is 'measuring the risk source importance for VO collaboration'.
2 Ensuring that the decision problem can be solved by ANP. The use of ANP is appropriate to solve decision problems with a network structure. Problems with a simple hierarchical model can be solved by AHP.
3 Determining who should be responsible for making the decision. The following describes the five major steps for the quantitative component:
1 Set up a quantitative questionnaire for collecting data from those who should respond. Saaty (1996) suggests the use of a nine-point priority scale and pair-wise comparison.
2 Estimate the relative importance between the two elements (when pair-wise comparison is used) in each matrix and calculate the eigenvector of each of the developed matrices. Refer to the existing literature having suggested the necessary algorithms for calculating the eigenvector of each matrix, such as Saaty (1980) and Cheng and Li (2001) .
3 Measure the inconsistency of each of the matrices (when pair-wise comparison is used) by employing the consistency ratio (CR). This CR simply reflects the consistency of the pair-wise judgements. For example, judgements should be transitive in the sense that if A is considered more important than B, and B more important than C, then A should be more important than C. If, however, the user rates A as being as important as C or C as being more important than A, the comparisons are inconsistent and the user should revisit the assessment. Refer to the existing literature having suggested the necessary algorithms to calculate CR, such as Saaty (1996) and Cheng and Li (2001) . Alternatively, commercial software packages that compute CRs and eigenvectors are available (Super Decisions Software and Expert Choice for Windows). Saaty (1994) sets three acceptable levels for CR (i.e., 0.05 for 3 by 3 matrix, 0.08 for 4 by 4 matrix, and 0.1 for other matrices).
Matrices that are inconsistent should be excluded or rated by the raters.
4 Place the eigenvectors of the individual matrices (also known as submatrices) to form the supermatrix (Saaty, 1996) .
5 Ensure the supermatrix is column stochastic and raise the supermatrix to high power until the weights have been converged and remain stable (Sarkis, 2002) . For the purpose of mathematical computation of matrices data of the completed questionnaires were entered into the MS Excel program, where formulas were constructed specifically for calculating relative weights of the elements of the matrices and the CR that located inconsistent rating.
Questionnaire
After establishing the set of VO risk sources, an understanding of the risk sources weights is going to take place. Two sources at a time were dealt with. A questionnaire was presented to the respondents of the survey and respondents were asked to complete it. The number of questions that the questionnaire contains is N (N-1) / 2 where N is the number of variables between which relationships will be investigated. Since there are 13 risk sources, the number of questions is 13(13-1) / 2 = 78. The questionnaire was sent via the INTEROP-VLab mailing list which contains 224 members. INTEROP-VLab is the 'International Virtual Laboratory or Enterprise Interoperability', officially created as a non-profit organisation under Belgian law. INTEROP-VLab derives from the Network of Excellence INTEROP-NoE (Interoperability Research for Networked Enterprise Applications and Software, FP6), coordinated by the University of Bordeaux 1. INTEROP-VLab is a virtual research organisation that has the capacity to combine laboratories that currently exist as well as future laboratories in close connection with industry in order to attain a number of targets that would be beyond the capacity of each participant operating individually.
Procedures for model development
The ANP model requires us to determine the relationships among the various elements both within and across levels (the decision network). The decision network developed for this study has both interdependent and hierarchical relationships within it. Our goal is to determine the risk sources importance in the VO collaboration and to be able to choose the less risky SME to collaborate with from the alternatives, if applicable.
The network relationships (among the clusters of elements) occur at the risk source level, where we assume that various sources can influence each other. The influence of each of the risks on the objective and on each of the other risks was accomplished using thirteen pairwise comparison matrices, which were then integrated into a supermatrix.
Our model was tested with 45 participants who responded to our questionnaire. An example of a survey question is as follows: "How much more important is lack of trust than an inadequate collaboration agreement?" See Table 1 for the pair-wise comparison scale. 1 Lack of trust between partners 1 5/1 7/1 7/1 9/1 9/1 3/1 5/1 3/1 5/1 9/1 3/1 9/1 2 Inadequate collaboration agreement 1/5 1 3 /1 5/1 5/1 1/3 7/1 9/1 1/3 1 7/1 1/5 9/1 3 Heterogeneity of partners 1/7 1/3 1 3/1 3/1 1/5 7/1 9/1 1/5 1/3 5/1 1/7 9/1 4 Ontology differences 1/7 1/5 1/3 1 3/1 1/7 7/1 9/1 1/7 1/5 5/1 1/7 9/1 5 Structure and design 1/9 1/5 1/3 1/3 1 1/7 5/1 7/1 1/7 1/5 3/1 1/9 7/1 6 Loss of communication 1/9 3/1 5/1 7/1 7/1 1 9/1 9/1 1 3/1 9/1 1/3 9/1 7 Culture differences 1/3 1/7 1/7 1/7 1/5 1/9 1 3/1 1/9 1/7 1/3 1/9 3/1 8 Bidding for several VOs at the same time 1/5 1/9 1/9 1/9 1/7 1/9 1/3 1 1/9 1/7 1/5 1/9 1 9 Lack of information sharing 1/3 3/1 5/1 7/1 7/1 1 9/1 9/1 1 3/1 9/1 1/3 9/1 10 Lack of top management commitment 1/5 1 3/1 5/1 5/1 1/3 7/1 7/1 1/3 1 7/1 1/5 9/1 11 Lack of knowledge about risks 1/9 1/7 1/5 1/5 1/3 1/9 3/1 5/1 1/9 1/7 1 1/9 5/1 12 Wrong partner/s selection 1/3 5/1 7/1 7/1 9/1 3/1 9/1 9/1 3/1 5/1 9/1 1 9/1 13 Geographic location 1/9 1/9 1/9 1/9 1/7 1/9 1/3 1 1/9 1/9 1/5 1/9 1
The pair-wise comparison information that was elicited from each of the respondents was obtained to determine the relative importance of weights using MS Excel program. Conventionally, risk analysis is performed at the collaboration phases. Hence, the risk analysis should show the effects of the risks in collaboration (in terms of time, cost, quality goals and total failure of the collaboration).
From the respondents to the ANP questionnaire the risk sources comparison matrix has been found as we can see in Table 2 .
Enhanced ANP for risk calculation
In general, ANP reduces complex decisions to a series of one-to-one comparisons, and then synthesises results. In this study, ANP is applied to calculate the weights, a factor indicating how important the particular risk is. First, comparison among thirteen risk sources 'lack of trust between partners', 'lack of top management commitment' 'inadequate collaboration agreement', 'heterogeneity of partners', 'ontology differences', 'structure and design', 'loss of communication', 'culture differences', 'bidding for several VOs', 'information sharing', 'lack of knowledge about risks', 'wrong partner/s selection' and 'geographic location' is conducted with Wi(i = 1, ... , n of risk sources) calculated.
Pair-wise comparison and calculation
The interactions among involved elements are measured through comparisons which are made with respect to the 'influencing element' instead of the higher level element. The influence of elements is measured using the pair-wise comparison method where two elements at a time are compared with respect to a control element. This method is used for eliciting the decision makers' preferences more effectively.
The question asked in a hierarchy form while doing comparisons should be: "Which of two elements has more influence with respect to a certain element in the above level?" while, in a network form (ANP), the relation is not limited to a higher level but to the influence element, which would be: "Which of two elements has more influence with respect to the other element?"
As the questionnaire was designed using the nine-point scale, score 1 represents equal preference between the two elements, 9 represents extremely important with the row element being dominant over the column element, while 1/9 represents extremely important with the column element being dominant over the row element. A reciprocal score is given to the reverse element as a reverse value in the matrix comparison. That is, if aij is a matrix value assigned to the relationship of factor i to factor j, then aji is equal to 1 / aij (or aji × aji = 1). The answer to these pair-wise questions will help complete the pair-wise comparison matrix.
Based on the questionnaire responses the pair-wise comparison result is shown in Table 2 . From those 78 pair-wise comparisons, the eigenvector is calculated. The resulting matrix of pair-wise comparisons from comparing the criteria with respect to the goal is shown in Table 4 ; Saaty (2001) proposes several algorithms for approximating w. Like the AHP, pair-wise comparisons in the ANP are within the framework of a matrix, and a local priority vector can be derived as an estimate of relative importance associated with risks sources being compared by solving the following formula:
Where λmax is the largest eigenvalue of pair-wise comparison matrix A. The relative importance weights (w) for risks sources as well as the relative importance weights from the network portion of the decision hierarchy (i.e., representing the relationships among the risks sources) were then introduced into a supermatrix.
In this study, the following three-step procedure is utilised to synthesise priorities (Meade and Presley, 2002) .
1 Sum the values in each column in the pair-wise comparison matrix.
2 Divide each element in a column by the sum of its respective column. The resulting matrix is then called the normalised pair-wise comparison matrix.
3 Sum the elements in each row of the normalised pair-wise comparison matrix, and divide the sum by the n elements in the row. These final values provide an estimate of relative priorities for compared elements with respect to the upper level criterion. Priority vectors must be derived for all comparison matrices.
Supermatrix formation
The supermatrix concept is similar to the Markov chain process (Saaty, 2001 (Saaty, , 2006 . To acquire global priorities in a system with interdependent influences, local priority vectors are entered in the appropriate columns of a matrix, which is known as a supermatrix. Consequently, a supermatrix is actually a partitioned matrix, in which each matrix segment represents a relationship between two nodes (components or clusters) in a system (Meade and Sarkis, 1999) . Let the components of a decision system be C k , 
As an example, a supermatrix representation in a hierarchy with three is as follows (Saaty, 2001 ):
where W 21 is a vector representing the impact of the goal on the criteria, W 32 is a matrix representing the impact of criteria on each alternatives, I is an identity matrix, and zeros correspond to elements that have no impact. For this example, when criteria are interrelated the hierarchy is replaced by a network. The (2, 2) entry of Wn given by W 22 indicates interdependency, and the supermatrix would be (Saaty, 2001) . 
Notably, any zero in the supermatrix can be replaced by a matrix when an interrelationship exists between elements in a component or between two components. As an interdependence typically exists among clusters in a network, the sum of columns in a supermatrix usually is typically greater than >1. The supermatrix must first be transformed to make it stochastic, in other words each column in a matrix sums to unity. In other words, the row components with nonzero entries for the blocks in a given column block are compared according to their impact on the component of that column block (Saaty, 2001 ). An eigenvector can be obtained for a pair-wise comparison matrix of the row components with respect to the column component. This process yields an eigenvector for each column block. The first entry of the respective eigenvector for each column block is multiplied by all elements in the first block of that column, the second entry is multiplied by all elements in the second block of that column this process continues. In this manner, the block in each column of the supermatrix is weighted and the result is known as a weighted supermatrix, which is stochastic. Raising a matrix to powers generates the long-term relative influences each element has on each other element. To attain a convergence on importance weights, the weighted supermatrix is raised to the power of 2k + 1 where k is an arbitrarily large number. This new matrix is called a limit supermatrix (Saaty, 2001) . A limit supermatrix has the same form as a weighted supermatrix; however, all the columns in the limit supermatrix are the same. By normalising each block of this supermatrix, the final priorities of all elements in the matrix can be derived. Data of the completed questionnaire are entered into MS Excel program to get the normalised eigenvectors, C.R., weighted supermatrix, and limiting supermatrix.
The results of ANP are shown in Table 4 and CR = 0.09 which is less than 0.10, the acceptable CR for ANP. 
Analysis of results7.4.1 Importance of risks sources
It is important to establish the relative importance of risk sources subsequent to subjective evaluation of them on a nine point scale (Table 2 ) since this provides a more reliable result than when all the criteria or the alternatives are evaluated at the same time.
In all 45 pair-wise comparisons were made. The relative importance of each source of risk as indicated by the weight given to each is given in Table 4 . An interpretation of the weights, which all add up to one can be understood in the following way: in a situation where a enterprise is able to devote 100 minutes to a consideration of collaboration sources of risk , then approximately 24 minutes of this time should be given to those areas that relate to lack of trust and the uncertainty that is intrinsic to this source of risk with an additional 18 minutes being spent on a consideration of wrong partner/s selection, 12 minutes on the sharing of information with roughly the same amount of time being spent on loss of communication. This leaves only 34 minutes to be given to the consideration of other sources of risk which is an indication of their relative lack of importance compared with the two major sources of risk (Schoenherra et al., 2008; Wu et al., 2006) .
Conclusions and discussion
In practice ANP was found to be a potent and suitable instrument to deal with the problem of decision making that the venture confronted and the result of this was a significant level of confidence to implement the solutions that had been suggested. ANP is also able to integrate qualitative criteria which gives it added strength, as does its capacity to factor in the uncertainty that is inherent in decision making. Although it would have been possible to come to a solution simply by examining the sources of risk and then arriving at what seemed to be the best solution without making use of ANP, the number of sources of risk that are involved and the alternatives that exist mean that this approach might well have thrown up a result which was tending towards the random. It is relatively easy to come to a decision when only two or three risk sources have to be considered, but it is much more difficult to come to a decision when 13 risk sources are involved. In such circumstances it would be probable that some of the risk sources that are lower weighted would have to be ignored, that is a non-ANP approach would have to be adopted simply to make the process of decision making viable. For this reason the use of ANP is definitely to be recommended not only when making decisions related to collaboration but also when there is any doubt regarding a MCDM problem. As well as allowing there to be more confidence in the decision that is reached, ANP also provides a very good way for any enterprise to validate the decision that they have made. The process of the research has, in this case, provided an approach that is both thorough and methodical so that it was possible for there to be confidence in the decision that was finally reached. During the research process the thorough literature review revealed a comprehensive list of risk sources in VO as did the expert questionnaire which meant that it was possible to feel confident with the final decision. Although for other ventures it is likely to be the case that sources of risk and their weights may differ, the method that has been used to decide them in this case, is one that is recommended. It is also the case that the particular risk sources that have been identified will be able to be used as a point at which to begin for other ventures seeking to explore the risks that are relevant to their particular circumstances. This means that that there is a much firmer foundation on which to base a decision rather than simply considering all the possible risks and alternatives. The use of ANP ensures that no relevant source of risk is overlooked and that all the pertinent issues are taken into consideration. All this ensures that the research is able to provide a template as well as being a source of encouragement for SMEs looking to join a VO.
Nonetheless, the assessment of risk is a process that is constantly evolving so that it is possible to deal with changes occurring in the environment. Once the comparison matrices have been set up they can be reexamined so that alterations can easily be made to evaluations in response to changes that have taken place and for this reason ANP can be considered to be an outstanding tool. It is the case that some sources of risk may become less important or even completely disappear, while others increase in importance, and also fresh sources of risk, that did not previously exist, may have to be taken into consideration. Once a successful decision has been made no venture should consider that to be the end of the matter; rather they should be constantly vigilant so that they can identify new risks that may emerge. Setting up this method for evaluating weights has helped with the task of prioritising and defining both the part played by sources of risk and their relative importance and this helps in the making of two decisions: deciding which sources of risk are the most important and setting up the priorities for risk management.
The ANP proved to be a very powerful and appropriate tool for assessing the decision problem faced by the enterprise resulting in a high confidence level for implementing the suggested solution. An additional strength of ANP lies in its ability to incorporate qualitative criteria, as well as uncertainty which is present in decision-making. The decision could have been made by just looking at the risk sources and then coming up with an apparent best solution, without employing ANP. However, with so many risk sources involved and because alternatives could be involved, this approach would have been rather haphazard. While it can be easy to make a decision among alternatives across two or three risk sources, 13 criteria are much more challenging to handle. Therefore the application of ANP is recommended not only when making collaboration decisions, but for any MCDM problem involving uncertainty. The outcome of ANP does not only provide more confidence in the final decision, it is also an excellent way for an enterprise to justify its decision.
As such, the catalogue of risk sources was identified via an in-depth literature review and an expert questionnaire, and represents a comprehensive set of issues describing the situation of enterprises in a VO. While these factors and their weights could be different for other enterprises, the process employed to derive them is an approach to be recommended. Similarly, the set of risk sources identified can serve as a starting point for other enterprises in the exploration of their risks. This provides for a much stronger foundation to make a correct decision, instead of merely thinking through all the possible risks and alternatives. The approach ensures that no relevant risk factor is forgotten, and that all issues are considered. The research can thus serve as a template and inspiration for SMEs joining a VO.
However, alternatives have to be re-evaluated on a continuous basis, and risk sources have to be reassessed to account for potential changes that are occurring in the environment; it is an evolving process. The ANP serves as an outstanding tool in this regard, since once the comparison matrices have been set up, they can be revisited and evaluations can be adjusted easily based on changes that may have occurred. For instance, some risk sources may diminish in significance, while the importance of others may increase. Moreover, additional risk sources not considered in the present decision may emerge, and others may disappear completely. Having made a successful decision, the enterprises continuously keep an open mind to identify even better alternatives that may emerge.
We can summarise the limitation and weaknesses of the research; Low response rate for questionnaire, those completing the questionnaire may find it a tiring task since it demands significant concentration and it is time consuming and ANP relies on the fact that knowledge and judgement as well as the principles of those who make the decisions have an equal value.
Finally we can plot some direction for future research based on this work where this research is based on 13 risk sources so an extension of this work could add more risk sources if any appear in the future, While the research was conducted in the European Union countries, the research outcome is envisaged to be widely applicable anywhere and an improvement to the way of using ANP could take place in the future since this method is based upon getting the inputs for ANP matrices. This can be improved by plugging in a module to compute the probability based on collected historical data.
