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This paper proposes a framework for combined source-channel coding for a power and bandwidth constrained noisy channel.
The framework is applied to progressive image transmission using constant envelope M-ary phase shift key (M-PSK) signaling
over an additive white Gaussian noise channel. First, the framework is developed for uncoded M-PSK signaling (with M = 2k).
Then, it is extended to include coded M-PSK modulation using trellis coded modulation (TCM). An adaptive TCM system is
also presented. Simulation results show that, depending on the constellation size, coded M-PSK signaling performs 3.1 to 5.2 dB
better than uncoded M-PSK signaling. Finally, the performance of our combined source-channel coding scheme is investigated
from the channel capacity point of view. Our framework is further extended to include powerful channel codes like turbo and
low-density parity-check (LDPC) codes. With these powerful codes, our proposed scheme performs about one dB away from the
capacity-achieving SNR value of the QPSK channel.
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1. INTRODUCTION
Shannon’s separation principle [1] states that source cod-
ing and channel coding could be optimized individually
and then operated in a cascaded system without sacrific-
ing optimality. Therefore, traditionally, channel coders are
designed independently of the actual source, while source
coders are designed without considering the channel. The re-
sulting coders are then cascaded. However, Shannon’s separa-
tion principle is valid only for asymptotic conditions such as
infinite block length and memoryless channel. Thus, under
practical delay and storage constraints, independent designs
of source and channel coders are not optimal. This motivates
a joint optimal design [2] of the source and channel coders.
However, joint optimization is quite complex in practical sys-
tems. Not only does the traditional theoretical approach re-
quire infinite complexity, but also a completely coupled de-
sign seems practically infeasible.
This paper presents a low-complexity technique, which
increases the performance of cascaded systems by introduc-
ing some amount of coupling between the source coder and
the channel coder. Specifically, source- and channel-rate allo-
cations are studied for embedded source coders and a power
and bandwidth constrained noisy channel.
The average energy transmitted per source symbol is con-
sidered to be an important design parameter when using a
power-constrained (e.g., AWGN) channel. Since the trans-
mission rate is the number of bits transmitted per source
symbol, if the signal constellation is known, the average en-
ergy transmitted per source symbol can be formulated to op-
timize the end-to-end quantization error of the system. The
transmitted bits include source bits and redundant bits. It is
therefore important to eﬀectively allocate these bits between
the source coder and the channel coder. This allocation is
characterized by the choice of a channel code rate. By intro-
ducing a bandwidth constraint, this degree of freedom be-
comes the choices of signal constellation in conjunction with
both the channel code rate (resulting in coded modulation)
and the source code rate. Thus, there is a tradeoﬀ between
modulation, source coding, and channel coding. These com-
ponents will be examined by jointly optimizing the trans-
mission rate and the channel code rate for a certain class of
source and channel codes. Our goal is to minimize the aver-
age distortion of a source transmitted over a bandwidth and
power constrained noisy channel.
Sherwood and Zeger [3] used a combined source-chan-
nel scheme based on Said and Pearlman’s set partitioning
in hierarchical trees (SPIHT) image-coding algorithm [4].
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They utilized cyclic redundancy check (CRC) codes [5] and
rate-compatible punctured convolutional (RCPC) channel
codes for image transmission over binary symmetric chan-
nels (BSCs). Since then, a large body of works (see [6] and
references therein) has addressed joint source-channel cod-
ing (JSCC) for scalable multimedia transmission over both
BSCs and packet-erasure channels. Fossorier et al. [7] gener-
alized the scheme of [3] from BSCs to analog binary chan-
nels by choosing the average energy per transmitted bit in
conjunction with both the source rate and the channel code
rate under a power constraint. While the additional degree
of freedom makes it possible to achieve higher overall peak
signal-to-noise ratio (PSNR) values, it also results in either
bandwidth reduction or expansion (with respect to the un-
derlying reference system), the latter being highly undesir-
able.
The embedded property of SPIHT coded image bit-
stream has been exploited to provide unequal error protec-
tion (UEP) by the use of diﬀerent channel codes with codes
of higher rates allocated to the tail of the bitstream. How-
ever, it has been shown in [8, 9] that optimal UEP (with
much high complexity and longer delay) only oﬀers a small
performance gain over optimal equal error protection (EEP)
for BSCs. This motivates us to study eﬃcient transmission
scheme obtained with constellation expansion, that is, coded
modulation, in the spirit of EEP that does not lead to band-
width expansion as in [7].
Forward error correction is a practical technique for in-
creasing the transmission eﬃciency of virtually all-digital
communication channels. Ungerboeck [10] showed that
with TCM, it is possible to achieve asymptotic coding gain
of as much as 5.8 dB in average energy per symbol (Es/N0)
within precisely the same signal spectral bandwidth, by dou-
bling the signal constellation set from M = 2k 1 to M = 2k
using a method called set partitioning. The main idea is to
maximize Euclidean distance rather than dealing with Ham-
ming distance. The set partitioning strategy maximizes the
intrasubset Euclidean distance. It has led to extensive re-
search [11] on finding practical codes and their performance
bounds. Viterbi et al. [12] introduced bandwidth-eﬃcient
pragmatic codes which generate trellis codes for higher M-
PSK constellation by using an industry standard rate-1/2
trellis code, at the loss of some performance compared to
Ungerboeck codes.Wolf and Zehavi [13] extended pragmatic
codes to a wide range of high-rate punctured trellis codes for
both PSK and QAM modulations.
This paper proposes a combined source-channel coding
framework based on embedded image coders such as SPIHT
and JPEG2000. The SNR is chosen in conjunction with the
source code rate and the channel code rate under a power
constraint. In the meantime, TCM is used in conjunction
with a bandwidth constraint. An adaptive TCM system capa-
ble of operating at variable rates and modulation formats is
designed using punctured TCM codes [14]. Theoretical per-
formance bounds are computed analytically for TCM coding
and simulations performed to match the theoretical analy-
sis of TCM coders for our combined source-channel coding
system. In addition, simulation results using turbo [15] and
LDPC codes [16] are also presented in this study; the turbo
(and LDPC) based source-channel coding system has a gap
of 1.2 (and 0.98) dB from the capacity-achieving SNR (SNR
gap) value of the QPSK channel.
This paper is organized as follows. In Section 2, we
present our combined source-channel coding framework us-
ing the SPIHT image coder under power and bandwidth
constraints. The SPIHT image coder is reviewed, and both
uncoded and coded signaling formats are considered. In
Section 3, the proposed framework is applied to M-PSK sig-
naling. Theoretical and simulation results for both uncoded
and coded cases are presented, followed by the design of
an adaptive TCM system. The input constrained capacity
for AWGN channels is considered in Section 4. Results from
applying both turbo and LPDC codes are also presented.
Section 5 concludes the paper.
2. THE JSCC FRAMEWORK
2.1. The SPIHT image coder
The SPIHT coder by Said and Pearlman [4] is a celebrated
wavelet-based embedded image coder. It employs octave-
band filter banks for subband/wavelet decomposition of the
input image and takes advantage of the fact that the vari-
ance of the coeﬃcients decreases from the lowest to the
highest bands in the subband pyramid. This SPIHT cod-
ing algorithm is an improvement of Shapiro’s embedded
zerotree wavelet (EZW) coding algorithm [17]. The dif-
ference between SPIHT and EZW is that the SPIHT al-
gorithm provides better performance. Both coders outper-
form JPEG while producing an embedded bitstream, which
means that the decoder can stop at any point of the bit-
stream and still produce a decoded image of commensu-
rate quality. EZW and SPIHT have led to the development
of the new JPEG2000 image compression standard. Since
both SPIHT and JPEG2000 produce embedded bitstreams,
our proposed framework is applicable to both of them.
However, we only use the SPIHT image coder in this pa-
per.
2.2. The proposed framework
Consider a JSCC system employing the SPIHT image coder
emitting bits at rate rs, measured in bits per pixel (bpp),
where the total number of pixels in the input image(s)
is assumed to be L. The quality of the decoded image is
measured by the mean-squared error (MSE) D as a func-
tion of rs. Figure 1 depicts the operational distortion-rate
function D(rs) 1 of SPIHT for the 512   512 Lena image
(with L = 5122), which is monotonically nonincreasing. As
the source image is progressively compressed by the SPIHT
1 Since the SPIHT image coder is embedded, D(rs) can be easily generated
by encoding at high rate (e.g., 1 bpp) and decoding at all lower rates. Al-
ternatively, one can use generic models for D(rs); see [6, Figure 4] SPM
for details.
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Figure 1: Operational distortion-rate function D(rs) of the SPIHT
coder for the 512   512 Lena image.
coder, decoding stops if a single error occurs.2 Thus the av-
erage distortion after transmitting anN-bit SPIHT bitstream
across a channel characterized by its bit-error probability Pb
can be calculated as
D = D
(
N
L
)(
1 Pb
)N
+
N 1∑
i=0
D
(
i
L
)(
1 Pb
)i
Pb. (1)
If R constellation signals per source sample3 are trans-
mitted over the channel using an average energy of Es per
transmitted signal, then for a given target power level P0 (in
maximum permitted energy per source sample), power con-
strained transmission means REs  P0. On the other hand,
the bandwidth constraint R0 implies a duration per constel-
lation signal (or channel use) of at least 1/R0 second, then
R = R0 implies Es = P0/R0 if both the maximum available
power and available bandwidth are used.
Let b0 be the total number of transmitted symbols for the
source image (with L pixels); by the definition of R, we have
R = b0/L. Then R = R0 leads to
R = R0 = b0
L
. (2)
In all systems considered in this work, R0 is fixed. Equation
(2) means b0 is a constant in all systems.
If a channel code with rate rc is used for error correction,
the maximum number of bits per source sample available for
2 Throughout this paper, we assume that channel errors (if any) can be
detected perfectly (e.g., by CRC codes, which are widely used for error
detection because of the simplicity of their implementation and the low
complexity of both the encoder and the decoder); see, for example, the
CRC-RCPC code used in [3].
3 For transporting images, a source sample corresponds to an image pixel.
We use them interchangeably in this paper.
source coding is rs = R0rck, with M = 2k being the num-
ber of modulation levels. Thus, when the maximum available
bandwidth is utilized, that is, R = R0, we also have
R = rs
rck
. (3)
It is assumed that each constellation {Si} used for transmis-
sion over an AWGN channel with zero mean and variance
N0/2 is associated with a capacity Ci(Es/N0). Shannon’s chan-
nel coding theorem states that if rck < Ci(Es/N0), then, rs
bits per source sample can be transmitted with an arbitrarily
small probability of error and Shannon’s separation principle
implies that the distortion level D(rs), corresponding to rate
rs, can be achieved.
Since D(rs) is assumed to be a nonincreasing function of
rs, this simply suggests the selection of the signal constellation
that achieves the highest capacity under the power and band-
width constraints (assuming infinite block lengths).
2.3. Application to an arbitrary modulation format for
an AWGN channel
We consider the following practical problem based on the
embedded SPIHT image coder: for a given AWGN chan-
nel with zero mean, variance N0/2, and constraints on both
the average power and bandwidth, what is the minimum
achievable average MSE of transmitted images, using arbi-
trary modulation signaling (AMS) for both coded and un-
coded systems?
2.3.1. Uncoded AMS signaling
The SPIHT image coder is used in conjunction with uncoded
2k-AMS signaling, that is, rc = 1. The corresponding average
bit-error probability is computed and given as Pb(k). For an
image (with L pixels) compressed at rate of rs bpp, rckb0 =
kb0 = Lrs source bits are transmitted over the AWGN channel
with b0 symbols. Due to the embedded nature of the SPIHT
coded image bitstream, the average MSE can be expressed as
D
(
rc, k
) = D(rs)(1 Pb(k))rckb0
+
rckb0 1∑
i=0
D
(
rsi
rckb0
)(
1 Pb(k)
)i
Pb(k),
(4)
where D(rs) represents the distortion of the image decoded
at rate rs bpp (see Figure 1).
From (2) and (3), the source code rate can be rewritten
as rs = rckb0/L = kb0/L, which varies only with k under un-
coded signaling. Equation (4) then becomes
D(1, k) = D
(
kb0
L
)(
1 Pb(k)
)kb0
+
kb0 1∑
i=0
D
(
i
L
)(
1 Pb(k)
)i
Pb(k).
(5)
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SinceD(kb0/L) decreases while Pb(k) increases as k increases,
it implies that for a given value of Es/N0, the optimum choice
of k corresponds to the MSE
Dunc,min
(
Es
N0
)
= min
k
D(1, k). (6)
Intuitively, this choice is justified by the fact that as the chan-
nel condition improves (i.e., Es/N0 increases), a larger con-
stellation size (i.e., larger value of k) can be chosen to achieve
higher throughput (source) rate rs with lower MSE.
However, a lower averageMSE can be obtained if channel
coding is combined with the modulation, resulting in coded
modulation. The following section illustrates how to do this.
2.3.2. Coded AMS signaling
Assume a rate-rc channel code (with rc < 1) is used to trans-
mit images compressed at rate of rs bpp with 2k-AMS sig-
naling, so that rckb0 = Lrs. If the corresponding bit-error
probability is approximated as Pb(k), then the average MSE
becomes
D
(
rc, k
) = D(rs)(1 Pb(k))rckb0
+
rckb0 1∑
i=0
D
(
rsi
rckb0
)(
1 Pb(k)
)i
Pb(k)
= D
(
rckb0
L
)(
1 Pb(k)
)rckb0
+
rckb0 1∑
i=0
D
(
i
L
)(
1 Pb(k)
)i
Pb(k).
(7)
We optimize (7) over rc and k for fixed b0 and L to obtain
Dcod,min
(
Es
N0
)
= min
rc ,k
D
(
rc, k
)
. (8)
In terms of the PSNR in dB, it becomes
PSNR = 10 log10
2552
Dopt
(
Es/N0
) , (9)
where Dopt(Es/N0) is chosen as (6) or (8).
Depending on the channel condition, we optimize both
the channel code rate and modulation format for minimum
distortion (or maximum PSNR).
3. APPLICATION OF THE JSCC FRAMEWORK TO M-
ARY PSK MODULATION
3.1. Phase shift keying (PSK)
PSK is a combined energy modulation scheme in which the
source information is contained in the phase of the transmit-
ted carrier. For a given value of Es/N0, the bit-error probabil-
ity Pb(k) of M-PSK signaling over an AWGN channel using
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Figure 2: PSNR versus Es/N0 performance of using an uncodedM-
PSK system (with M = 2k for k = 1, 2, 3, 4) for transmitting the
SPIHT compressed 512   512 Lena image using b0 = 65, 536 sym-
bols. The source coding rate is 0.25, 0.5, 0.75, and 1 bpp, respec-
tively, for k = 1, 2, 3, and 4.
gray mapping can be approximated as [18]
Pb(k)  2Q
(√
2Es/N0 sin
π
M
)
. (10)
Figure 2 depicts the performance of the JSCC scheme by
transmitting the 512   512 Lena image using uncoded M-
PSK signaling (with M = 2k for k = 1, 2, 3, 4). Both simu-
lated results “(+)” and the corresponding theoretical values
are shown. The bandwidth and power constraints are satis-
fied by fixing the number of constant energy PSK symbols
to b0 = 65, 536, meaning R0 = 0.25 and rs = 0.25, 0.5, 0.75,
and 1 bpp, respectively, for k = 1, 2, 3, and 4. For each fixed
k, as Es/N0 increases from 0 dB, Pb(k) decreases, and the sys-
tem’s PSNR performance improves until it reaches its ceiling
when Pb(k) = 0 andD(1, k) = D(rs), means the ceiling point
is determined by SPIHT’s source coding performance at rate
rs. Using diﬀerent k’s, there is no performance diﬀerence4 at
very low Es/N0 (since Pb(k)  1 for all k), however, since rs is
higher for larger k, the system performance plateaus sooner
at lower PSNRwith smaller k than with larger k. The best sys-
tem performance corresponds to the envelop of the diﬀerent
PSNR versus Es/N0 curves.
The uncoded system performs poorly at low Es/N0. To
improve this performance, codedmodulation techniques like
TCM should be used.
4 The 14.53 dB minimum PSNR corresponds to using the default decoded
image with constant pixel value 128 for Lena.We note that the image qual-
ity should be at least 30 dB in PSNR to have no noticeable visual artifacts.
By starting at the minimum 14.5 dB, we intend to provide the whole pic-
ture of results that are verified by simulations.
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Figure 3: PSNR versus Es/N0 performance of using a TCM system
for transmitting the SPIHT compressed 512   512 Lena image us-
ing 65,536 symbols. The source coding rate for QPSK 4-state rate-
1/2 TCM, 8-PSK 8-state rate-2/3 TCM, and 16-PSK 8-state rate-3/4
TCM is 0.25, 0.5, and 0.75 bpp, respectively. Both theoretical curve
based on (11) and respective simulation results are provided. The
performance of uncoded systems of Figure 2 is also included for
comparison purposes.
3.2. Trellis-coded modulation (TCM)
TCM codes [10] introduce the redundancy required for error
control without increasing the signal bandwidth by expand-
ing the signal constellation size. Now, symbol mapping be-
comes part of the TCM code design and it is done in a special
way called set partitioning. Ungerboeck [10] showed that it is
possible to achieve an asymptotic coding gain of as much as
5.8 dB in Es/N0 without any bandwidth expansion. The prob-
ability of symbol error for transmission over noisy channels
is a function of theminimum Euclidean distance dfree between
pairs of distinct signal sequences. If bdfree is the total number
of information bit errors associated with the erroneous paths
at distance dfree from the transmitted one, averaged over all
possible transmitted paths, we have a probability of bit error
[19] of
Pb(k) 
bdfree
rc
Q
(√√√d2freeEs
2N0
)
. (11)
at suﬃciently high Es/N0.
Figure 3 depicts the performance of three coded systems
that uses 4-state rate-1/2 TCM (with QPSK), 8-state rate-
2/3 TCM (with 8-PSK), and 8-state rate-3/4 TCM (with 16-
PSK), respectively, again for transmitting the 512  512 Lena
image using 65,536 symbols (or R0 = 0.25). The correspond-
ing source coding rate rs = R0rck is 0.25, 0.5, and 0.75 bpp,
Table 1: The best choice of channel code rate and signal constella-
tion (and their associated source coding rate) corresponding to dif-
ferent Es/N0 ranges based on Figure 4 for our adaptive TCM system
when transmitting the SPIHT compressed 512   512 Lena image
using 65,536 symbols.
Es/N0
range(dB)
Channel
code rate rc
Signal
constellation
Source coding
rate rs (bpp)
0.00–6.91 1/2 QPSK 0.25
6.91–7.48 2/3 QPSK 0.33
7.48–10.8 3/4 QPSK 0.375
10.8–12.45 2/3 8-PSK 0.5
12.45–15.6 5/6 8-PSK 0.625
15.60–25.00 3/4 16-PSK 0.75
respectively. Both theoretical curve based on (11) and respec-
tive simulation results are provided. It is seen that there exists
a mismatch between the theoretical and simulation values at
low Es/N0. This is because the BER in (11) is approximated
using only the error paths at distance dfree.
The performance of uncoded systems of Figure 2 are also
included for comparison purposes. It is seen that, at the same
rs, a TCM coded system performs better than an uncoded
system at low Es/N0.
We note that a similar approach has been presented in
[20] for robust video coding. However in [20], binary chan-
nel coding with gray-mapped QPSK signaling is considered
in conjunction with an enhancement, which allows one to se-
lect two rotated versions of the QPSK constellation, resulting
in nonuniform 8-PSK signaling. Contrary to our proposed
scheme, channel coding in [20] is realized independently of
the modulation so that independent parallel binary channels
are considered at the receiver.
3.3. Adaptive TCM system
The performance of the TCM system depicted in Figure 3 still
saturates quickly and in some regions of Es/N0 values, the un-
coded system performs better. Moreover, each configuration
requires a separate code. Hence for practical use with variable
channel conditions, the JSCC-TCM system presented above
is not suitable. We thus devise a single encoder-decoder TCM
system based on punctured codes [14]. It is assumed that the
transmitter is able to perform adaptive modulation, which
can be achieved, for example, with the help of channel side
information.
Figure 4 presents the performance of this adaptive TCM
system. It employs a single 64-state rate-1/2 TCM code in
[12] as its base code, which has reasonable decoding com-
plexity. By varying the puncturing rate (which leads to diﬀer-
ent rc’s) and k (or the constellation sizeM), a number of sys-
tem configurations are generated and their performance pre-
sented. The best performance of this adaptive TCM system
is the envelop of all PSNR versus Es/N0 curves. Table 1 sum-
marizes the best choices of rc and constellation size M = 2k
with PSK (and the associated rs = R0rck) corresponding to
diﬀerent Es/N0 ranges.
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Figure 4: PSNR versus Es/N0 performance of our adaptive TCM
system for transmitting the SPIHT compressed 512  512 Lena im-
age using 65,536 symbols. Numbers next to the performance ceil-
ings are the source coding rates rs = R0rck, with R0 = 0.25 and
M = 2k being the constellation size.
It is seen from Figure 4 that our QPSK 64-state rate-
1/2 TCM coded system performs 5.2 dB better than uncoded
BPSK signaling, and that our 8-PSK 64-state rate-2/3 TCM
coded system and 16-PSK 64-state rate-3/4 TCM coded sys-
tem performs 3.1 dB better than uncoded QPSK and 8-PSK
signaling, respectively.
So far, the performance of our TCM-based JSSC scheme
is studied in terms of Es/N0. In the next section, the perfor-
mance is studied from a channel capacity perspective using
powerful channel codes.
4. PERFORMANCE OF JSCC USING
CAPACITY-APPROACHING CODES
4.1. Channel capacity
The capacity of a discrete input continuous output memory-
less (e.g., AWGN) channel is given as
CM = max
p(xm)
M∑
m=1
∫

 
p
(
xm, y
)
log2
p
(
y  xm
)
p(y)
dy. (12)
If b0 symbols are transmitted over this channel, then the
minimum achievable distortion is given by D(b0CM/L),
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Figure 5: The best PSNR versus capacity-achieving Es/N0 perfor-
mance of using our JSCC system for transmitting the SPIHT com-
pressed 512  512 Lena image using 65,536 symbols.
where D() is the operational distortion-rate function (see
Figure 1) of the SPIHT image coder.
In Figure 5, the performance of the JSCC framework,
employing the adaptive TCM system (see Section 3.3) and
uncoded M-PSK modulation, is compared with the mini-
mum achievable distortion. We observe that there still re-
main large SNR gaps at the low SNR range. The performance
can be improved by employing capacity-approaching ran-
dom codes like turbo [15] and LDPC codes [16] for low
Es/N0 values (although theoretical expressions are no longer
feasible).
4.2. Turbo-coded JSCC system
A turbo encoder consists of two binary rate-1/2 recursive sys-
tematic convolutional (RSC) encoders separated by an inter-
leaver. Unfortunately, the presence of an interleaver compli-
cates the structure of a turbo code trellis, and a decoder based
on maximum-likelihood estimation cannot be used. Thus a
suboptimal iterative decoder based on the a posteriori prob-
ability (APP) binary BCJR [21] algorithm is used. Given the
channel output sequence, the BCJR decoder estimates the bit
probability.
In the case of turbo coded modulation, there are a couple
of techniques that can be used. A turbo system can be de-
signed specifically for the corresponding modulation scheme
[22, 23]. For example, a symbol interleaver is used in [23]
and a symbol-based BCJR algorithm is replaced at the de-
coder side. The technique in [24] uses a direct extension of
binary turbo codes. The output of the binary turbo encoder
is gray mapped to some constellation symbols. The received
symbols are demodulated and the log-likelihood ratio (LLR)
of each bit in the symbol is computed. This soft information
is then passed to the decoder. This scheme is simple and eas-
ily extendable. We designed turbo codes of rate-1/2 with 16-
state QPSK and rates 1/3 and 2/3 with 16-state 8-PSK using
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Figure 7: PSNR versus Es/N0 performance of using rates 1/3 and 2/3
turbo coded 8-PSK for transmitting the SPIHT compressed 512  
512 Lena image using 65,536 symbols. The corresponding source
coding rate is 0.25 and 0.5 bpp, respectively.
this technique. The corresponding performances using an S-
random interleaver with a block size of 6,096 are shown in
Figures 6 and 7, respectively.
In our simulations, we transmitted 11 blocks, meaning
11  6096 = 67, 056 symbols, and the reported performance
of turbo codes is calculated based on considering the first
65,536 symbols only. It is seen from Figure 6 that the rate-1/2
turbo code is 1.4  0.2 = 1.2 dB away from the capacity for
QPSK; and turbo codes with coded modulation can achieve
an additional gain of 3.6 dB over their TCM code counter-
part. Figure 7 indicates that the rate-1/3 and rate-2/3 turbo
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Figure 8: PSNR versus Es/N0 performance of using a rate-1/2
LDPC-coded QPSK for transmitting the SPIHT compressed 512  
512 Lena image using 65,536 symbols (with rs = rs = 0.25 bpp).
codes are 1.9 0.13 = 1.77 and 7 5.6345 = 1.3655 dB away
from capacity for 8-PSK, respectively. The performance for
our turbo coded system degrades at low SNR because of in-
creased noise power.
The above turbo codes are on average 1.4 dB away from
near-Shannon-limit error-correction performance. This gap
can be further reduced by increasing the frame size but at
the cost of increased computation and latency, and/or by us-
ing other types of turbo codes designed specifically for coded
modulation. An alternate is to use low-complexity LDPC
codes.
4.3. LDPC-coded JSCC system
An LDPC code is completely specified by its parity check
matrix. Extensive research works (e.g., [25]) have been con-
ducted on the design of LDPC codes. When designed care-
fully, irregular LDPC codes can perform very closely to the
capacity of typical channels.
As for the case of turbo coded modulation, similar tech-
niques have been developed for LDPC codes [26, 27]. We
have designed a binary LDPC code of length 2  65,536 bits
for QPSK signaling using the approach of [26] (with edge
profiles λ(x) = 0.4717x+0.33358x2 +0.0108x3 +0.04257x4 +
0.007025x7+0.004925x9+0.12996x11 and ρ(x) = 0.28125x6+
0.70942x7 +0.00934x8) and applied to our combined source-
channel coding system. The results are shown in Figure 8.
In our experiments, we set the maximum number of LDPC
decoding iterations to be 60 (between the demodulator and
the LDPC decoder) and 25 (for the LDPC decoder). Be-
cause there is always a probability of decoding error, we run
the same image transmission 5,000 times at the operating
Es/N0 and make sure that correct image decoding is guar-
anteed at least 996 out of every 1,000 runs before reporting
the averaged PSNR results. This makes sure that the eﬀect
on the PSNR performance due to the probability of error is
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Table 2: Gains achieved with channel coding techniques (using
rate-1/2 code and QPSK signaling) when transmitting the SPIHT
compressed 512 512 Lena image using 65,536 symbols. The source
coding rate is rs = 0.25 bpp.
Modulation
scheme
Gain over uncoded
system (dB)
SNR gap (dB)
Trellis coded 5.2 4.8
Turbo coded 8.8 1.2
LDPC coded 9.02 0.98
negligible at the operating Es/N0. Figure 8 indicates that the
average decrease in image quality due to LDPC decoding
errors is 33.9935  33.9923 = 0.0012 dB in PSNR (be-
cause all four errors in every 1,000 runs in our experi-
ments occur towards the end of the source bitstream). It
is also seen that our JSCC system with LDPC codes (op-
erating at Es/N0 = 1.18 dB) is 0.98 dB away from the ca-
pacity and it performs 0.22 dB and 3.82 dB better than the
turbo system and TCM system, respectively, for the QPSK
system.
The overall performance achieved by our scheme with
rate-1/2 code using various coding schemes (e.g., TCM,
turbo and LDPC codes) for QPSK modulation is summa-
rized in Table 2. Similar results can be achieved by using
turbo and LDPC codes with various rates and M-PSK mod-
ulations.
5. CONCLUSIONS
In this paper, a general framework for determining the op-
timal source-channel coding tradeoﬀ for a power and band-
width constrained channel has been presented. It addresses a
potential shortcoming of [7] with respect to bandwidth ex-
pansion. It also oﬀers an additional degree of freedom with
respect to the EEP/UEP approaches of [3, 8, 9], as well as a
means of improvement. This framework has been applied to
progressive image transmission with constant envelope M-
PSK TCM signaling over the AWGN channel. An adaptiveM-
PSK TCM system employing a single encoder-decoder pair
is also presented. Our combined source-channel coding ap-
proach is close to be optimal, when used in conjunction with
strong random coding techniques. Extensions to other sig-
naling constellations or channel models follow in a straight-
forward manner. A particularly well-suited example for PAM
signaling over a fading channel is the JSCC scheme proposed
in [28] in which several PAM constellations can be chosen
adaptively.
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