The optimal functional form of convex underestimators for general twice continuously differentiable functions is of major importance in deterministic global optimization. In this paper, we provide new theoretical results that address the classes of optimal functional forms for the convex underestimators. These are derived based on the properties of shift-invariance and sign-invariance.
Introduction
Mathematical methods that generate convex underestimators for twice continuously differentiable constrained nonlinear optimization problems are of primary importance in deterministic global optimization [7] . A powerful approach for constructing such convex underestimators is the theory behind the αBB global optimization algorithm [1, 2, 3, 6, 7, 8, 9, 10] . In the αBB framework, an underestimator L(x) = f (x) + Φ(x) is selected, where
The parameters α i are selected in such a way that the resulting function L(x) is convex and still not too far away from the original objective function f (x) [1, 2, 3, 6, 7, 9, 10] . In the αBB techniques, for each coordinate x i , there is a single parameter α i affecting this coordinate. Changing α i is equivalent to a linear re-scaling of x i . Indeed, if we change the unit for measuring x i to a new unit which is λ i times smaller, then all the numerical values become λ i times larger:
In principle, we can have two different re-scalings:
and
If we substitute the new values y i = g i (x i ) and z i = h i (x i ) into the formula (1), then we get the following expression
For the above linear re-scalings, we get
where
From this viewpoint, a natural generalization is to replace linear rescalings g i (x i ) and h i (x i ) with non-linear ones, that is, to consider convex underestimators of the type L(x) = f (x) + Φ(x), where Φ(x) is described by the formula (2) with non-linear functions g i (x i ) and h i (x i ). Now, instead of selecting a number α i for each coordinate i, we have an additional freedom of choosing arbitrary non-linear functions g i (x i ) and h i (x i ). The fundamental question is what classes of functional forms are best suited for the convex underestimators.
In recent work [4, 5] , several new functional forms that correspond to different non-linear functions have been investigated, and through extensive computational studies it was demonstrated that the best results were achieved for the exponential functions
For these functions, the expression (2) can be simplified to:
. If a selection of the functions g i (x i ) and h i (x i ) is "optimal", then the results of using these optimal functions should not change if we simply change the starting point for measuring x i (i.e., replace each value x i with a new value x i + s, where s is the shift in the starting point). Otherwise, if the "quality" of the resulting convex underestimators changes with shift, we could apply a shift and get better functions g i (x i ) and h i (x i ) -which contradicts our assumption that the selection of g i (x i ) and h i (x i ) is already optimal. Therefore, the "optimal" choices g i (x i ) and g i (x i ) can be determined from the requirement that each component
in the sum (2) be invariant under the corresponding shift. Let us describe this requirement in precise terms. 
At first glance, shift invariance is a reasonable but weak property. It turns out, that this seemingly weak property almost uniquely determines the optimal selection of exponential functions, as shown in the following Proposition.
Proposition If a pair of functions (g(x), h(x)) is shift-invariant, then this pair is either exponential or linear, that is, each of the functions g(x) and h(x) has the form g(x)
Proof of Proposition For α = 1, condition (3) takes the form
where we denoted C(s) As a result, we arrive at the following equation: 
Multiplying both sides by the denominator, we conclude that
Differentiating both sides by x L , we conclude that
In this equation, the left-hand side does not depend on x, so the right-hand does not depend on x either, that is, A(x, s) = A(s). Thus, the equation (7) takes the form
where we denoted a(s)
is smooth, hence the function a(s) is smooth too -as the ratio of two smooth functions. Differentiating both sides of the equation (10) with respect to s and taking s = 0, we get
where a def = a (0). To simplify this equation, let us move all the term depending on x to the right-hand side and all the terms depending on x L to the left-hand side. As a result, we arrive at the following:
The right-hand side is a function of x only, but since it is equal to the lefthand side -which does not depend on x at all -it is simply a constant. If we denote this constant by b, we get the following equation:
that is,
When a = 0, integrating both sides of this equation, we get 1
for some constants C, a, and C 1 . The proposition is proven.
In addition to shift, another natural symmetry is changing the sign. If we require that the expression (2) remains invariant if we change the sign, that is, replace x by −x, then we get the relation between g(x) and h(x): h(x) = −g(−x). Therefore, if a pair (g(x), h(x) is shift-invariant and signinvariant, then:
In other words, the optimal generalized αBB scheme is either the original αBB [1, 2, 3, 6, 7, 8, 9, 10] , or the scheme with exponential functions [4, 5] . Thus, we have established that:
• the exponential functions are indeed optimal, and
• the theoretical explanation of why they are optimal is because they are the only pair of functions which satisfies the condition of symmetry (shift-invariance and sign-invariance) that optimal pairs should satisfy.
In addition to changing the starting point for x, we can also change a unit for measuring x, that is, consider scaling transformations x → λ · x. Shall we require that the expression (2) be invariant not only w.r.t. shifts but w.r.t scalings as well? Theoretical results on the scale invariance are presented in [11] .
