Abstract. The modulus of smoothness in the norm of space Lq of nonperiodic functions of several variables is estimated by best approximations by entire functions of exponential type in the metric of space Lp, 1 p q < ∞.
Introduction and preliminaries
A converse theorem of approximation in various metrics for 2π periodic functions of several variables was proved in [5] . We prove the theorem of representation for the derivative of a function, and then the analogous converse theorem for nonperiodic functions defined on the space R n . In this way we generalize and improve the results from [4, 6.4] .
As usually we say that f (x 1 , . . . , x n ) ∈ L p (R n ), 1 p < ∞ if
The notions of the best approximation and of the modulus of smoothness are given in [2] and [4] . Let g ν = g ν1...νn (x 1 , . . . , x n ), ν = (ν 1 , . . . , ν n ), (g ν ∈ L p ) be an entire function of exponential type ν i with respect to the variable x i (i = 1, 2, . . . , n). The best approximation E ν1,...,νn (f ) p of a function f ∈ L p (R n ) by entire functions of exponential type is the quantity 
Proof. We have
Since the sequence A i is monotonic, (1.1) follows from (1.3). Multiplying inequality (1.1) by 2 2s , we get inequality (1.2).
Lemma 1.2. If A i ↓ 0 as i → ∞, and s 1, then the following inequality holds
Proof. The following inequalities hold because the sequence A i is monotonic
From the above two inequalities it follows
Multiplying (1.7) by A 2 m−1 and in view of (1.5) and (1.6), we get (1.2).
Remark 1.1. Lemmas 1.1 and 1.2 are valid for 0 < s < 1 also, with different constants C = C(s). So inequality (1.1) becomes 
Theorem of representation
where Proof. For the sum (2.6)
holds. In view of (2.1) and (2.7) we conclude that
This means that the equality
In the next step we prove (2.9) holds in L q . For ξ λ we have
Applying the inequality of various metrics of Nikolsky [2, 3.3.5] we obtain
hence, in view of (2.10), it follows
We will estimate the sum (2.12)
in the norm L q . With the aim of estimating the quantity A = G t − G mwe will apply a method which has been used in several papers. For example, the method was applied in [3] and [1] (see the estimate of A in Lemma 1). The method was also applied in [6] to estimate quantity A from (2.6) to (2.45). Therefore, taking into account (2.11), from (2.12), we get
Following the proof in [6] and starting from equality (2.12), we will now prove inequality (2.13). Denote (2.14)
For a given number q denote [q] + 1 = k. This means that k ∈ {2, 3, . . . } and that q/k < 1. From (2.14) it follows that (2.15)
Now from (2.17), based on (2.18), we get
Using the equality
dx.
Applying Hölder's integral inequality to a product of
. 
from (2.24), based on (2.25), (2.26) and (2.10), we get 
λs .
Therefore from (2.30) it follows
If we apply Hölder's inequality so that α ′ relates to the first factor, and α to the second one, then in the same way we conclude that
Based on (2.31) and (2.32) we conclude that 
From (2.37) based on (2.38) it follows
Now from (2.36) based on (2.39) we get
In the inequality (2.40) the product has k factors
with the exponent 1/k. The sum of these exponents is 1. Therefore we can apply Hölder's inequality and get
Since λ r = m + 1, . . . , t for every r = 1, . . . , k, then
We will estimate, for example, M 1 = M . Since a(λ 1 , λ 1 ) = 1, then from (2.42) after some calculation we get (2.44) 
Based on (2.47) and (2.29) we conclude that
Finally, from (2.48), based on (2.14), the inequality (2.13) follows. If r j = 0, then σ = 
In the next step we prove equality (2.5). To do it we estimate the quantity
Applying the inequality of the Bernstein type [2, 3.2.2], we get
hence, in view of (2.11), it follows
Now, using for B the same procedure by which we estimated A, we get (see the estimation of B in [6, (2.50)-(2.65)]
In view of condition (2.3) and inequality (2.52) we conclude that the sequence G . This means that equality (2.5) holds.
The converse theorem of approximation
Now we are going to prove a converse theorem of approximation, analogously to the result in [5] and give some consequences. 
holds, where the constant C does not depend either on f or m i = 1, 2, . . . .
Proof.
For the modulus of smoothness ω k of the derivative f (r1,...,rn) of the function f we have
For I 1 we obtain (3.3)
In the same way by which inequality (2.17) was established, in view of (3.3), we conclude that
In virtue of the properties of the modulus of smoothness [2, 4.4.4(2)] we have (3.5)
In the same way by which the inequality (2.17) was established, putting r i + k instead of r i , and since l i = 1, we get the estimate
Now, in view of (3.2), (3.4), (3.5) and (3.6), we obtain
Using Lemma 1.2, from the previous inequality, it follows
Choosing m so that 2
To estimate the first sum in (3.7) we use (1.2), (Lemma 1.1.), and get
, from (3.7) and (3.11), it follows (3.1).
Corollary 3.1. For n = 1 it holds that l j = 1, r j = r, σ = r + For n = 1 inequality (3.12) implies inequality 6.4.1(3) in [4] . For r j = 0, j = i, r i = r (j = 1, . . . , n) it holds that σ = r + ( 
