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Abstract. We devise explicit partitioned numerical methods for second–order-in-time scalar
stochastic differential equations, using one Gaussian random variable per timestep. The construction
proceeds by analysis of the stationary density in the case of constant-coefficient linear equations,
imposing exact stationary statistics in the position variable and absence of correlation between
position and velocity; the remaining error is in the velocity variable. A new two-stage “reverse
leapfrog” method has good properties in the position variable and is symplectic in the limit of zero
damping. Explicit new “Runge–Kutta leapfrog” methods are constructed, sharing the property that
qn+1 = qn+
1
2
(pn+pn+1)Δt, whose mean-square velocity order increases with the number of stages.
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1. Introduction. Long-term properties are the focus of much current research
on numerical methods for differential equations that are second order in time. Sep-
arable Hamiltonian problems, for example, can be solved using explicit partitioned
Runge–Kutta (PRK) methods that are symplectic [1], and the concept of symplectic
structure can be extended to Hamiltonian dynamics, with a suitably-chosen noise term
and the same stochastic realization for each trajectory [2]. In this work, however, we
consider dynamics where an ensemble of different trajectories originates even from a
single-point initial condition, corresponding to different realizations of the stochastic
process. The most relevant long-term quantity is the stationary density [3, 4].
The stationary density of a numerical method differs from that of the continuous-
time stochastic differential equation (SDE), assuming they both exist, by an amount
that depends on the timestep Δt [5]. It can be studied by means of a modified ac-
tion [6], reminiscent of modified equations used to understand finite-time convergence
[7, 8]. Such techniques provide a procedure for devising numerical methods, as well
as analyzing them, by matching terms in powers of Δt [9, 10, 11]. Here, by impos-
ing conditions obtained from analysis of linear equations, we construct explicit PRK
methods that approximate the stationary density with high-order accuracy.
The stationary densities of linear constant-coefficient SDEs have the simplicity
of being Gaussian and, therefore, described by just the mean squares of the position
and velocity variables, and the correlation between position and velocity, which is
zero in the exact solution. Thus, as in the analysis of deterministic dynamics, linear
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1602 KEVIN BURRAGE AND GRANT LYTHE
constant-coefficient equations are a test bed for studies of stability and convergence.
When comparing the (non-Gaussian) stationary densities that result from numerical
methods applied to nonlinear equations with the exact stationary density, we shall
use an integral quantity known as the Kullback–Leibler divergence, or relative entropy
[12, 13].
Applied to linear equations, the simplest stochastic leapfrog method gives the
exact stationary variance of the position variable and maintains the independence of
position and velocity; the only error is in the variance of the velocity variable. Re-
cently, Mannella introduced a modification of the stochastic leapfrog algorithm that
reduces the mean-square velocity error [14, 15]. We show, by analysis of linear equa-
tions and numerical experiments on nonlinear equations, that this two-stage method
is one of a family of s-stage explicit “Runge–Kutta leapfrog” methods whose accuracy
approaches that of the implicit midpoint method as the number of stages is increased.
The implicit midpoint method is the only Runge–Kutta method with a nonsingular
tableau matrix that reproduces the exact stationary density, applied to linear SDEs
with additive white noise, independent of the value of the damping [16, 17, 18]. In
fact, all moments of the velocity are exactly integrated as t → ∞, and there is no
correlation between position and velocity for linear systems with additive noise in
arbitrary dimensions [19, 9].
We shall consider second-order scalar SDEs of the following form:
(1.1) x¨ = f(x)− ηx˙ + ξ(t),
where ξ(t) is a white noise process satisfying
〈
ξ(t)ξ(t′)
〉
= δ(t− t′) and the damping
parameter is denoted η. They describe the position of a particle in one dimension
subject to deterministic forcing f(x), related to the potential function V (x) via f(x) =
−V ′(x), and random forcing ξ(t) whose amplitude  is related to the temperature T
and damping coefficient η by the fluctuation-dissipation relation 2 = 2ηKT . We can
write (1.1) as a pair of first-order equations for Xt and Vt, the position and velocity
variables:
dXt = Vtdt,
dVt = −ηVtdt + f(Xt)dt + dWt,
(1.2)
whereWt is a Wiener process satisfying
〈
WtWs
〉
= min(t, s). Denote the probability
density at time t by Π(x, v; t):
(1.3) Π(x, v; t) =
d
dx
d
dv
Prob (Xt < x,Vt < v) .
The stationary density
(1.4) Π∞(x, v) = lim
t→∞Π(x, v; t)
has the analytical form: Π∞(x, v) = N0 exp
(−v2/2KT − V (x)/KT ), where the con-
stant N0 is determined by the condition
∫∞
−∞
∫∞
−∞Π∞(x, v)dxdv = 1. Thus the
late-time statistics of the velocity are Gaussian and uncorrelated with the position.
Numerical methods produce approximate values for position qn and for velocity
pn at discrete times t0, t1, . . . , where tn+1− tn = Δt. We consider the evolution of qn
and pn and compare their statistical properties as tn →∞ with the exact form (1.4).
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STATIONARY DENSITIES WITH PARTITIONED METHODS 1603
The exact density of the velocity variable is Gaussian, even when f(x) is nonlinear, so
that accuracy can be quantified in terms of σ2v only. The position variable, however,
requires further examination. In particular, we compare the density of qn as n → ∞
with the exact result
(1.5) ρ(x) =
∫ ∞
−∞
Π∞(x, v)dv =
exp (−V (x)/KT )∫∞
−∞ exp (−V (y)/KT )dy
.
We have chosen to compare the late-time density of the position variable produced by
the numerical method ρ∗(x) with the exact density ρ(x) (1.5), using the Kullback–
Leibler divergence, or relative entropy [12]
(1.6) D[ρ|ρ∗] =
∫ ∞
−∞
ln
(
ρ(x)
ρ∗(x)
)
ρ(x)dx,
which integrates the log of the ratio ρ(x)ρ∗(x) , weighted by ρ(x) itself. It is zero if
ρ(x) = ρ∗(x) everywhere and positive otherwise.
In the remainder of this section, we outline the structure of PRK methods, ex-
tended to SDEs that are second order in time with damping and additive noise, and
their implementation on a class of linear SDEs for which the stationary density is
Gaussian. Certain matrix equalities are necessary in order for the stationary density
of the discrete-time dynamical system defined by the numerical method to reproduce
the exact stationary mean square of the position variable, the independence of position
and velocity, and to approximate the stationary mean square of the velocity variable
to high order in Δt. In section 2, we consider two-stage methods. In particular, we
devise a new “reverse leapfrog” method. In section 3, we simplify the matrix condi-
tions by introducing the concept of s-stage Runge–Kutta leapfrog methods, construct
explicit methods, and perform numerical experiments to compare the performance of
the methods, old and new, for both linear and nonlinear problems.
1.1. Partitioned Runge–Kutta methods. When solving (1.1) under a PRK
method with s stages, qn+1 and pn+1 are obtained from qn and pn as a weighted sum
of s evaluations of f at intermediate values Yi:
pn+1 = pn +
s∑
j=1
bj(−ηZj + f(Yj))Δt + ΔWn,
qn+1 = qn +
s∑
j=1
bˆjZjΔt,
(1.7)
where each ΔWn is drawn independently from a Gaussian distribution with mean
zero and variance Δt. The intermediate values satisfy
Zi = pn +
s∑
j=1
aij(−ηZj + f(Yj))Δt + ciΔWn,
Yi = qn +
s∑
j=1
aˆijZjΔt.
(1.8)
Note that only one random variable is required per timestep. Let
k1 = ηΔt,
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1604 KEVIN BURRAGE AND GRANT LYTHE
and define column vectors by Z = (Z1, Z2, . . . , Zs)T, Y = (Y1, Y2, . . . , Ys)T, and
f(Y ) = (f(Y1), f(Y2), . . . , f(Ys))T. Then we can write (1.8) as
Z = (I + k1A)−1(pne + ΔtAf(Y ) + ΔWnc),
Y = qne + ΔtAˆZ.
(1.9)
We also use the notation e = (1, 1, . . . , 1)T, b = (b1, b2, . . . , bs)T, bˆ = (bˆ1, bˆ2, . . . , bˆs)T,
c = (c1, c2, . . . , cs)T, and let A and Aˆ be the s× s matrices whose entries are the aij
and aˆij in (1.8). We can represent PRK methods by pairs of Butcher tableaux:
c A
b
Aˆ
bˆ
.
In this paper, we assume
bTe = 1, bˆTe = 1, Ae = c,(1.10)
and denote cˆ = Aˆe [20]. In explicit methods, A and Aˆ are lower triangular and
the matrix Aˆ(I + k1A)−1A is strictly lower triangular. Let B = diag(b1, . . . , bs) and
[21, 22]
(1.11) M = BAˆ + ATB − bbT.
In a deterministic setting, a PRK method is said to be symplectic [1] if b = bˆ and all
elements of M are zero.
1.2. Linear equations. If f(x) = −gx, then (1.4) is
P∞(x, v) = N exp
(−g x2/2KT − v2/2KT) .
In other words, the stationary density is Gaussian and completely characterized by
three quantities: The mean squares of the position and velocity variables and the
(absence of) correlation between the position and velocity. We refer to this as the
linear system. In the exact solution, these three quantities are limt→∞
〈
Xt2
〉
= 1gKT ,
limt→∞
〈
V2t
〉
= KT , and limt→∞
〈
XtVt
〉
= 0. The linear system is actually a class
of SDEs parametrized by the damping η. The exact stationary density is independent
of η, but the stationary density obtained from a numerical method will, in general,
depend on η.
Let
k2 = gΔt2.
If a PRK method is applied to the linear system, then (1.9) simplifies to
Z = P−1 (pne− gqncΔt + cΔWn) ,
Y = qne + AˆZΔt,
(1.12)
where
(1.13) P = I + Ak1 + AAˆk2.
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STATIONARY DENSITIES WITH PARTITIONED METHODS 1605
Since the numerical evolution is linear, P ∗∞(x, v) is a Gaussian density. Let
σ2x = lim
tn→∞
〈
p2n
〉
, σ2v = lim
tn→∞
〈
q2n
〉
, μ = lim
tn→∞
〈
qnpn
〉
, and Σ =
(
σ2x μ
μ σ2v
)
.
We shall search for methods for which
(1.14) Σ = KT
(
1/g 0
0 α(k1, k2)
)
.
That is, the mean square of the position variable is exact, and there is no correlation
between position and velocity variables. (This severely restricts the allowed choices of
A, Aˆ, b, and bˆ.) The mean square of the velocity variable is the function α(k1, k2) of
the dimensionless combinations k1 = ηΔt and k2 = gΔt2; for clarity in what follows,
we shall omit these arguments. In the exact solution α = 1, so the departure from
unity is the the error in the mean-square velocity.
We will say that a PRK method has mean-square velocity order p if α = 1+CΔtp,
where C is independent of Δt. The advantage of this approach is that, while the
stationary mean-square velocity is not exact, the error can be made arbitrarily small,
and furthermore, the implementation is explicit, unlike the implicit midpoint method.
Hence, issues associated with solving a nonlinear system at each step are avoided.
Explicit Runge–Kutta leapfrog methods are efficient in terms of computer memory
use because only the most recent intermediate velocity value need be retained.
A Runge–Kutta method for the linear stochastic system can be written as
(1.15)
(
qn+1
pn+1
)
= R(Δt)
(
qn
pn
)
+ rΔW
for some
R(Δt) =
(
r11 r12
r21 r22
)
and r =
(
r1
r2
)
.
Comparing (1.12) with (1.15), we find
r11 = 1− bˆTP−1ck2,
r12 = bˆTP−1eΔt,
r21 = −g
(
1− bTP−1ck1 − bTAˆP−1ck2
)
Δt,
r22 = 1− bTP−1ek1 − bTAˆP−1ek2,
(1.16)
(1.17) r1 = − 1
gΔt
(r11 − 1), and r2 = − 1
gΔt
r21.
The condition (1.14) can be written using the notation of (1.15) as S = 0, where
S =
(
r11 r12
r21 r22
)(
1/g 0
0 α
)(
r11 r21
r12 r22
)
−
(
1/g 0
0 α
)
+ 2ηΔtrrT.
This is equivalent to (2.6) in [18]. With (1.17), we require
r22 = r11(1 + 2k)− 2k,
r221 = gα(1− r11)(1 − 2k + r11(1 + 2k)),
r12 = −(gα)−1r21,
D
ow
nl
oa
de
d 
12
/1
5/
15
 to
 1
30
.1
02
.8
2.
11
0.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1606 KEVIN BURRAGE AND GRANT LYTHE
where k = k1/k2. Thus, using (1.16) and simplifying, we find that the following two
conditions must hold for all k1 and k2, if Σ is to take the form (1.14):
k1
(
bTP−1e− 2bˆTP−1c
)
+ k2
(
bTAˆP−1e− bˆTP−1c
)
= 0,
bˆTP−1e− 2bˆTP−1c + k1
(
2(bˆTP−1c)2 − bTP−1cbˆTP−1e
)
+ k2
(
(bˆTP−1c)2 − bTAˆP−1cbˆTP−1e
)
= 0,
(1.18)
and we can write
(1.19) α =
2bˆTP−1c
(bˆTP−1e)2
(
1−
(
k1 +
1
2
k2
)
bˆTP−1c
)
.
Expanding P−1 in the first few powers of k1 and k2, and substituting in (1.18) using
(1.10), we find the following necessary conditions:
bˆTc =
1
2
bTcˆ =
1
2
, bˆTAc =
1
2
bTc, bTAˆAcˆ = bTAAˆc,(1.20)
and bˆTAcˆ− 1
4
= −1
2
bTc + bTAcˆ = 2bˆTAAˆc− bTAˆc.
Expanding (1.19) similarly yields
α = 1 + k1
(
1
2
− bTc
)
+ k2
(
2bˆTAcˆ− bTAcˆ− bTAˆc + 1
2
bTc− 1
4
)
+ · · ·
= 1 + k1
(
1
2
− bTc
)
+ k2
(
bTAcˆ− bTAˆc + 1
4
− 1
2
bTc
)
+ · · · .(1.21)
Using the requirement S = 0, we develop numerical methods with α = 1 +
O(Δtj+2). That is, the stationary mean square of the position variable obtained
when solving linear SDEs is exact, and the independence of position and velocity is
exactly preserved, while the error in the mean square of the velocity is O(Δtj+2), i.e.,
the mean-square velocity order is j + 2. The task is to find explicit methods that
satisfy (1.18).
2. Two-stage methods. In this section, we consider two-stage PRK methods
that satisfy (1.18). Recall that explicit PRK methods have the property that Aˆ(I +
k1A)−1A is strictly lower triangular. If s = 2, then it is only possible to satisfy (1.20)
if either AAˆ = 0 or AˆA = 0.
We first describe three methods which share the property that AˆA = 0. The
leapfrog method is represented in Butcher tableaux as
0
1
0 0
1 0
1 0
1/2 0
1/2 0
1/2 1/2
.
This gives α = (1− 12k1− 14k2)−1 [18]. Mannella’s modification of the leapfrog method
is represented as
0
1
0 0
1/2 1/2
1/2 1/2
1/2 0
1/2 0
1/2 1/2
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STATIONARY DENSITIES WITH PARTITIONED METHODS 1607
it has α = (1− 14k2)−1 [18]. The implicit midpoint method has
0
1/2
0 0
0 1/2
0 1
0 0
0 1/2
0 1
,
which gives the exact value α = 1 [16, 17, 18].
2.1. The “reverse leapfrog” method. To devise a new method, now we sup-
pose that bˆ = b and AAˆ = 0. The method is characterized by
1/2
1/2
1/2 0
1/2 0
1/2 1/2
0 0
1/2 1/2
1/2 1/2
and has α = 1− 14k2 = 1− 14gΔt2. This “reverse leapfrog” method can be written as
Z1 =
1
1 + 12k1
(
pn +
1
2
Δtf(qn) +
1
2
ΔWn
)
,
qn+1 = qn + ΔtZ1,(2.1)
pn+1 = pn − Z1k1 + 12Δt(f(qn) + f(qn+1)) + ΔWn.
We note that both the reverse leapfrog and the Mannella method are symplectic in a
deterministic setting. That is, they satisfy M = 0, where M is given by (1.11).
In numerical experiments on nonlinear systems, we have found that the reverse
leapfrog method outperforms all other two-stage Runge–Kutta methods in terms of
the position variable. On the other hand, the implicit midpoint rule is the most
accurate in the velocity variable and most closely respects the independence of position
and velocity [18]. In Figure 1, we display mean-square results for the double-well
system when f(x) = x− x3. The numerical experiments were carried out by evolving
10000 realizations for a time of order 106.
In Figure 2, we plot ρ∗(x)/ρ(x) for two-stage methods, with KT = 0.1 and
Δt = 0.2. Leapfrog-type methods overestimate the density close to the maximum of
the potential; the implicit midpoint method underestimates it in the same region. In
Figure 3, we plot the Kullback–Leibler divergence (1.6) as a function of Δt for two-
stage methods. Under this measure of accuracy, the reverse leapfrog method performs
best of the two-stage methods in the position variable.
A characteristic feature of the reverse leapfrog method (2.1) is that the quantity
pn+1 is the last one produced in each step, from a combination of qn and qn+1. In
contrast, the final operation in all the other methods discussed in this paper is
qn+1 = qn +
1
2
(pn + pn+1)Δt.
We explore such schemes further in section 3.
2.2. Error conditions. Let us return to (1.21) and to the quest for explicit
methods that give α as close as possible to unity, whilst being exact in the posi-
tion variable and respecting the independence of position and velocity. In order to
eliminate the error term proportional to k1, we need bTc = 12 . Then
α = 1 + k2(bTAcˆ− bTAˆc) + · · ·
= 1 + k2(bTAAˆe− bTAˆAe) + · · · .
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Fig. 1. Double-well system with KT = 0.1 and η = 1. Upper graph: Mean-squared position
versus Δt for the implicit midpoint, Mannella, leapfrog, and reverse leapfrog methods. Lower graph:
Mean-squared velocity versus Δt. The dotted lines are the exact results.
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ρ∗(x)
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rl
Fig. 2. The ratio of the stationary density in the position variable produced by numerical meth-
ods, and the exact stationary density ρ(x) is plotted, as a function of x, for the implicit midpoint,
Mannella, leapfrog, and reverse leapfrog methods. In each case, Δt = 0.2. Double-well system with
KT = 0.1 and η = 1.
Because explicit two-stage PRK methods have either AAˆ = 0 or AˆA = 0, but not
both, we cannot eliminate the error term proportional to k2. That is, we can at best
obtain α = 1+O(Δt2), corresponding to mean-square velocity order 2. Inspection of
(1.21) and (1.20) reveals that the following conditions are necessary in order to obtain
α = 1 +O(Δt3) or better:
bTc = bˆTc = bTcˆ =
1
2
, bˆTAcˆ = bTAcˆ = bTAˆc,
bˆTAc =
1
4
, bˆTAAˆc = bTAˆAcˆ = bTAcˆ− 1
8
.(2.2)
In the next section, we devise explicit PRK methods, with s ≥ 3, satisfying (2.2).
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Fig. 3. The Kullback–Leibler divergence, or relative entropy, between the numerical and exact
stationary densities is plotted, as a function of Δt, for the implicit midpoint, Mannella, leapfrog,
and reverse leapfrog methods. Double-well system with KT = 0.1 and η = 1. The two-stage method
with the best performance in the position variable is the “reverse leapfrog” method.
3. Runge–Kutta leapfrog methods. We consider a class of methods that we
shall call Runge–Kutta leapfrog methods, defined via conditions on the entries in the
Butcher tableaux.
Theorem 3.1. If, in addition to (1.10),
b = bˆ and bTA =
1
2
bT,
then a PRK method has an update of the form
pn+1 =
1
1 + 12ηΔt
⎛
⎝(1− 1
2
ηΔt
)
pn + Δt
s∑
j=1
bjf(Yj) + ΔWn
⎞
⎠ ,
qn+1 = qn +
1
2
Δt(pn + pn+1).
(3.1)
Proof. If b = bˆ, then (1.7) can be written
qn+1 = qn + ΔtbTZ,
pn+1 = pn − k1bTZ + ΔtbTf(Y ) + ΔWn.
If bT(A− 12I) = 0, then, by a power series expansion, bT (I + k1A)−1 = bT(1+ 12k1)−1.
With (1.9) we find
bTZ = bT
(
I +
1
2
k1
)−1
(pne + ΔtAf(Y ) + ΔWnc)
=
(
1 +
1
2
k1
)−1(
pn +
1
2
ΔtbTf(Y ) +
1
2
ΔWn
)
=
1
2
(pn + pn+1).
The implicit midpoint method, too, satisfies the conditions of Theorem 3.1 and
can be written in the form (3.1). It is, of course, not explicit, but the implicit part of
each timestep can be performed as a finite number of fixed-point iterations [18].
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1610 KEVIN BURRAGE AND GRANT LYTHE
In the remainder of this section, we develop a procedure to produce the PRK
methods with s = 3, 4, 5. Applied to linear systems, they are exact in the position
variable and respect the independence of position and velocity, while the error in
the σ2v is proportional to Δtsηs−2. We begin by introducing a set of conditions on
the matrices A and Aˆ and the column vectors b and bˆ, which ensure that (1.18) are
satisfied and simplify the expression for α.
Lemma 3.2. If, in addition to (1.10) and (1.18),
b = bˆ, bTc =
1
2
, and Acˆ =
1
2
c,
then
bTP−1e = 1−
(
k1 +
1
2
k2
)
bTP−1c
and
(3.2) α =
2bTP−1c
1− (k1 + 12k2)bTP−1c
.
Proof. Using (1.13),
1−
(
k1 +
1
2
k2
)
bTP−1c− bTP−1e = −
∞∑
i=1
(−1)ibT(k1A + k2AAˆ)ie
−
(
k1 +
1
2
k2
) ∞∑
i=0
(−1)ibT(k1A + k2AAˆ)ic
=
∞∑
i=1
(−1)ibT(k1A + k2AAˆ)i
(
−k1c− k2Acˆ +
(
k1 +
1
2
k2
)
c
)
=
∞∑
i=1
(−1)j−1(k1A− k2AAˆ)ik2
(
Acˆ− 1
2
c
)i
= 0.
The relation (3.2) now follows from (1.19).
3.1. Properties A and B. We now introduce conditions on the parameters of
the method that simplify the order conditions in α, allowing us to construct high-order
methods.
Property A. Let the conditions (1.10) plus
b = bˆ, bTA =
1
2
bT, Acˆ =
1
2
c,
be known as Property A.
Corollary 3.3. Let
κ =
1
2
k1 +
1
4
k2 =
1
2
ηΔt +
1
4
gΔt2.
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Suppose Property A holds. Let j ≥ 0 be the largest integer such that
(3.3) bT(k1A + k2AAˆ)ic =
1
2
κi, i = 0, . . . , j.
Then α = 1+O(Δtj+2). The O(Δtj+2) term is proportional to kj1k2.
Proof. Using the definition (1.13),
bTP−1c =
∞∑
i=0
(−1)ibT(k1A + k2AAˆ)ic.
If (3.3) holds, then bTP−1c = 12
∑j
i=0(−1)iκi+Rj , where Rj =
∑∞
i=j+1(−1)ibT(k1A+
k2AAˆ)ic. Consequently,
α = 2bTP−1c
(
1− 2κbTP−1c)−1
=
(
1 +
j∑
i=1
(−1)iκi + 2Rj
)(
1−
j+1∑
i=1
(−1)i−1κi − 2κRj
)−1
=
(
1 +
j∑
i=1
(−1)iκi + 2Rj
)(
1 +
j+1∑
i=1
(−1)iκi − 2κRj
)−1
= 1+ (−1)j(κj+1 + κj+2) + 2(1 + κ)Rj +O(Δtj+3).
Now, using Property A,
bTAic =
(
1
2
)i+1
for any integer i ≥ 0, and
Rj = (−1)j+1bT(k1A + k2AAˆ)j+1c + (−1)j+2bT(k1A + k2AAˆ)j+2c + · · ·
= (−1)j+1 1
2
(
1
2
k1
)j+1
+ (−1)j+1kj1k2
j∑
i=0
bTAj+1−iAˆAic
+ (−1)j+2 1
2
(
1
2
k1
)j+2
+O(Δtj+3).
Using
κj+1 =
(
1
2
k1
)j+1
+
j + 1
4
k2
(
1
2
k1
)j
+O(Δtj+3),
we find
α =1 + (−1)jkj1k2
(
1
2
)j (
j + 1
4
− 2
j∑
i=0
bTAj+1−iAˆAic
)
+O(Δtj+3).
Hence α− 1 = CΔtj+2 +O(Δtj+3), corresponding to mean-square velocity error
of order j + 2, with constant
C = (−1)jg
(η
2
)j (j + 1
4
− 2
j∑
i=0
bTAj+1−iAˆAic
)
.
A summary of the conditions (3.3) under Property A is given in Table 3.1.
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Table 3.1
Conditions for α = 1 +O(Δtj+2) under Property A.
j Conditions
1 bTAˆc = 1
4
2 bTAˆc = 1
4
, bTAˆAc = 1
8
, bTAˆAAˆc = 1
16
Table 3.2
Conditions for α = 1 +O(Δtj+2) under Property B.
j Conditions
2 bTAˆAc = 1
8
3 bTAˆc = 1
4
, bTAˆA2c = 1
16
, bTAˆAAˆAc = 1
32
Table 3.3
Conditions for α = 1 +O(kj1k2) under (3.5).
j Conditions
1 vTe = 0, vTc = 0
2 vTe = 0, vTc = 0, vTAc = 0
3 vTe = 0, vTc = 0, vTAc = 0, vTA2c = 0, vTAAˆAc = 0
Runge–Kutta leapfrog methods thus have mean-square velocity error proportional
to ηjΔtj+2. Note that the two-stage Runge–Kutta leapfrog method is Mannella’s
“symplectic low order (SLO)” method [14, 15], which satisfies Property A and (3.3)
with j = 0; the error is independent of η.
Property B. Let the conditions of Property A plus
(3.4) Aˆc =
1
2
c
be known as Property B. (No explicit two-stage method can have Property B because
it must have either AAˆ = 0 or AˆA = 0.) A summary of the conditions (3.3) that hold
under Property B is given in Table 3.2.
3.2. Construction of Runge–Kutta leapfrog methods. The condition (3.4)
can be satisfied if cˆ = 12e. In fact, a considerable simplification in the order conditions
takes place if
(3.5) Aˆ =
1
2
I − esvT,
where vT = (v1, v2, . . . , 12 ) and e
T
s = (0, . . . , 0, 1). Comparison with Table 3.2 yields
the conditions in Table 3.3.
Further analysis reveals that the last condition of Table 3.3 is, in fact, unnecessary.
If (3.5) holds and vTAc = 0, vTA2c = 0, then
vTAAˆAc = vTA
(
1
2
I − esvT
)
Ac
=
1
2
vTA2c− (vTAes)(vTAc)
= 0.
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Theorem 3.4. If
Ae = c, bT = bˆT, bTe = 1, bTA =
1
2
bT, and Aˆ =
1
2
I − esvT,
then α = 1 +O(Δtj+2) if and only if
vTe = 0 and vTAic = 0, i = 1, . . . , j − 1.
Proof. We verify Property B as follows:
Acˆ = AAˆe = A
(
1
2
I − esvT
)
e =
1
2
c,
Aˆc =
1
2
cesv
Te =
1
2
c.
Thus
bT(k1A + k2AAˆ)ic =
1
2
κi, i = 1, . . . , j.
By Corollary 3.3, α = 1 +O(Δtj+2).
We now turn to a constructive procedure for producing PRK methods. The
requirement that the method be explicit imposes the condition that Aˆ(1+k1A)−1A be
strictly lower triangular, which will be satisfied if the products of the diagonal elements
of A and Aˆ are zero. In other words, whenever there is a nonzero diagonal element
of Aˆ, there must be a corresponding zero element of A. A systematic construction of
vT and A so that the conditions of theorem 3.4 hold is as follows.
1. Take
ci =
i− 1
s− 1 , i = 1, . . . , s, bi =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1
2
1
s− 1 i = 1,
1
s− 1 i = 2, . . . , s− 1,
1
2
1
s− 1 i = s,
and
(3.6) A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0 0 0
1/(s− 1) 0 · · · 0 0 0
0 2/(s− 1) · · · 0 0 0
...
0 0 · · · (s− 2)/(s− 1) 0 0
a1 a2 · · · as−2 as−1 1/2
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
2. Choose the entries in the last row of A such that bTA = 12b
T:
a1 =
1
2
− 2
s− 1 ,
ai = 1− 2i
s− 1 , i = 2, . . . , s− 2,
as−1 = 1.
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1614 KEVIN BURRAGE AND GRANT LYTHE
3. Find v such that vTe = 0 and
(3.7) vTAic = 0, i = 0, . . . , s− 3.
Let aT = (a1, . . . , as−1, 12 ). With A as given in (3.6), the entries of Ac are
(Ac)l =
⎧⎨
⎩
0, l = 1, 2,
(l − 1)(l − 2)/(s− 1)2, l = 3, . . . , s− 1,
aTc, l = s.
For any i = 1, . . . , s− 3, the entries of Aic are
(Aic)l =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎩
0, l = 1, . . . , i + 1,
(l − 1)(l − 2) · · · (l − i− 1)
(s− 1)i+1 , l = i + 2, . . . , s− 1,
aTAi−1c, l = s.
We can solve (3.7) recursively for vs−1, . . . , v1 by back substitution of an
upper triangular system. The first relation, giving vs−1, is
vs−1
(s− 2)!
(s− 1)s−2 +
1
2
aTAs−4c = 0.
We followed this procedure to produce the following PRK methods with s = 3, 4, 5
and
(3.8) α = 1 +
(−1)s
2s
gηs−2Δts +O(Δts+1).
3.3. Three-stage Runge–Kutta leapfrog method. With s = 3, we can sat-
isfy (3.3) up to j = 1 so that α = 1 +O(Δt3). The resulting tableaux are
0
1/2
1
0 0 0
1/2 0 0
−1/2 1 1/2
1/4 1/2 1/4
1/2 0 0
0 1/2 0
−1/2 1 0
1/4 1/2 1/4
.
The method can be written as
Z1 = pn,
Z2 = (1− 12k1)pn + 12 (f(Y1)Δt + ΔWn),
Y1 = qn + 12ΔtZ1,
Y2 = qn + 12ΔtZ2,
Y3 = 2Y2 − Y1,
pn+1 =
1
1 + 12k1
((
1− 1
2
k1
)
pn +
1
4
Δt(f(Y1) + 2f(Y2) + f(Y3)) + ΔW
)
,
qn+1 = qn +
1
2
Δt(pn + pn+1).
This method, applied to the linear system f(x) = −gx, gives
α− 1 = 1
8
k1k2 − 116k
2
2 −
1
32
k1k
2
2 + · · ·
=
1
8
gηΔt3 − 1
16
g2Δt4 − 1
32
g2ηΔt4 + · · · .(3.9)
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3.4. Four-stage Runge–Kutta leapfrog method. With s = 4, we can satisfy
(3.3) up to j = 2 so that α = 1 +O(Δt4). The solution is represented as
0
1/3
2/3
1
0 0 0 0
1/3 0 0 0
0 2/3 0 0
−1/6 −1/3 1 1/2
1/6 1/3 1/3 1/6
1/2 0 0 0
0 1/2 0 0
0 0 1/2 0
11
8 − 268 198 0
1/6 1/3 1/3 1/6
.
The method can be written as
Z1 = pn,
Z2 = (1− 13k1)pn + 13 (f(Y1)Δt + ΔWn),
Z3 = pn − 23k1Z2 + 23 (f(Y2)Δt + ΔWn),
Y1 = qn + 12ΔtZ1,
Y2 = qn + 12ΔtZ2,
Y3 = qn + 12ΔtZ3,
Y4 = 14 (11Y1 − 26Y2 + 19Y3),
pn+1 =
1
1 + 12k1
((
1− 1
2
k1
)
pn +
1
6
Δt(f(Y1) + 2f(Y2) + 2f(Y3) + f(Y4)) + ΔW
)
,
qn+1 = qn +
1
2
Δt(pn + pn+1).
In this case,
(3.10) α− 1 = 1
16
gη2Δt4 +
1
16
g2ηΔt5 + · · · .
3.5. Five-stage Runge–Kutta leapfrog method. With s = 5, we can satisfy
(3.3) up to j = 3 so that α = 1 +O(Δt5). The solution is represented as
0
1/4
1/2
3/4
1
0 0 0 0 0
1/4 0 0 0 0
0 1/2 0 0 0
0 0 3/4 0 0
0 0 −1/2 1 1/2
1/8 1/4 1/4 1/4 1/8
1/2 0 0 0 0
0 1/2 0 0 0
0 0 1/2 0 0
0 0 0 1/2 0
− 116 7 −9 133 0
1/8 1/4 1/4 1/4 1/8
and can be written as
Z1 = pn,
Z2 = (1− 14k1)pn + 14 (f(Y1)Δt + ΔWn),
Z3 = pn − 12k1Z2 + 12 (f(Y2)Δt + ΔWn),
Z4 = pn − 34k1Z3 + 34 (f(Y3)Δt + ΔWn),
Y1 = qn + 12ΔtZ1,
Y2 = qn + 12ΔtZ2,
Y3 = qn + 12ΔtZ3,
Y4 = qn + 12ΔtZ4,
Y5 =
1
3
(−11Y1 + 42Y2 − 54Y3 + 26Y4),
pn+1 =
1
1 + 12k1
((
1− 1
2
k1
)
pn
+
1
8
Δt(f(Y1) + 2f(Y2) + 2f(Y3) + 2f(Y4) + f(Y5)) + ΔW
)
,
qn+1 = qn +
1
2
Δt(pn + pn+1).
For this five-stage method,
(3.11) α− 1 = − 1
32
gη3Δt5 − 3
64
g2η4Δt6 + · · · .
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Fig. 4. Double-well system with KT = 0.1, g = 1, and Δt = 0.2. Mean-squared velocity is
plotted versus η for Mannella’s leapfrog method (squares), the reverse leapfrog method (small empty
circles), and the PRK methods with 3, 4, and 5 stages. The dotted line is the exact result.
3.6. Double-well system. We have compared the performance of the reverse
leapfrog and PRK methods with some existing methods on the double-well system
f(x) = x − x3. As the number of stages is increased, or as η → 0, the explicit PRK
methods approach the accuracy of the implicit midpoint method, which is exact in
all variables for the linear system and exact in the velocity variable for double-well
systems [18].
In Figure 4, we plot the mean square of the velocity variable versus η. Mannella’s
modified leapfrog method and the reverse leapfrog method, although less accurate
than the PRK methods in the velocity variable, have the virtue of giving an error
independent of damping.
In the linear system, the mean-square velocity order of the explicit Runge-Kutta
leapfrog methods is equal to the number of stages. The error constant, proportional
to ηs−2, for s ≥ 3, is given in (3.8). See the left panel of Figure 5. In the right panel
Figure 5, log-log plots of the mean-square error in the in the (nonlinear) double-well
system show similar scalings, but the constants are fits to the data. Recall that the
implicit midpoint method is exact in the mean-square velocity in both the linear and
nonlinear cases but involves an iterative evaluation at each step.
4. Discussion. Analysis of linear test equations is a convenient way to determine
the properties of numerical methods. In this respect, numerical analysis of SDEs has
much in common with that of deterministic equations. Instead of the classical method
of imposing finite-time convergence by matching Taylor series [23, 2], in this work we
seek accurate reproduction of stationary densities, which can be thought of as the
analogues of steady states.
We have introduced new classes of explicit methods, using only one, Gaussian,
random variable per timestep. The methods are devised based on analysis of linear
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1e-05
0.0001
0.001
0.01
0.01 0.1 1
error
in σ2v
Δt
1e-05
0.0001
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Δt
rl
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Fig. 5. Left panel: Numerical results for the linear system with KT = 1, g = 1, and η = 1.
The error in the mean square of the velocity variable under the reverse leapfrog method is compared
with that using the 3-stage, 4-stage, and 5-stage methods. The dotted lines are error= 1
4
Δt2, 1
8
Δt3,
1
16
Δt4, and 1
32
Δt5. Right panel: Numerical results for the double-well system with KT = 0.1, g = 1,
and η = 1. The dotted lines are error= 1
25
Δt2, 1
40
Δt3, 1
50
Δt4, and 1
100
Δt5.
systems and tested on the (nonlinear) double-well system. In our numerical experi-
ments, these new methods have similar behavior to that seen in linear systems when
the errors are calculated analytically. In nonlinear systems, where the error in the
mean square does not fully describe the difference between the probability density of
the position variable and its exact form, we have used the Kullback–Leibler diver-
gence to quantify how close two probability densities are. We adopt this quantity as
a measure of accuracy and we compute it, for a number of numerical methods, in the
double-well system.
The implicit midpoint method remains optimal in the velocity variable. The
(explicit) Runge–Kutta leapfrog methods that we have devised in the work approach
the accuracy of the implicit midpoint method as the number of stages is increased.
On the other hand, the reverse leapfrog method outperforms the implicit midpoint
method in the position variable.
Partitioned methods have the advantages of being fully explicit and not requiring
the evaluation of derivatives. The “reverse leapfrog” method, for example, is a two-
stage method with very good properties in the position variable for scalar equations
second order in time and with the virtue of being symplectic at zero damping. We
have also constructed new explicit PRK methods that require s function evaluations
per timestep. Extending these methods and the methodology of analysis to multi-
dimensional systems is expected to be straightforward. In the case of multiplicative
noise, the stationary density is unchanged [18] if the damping coefficient is multiplied
by a suitable nonlinear function. However, there are many ways to extend a given
additive-noise method to multiplicative noise, corresponding to evaluating the noise
amplitude at different combinations of intermediate values.
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