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A test of the independence of two sets of variables is developed to have high
power against a special family of dependence. In this each set of variables has the
structure of a single factor model and the dependence is solely via the correlation
# between the underlying latent variables. This is a model with only one nonzero
canonical correlation. It is shown that a test based on the maximum likelihood
estimate of # is appreciably more powerful than that based on r1 , the largest sample
canonical correlation. If, however, the model is used, not just as a family of alter-
natives but as the basis for interpretation, and if substantial cross-correlation is
present then the procedure is essentially equivalent to the use of r1 .  2001
Academic Press
AMS 1991 subject classification: 62H15.
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1. INTRODUCTION
A classical formal problem in multivariate analysis is the study of the
relation between two sets of variables, X and Y, and in particular the
testing of their mutual independence. Hotelling’s fundamental work (1935,
1936) established the role of the canonical correlations, at least in an essen-
tially linear multivariate normal situation. Tests of independence (Anderson,
1984, p. 321) are typically based on some function of the sample canonical
correlations as a test statistic, there being a number of plausible possible
functions, for example the largest canonical correlation.
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In the present paper we explore another approach to testing inde-
pendence more in line with the conventional theory of testing hypotheses.
Namely we postulate a family of alternatives against which high power is
required. We can have two attitudes to this family. One is that it is merely
a formal representation of alternatives plus a specification of structure
within each set of variables. Another is that it is a potential basis for inter-
preting any dependence found, in particular via confidence limits for the
parameter defining dependence. The single factor model we shall use is
especially suitable when both sets of variables are multiple indicators of
underlying latent features, these latent features being provisionally assumed
one-dimensional. In such cases the single-factor model studied below is,
subject to checks of its appropriateness, one natural starting point for inter-
pretation being the simplest form of linear structural relation model
(Bollen, 1989). In other contexts it might be adopted even more provisionally
as a possible simplification of an arbitrary covariance structure.
We suppose that the p+q variables Y1 , ..., Yp ; X1 , ..., Xq , taken without
essential loss of generality to have zero mean, are related to the latent
variables by
Yi =}i !+= i ,
Xj =*j ’+‘j ,
for i=1, ..., p and j=1, ..., q, the =i and the ‘j are mutually independent
normal distributed random variables of zero mean and variances _2i and $
2
j
and the latent variables ! and ’ are without loss of generality of zero mean
and unit variance and correlation coefficient #. The independence and
normality are needed for distribution theory for estimates but important
properties are retained when component variables are mutually uncorrelated.
It can be shown that in this system there is only one nonzero canonical
correlation and that this takes the value
\1=#,,
where ,2=R2! R
2
’ and R
2
! , say, is the squared multiple correlation of ! on
its indicators Y1 , ..., Yp given in turn by
7}2i _
2
i (1+7}
2
i _
2
i )=s} (1+s}),
say. This shows that attenuation of # arising from inability to measure !
and ’ directly has the same form as attenuation of a simple correlation
coefficient by additive measurement error.
When p or q is less than 3, the number of unknown parameters in the
covariance structure of the above model is greater than the number of
canonical statistics under the situation of #=0. In this case, the unknown
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parameters in the model cannot be identified. For formal discussion all
random variables are assumed normally distributed. The dependency in
the system between the two sets of variables is entirely captured by the
parameter #.
We explore the description of dependence via the estimation of # and the
testing of independence via the testing of the null hypothesis #=0.
2. SOME PROPERTIES
There is some lack of uniqueness in the parameterization of the model in
that, for example, the transformation } i  &}i (i=1, ..., p), #  &# leaves
the distribution of the observations unchanged. Thus we can either impose
a convention by taking, say, }1 , *1>0 or base constraints on #2. Further
we assume throughout that both the [}i] and the [*j] are not all small,
because near the points }1= } } } =}p=0 or *1= } } } =*q=0, # is not well
defined. In many applications, it would be reasonable to require all or most
of both the }i and *j to be positive and then the sign of # is defined. The
simulations reported in Section 3 are confined to this case. In the usual
treatment of canonical correlations, the signs of the correlations are regarded
as undefined, or equivalently only the squares of the correlations are used.
The covariance matrix of (YT, XT)T, which we denote as usual by 7, is
given by
7=\KK
T+9
#4KT
#K4T
44T+2+ ,
where KT=(}1 , ..., }p); 4T=(*1 , ..., *q); 9 is a p_p diagonal matrix with
diagonal element _2i ; and 2 is a q_q diagonal matrix with diagonal
element $2j . The hypothesis that H0 : 7YX=0 is of course equivalent to the
hypothesis of #=0.
Although a simple analytical expression cannot be obtained for the
maximum likelihood estimators, }i , _ i , *j , $j and #, they are obtained by
minimizing
log |7|+trace(7&1S),
where S is the sample covariance matrix of Y and X. Equivalently because
the system is a very special linear structural relation model one of the
powerful general programs for fitting such models can be used.
A distinction has to be drawn between behaviour at or near the null
hypothesis #=0 and that when estimation of # or some equivalent in
regions when clear dependence is present.
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Under the null hypothesis, subject to the above condition determining
the sign of #^, the maximum likelihood estimate #^, is asymptotically normal
with mean zero and variance ,&2n. Equivalently it can be shown that ,#^
and , #^ are asymptotically normal with mean zero and variance 1n. This
implies that the squares of these statistics are proportional to chi-squared
with one degree of freedom. By contrast the null distribution of r21 , the
square of the largest canonical correlation coefficient is not of chi-squared
form (Muirhead, 1982). This makes simple calculation of the Pitman
asymptotic relative efficiency of r1 relative to , #^ not available and below we
assess the relative powers of the tests by simulation.
In the non-null case, however, r1 is, subject to the above remarks about
its sign, asymptotically normal with mean #, and variance (1&#2,2)2n
(Kendall et al., 1983, p. 344). This can be expected to give a good approxi-
mation when # and the sample size are such that statistical significance is
not in doubt. For estimation under the assumed model # is the most relevant
parameter and the maximum likelihood estimate #^ is asymptotically normal
and its asymptotic variance can be obtained via the inverse of the Fisher
information matrix. It is
1&,2#2
n,2 _1&
#2
2(1+s})(1+s*) s}s*(s}+{})(s*+{*)
_[s2}(s}+{})((2s*&1)(s*+{*)&{*)+s
2
*(s*+{*)
_((2s}&1)(s}+{})&{})]+O(#4)&
where
{}= :
p
i=1
}4i
_4i (s}&2(}
2
i _
2
i ))
, {*= :
q
i=1
*4i
$4i (s*&2(*
2
i $
2
i ))
.
Note that the asymptotic distribution of the maximum likelihood estimators
of the parameters in a covariance structure model based on multivariate
normality assumption was studied under violation of the standard assump-
tions by several authors (Browne, 1984; Shapiro and Browne, 1987; Yuan
and Bentler, 1999).
The statistics r1 and #^, are asymptotically normal and have almost the
same asymptotic variance if # is numerically small. For example, for }i=*j
=2, _i=$j=1, #=0.1, p=6 and q=3, the asymptotic variances of r1 and
#^, are equal to 1.1086n and 1.1074n respectively. Because #^ is asymptoti-
cally efficient as an estimate of # this suggests, but does not prove, that at
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FIG. 1. Scatter plot of r21 against #^
2 for #=0.2 and #=0.6.
least for modest but nonzero #, the two statistics are essentially equivalent.
Simulations confirm this.
Figure 1 gives the scatter plots of r21 and #^
2 from 3000 simulations for
}i=*j=2, _i=$j=1, p=q=3 and n=100 when #=0.2 and 0.6 respec-
tively. It shows that for large values of #, the statistics r21 and #^
2 are closely
related, whereas for small values of # this is not the case.
For testing #=0, it is plausible that the use of #^ is more efficient than r1 ;
note that the likelihood ratio test involves all the canonical correlations not
just the largest. Again simulations strongly confirm this.
The qualitative explanation of these results is that when there is clear
population dependence the two statistics are essentially equivalent whereas
near the null hypothesis #^ is a combination of the different sample canonical
correlations appropriate for testing a null hypothesis.
3. RESULTS
The empirical distributions of r1 and , #^ and also the powers of tests
based on r21 and (, #^)
2 for }i=*j=2, _i=$j=1 and different values of p,
q and n were examined by 3000 simulations. First it was checked that when
the null hypothesis was true, the simulated distributions agreed with the
greatest-characteristic-root distribution (Morrison, 1976, p. 259) for r1 and
the asymptotic normal distribution of zero mean and variance 1n for , #^.
Simulated distributions for both statistics were used for the power com-
parisons in Table I. As noted above the second statistic is substantially the
more powerful. Simulation suggests also that the null hypothesis distribu-
tion of , #^ is insensitive to the normality assumption.
This is supported also by the following consideration. If , #^, say, were
chosen as a test statistic its null hypothesis distribution could be found by
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TABLE I
Powers of the Tests Based on r21 and (, #^)
2 at 50 Significance Level with }i=*j=2,
_i=$j=1, and Different Values of p, q, and n
p=3, q=3 p=6, q=3 p=8, q=8
n # r21 (, #^)
2 r21 (, #^)
2 r21 (, #^)
2
50 0.1 0.0570 0.1040 0.0590 0.0957 0.0517 0.1063
0.2 0.1010 0.2487 0.0870 0.2373 0.0593 0.2757
0.3 0.1967 0.4997 0.1480 0.4890 0.0757 0.5517
100 0.1 0.0737 0.1547 0.0673 0.1470 0.0557 0.1773
0.2 0.1773 0.4597 0.1507 0.4463 0.0843 0.5090
0.3 0.4387 0.7850 0.3433 0.8087 0.1683 0.8453
300 0.1 0.1430 0.3693 0.1080 0.3433 0.0767 0.3933
0.2 0.5840 0.9010 0.4467 0.8930 0.2853 0.9187
0.3 0.9593 0.9983 0.9133 0.9980 0.7623 1.0000
randomization. This would involve no assumption about either distribu-
tional form or detailed structure within either set of random variables.
Also, in the randomization one set of variables could be held fixed.
In summary, while there are unresolved theoretical issues attached to
this, use of the special model of this paper where appropriate leads both to
a more incisive interpretation and to a more powerful test of the null
hypothesis of independence. Extensions are possible to more than two sets
of variables but will not be considered here.
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