Abstract. For analytic self-maps ϕ of the unit disk, we develop a necessary and sufficient condition for the composition operator Cϕ to be closed-range on the classical Bergman space A 2 . This condition is relatively easy to apply. Particular attention is given to the case that ϕ is an inner function.
Blaschke product is called a Frostman shift of f . Now any Blaschke product B has the form B(z) = z N n |a n | a n a n − z 1 − a n z ,
where N is some nonnegative integer and {a n } n is a finite or infinite "sequence" in D \ {0} such that n (1 − |a n | 2 ) < ∞. And any singular inner function S µ has the form
where µ is some singular measure on T. One may consult [1] and [2] as references for this material.
The classical Bergman space A 2 is the set of functions f that are analytic in D such that ||f || (indeed, much larger) than is the Hardy space H 2 (D) and has received considerable attention in recent years, primarily because of its connection to the invariant subspace problem (cf., [3] ). In this article we consider the composition operator C ϕ on A 2 for ϕ analytic in D such that ϕ(D) ⊆ D, with particular attention given to case that ϕ is an inner function. This operator is certainly bounded; cf.,
3
[8], Section 1.4, problem 5. We investigate when it is closed-range; that is, C ϕ (A 2 ) is a closed subspace of A 2 . By the Open Mapping Theorem, this occurs precisely when there is a positive constant c such that ||f • ϕ|| A 2 ≥ c||f || A 2 for all f in A 2 .
A Necessary and Sufficient Condition
If ϕ is analytic in D and ϕ(D) ⊆ D, then we say that ϕ is an analytic self-map of the disk. For such ϕ, N. Zorboska has given a necessary and sufficient condition for C ϕ to be closed-range on H 2 (D); and she has done likewise in the context of a variety of weighted Bergman spaces (cf., [9] ). In the latter setting her condition is quite difficult to apply. In this paper we develop an alternative necessary and sufficient condition in the context of the Bergman space A 2 . We then apply this condition, paying particular attention to the case that ϕ is an inner function. N. Zorboska's work (in [9] ) shows that every inner function ϕ induces a closed-range composition operator on the Hardy space H 2 (D); also cf., [7] . The situation turns out to be quite different in the context of A 2 . First of all, C ϕ is a compact operator on A 2 if and only if ϕ fails to have an angular derivative at each point of T; cf., [8] , pages 52
and 195, problems 10 and 15 (respectively), and for related material one may consult [6] . In this case, C ϕ cannot be closed-range since it is certainly not finite rank. And if ϕ has an angular derivative at each point of T, then ϕ is necessarily a finite Blaschke product and hence one easily finds that C ϕ is closed-range on A 2 . The role of the angular derivative is more subtle than these extreme cases indicate (cf., Theorem 2.4). We begin with three lemmas whose proofs are very straightforward and thus are omitted. Recall that any conformal mapping from D onto D has the form
where c is a unimodular constant (whose role is suppressed in our notation) and a ∈ D. We call such mappings, conformal automorphisms of the disk. Notice that A Lemma 2.2. Let ϕ be an analytic self-map of the disk and let ψ a be a conformal automorphism of the disk. If one of C ϕ , C ϕ•ψa , C ψa•ϕ is closed-range on A 2 , then so are the other two.
For z and w in D, let ρ(z, w) = z−w 1−wz ; which defines the so-called pseudohyperbolic metric on D. For z in D and 0 < r < 1, let D r (z) = {w ∈ D : ρ(z, w) < r}. Let ϕ be a nontrivial analytic self-map of the disk. For ε > 0, let Ω ε = {z ∈ D :
. We say that G ε satisfies the reverse Carleson condition if there is a positive constant η such that
whenever f is analytic in D and
In [5] , D. Luecking shows that this is equivalent to:
( * ) there are constants c and s, 0 < c, s < 1, such that
Lemma 2.3. Let ϕ be an analytic self-map of the disk and let ψ a be a conformal automorphism of the disk. If there exists ε > 0 such that one of
then there exists ε > 0 such that the other two also satisfy condition ( * ).
Theorem 2.4. Let ϕ be a nontrivial analytic self-map of the disk. Then C ϕ is closed-range on A 2 if and only if there exists ε > 0 such that G ε satisfies condition ( * ).
Proof. By Lemmas 2.2 and 2.3, we may assume that ϕ(0) = 0. And, by Lemma 2.1, we may restrict our attention to C ϕ on A 2 0 . Moreover, by D. Luecking's work in [5] , we need only establish the equivalence between C ϕ being closed-range on A 2 and the existence of ε > 0 for which G ε satisfies the reverse Carleson condition. We make use of the fact that ||f || 2 A 2 and
, which is a countable subset of D. First assume that there exists ε > 0 such that G ε satisfies the reverse Carleson condition.
So we can find a positive constant η such that Gε |f (z)|
. In what follows we use the symbol ≈ between two quantities involving f to indicate that these quantities are boundedly equivalent, independent of f in
where {R n } n is a partition of D \ Z into at most countably many semi-closed polar rectangles such that ϕ is univalent on each R n ; cf., [8] , Section 10.3, page 186. Let S n = ϕ(R n ∩ Ω ε ) and let ψ n denote the inverse of ϕ| Rn . Then, by a standard change of variables, the last line above becomes
And so we find that C ϕ is closed-range on A 2 .
Conversely, suppose that there does not exist ε > 0 such that G ε satisfies the reverse Carleson condition. Then we can find a sequence
for all k and yet
And the Nevanlinna counting function N ϕ satisfies:
as |w| → 1 − ; cf., [8] , page 180. Using this and a decomposition of the disk into polar rectangles (as above), one can find positive constants c 1 , c 2 and c 3 (indpendent of k) such that
And there are positive constants c 4 and c 5 (independent of k) such that
It follows that C ϕ is not closed-range on A 2 and so, via the contrapositive, our proof is now complete. 2
In the next section we look for easily testable conditions that ensure that C ϕ is closed-range on A 2 , paying particular attention to the case that ϕ is an inner function. In light of Theorem 2.4, we need G ε (for some ε > 0) to have a significant presence in the disk everywhere near T. And, of course, this is more likely if Ω ε itself has this property; which, by the Julia-Carathéodory Theorem (cf., [8] ), is linked to ϕ having bounded angular derivative on a substantial portion of T. Most of our analysis occurs in the setting that ϕ has analytic continuation across some arc of T. For such ϕ, we give an analytic condition, which, if satisfied, guarantees that C ϕ is closed-range on A 2 (cf., Theorem 3.4). A consequence of this result is that if B is an infinite Blaschke product such that the set of accumulation points (in T) of the zeros of B has an isolated point, then C B is closed-range on A 2 (cf., Corollary 3.6).
We then construct a Blaschke product B * whose zeros do not accumulate everywhere on T (and so C B * is not compact on A 2 ) such that C B * fails to be closed-range on A 2 and yet C zB * is closed-range on A 2 (cf., Example 3.8). After this we examine the case of singular inner functions and find that if µ is a singular measure on T whose support in some arc of T is nontrivial and is contained in a Cantor set, then C Sµ is closed-range on A 2 (cf., Corollary 3.11). In the last section of this paper we show that if ϕ is univalent, then C ϕ is closed-range on A 2 only when ϕ is a conformal automorphism of the disk (cf., Theorem 5.1).
Regarding Inner Functions
Any analytic self-map ϕ of the disk is in H ∞ (D) and therefore has a factorization ϕ = F BS µ , where F is a bounded outer function, B is a Blaschke product and S µ is a singular inner function.
The product BS µ comprises the inner factor of ϕ, which is the part that interests us most here. Let ϕ be an inner function with factorization BS µ . We define σ ϕ to be the compact subset of T consisting might range throughout R. Let ω = sup{| arg(ϕ(ζ)) − arg(ϕ(ζ ))| : ζ, ζ ∈ I}. We then say that ϕ wraps I through ω radians. Our analysis is based on separate observations concerning the individual factors B and S µ . Let B be a Blaschke product with zeros {a n } n , listed according to multiplicity. Let b n be the factor of B that is built around the zero a n . So, b n (z) = z if a n = 0 and
otherwise. Define h B on T by:
where ζ → P an (ζ) is the Poisson kernel on T for evaluation at a n .
Lemma 3.1. Let B be a Blaschke product. If σ B = T and I is a connected subset of T \ σ B , then B wraps I through I h B (ζ)d|ζ| radians.
Proof. Let J be a closed subarc of I. By a rotation of T if necessary, we may assume that 1 ∈ J.
Our result follows from the Monotone Convergence Theorem if we establish that B wraps J through around the zero a n . Notice that the derivative of the argument of b n (e iθ ) with respect to θ is:
Therefore, the argument of b n (e iθ ) increases as θ increases, for e iθ in J, and J P an (ζ)d|ζ| = length(b n (J)) (which is the radian measure of the angle through which b n wraps J). Since the radians through which B N wraps J is the sum of the radians through which b n wraps J, for 1 ≤ n ≤ N , we find that B N wraps J through
Let µ be a singular measure on T. Via τ (θ) := e iθ , µ gives rise to a singular measure on [0, 2π), which we also call µ. Define g µ on [0, 2π) by
Lemma 3.2. Let µ be a singular measure on T. If σ µ = T and I is a connected subset of T \ σ µ , then S µ wraps I through τ −1 (I) g µ (t)dt radians.
Proof. By the Monotone Convergence Theorem, it is sufficient to establish the statement for an arbitrary closed subarc J of I, in place of I. And, under a rotation of T if necessary (which leaves the value of τ −1 (I) g µ (t)dt unchanged), we may assume that 1 ∈ J. Hence, τ −1 (J) = [t 1 , t 2 ], where 0 < t 1 < t 2 < 2π. Now choose any points a and b such that
where Q r (θ) := 2r sin θ 1−2r cos θ+r 2 is the conjugate Poisson kernel. So, the last integral gives the change in the argument from S µ (τ (a)) to S µ (τ (b)), and this change is positive since g µ ≥ 0. Since this holds for any such a and b, we conclude that the argument of S µ (e iθ ) increases as θ increases, for e iθ in J.
Letting a = t 1 and b = t 2 we find that
gives the full measure in radians through which S µ wraps J. 2
Our next result follows immediately from Lemmas 3.1 and 3.2, and their proofs. 
Proof.
. So, by Theorem 3.3, ϕ wraps J through more than 2π radians. Now J is a compact subset of I and ϕ has analytic continuation across I. Hence, ϕ is uniformly continuous on {z : |z| ∈ J} is contained in Ω ε (= Ω ε (ϕ)), provided ε > 0 is sufficiently small. From these observations it follows that G ε contains an annulus of the form {z : s < |z| < 1}, where 0 < s < 1, provided ε is sufficiently small. By Theorem 2.4 this is enough to ensure that C ϕ is closed-range on A 2 . 2
We now spend some time examining the cases: ϕ is a Blaschke product, and ϕ is a singular inner function. By a Theorem of O. Frostman (cf., [2] , page 79) and Lemmas 2.2 and 2.3, a study of Blaschke products has much to tell us here about inner functions in general, and so we tackle this case first. such that
Proof. The condition in the hypothesis of this proposition is sufficient to ensure that I h B (ζ)d|ζ| = ∞.
So the result follows form Theorem 3.4. 2
The next result is an immediate consequence of Proposition 3.5.
Corollary 3.6. Let B be an infinite Blaschke product. If σ B has an isolated point, then C B is closed-range on A 2 .
Example 3.7. We now construct an example of a Blaschke product B such that σ B omits an arc of
T, yet C B is not closed-range on A 2 . One can accomplish this as a Frostman shift of an appropriately chosen singular inner function. We instead take a more direct approach, making use of an example found in [8] , page 185. In this reference the author describes a Blaschke product, call it B 0 , whose zeros {a n } ∞ n=1 are of multiplicity one and that fails to have an angular derivative at any point in T. Let Γ = {ζ ∈ T : (ζ) ≤ 0}. Now choose θ 0 , 0 < θ 0 < π 2 , and let β be the Blaschke product that is a factor of B and whose (simple) zeros are precisely those of B 0 in {re iθ : 0 ≤ r < 1 and
Then β converges uniformly on Γ and so Γ h β (ζ)d|ζ| < ∞. Thus, by the definition of h β , for any δ > 0, we can find r 0 , 0 < r 0 < 1, such that
where W := {re iθ : r 0 ≤ r < 1 and − θ 0 ≤ θ ≤ θ 0 }. Armed with this, we can find r 1 , 0 < r 1 < 1,
where W 1 := {re iθ : r 1 ≤ r < 1 and − π 4 ≤ θ ≤ π 4 }. And we proceed for k = 2, 3, 4, ... to find r k , r k−1 < r k < 1, such that
where W k := {re iθ : r k ≤ r < 1 and −
We let B 1 be the Blaschke product that is a factor of B 0 such that the zeros of B 1 are precisely those of B 0 in V . By the argument supporting the example in [8] , page 185, B 1 fails to have an angular derivative at every point in T \ Γ. Moreover,
and so B 1 wraps Γ through an angle of less than π 2 radians. The Blaschke product B 1 might itself suffice as an example of what we are looking for, but if h B1 is bounded on Γ, then our job in showing this turns out to be unnecessarily complicated. We therefore construct an additional factor B 2 that will add very little to the wrapping of Γ but will give us a product B := B 1 B 2 with the property that h B is not bounded on Γ near either i or −i. This is accomplished using the following elementary fact concerning Poisson Kernels. Let γ = {w ∈ D : (w) ≤ 0 and P w (1) = 1}. Then γ is a Jordan arc that approaches T tangentially at 1 and
as w converges to 1 in γ, where T + := {ζ ∈ T : (ζ) ≥ 0}. So, under a rotation by i, we can find a Blaschke sequence {c n } ∞ n=1 in {z ∈ D : (z) > 0} that converges tangentially to i such that (for all n) P cn (i) = 1 and
Let d n = c n (for n = 1, 2, 3, ...) and let B 2 be the Blaschke product whose (simple) zeros are the points {c n } ∞ n=1 and {d n } ∞ n=1 . Then h B2 is unbounded on Γ near i and −i, yet Example 3.8. We now use Example 3.7 to find a Blaschke product B * such that C B * is not closedrange on A 2 and yet C zB * is. Let B be the Blaschke product constructed in Example 3.7. Then C B is not closed-range on A 2 and yet, by Theorem 3.4, C z n B is closed-range on A 2 provided n is sufficiently large. So there is a nonnegative integer k such that C z k B is not closed-range on A 2 and yet C z k+1 B is closed-range on A 2 . We let B * = z k B.
Let us now turn to the case that ϕ is a singular inner function Discussion 3.9. Let µ be a singular measure on T and assume that there is a nontrivial arc I contained in T such that µ(I) > 0 and m(I ∩ σ µ ) = 0. Let {I n } n be the components of I \ σ µ . If there are only finitely many I n s , then µ| I is a finite sum of point masses and thus we can find an N so that τ −1 (I N ) g µ (t)dt = ∞. And so, by Theorem 3.4, C Sµ is closed-range on A 2 . Therefore, the interesting case is that there are infinitely many I n s . Under a rotation of T (if necessary), we may assume that 1 ∈ σ µ and hence τ −1 (I n ) = (a n , b n ), where 0 < a n < b n < 2π, for all values of n. Now suppose that there exists M > 0 such that 
where λ denotes Lebesgue measure on R. Then we can find a positive constant c such that
Theorem 3.10. Assuming the context and terminology in Discussion 3.9, if there exists ν as described there such that
Proof. Since µ(I) > 0 and
So, by Discussion 3.9, there cannot be a bound on bn an g µ (t)dt independent of n. So, there exists N such that
The result now follows from Theorem 3.4. 2
Let C be the Cantor set in [0, 1]. We say that a compact subset F of T is a Cantor set in T if it is of the form ψ a (τ (C)), where ψ a is a conformal automorphism of the disk.
Corollary 3.11. Let µ be a singular measure on T. If there is a nontrivial arc I in T such that µ(I) > 0 and I ∩ σ µ is contained in a Cantor set F in T, then C Sµ is closed-range on A 2 .
Proof. Since composition with a conformal automorphism of the disk does not change the status of C Sµ on A 2 with regard to being closed-range, we may assume that F = τ (C). Let {I n } ∞ n=1 be the components of I \ F , let c n = length(τ −1 (I n )) and define ν on [0, 2π) by ν = ∞ n=1 c n · λ| τ −1 (In) . Now the Cantor set has the property that every point θ in it is within a distance of (for n = 1, 2, 3, ...) . From this it follows that 1 (θ−t) 2 dν(t) diverges for each θ in C. The conclusion now follows from Theorem 3.10. 2
The proof of Corollary 3.11 cannot be extended much beyond sets of the Cantor type. For example, let E = {1} ∪ { 2kπi+1 2kπi−1 : k ∈ Z} and let µ = δ {1} -the point mass at 1. Then support(µ) ⊆ E and
g µ (t)dt = 2π for any component I of T \ E, and so the proof of Corollary 3.11 does not carry over with E in place of F . Yet we know (by Corollary 3.11) that, in this example, C Sµ is closed-range on A 2 , since the support of µ is a single point. Now, by Corollary 3.11, if B is a Frostman shift of a singular inner function whose singular measure has support in a Cantor set of the unit circle, then C B is closed-range on A 2 . Yet, we still do not know if this carries over for any Blaschke product B such that σ B is contained in a Cantor set of the unit circle.
Question 3.12. Let F be a Cantor set contained in T. Does there exist a Blaschke product B with
The case that ϕ is an outer function can be handled in much the same way as the singular inner case, though outer functions are less likely to give rise to closed-range composition operators since, if nontrivial, they do not have unimodular boundary values a.e. on T. Now, since the sets Ω ε and G ε play such a central role in our study (cf., Theorem 2.4), as do Blaschke products, we take another look at these items at the close of this section.
Remark 3.13. Let B be an infinite Blaschke product with zeros {a n } ∞ n=1 , listed according to multiplicity. As before, let b n be the Blaschke factor of B that is built around the zero a n and let any η > 0, there exists N such that m(T \ E N ) < η. Therefore, the liklihood that C B is closed-range on A 2 is much greater if the zeros of B tend quickly to T, yet there appears to be no rate which guarantees this outcome. The next section of this paper gives a rate of convergence of {|a n |} ∞ n=1 to 1 that is necessary and sufficient (in general) for B to have an angular derivative a.e. on T.
Blaschke Products and Angular Derivative
Let B be a Blaschke product with zeros {a n } n , listed according to multiplicity. By a theorem of O. Frostman (cf., [8] , page 183), B has an angular derivative at some ζ in T if and only if
In this section we make use of this theorem of O. Frostman to link the convergence of
with B having an angular derivative a.e. on T, which, by Theorem 2.4 and the Julia-Carathéodory Theorem, increases the likelihood that C B is closed-range on A 2 . We first need a lemma.
Lemma 4.1. Suppose 0 < a < 1 and 0 < θ <
In particular, 1 2π
Proof. Let ψ be the Möbius transformation from D onto C + := {z : (z) > 0} given by
Notice that ψ maps a to i, −1 to ∞ and 1 to 0. And, for 0 < θ < π,
By conformal invariance of harmonic measure,
And by elementary methods we find that
x , whenever 0 < x < ∞ (and this inequality is only meaningful for large x). Hence,
be a sequence in R such that 0 < r n ≤ 1 for all n and ∞ n=1 r n < ∞.
r n for all n and P an (ζ) does not converge to 0 for any ζ in T. And therefore, the Blaschke product B with zeros {a n } ∞ n=1 fails to have an angular derivative at any point in T.
√ r n converges and {a n } ∞ n=1 is any sequence in D such that (1 − |a n | 2 ) = r n for all n, then the Blaschke product B with zeros {a n } ∞ n=1 has an angular derivative a.e. on T.
Proof. We first establish (i), following closely the proof of the example in [8] , on page 185. Construct a sequence {I n } ∞ n=1 of contiguous arcs in T such that length(I n ) = √ r n , for n = 1, 2, 3, ... . Let ζ n be the midpoint of I n and let a n = (1 − r n )ζ n . If ζ ∈ I n , which, for any ζ in T, occurs for infinitely many values of n, then
if n is sufficiently large. And so, for infinitely many values of n,
Evidently, P an (ζ) does not converge to zero (as n → ∞) for any ζ in T.
And now we address (ii). If n is sufficiently large, then a n = 0. For such n, let α n = an |an| -the radial projection of a n onto T -and let E n = {ζ ∈ T : | arg(ζ − α n )| < 1 − |a n | 2 }. Since (by our hypothesis) n m(E n ) < ∞, for any ε > 0 there exists N such that n≥N m(E n ) < ε. Let F N = ∪ n≥N E n ; and so m(F N ) < ε. Now, by Lemma 4.1, there is a positive constant c such that
Hence, h B (ζ) := n P an (ζ) converges a.e. on T \ F N . And, since m(F N ) < ε and ε > 0 is arbitrary, we conclude that h B (ζ) converges a.e. on T. Therefore, by a theorem of O. Frostman (cf., [8] , page 183), the angular derivative of B exists a.e. on T. 2
Concerning the univalent case
In this (last) section we consider the case that ϕ is a univalent, analytic self-map of the disk. We show that the only such maps that give rise to closed-range composition operators on the Bergman Proof. If ϕ is a conformal automorphism of the disk, then C ϕ (A 2 ) = A 2 and hence C ϕ is certainly closed-range on A 2 . Conversely, suppose that C ϕ is closed-range on A 2 . Then, by Theorem 2.4, there exists ε > 0 such that G ε (= ϕ(Ω ε )) satisfies condition ( * ). Let K = T∩Ω ε . By the Julia-Carathéodory Theorem (cf., [8] , page 57), ϕ has well-defined nontangential boundary values ϕ * everywhere on K,
and these boundary values are taken in T.
Claim. ϕ * is continuous on K.
To establish this claim, we we proceed via an indirect argument and suppose, to the contrary, that ϕ * is not continuous on K. Then we can find ζ 0 in K and a sequence {ζ n } ∞ n=1 in K such that ζ n −→ ζ 0 , as n → ∞, yet {ϕ * (ζ n )} ∞ n=1 converges to some ξ 0 in T, where ξ 0 = ϕ * (ζ 0 ). Choose δ, where 0 < δ < ε.
By the full statement of the Julia-Carathéodory Theorem in [8] , we can find a sequence {z n } ∞ n=1 in Ω δ such that |ζ n − z n | −→ 0 and |ϕ * (ζ n ) − ϕ(z n )| −→ 0, as n → ∞. Indeed, we may choose z n to be of the form r n ζ n , where 0 < r n < 1 and r n −→ 1 (as n → ∞). Applying Julia's Theorem (cf., [8] , page 63) we find that ϕ * (ζ 0 ) = lim n→∞ ϕ(z n ) = lim n→∞ ϕ * (ζ n ) = ξ 0 ; a contradiction! Therefore, our claim holds. And by [4] , Lemma 3.3, ϕ * is univalent on K. Hence, ϕ * is a homeomorphism of K onto ϕ * (K). Yet, since G ε (= ϕ(Ω ε )) satisfies condition ( * ), we find that ϕ * (K) must be all of T. Thus, K = T and so ϕ has a finite angular derivative at each point of T. In particular, the boundary values of ϕ are contained in T. It follows that ϕ maps D onto D and thus ϕ is a conformal automorphism of the disk. 2
Remark 5.2. Notice that the claim in the proof of Theorem 5.1 holds whether or not ϕ is univalent.
And, by this claim, ϕ has a continuous extension to K. Since K is compact, this extension is uniformly continuous on K. This, of course, implies the uniform continuity of ϕ on Ω ε (in general).
