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Abstract
Let β be a real less than -1. In this paper, we prove the unicity of the measure with maximal
entropy of the negative β-shift. Endowed with the shift, this symbolic dynamical system is
coded under certain conditions, but in all case, it is shown that the measure with maximal
entropy is carried by a support coded by a recurrent positive code. One of the difference
between the positive and the negative β-shift is the existence of gaps in the system for certain
negative values of β . It is about of intervals of negative β-representations (cylinders) negligible
with respect to the measure with maximal entropy. Nervertheless, this measure is a measure
of Champernown.
Keywords
1 Introduction
Consider a real number β with modulus greater than 1. Since the seminal paper [11] on expansions of
numbers in non-integer positive base, people became interested in the properties of the β-shift with β > 1.
For instance, in [2], the author establishes the intrinsic ergodicity and the condition to have the specification
property is given in [1]. The concept of intrinsic ergodicity was first explored by W. Parry in [10] : it is about
of the uniqueness of the measure with maximal entropy, and then the study of the indecomposability of the
system in two invariant subsets with non-zero entropy. It is well-known that the set of invariant measures
on a dynamical system is non-empty.
Vittorio Grünwald introduced the negative numerical bases (using -2). This was been necessary for the
experimental elaboration of the computer BINEG. In 2009 S. Ito and T. Sadahiro, in the seminal paper [5]
extended the notion of representation of numbers without a sign to negative non-integer bases. In the last
decade, various papers was been devoted to the similarities, differences between the positive and negative
β-transformations or those of positive and negative β-shift, and they derived basic properties of the strings
corresponding to negative β-expansions. This paper fits in this line of reasearch. More precisely, the paper
studies the intrinsic ergodicity of the negative β-shift. The result is stated in Theorem 1. We use well-known
results on coded systems, inspired of works of G. Hansel and F. Blanchard in [3] and A. Bertrand (see [2]).
The question on the intrinsic ergodicity of the negative β-shift was first been explored by S. Mao and Y.
Kenichiro in [12]. The authors proved that if β < − 1+
√
5
2 , the β-shift is intrisically ergodic. Theorem 1 of
this paper shows that the intrinsic ergodicity of the negative β-shift is extanded to all value β less than -1
with a particular attention for values of β taken between −1 and − 1+
√
5
2 . For this last class of values, the
system is not transitive and then the negative β-shift (what we denote by Sβ) cannot be the support of a
1
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measure with maximal entropy. We exhibit this support by distinguishing each transitive sub-shift contained
in Sβ and the language which codes it.
Endowed with the shift, the positive and negative β-shifts share many properties. In other hands, they
differ from many aspects. For instance, the positive β-shift is coded for all value of β (β > 1). In contrast,
the negative β-shift is coded if and only if β is less than or equal to − 1+
√
5
2 and the β-expansion of the left
end-point of the domain of the negative β-transformation is not periodic with odd period. Nevertheless, the
measure with maximal entropy of the negative β-shift is a Champernown measure of a recurrent prefix (or
suffix) code and it is mixing (see Theorem 2 and Theorem 5). Moreover, a strange phenomenon labels the
difference between positive and negative β-shifts : the presence of gaps in the system for the negative case. It
is about of subset of the negative β-shift negligible whith respect to the measure with maximal entropy. We
find these intervals of sequences (cylinders). Such cylinders are carried by intransitive words (see Theorems
3 and 4). In the domain of the negative β-transformation (what we denote by Iβ in the following), this
phenomenon has been closely studed in [6].
In the following sentences, we start our study by generalities on symbolic dynamical system. More pre-
cisely, we begin by a brief overview of coded systems, the notion of towel of a prefix code (introduced by G.
Ansel and F. Blanchard in [3]) and β-shift. The second part of the paper is devoted to the intrinsic ergodicity.
We start this section by recall the codes of the possible supports of a measure with maximal entropy of the
negative β-shift. Next, we give intransitive words. At last, we determine the measure with maximal entropy
and prove its unicity.
2 Generality
In this section, we briefly recall several facts about coded systems and the representation of numbers in
real bases.
2.1 Coded System
Let A be an alphabet, (X,T ) a symbolic dynamical system on A and LX the associated language. In the
following, we denote by A∗ the free monoid generated by A and A+ = A∗\{ε} where ε is the empty word.
We recall some definitions given in [3].
Definition 1 The language L is said transitive if for all pair of words (u, v) of L2, there exists w in A∗
such that uwv belongs to L.
A symbolic dynamical system will be said transitive if the associated language is transitive. In [13], it is
given another type of transitivity said topological : considering a topological dynamical system (X,T ), for
all open set U and V of X , one has U ∩ T−nV 6= ∅ for some n in Z. This is equivalent to saying that the
orbit
⋃
n∈Z
T nU of all non-empty open set U of X is dense in X .
Definition 2 A code Y on A is a language such that, for any equality
x1x2 · · ·xn = y1y2 · · · yk,
for any xi, yj ∈ Y , one has xi = yi and k = n.
A prefix (resp. suffix) code is a language C of A+ for which no word is the prefix (resp. suffix) of another.
That is,
∀u, v ∈ C, u = vw ⇒ u = v and w = ε.
Definition 3 A coded system is a sub-shift for which there exists a (non-unique) language Y such that S is
the closure of Y∞.
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Let L be a language on an alphabet A. The radius ρL of the power series
∑
n≥1
card(L ∩ An)zn is called
radius of convergence of L.
Definition 4 Let X be a symbolic dynamical system and a1a2 · · · ak ∈ LX. We denotes by m[a1 · · ·ak], the
set of sequences (xi)i∈Z of X such that
xmxm+1 · · ·xm+k−1 = a1a2 · · · ak. (1)
This set is called cylinders carried by a1a2 · · ·ak at m.
If m = 0, we will denote 0[x] by [x] if there is non risk of mixup.
Considering symbolic dynamical system X on an alphabet A and x ∈ LX . In the following, we call length
of x what we denote by l(x) the number of letters of A in x.
[x = x1x2 · · ·xk, with xi ∈ A]⇒ l(x) = k. (2)
Definition 5 A prefix code C is said recurrent positive if∑
x∈C
ρ
l(x)
C∗
= 1 and
∑
x∈C
l(x)ρ
l(x)
C∗ < +∞.
If we set ρC∗ =
1
β
, one has 1 =
∑
n≥1
cn
βn
and
∑
n≥1
ncn
βn
< +∞ where cn counts the number of words of length
n in C and C∗ the set of words which can be decomposed in C.
From Proposition 2.15 of [3], if µ is an invariant measure on CZ endowed with the shift and h(µ) its
entropy, then,
(1) one has
h(µ) ≤ −l(C, µ) log ρC∗ (3)
where
l(C, µ) =
∑
x∈C
l(x)µ([x]).
(2) In the inequality above, the equality holds if one has both following conditions :
(a)
∑
x∈C
ρ
l(x)
C∗
= 1,
(b) µ is a probability of Bernoulli on C∗ defined by µ([x]) = ρl(x)
C∗
, x ∈ C.
Definition 6 A measurable topological dynamical system (X,m, g) is said ergodic if for all measurable g-
invariant set B ⊂ X, one has m(B) = 0 or m(B) = 1. One also says that m is an ergodic measure with
respect to g or that g is ergodic with respect to m.
It is said mixing if for all A and B measurable,
lim
n→+∞
m(g−n(A) ∩B) = m(A)m(B).
2.2 Tower associated to a prefix code
Let Ω be the subset of CZ × N such that :
((xn)n∈Z, i) ∈ Ω⇒ 1 ≤ i ≤ l(x0).
We can identify (xn)n∈Z with an element x of CZ which is a concatenation of words xi of the code C.
We define from Ω into itself the map T by :
T ((xn)n∈Z, i) =
{
((xn)n∈Z, i+ 1) if i < l(x0)
((xn+1)n∈Z, 1) if i = l(x0).
The pair (Ω, T ) is called Tower associated to C.
3
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— when µ range throughMT (Ω), supµ h(µ) = − log ρC∗ .
— There exists one and only one invariant probability on Ω, µ such that h(µ) = − log ρC∗ if only if C is
recurrent positive. In this case, µ is the unique invariant probability (and thus ergodic) on Ω inducing
on CZ a probability µ of Bernoulli defined by :
µ([x]) = ρ
l(x)
C∗
, x ∈ C .
The first item traduces the variational principle.
We define on the tower (Ω, T ) the map f by :
f((xn)n∈Z, i) = (yn)n∈Z (4)
where the integer y0 denotes the i-nth component of x0. The words xk belong to the code and yk are letters
of the alphabet A.
x = · · · y−ny−n+1 · · · y−1y0y1 · · · yn · · · = · · ·x−mx−m+1 · · ·x−1x0.x1x2 · · ·xm · · · .
In fact, · · · y−ny−n+1 · · · y−1y0y1 · · · yn · · · and · · ·x−mx−m+1 · · ·x−1x0.x1x2 · · ·xm · · · are two writing of x.
The first traduces the fact that x is a word of the free monoid generated by C. In the second, x can be viewed
as word of A∗.
When the dynamical system is coded by a recurrent prefix code C, the set of periodic points are dense.
One says that two words u and v of the language L are in the same class of syntactic monoid if for all pair
of words (a, b),
aub ∈ L⇐⇒ avb ∈ L.
A system S is said rational (or sofic) if the number of classes of language associated is finite. In this case, it
is coded by a recurrent positive prefix code.
The induced measure
•
µ on the coded system by the measure on the tower is particularly simple : if
u1u2 · · ·ur is a word of L,
•
µ([u1u2 · · ·u2]) =
∑
m
µ([m]) =
1∑
n≥1
n.cn
βn
∑
m
1
βl(m)
where the sums are taken on the set of words m = au1u2 · · ·ukb and a is the proper prefix of a word of the
code and b a proper suffix or the empty word.
Each class of the syntactic monoid is associated to a positive constant λ such that if u belongs to this
class, the cylinder [u] has a measure
•
µ([u]) =
λ
βl(u)
.
So, the measure of the cylinder depends on the class of its support (the word u) and its length. If there
exist two positive numbers ǫ and M such that for all class, 0 < ǫ < λ < M , the measure is said to be
homogeneous. The ratio between the measures of cylinders of same length is controlled by ǫ
M
and M
ǫ
. If the
greatest common divisor (G.C.D) of lengths of words of the code is 1, then the measure is mixing. It is called
Champernowne measure.
2.3 Beta-shift
Consider a real number β with modulus greater than 1. Let us approach the question of representing of
numbers using powers of β from a more general point of view. Define the map Tβ from Iβ = [lβ , rβ) into
itself by
Tβ(x) = βx − ⌊βx− lβ⌋,
with rβ = lβ + 1.
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lβ =
{
0 if β > 1
β
1−β if β < −1 .
(5)
The expansion in base β of a real x (denoted by d(x, β)) is given by the following algorithm : we find
the smallest integer n for which one has x
βn
∈ Iβ . The β-expansion is given by the sequence d(x, β) =
x−n+1 · · ·x0.x1x2 · · · such that
x−n+i = ⌊βT i−1β
(
x
βn
)
− lβ⌋, i ≥ 1 .
Let (r∗i )i≥1 be the sequence of digits defined by :
r∗1 = ⌊βrβ − lβ⌋ (6)
and for all integer i ≥ 2,
r∗i = ⌊βT i−2β (βrβ − r∗1)− lβ⌋
= ⌊βirβ −
i−1∑
k=1
r∗kβ
i−k − lβ⌋.
(7)
Consider an alphabet A endowed with an order ≺ǫ such that for all sequence of digits (xi)i≥1 and (yi)i≥1
over A,
(xi)i≥1 ≺ǫ (yi)i≥1 ⇔ ∃k ∈ N∗| xi = yi ∀i < k, ǫk(xk − yk) < 0 (8)
where ǫ is the sign of β.
— If β < −1, ≺ǫ is the alternating order (see for example [5], [7], [9]).
— If β > 1, ≺ǫ is the classical lexicographic order on words.
In the following, d(lβ , β) = ·d1d2 · · · . Let fβ be the map on the words defined by :
fβ((xi)i∈Z) =
∑
k∈Z
xkβ
−k. (9)
If d(x, β) = (xi)i≥n, then
x = fβ((xi)i≥n) (10)
And thus fβ((ri)i≥1) = rβ and fβ((di)i≥1) = lβ. Let (ri)i≥1 be the sequence of digits such that
(ri)i≥1 =
{
(r∗1 , · · · , r∗n−1, r∗n − 1) if (r∗i )i≥1 = (r∗1 , · · · , r∗n, d1, d2, · · · ), β > 1 or [β < −1 and n even]
(r∗i )i≥1 otherwise
(11)
and
(d∗i )i≥1 =
{
(d1, · · · , d2n−2, d2n−1 − 1, 0) if β < −1, (di)i≥1 = (d1, · · · , d2n−1)
(di)i≥1 otherwise
(12)
where t stands for infinite repetition of the string t. In fact,
(d∗i )i≥1 = lim
x→l+
β
d(x, β) and (ri)i≥1 = lim
x→r−
β
d(x, β). (13)
Expansions in base β (or β-expansion, |β| > 1) of real numbers are governed by the sequences (di)i≥1 and
(ri)i≥1. A sequence (xi)i≥1 is the β-expansion of a real x if and only if
(di)i≥1  (xi+n)i≥1 ≺ (ri)i≥1, ∀n ∈ N. (14)
5
F. NGUEMA NDONG
Definition 7 The β-shift Sβ is the closure of the set of β-expansions.
Sβ = {xkxk+1 · · ·x0 · x1 · · · |(di)i≥1  (xi)i≥m  (ri)i≥1, ∀m ≥ k}.
We also define the corrected β-shift S˜β as follows :
S˜β = {xkxk+1 · · ·x0 · x1 · · · |(d∗i )i≥1  (xi)i≥m  (ri)i≥1, ∀m ≥ k, ∀k}. (15)
In fact, Sβ and S˜β , endowed with the shift σ have the same entropy. Moreover, all real has a representation
in S˜β. Both bounds (ri)i≥1 and (d∗i )i≥1 decide about admissibility of a digit string to be in S˜β or not.
Remark 1 Let X be symbolic dynamical system, log t its entropy and Hn the number of words of LX with
length n. Then, 1
t
is the smallest pole in modulus of
∑
n≥0
Hnz
n.
If X is coded by a language L, then 1/t is the smallest zero in modulus of 1− ∑
x∈L
z|x|.
The intrinsic ergodicity of Sβ are been studied for β > 1. Throughout the rest of the paper, we will be
interested in the negative bases case. In other words, β is supposed to be less than -1 and then, we use the
alternating order as the tool of controlability of words.
3 Intrinsic ergodicity of the negative beta-shift
The variational principle describes the relationship between topological entropy and the Kolmogorov
entropy of measurable dynamical system. We denote by htop(T ) the topological entropy. If µ is a T -invariant
measure of X , we denote by hµ(T ) the usual metric entropy of T . In view of the variational principle, htop
coincides with the sup taken over the set of T -invariant measures of the metric entropy. In [13], another
formulation is given, considering the sup only over the set of ergodic measures.
htop(T ) = sup{hm(T )|m ∈ MT (X) is ergodic }.
In symbolic dynamics, setting T = σ (the shift on words), the sup exists because σ is an expansive map.
That is we can find a real ε > 0 such that for all x and y in a sub-shift X , there exists an integer n for which
one has :
d(σn(x), σn(y)) ≥ ε
where d is the metric defined by :
d(x, y) =
∑
n∈Z
2−|n|d(xn, yn)
where x = (xi)i∈Z, y = (yi)i∈Z and
d(xn, yn) =
{
0 if xn = yn
1 if xn 6= yn .
It suffices to set ε = 12 .
Roughly speaking, a system is intrinsically ergodic if it has a unique measure (which is ergodic) of
maximal entropy. The ergodicity of a measure implies the transitivity of its support. Thus, to study the
intrinsic ergodicity of the negative beta-shift, we determine the possible supports of an ergodic measure on
Sβ and then transitive subsystems of Sβ. It is well known that coded systems are transitive. Bearing this
mind, and before adapting the study on the coded systems done in [3] and [2] to the negative beta-shift, we
begin by proposing some codes we need to construct admissible words.
Theorem 1 Let β < −1, then (Sβ, σ) is an intrinsically ergodic dynamical system. The maximal entropy
measure is the Champernowne measure of a prefix recurrent positive code.
6
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3.1 A positive recurrent code
In the positive case, the β-shift is coded by the language {0, · · · , r1−1; r1r2 · · · rnj | 0 ≤ j < rn+1 with n ∈
N
∗}.
If β < −1, we have the following result :
Theorem 2 Let β < −1. The β-shift endowed with the shift is coded if and only if β ≤ − 1+
√
5
2 and the
β-expansion of the left endpoint lβ is not periodic with odd period. In all cases, the support of a measure of
maximal entropy is coded by a recurrent positive (prefix or suffix) code.
Suppose β < −1. In [8, 9], the author proved that Sβ is coded if and only if − 1+
√
5
2 ≥ β and the β-
expansion of lβ is not periodic with odd period. We recall in the following lines, the construction of this
code. If
r1r2 · · · = r1r2 · · · r2n1d1 · · · dp1r2n1+p1+1 · · · r2n2d1 · · · dp2r2n2+p2+1 · · · , (16)
we set Bi = d1d2 · · · d2ni−1 and
∆00 = {d1 · · · d2n−1, 2ni + pi ≤ 2n− 1 < 2ni+1 − 1|i ∈ N∗ or n < n1}, (17)
∆10 = {Bk1 · · ·BkmX |pki < 2nki+1 − 1, X ∈ ∆00, |X | > pkt}, (18)
∆0 =
{
∆00 ∪∆10 if (16) is satisfied
{d1 · · · d2k+1|k ∈ N} if d2i < d1, ∀i ∈ N∗
, (19)
x ∈ Γ0 ⇔


x = d1 · · · dnj, with n ∈ N
(−1)n+1(dn+1 − j) < 0, with 0 ≤ j < d1,
2ni + pi ≤ n ≤ 2ni+1 − 2, i ∈ N, n0 = p0 = 0;
(20)
x ∈ Γ′0 ⇔
{
x = d1 · · · d2ni+pi−1j, with i ∈ N∗,
(−1)pidpi+1 > (−1)pij > (−1)pid2ni+pi ;
(21)
x ∈ Γ1 ⇔


x = Bk1 · · ·Bkmy with y ∈ Γ0, |y| ≥ pkm + 2 ;
k1, · · · , km ∈ N∗
pki < 2nki+1 − 1, 1 ≤ i ≤ m− 1 ;
(22)
x ∈ Γ′1 ⇔


x = Bk1 · · ·Bkm−1y
y ∈ Γ′0 with |y| = 2nkm + pkm ,
pki < 2nki+1 − 1 and 1 ≤ i ≤ m− 2.
(23)
Γ =
{
Γ0 ∪ Γ′0 ∪ Γ1 ∪ Γ
′
1 if (16) is satisfied
{d1 · · · dn−1j|(−1)n(dn − j) < 0, 0 ≤ j < d1, n ∈ N∗} if d2i < d1, ∀i ∈ N∗.
(24)
C = {xy|x ∈ ∆∗0, y ∈ Γ, |y| ≥ 2} ∪ Γ. (25)
Moreover,
J(0) = {t, pt < 2n1 − 1}, (26)
and for all i ∈ N∗,
J(i) = {t, 2ni − 1 ≤ pt < 2ni+1 − 1}; (27)
and we denote by ∆i the set of words x such that

x = Bt1 · · ·Btm ,
ptk ≤ 2ntk+1 − 1,
tm ∈ J(i),
tk 6∈ J(i)
for k 6= m , ptm < 2nt1 − 1.
(28)
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By construction, C and ∆n are codes. The language C is prefix but ∆n is certainly suffix. It suffices to
use a permutation on words of ∆n to obtain a prefix code. For instance words of ∆0 are of the form d1x.
The set of words of the type xd1 ( with d1x ∈ ∆0 ) is prefix. It generates a free monoid having the same
language with that of ∆∗0.
Example 1 Let β < 0 be the algebraic integer of the plynomial
P (X) = X15 + 3X14 −X12 + 2X11 −X6 −X5 + 2X4 −X3 − 2X2 + 2X + 1.
Then, d(lβ , β) = ·201212120120021, ∆1 = {201, 2012121k20121, 2012121k201212120120021p|p, k ≥ 0}, ∆2 =
{2012121}, ∆0 = {2}, Γ0 = {0, 1, 21, 200}, Γ1 = {x200;x ∈ ∆∗1} and C = {xy;x ∈ ∆∗0, y ∈ Γ, |y| ≥ 2} ∪ Γ.
Example 2 Let β < −1 be the algebraic integer of the polynomial
P (X) = X14 + 2X13 − 2X12 +X11 +X10 −X9 +X8 −X7 +X6 − 2X5 +X4 +X3 − 2X2 + 1. (29)
Then, d(lβ , β) = ·20121212012001.
∆1 = {201, 2012121k20121; k ≥ 0}, ∆2 = {2012121} ;
∆00 = {2, 2012121201200(11)k; k ≥ 0}, ∆10 = {xy2012121201200(11)k; k ≥ 0},
Γ0 = {0, 1, 21, 200, 2012121201200(11)k10; k ≥ 0} ; Γ1 = {x200, xy2012121201200(11)k10; k ≥ 0, x ∈ ∆∗1, y ∈
∆∗2}
Let φ be the morphism defined from {0, 1} to {0, 1}∗ by :
φ :{0, 1} −→ {0, 1}∗
0 −→ φ(0) = 1
1 −→ φ(1) = 100.
(30)
In the following sentences, un = φ
n(1), vn = un−1un−1 = φn(00) and γn denotes the real number such that
1
γn
is the smallest real satisfying :
1 =
1
γ
l(un)
n
+
1
γ
l(vn)
n
. (31)
In fact, γn is the algebraic integer of the polinomial X
ln −X− 1 where ln = max(l(un), l(vn)) (see [7], proof
of Proposition 5).
Proposition 1 Let β < −1 and d(lβ , β) = (di)i≥1. We denote by D the β-shift subset of admissible conca-
tenations of words of the type d1 · · · d2n−1 and m an ergodic measure on S−β with maximal entropy. If m
has support D, then :
hm(Sβ) ≤ log 1 +
√
5
2
. (32)
Proof Let F× the set of words on {0, 1, · · · , d1} which are decomposed in products of beginnings of
(di)i≥1 of odd length and F = F× ∪ {ε}. Then, D ⊂ F . But
F× = d1F ∪ (d1d2d3F ) ∪ (d1d2d3d4d5F ) ∪ · · · .
This implies that the number fn of words with length n of F satisfying :
fn = fn−1 + fn−3 + fn−5 + · · · .
= fn−1 + fn−2.
And thus, 1
n
log fn tends to log
1+
√
5
2 . Since D ⊂ F , we obtain the result.
hm(Sβ) ≤ log 1 +
√
5
2
.

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Proposition 2 Let β ∈ [−γn,−γn+1), d(lβ , β) is the image by φn of the expansion of lx, for some x satisfying
−γ1 > x ≥ −γ0.
Proof Consider β ∈] − γn,−γn+1[. Then d(l−γn ,−γn) ≺ d(lβ , β) ≺ d(l−γn+1 ,−γn+1). So, there exists
n1 such that d(lβ , β) starts by un(un−1)2n1un. The word (un−1)2n1 is the longest sequence of un−1 between
to un. But all sequence of length l(un(un−1)2n1un) is greater than un(un−1)2n1un (in the meaning of the
alternating order) and after un one has absolutely an even number of un−1. Hence, there exists a bounded
sequence (ni)i≥1, ni ≤ n1 such that
d(lβ , β) = un(un−1)2n1un(un−1)2n2un(un−1)2n3 · · · = φn(1(0)2n11(0)2n2 · · · ).
Moreover, d(l−γn ,−γn) = un(un−1un−1)∞ = φn(1(0)∞). Hence the result.

Lemma 1 Let β be a real number such that −1 > β ≥ −γ0. Then Card(∆0) ≥ 2 if and only if β < −γ1,
where Card(∆0) is the cardinality of ∆0.
Proof
— Suppose Card(∆0) ≥ 2. Note that when −γ0 is less than β, the length of all string of zeros which
appears in the β-expansion of lβ is even. Moreover, remark that if ∆0 contains a word of length 3
(that is 100), then 10000 is admissible and thus d(lβ , β) ≺ d(l−γ1 ,−γ1). In fact d(l−γ1 ,−γ1) = 10011
and 10000 ≺ 10011.
Now suppose that 100 /∈ ∆0, d(lβ , β) starts by 10011. For u ∈ ∆0 with length at least 5, if 10011 /∈ ∆0,
10011u ∈ ∆0 (by definition of ∆0). The longest sequence of zero is 00. So, u ends by a sequence of type
100(1)t for some integer t. Since 1 ∈ ∆0 (all concatenation of words of ∆0 is admissible), it follows
that 100(11)∞ is admissible, that is d(lβ , β) ≺ 10011. Thus, from Proposition 2 of [7], β < −γ1.
— Suppose −γ1 > β ≥ −γ0.
1(0)∞ ≺ d(lβ , β) ≺ 100(11)∞. (33)
Then, d(lβ , β) = 100(11)
t100(1)t200(1)t3 · · · . If t1 = 0, 100 ∈ ∆0. If t1 6= 0, 100(11)t1 ∈ ∆0. Conse-
quently, Card(∆0) ≥ 2.

Lemma 2 Let β be a real number such that −γ1 > β ≥ −γ0. Then, the topological entropy of (∆∗0, σ) is
larger than that of (∆∗n, σ), with n ≥ 1.
Proof From Lemma 1, Card(∆0) ≥ 2, that is, ∆0 6= {d1}. Remark that if d1 · · · d2ni−1 /∈ L∆∗0 , then
for all t ≥ i, d1 · · · d2nt−1 /∈ L∆∗0 . If such an integer i is minimal, d(lβ , β) is an infinite concatenation of two
consecutive words (with respect to the alternating order) U0 = d1 · · · d2ni−1 and V0 = d1 · · · d2ni−2(d2ni−1 −
1)0 or V0 = d1 · · · d2ni−3(d2ni−2+1 +1). See the proof of Theorem 2 of [9]. In an infinite admissible word, U0
and V0 are followed by U0 or V0. Thus, we can find in ∆0 a word x 6= d1 with length less than l(U0) and if
∆i0 is the language which contains U0, then ∆
∗
i0
⊂ {U0, V0}∗.
We set log β1 the entropy of {U0, V0}∗ endowed with the shift. We have
1 =
1
β
l(U0)
1
+
1
β
l(V0)
1
=
∑
n≥0
1
β
nl(U0)+l(V0)
1
(34)
The entropy of ∆∗i0 is less than log β1.
We have seen that there is a word x in ∆0 such that x 6= d1 and l(x) < U0. Then {d1, x}∗ ⊂ ∆∗0. Let
log β2 be the entropy of {d1, x}∗. We have
1 =
1
β2
+
1
β
l(x)
2
,
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Let dβ2(1) be the β2-expansion of 1. Then, dβ2(1) = 1(0)
l(x)−11. So, (0)l(V0)−11(0)l(U0)−1 is an infinite word
of the β2-shift because l(x) < l(U0). This implies that
∑
n≥0
1
β
nl(U0)+l(V0)
2
< 1. Consequently, β1 < β2 since β1
is the largest real satisfying (34) and the map z 7→ ∑
n≥0
1
znl(U0)+l(V0)
on R∗+ decreases. Hence the result.

Remark 2 If −γn+1 > β ≥ −γn, ∆k = {uk}, for all k < n (see the proof of Lemma 7 of [9]).
Lemma 3 Let β < −1. One has :
— if β < −γ0, then
∑
x∈C
l(x)
|β|l(x) < +∞ ;
— if −γn ≤ β < −γn+1, then
∑
x∈∆n
l(x)
|β|l(x) < +∞.
Remark 3 The coefficients the expansion in the formal power series of
1∏
k≥0
(1− ∑
x∈∆k
zl(x))
count the ad-
missible concatenations of words of the type d1 · · · d2k+1, with k ∈ N.
Proof of Lemma 3
If Hn denotes the number of words of length n in LSβ , from Proposition 1 of [7] :
Hn =
n∑
k=1
(−1)k(dk−1 − dk)Hn−k + 1.
Using Theorems 2 and 3 of [9], in the sense of formal power series, we have the following equation :
1−
∑
n≥1
(−1)n(dn−1 − dn)zn = (1 + z)(1−
∑
x∈C
zl(x))
∏
k≥0
(1−
∑
x∈∆k
zl(x)). (35)
The left power series vanishes at − 1
β
= 1|β| and it is its smallest zero in modulus. That is
∑
n≥1
dn−1−dn
βn
= 1
and then :
∑
x∈C
1
|β|l(x) = 1 or there exists n ∈ N such that
∑
x∈∆n
1
|β|l(x) = 1.
From Proposition 1
• If β < −γ0, Sβ is coded by C. Moreover the entropy of the system generated by the language
{d1 · · · d2n+1;n ∈ N} is log γ0. Thus the subsystem of admissible sequence which are products of
words of the type d1 · · · d2n+1 has entropy less than log γ0. Then
∏
k≥0
(1−
∑
x∈∆k
1
|β|l(x) ) 6= 0 and 1−
∑
x∈C
1
|β|l(x) = 0. (36)
• If −γn ≤ β < −γn+1, C = {0}, for i < n, ∆i = {ui} and for i > n, ∆∗i ⊂ L∆∗n (see the proof of
Lemma 7 of [9]). Thus, the entropy of ∆∗n is greater than that of the sub-system of concatenations of
words of the sets ∆i with i ≥ n + 1. The coefficients of the expansion in the formal power series of
1∏
k≥n+1
(1− ∑
x∈∆k
zl(x))
count admissible concatenations of words of the sets ∆i with i ≥ n+ 1. Then
1− ∑
x∈∆n
1
|β|l(x) = 0 and
∏
k≥n+1
(1− ∑
x∈∆k
1
|β|l(x) ) 6= 0.∑
xC
1
|β|l(x) = 1 if β < −γ0∑
x∈∆n
1
|β|l(x) = 1 if −γn ≤ β < −γn+1
(37)
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Using the derivatives of the formal powers series in (35) and the relation (37), one has :
∑
n≥1
n
(dn−1 − dn)
βn
=


(1 + 1|β|)
∑
x∈C
l(x)
|β|l(x)
∏
k≥0
(
1− ∑
x∈∆k
1
|β|l(x)
)
if β < −γ0
(1 − 1
β2
)
∑
x∈∆n
l(x)
|β|l(x)
∏
k 6=n
(
1− ∑
x∈∆k
1
|β|l(x)
)
if −γn ≤ β < −γn+1
(38)
Since (dn−1 − dn)n≥1 is bounded, it follows that∑
xC
l(x)
|β|l(x) < +∞ if β < −γ0∑
x∈∆n
l(x)
|β|l(x) < +∞ if −γn ≤ β < −γn+1 .
(39)

Proof of Theorem 2
— If β < −γ0, Sβ (or the support of the measure with maximal entropy) is coded by C (see [8, 9]). Then
L∆∗n ⊂ LC∗ . The topological entropy of C∗ is larger than that of ∆∗n, for all n. In this case, from (35)∑
x∈C
1
|β|l(x) = 1.
— If −γ1 > β ≥ −γ0, C = {0} and from Lemma 2,
∑
x∈∆0
1
|β|l(x) = 1 The support of measures with
maximal entropy is coded by ∆0.
— If −γn+1 > β ≥ −γn, from Proposition 2, d(lβ ,−β) is the image by φn of a word taken between 1(0)∞
and 100(11)∞. Such a word is concatenation of 1 and 00. In [−γn, γn+1), the alphabet changes from
{1, 00} to {un, un−1un−1}. Since d1 = 1 ∈ ∆0, un = φn(1) belongs to the language which codes the
subset with the topological entropy. The language ∆i with un is ∆n. It is the code of the support of
measures with maximal entropy. Thus
∑
x∈∆n
1
|β|l(x) = 1.

From the previous theorem, we deduce that all the measures on the negative β-shift endowed with the
shift with maximal entropy have the same support. In the following, we denote by P the code of this support.
P =
{
C if β < −γ0
∆n if −γn+1 > β ≥ −γn.
(40)
3.2 Gaps on the negative beta-shift
The phenomenon of gaps on Iβ = [lβ, rβ) has been closely studied in [6]. In the following sentences, we
are going to have the same study on the β-shift.
Definition 8 A word v ∈ Lβ is intransitive if there exists u ∈ Lβ such that for any w in Lβ, uvw 6∈ Lβ.
We can see an intransitive word as all word which not does belong to the language of the support of the
measure with maximal entropy.
The following result is obvious.
Proposition 3 Let β be a real number such that
d(lβ ,−β) = un(un−1)2k1un(un−1)2k2un(un−1)2k3 · · · .
An admissible word is intransitive if it contains one of the following sequences :
σi(um−2)um−1um with m > 0, 0 ≤ i < |um−2|,
σi(um−1)um−1um−1um−1 with m ≥ 0, 0 ≤ i < |um−1|,
σi(um−1)um−1 · · ·un−2un−2(un−1)2k1+1un with m ≥ 0, 0 ≤ i < |um−1|.
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with u−1 = 0.
The words listed in Proposition 3 are forbidden in the language of the support of the measure with maximal
entropy.
It easy to see that an admissible word x starting by σi(uk) contains an intransitive word if and only if it
is taken between
σi(uk)ukuk+1uk+1 · · ·un−2un−2(un−1)2k1un(un−1)2k2 · · · = σi(d(lβ ,−β)) (41)
and
σi(uk)uk+1uk+1 · · ·un−2un−2(un−1)2k1un(un−1)2k2 · · · = σ|uk|+i(d(lβ ,−β)). (42)
Theorem 3 Let µ be an ergodic measure on the symbolic system (X,T ) and L its language. Consider u
and t two words of L such that ∀a ∈ L, uat 6∈ L ( t is and intransitive if there is such a word u). Then,
µ(0[t]) = 0 or µ(0[u]) = 0.
Proof When a measure µ is ergodic, almost every point is generic (see Proposition (5.9) of [4]). Thus, if
µ(0[u]) and µ(0[t]) are not equal to zero and if (xn)n∈Z is generic for µ, there exist an infinite of words u and
t in the sequence (xn)n≥1 and thus a word a in L such that uat ∈ L (and a word b of L such that tbu ∈ L).

We deduce the following theorem :
Theorem 4 Let β < −1 and µ be a measure with maximal entropy on the negative β-shift ; µ(0[x]) > 0
whenever x can be decomposed in product of words of the recurrent positive prefix (or suffix) code of its
support. Let t be an intransitive word of Lβ, then µ(0[t]) = 0.
3.3 Intrinsic ergodicity
The existence of the ergodic measure on the tower allows to have the set of ergodic measures on Sβ
non-empty. Indeed, there exists an invariant probability µ with entropy log |β| on the tower associated to
the code C inducing the Bernoulli probability µ on the set of infinite words of the free monoid generated by
the code and defined by :
µ([x]) =
1
|β|l(x) , with x ∈ C.
Given a prefix (or suffix) code P . In the following, we denote by W (P ) the set of infinite sequences which
can be decomposed in product of words of the code P . Let ν be the map from P(Sβ) (subsets of Sβ) into
[0, 1] which coincides with µ on all subset of W (P ) and zero on all subset of the complement of W (P ) in Sβ .
ν(B) =
{
µ(B) if B ⊂W (P )
0 if B ⊂ Sβ/W (P )
ν is an ergodic probability on Sβ.
The existence of the recurrent positive prefix code implies the uniqueness of the measure with entropy
log |β| on the tower associated to this prefix (or suffix code) code. However, there is a fact to be taken into
account : all word of Sβ cannot be written as product of words of the code. Indeed, at first, the words
ending by infinite product of the beginnings of odd lengths of the expansion of β−β+1 in base β do not belong
to W (P ) (for instance we have the words d1, d1d1d2d3, · · · ). Also, the words ending by d(lβ , β) cannot be
decomposed in C (we have for example the words d1d1d2d3 · · · , d1d2d3d(lβ ,−β), · · · ). These subsets are
σ-invariant. And then they are negligible with respect to any ergodic measure with maximal entropy.
A particular attention should be given to the case for which d(lβ , β) is periodic with odd period. The
right choice of the symbolic dynamical system is S˜β .
Let now give the proof of Theorem 1.
Proof of Theorem1
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Let µ ∈ Mσ(Sβ) be an ergodic measure with maximal entropy. According the previous theorem, the
support of µ is W , set of products of words of the code. Since the decomposition in product words of the
code is unique, it follows that f defined in (4) is one to one from the tower of the code Ω into W . Thus,
to each σ-invariant measure on W corresponds a (unique) measure on the tower ω with the same entropy.
Denote by µ the image measure of µ by f . Then, µ is T -invariant on W and of entropy log β. It is the unique
measure of entropy log β which generates on P ∗ the measure ν such that :
ν([x]) =
1
|β|l(x) where x ∈ P
This implies the uniqueness of the topological entropy measure of the system.

After proving the intrinsic ergodicity, let determine the measure with maximal entropy (denoted by µβ)
on the cylinders supported by the words of the code.
From [3], we know that P ∗ is identified with the base P ∗ × {1} of Ω and for a borelean B of P ∗,
ν(B) =
µ(B × {1})
µ(P ∗ × {1}) .
So, for x ∈ P ,
ν([x])µ(P ∗ × {1}) = µ([x]× {i}). (43)
Since Ω =
⋃
x∈P∗
( |x|∪
i=1
[x]× {i}
)
, then one has
1 =
∑
x∈P∗
l(x)∑
i=1
µ ([x]× {i})
=
∑
x∈P∗
l(x)∑
i=1
µ
(
T−i+1([x]× {i}))
=
∑
x∈P∗
l(x)∑
i=1
µ ([x]× {1})
=
∑
x∈P∗
l(x)µ ([x]× {1}) .
(44)
Moreover, the average length of P with respect to the measure ν is :
l(P, ν) =
∑
x∈P
l(x)ν([x])
=
1
µ(P ∗ × {1})
∑
x∈C
µ([x]× {1})
=
1
µ(P ∗ × {1})
=
∑
x∈P
l(x)
|β|l(x) .
(45)
And thus, one has :
µβ([x]) =
(
|β|l(x)
∑
x∈P
l(x)
|β|l(x)
)−1
. (46)
Theorem 5 The measure with maximal entropy of the negative beta-shift is mixing.
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Before proving the previous theorem, let show the following result :
Proposition 4 The G.C.D of lengths of words of codes previously constructed is 1.
Proof For β ≤ −γ0, the β-shift is coded (by C if the inequality is strict and by {1, 00} if β = γ0). And also,
the code contains at least one word of length 1.
If β ∈ [−γ0,−γ1[, the support is coded by ∆0 which contains 1 = d1.
Therefore, consider β such that −γn+1 > β ≥ −γn with n > 1. In this case, the support of the maximal
entropy measure is coded by ∆n. The words of this set are of the form
unv
n1+1
n unv
n2
n · · ·unvn2kn unvtn,
with 0 ≤ n2k+1 − 1 and 0 ≤ k.
If n1 6= 0, un and unvn belong to ∆n. The integer l(un) and l(vn) are relatively prime since
l(un) = l(vn) + (−1)n.
Thus, l(un) and l(unvn) are relatively prime too.
Note that vn1+1n is the longest sequence of vn in the support of measure of maximal entropy. Thus, if
n1 = 0, n2 = 0. In this case, un and unvnunun belong to the code. But l(un) and l(unvnunun) are relatively
prime. It follows that, for all β < −1, the G.C.D of lengths of words belonging to the code of the support of
the maximal entropy measure is 1.

An immediate consequence of the provious proposition is that the restriction of the measure with maximal
entropy on its support in mixing. Note that, if x is an intransitive word, [x] is σ-invariant. And then, for all
n and y in the code of support,
σ−n[x] ∩ [y] = ∅ (47)
Thus
lim
n→+∞
µ(σ−n[x] ∩ [y]) = 0 = µ([x])µ([y]) (48)
since µ([x]) = 0. Moreover, for all n, σ−n[y] ∩ [x] ⊂ [x] and then
lim
n→+∞
µ(σ−n[y] ∩ [x]) = 0 = µ([y])µ([x]). (49)
If now, x and y are both intransitive words, σ−n[x] ∩ [y] is negligible with respect to the measure with
maximal entropy. Then (48) is satisfied. This proves Theorem 5.
To sum up, we have seen that for each case studied, Sβ (or S˜β), there exists a unique σ-invariant
measure of maximal entropy. Considering the one side β-shift, the results remain valid. If d(lβ , β) is periodic
with odd period, Sβ and S˜β have the same entropy. The negative β-shift Sβ is the union of S˜β which is
intrinsically ergodic and the σ-invariant sub-set of words ending by d(lβ , β). When β is between − 1+
√
5
2 and
-1, the system is not transitive. But Sβ remain intrinsically ergodic. In [12], an example of sub-system of
Sβ not intrinsically ergodic is given : X = {1∞} ∪ {1n2∞ : n ≥ 1} ∪ {2∞}. This sub-shift correspouds to
{0∞} ∪ {0n1∞ : n ≥ 1} ∪ {1∞} according to our definition of the negative β-transformation. It easy to see,
this sub-shift is contained in all negative β-shift. This example shows that in the intrincally ergodic dynamcal
system, we can find sub-systems which have not this property. But it is necessary to attach the condition to
this sub-system to have an entropy strictly less than the entropy of the system.
We define the map fβ from Sβ into Iβ = [lβ , rβ ] by :
fβ((xi)i≥1) =
∑
n≥1
xnβ
−n
14
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with lβ =
β
−β+1 and rβ =
1
−β+1 .
The map fβ transports the structure of S
d
β in Iβ and that ofMσ(Sβ) to the set of invariant measures on
(Iβ , Tβ) where T denotes the negative β-transformation.
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