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ARE SHOCKS TRANSITORY OR PERMANENT? AN INQUIRY INTO 
AGRICULTURAL COMMODITY PRICES  
Atanu Ghoshray1 
 
 
Abstract. This paper contributes to the contentious topic of whether shocks to agricultural 
commodity prices are permanent or transitory. This is an important issue with regards to 
forecasting, economic modelling of agricultural prices and risk management. Past studies have 
not accounted for important characteristics of agricultural prices that matter when testing 
whether shocks to prices are permanent or transitory. These include the presence or absence of 
a deterministic trend, the possible break in the trend, non-stationary volatility, and the problem 
of the initial deviation of commodity prices from their long run mean or trend. We conduct a 
comprehensive test that incorporates all these characteristics known to plague agricultural 
commodity prices. Though the conclusion is mixed, the balance is in favour of agricultural 
price shocks being permanent in nature. This result departs from the general view that in theory, 
agricultural prices should be stationary, suggesting that the controversy of whether shocks to 
agricultural prices are temporary or permanent is not yet over. 
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ARE SHOCKS TRANSITORY OR PERMANENT? AN INQUIRY INTO 
AGRICULTURAL COMMODITY PRICES 
 
1. Introduction 
This paper examines whether shocks to agricultural commodity prices are transitory or 
permanent. This is particularly important for forecasting (Diebold and Kilian 2000) and risk 
management (Wang and Tomek 2007). In the United States, programmes such as the Farm 
Commodity Programme and the Direct Payments Programme aim to provide assistance to 
farmers against adverse price shocks, but it is extremely difficult to predict how long the shocks 
are expected to last. The huge variability in forecasting the cost of risk management policies 
has caused debate about the effectiveness of such policies, especially in the face of Federal 
budget deficits. As a consequence, it is imperative to know whether shocks to agricultural 
commodity prices are permanent or transitory taking in to account the underlying volatility that 
can change over time. A further case for determining whether shocks are permanent or 
transitory is the impact transformed variables have on econometric modelling of agricultural 
prices. In the context of analysing issues such as market integration and price transmission, the 
decision whether to difference prices (treat the prices in growth form) or not, largely rests on 
whether shocks to prices are permanent or transitory. An additional feature of agricultural 
commodity prices is that they are known to be highly volatile, reflecting slow supply response, 
and the low demand and supply elasticities.  
 
Unit root tests are the most commonly used method to analyse the persistence of agricultural 
commodity prices. These tests determine whether the data series is a trend or difference 
stationary process. If the agricultural commodity price data is a trend-stationary process, in 
other words the data is integrated of order zero, or I(0), then shocks to the prices would be 
transitory in nature. On the other hand, if there is a unit root in the price series, or alternatively, 
if the price is integrated of order one, or I(1), then shocks would have permanent effects. Not 
surprisingly, a large literature has evolved that investigates the presence of a unit root in 
agricultural commodity prices. Theoretical studies suggest that shocks to agricultural 
commodity prices should be transitory (e.g., Williams and Wright 1991, Deaton and Laroque 
1992) while a large volume of empirical studies have broadly concluded that shocks to 
commodity prices are permanent (e.g., Dillon and Barrett 2016, Baffes and Haniotis 2016, 
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Gutierrez et. al. 2015, Myers et. al. 2014). The crucial question is how can we reconcile this 
contradiction between theory and empirics?  
 
There can be several reasons why we find mixed results from empirical studies with respect to 
stationarity in commodity prices. First, the unit root question in agricultural prices cannot be 
properly analysed without some characterisation of the underlying deterministic component. 
The uncertainty of whether or not to include a constant, or a constant and linear trend in a unit 
root test regression, is a problem that plagues unit root tests. If a linear trend is present in the 
data but is not accounted for in the unit root test, then the test is likely to under reject the null 
hypothesis of a unit root. The converse is also true; that is, if a trend is not present in the data 
but is included in the unit root test, then it will lead to a loss of power, or under-reject the null 
hypothesis of a unit root (Marsh 2007).  
 
Using a theoretical framework, Bobenrieth et. al. (2017) conclude that ignoring a trend can 
influence the conclusion about persistence and volatility of commodity prices. But most of the 
empirical studies have lacked careful consideration of this point. Secondly, the initial condition 
(defined as the deviation of the initial observation from the deterministic components) is also 
known to have a major impact on the power of unit root tests (see Muller and Elliot 2003, 
Phillips and Magdalinos 2009). A large initial condition could appear in the data if we are 
dealing with an unusual period such as change in agricultural policy. Conversely, a small initial 
condition might be associated with data observed within a period where there have been no 
major changes in policy or unusual conditions that could have led to sharp changes in 
agricultural prices. The fact that the initial condition is not observed makes unit root testing 
difficult, leading to potentially erroneous results. Again, this point has been overlooked in the 
literature. Thirdly, the possible presence of nonstationary volatility in the underlying data can 
affect the size properties of the unit root tests. As described earlier, agricultural prices are 
known to be highly volatile and are likely to contain breaks in volatility. To our knowledge, no 
studies so far have conducted unit root tests on agricultural prices allowing simultaneously for 
nonstationary volatility, as a result past studies are likely to suffer from poor size issues, 
implying false rejection of the unit root null.  
 
This paper makes a contribution to the literature by addressing each of the possible limitations 
through the application of two novel unit root tests due to Cavaliere et. al. (2011), CHLT 
hereafter, and Smeekes and Taylor (2012). The unit root test due to CHLT allows for a possible 
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structural break and nonstationary volatility, where the volatility includes both single and 
multiple abrupt breaks in variance, polynomially trending volatility, piecewise trending 
volatility, and smooth transition variance breaks. The unit root test due to Smeekes and Taylor 
(2012) simultaneously deals with uncertainty regarding the deterministic trend, the initial 
condition, and the possibility of nonstationary volatility in the data. This test is constructed as 
a union of unit root tests that maintain high power and correct asymptotic size. Such advanced, 
and more importantly, pertinent tests have not been applied to agricultural commodity prices 
before. The application of these tests could reveal whether shocks to agricultural prices are 
transitory or not. The results should shed light on how these prices ought to be modelled when 
constructing long run economic relationships with other variables, as is often done in topics 
such as market integration and price transmission.  
 
This paper is organised as follows: The next section outlines the methodological issues 
associated with tests for unit roots. The following section provides a literature review of the 
key studies that analyse unit root behaviour of commodity prices. Section 4 briefly describes 
the novel econometric methods employed in this study, while section 5 describes the data and 
presents the empirical results. The final section concludes. 
 
2. Methodological Issues 
Past studies (see inter alia Yamada and Yoon (2014), Ghoshray et. al. 2014, Harvey et. al. 
2010, Kellard and Wohar 2006)) have shown that commodities may not be characterised by an 
unbroken trend. It is well known in the literature that unit root tests have low power in the 
presence of a structural break (Perron 1989), so unit root tests can be undertaken allowing for 
structural breaks (for example, Zivot and Andrews 1992; Perron 1997; Perron and Rodriguez 
2003). However, these tests suffer from the problem of assuming a structural break exists in 
the data when the true data generating process may not include a break. Intuitively, it makes 
more sense to determine if a structural break exists in the data before proceeding to conduct 
unit root tests that allow for a break. The reason is that in the absence of breaks, these tests may 
suffer from low power and size distortions due to the inclusion of extraneous break dummies, 
thereby potentially leading to the estimation of a differenced specification when a level 
specification is more appropriate (see Ghoshray et. al. 2014). This study uses a robust method 
for determining structural breaks in agricultural commodity price data. A single structural break 
is determined by applying the novel methods due to Perron and Yabu (2009) and Harvey et. al. 
(2009a). The possibility of further breaks is determined using the sequential procedure of 
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Kejriwal and Perron (2010). These methods allow for the estimation of a structural break while 
being agnostic about the order of integration of the data.  
 
On a different point, when dealing with the issue of a unit root test that allows for an 
exogenously chosen structural break, the method due to Perron (1989) is invariant to the 
magnitude of the trend break, albeit that a trend break exists at the proposed date. However, 
the a priori chosen location of the break has been criticised in the literature (see Christiano 
1992). The subsequent tests that endogenise the estimated break date (such as Perron 1997, 
Perron and Rodrigues 2003) are based around an estimator of the break fraction that is 
unknown. When a structural break occurs, if the estimator is consistent at a sufficiently fast 
rate, then the tests are near asymptotically efficient when based on quasi differenced 
detrending; however, when there is no structural break, the break fraction estimator spuriously 
indicates a trend break causing the tests to be inefficient (see CHLT). This problem is corrected 
by Harris et. al. (2009) who propose a modification of the break fraction estimator. As 
highlighted by CHLT, another problem with unit root tests is the possible presence of time 
varying unconditional volatility in the data. This has been flagged up in the literature (see for 
example, Busetti and Taylor 2003, Sensier and van Dijk 2004, Cavaliere and Taylor 2008) as 
a considerable drawback for a data series that displays breaks in the trend and unconditional 
volatility.  
 
In the long term, commodity prices are subject to shocks or changes in trend that can range 
from natural disasters and political interventions to structural changes. These shocks tend to be 
irregular in nature and cause abrupt changes in prices to either higher or lower levels. Further, 
these price shocks could be permanent or transitory. When agricultural prices increase, farmers 
invest in productive assets, which may not be easily shifted to the production of another 
commodity, leading to short run supply functions for agricultural commodities that are price 
inelastic. As a result, shifts in demand relative to supply can have large effects on agricultural 
prices, causing them to be highly variable. Throughout the 1960s, agricultural price volatility 
was low, but then increased in the 1970s and the first half of the 1980s, followed by a fall in 
volatility in the second half of the 1980s and the whole of the 1990s (Gilbert 2006). In recent 
years agricultural price volatility has increased, with food price spikes occurring in 2008 and 
2010. Given the high possibility of non-stationary volatility and a trend breaks in agricultural 
prices, the novel unit root procedures due to CHLT as well as Smeekes and Taylor (2012) 
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neatly fit with the examination of unit roots in agricultural commodity prices - the prime 
objective of this study.  
 
3. Literature Review 
Economic theory suggests that commodity prices should follow an auto-correlated and 
stationary process (see Deaton and Laroque 1992, 1996). With reference to agricultural prices 
in particular, Peterson and Tomek (2005) construct a structural model that provides a 
reasonable representation of monthly corn price dynamics with the help of simulations, while 
Holt and Craig (2006) show that livestock prices are auto-correlated because of the dynamics 
inherent in managing herds and flocks.   
 
A large number of studies test for unit roots in agricultural commodity prices. Among the 
studies that find shocks to agricultural commodity prices to be transitory is that by Wang and 
Tomek (2007), WT hereafter. They conduct unit root tests which include the well-known 
Augmented Dickey Fuller (ADF) and Phillips-Perron (PP) tests on monthly agricultural prices 
in the United States, spanning the period 1960 to 2005 using four data transformations: nominal 
data; deflated data (by the U.S. Consumer Price Index, CPI); logarithms of nominal data; 
logarithms of deflated data. Further, they detect for structural change by employing the 
heteroscedasticity consistent Lagrange Multiplier (LM) procedure due to Hansen (2000). 
Subsequent ADF tests were conducted on subsamples delineated by estimated structural break 
points. Their results conclude that agricultural commodity prices are stationary. A drawback of 
this study is that the standard unit root tests are known to suffer from poor size and power 
properties. Besides, the structural break tests are not robust to the order of integration of the 
price data. In another study, Balagtas and Holt (2009) test for a linear unit root model against 
smooth transition and time varying alternatives. They employ these methods on the Grilli-Yang 
index comprising of 24 commodities measured on annual basis, spanning the period 1900 to 
20032. They argue that the nonlinearity in commodity price adjustment arises due to the 
impossibility of negative storage (Deaton and Laroque, 1995). Their findings suggest that most 
agricultural commodity prices (13 out of 18) are stationary. However, the smooth transition 
nonlinearity only serves as an imperfect approximation of the sharp movements in prices (see 
                                                          
2 Balagtas and Holt (2009) consider the Grilli-Yang index which comprises of 24 commodity prices that include 
6 metal prices (being aluminium, copper, lead, silver, tin, zinc) and 18 agricultural (or agricultural based) prices. 
Since the current study is based on agricultural prices, the findings in their study based on metal prices are 
excluded from this discussion for comparison. 
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Deaton and Laroque 1995). Enders and Holt (2012) test for unit root behaviour in commodity 
prices allowing for smooth shifts. They consider monthly data for 16 commodity prices over 
the period 1960 to 2010. Their results find evidence of mean shifting stationary processes in 9 
out of the 12 agricultural prices considered in their study. In an earlier study, Kellard and Wohar 
(2006) examine the Grilli-Yang index over the period 1900 to 1998. They conclude that 9 out 
of 18 agricultural prices are stationary, and therefore the proportion of commodities that are 
found to exhibit evidence of stationarity is relatively smaller than Balagtas and Holt (2009). A 
problem with the test is that it treats the presence of breaks asymmetrically (only appearing in 
the alternative hypothesis) as well as the possibility of the inclusion of extraneous break 
dummies in the unit root test regression. This is addressed in the study by Ghoshray et. al. 
(2014) by employing robust tests for structural breaks on the Grilli-Yang index from 1900 to 
2010, providing more evidence of stationarity by finding 13 out of 18 agricultural commodity 
prices reject the unit root null. However, none of these studies address the issue of volatility in 
agricultural prices. 
 
The issue of conditional volatility has been addressed to a certain extent by Narayan and Liu 
(2015), testing for unit roots in energy prices. They use daily, weekly and monthly data for 
various energy prices including the benchmark crudes such as WTI and Brent over the period 
1986 to 2014, to test for unit roots allowing for structural breaks in the trend and conditional 
heteroscedasticity in prices. They employ trend-GARCH unit root tests and find that in most 
energy prices the unit root can be rejected, concluding that shocks to most energy prices are 
transitory in nature. However, the characterisation of the nature of volatility is classed as a 
GARCH (1,1) process, which can be restrictive and does not allow for unconditional 
heteroscedasticity. Besides, the method does not take in to account the possibility where the 
volatility includes both single and multiple abrupt breaks in variance, polynomially trending 
volatility, piecewise trending volatility, and smooth transition variance breaks. 
 
Volatility is crucial issue in commodity prices. While a large number of studies have 
acknowledged that commodity prices are extremely volatile and that there may be breaks in 
volatility for agricultural prices, this aspect of commodity price behaviour has received limited 
attention in the context of whether these prices contain a unit root. The combination of inelastic 
demand and supply in many commodities implies that in the short term an unanticipated shock 
such as frost, drought or disease can generate large price swings. Exchange rate movement can 
induce a certain amount of volatility in commodity prices and this may be particularly true 
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since the 1970s. Economic policy can induce volatility as well. Markets for corn, wheat and 
soybeans, in particular, have been noted to contain extraordinary amounts of volatility and this 
has been largely thought to be attributed to the FAIR Act’s land set-aside (see Lence and Hayes 
2002).  
 
These previous studies highlight the fact that commodity prices are likely to contain structural 
breaks and be characterised by volatility that changes over time. As described earlier, the unit 
root tests have failed to deal with both these characteristics together. We address this gap by 
adopting a novel unit root test due to CHLT and Smeekes and Taylor (2012). To our 
knowledge, this is the first time such a procedure is applied to agricultural commodity prices. 
The econometric procedures are now described. 
  
4. Econometric Methods 
The general model that we employ to determine structural breaks in the trend of agricultural 
prices is given by the equation below: 
 
𝑃𝑡 = 𝜇0 + 𝛽0𝑡 + ∑ 𝜇𝑖𝐷𝑈𝑖𝑡
𝐾
𝑖=1 + ∑ 𝛽𝑖𝐷𝑇𝑖𝑡
𝐾
𝑖=1 + 𝑢𝑡      (1) 
 
where 𝑃𝑡 is the agricultural price, 𝐷𝑈𝑖𝑡 = 𝐼(𝑡 > 𝑇𝑖), 𝐷𝑇𝑖𝑡 = (𝑡 − 𝑇𝑖)𝐼(𝑡 > 𝑇𝑖),for  𝑖 =
1,2, … , 𝐾 are the intercept and slope dummy variables. A break in the trend occurs at time 𝑇𝑖 =
[𝑇𝜆𝑖] when 𝛽𝑖 ≠ 0 and 𝜆𝑖 is the break fraction. The date of the breaks, 𝑇𝑖 and the number of 
breaks 𝐾 are unknown. The error term 𝑢𝑡 can be either I(0) or I(1). A test for a structural break 
is made using the novel procedure of Perron and Yabu (2009) that is robust to whether the 
underlying data are I(0) or I(1), based on a Feasible Quasi Generalized Least Squares method 
using a Wald test 𝑊𝑄𝐹. They recommend the following exponential Wald (𝐸𝑥𝑝𝑊) statistic to 
determine the structural break: 
 
𝐸𝑥𝑝𝑊 = 𝑙𝑜𝑔 [𝑇−1 ∑ 𝑒𝑥𝑝 (
1
2
𝑊𝑄𝐹(𝜆1))𝜆1∈Λ1 ]      (2) 
 
A further robust test for structural break in the trend is carried out based on the procedure by 
Harvey et. al. (2009a). The method involves the use of weighted statistics which are shown to 
have standard normal limiting null distributions and attain the Gaussian asymptotic local power 
envelope, in each case regardless of whether the shocks are I(0) or I(1).  
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In order to test the null hypothesis of constant unconditional variance, we make use of the well-
known procedure due to Inclan and Tiao (1994). However, the Inclan and Tiao (1994) method 
has two drawbacks: (a) it does not allow for conditional heteroscedasticity; (b) it ignores the 
fourth moments. Sanso et. al. (2004) take these features into account and produce a correctly 
sized test at the expense of a slight loss of power in comparison to the Inclan and Tiao (1994) 
method. Sanso et. al. (2004) recommend using both tests to check for nonstationary volatility. 
 
To test for unit roots in the presence of a possible break in trend and nonstationary volatility 
we make use of the procedure developed by CHLT. To conduct the procedure we consider the 
following model: 
 
𝑃𝑡 = 𝛼 + 𝛽𝑡 + 𝛾𝐷𝑇(𝜆) + 𝜀𝑡;    𝑡 = 1,2, … . . , 𝑇.      (3) 
𝜀𝑡 = 𝜌𝑇𝜀𝑡−1 + 𝜂𝑡;    𝑡 = 2,3, … . , 𝑇.        (4) 
 
where, 𝜂𝑡 = 𝐶(𝐿)𝑒𝑡, and 𝑒𝑡 = 𝜎𝑡𝑧𝑡 and the assumptions are the initial condition in (4) satisfies 
𝑇−1/2𝜀1
𝑝
→ 0; the lag polynomial satisfies 𝐶(𝑧) ≠ 0, ∀ 𝑧 ≤ 1 and ∑ 𝑗𝑐𝑗 < ∞;
∞
𝑗=0  𝑧𝑡~𝐼𝐼𝐷(0,1); 
𝐸|𝑧𝑡|
𝑟 < 𝐾 < ∞ for some 𝑟 ≥ 4; 𝜎𝑡 = 𝜔(𝑡/𝑇) where 𝜔 is non-stochastic and strictly positive. 
Equation (3) allows for the possibility of a structural break in the trend; where 𝛾 denotes the 
break magnitude, 𝜆 denotes the unknown break fraction, so that the break point is given by 
⌊𝜆𝑇⌋. Using the model given by (3) and (4), a set of M-statistics are constructed being, 𝑀𝑍𝑎, 
𝑀𝑆𝐵, and 𝑀𝑍𝑡, (see CHLT) to test for the presence of a unit root in the presence of a possible 
break in trend and nonstationary volatility.  
 
It is possible that there may be no break in the trend, in which case a further test proposed by 
Smeekes and Taylor (2012) is employed. This is a bootstrap union test for unit roots in the 
presence of non-stationary volatility. The test builds on the procedure by Cavaliere and Taylor 
(2008) who show that standard ADF tests are asymptotically incorrectly sized for time series 
data that is characterised by non-stationary volatility. Besides, the presence or absence of a 
linear trend in the data series can lead to problems with unit root testing. Also, if the initial 
condition is small, Muller and Elliott (2003) show that the Dickey Fuller (𝐷𝐹) test with 
ordinary least squares detrending, denoted 𝐷𝐹 − 𝑂𝐿𝑆, suffers from low power relative to the 
𝐷𝐹  test with quasi-differenced (𝑄𝐷) or generalized least squares (𝐺𝐿𝑆) detrending, denoted 
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as 𝐷𝐹 − 𝑄𝐷. Alternatively, if the initial condition is large, then the opposite happens. The 
upshot is that both the deterministic trend and the initial condition is not observed, leading to 
uncertainty with regards to which test to apply. To deal with these issues, Harvey, et. al. 
(2009b) construct a new test formed as a union of rejections of unit root tests with and without 
a deterministic linear trend and show that this union test can maintain high power and size 
irrespective of the true value of the trend. Harvey et. al. (2012) extend the analysis of Harvey 
et. al. (2009b) by considering the impact of both trend and initial condition uncertainty 
simultaneously. They propose a four-way union of rejections of 𝐷𝐹 − 𝑄𝐷 and 𝐷𝐹 − 𝑂𝐿𝑆 tests, 
both with and without trend.  
 
Therefore, the procedure proposed by Harvey et. al. (2012) is a modified union wild bootstrap 
test that is robust to nonstationary volatility, which is asymptotically valid and is also shown 
to perform very well in finite samples. The modified union test statistic, which is a four-way 
union of rejections of 𝐷𝐹 − 𝑄𝐷𝜇, 𝐷𝐹 − 𝑄𝐷𝜏, 𝐷𝐹 − 𝑂𝐿𝑆𝜇 and 𝐷𝐹 − 𝑂𝐿𝑆𝜏 , is given by: 
 
𝑈𝑅4 = 𝑚𝑖𝑛 [𝐷𝐹 − 𝑄𝐷
𝜇, (
𝑐𝑣𝑄𝐷
𝜇∗ (𝜋)
𝑐𝑣𝑄𝐷
𝜏∗ (𝜋)
) 𝐷𝐹 − 𝑄𝐷𝜏, (
𝑐𝑣𝑄𝐷
𝜇∗ (𝜋)
𝑐𝑣𝑂𝐿𝑆
𝜇∗ (𝜋)
) 𝐷𝐹 − 𝑂𝐿𝑆𝜇, (
𝑐𝑣𝑄𝐷
𝜇∗ (𝜋)
𝑐𝑣𝑂𝐿𝑆
𝜏∗ (𝜋)
) 𝐷𝐹
− 𝑂𝐿𝑆𝜏  ] 
 
where 𝑐𝑣𝑗
𝛿(𝜋) denotes the asymptotic critical value of the 𝐷𝐹 test which could contain an 
intercept, or intercept and trend, at nominal level 𝜋. This test thereby deals with the uncertainty 
about the trend and the initial condition.  
 
However, Smeekes and Taylor (2012) note that the uncertainty about the presence of a trend 
and the initial condition needs to be dealt along with the possible presence of nonstationary 
volatility. They consider union tests that are robust to nonstationary volatility, trend 
uncertainty, and uncertainty about the initial condition. Their test is based on the wild bootstrap 
approach, combined with the sieve principle to account for stationary serial correlation, 
designed to be robust over uncertainty about the presence of a deterministic trend and 
uncertainty about the initial condition. This test is an improvement over the union tests of 
Harvey et. al. (2012) which are found to be incorrectly sized in the presence of nonstationary 
volatility. The wild bootstrap variant of the union tests, proposed by Smeekes and Taylor 
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(2012), overcome these problems, showing that the tests are robust to nonstationary volatility 
and retain their validity. They consider two bootstrap union tests, unit root A type test (𝑈𝑅4𝐴) 
and unit root B type test (𝑈𝑅4𝐵); the 𝑈𝑅4𝐴 test does not include a deterministic trend in the 
test, while the 𝑈𝑅4𝐵 test does include a trend in the bootstrap data generating process. The 
bootstrap union tests proposed by Smeekes and Taylor (2012) would appear to constitute a 
valuable option if one needs to deal simultaneously with uncertainty regarding the trend and 
the initial condition and to provide results that are simultaneously robust to the possible 
presence of nonstationary volatility. 
 
5. Data and Empirical Results 
We an extended data set of WT, including two more commodities, namely the monthly prices 
of corn, soybeans, milk, barrows, wheat and cattle. The time period of the data is also extended 
to the most recent period available, spanning January 1960 to June 2016. Following WT, we 
use the following four data transformations: nominal data; deflated data (by the U.S. Consumer 
Price Index, CPI); logarithms of nominal data; logarithms of deflated data. The source of the 
data is the National Agricultural Statistical Service (NASS) of the United States Department 
of Agriculture (USDA). The prices represent sales from producers to first buyers. The 
agricultural commodity prices include all grades and qualities.  
 
The time series properties for the nominal, logged (ln) and deflated (R) commodity prices can 
differ. For example, using logged price transformations leads to linearising the exponential 
growth patterns and reduces heteroscedasticity, or alternatively stabilises the variance. The 
difference in results of such transformations are due to the fact that logging the price series can 
straighten the trend, and deflating the series can eliminate or even reverse a trend that may 
appear in the data when measured in nominal terms. While the transformation of time series 
data is not unusual (see Working 1960) the estimates of expected prices and associated price 
risk can vary depending on the type of transformation (Tomek 2000). For example, nominal 
commodity prices may appear stationary, but real prices may exhibit a stochastic trend which 
could be imparted by the deflator. For this reason we choose to examine raw data, logged data 
and deflated data for the selected commodity prices. This approach also serves as a comparison 
and extension of the study by WT. We use the CPI as the deflator, which several studies (e.g. 
Antonovitz and Green 1990; Deaton and Laroque 2003 among others) have indicated is an 
appropriate choice. 
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Figure A1 (in the on-line appendix) illustrates the dynamic properties of the commodity prices 
in their four different forms chosen for this study. Visual inspection suggests the possibility of 
a structural break in the trend and/or non-stationary volatility. Note that while the log 
transformations of the agricultural price series seem apparently similar, there is a subtle 
difference where the large spikes and variability in the prices are somewhat compressed. We 
also observe that all prices in nominal terms display an increasing trend, which is reversed 
when considering the real price series. The time series properties are likely to be different for 
the chosen transformations of the data. It has been argued that agricultural commodity prices 
have been volatile over the 1990s (Tomek 2000), and this seems to be reflected when 
comparing the earlier period with more recent data.  
 
Given that agricultural prices are known to be volatile, and the possibility of a structural break 
in prices, we conduct formal tests for our data. Table A1 (on-line) contains the results of the 
Perron and Yabu (2009) and Harvey et. al. (2009a) robust tests for a structural break, and the 
Inclan and Tiao (1997) and Sanso et. al (2004) procedures to test for a break in variance. 
 
Conducting the Harvey et. al. (2009a) test for a structural break we find evidence that such a 
break exists for nominal prices of cattle and barrows in both raw and logged form. This set is 
extended to milk price data in logarithms and real prices of barrows in logged and non-logged 
forms when employing the Perron and Yabu (2009) test for a structural break. No further breaks 
were found employing the Kejriwal and Perron (2010) sequential procedure3. The Inclan and 
Tiao (1997) procedure confirms that the price data are characterised by breaks in variance and 
estimates the break dates as shown in Table A1. The presence of breaks is confirmed when 
using the Sanso et. al. (2004) procedure. The break dates are not always the same when 
comparing the two methods, but this is expected as the Inclan and Tiao (1994) method does 
not allow for conditional heteroscedasticity and ignores the fourth moments, while Sanso et. 
al. (2004) takes account of these drawbacks and produces a correctly sized test, though with 
slight loss of power in comparison to the Inclan and Tiao (1994) method. Nevertheless, the 
conclusion is that the agricultural price data in raw form and logarithmic transformations are 
all found to contain breaks in variance. While it is difficult to link the break dates to specific 
events, one may note the break dates in the trend and variance can be quite different once the 
                                                          
3 The results are not reported here for brevity, but all the details are available from the author on request.  
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data are deflated or transformed to a logarithmic form. For the reasons described earlier, 
relating to data transformations, this finding is not unexpected. The results from both the tests 
confirm our prior beliefs; that all the agricultural prices are characterised by nonstationary 
volatility. There is some evidence of a trend break found in 7 out of the 24 possible cases. Since 
for these 7 prices, both a possible structural break and nonstationary volatility are present in 
the data, we apply the novel unit root test due to CHLT. For the remaining 17 prices we use 
the novel procedure of Smeekes and Taylor (2012). 
 
However, before we proceed to the unit root tests that allow for nonstationary volatility, we 
start by applying standard ADF tests to the data where there is no structural break, and the 
Zivot and Andrews (1992) test (as an extension of the ADF test) allowing for a single structural 
break to the remaining data. This serves as a baseline test to compare our results4. Also, the 
ADF test is extended to allow for nonlinearity. The nonlinearity is based on the observation 
made by Deaton and Laroque (1992) that commodity prices are characterised by long periods 
of doldrums punctuated by large upward spikes. This asymmetry of “upward peaks but few 
matching troughs” (see Deaton 1999) may reflect speculative storage5. To this end the 
threshold autoregressive (TAR) based unit root test due to Enders and Granger (1998) allows 
us to test for the null of a unit root against the alternative of threshold adjustment, where the 
asymmetry is in the spirit of Deaton and Laroque (1992) and Bobenrieth et. al. (2017). The 
TAR based unit root tests is simply an extension of the standard ADF test allowing the rate of 
reversion to trend to be different when the price is below the trend compared to when the price 
is above the trend (see Enders and Granger 1998 for details). The results of the test are in Table 
1 below. 
 
[Table 1 about here] 
 
The standard ADF test results along with the break point ADF test due to Zivot and Andrews 
(1992) show that 18 out of the 24 possible cases reject the unit root null, indicating considerable 
support for stationarity. The TAR based unit root tests indicate that only 8 out of 24 cases show 
signs of asymmetry. This is determined by the p-values in the last column of Table 1 where the 
null hypothesis is of symmetric adjustment measured by an F test (see Enders and Granger 
                                                          
4 Gratefully acknowledge an anonymous referee for this suggestion. 
5 We thank an anonymous referee for raising this point. 
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1998). However, where asymmetry is found, the corresponding statistics (given in the second 
column of Table 1) that show rejection of the unit root null, coincide with the same 
commodities where the null is rejected using the standard ADF tests. While there are several 
other agricultural commodities (e.g., the raw data for corn, milk, barrows, logged prices of 
corn, real milk prices, logged real milk, real barrow prices, logged wheat and soybean prices, 
as well as logged real wheat and soybean) that show rejection of the null using the TAR based 
unit root test, there is no evidence of asymmetry. Given the absence of asymmetry in these 
cases, the standard ADF test result is more reliable as it has more power than the TAR based 
unit root test (Enders and Granger 1998). The implication is that, with 75% of the cases where 
the unit root null is rejected, there is considerable support for agricultural prices being 
stationary. 
   
However, as discussed earlier, following CHLT, there are size distortions of the unit root tests, 
implying false rejection of the unit root null hypothesis if nonstationary volatility is not 
accounted for. Table 2 shows the results of the CHLT test for unit roots. This is applied to all 
prices for barrows, logged milk prices and nominal prices for cattle in logged and raw form. 
We find that in the case of the price of barrows in logged and nominal form, the M test statistics, 
the 𝑀𝑍𝑎, 𝑀𝑆𝐵, and 𝑀𝑍𝑡 report values that are less than the critical values leading to the 
rejection of the null hypothesis of a unit root. This implies these two prices are found to be 
stationary. For the remaining 5 prices (the real prices of barrows in logged and unlogged form, 
log of milk and log and unlogged prices of cattle) we cannot reject the null hypothesis of a unit 
root. We therefore conclude that the shocks to these 5 prices are not transitory. In summary, 
allowing for trend breaks and nonstationary volatility in prices, there is limited evidence of 
prices being stationary. 
 
[Table 2 about here] 
 
The results are contrasting in the sense that two related commodities, barrows and cattle show 
very different results. While the nominal prices of barrows in logged and unlogged form are 
found to be stationary, the nominal price of cattle in logged and unlogged form are found to be 
non-stationary.  This result suggests that the dynamics of commodities that are expected to be 
reasonably similar can yield very different results. This is not entirely surprising from an 
empirical point of view; Kellard and Wohar (2006) have shown that prices of related 
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commodities can exhibit very different dynamics and warn against the aggregation of 
commodities. 
 
Table 3 shows the results of the bootstrapped union tests for unit roots allowing for 
nonstationary volatility on the remaining 17 cases where there is no trend break. Using the 
robust procedure due to Smeekes and Taylor (2012) we find that only for 6 cases (that is, 
nominal and real corn prices, milk prices, nominal, real, and logged wheat prices) can we reject 
the null hypothesis at the 10% significance level. This is true for both the 𝑈𝑅4𝐴 and 𝑈𝑅4𝐵 tests 
where we include and exclude a trend in the data.  
 
[Table 3 about here] 
 
We find that out of the 6 prices, the null hypothesis of a unit root is rejected at the 5% 
significance level for milk, whereas for the remaining 5 prices the null hypothesis is rejected 
at the 10% significance level. Even allowing for the upper bound on the probability of a type 
1 error to be higher (i.e., 0.10), the balance is in favour of agricultural prices being non-
stationary I(1) processes. Comparing the results of non-rejection and rejection of the null there 
is no clear pattern emerging for the type of commodity or the data transformation. For example, 
related commodities such as corn, soybeans and wheat exhibit different responses along with 
the different transformations applied to the data.   
 
We can therefore conclude that overall, only a third of all the possible cases of agricultural 
prices including the possible transformations considered, are stationary; that is, 8 out of 24 
possible cases. With 33% of the cases showing rejection of the unit root null, the results are in 
sharp contrast with the baseline ADF test results that reject 75% of all cases considered. These 
results seem to compare unfavourably with the results obtained by WT where the overall 
conclusion was that most of the prices are stationary. Therefore, we can conclude that the 
results underscore the argument by Cavaliere and Taylor (2008), CHLT and Smeekes and 
Taylor (2012) that ignoring nonstationary volatility leads to false rejection of the unit root null 
hypothesis. The implication of employing more appropriate unit root tests is that the results are 
at best mixed with more support against stationarity of the agricultural prices. Therefore it still 
remains an empirical question as to whether agricultural commodity prices are stationary. Pre-
tests of agricultural prices for unit roots need to be carried out prior to any econometric 
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modelling that requires the data to be of a certain order of integration to obviate the possibility 
of mis-specified results.  
 
6. Conclusion 
The agricultural commodity price data we employ in this study are found to exhibit 
nonstationary volatility. These characteristics of commodity prices can render standard unit 
root tests to be ineffective in the sense that the size of the unit root test can be distorted leading 
to false rejection of the null hypothesis. Accordingly, novel unit root tests are employed to 
determine whether shocks to these prices are permanent or transitory, allowing for 
nonstationary volatility, in the presence or absence of a trend, a possible break in trend, and the 
uncertainty around the initial condition. The results we find underscore the conclusions of 
Cavaliere and Taylor (2008), CHLT, and Smeekes and Taylor (2012), showing that the novel 
tests demonstrate better size properties in comparison to the standard ADF tests. Using more 
appropriate tests, our results suggest that agricultural commodity prices are not generally 
stationary. This contrasts with the view that agricultural commodity prices (in theory) should 
be stationary, and also reverses the conclusions by Wang and Tomek (2007).  
 
What could explain why shocks to agricultural prices might be permanent? These 
contradictions between theory and evidence are explained to some extent in a recent study by 
Chen et. al. (2014). They make use of a common factor model (the PANIC model) due to Bai 
and Ng (2004) by first determining what factors may affect commodity prices, and then linking 
these factors to economic theory in an attempt to reconcile the apparent contradictions. By 
employing PANIC, Chen et. al (2014) suggest that the first common factor which reflects the 
U.S. nominal trade-weighted exchange rate is nonstationary, and the second common factor 
which reflects the idiosyncratic components are stationary. Since agricultural prices are 
denominated in U.S. dollars, the dynamic behaviour of commodity prices ought to, at least in 
part, mirror the behaviour of the U.S. exchange rate and thus inherit its nonstationarity. 
Following this thread, Chen, et. al. (2010) find substantial out-of-sample predictive content of 
the exchange rate for commodity prices, but not in a reverse direction. Secondly, there is 
support given by studies that consider the increasing connectedness between agricultural prices 
and energy prices (see for example, Tyner 2010, Ciaian and Kancs 2011, Wu, et. al. 2011). 
These studies find that energy and agricultural prices are nonstationary I(1) processes. If 
agricultural prices are related to oil prices one can argue that the stochastic trend in oil prices 
will be inherited by the agricultural prices following Hendry and Juselius (2000). Thirdly, the 
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results of Scrimgeour’s (2015) study show that monetary policy surprises have a substantial 
effect on commodity prices. His study considers 7 agricultural commodity prices all of which 
were found to be I(1) processes. It is known that the tightening of monetary policy by Volcker 
in 1979 was followed by an easing from 1984 to 1987 after which pre-emptive tightening took 
place until 1989 and gradual easing of monetary policy again until 1992. The changing phases 
of monetary policy could have had an impact on commodity price volatility leading to prices 
being judged as an I(1) process.  
 
However, while explanations can be provided why agricultural prices can be I(1), the results 
in this study show some prices to be I(0), albeit with the balance in favour of prices being I(1). 
The question that arises is why some prices are I(0), especially those that contrast with prices 
that are I(1) and may be related commodities. For example, one would expect the prices of 
corn, wheat and soybeans to be closely related as they are seen as close substitutes in demand 
and have similar input costs and share common market information (Gardebroek et. al 2016). 
The differences in price dynamics can be partly explained based on some recent studies. For 
example, Wright (2012) asserts that the changes in stocks-to-use ratio influences agricultural 
commodity price dynamics. Baffes and Haniotis (2016) show that stocks-to-use ratio for wheat 
over the period 1990 to 2014 was considerably higher than corn. This was due to the moderate 
increase in demand for wheat, whereas the increase in demand for corn was much higher due 
to the production of biofuels. This might be one of the reasons that can explain the difference 
between price dynamics of commodities that are expected to be similar according to common 
market characteristics. Another line of reasoning that can affect the dynamics of related 
commodities can be obtained from Ott (2014) who states that trade internationalisation can 
impact commodity price volatility. As more countries open their economy to trade, the price 
volatility of commodities would be smaller. The empirical study by Ott (2014) finds this 
argument holds for corn, but the reverse holds for soybeans. This would seem surprising as 
both commodities are close substitutes in animal fodder and compete in terms of acreage 
(Gardebroek et. al. 2016). However, Ott (2014) explains this result by suggesting that the 
soybean market is dominated by fewer suppliers and would therefore exhibit lower price 
variability in comparison to corn. The difference in the variability can affect the price dynamics 
of individual commodities that are known to be closely related, thereby producing different 
results when testing for unit roots.  
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To summarise, unit roots seem to be present in a significant number of prices, irrespective of 
whether the data is raw or transformed by taking logarithms or deflating the prices. The price 
dynamics for different commodities tend to be distinctly different from each other, 
underscoring the need to deal with each agricultural price separately when deriving policy 
implications. In general, the finding that shocks to agricultural prices on balance tend to be 
permanent in nature, might help explain why policy makers have been unable to predict the 
cost of risk management programs such as the Farm Commodity programme and the Direct 
Payments programme. Based on our empirical findings, we conclude that the controversy of 
whether commodity prices are stationary or permanent is not yet over, calling for further 
research. To this end, as new tests for unit roots emerge that allow for nonlinearity and 
fractional integration which can allow for nonstationary volatility, be robust to possible trend 
breaks and uncertainty regarding the initial condition, there are avenues for further research on 
this contentious issue.  
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TABLES 
 
Table 1. Results of linear ADF Unit root tests and TAR unit root tests 
 ADF TAR Test for Symmetry 
corn –3.30*  7.30 2.09 [0.14] 
cornR –2.97  4.91 0.93 [0.33] 
Ln(corn) –3.38* 6.01 0.58 [0.44] 
Ln(cornR) –3.11 5.03 0.34 [0.55] 
    
Milk –4.35*** 10.31 0.68 [0.41] 
MilkR –2.44 7.31 3.02 [0.10] 
Ln(milk) –2.75 5.20* 3.28 [0.07] 
Ln(milkR) –4.11*** 8.93 2.01 [0.15] 
    
Barrows –5.47** 15.43 1.04 [0.30] 
Barrows R –3.10 7.43 0.93 [0.33] 
Ln(Barrows) –4.71*** 15.02*** 8.50 [0.00] 
Ln(Barrows R) –5.16*** 15.81*** 5.89 [0.02] 
    
Soybean –4.07*** 9.81*** 7.37 [0.00] 
soybean –3.40* 11.72*** 7.03 [0.00] 
Ln(soybean) –3.79** 10.30*** 11.59 [0.00] 
Ln(soybeanR) –3.53** 5.95 2.63 [0.10] 
    
Wheat –3.35* 8.58*** 4.98 [0.03] 
wheatR –3.40* 9.34*** 7.45 [0.00] 
Ln(wheat) –3.04  7.23 2.46 [0.12] 
Ln(wheatR) –3.01 5.89 1.53 [0.22] 
    
Cattle –3.35* 4.84 0.62 [0.42] 
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cattleR –3.80** 4.18 0.28 [0.59]     
Ln(cattle) –3.43** 4.19 1.69 [0.19] 
Ln(cattleR) –3.56** 4.22 1.32 [0.25] 
For every variable (X), (X)R denotes the variable deflated by CPI to obtain X in real terms and ln(X) denotes the logged variable.  
***, **and * denote significance at the 1%, 5% and 10% levels respectively. The numbers in square brackets denote the p-values.  
The column labelled ADF denotes the standard benchmark ADF tests statistics. The null hypothesis for the test of symmetric adjustment is reported in the last column. The 
second column labelled TAR denotes the statistic to test the null of a TAR based unit root. The critical values are computed in Enders and Granger (1998). Only those 
statistics for which the test for symmetry are rejected (given by the p-values in the last column) are marked by the asterisk. 
 
 
 
Table 2. Results of the Test for Unit Roots in presence of a possible break in Trend and Nonstationary Volatility  
 MZa Bootstrapped Crit. Val. MSB Bootstrapped Crit. Val. MZt Bootstrapped Crit. Val. 
5% 10% 5% 10% 5% 10% 
Barrows –21.03** –19.15 –15.04 0.15** 0.16 0.18 –3.24** –2.98 –2.71 
BarrowsR –6.14 –20.23 –16.35 0.28 0.15 0.17 –1.75 –3.16 –2.83 
ln(Barrows) –35.26** –25.36 –20.73 0.12** 0.14 0.15 –4.19** –3.52 –3.19 
ln(BarrowsR) –7.92 –17.86 –14.82 0.25 0.16 0.18 –1.99 –2.96 –2.69 
ln(Milk) –4.11 –18.16 –15.06 0.30 0.16 0.18 –1.24 –2.94 –2.67 
Cattle –11.24 –19.11 –15.87 0.21 0.15 0.17 –2.33 –2.93 –2.71 
ln(Cattle) –18.37 –25.05 –20.59 0.16 0.14 0.15 –3.03 –3.35 –3.17 
Notes: For every variable (X), (X)R denotes the variable deflated by CPI to obtain X in real terms and ln(X) denotes the logged variable.  
**and * denote significance at the 5% and 10% levels respectively. 
 
 
 
 
 
Table 3. Results of the Bootstrap Union Tests for Unit roots in the Presence of Non-stationary Volatility 
 Test Statistic 𝑈𝑅4𝐴 Bootstrap Crit. Val. [p – value] 𝑈𝑅4𝐵 Bootstrap Crit. Val. [p – value]  
Corn –2.27* –2.07 [0.06]  –2.04 [0.05] 
CornR –2.00* –1.96 [0.08] –1.95 [0.08] 
ln(Corn) –1.91 –1.96 [0.12] –1.93 [0.10] 
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ln(CornR) –1.91 –1.93 [0.11] –1.92 [0.10] 
Milk –2.99** –2.34 [0.02] –2.25 [0.01] 
MilkR –1.10 –2.06 [0.76] –1.92 [0.75] 
ln(MilkR) –1.57 –2.26 [0.42] –2.13 [0.40] 
Soybean –1.85 –1.95 [0.14] –1.92 [0.12] 
SoybeanR –1.75 –2.10 [0.28] –2.05 [0.22] 
ln(Soybean) –1.53 –1.96 [0.34] –1.92 [0.32] 
ln(SoybeanR) –1.46 –1.98 [0.41] –1.94 [0.39] 
Wheat –2.02* –1.95 [0.08] –1.92 [0.07] 
WheatR –2.12* –1.90 [0.05] –1.88 [0.05] 
ln(Wheat) –1.91* –1.89 [0.09] –1.87 [0.08] 
ln(WheatR) –1.86 –1.89 [0.11] –1.87 [0.10] 
CattleR –1.76 –2.11 [0.25] –2.07 [0.25] 
ln(CattleR) –1.56 –2.03 [0.36] –2.01 [0.35] 
Notes: the numbers in square brackets denote p – values. **and * denote significance at the 5% and 10% levels respectively.
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