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Let r be a submonoid of nonnegative integers . Let g be an element of a r-graded algebra
with a r-basis, and f be an element of a nonsero ideal of the algebra . In this paper, we
consider solving for p and r the congruence pf = r (mod 9) such that deg(r) - deg(p) is
less than a given integer and p has the minimal degree among all solutions . We show how
to solve the congruence by using a so-called subresultant sequence of f and g. We also
give an algorithm to find a solution explicitly . As an application, we use this algorithm
to decode geometric Goppa codes .
1 . Introduction
In 1981, a class of sensational codes - geometric Goppa codes - were introduced by
Goppa (1981) . These codes are constructed by algebraic-geometric methods . In 1982,
Tsfasman et al. (1982) showed that there is a sequence of these codes asymptotically
exceed the Gilbert-Varshamov bound . Recently, Porter et al. (1992) have showed that
the decoding of such codes can be reduced to solving a congruence in a r-graded algebra,
where r is a submonoid of N (the set of all nonnegative integers) . In detail, consider a
geometric Goppa code over a finite field F . For every received word x E F", one can
first construct a syndrome S(x) in a r-graded algebra. To find a correct codeword from
the received word one has to solve for p and r the congruence pS(x) = r (mod g) such
that deg(r) - deg(p) is less than a given integer and p has a minimal degree among all
such solutions. Here g is specified by the code and an element of the r-graded algebra .
A special case is the congruence pf =_ r (mod g) in a polynomial ring F[X], such that
deg(r) is less than a given integer and p has the minimal degree among all such solations .
The ring F[X] actually is an N-graded algebra over F . For this case, Sugiyama et al.
(1975) have found a method to solve the congruence . The main procedure of their method
is Euclid's algorithm . They also showed how to decode BCH codes and Goppa codes by
solving a similar congruence. Later, Sakata (1988, 1990) and Fitspatrick and Flynn (1991)
gave two different methods of solving a congruence in a polynomial ring in n (n > 2)
variables F[X1 , . . . , X"] which is an N"-graded algebra. They applied their methods to
find a minimal linear recurring relations for an n-dimensional array and to decode Heasel
codes, respectively.
Unfortunately, in many cases, a r-graded algebra constructed from a geometric Goppa
0747-7171/92/1 -10505 + 18 $08.00/0
	
© 1992 Academic Press Limited
506
	
B: Z. Shen
code is neither an N-graded algebra nor an N"-graded algebra . In fact, the grading
monoid r is a proper submonoid of N . Therefore, a new efficient method has to be found
in order to solve a congruence in such a r-graded algebra .
In this paper, we present an algorithm for solving a congruence of = b (mod g) in
this algebra, by generalizing a subresultant sequence (cf. Collins (1967), Brown and
Traub (1971) and Loos (1983)) in a r-graded algebra with a r-basis . The complexity
of the algorithm is O((m + n) 3 ), where m = deg(f) and n = deg(g). The idea to use
subresultant sequences was presented for the first time by Porter (1988) in his Ph.D .
thesis. However, by using his generalization, one may obtain an incorrect solution (see
Section 7 for an example) . As an application, we show how to use our algorithm to decode
geometric Goppa codes .
2. Graded Algebra and a Minimal Valid Solution of a Congruence
The following definition is a special case of the definition of a graded ring (see Northcott
(1968) pp. 113f) .
DEFINITION 2
.1
. Let K be an algebra over a field F. Let r be a submonoid of N . If
K = ®K" and K"K"' C Ky
+ y',
yEr
where Ky is a subgroup of the additive group of K, then we call K a r-graded algebra
and r a grading monoid. In other words, any non-zero element f E K has a unique
decomposition f =
F,y<y,
fy, fy E Ky and fir # 0, see also Moller and Mora (1986) .
Therefore there exists a- degree map defined by deg(f) _ ~. Furthermore, deg(fg) _
deg(f) + deg(g) for f, 9 E K .
DEFINITION 2.2. We say that a linearly independent set B of K is a r-basis of K, if and
only if
(1) there is a bijective map from B to r such that r = {deg(f )lf E B};
(2) any f E K has a r-representation
such that
r
f =
. > ai fi,
where ai E F and fi
E
B, for i = 1, . . . , r,
deg(f) > deg(fi+1) > deg(fi) i = 1, . . .,r - 1 .
In Moller and Mora (1986), a definition of a r-basis of a finitely generated module is
given.
REMARK 2.1 . The following properties can be easily proved by the definition of the
r-graded algebra.
(1) deg(a) = 0 if a E F * (by using Theorem 21 of Northcott (1968)) ;
(2) Let f, g E K, then deg(f + g) < max{deg(f), deg(g)}. Moreover, if deg(f) >
deg(g) then deg(f + g) = deg(f) . Furthermore, suppose f1, . . .,f, E K such that
deg(f1), . . . , deg(f„) are mutual different, then deg(f1 + . . . + f„) = maxl<i<, deg(fi) .
For convenience we define deg(f) = -oo if f = 0 .
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EXAMPLE 2.1 . Let K = F[X] be a polynomial ring, then it is an N-graded algebra with
an N-basis {X' Ji E N)
. Here the grading monoid is the whole set of nonnegative integers .
Furthermore, K is an Euclidean domain, so one can use Euclid's algorithm in K.
EXAMPLE 2 .2 . Let k = GF(16), the finite field with 16 elements . Consider an algebra
K := k[z, y] with defining equation z 5 =
y4+y
.
For every f E K we have f = F, aiz''y",
where i, il,
i2
E N and 0 < it < 4, ai E k and almost all ai are seroes
. Define a degree
map deg by
deg(f) = max{4i1 + 5i2Iai $ 0} .
Let r = 10,4,518,9, 10J U {12 + i1i E N). It is easy to see that K is a r-graded algebra
and {z'lyi'ti l ,
i2
E N and i2 < 4} is a F-basis . But this r-graded algebra is no longer an
Euclidean domain (see Remark 5 of Porter et al. (1992)) .
PROPOSITION 2.1 . Suppose K is a r-graded algebra over a field F, where r C_ N. Then
the following statements are equivalent :
(1) For any two elements f, g E K such that deg(f) = deg(g) = n, there exists an
a E F such that deg(f - ag) < n;
(2) K has a r-basis .
PROOF . (1)-(2) For every i E r, choose an element r/ri from K of degree i . In particular,
if i = 0 then choose 00 = 1. We claim B := {'tri li E r}
is a r-basis of K. Obviously,
the first condition of a r-basis is satisfied for this B. Now we use induction on deg(f) to
prove that the condition (2) of Definition 2 .2 is also satisfied .
1°) If f = 0, then it is obvious .
2°) If deg(f) = k E r, then there exists an element a E F such that deg(f - at/rk) < k
by the assumption . That means that either (i) f - ark = 0, or (ii) deg(f - a%rk) = 1 E r
for some I < k . In case (i), take ak = a so that f = ak b, ; In case (ii), by the induction
hypothesis there exists an (ao, . . . , ai) E F'+l such that f - at/rk =E1=0 a'Oi . Now take
ai = ai' for i = 0, . . ., l, and ai = 0 for i = l+ 1, . . . , k -1 and ak = a, then f = E 0 ai r>Hi .
Next we shall prove the independence of B. Assume there exist k elements of B, namely
t/ri	'i,, , such that EJ _1 aj ibi, = 0, where (al . . . . ak) E Fk is a nonsero vector . Then
by Remark 2 .1, we have
k
-co = deg(0) = deg(F ajOi j ) = max{ i1 j E {1, . . . , k} and ai :A 0},
9=1
which is a contradiction. Now we can conclude that B is a r-basis of K.
(2)- .(1) is trivial. 0
EXAMPLE 2.3 . Let X be a projective, non-singular and absolutely irreducible curve de-
fined over a finite field F. Suppose the genus of this curve is p . Let F(X) be the function
field of X. Let P be a rational point on X . (For more details about these notations we
refer to Tsfasman and Vladutt (1991) .) Define
K. (P) = {f E F(X) I f has only possible poles at P} .
Let r = {vp(f )l f E K00 (P)}, where vp(f) is the valuation off at P (cf. Tsfasman and
Vlbdut (1991)), that is to say, r is the set of all the non-gaps of P (see Fulton (1969)) .
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Define a degree map :
deg : f i -vp(f ), for every f E K,,. (P) .
By Theorem 1 of Porter et al. (1992) we have K,o (P) = F[f1, . . ., f+1], where f; E
K,,. (P) with deg(f,) = m; E r . Moreover, r = {E' k;m;Ik; E N}, see Proposition
2 of Porter et al. (1992) . Therefore r is a submonoid of N, and K,o (P) is a r-graded
algebra such that
K. (P) = ®K'f,
7Er
where K7 , a subgroup of the additive group K,o (P), is generated by
v+1
{afi' • . .f+i'Ia EF,k,ENand
E
k1
i=1
see Proposition 3 of Porter et al . (1992) . Furthermore, it was proved in Lemma 3 that the
condition (1) of Proposition 2 .1 is satisfied in K,o (P) . Therefore K,o(P) has a r-basis.
In the following, we always denote by K a r-graded algebra and by L a nonzero ideal
of K. Moreover, we define rL = {deg(f) If E L} .
REMARK 2.2 . It is easy to prove that r L is a submonoid of N . If K has a r-basis, the
condition (1) of Proposition 2 .1 is satisfied in L. Therefore there is a r L-basis BL of L.
Moreover, we can find a r-basis B of K such that BL C B (this can be easily proved
by the similar method as in the proof of Proposition 2.1) . Furthermore, for n E r and
mErL,wehave m+nErL .
DEFINITION 2 .3. Let f E L and g E K. Let a be a positive integer. If
0 96 p E K and
r E L is a solution of the congruence p f . r (mod g) such that deg(r) - deg(p)
< a, then
we say that (p, r) is a valid solution of (f, g, a) . A minimal valid solution of (f, g, a) is a
valid solution (p, r) of (f, g, a) such that deg(p) < deg(p') for all valid solution (p',
r') of
(f, 9, a) •
To find a minimal valid solution of a congruence is the core of this paper . The next
two sections will be devoted to this . For convenience, we shall give some notations in the
rest of this section. Firstly, we denote r = {deg(f) I f E
K} and rL = {deg(f)
I f
E L} by
{TN
Ii
E N} and {n;
Ii
E N}, respectively, where nj < ni and m; < m1 when i < j .
DEFINITION 2.4. Let f E L and g E K such that deg(f) = n > 0 and deg(g) = m > 0 .
Define I(f, g) by
I(f,g) :={kENIm-k-1 Er and n-k-IErL} .
Then for every k E I(f, 9), there exist uk, vk, wk E N such that m - k - i = m,,,, n -
k - 1 = n„,, and m + n - k - 1 = n.,,, where m.,, E r and n,,., n,,,, E rL . Now denote
{(uk, vk, wk) E N3Ik E I(f,
9)}
by U(f,
9) .
EXAMPLE 2.4 .
Let K = k[x, y] be defined as in Example 2.2 . Let a non-sero ideal L be
K itself. Let f =
a4y3
+ x'1 and g = y6 .
Then m = deg(g) = 25, n = deg(f) = 31 and
I(f, g) = {0,1, . . . ,12} U {14,15,16, 20} .
REMARK 2.3 . If #(I(f, g)) = 1
0
0, we enumerate I(f, g) by a decreasing sequence
kl, . . . , kl, that is I(f, g) = {k 1 , . . . , k1}, where ki > ki+1 for i = 1, . . . , l - 1 . Then we
denote (uk ;, vk ;, wk,) by (u(i), v(i), w(i)) for every i E {1, . . . ,1} . It is easy to see that
0<u(1)< . . .<u(l),0<v(1)< . . .<v(l)and0<w(1)< . . .<w(l)respectively.
LEMMA
2.1 .
{mj + nju(i) + 1 < j < u(i + 1)} t1 {nj + mlv(i) + 1 < j < v(i + 1)} = 0,
where 0<i<1 .
PROOF. Suppose there exist some
j1
and
j2
with u(i) + 1 _<
jl
< u(i + 1) and v(i) + 1 <_
j2
< v(i+ 1) respectively, such that mj, +n = nj, +m . So we haven > nj, and m > mj, .
Now take k = n - nj, - 1 = m - mj, - 1, then k E I(f, g) . Thus k = k
j for some
j E {1, . . . ,1} . That is to say nj, = n - kj - i = n, (j) . Hence v(i) < j2
= v(j) < v(i + 1),
implies k, > kj >
k,+1,
a contradiction . 0
DEFINITION 2.5
. Let the assumption be as in Definition 2.4. For every 1 < i < #(I(f, g)),
define
Pi(f, g) = {(p, r) E K x Lar = pf (mod g), deg(p) = m„(;) and deg(r) < n.(;)},
and
JT (f, g) = {deg(r)j(p, r) E P1(f, g)} .
In Section 3 we shall construct a subresultant sequence {srei(f, g)} . Then in Section
4, we shall prove that Pi (f, g) contains a minimal valid solution (p, r) of (f, g, a), such
that r = are; (f, g) and deg(r) = min Ji (f, g) .
3. The Construction of a Subresultant Sequence
Let K be a r-graded algebra over F, such that there exists a r-basis and r c N.
Let L be a nonsero ideal of K. Consequently, L is a rL-graded algebra . Let BL :=
{0i Ii E N, deg(+&i) = ni E rL } be a rL-basis of L such that ' 'o = 1 if no = 0, and
B := {epi ji E N, deg((pi) = mi E r} be a r-basis of K, such that IPo
= 1 and 4pi = bi if
m, E rL.
Let f E L with deg(f) = n > 0 and g E K with deg(g) = m > 0 . Then we have two
sets I(f, g) and U(f, g) defined by Definition 2.4 . In the following we shall define the
resultant matrix of f, g at every k E I(f, g) .
DEFINITION 3.1 . Let k E I(f, g) and denote (uk, vk, wk) an element of U(f, g)), by
(u, v, w) . Suppose ipi f = 1:,!-, aij+Oj for i = 0 . . . . u, where aij = 0 if nj > deg(vi f ),
and trig
= EJ
o bij,j for i = 0 . . . . v, where bij = 0 if nj > deg(oig) . Define an
(u + v + 2) x (w + 1) matrix M(f, g ; k) by :
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where the columns correspond to fir,,, . . . 01, ,'o . That is, the entry in the row correspond-
ing to Vi f and the column corresponding to 1/ri is aq ; the entry in the row corresponding
to t,b g and the column corresponding to tri is b,, . We call this matrix a resultant matrix
of f and g at k. The row vector corresponding to vif (or O,g) is called the coefficients
representation of gyp; f (or O;g) .
The degree of the column corresponding to b, is defined by deg(tA,) = n;, For conve-
nience, we will sometimes denote M(f, g ; k) as follows
MU, g ; k) = (a,, a..-1
. . . ao) ,
where a, is a column vector .
Now we have a sequence of resultant matrices, namely
MY,
g; k1), . . . ,
MU,
g; k1),
where {k 1i . . . , k,} = I(f, g) . We abbreviate them by M1, . . . , Ml, if it is clear which f g
are meant .
By using resultant matrices we shall construct a subresultant sequence in the rest
of this section . First we will study a resultant matrix in detail . In the following, the
number of rows and the number of columns of matrixM are denoted by r(M) and c(M),
respectively.
COROLLARY 3 .1 . c(M(f, g ; k)) > r(M(f, g ; k)) .
PROOF . By the definition of M(f, g ; k), we have,
c(M(f, g ; k)) _ #(rL n
{0, . . ., n + m -
and
r(M(f, g ; k)) = #{+'og,
. . . , ~'.9}+ #{~P+~f,
. .
. , rPof}
< #(rLn{0, . . .,n-k-1})+#(rLn{n, . . .,n+m-k-1}) .
Hence c(M(f, g ; k)) > r(M(f, g ; k)) since n - 1 > n - k - 1 . 0
DEFINITION 3 .2 . Let
D(M(f, g; k)) = { all the degrees of the columns in M(f, g ; k)} .
If I C_ D(M(f, g ; k)), then let M(f, g; k)[I] be the submatrix of M(f, g ; k) consisting of
those columns of M(f, g ; k) which have their degrees in I. The degree of a column in
M(f, g ; k)[I] is defined as the degree of the the same column in M(f, g ; k) .
DEFINITION 3.3 . Let I be a subset of D(M(f, g ; k)) such that #(I) = r(M(f, g ; k)) -1 .
'Pa f
au„ . . . a„1 a„0
f
aow . . . aol aoo
00g
bo„ . . .
bol boo
'o.g
b,m . . . b.1 b.o .
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For every ni E D(M(f, g; k)) \ I, define a square matrix
MY, g ; k)[I](i) = (MU, g ;
k)(IJ,
a:),
where a; is a column in M(f, g; k) such that its degree is n, . The determinant element
of M(f, g; k) with respect to I is defined by
detel(M(f, g; k), I) _ det(M(f, g; k)[IJ(i))t/r,,
n;E9(M(j,g;k))\I
where det(N) is the determinant of a square matrix N . We call this element a subresultant
with respect to I .
LEMMA 3.1 . Let X be a r(M(f, g ; k)) x r(M(f, g ; k)) nonsingular matrix over F, then
detel(M(f, g ; k), I) =
det(X)
	 detel(XM(f, g ; k), I) .
PROOF. The proof follows immediately from the identity det(XM) = det(X) det(M),
for two square matrices X and M of the same size. 0
In the following, we will first define a set I; for every M(f, g, k,) . Then for this particular
I; we define the ith subresultant of f and g by using Definition 3.3 .
DEFINITION 3 .4 . For every i E {1, . . . , #(I(f, g))}, we have (u(i), v(i), w(i)) defined by
Remark 2.3 and resultant matrix M, defined in Definition 3 .1 . Now define I, as follows :
1°: if i = 1 define I1 = {m,(1)+n, . . .,mo+n,no+m, . . . . n,(1)_1+m} .
20 : for i > 1, supposeI;-1(9 D(M, _ 1 )) has been defined, such that
detel(M,_ 1i I,_ 1 ) 0 0 and its degree is equal to n t(,_ 1 ) and #(IS_ 1 ) = r(M,_1) - 1 .
Define I, = A, U I,_1 U {n t(f_ 1)}, where
A, = {mj + nju(i - 1) + 1 < j :5 u(i)} U {nj + mjv(i - 1) + 1 < i < v(i) - 1} .
Furthermore if there exists a j < #(I(f, g)) such that II is defined and
detel(M1, I,) = 0 but detel(M1_ 1i Ij _ 1 ) 54
0,
then define i(f, g) J, otherwise define i(f, g) := 1 .
LEMMA 3 .2 . For every i E {1, . . . , i(f, g)}, I, C D(M,) and #(I,) = r(M,) - 1 .
PROOF. By the definition of Il and Lemma 2.1, we immediately have #(II) = u(1) +
v(1) + 1 = r(MI) - 1 and Il C D(M1 ) . Suppose for i = 1, where 1 < I < i(f, g), the
lemma is true. Now consider the case such that i = 1+ 1 . By hypothesis, for every nj E It
we have ni <_ n,(,) = ma( i ) + n = n,(t) + m. Hence It n At+, = 0. Moreover, since
detel(Mj , It) 0 by l < i(f, g), we have that the degree of detel(M j , h), namely nt ( t ), is
not in It and nt (1 ) < n(t) by the definition of Mi. Hence n t ( t)
V
A, . Thus
#(It+,) = #(At+,) + #(It) + 1= u(l + 1) + v(l + 1) + 1 = r(M1+1 ) -1
by Lemma 2.1 . Furthermore, we have It+, C D(Mt+1) since D(MI) C D(Mt+l), At+, C
7)(M,+1) and
nt(i) E
D(M,). 0
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LEMMA 3 .3 . Let u(O) = -1 and v(O) = -1
. Then for i > 0, the rows corresponding to
'Pu(i+1)f, . . . , WPa(i)+lf,'e(i)+19, . . . , 0e(i+1)-19
in
Mi+1[Ai+1]
are linearly independent, where
Ai+l is defined in Definition 3.4 .
PROOF . Suppose 4pjf =
E'~ 0
atj 0j for u(i) + 1 < 1 < u(i+ 1) and t1g =
E~-0
b11 1, for
v(i)+1 < 1 < v(i+1)-1 . I/the lemma is not true, then by Definition 3 .1 there exist u(i+
1)-u(i)+v(i+l)-v(i)-1 elements of F, namely au(i)+1, . . . , au(i+1),)3,(i)+1, . . . , Qo(i+1)-1
which are not all zero, such that
u(i+1) v(i+1)-1
atatj + 01b11 = 0
t=u(i)+1 t=o(i)+1
for all n1 E Ai+1 . Thus
u(i+1) ro(i+l)-1 a(i+1) o(i+1)-1
aoPtf + QtOt9 = ( 1: atatj + 1: Q,blj)o j .
t=u(i)+1 I=4(i)+l n,,E9(Mi+l)\A .+i I=u(i)+1 I=V(i)+1
Hence the degree of E
I(i)+l
(u+a l'tf
+ E
:
(,(I
+i f31,b19 is not in Ai+1 •
On the other hand, if we define
J1 = {mj + n l u(i) + l < j < u(i + l) and aj 360},
Jz = {n1 + mlv(i) + 1 < j < v(i + 1) -land 13 $ 0},
then J1 U J2 C Ai+1 . Hence
u(i+1) v(i+1)-1
deg(
atwtf + Qt'bt9) = max(J1 U Jz ) E A.+1
t=u(i)+1 t=ti(i)+1
by Lemma 2.1 and Remark 2.1, which is a contradiction . This proves the lemma . 0
PROPOSITION 3.1 .
For every i E {1, . . . , i(f, g)}, the first u(i) + v(i) + 1 rows of Mi [Ii]
are linearly independent, and the same hold for the last u(i) + v(i) + 1 rows of Mi[I i ],
where Ii is defined in Definition 3
.4 .
PROOF. We prove the first part of the proposition by induction on i . The second part
goes similarly.
1° ) We know I1 = {Y%(1)+n, . . .,mo+n, no+m, . . .,n,(1)_1+m} . Since all the rows
in M1[I1], except for the last row, are the coefficients representations of 'Pu(1) f, . . . ,'yof,
00g	V',(1)-19 respectively, they are linearly independent by Lemma 3.3 .
2°) By the definition of Mi+1[Ii+1], we can write
f
zZ1 X
Mi+1[Ii+1] =
0
Mi[Ii](t(i)) ,
Zs Y
where the set of all degrees of columns in Zj (j
= 1, 2) is Ai+1, and the set of all degrees
of the columns in X is Ii U {nt(i)} . Furthermore, the rows in Z1 combined with the rows
in Z2, except for the last one, correspond to
Wu(i+1)f, . . . , ipu(i)+lf,'b,(i)+19,	TO(i+1)-19,
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hence they are linearly independent by Lemma 3 .3. Thus the first u(i+1)-u(i) rows and
the last v(i + 1) - v(i) rows, except for the row corresponding to 1&,(i+1)9,
in Mi+1[Ic+l]
are linearly independent and none of them can be written as a linear combination of the
rows corresponding to the rows in M,[I1](t(i)) . The rows in
Mi+1[Ii+1]
corresponding
to the rows of M1[Io](t(i)) are linearly independent since Mi[Ii](t(i)) is a nonsingular
matrix. Therefore all the rows, except the last row which corresponds to 'v(i+1)g,
are
linearly independent . 0
COROLLARY 3 .2 . For i = 1, . . . , i(f, g), rank(Mi[I;]) = r(Mi[I1]) - 1 = c(MM[I1]) .
PROOF
.
By Lemma 3 .2 and Proposition 3 .1, we have
rank(Mi[I;]) > r(M;[I;]) - 1 = r(M;) - 1 = #(Ii) = c(Mi[I;]) > rank(Mi[I1]),
thus equality holds . 0
DEFINITION 3.5. For every 1 < i < i(f, g), the igh subresultant of f and g is defined by
srei(f, g) = detel(Mi,1i) .
We call sre 1(f, g)	srei( f ,g)(f, g) a subresultant sequence off and g .
4. A Minimal Valid Solution of a Congruence
Let K be a r-graded algebra with a r-basis B. Let L be its nonsero ideal . Let f E L
and g E K with deg(f) = n and deg(g) = m. Then we have defined the sets I(f, g) and
U(f, g) . For every ki E I(f, 9), we have defined Pi (f, g) and Ji (f, 9) . Moreover, we can
construct a subresultant sequence {srei(f, g)};(!lg) . In this section we shall first prove
that for every i E {1, . . . ,
i(f)
g)}, there exists a p E K such that (p, srei(f, g)) E P1(f, 9)
and deg(srej (f, g)) = min Ji(f, g) . Next, we will give an algorithm to find a minimal valid
solution of (f, g, s) by using {srei (f, g)}; ("') . First we introduce the following notation .
DEFINITION 4 .1 . Suppose f = E~_o ai,d1 E L where aj E F for 0 < j < l . Define the
coefficient support
of f by
csupp(f) = {n, = deg(,P, )jai 96 0 for 0 < i < l} .
PROPOSITION 4.1 . For every i E {I,-, i(f, g)}, there exist (pi, ri ) E Pi(f, g) such that
srei(f, g) = ri, deg(pi) = r%( j ) and deg(srei(f, g)) < n. ( j ) . Furthermore,
csupp(srei(f, g)) n Ii = 0,
where Ii is defined by Definition 3 .4 .
PROOF . By Corollary 3 .2, there exists an r(Mi[Ii]) by r(Mi[Ii]) nonsingular matrix X
over F such that
XMi[I,] =
(4.1)
0 1
0
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Denote (u, v, w) := (u(i), v(i), w(i)), and let (z . . . . xo, yo . . . y,) denote the last row of
X. Then x., $ 0 and y, 0 0 by Proposition 3 .1 . Let (z,,	zo) denote the last row of
XMi. Then we have zj = 0 if nj E Ii by (4.1), and
so U o
E z7j = > zjo1f+Eyjojg,
j=0 j=0 j=O
by the definition of M1 . Thus
Y 1
detel(XMi, Ii) = > xj'Pj f + ~ yjsbjg .
j=o j=o
Therefore,
srei(f,g) = detel(Mi,Ii)=detel(XMi,Ii)/det(X)
Y e
coif +
F,
yjOjg)l
det(X),
j=o j=o
by Lemma 3.1. Now let pi = (E.0 xjvj)/det(X) E K and ri = (E 0 zjbj )/det(X)
which is in L. Then srei(f, g) = ri, and deg(pi) = m .(i ) and deg(ri) < n„(i) since xY $ 0
and y, :0 0 . Furthermore, by the definition of detel(Mi, Ii), we have csupp(srei(f, g)) C
D(Mi) \ Ii . This implies csupp(srei(f, g)) n Ii = 0 .
0
COROLLARY 4.1 . For every i E {I,-, i(f, g)}, if nt E Ii, nt # n„lil, then there exist
p E K and r E L with deg(p) < m.(i) and nt = deg(r), such that r = pf (mod g) .
PROOF. If i = 1, this is obvious . For i > 1, suppose the corollary is proved for i - 1 . (i)
If nt E Ai U Ii_ 1 \ {nm ( i)}, then by the definition of Ai and the induction hypothesis, the
conclusion is also obvious. (ii) If nt =
nt(i_1)
= deg(srei_ 1 (f, g)), then by Proposition 4.1,
there exist p = pi- 1 and r = rS_ 1 such that n t = deg(r), where deg(p) = m u(i_ 1
)
< mu(i
)
.
0
LEMMA 4.1 . There exists a pair (p, r) E PA (f, g) such that deg(r) = min Ji (f, g) and
csupp(r) n Ii = 0 .
PROOF . By Proposition 4 .1, Pi (f, g) is not empty. Now assume that for every pair (p, r) E
Pi (f, g), if deg(r) = min Ji(f, g), then csupp(r)nIi : 0. Take a pair (p*, r*) from Pi (f, g)
with deg(r*) = min Ji (f, g), such that
n t : = max{csupp(r*) n Ii}
= min{max{csupp(r) n Ii}I(p, r) E P,(f, g), deg(r)
=min
Ji(f, g)} .
Then nt < deg(r*) so nt < n„(i) . Hence for such an nt there exist p' E K and r' E L with
deg(p') < rn.(i), such that deg(r') = nt by Corollary 4 .1 . Now we can write r*, r' E L as
follows :
s t
r* = ~ aj tb1 and r' =
E bjV'j
j=o j=o
where a, $ 0 and b t
# 0
. Define
p"=p'-bip' and r"=r'-fir' .
b
Then (p", r") E Pi(f, g) and nt V
csupp(r") . Moreover, since deg(r') < deg(r' ), we
have deg(r") < deg(r') = min(Ji (f, g)) . That is to say, deg(r") = min Ji (f, g) since
(p', r") E P,(f, g) . Thus by the assumption, we have csupp(r") f1 I; iA 0. Moreover, we
have
max{csupp(r") fl Ii)} < nt,
by the definition of r" . This is a contradiction to the definition of n t . 0
PROPOSITION 4.2 . For every i E {1, . . . , i(f, g)}, deg(srei(f, g)) = min(Ji(f, g)) .
PROOF. By Proposition 4 .1, we have srei(f, g) = ri such that ri = pi f (mod g) and
(Pi, ri) E
Pi (f, g) . So Pi(f, g) $ 0 and Ji , 0, for every i E {1, . . . , i( f, g)} . Hence there
exists a pair (p, r) E Pi
(f,
g) such that deg(r) = min J5 (f, g) and esupp(r) n Ii = 0
by Lemma 4 .1 . Suppose r = pf + qg for some q E L and deg(q) = n,(i) . Now write
p = E
(a
ai<pi and q = E;_0 bili, respectively, where a„(i ) ~ 0 and b, 0 0 . Furthermore,
since pf + qg = 0 or deg(pf + qg) < n„(i) = n,(i) + m, we can conclude that n, + m =
mu(i) + n . This means v = v(i). Now let X be a nonsingular matrix defined by
:
triple
(f, 9,
s) .
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Multiplying X by Mi, we see that the last row of XMi is the coefficient representation of
r . Moreover, the last row of (XMM)[II] is a sero vector since either r = 0 or csupp(r)f1Ii =
0 . Thus detel(XMi, Ii) = ar, where a = det(A), A is the nonsingular matrix obtained by
deleting the last row of (XMi)[Ii], which is not zero as rank(Mi[Ii]) = rank(XMM[II]) _
c(XMi [I5]) and Corollary 3 .2. Thus srei(f, g) = ar/b, . Therefore
deg(srei(f,g)) = deg(r) = min(Ji(f,g)) .
0
Now we can give the following algorithm to find a minimal valid solution for a given
ALGORITHM 4.1 . Step 0 : Input (f, g, s) ;
Step 1: If deg(f) < s then p = 1, r = f goto Step 7;
Step 2 : Compute I(f, g) _ {k l , . . . , k1}, where ki > ki .f ;
Step 3 : i:=1;
Step 4 : Computer= srei(f, g) ;
Step 5: if deg(r) - (deg(g) - ki - 1) > s then i := i + 1 goto Step
4
; else goto Step 6;
/ 1 0 \
0
1 0
X= 1 0
0
1 0
\ a„(i)
. . . ao bo . . . b, (i )- i b,( i ) J
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Step 6: Compute p and q such that p E K, q E L, deg(p) = deg(g) - ki - 1, deg(q) _
deg(f) - ki - 1 and pf + qg = r (by means of Proposition 4.1);
Step 7: Output (p, r) and stop .
We denote this algorithm by A(f, g, s) = (p, r) .
REMARK 4.1 . To realise Step 4, we will give an explicit method in Section 5 where we
compute the complexity of Algorithm 4 .1 .
THEOREM 4.1 . Let f E L and g E K and a be a positive integer. If there exists a valid
solution of (f, g, a), then A(f, g, s) = (p, r) is a minimal valid solution of (f, g, s) .
PROOF . Let n = deg(f) and m = deg(g) . If n < a, then already (1, f) is a minimal valid
solution of (f, g, s) . So we may assume n > a. Let (p', r') be a valid solution of (f, g, s) .
Then there exists a q' E L such that p' f + q'g = r' and deg(r') - deg(p') < s . Now
deg(p') + n = deg(q') + m, otherwise
deg(r') = max{deg(p') + n, deg(q') + m} > deg(p') + n > deg(p') + s,
which is a contradiction . Let k = n-deg(q')-1 . Then k = m-deg(p')-1 and k E I(f,g) .
So there exists a j such that 1 < j < 1 and k = k, . For every t, 1 < t < i(f, g), there
exists a pair (pt , rt ) such that pt E K, rt = sret(f, g) and deg(pt) = m - k t - 1, by
Proposition 4.1 . If i(f, g) < j, then ri d f, 9 ) is vanishes and has degree -oo, so that the
algorithm stops at i < i(f, g) . If j < i(f, g), then deg(r,) < deg(r'), by Proposition 4 .2 .
Hence
deg(ri) - deg(p1) < deg(r') - deg(p') < s .
So in both cases the algorithm stops at i, i _< j . Now we claim that deg(pi) < deg(p') .
Suppose the contrary, . Then deg(pi) > deg(p'), so n- ki -1 > n- k, - 1, that is ki < k1
which is a contradiction since i > j . Thus (pi, ri) is a minimal valid solution of (f, g, s) .
0
5. The Complexity of Algorithm 4.1
To analyse Algorithm 4.1, we have to give more details about Step 4 where srei ( f, g)
is computed. In the following we will using Gaussian elimination to calculate srei(f, g) .
DEFINITION 5.1 . Let A = (aij), X t be a a x t matrix over F. A Gaussian elimination is
an algorithm which reduces A to the following form by elementary row operations :
ail
a12
al,
0 ata as,
0 0 a.,
where we suppose t > a. We denote this matrix by G(A) . Furthermore, the complexity
of Gaussian elimination of an s x t matrix is about t 3 (suppose t > a) . For the details on
Gaussian eliminations we refer to Prees et al. (1988) and Sedgewick (1988) .
DEFINITION
5.2 . Let Mi and Ii be defined as in Section 3 . Suppose Pi is the product of
#(Ii) elementary matrices, such that M,P, = (M,[Ii], *), that is to say, Pi is a column
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transformation which moves the submatrix Mi[I,] of Mi to the front part. A Gaussian
elimination of Mi with respect to I, is an algorithm defined by the following steps :
(1) Do MiP, (move the submatrix Mi[Ii] of Mi to the front by elementary column
transformation) ;
(2) Do a Gaussian elimination on MiPi to get G(M;Pi) ;
(3) Do G(M;Pi)PP1 (that is, change back the columns of G(M;Pi)) .
We will denote the matrix obtained by G(Mi , Ii) .
The following corollary follows immediately from the above definitions .
COROLLARY 5.1 . detel(Mi, Ii) = adetel(G(Mi, Ii), Ii), where a is a nonzero element of
F . Moreover, G(Mi, Ii)[Ii](j) is a triangle matrix for every ni E D(Mi) \ Ii .
In the following, we denote asrei(f, g) by srei(f, g) for any a( :A 0) E F, since we are
only interested in the degree of srej(f, g) .
Now we can decompose Step 4 of Algorithm 4 .1 into the following sub-steps :
Step 4.1 : Compute Mi from (pi f and b1g ;
Step 4.2 : Operate Gaussian elimination of Mi with respect to I, to get G(Mi, Ii) ;
Step 4.3 : Compute det(G(Mi,I)[Ii])(j)) for all n1 E D(Mi) \ I, to get
srej(f, g) = 1: det(G(Mi, I)[Ii])(j))O1 .
njED(Mi)\Ii
THEOREM 5.1 . The complexity of Algorithm 4.1 is O((m +n)3), where m = deg(g) and
n = deg(f ) .
PROOF . From the algorithm, we immediately have that the total complexity of the first
three steps and Step 5 is O(m + n) .
Now let us consider Step 4 . Since one can get the linear representation of every
gyp,
.,pt
(a, t E N) beforehand, the total complexity of Step 4 .1 from i = 1 to i = i(f, g) is at
most O((m+n)2 ) . Suppose we already have G(Mi, Ii ) . In order to obtain G(Mi+1, I;+1 ),
it is enough to perform elementary row operations on the rows that correspond to 91
f and
'kg, respectively, where u(i) + 1 < j < u(i + 1) and v(i) + 1 < k < v(i + 1), respectively .
Therefore, the total complexity of Step 4 .2 from i = 1 to i(f, g) is the same as the
complexity of removing the columns of matrix M;(l, g ) and operating Gaussian elimination
of M,(;,,), that is O((m+n) 3 ) . Since rank(Mi [I,]) = #(Ii) -1, G(Mi, I,)[Ii](j) is a triangle
matrix for every ni E D(Mi) \ Ii . Hence, to get det(G(Mi , I,)[I1](j)) one needs at most
#(Ii) multiplications . Thus, the complexity of getting sre i (f, g) is at most #(I1)(m+n) .
Therefore, the total complexity of Step 4 .3 is E; (~i 91 #(Ii)(m + n) < (m + n) 2 .
Finally, for a given i, getting pi and qi is equivalent to Gaussian elimination to X Mi
(see the proof of Proposition 4.1) . Hence, the complexity of Step 6 in Algorithm 4 .1 is
O((m + n)
3 ) .
Now the theorem follows immediately from the above conclusion . 0
6 . An Application: Decoding Geometric Goppa Codes
DEFINITION 6.1 . Let X be a projective, non-singular and absolutely irreducible curve
defined over a finite field F . Let F(X) be the function field of X. Moreover, let P1,., Pn
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be n rational points on X, and the divisor D be defined by P1 + + P,,. Let G be a
divisor on X. A geometric Goppa code CC(D, G) is defined by
{(resp,(w), . . . , resp~ (w))I(w) > G - D},
where (w) is the canonical divisor of w . For more details we refer to Tsfasman and Vladut
(1991) .
Let P be a rational point not in the support of D, here the support of a divisor U on
X is defined by {Q E X wQ(U) $ 0} and denoted by supp(U) . In this section we will only
interested in a class of geometric Goppa codes defined by Ca(D, mP), where m > 2g .
Porter, Shen and Pellikaan (1992) have proved that the decoding of these codes can be
reduced to finding a minimal degree solution of a congruence on an affine ring. In the
following, we will first give the outline of this method. After that, we will use Algorithm
4.1 to find a minimal degree solution of a key equation .
Let P be a rational point on X . In Example 2 .3 we have defined a r -graded algebra
K,,,(P) and proved that it has a r-basis . In the following we will first define a non-zero
ideal in this algebra.
DEFINITION 6.2 . Let W be a divisor on X with support not containing P, define K„ (P, W )
by
K.(P,W) :_ {f E K.(P)JvQ(f) > vQ (W) for all Q E supp(W)} .
Then K„(P,W) is a non-sero ideal of K„(P), see Porter et al. (1992) .
In Porter at al., it was proved that there exists h E K,,.(P) and a positive integer p such
that decoding the code CC(D, mP) is equivalent to decoding the code CC(D, (h)o - pP)
up to the same errors, where h has disjoint support with D. Hence in the following we
will only consider the code CO(D, (h)o - AP) .
PROPOSITION 6.1 . Suppose for every i < i < n, there exist differentialforms ci such that
ci E A(- F,', Pi - pP) and resp; (ci) = 1 . Moreover, suppose there exists a differential
form 17 with (rl)o = IP, where 1 > 0 . Then for every e E F", there exists a syndrome
function S(x) E K„ (P, W) such that
n
S(x)rl xi[(h(P,) -
h)/h(Pi)]c1,
where W = (17),,, the divisor of the poles of 17 .
PROOF. See Theorem 4 of Porter et al . (1992) .
THEOREM 6
.1 . (Decoding Theorem) Suppose x = c + e E F", where c is a codeword
of CC(D, (h)o - AP) and e is an error vector . Then
Existence : there exist f E K. (P) and r E K„(P,W) such that
(resp,(rr7/f),
. .
.,respw(rrl/f)) =
e
and the following condition are satisfied :
(i) f5(a) - r (mod h) (key congruence), where q E K,o(W, P) and W = (q)„;
(ii) deg(r) - deg(f) < 1 + p, where l = deg((n)o) .
Uniqueness : Let t = (d* - 1) - a, where d' is the designed minimum distance and s is
defined by max{k/2 - l(kP) + 110 < k < 29 -1}, where l(kP) = dim L(kP). Suppose the
weight of e is not great than t . If (f, r) is a minimal valid solution of (S(x), h, l+µ) then
(resp,(r/f)do, . . .,resp. (r/f)do) = e .
PROOF . See Theorem 6 of Porter et al. (1992) .
REMARK 6.1 . In order to solve the key congruence of Theorem 6.1 in the case that there
exists an n such that (r)) = (2g - 2)P and µ = 1, Porter (1988) introduced his generalized
subresultant sequence on Ko,,(P) . But as we will see in Section 7, his method is not able
to correct the errors for some codes .
ALGORITHM 6 .1 . Step 1 : Input a received word x ;
Step 2: Compute S(x);
Step 3: Use Algorithm 4 .1 for S(x) and h to get A(S(x), h,1 + µ) = (f, q, r) ;
Step 4: Compute e = (resp, ((r/ f )r)), . . . , resp,((r/ f ),)) ;
Step b: Stop.
THEOREM 6.2 . Algorithm 6.1 decodes CC(D, (h)o - µP) up to (d* - 1)/2 - s errors .
Furthermore, the complexity of this algorithm is 0(n3 ) .
PROOF. The first part of the theorem follows from Theorem 4 .1 and Theorem 6.1 . The
complexity of the first three steps is 0(n3) by Theorem 5.1 . The complexity of Step 4 is
0(n2), see §2.5 of Ehrhard (1992). 0
7. An Example
Let X be the Hermitian curve x 5 -
y4
- y over k = F16. The genus of this curve is 6 .
Let
V (k) = {(a, /3) E k x k1a E k,)3' +,0 = a5 and (a, /3) : (0, 0)} .
Let D =
E(a,p)E1 (k)
Pa ,p, where Pa ,p is the common zero of x - a and y - f3, and
P , be a common pole of x and y. see Stichtenoth (1988) . Then K"o(P '.) = k[z, y] (see
Porter et al. (1992)) . Let h = y5 , then the length of the code Cn(D, 25P0,0 - P,,.) is 63 .
For every (a,,6) E ?t' (k), let
ea,p =
{(y	
13)«+
	 1
+ U(a,/L3)}dx,
where
U(a, /3) = as/3_
lx2
+
C,3('0-1X
+ A-2 xy) + a
4 (/3
-1 + 02 Y + A-3y2 ) .
Since
x5 + a5
Y + /3 = (y+ /3)
3 + 1'
the syndrome of a = (xa,p)(a,p)E7t
•(k) is
S(W) such that
5 +'65
S(x)dx
=
	
xa,p
y	
5
Ca ,p
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~, xa,pp-5{(x 4 + ax3 + a 2Z 2 + a3x + a4)(y4
+#Y3
+
(a,fl)EI'(k)
+pay2 +pay + p4
) + U(a, p)(y5 + p5 )}dx
.
For the details of this code, we refer to Chapter 6 of Shen (1992) .
Let ~ be a primitive root of unity of k. Suppose we received a word with 3 errors,
namely z = (1,
f5 , E10
0 . . . 0). This means that, for all (a, p) E 7{' (k), except for (a, p) _
(0, 1), (0,
E 5 ) and (0,
f10 ), xa,p = 0. Hence S(x) = x
4y3 + x4 .
I . Use Algorithm 4 .1 to decode. By Examples 2 .2 and 2 .4, we have
where the columns correspond to (y 1', xy6 , . . . , y, x,1) and the rows correspond to
(y2h, xyh, x2h, yh, xh, h, S(x), zS(x))T.
And
Ii = f25,29,30,31,33,34,35}
hence srel(S(x), h) = y . This means that
MS(M)
= y +
Y2
h .
Hence the error function is ydx/x, which is in agreement with the error vector.
II) Porter's method (we refer to Definition 3 .3.4 and p. 72 of Poter (1988)) .
I(S(z), h) = {20,16,15,14,12,11, . . .. ., 0} .
Therefore, m„ ( 1 ) = 4 and n,,(1 ) = 10 . Hence
/ 1 0 0 0 0 0 0 0 0 0 \
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0
M1
=
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 1 0
`1 0 0 0 0 0 0 0 0 1
ACKNOWLEDGMENT
where the columns correspond to (y8 , . . . , y, x,1) and the rows correspond to
(y3 h, xy 2 h, x 2yh, x 3 h, y 2 h, xyh, x 2 h, yh, xh, x, S(x), xS(x), yS(x), x2 S(x), xyS(x))T ,
since deg(f) < e + g = 9 .
First consider matrix A35 = M1 which has 8 rows . The degree of the 8th column is
28. According to Porter's method, one defines A35 5 for r < 28, r not being a gap in the
following way :
A35 consists of all columns of A35 of degree greater than 28 and the column of degree
r, that is
where ar is the column of degree r in A35 . Hence det(A3r5) = 0, therefore
detpol(A35) _
	
det(A35)~r = 0
where r is taken from the set {0 < r < 28 Ir is not a gap } . By the same reason one also
can get that
detpol(A39) = 0 and detpol(A40) = 0
Conclusion: Porter's method cannot solve the congruence f S(x) = r (mod h), neither
find the error vector for x .
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The matrix A reads
/1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
`1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
/1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 1 0 ar
A ) =
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 1 0 0
\1 0 0 0 0 0 0
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