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We analyze the production of defects during the dynamical crossing of a mean-field phase transition with a real
order parameter. When the parameter that brings the system across the critical point changes in time according
to a power-law schedule, we recover the predictions dictated by the well-known Kibble-Zurek theory. For a
fixed duration of the evolution, we show that the average number of defects can be drastically reduced for a
very large but finite system, by optimizing the time dependence of the driving using optimal control techniques.
Furthermore, the optimized protocol is robust against small fluctuations.
DOI: 10.1103/PhysRevB.88.214106 PACS number(s): 05.70.Fh, 64.60.Ht, 05.70.Ln
I. INTRODUCTION
Nonequilibrium dynamics of many-body systems have
been the subject of intensive investigation in statistical physics.
While for systems in quasistatic equilibrium, fluctuation-
dissipation relations can be applied, these in general do not
hold for systems driven out of equilibrium.1 Interest in the
dynamics of many-body systems has recently focused on the
thermalization of isolated systems2 and on the evolution of
systems that are brought to the verge of a critical point or that
are made to cross it.
The divergence of the reaction times of the system in
the critical region causes every attempt to drive the system
adiabatically to be useless. As a consequence, the lack of
sufficient time for the system to adapt to the rapid changes
of its temperature or some other parameter gives rise to the
creation of topological defects. These can be kinks, domain
walls, or even more complicated structures depending on the
dimensionality of the system.3
It was Kibble4 who first introduced this idea of quickly
crossing a symmetry-breaking transition for explaining struc-
ture formation in the early universe. Later, Zurek5 proposed
the same mechanism in a condensed matter setting in which
theoretical predictions might be more easily assessed in
experiments. This theory, now known as the Kibble-Zurek
mechanism, predicts that the rate of production of defects is
proportional to a power χ of the rate of change of the parameter
in the system that drives it across the transition. The power χ
is related to the critical exponents describing the scaling of
physical quantities close to the critical point.5
These simple, yet powerful, causality arguments, lead-
ing to universal scaling relations, were later extended to
quantum phase transitions at zero temperature.6 The ob-
servation of the Kibble-Zurek mechanism has been pro-
posed and tested in many physical realizations: superfluid
helium,7,8 liquid crystals,9 arrays of Josephson junctions,10,11
superconducting films,12 ion Coulomb crystals,13–15 Bose-
Einstein condensates,16–20 and solid-state hexagonal mangan-
ite materials.21 See Ref. 22 for a recent review.
Here we show that the number of defects produced during
the crossing of a mean-field transition can be significantly
reduced by applying simple optimal control techniques. First,
we revisit the dynamics of a classical second-order phase
transition led by a control parameter for the ϕ4 model in a
one-dimensional lattice as in Ref. 23. The system is assumed
to be in contact with a thermostat of very low temperature
(see details below) so that the smearing of the transition is
extremely small and the correlation length and relaxation time
exhibit well defined maxima. It has been demonstrated that
this model describes the dynamics of quasi-one-dimensional
ion crystals subject to laser cooling.14
For a constant-rate linear quench ε(t) ∼ t/τQ we recover
the original Kibble-Zurek scaling in which the number of
defects grows with the 1/4 power of the rate 1/τQ. We
then move to nonlinear quenches ε(t) ∼ (t/τQ)α and show
agreement with previous results.24–27 If we restrict the evo-
lution to a fixed time T , we thus find an optimal power α
such that the number of defects produced is minimized.28,29
We go beyond this scenario and apply an adaptation of the
chopped random basis (CRAB) algorithm30 to optimize the
functional dependence ε(t) in a fixed time T with the goal of
reducing the number of defects created. We find more than a
40% decrease in the average number of defects created, thus
demonstrating the effectiveness of optimal control techniques
in the open-system scenario. Moreover, as we show below, the
number of defects created is robust against small perturbations
in the time dependence of ε(t). Our scheme has potential
applications in the preparation of many-body systems in the
equilibrium configuration of ordered phases with the aim of
producing the largest domains.
The paper is organized as follows: In Sec. II we discuss in
detail the model we consider and its numerical simulation; in
Sec. III we present the results for both linear and nonlinear
quenches and we recover the Kibble-Zurek scaling; in Sec. IV
we explain our optimization technique and show the results
for the optimized quenches and the reduced average number
of defects; finally, in Sec. V we summarize and conclude.
II. THE MODEL
Following Ref. 23 we consider a one-dimensional mean-
field theory with real order parameter ϕ(x,t) and real coordi-
nate x that depends on time t . Close to the critical point, the
potential energy term is of the Landau’s ϕ4 form
V (ϕ) = 18 [ϕ4(x,t) − 2ε(t)ϕ2(x,t)], (1)
where ε(t) is a mass term or, equivalently, the reduced
temperature; in a more general sense, it is the parameter of the
system that drives the transition. When ε(t)  0 the Landau
potential has only one real minimum ϕ = 0 that corresponds to
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the symmetric vacuum in the disordered phase. When ε(t) > 0
the potential V (ϕ) is characterized by two symmetry-broken
minima of the ordered phase ϕ = ±√ε. The critical point
thus corresponds to ε(t) = 0. The order parameter dynamics in
space and time fulfils the Ginzburg-Landau partial differential
equation:[
∂2
∂t2
+ η ∂
∂t
− ∂
2
∂x2
]
ϕ(x,t) + ∂V (ϕ)
∂ϕ
= ϑ(x,t), (2)
where η and ϑ(x,t) are the phenomenological dissipation rate
and Langevin force, respectively, that ensure thermalization
for constant ε(t). In this paper we will consider dimensionless
units such that η = 1. Model (2) has been employed by Laguna
and Zurek to verify numerically Kibble-Zurek scaling, in the
simplest possible scenario.23 When ε(t) is changed rapidly in
time from a negative to a positive value, the order parameter
exhibits spontaneous local decay towards either the positive or
negative minimum of V (ϕ). Crucially, in spatially separated
regions, the order parameter ϕ(x,t) may develop an opposite
sign giving rise to defects.
We assume the Langevin forces to be random variables with
no spatial or temporal correlations:
〈ϑ(x,t)ϑ(x ′,t ′)〉 = 2ηθδ(x − x ′)δ(t − t ′), (3)
where θ is an effective temperature of the environment that is in
contact at all times with the system. In accordance with Laguna
and Zurek23 we choose θ = 0.01. This low temperature value
ensures that the density of defects in the form of domain
walls that might arise from thermal fluctuations for ε > 0 is
negligible.31 This means that practically all the defects that
we count at the end of the process are formed during the
fast quench of ε(t). We also assume the system to be in the
overdamped regime, corresponding to the parameter η being
larger than all the real eigenfrequencies of Eq. (2). Under this
assumption, the order parameter will always monotonically
decay to its steady state when ε ceases to change.
For our numerical simulations, we employ the finite-
difference method and the velocity Verlet algorithm to simulate
the dynamics of Eq. (2). As in Ref. 23, we initially take
N = 214 spatial grid points with a periodic domain. This
relatively large number of points allows us to recover in a
clear and unambiguous way the Kibble-Zurek scaling. The
initial condition is ϕ(x,tin) = 0, where tin is the initial time.
During the quench protocol, ε(t) changes from ε(tin) = −2
at the initial time tin to ε(tfin) = 5 at the final time tfin such
that the total time is T = tfin − tin. For this choice of the initial
and final values of ε, the average value of the equilibrium
order parameter coincides with the minimum of the potential
energy (1) with only small fluctuations. For each simulation,
we count the number of defects ND as the number of zeros
of the order parameter ϕ(x,tfin) (counting the pairs of adjacent
grid points where ϕ changes sign). We average ND over no less
than Nav = 103 different realizations of the Langevin forces.
This is enough to obtain small statistical fluctuations in the
average results.
III. LINEAR AND NONLINEAR QUENCHES
We begin our investigation by testing our model and
its finite-difference implementation for linear and nonlinear
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FIG. 1. (Color online) Time dependence of the function ε(t) from
Eq. (4) for α = 1 (top) and α = 2 (bottom) for τQ = 20 (solid line),
50 (dashed line), and 100 (dotted line).
quenches of the form
ε(t) = t|t |
( |t |
τQ
)α
, (4)
where we defined the rate τ−1Q of crossing the critical point.
Notice that the critical point ε = 0 is always reached at t = 0.
In order to ensure the correct initial and final values we set
tin = −21/ατQ, tfin = 51/ατQ. (5)
Therefore, with these settings, the total time T = tfin − tin
depends on both α and τQ. A few examples of the time
dependence of ε(t) are shown in Fig. 1.
For the protocol in Eq. (4), the predicted scaling for the
average number of defects reads24–26
ND ∼
(
1
τQ
)χ
, (6)
χ = αν
αμ + 1 , (7)
where, for the Ginzburg-Landau model we consider, ν = 1/2
andμ = 1 are the correlation length and relaxation time critical
exponents of the mean-field universality class. For α = 1,
Eq. (7) gives χ = 1/4 as first derived by Zurek.5
After performing numerical simulations of Eq. (2) with
α = 1 and measuring the average number of defects ND we
find the results shown in Fig. 2 as a function of the quench
time τQ. The scaling of ND with τ−1Q is linear over more
than 2 order of magnitudes thanks to the large size of the
integration domain. The best-fit result, in the linear region, for
the scaling exponent is χfit = 0.258 ± 0.004 that is very close
to the expected result χ = 0.25.
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FIG. 2. (Color online) Scaling of the average number of defects
ND (points) as a function of 1/τQ in log-log scale for α = 1 (top)
and α = 4 (bottom). Also shown are the best-fit lines according to
prediction (6).
We also performed numerical calculations for nonlinear
quenches. For α = 4, the expected exponent is χ = 2/5.
This is confirmed by the numerical results shown in the
bottom panel of Fig. 2. After fitting the numerical data
with the prediction given in Eq. (6) we obtain the estimate
χfit = 0.408 ± 0.008 in perfect agreement with the predicted
result.
A. Optimal exponent α
In this section we discuss the question: Is it possible to find
an optimal exponent α such that we minimize the number of
defects produced with the constraint that the total traversing
time T is kept fixed? The answer to this question was first
given by Barankov and Polkovnikov.28 They showed that the
optimal exponent αopt scales with universal critical exponents:
αopt ≈ − 1
μ
ln
[
1
CT
ln(CT )
]
, (8)
where C is a nonuniversal constant. The corresponding scaling
of the number of defects is greatly reduced with respect to the
original one (6):
ND,opt ∼
[
1
CT
ln(CT )
]ν/μ
. (9)
The results shown in Eqs. (8) and (9) are quite remarkable:
They show that the optimal passage exponent follows simple
scaling relations related to universality. In the rest of this
section we will compare predictions (8) and (9) with our
numerical simulations, and in the following we will show that
by employing optimal control techniques we can reduce the
number of defects even further.
In order to compare our numerical simulations with the
predictions of Ref. 28, we modified the quench function ε(t)
of Eq. (4) so that the total quenching time T for going from
ε(tin) = −2 to ε(tin) = 5 is fixed a priori. In this setting, the
function Eq. (4) is still valid, but the corresponding quench
rate τQ now depends on T and α:
τQ = T21/α + 51/α . (10)
The expressions for tin and tfin of Eq. (5) remain unchanged.
For T = 20, 40, 60, 80 we vary α and compute the average
number of defects ND . The results are shown in Fig. 3. For
small values of T we observe a clear optimal value α where
the number of defects ND are minimized. As T increases the
minimum is very shallow and for T > 80 we do not observe
any clear minimum and ND decays to an asymptotic value. To
find the optimal values αopt and ND,opt we interpolate the data
with cubic splines. The estimates thus obtained are illustrated
in Fig. 4. In the top panel we show the estimated αopt as
a function of T in a semilogarithmic scale. The data points
show a clear linear behavior, thus we fit them with a simplified
fitting function:
α˜opt = A ln[CT ]. (11)
We are therefore assuming that for a limited range of time
lapses T , the double logarithmic term in Eq. (8) can be
neglected. After fitting the data, we extract the estimate for
the prefactor A  1.8 ± 0.1. This is quite in disagreement
with the expected result 1/μ = 1. The full model of Eq. (8)
would not give a straight line in this scale and in fact does not
agree with our numerical simulations. In the small range of
values of T we were able to analyze, αopt is well described by
a power law of the total time T . We believe that the full model
of Eq. (8) would be more appropriate for larger values of T .
However, in our numerical simulations, as we show in Fig. 3,
we cannot take larger values of T as it is very hard for us to
accurately identify a minimum.
B. Optimal number of defects ND,opt
We now turn to the analysis of the optimized average
number of defects. The results of the numerical calculations
are shown in the bottom panel of Fig. 4. As we would like to
compare the numerical data with the prediction of Eq. (9), we
plot the data in log-log scale. As before, we observe that the
data show a clear linear scaling and therefore we fit them with
a simple power law:
˜ND,opt =
[
1
CT
]ζ
. (12)
The fitting gives the estimate ζ  0.503 ± 0.005, which is in
strong agreement with the prediction ν/μ = 0.5 from Ref. 28.
Therefore our numerical data for the average number of defects
is well described by theoretical scaling relations. In contrast
to the data for αopt, we find that ND,opt is less sensitive to the
limited range of T .
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FIG. 3. (Color online) Average number of defects for fixed transition time T as a function of the crossing exponent α: (a) T = 20, (b)
T = 40, (c) T = 60, (d) T = 80. The error bars are taken as the standard deviations of each set of data at fixed T and α. The solid lines connect
the points and are only a guide to the eye.
IV. OPTIMIZED QUENCHES
In this section we want to find strategies to minimize
the production of defects, for a fixed time T for crossing
the phase transition, by tailoring the time dependence of the
reduced temperature ε(t). We go beyond the simple power-law
dependence presented in Eq. (4) and add a correction term f (t)
to it:32
ε(t) = t|t |
( |t |
τQ
)α
[1 + f (t)]. (13)
We require that |f (tin)|,|f (tfin)| 	 1 so that the initial and final
values of the reduced temperature ε coincide approximately
with the previously used values. Our task is then to find the
function f (t) that reduces the average number of defects
created. This is a typical problem of optimal control (see,
for example, Ref. 33) that has been recently employed for
efficient cooling of many-body systems.34 There are many
algorithms that can be employed for this task and that could
in principle guarantee monotonic decrease of the target cost
function, in this case the average number of defects. We,
however, use a simple yet powerful procedure inspired by the
CRAB algorithm that was designed originally for optimizing
the dynamics of many-body quantum systems.30 The basic idea
is to decompose the correction f (t) as a linear superposition
of trigonometric functions:
f (t) = 1
λ(t)
nmax∑
n=1
An cos ωnt + Bn sin ωnt, (14)
where nmax is the total number of frequencies ωn that generate
the correction f (t); An and Bn are the amplitudes of the
oscillating terms and we impose the following constraints:
A2n  1, B2n  1, (15)
which ensures that the optimization algorithm will not
yield oscillating functions with large amplitudes; finally the
function λ(t) forces the correction function to be smooth at
the boundaries tin and tfin. Although the specific form of λ(t)
is not crucial for the optimization, we use the function
λ(t) = 1 + [e−(t−tin)2 + e−(t−tfin)2 ] (16)
with the parameter  = 100 forcing the control function f (t)
to be very small at the two endpoints. For the frequencies
appearing in Eq. (15), we choose
ωn = 2πn
T
. (17)
We first considered T = 20 for concreteness. From the
analysis in Sec. III A, we know that the best exponent for the
nonlinear quench for T = 20 is α = 0.6. This setting gives an
214106-4
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FIG. 4. (Color online) Top panel: Optimal traversing exponents
αopt (symbols) found from the minimization of the data in Fig. 3 versus
the total time T in semilogarithmic scale. The solid line represents the
best-fitting function α˜opt. Bottom panel: Average number of defects
ND,opt (symbols) as a function of the total time T in log-log scale.
The solid line is the best-fitting function ˜ND,opt [see Eq. (12)].
average number of defects ofND  128 ± 1. We used standard
Matlab minimization routines to find the best values An and
Bn. The results are summarized in Fig. 6.
The best result is for nmax = 5, corresponding to 10
optimization parameters, yielding ND = 81.9 ± 0.2 that is
more than 40% less then the nonoptimized result. For larger
-3
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FIG. 5. (Color online) Optimal control results. Comparison of
the optimized pulses ε(t) for nmax = 4 (dashed line) with the original
power-law dependence (solid line). We set T = 20 and α = 0.6.
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FIG. 6. (Color online) Optimized density of defects for T = 10
(top panel) and T = 20 (bottom panel) versus the number of
frequencies nmax in the optimization algorithm. The different symbols
are results obtained for different systems sizes N ranging from 28 to
214. Straight lines connecting symbols are only a guide to the eye.
nmax we cannot find better results as the number of free
parameters is too large for the optimization routines.
The resulting optimized time dependence of the reduced
temperature ε(t) is shown in Fig. 5 and compared with the
function ε(t) without optimization. Similar to other optimal
control results,35 the control function exhibits nonadiabatic
oscillations that eventually lead to a reduction of the number
of defects. While in the quantum scenario, as for example
analyzed in Ref. 35, this is ascribed to constructive interference
of many paths leading to the desired target state, in our classical
model this might be interpreted as constructive interference of
classical waves reducing the number of defects created. It is
interesting to notice that the reduced temperature does not
change monotonically and actually oscillates around zero a
number of times. In terms of the Landau potential Eq. (1), the
system evolves back and forth from a potential with a single
minimum at zero order parameter ϕ = 0,ε < 0 to a potential
with two minima ϕ 
= 0,ε > 0.
We have extended our analysis to different system sizes
N ranging from 28 to 214 and also to a different total time
T = 10. The latter results have been obtained optimizing the
nonlinear quench (13) with α = 0.5. The results for the density
of defects nD = ND/N are shown in Fig. 6. The data reveal
that the optimized pulses are not very sensitive to the size of
the system. Therefore, the performance of our optimization
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protocol does not depend strongly on the exact number of
particles in the system.
Our optimization protocol is also quite robust to small
imperfections in the coefficients A and B. After perturbing
these coefficients by random time-independent fluctuations of
magnitude smaller than 1% we find, on average, an increase
in the number of defects by 3%.
V. CONCLUSIONS
In summary, we have provided numerical evidence that
the total number of defects created during the crossing of a
second-order phase transition can be effectively reduced by
appropriately tailoring the time dependence of the reduced
temperature ε(t). This optimization is only valid for a finite
system, which is the relevant case for experiments. In the
thermodynamical limit, the results presented in Ref. 28 should
remain valid: The optimal time dependence in the vicinity of
the critical point should be a power law with an exponent α
fulfilling universal scaling relations.
Our optimization takes place in a open-system scenario, in
which the system is always in contact with a thermal reservoir.
In our simulations, this is embodied by the Langevin forces
and the friction term. It is thus remarkable that a simple and
intuitive technique as CRAB works in this nonideal case.
Moreover, as the number of frequencies is kept small, the
bandwidth of the control function f (t) can be kept under
control for a realistic implementation.
Finally, we would like to stress that our work could be
applied in experiments with classical systems undergoing 1D
structural phase transitions of the second order such as those
occurring for cold ions in highly anisotropic traps.15
ACKNOWLEDGMENTS
We would like to thank T. Calarco, S. Montangero,
and G. Morigi for useful discussions, and C. Di Franco,
A. Polkovnikov, and A. Xuereb for their critical reading of the
manuscript. We acknowledge the John Templeton Foundation
(Grant No. 43467) and EPSRC for financial support.
1P. Calabrese and A. Gambassi, J. Phys. A: Math. Gen. 38, R133
(2005).
2A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalattore, Rev.
Mod. Phys. 83, 863 (2011), and references therein.
3N. D. Mermin, Rev. Mod. Phys. 51, 591 (1979).
4T. W. B. Kibble, J. Phys. A 9, 1387 (1976); ,Phys. Rep. 67, 183
(1980).
5W. H. Zurek, Nature (London) 317, 505 (1985); ,Acta Phys. Pol. B
24, 1301 (1993).
6A. Polkovnikov, Phys. Rev. B. 72, 161201(R) (2005); W. H. Zurek,
U. Dorner, and P. Zoller, Phys. Rev. Lett. 95, 105701 (2005);
J. Dziarmaga, ibid. 95, 245701 (2005).
7W. H. Zurek, Phys. Rep. 276, 177 (1996).
8P. C. Hendry et al., Nature (London) 368, 315 (1994).
9I. L. Chuang et al., Science 251, 1336 (1991).
10E. Kavoussanaki, R. Monaco, and R. J. Rivers, Phys. Rev. Lett. 85,
3452 (2000).
11J. Dziarmaga, A. Smerzi, W. H. Zurek, and A. R. Bishop, Phys.
Rev. Lett. 88, 167001 (2002).
12A. Maniv, E. Polturak, and G. Koren, Phys. Rev. Lett. 91, 197001
(2003).
13A. del Campo, G. De Chiara, G. Morigi, M. B. Plenio, and
A. Retzker, Phys. Rev. Lett. 105, 075701 (2010).
14G. De Chiara, A. del Campo, G. Morigi, M. B. Plenio, and
A. Retzker, New J. Phys. 12, 115003 (2010).
15S. Ulm et al., Nat. Commun. 4, 2290 (2013); K. Pyka et al., ibid.
4, 2291 (2013).
16M. Uhlmann, R. Schu¨tzhold, and U. R. Fischer, Phys. Rev. Lett. 99,
120407 (2007).
17H. Saito, Y. Kawaguchi, and M. Ueda, Phys. Rev. A 76, 043613
(2007).
18A. del Campo, A. Retzker, M. B. Plenio, New J. Phys. 13, 083022
(2011).
19J. Sabbatini, W. H. Zurek, and M. J. Davis, Phys. Rev. Lett. 107,
230402 (2011).
20G. Lamporesi, S. Donadello, S. Serafini, F. Dalfovoand, and
G. Ferrari, Nat. Phys. 9, 656 (2013).
21S. M. Griffin, M. Lilienblum, K. T. Delaney, Y. Kumagai, M. Fiebig,
and N. A. Spaldin, Phys. Rev. X 2, 041022 (2012).
22A. del Campo, T. W. B. Kibble, and W. H. Zurek, J. Phys.:
Condens. Matter 25, 404210 (2013); A. del Campo and W. H.
Zurek, arXiv:1310.1600.
23P. Laguna and W. H. Zurek, Phys. Rev. Lett. 78, 2519 (1997); ,Phys.
Rev. D 58, 085021 (1998).
24A. Chandran, A. Erez, S. S. Gubser, and S. L. Sondhi, Phys. Rev.
B 86, 064304 (2012).
25S. Mondal, K. Sengupta, and D. Sen, Phys. Rev. B 79, 045128
(2009).
26M. Collura and D. Karevski, Phys. Rev. Lett. 104, 200601
(2010).
27P. L. Krapivsky, J. Stat. Mech. (2010) P02014.
28R. Barankov and A. Polkovnikov, Phys. Rev. Lett. 101, 076801
(2008).
29C.-W. Liu, A. Polkovnikov, and A. W. Sandvik, arXiv:1310.6327.
30P. Doria, T. Calarco, and S. Montangero, Phys. Rev. Lett. 106,
190501 (2011); T. Caneva, T. Calarco, and S. Montangero, Phys.
Rev. A 84, 022326 (2011).
31J. A. Krumhansl and J. R. Scrieffer, Phys. Rev. B 11, 3535 (1975).
32The form in Eq. (13) implies that ε(0) = 0 regardless of the
optimizing function. We have also tried the following ansatz
that relaxes the previous constraint: ε(t) = t|t | ( |t |τQ )α + f (t), which
however gives poorer results.
33V. F. Krotov, Global Methods in Optimal Control Theory (Dekker,
New York, 1996).
34A. Rahmani and C. Chamon, Phys. Rev. Lett. 107, 016402 (2011);
A. Rahmani, T. Kitagawa, E. Demler, and C. Chamon, Phys. Rev.
A 87, 043607 (2013).
35G. DeChiara, T. Calarco, M. Anderlini, S. Montangero, P. J. Lee,
B. L. Brown, W. D. Phillips, J. V. Porto, Phys. Rev. A 77, 052333
(2008).
214106-6
