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Abstract
This paper injects factor structure into the estimation of time-varying, large-dimensional
covariance matrices of stock returns. Existing factor models struggle to model the
covariance matrix of residuals in the presence of conditional heteroskedasticity in large
universes. Conversely, rotation-equivariant estimators of large-dimensional time-varying
covariance matrices forsake directional information embedded in market-wide risk factors.
We introduce a new covariance matrix estimator that blends factor structure with conditional
heteroskedasticity of residuals in large dimensions up to 1000 stocks. It displays superior
all-around performance on historical data against a variety of state-of-the-art competitors,
including static factor models, exogenous factor models, sparsity-based models, and
structure-free dynamic models. This new estimator can be used to deliver more efficient
portfolio selection and detection of anomalies in the cross-section of stock returns.
KEY WORDS: Dynamic conditional correlations, factor models, multivariate GARCH,
Markowitz portfolio selection, nonlinear shrinkage.
JEL CLASSIFICATION NOS: C13, C58, G11.
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1 Introduction
Factor models have a long history in finance, with wide range of applications both in theory
and in practice. Examples of theoretical applications are asset pricing models, such as the
Capital Asset Pricing Model (CAPM) and the Arbitrage Pricing Theory (APT) of Ross (1976),
and various fund-separation theorems. In practice, factor models are used, among others, to
evaluate the performance of portfolio managers, to assess return anomalies, to predict returns,
and to construct portfolios; for example, see Meucci (2005) and Chincarini and Kim (2006).
The aim of this paper is to study the usefulness of factor models for the estimation
of covariance matrices in large dimensions, with the goal of using such matrices as input
for Markowitz portfolio selection. The literature on Markowitz portfolio selection in large
dimensions — that is, when the number of assets is of the same magnitude as the number of
observations — has experienced a large expansion over the last decade or so and is still growing;
to list only a few examples, see Ledoit and Wolf (2003), Jagannathan and Ma (2003), Fan et al.
(2008), DeMiguel et al. (2009a), Fan et al. (2013), DeMiguel et al. (2013), and Ledoit and Wolf
(2017).
Markowitz portfolio selection, in its general form, requires estimates of (i) the vector
of expected returns and (ii) the covariance matrix of all assets in the investment universe.
Green et al. (2013) list over 300 papers that address the first estimation problem, and it can be
assumed that many more such papers have been written in the meantime. On the other hand,
we only aim to address the second problem, the estimation of the covariance matrix.
In particular, we want to study the usefulness of factor models to this end and address
the following questions, among others. Is it better to use a static factor model (which
assumes a time-invariant covariance matrix) or a dynamic factor model (which assumes a time-
varying covariance matrix)? Is it better to use explicit factors supplied exogenously (such as
Fama-French factors) or implicit factors constructed from past return data (such as principal
components)? How much, if any, do approximate factor models (AFMs) improve over an exact
factor model (EFM)? Is it better to use a large number of factors or a small number of factors?
And, last but not least, do factor models improve at all over (sophisticated) structure-free
estimators of the covariance matrix?
Since the answers to these questions can be assumed to depend on the context — that is, the
number and the nature of the assets as well as the frequency of the observed returns — we only
consider one specific context where the assets are individual stocks and the return frequency is
daily. Arguably, this is the context of most interest to real-life portfolio managers.
It should furthermore be clear that, in the absence of an overly strict and thus unrealistic
model for asset returns, these questions cannot be answered theoretically, or even by a Monte
Carlo study, and must therefore be addressed using back-tests on historical data. We use a
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large data set on US stock returns dating back 45 years.
A further contribution of this paper is to propose a new forecasting scheme for covariance
matrices in the case where a dynamic estimator is used and the holding period of the portfolio
exceeds the frequency of the observed returns; for example, when the frequency of the observed
returns is daily but the portfolio is held for a month (to reduce turnover). In such a case, we
propose an ‘averaged forecast’ of the covariance matrix by averaging over l-steps-ahead forecasts
(at the frequency of the observed returns) over all periods in the holding period.
The remainder of the paper is organized as follows. Section 2 gives a brief description of
static and dynamic factor models. Section 3 details our new estimation schemes for estimating
large-dimensional covariance matrices with factor models. Section 4 describes the empirical
methodology and presents the results of the out-of-sample backtest exercise based on real-life
stock return data. Section 5 concludes.
2 Factor Models
2.1 Notation
In what follows, the subscript i indexes the assets and covers the range of integers from 1 to N ,
whereN denotes the dimension of the investment universe; the subscript k indexes the (common)
factors and covers the range of integers from 1 to K, where K denotes the number of factors;
the subscript t indexes the dates and covers the range of integers from 1 to T , where T denotes
the sample size. The notation Cov(·) represents the covariance matrix of a random vector and
the notation Diag(·) represents the function that sets to zero all the off-diagonal elements of
a matrix. Furthermore, we use the following notations:
• ri,t: observed return for asset i at date t, stacked into rt ..= (r1,t, . . . , rN,t)′
• fk,t: observed return for factor k at date t, stacked into ft ..= (f1,t, . . . , fK,t)′
• ui,t: residual for asset i at date t, stacked into ut ..= (u1,t, . . . , uN,t)′
• xi,t: underlying time-series for covariance matrix estimation; thus xi,t ∈ {ri,t, ui,t}
• d2i,t ..= Var(xi,t|Ft−1): conditional variance of the ith variable at t
• si,t ..= xi,t/di,t: devolatilized series, stacked into st ..= (s1,t, ..., sN,t)′
• Dt: the N -dimensional diagonal matrix whose ith diagonal element is di,t
• Rt ..= Corr(xt|Ft−1) = Cov(st|Ft−1): conditional correlation matrix at date t
• Σt ..= Cov(xt|Ft−1): conditional covariance matrix at date t; thus Diag(Σt) = D2t
• C ..= E(Rt) = Corr(xt) = Cov(st): unconditional correlation matrix
The symbol ..= is a definition sign, where the left-hand side is defined to be equal to the
right-hand side and the symbol ≡ denotes that the left-hand side is constantly equal to the
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right-hand side.
2.2 Static Factor Models
A static factor model assumes that, for every asset i = 1, . . . , N ,
ri,t = αi + β
′
ift + ui,t , (2.1)
with βi ..= (βi,1, . . . , βi,K)
′ and E(ui,t|ft) = 0. Furthermore, letting ut ..= (u1,t, . . . , uN,t)′, it is
assumed that Cov(ft) ≡ Σf and Cov(ut) ≡ Σu, for all t = 1, . . . , T .
An alternative formulation is based on risk-free returns ri,t − rf,t, where rf,t denotes the
return of the risk-free asset in period t, instead of raw returns ri,t; in such a case it is common
to exclude the intercept αi in model (2.1).
The key assumptions that make a factor model a static one are: (i) the intercepts αi and
the factor loadings βi are time-invariant; (ii) the covariance matrix of the vector of factors ft is
time-invariant; and (iii) the covariance matrix of the vector of errors ut is time-invariant. There
may be other definitions for a static factor model, but this is the one that we shall adopt for
the purpose of this paper.
An exact factor model assumes in addition that Σu is a diagonal matrix. In contrast, an
approximate factor model only assumes that Σu is a matrix with bounded L
1 or L2 norm;
for example, see Connor and Korajczyk (1993), Bai and Ng (2002), Fan et al. (2008), and the
references therein.
Collect the time-invariant betas across assets into a K × N matrix B, where βi is the ith
column of B. Under the model assumptions, the time-invariant covariance matrix of rt is then
given by
Σr ..= B
′ΣfB +Σu . (2.2)
The estimation of a static factor model is straightforward. The intercepts and the factor
loadings can be estimated by ordinary least squares (OLS), for i = 1, . . . , N , resulting in
residuals uˆt, for t = 1, . . . , T . The covariance matrix Σf can be estimated by the sample
covariance matrix of the {ft}; denote the resulting estimator by Σˆf . The estimation of the
covariance matrix Σu depends on whether an exact or an approximate factor model is assumed;
in either case, the starting point is the sample covariance matrix of the residuals {uˆt}, denoted
by Suˆ. In the case of an exact factor model, it is customary to take Diag(Suˆ) as the estimator
of Σu. In the case of an approximate factor model, one can apply thresholding to Suˆ in order to
arrive at a sparse estimator; for example, see Fan et al. (2013) for some proposals to this end.
In either case, denote the estimator of Σu by Σˆu.
The estimator of the time-invariant covariance matrix of rt is then given by
Σˆr ..= Bˆ
′Σˆf Bˆ + Σˆu , (2.3)
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where Bˆ is a K ×N matrix whose ith column is the vector βˆi.
2.3 Dynamic Factor Models
Recall the three assumptions concerning model (2.1) that make a factor model static, at least
according to our definition: (i) the intercepts and the factor loadings are time-invariant; (ii) the
covariance matrix of the vector of factors ft is time-invariant; and (iii) the covariance matrix of
the vector of errors ut is time-invariant.
A dynamic factor model is then one in which at least one of the three assumptions can
be violated (though not necessarily all three together). As a consequence, at least one of the
following three generalizations must be in place: (a) the intercepts αi and the factor loadings βi
are allowed to be time-varying; (b) the covariance matrix of the vector of factors ft is allowed
to be time-varying; or (c) the covariance matrix of the vector of errors ut is allowed to be time-
varying. There are certainly other definitions of a dynamic factor model — for example, see
Stock and Watson (2011) and the references therein — but this is the one that we shall adopt
for the purpose of this paper.
Generalization (a), allowing the intercepts and the factor loadings to be time-varying,
results in what is commonly referred to as conditional factor model; for example, see
Avramov and Chordia (2006), Ang and Kristensen (2012), Engle (2016) and Bali et al. (2017).
Such models often work better than unconditional factor models (where the intercepts and the
factor loadings are time-invariant) in the context of asset pricing. But in empirical results not
reported here, we have found this not to be true in the context of portfolio selection; therefore,
we will not consider conditional factor models in the remainder of this paper.
Moving to generalization (b), an unconditional dynamic factor model assumes that, for every
asset i = 1, . . . , N ,
ri,t = αi + β
′
ift + ui,t , (2.4)
with βi ..= (βi,1, . . . , βi,K)
′ and E(ui,t|ft) = 0. The covariance matrices of ft and ut may both
be time-varying. We introduce the following notations, where Ft denotes the information set
available at time t.
• Σr,t ..= Cov(rt|Ft−1)
• Σf,t ..= Cov(ft|Ft−1)
• Σu,t ..= Cov(ut|Ft−1)
Under the model assumptions, the time-varying (conditional) covariance matrix of rt is then
given by
Σr,t = B
′Σf,tB +Σu,t , (2.5)
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where B is again the K ×N matrix whose ith column is the vector βi.
The estimation of an unconditional dynamic factor model starts in the same way as the
estimation of a static factor model: estimate the intercepts and the factor loadings by OLS,
which also yields the residuals uˆt. Furthermore, denote the estimators of Σf,t and Σu,t by Σˆf,t
and Σˆu,t, respectively; such estimators are discussed in the next section.
The estimator of the time-varying conditional covariance matrix of rt is then given by
Σˆr,t ..= BˆΣˆf,tBˆ + Σˆu,t . (2.6)
Note that, as a special case, either Σf,t or Σu,t, but not both, may be assumed to be time-
invariant and then estimated in a fashion that would be appropriate for the static models of
Section 2.2.
If Σf,t is assumed to be time-invariant, the estimator of the time-varying covariance matrix
of rt is given by
Σˆr,t ..= BˆΣˆf Bˆ + Σˆu,t . (2.7)
If Σu,t is assumed to be time-invariant, the estimator of the time-varying covariance matrix
of rt is given by
Σˆr,t ..= BˆΣˆf,tBˆ + Σˆu . (2.8)
3 New Estimation Schemes
As stated before, we are interested in estimating covariance matrices when the number of assets,
N , is of the same order of magnitude as the number of observations, T .
3.1 Static Factor Models
In line with most of the literature these days, we believe that the assumption of an exact factor
model is overly strict in practice and hence favor approximate factor models instead (although
we will also include an exact factor model for reference in the empirical analysis of Section 4).
Based on the nature of approximate factor models, which assume that the covariance
matrix Σu is sparse or with bounded eigenvalues, one natural candidate to use an estimator
of Σu that imposes sparsity; for example, see Fan et al. (2013) for some proposals to this end.
All these proposals apply some thresholding scheme to the sample covariance matrix of the
residuals {uˆt}, denoted by Suˆ.
As an alternative, we propose to apply the nonlinear shrinkage method of Ledoit and Wolf
(2017) to the matrix Suˆ. This nonlinear shrinkage method does not impose any structure on
the estimator and, in particular, will not necessarily result in a sparse estimator. However, this
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feature may actually be an advantage rather than a disadvantage, with the reasoning being as
follows.
When the assumption of an approximate factor model is true, nonlinear shrinkage of Suˆ will
at least result in a sparser estimator compared to Suˆ, since nonlinear shrinkage will deliver an
estimator that is closer to the truth compared to the sample covariance matrix; this has been
demonstrated by large-dimensional asymptotic theory, extensive Monte Carlo experiments, and
empirical applications in Ledoit and Wolf (2012, 2015, 2017). As a consequence, when the
assumption of an approximate factor model is true, applying nonlinear shrinkage to Suˆ might
perform about as well as applying a thresholding scheme to Suˆ.
On the other hand, when the assumption of an approximate factor model is false — that is,
when the factors used are not really factors or only ‘weak’ factors — then the assumption of
sparsity of Σu does not hold true. In such a case, applying nonlinear shrinkage to Suˆ should
perform better than applying a thresholding scheme to Suˆ.
By this reasoning, applying nonlinear shrinkage to Suˆ may be more robust to the number
(and nature) of factors used than applying a thresholding scheme that enforces sparsity.
3.2 Dynamic Factor Models
Based on (2.6)–(2.8), what is needed in addition to the estimation of a static factor model
are estimators Σˆf,t or Σˆu,t. We propose to use a multivariate GARCH model to this end; in
particular, we recommend the dynamic conditional correlation (DCC) model going back to Engle
(2002). The original proposal of Engle (2002) works well for dimensions up to the magnitude
N = 100 and can certainly be used for the estimation of Σf,t, since the dimension of ft is small
and rarely larger than five. The problem is the estimation of Σu,t when the number of asset
is large, say N = 1000, which is quite common for many portfolio managers. Until recently,
there did not exist a multivariate GARCH model that could accurately estimate time-varying
conditional covariance matrices of such large dimensions.
The recent proposal of Engle et al. (2017) manages to do just that by combining two key
innovations: first, it uses the composite-likelihood method Pakel et al. (2017) which makes
estimation in large dimensions feasible; second, it uses the nonlinear (NL) shrinkage method
of Ledoit and Wolf (2012, 2015) for the estimation of the correlation targeting matrix of the
DCC model, which makes the estimated matrix well-conditioned in large dimensions. We,
therefore, propose the resulting DCC-NL model for the estimation of Σu,t. In this way, the
estimators (2.6)–(2.8) are feasible up to dimension N = 1000 at least.
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3.3 Averaged Forecasting of Dynamic Covariance Matrices
We use daily data to forecast covariance matrices but then hold the portfolio for an entire month
before updating it again. This creates a certain ‘mismatch’ for dynamic models, which assume
that the (conditional) covariance matrix changes at the forecast frequency, that is, at the daily
level: Why use a covariance matrix forecasted only for the next day to construct a portfolio
that will be then held for an entire month?
To address this mismatch, we use an ‘averaged forecasting’ approach for all dynamic models:
At portfolio construction date h, forecast the covariance matrix for all days of the upcoming
month, that is, for t = h, h+1, . . . , h+20; then average those 21 forecasts and use this ‘averaged
forecasts’ to construct the portfolio at date h.
For the dynamics of the univariate volatilities, we use a GARCH(1,1) process:
d2i,t = ωi + δ1,ix
2
i,t−1 + δ2,id
2
i,t−1 , (3.1)
where (ωi, δ1,i, δ2,i) are the variable-specific GARCH(1,1) parameters. We assume that the
evolution of the conditional correlation matrix over time is governed as in the DCC-NL model
of Engle et al. (2017):
Qt = (1− δ1 − δ2)C + δ1st−1s′t−1 + δ2Qt−1 , (3.2)
where (δ1, δ2) are the DCC-NL parameters analogous to (δ1,i, δ2,i). The matrix Qt can be
interpreted as a conditional pseudo-correlation matrix, or a conditional covariance matrix of
devolatized residuals. It cannot be used directly because its diagonal elements, although close
to one, are not exactly equal to one. From this representation, we obtain the conditional
correlation matrix and the conditional covariance matrix as
Rt ..= Diag(Qt)
−1/2 Qt Diag(Qt)
−1/2 (3.3)
Σt ..= DtRtDt , (3.4)
and the data-generating process is driven by the multivariate normal law
xt|Ft−1 ∼ N (0,Σt) . (3.5)
Hence, to determine the average of the L forecasts of the conditional covariance matrices
Σh+l = Dh+lRh+lDh+l, for l = 0, 1, . . . , L − 1, we suggest a three-step approach where Dh+l
and Rh+l can be forecasted separately.
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3.3.1 Step One: Forecasting Conditional Univariate Volatilities
According to Baillie and Bollerslev (1992), the multi-step ahead forecasts of the i = 1, . . . , N
GARCH(1,1) volatilities can be written as
E[d2i,h+l|Fh−1] =
l−1∑
j=0
ωi(δ1,i + δ2,i)
j + (δ1,i + δ2,i)
l
E[d2i,h|Fh−1] , (3.6)
where E[d2i,h|Fh−1] = ωi + δ1,ix2i,h−1 + δ2,id2i,h−1. Thus, we compute the forecasts of the N -
dimensional diagonal matrix Dh+l as
E[Dh+l|Fh−1] = Diag
(√
E[d2
1,h+l|Fh−1], . . . ,
√
E[d2N,h+l|Fh−1]
)
. (3.7)
3.3.2 Step Two: Forecasting Conditional Correlation Matrices
For the multivariate case we consider the approach of Engle and Sheppard (2001) where the
multi-step ahead forecasts of the dynamic conditional correlation matrices can be computed
directly by
E[Rh+l|Fh−1] =
l−1∑
j=0
(1− δ1 − δ2)C(δ1 + δ2)j + (δ1 + δ2)lE[Rh|Fh−1] , (3.8)
making the approximation that E[Rh|Fh−1] ≈ E[Qh|Fh−1]. In practice, the diagonal elements
of C tend to deviate from one slightly, in spite of the fact that devolatilized returns are used
as inputs. Therefore every column and every row has to be divided by the square root of the
corresponding diagonal entry, so as to produce a proper correlation matrix.
3.3.3 Step Three: Averaging Forecasted Conditional Covariance Matrices
By using the notation Σˆh+l ..= E[Σh+l|Fh−1], Rˆh+l ..= E[Rh+l|Fh−1] and Dˆh+l ..= E[Dh+l|Fh−1]
we finally calculate Σˆh+l ..= Dˆh+lRˆh+lDˆh+l, for l = 0, 1, . . . , L − 1. Therefore, to get the
estimated covariance matrix at portfolio construction day h we average over the L forecasts:
Σˆh ..=
1
L
L−1∑
l=0
Σˆh+l . (3.9)
Note that in step one the GARCH parameters and in step two the DCC-NL parameters
need to be estimated first in practice. Thus, the feasible forecasts are based on (wˆi, δˆ1,i, δˆ2,i) for
Equation (3.7) and on (Cˆ, δˆ1, δˆ2) for Equation (3.8), respectively.
4 Empirical Analysis
4.1 Monte Carlo Study: The Absence Thereof
We briefly explain why we do not include a Monte Carlo study in this paper.
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Our aim is to compare covariance matrix estimators of quite different nature to be used
for portfolio selection: static and dynamic estimators; structure-free estimators and estimators
based on a factor model; estimators based implicit factors (namely, principal components) and
estimators based on explicit factors (namely, Fama-French factors); estimators that use different
numbers of explicit factors.
Clearly, any particular ‘version’ of estimators could be favored (or disfavored) in a
Monte Carlo study by ‘amplifying’ (or ‘dampening’) corresponding characteristics in the data
generating process(es) of the Monte Carlo study. It really seems impossible to design a ‘neutral’
data generating process that does not favor any particular version of estimators.
We, therefore, restrict attention to out-of-sample back-test exercises using historical stock
return data in order to assess which estimators work best in the real world.
4.2 Data and General Portfolio-Construction Rules
We download daily stock return data from the Center for Research in Security Prices (CRSP)
starting on 01/01/1973 and ending on 12/31/2017. We restrict attention to stocks from the
NYSE, AMEX, and NASDAQ stock exchanges. We also download daily returns on the five
factors of Fama and French (2015) during the same period from the website of Ken French.
For simplicity, we adopt the common convention that 21 consecutive trading days constitute
one ‘month’. The out-of-sample period ranges from 01/16/1978 through 12/31/2017, resulting
in a total of 480 months (or 10,080 days). All portfolios are updated monthly.1 We denote the
investment dates by h = 1, . . . , 480. At any investment date h, a covariance matrix is estimated
based on the most recent 1260 daily returns, which roughly corresponds to using five years of
past data.
We consider the following portfolio sizes: N ∈ {100, 500, 1000}. For a given combination
(h,N), the investment universe is obtained as follows. We find the set of stocks that have an
almost complete return history over the most recent T = 1260 days as well as a complete return
‘future’ over the next 21 days.2 We then look for possible pairs of highly correlated stocks,
that is, pairs of stocks that have returns with a sample correlation exceeding 0.95 over the past
1260 days. With such pairs, if they should exist, we remove the stock with the lower market
capitalization of the two on investment date h.3 Of the remaining set of stocks, we then pick
1Monthly updating is common practice to avoid an unreasonable amount of turnover and thus transaction
costs. During a month, from one day to the next, we hold number of shares fixed rather than portfolio weights;
in this way, there are no transactions at all during a month.
2The first restriction allows for up to 2.5% of missing returns over the most recent 1260 days, and replaces
missing values by zero. The latter, ‘forward-looking’ restriction is not a feasible one in real life but is commonly
applied in the related finance literature on the out-of-sample evaluation of portfolios.
3The reason is that we do not want to include highly similar stocks. In the early years, there are no such
pairs; in the most recent years, there are never more than three such pairs.
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the largest N stocks (as measured by their market capitalization on investment date h) as our
investment universe. In this way, the investment universe changes relatively slowly from one
investment date to the next.
4.3 Competing Covariance Matrix Estimators
We now detail the various covariance matrix estimators included in our empirical analysis. It is
clearly of interest to also include some estimators from the literature that are not based on
a factor model in order to see how their performance stacks up in comparison.
The first two estimators in our list are, therefore, structure-free whereas the remaining ones
are based on a factor model.
List of estimators:
• NL: the nonlinear shrinkage estimator of Ledoit and Wolf (2017). This is a static
estimator.
• DCC-NL: the multivariate GARCH estimator of Engle et al. (2017). This is a dynamic
estimator.
• POET: an estimator based on an approximate factor model. This is the estimator
proposed by Fan et al. (2013). The factors are sample-based and taken to be principal
components of the {rt}; the number of principal components to be used is determined by
a data-driven criterion. In formula (2.3), Σˆf is given by the sample covariance matrix of
the principal components used and Σˆu is a sparse matrix that is obtained by applying
thresholding to Diag(Suˆ), where Suˆ is the sample covariance matrix of the {uˆt}. We use
Matlab code graciously provided by the authors and keep all the default model parameters
specified in this code (for the determination of the number of principal components, on the
one hand, and for the thresholding scheme, on the other hand). This is a static estimator.
• EFM: an estimator based on an exact factor model. In formula (2.3), Σˆf is given by the
sample covariance matrix of the {ft} and Σˆu is given by Diag(Suˆ). We consider both a
one-factor model based on the first Fama-French factor and a five-factor model based on
all five Fama-French factors. This is a static estimator.
• AFM-POET: an estimator based on an approximate factor model. It is similar to
EFM except that Σˆu is obtained by applying thresholding to Suˆ; in particular, the
thresholding scheme is to apply the POET method to the {uˆ} where the number of
principal components to be used is set to zero. This is a static estimator.
• AFM-NL: an estimator based on an approximate factor model. It is similar to AFM-
POET except that Σˆu is obtained by applying the nonlinear shrinkage estimator of
Ledoit and Wolf (2017) to the {uˆt}. This is a static estimator.
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• AFM-DCC-NL: an estimator based on an approximate factor model. It is similar to
AFM-NL except that Σˆu is obtained by applying the DCC-NL estimator of Engle et al.
(2017) to the {uˆt}. This is a dynamic estimator.
Note that for EFM and AFM we consider both a one-factor model based on the first Fama-
French factor and a five-factor model based on all five Fama-French factors. Thereby, the
number after EFM and AFM stands for the number of used factors; for example, EFM1 is
an exact one-factor model and AFM5-DCC-NL is an approximate five-factor model based on
DCC-NL for the covariance matrix of the error terms.
Remark 4.1. The dynamic estimator AFM-DCC-NL is based on formula (2.7) rather than on
formula (2.6), that is, the dynamic part is solely due to the error terms and not also to the
factors. We have chosen to follow this approach in order to facilitate the comparison with the
static estimators AFM-POET and AFM-NL. Should AFM-DCC-NL perform better than these
two static estimators, then we know that it has to be due to the improved estimation of the
covariance matrix of the error terms (by allowing this matrix to be time-varying), since all three
estimators share the same estimated covariance matrix of the factors.
4.4 Global Minimum Variance Portfolio
We consider the problem of estimating the global minimum variance (GMV) portfolio in the
absence of short-sales constraints. The problem is formulated as
min
w
w′Σr,tw (4.1)
subject to w′1 = 1 , (4.2)
where 1 denotes a vector of ones of dimension N × 1. It has the analytical solution
w =
Σ−1r,t 1
1
′Σ−1r,t 1
. (4.3)
The natural strategy in practice is to replace the unknown Σr,t by an estimator Σˆr,t in
formula (4.3), yielding a feasible portfolio
ŵ ..=
Σ̂−1r,t 1
1
′Σ̂−1r,t 1
. (4.4)
Estimating the GMV portfolio is a ‘clean’ problem in terms of evaluating the quality of a
covariance matrix estimator, since it abstracts from having to estimate the vector of expected
returns at the same time. In addition, researchers have established that estimated GMV
portfolios have desirable out-of-sample properties not only in terms of risk but also in terms of
reward-to-risk, that is, in terms of the information ratio; for example, see Haugen and Baker
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(1991), Jagannathan and Ma (2003), and Nielsen and Aylursubramanian (2008). As a result,
such portfolios have become an addition to the large array of products sold by the mutual-fund
industry.
In addition to Markowitz portfolios based on formula (4.4), we also include as a simple-
minded benchmark the equal-weighted portfolio promoted by DeMiguel et al. (2009b), among
others, since it has been claimed to be difficult to outperform. We denote the equal-weighted
portfolio by 1/N .
We report the following three out-of-sample performance measures for each scenario. (All
of them are annualized and in percent for ease of interpretation.)
• AV:We compute the average of the 10,080 out-of-sample returns and then multiply by 252
to annualize.
• SD: We compute the standard deviation of the 10,080 out-of-sample returns and then
multiply by
√
252 to annualize.
• IR: We compute the (annualized) information ratio as the ratio AV/SD.
Our stance is that in the context of the GMV portfolio, the most important performance
measure is the out-of-sample standard deviation, SD. The true (but unfeasible) GMV portfolio is
given by (4.3). It is designed to minimize the variance (and thus the standard deviation) rather
than to maximize the expected return or the information ratio. Therefore, any portfolio that
implements the GMV portfolio should be primarily evaluated by how successfully it achieves
this goal. A high out-of-sample average return, AV, and a high out-of-sample information ratio,
IR, are naturally also desirable, but should be considered of secondary importance from the
point of view of evaluating the quality of a covariance matrix estimator.
We also consider the question of whether one estimation model delivers a lower out-of-sample
standard devation than another estimation model. Since we compare 12 estimation models —
the exact factor model with one and five factors, four approximate factor models with one
and five factors, two structure-free models, and the 1/N portfolio — there are 66 pairwise
comparisons. To avoid a multiple testing problem and since a major goal of this paper is to
show that the recommended approximate factor model is based on DCC-NL for Σˆu, and also
improves upon classical structure-free DCC-NL, we restrict attention to the comparison between
the two portfolios DCC-NL and AFM-DCC-NL for one and five factors.4 For a given universe
size, a two-sided p-value for the null hypothesis of equal standard deviations is obtained by the
prewhitened HACPW method described in Ledoit and Wolf (2011, Section 3.1).
5
4In Table 1 we see that DCC-NL has consistently lower SD than exact and approximate factor models. Thus,
it is ‘sufficient’ to compare only DCC-NL and AFM-DCC-NL.
5Since the out-of-sample size is very large at 10,080, there is no need to use the computationally more involved
bootstrap method described in Ledoit and Wolf (2011, Section 3.2), which is preferred for small sample sizes.
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The results are presented in Table 1 and can be summarized as follows; unless stated
otherwise, the findings are with respect to the out-of-sample standard deviation as performance
measure.
• With the exception of AFM-POET, all models consistently outperform 1/N by a wide
margin.
• With the exception of AFM-POET, the approximate factor models consistently outper-
form the exact factor models.
• DCC-NL consistently outperforms the other structure-free models and the exact factor
models. Additionally, DCC-NL outperforms in the most scenarios the approximate factor
models POET, AFM-POET and AFM-NL.
• The AFM-DCC-NL model consistently outperforms the other approximate and exact
factor models and for large portfolio sizes N = 500, 1000, we have the following overall
ranking: AFM-DCC-NL, DCC-NL, AFM-NL, NL, POET, EFM, EW, AFM-POET.
• The one-factor AFM-DCC-NL consistently outperforms DCC-NL across all portfolio
sizes. For large portfolio sizes N = 500, 1000, the outperformance is always statistically
significant and also economically meaningful. The five-factor AFM-DCC-NL outperforms
DCC-NL for large portfolio sizes. The outperformance is statistically significant and also
economically meaningful for N = 1000.
To sum up, dynamic estimators such as AFM-DCC-NL and DCC-NL consistently outperform
(sophisticated) static estimators.
DeMiguel et al. (2009b) claim that it is difficult to outperform 1/N in terms of the
out-of-sample Sharpe ratio with sophisticated portfolios (that is, with Markowitz portfolios
that estimate input parameters). It can be seen that, except for AFM-POET, all models
consistently outperform 1/N in terms of the out-of-sample information ratio, which translates
into outperformance in terms of the out-of-sample Sharpe ratio. For N = 100, AFM-POET is
best overall, whereas for N = 500, 1000, AFM-DCC-NL is best overall.
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Period: 01/16/1978–12/31/2017
N = 100 N = 500 N = 1000
AV SD IR AV SD IR AV SD IR
Structure-Free Models
1/N 12.82 17.40 0.74 13.86 16.83 0.82 14.36 16.85 0.85
NL 11.94 11.74 1.02 11.91 8.63 1.38 12.28 7.45 1.65
DCC-NL 11.62 11.59 1.00 12.57 8.26 1.52 12.84 6.93 1.85
Exact Factor Models
EFM1 13.06 14.12 0.93 12.52 12.14 1.03 13.35 10.97 1.22
EFM5 13.02 12.68 1.03 12.68 10.97 1.16 12.90 9.72 1.33
Approximate Factor Models
POET 12.04 11.98 1.00 11.86 8.48 1.40 13.09 7.82 1.67
AFM1-POET 12.40 11.75 1.06 15.87 74.07 0.21 −763 3962 −0.19
AFM5-POET 12.25 11.71 1.05 12.19 8.72 1.40 −27 295 −0.09
AFM1-NL 11.97 11.75 1.02 11.90 8.63 1.38 12.28 7.45 1.65
AFM5-NL 11.95 11.76 1.02 11.88 8.63 1.38 12.20 7.45 1.64
AFM1-DCC-NL 11.55 11.56 1.00 12.65 8.11∗ 1.56 13.31 6.61∗∗∗ 2.01
AFM5-DCC-NL 11.53 11.64 0.99 12.53 8.18 1.53 12.92 6.65∗∗∗ 1.94
Table 1: Annualized performance measures (in percent) for various estimators of the GMV
portfolio. AV stands for average; SD stands for standard deviation; and IR stands for
information ratio. The number after EFM and AFM stands for the number of considered Fama-
French factors. All measures are based on 10,080 daily out-of-sample returns from 01/16/1978
until 12/31/2017. In the columns labeled SD, the lowest number appears in bold face. In the
rows labeled AFM1-DCC-NL and AFM5-DCC-NL, significant outperformance over DCC-NL
in terms of SD is denoted by asterisks: *** denotes significance at the 0.01 level; ** denotes
significance at the 0.05 level; and * denotes significance at the 0.1 level.
4.5 Markowitz Portfolio with Momentum Signal
We now turn attention to a ‘full’ Markowitz portfolio with a signal.
By now a large number of variables have been documented that can be used to construct a
signal in practice. For simplicity and reproducibility, we use the well-known momentum factor
(or simply momentum for short) of Jegadeesh and Titman (1993). For a given investment
period h and a given stock, the momentum is the geometric average of the previous 252 returns
on the stock but excluding the most recent 21 returns; in other words, one uses the geometric
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average over the previous ‘year’ but excluding the previous ‘month’. Collecting the individual
momentums of all the N stocks contained in the portfolio universe yields the return-predictive
signal, denoted by m.
In the absence of short-sales constraints, the investment problem is formulated as
min
w
w′Σr,tw (4.5)
subject to w′mt = b , and (4.6)
w′1 = 1 , (4.7)
where b is a selected target expected return. The problem has the analytical solution
w = c1Σ
−1
r,t 1+ c2Σ
−1
r,tmt , (4.8)
where c1 ..=
C − bB
AC −B2 and c2
..=
bA−B
AC −B2 , (4.9)
with A ..= 1′Σ−1r,t 1 , B
..= 1′Σ−1r,t b , and C
..= m′tΣ
−1
r,tmt . (4.10)
The natural strategy in practice is to replace the unknown Σr,t by an estimator Σ̂r,t in
formulas (4.8)–(4.10), yielding a feasible portfolio
ŵ ..= c1Σ̂
−1
r,t 1+ c2Σ̂
−1
r,tmt , (4.11)
where c1 ..=
C − bB
AC −B2 and c2
..=
bA−B
AC −B2 , (4.12)
with A ..= 1′Σ̂−1r,t 1 , B
..= 1′Σ̂−1r,t b , and C
..= m′tΣ̂
−1
r,tmt . (4.13)
In addition to Markowitz portfolios based on formulas (4.11)–(4.13), we also include as a
simple-minded benchmark the equal-weighted portfolio among the top-quintile stocks (according
to momentum). This portfolio is obtained by sorting the stocks, from lowest to highest,
according to their momentum and then putting equal weight on all the stocks in the top 20%,
that is, in the top quintile. We denote this portfolio by EW-TQ.
Our stance is that in the context of a ‘full’ Markowitz portfolio, the most important
performance measure is the out-of-sample information ratio, IR. In the ‘ideal’ investment
problem (4.8)–(4.10), minimizing the variance (for a fixed target expected return b) is equivalent
to maximizing the information ratio (for a fixed target expected return b). In practice, because
of estimation error in the signal, the various strategies do not have the same expected return
and, thus, focusing on the out-of-sample standard deviation is inappropriate.
We also consider the question whether AFM-DCC-NL delivers a higher out-of-sample
information ratio than DCC-NL at a level that is statistically significant with the same reason
as discussed in Section 4.4. For a given universe size, a two-sided p-value for the null hypothesis
of equal information ratios is obtained by the prewhitened HACPW method described in
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Ledoit and Wolf (2008, Section 3.1).6
The results are presented in Table 2 and can be summarized as follows; unless stated
otherwise, the findings are with respect to the out-of-sample information ratio as performance
measure.
• With the exception of AFM-POET, all models consistently outperform EW-TQ by a wide
margin.
• With the exception of AFM-POET, the approximate factor models consistently outper-
form the exact factor models.
• DCC-NL consistently outperforms the other structure-free models and the exact factor
models. Additionally, DCC-NL outperforms in the most scenarios the approximate factor
models POET, AFM-POET and AFM-NL.
• With the exception of AFM-POET, the AFM-DCC-NL model consistently outperforms
the other approximate and exact factor models and for large portfolio sizes N = 500, 1000,
we have the following overall ranking: AFM-DCC-NL, DCC-NL, AFM-NL, NL, POET,
EFM, EW-TQ, AFM-POET.
• The AFM-DCC-NL consistently outperforms DCC-NL for large portfolio sizes N =
500, 1000. For the one-factor AFM-DCC-NL with N = 1000 the outperformance is
statistically significant and also economically meaningful.
• To sum up, with the exception of AFM-POET for N = 100, dynamic estimators such as
AFM-DCC-NL and DCC-NL consistently outperform (sophisticated) static estimators.
• DeMiguel et al. (2009b) claim that it is difficult to outperform 1/N in terms of the out-
of-sample Sharpe ratio with sophisticated portfolios (that is, with Markowitz portfolios
that estimate input parameters). Comparing with Table 1, it can be seen that, except
for AFM-POET, all models based on the (simple-minded) momentum signal consistently
outperform 1/N in terms of the out-of-sample information ratio, which translates into
outperformance in terms of the out-of-sample Sharpe ratio. For N = 100, AFM-POET
is best overall, whereas for N = 500, 1000, AFM-DCC-NL is best overall. Even though
momentum is not a very powerful return-predictive signal, the differences compared to 1/N
can be enormous. For example, for N = 1000, the information ratio of 1/N is only 0.85
whereas the information ratio of AFM1-DCC-NL is 2.01, more than twice as large.
6Since the out-of-sample size is very large at 10,080, there is no need to use the computationally more expensive
bootstrap method described in Ledoit and Wolf (2008, Section 3.2), which is preferred for small sample sizes.
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• Engle and Colacito (2006) argue for the use of the out-of-sample standard deviation,
SD, as a performance measure also in the context of a full Markowitz portfolio. Also
for this alternative performance measure, AFM-DCC-NL performs the best, followed by
DCC-NL. Similar to the GMV analysis, the performance of AFM-POET is disappointing
with exploding SD and thus low IR for large portfolio sizes N = 500, 1000.
Period: 01/16/1978–12/31/2017
N = 100 N = 500 N = 1000
AV SD IR AV SD IR AV SD IR
Structure-Free Models
EW-TQ 16.55 21.33 0.78 16.85 20.24 0.83 17.55 20.30 0.87
NL 14.76 14.16 1.04 14.54 10.10 1.44 15.00 8.75 1.71
DCC-NL 14.95 14.13 1.06 14.87 9.51 1.56 14.82 7.95 1.86
Exact Factor Models
EFM1 15.37 16.50 0.93 15.52 13.93 1.11 16.33 12.78 1.28
EFM5 15.22 15.49 0.98 15.76 12.80 1.23 15.94 11.39 1.40
Approximate Factor Models
POET 14.53 14.33 1.01 14.28 10.02 1.43 15.45 9.10 1.70
AFM1-POET 15.14 14.17 1.07 −82 438 −0.19 338 3592 0.09
AFM5-POET 14.89 14.17 1.05 14.69 10.20 1.44 −70 327 −0.21
AFM1-NL 14.79 14.16 1.04 14.52 10.09 1.38 15.00 8.75 1.72
AFM5-NL 14.78 14.17 1.04 14.48 10.10 1.44 14.90 8.75 1.70
AFM1-DCC-NL 14.69 14.02 1.05 15.24 9.46 1.61 15.76 7.84 2.01∗∗∗
AFM5-DCC-NL 14.58 14.09 1.04 14.97 9.58 1.56 15.28 7.91 1.93
Table 2: Annualized performance measures (in percent) for various estimators of the Markowitz
portfolio with momentum signal. AV stands for average; SD stands for standard deviation; and
IR stands for information ratio. The number after EFM and AFM stands for the number
of considered Fama-French factors. All measures are based on 10,080 daily out-of-sample
returns from 01/16/1978 until 12/31/2017. In the columns labeled IR, the lowest number
appears in bold face. In the rows labeled AFM1-DCC-NL and AFM5-DCC-NL, significant
outperformance over DCC-NL in terms of IR is denoted by asterisks: *** denotes significance at
the 0.01 level; ** denotes significance at the 0.05 level; and * denotes significance at the 0.1 level.
4.6 Summary of Results
We have carried out an extensive backtest analysis, evaluating the out-of-sample performance
of our dynamic approximate factor model based on a new DCC-NL estimation scheme.
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Consequently, we have compared AFM-DCC-NL to a number of other strategies — various
factor models and structure-free estimators of the covariance matrix — to estimate the global
mininum-variance portfolio and the Markowitz portfolio with momentum signal. Among the
considered portfolios, AFM-DCC-NL is the clear winner. In most scenarios, AFM-DCC-NL
performs the best, followed by DCC-NL. Only for a ‘small’ investment universe N = 100,
the dynamic models are outperformed by AFM-POET for the Markowitz portfolios with
momentum signal. In all other scenarios the dynamic estimators consistently outperform the
static estimators. Note that for large investment universes the long and short portfolio holdings
of AFM-POET explode, which returns very high (low) out-of-sample SD (IR). Additionally,
for large portfolio sizes the outperformance of AFM-DCC-NL over DCC-NL is statistically
significant and economically meaningful. Thus, imposing some structure via an approximate
factor model improves the out-of-sample performance.
However, including multiple factors (that is, using approximate multi-factor models) does
not necessarily result in better performance; on the contrary, doing so can actually reduce
the performance due to the additional estimation uncertainty. The main lesson is that the
market factor is too outsized to be ignored, even by estimators that draw from state-of-the-art
techniques in large-dimensional asymptotics and conditional heteroskedasticity, but additional
factors are not needed.
In sum, we recommend the dynamic approximate one-factor model based on DCC-NL, which
outperforms its five-factor ‘cousin’. This finding makes the resulting AFM1-DCC-NL estimator
even more attractive for industry and applied portfolio management, since only data on the
market factor are needed. Therefore, this estimator can be easily implemented also outside of
the US, in countries for which all five Fama-French factors are not readily available.
5 Conclusion
This paper reconciles a traditional feature of covariance matrix estimation in finance, namely,
factor models, with more modern methods based on large-dimensional asymptotic theory. We
demonstrate on historical data that there is a net benefit in combining these two approaches,
especially when allowing for conditional heteroskedasticity, as in our new AFM1-DCC-NL model.
As a secondary contribution, we propose a novel scheme for extrapolating the covariance matrix
forecast over the holding period of the investment strategy in case the holding period exceeds
the frequency of the observed data (such as when the holding period is a month and the observed
data are daily). Taken together, these techniques should help portfolio managers develop better-
performing investment strategies, and should also help empirical finance academics develop
more powerful predictive tests for anomalies in the cross-section of stock returns along the lines
suggested by Ledoit et al. (2018).
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