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Abstract
In this paper, we establish a scalarization theorem and a Lagrange multiplier theorem
for super efficiency in vector optimization problem involving nearly convexlike set-valued
maps. A dual is proposed and duality results are obtained in terms of super efficient
solutions. A new type of saddle point, called super saddle point, of an appropriate set-
valued Lagrangian map is introduced and is used to characterize super efficiency.
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1. Introduction
Vector optimization problems involving set-valued maps have been studied by
several authors in the recent years, for instance, Corely [5,6], Li and Chen [10],
Lin [11], Song [13] and many more. In all these references, the authors con-
centrated mainly on weak efficiency and/or efficiency. Recently, Li [9] extended
the concept of Benson’s proper efficiency to set-valued maps and presented
two scalarization theorems and two Lagrange multiplier theorems for set-valued
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vector optimization problem under cone-convexlikeness and cone-subconvex-
likeness.
On the other hand, various notions of efficiency have appeared in literature
(see [1,2,7,11,14] and references cited therein). Recently, Borwein and Zhuang [4]
introduced a new concept of super efficiency in convex vector optimization, a new
kind of proper efficiency which refines the notion of efficiency and other kinds
of proper efficiency. Later, in [3], they established Lagrange multiplier theorem
for super efficiency in convex setting and express super efficient points as saddle
points of an appropriate Lagrangian function. Rong and Wu [12] extended the
results of Borwein and Zhuang [3], and presented some characterization of super
efficiency in terms of scalarization, Lagrange multipliers and super duality under
cone-convexlike assumptions.
The purpose of this paper is to extend the results of Li [9] and Rong and
Wu [12] to set-valued vector optimization problem involving nearly convexlike
maps. The paper is organized as follows. In Section 2, we present some basic
definitions and results that are required in the sequel. Under the assumption of
nearly convexlikeness, a scalarization theorem and Lagrange multiplier theorem
for super efficiency in set-valued vector optimization problem are established in
Sections 3 and 4, respectively. Section 5 is devoted to study duality in terms of
super efficiency while in Section 6, a new concept of super saddle point for set-
valued Lagrangian map is introduced and is then utilized to characterize super
efficiency. Some conclusions are drawn in Section 7.
2. Preliminaries
Throughout the paper, let X be a linear space, Y and Z be two normed spaces
with norm dual spaces Y ∗ and Z∗. For a set A⊂ Y , A and intA denote the closure
and interior of A, respectively.
A subset C of Y is said to be a cone if αc ∈ C, for every c ∈ C, and α  0.
A cone C is said to convex if C + C ⊆ C, and it is said to be pointed if
C ∩ (−C)= {0}.
A convex subset B of C is a base of a cone C if 0 /∈ B and C =⋃α0 αB. The
positive dual cone C+ of a convex cone C is defined as
C+ = {ψ ∈ Y ∗ |ψ(y) 0, ∀y ∈ C}.
For a nonempty subset A in Y , the generated cone of A is given by
P(A)= {αa | α  0, a ∈A}= ⋃
α0
αA.
Remark 2.1. For a nonempty subset A in Y , and y0 ∈ Y , we have
P(A− y0)= P(A− y0).
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Definition 2.1. Let A be a nonempty subset in Y . The set of all efficient points
and the set of all Borwein’s super efficient points of A with respect to the convex
cone C are defined as
E(A,C)= {y0 ∈A |A∩ (y0 −C)= {y0}},
SE(A,C)= {y0 ∈A | ∃N > 0 such that (B −C)∩ P(A− y0)⊂NB},
respectively, where B is the closed unit ball in Y .
It was proved by Borwein and Zhuang [4] that
SE(A,C)⊂E(A,C).
The following lemmas proved by Rong and Wu [2] provides important
properties of the set of super efficient points.
Lemma 2.1. If the convex pointed ordering cone C has a closed bounded base B,
and if A is a nonempty subset in Y , then
SE(A,C)= SE(A+C,C).
Lemma 2.2. If the convex pointed ordering cone C has a closed bounded base B,
and if A is a convex subset in Y , then y0 ∈ SE(A,C) if and only if there exists
ψ ∈ intC+ such that
ψ(A− y0) 0, that is, ψ(y − y0) 0, ∀y ∈A.
Also, in this paper, we assume that C and K are closed convex pointed cones
with intC = φ and intK = φ in Y and Z, respectively. By L+ = L+(Z,Y ), we
denote the set of all continuous linear operator T :Z→ Y such that T (K)⊂ C.
Song [13] introduced the class of nearly convexlike set-valued maps, and
presented a theorem of alternative for this class.
Definition 2.2. A set-valued map F :X→ 2Y is said to be nearly C-convexlike
on X if F(X)+C is convex in Y .
Given two set-valued maps F :X→ 2Y , G :X→ 2Z , let
H(x)= (F(x),G(x)), x ∈X.
The product F ×G is called nearly C×K-convexlike onX if H is nearly C×K-
convexlike on X.
Theorem 2.1. Let F :X→ 2Y be nearlyC-convexlike set-valued map onX. Then,
exactly one of the following statement holds:
(i) ∃x ∈X such that F(x)∩ (−intC) = φ;
(ii) ∃ψ ∈ C+\{0} such that (ψ0F)(x)⊂R+.
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Lemma 2.3 [13]. If (F,G) is nearly C ×K-convexlike on X, then
(i) for each ψ ∈C+\{0}, (ψ0F,G) is nearly R+ ×K-convexlike on X.
(ii) for each T ∈ L+, F + TG is nearly C-convexlike on X.
3. Super efficiency and scalarization
Consider the following vector minimization problem with set-valued maps
(VP) C-minimize F(x)
subject to G(x)∩ (−K) = φ, x ∈X,
where F :X→ 2Y , G :X→ 2Y are set-valued maps with nonempty values. Let
Γ = {x ∈X |G(x)∩ (−K) = φ} be the set of all feasible solutions of (VP).
Definition 3.1. x∗ ∈ Γ is said to be super efficient solution of (VP), if there exists
y∗ ∈ F(x∗) such that
y∗ ∈ SE(F(Γ ),C).
The set of all super efficient solutions of (VP) is denoted by SE((VP)).
Definition 3.2. We say that (VP) satisfies the generalized Slater constraint
qualification if there exists xˆ ∈X such that
G(xˆ) ∩ (−intK) = φ.
We associate the following set-valued scalar optimization problem with (VP).
(SP)ψ minimize ψ
(
F(x)
)
subject to x ∈ Γ,
where ψ ∈ Y ∗\{0}. The set of all optimal solution of (SP)ψ is denoted by
M((SP)ψ), that is,
M
(
(SP)ψ
)= {x∗ ∈ Γ | ∃y∗ ∈ F(x∗) such that
ψ(y∗)ψ(y), ∀y ∈ F(Γ )}.
The next theorem characterizes the super efficient solutions of (VP) in terms
of the optimal solutions of (SP)ψ .
Theorem 3.1. If the cone C has a closed bounded base B, and F is nearly C-
convexlike on Γ , then
SE
(
(VP)
)= ⋃
ψ∈intC+
M
(
(SP)ψ
)
.
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Proof. First, we show that SE((VP))⊂⋃ψ∈ intC+M((SP)ψ). Let x∗ be a super
efficient solution for (VP). Then there exists y∗ ∈ F(x∗) such that
y∗ ∈ SE(F(Γ ),C).
By Lemma 2.1, we have
y∗ ∈ SE(F(Γ )+C,C).
It follows from definition of super efficiency that there exists N > 0 such that
(B −C)∩ P (F(Γ )+C − y∗)⊂NB,
which in view of Remark 2.1 implies
(B −C)∩ P (F(Γ )+C − y∗)⊂NB,
that is,
y∗ ∈ SE(F(Γ )+C,C).
Since F is nearly C-convexlike on Γ , we have F(Γ )+C is a convex set in Y ,
and hence by Lemma 2.2, there exists ψˆ ∈ intC+ such that
ψˆ
(
F(Γ )+C − y∗) 0.
Moreover, F(Γ )− y∗ ⊂ F(Γ )+C − y∗, we get
ψˆ
(
F(Γ )− y∗) 0.
That is,
ψˆ(y∗) ψˆ(y), ∀y ∈ F(Γ ).
Hence, x∗ is an optimal solution of (SP)
ψˆ
.
Conversely, let x∗ ∈⋃ψ∈intC+M((SP)ψ). Then, there exists ψ0 ∈ intC+ such
that x∗ is an optimal solution of (SP)ψ0 . Therefore, there exists y∗ ∈ F(x∗) such
that
ψ0(y
∗)ψ0(y), ∀y ∈ F(Γ ). (3.1)
Now, let z ∈ F(Γ )+C. Then, there exist {yn} ∈ F(Γ ) and {cn} ∈C such that
z= lim
n→∞(yn + cn).
Since yn ∈ F(Γ ), by (3.1), we have
ψ0(yn)ψ0(y∗), ∀n.
Also, ψ0 ∈ intC+ and cn ∈ C, hence
ψ0(cn) 0, ∀n.
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Thus, we get
ψ0(z)= lim
n→∞ψ0(yn + cn)ψ0(y
∗).
Hence,
ψ0
(
F(Γ )+C − y∗) 0.
It follows from Lemma 2.2 and the assumption that F is nearly C-convexlike on
Γ that
y∗ ∈ SE(F(Γ )+C,C),
which in view of Remark 2.1 and Lemma 2.1 gives
y∗ ∈ SE(F(Γ ),C).
Consequently, x∗ is a super efficient solution of (VP). This completes the
proof. ✷
4. Super efficiency and Lagrange multipliers
In this section, we establish a Lagrange multiplier theorem which shows
that the set of super efficient solutions of the constrained vector optimization
problem (VP) is equivalent to the set of super efficient solutions of an appropriate
unconstrained vector optimization problem.
Theorem 4.1. Let Y be a locally convex space, and let C have a closed bounded
base B. Let F be nearly C-convexlike on Γ , and F × G be nearly C × K-
convexlike on X. Further, let (VP) satisfy the generalized Slater constraint
qualification. If x∗ ∈ Γ is a super efficient solution of (VP) then there exist
y∗ ∈ F(x∗) and T ∗ ∈ L+ such that
y∗ ∈ SE((F + T ∗G)(X),C), T ∗(G(x∗)∩−K)= 0.
Proof. Since x∗ ∈ SE((VP)), there exists y∗ ∈ F(x∗) such that
y∗ ∈ SE(F(Γ ),C).
By Lemma 2.1 and Remark 2.1, we get
y∗ ∈ SE(F(Γ )+C,C).
Since all the conditions of Theorem 3.1 are satisfied, it follows that there exists
ψ ∈ intC+ such that x∗ is an optimal solution of (SP)ψ . That is,
ψ(y∗)ψ(y), ∀y ∈ F(Γ ). (4.1)
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Define H :X→ 2R×Z by
H(x)= (ψ(F(x)− y∗),G(x)), x ∈X.
Since F ×G is nearly C × K-convexlike on X, from Lemma 2.3, H is nearly
R+ ×K-convexlike on X, and from (4.1) we have
x ∈X, H(x)∩ (−int (R+ ×K)) = φ
has no solution. Hence, by Theorem 2.1, there exists (λ,Φ) ∈R+ ×K+\{(0,0)}
such that
λψ
(
F(x)− y∗)+Φ(G(x)) 0, ∀x ∈X. (4.2)
As x∗ ∈ Γ , we have, G(x∗) ∩ (−K) = φ. Choose z∗ ∈ G(x∗) ∩ (−K). Then,
since Φ ∈K+, we get
Φ(z∗) 0.
Also, letting x = x∗ and noting that y∗ ∈ F(x∗), z∗ ∈G(x∗) in (4.2), we get
Φ(z∗) 0.
Thus,
Φ
(
G(x∗)∩ (−K))= 0.
Further, λ = 0 on account of generalized Slater constraint qualification. Therefore,
λ > 0. From this, and the fact thatψ ∈C+, we can choose a vector c ∈C\{0} such
that λψ(c)= 1, and define an operator T ∗ :Z→ Y as
T ∗(z)=Φ(z)c, z ∈Z. (4.3)
Clearly, T ∗ ∈ L+, and
T ∗
(
G(x∗)∩ (−K))= 0.
Also, from (4.2) and (4.3), we obtain
λψ
(
F(x)+ T ∗G(x))= λψ(F(x))+ λψ(T ∗(G(x)))
= λψ(F(x))+Φ(G(x))
 λψ(y∗), ∀x ∈X.
Dividing the above inequality by λ > 0, we obtain
ψ(y∗)ψ
(
F(x)+ T ∗G(x)), ∀x ∈X.
Moreover, ψ ∈ intC+, hence, we have
ψ(y∗)ψ
(
(F + T ∗G)(X)+C ). (4.4)
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Moreover, F ×G is nearly C ×K-convexlike on X, by Lemma 2.3, F + T ∗G is
nearly C-convexlike on X. Therefore (4.4) together with Lemma 2.2 implies
y∗ ∈ SE( (F + T ∗G)(X)+C,C ),
which in view of Remark 2.1 and Lemma 2.1 yields
y∗ ∈ SE((F + T ∗G)(X),C). ✷
Theorem 4.2. Let x∗ ∈ Γ and y∗ ∈ F(x∗). If there exists T ∗ ∈ L+ such that
T ∗(G(x∗) ∩ (−K)) = 0 and y∗ ∈ SE((F + T ∗G)(X),C), then x∗ is a super
efficient solution of (VP).
Proof. Since
y∗ ∈ SE((F + T ∗G)(X),C),
it follows from Lemma 2.1 that
y∗ ∈ SE((F + T ∗G)(X)+C,C).
By definition, there exists N > 0 such that
(B −C) ∩P ((F + T ∗G)(X)+C − y∗)⊂NB. (4.5)
For any x ∈ Γ , we have
G(x)∩ (−K) = φ.
Choose zx ∈G(x)∩ (−K). Then
−T ∗(zx) ∈ C
which implies
C − T ∗(zx)⊂ C,
that is,
C ⊂ C + T ∗(G(x)), ∀x ∈ Γ.
Now,
F(Γ )+C − y∗ =
⋃
x∈Γ
(
F(x)+C − y∗)
⊂
⋃
x∈Γ
(
F(x)+ T ∗(G(x))+C − y∗)
⊆
⋃
x∈X
(
F(x)+ T ∗(G(x))+C − y∗)
= (F + T ∗G)(X)+C − y∗.
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This together with (4.5) yields
(B −C)∩ P (F(Γ )+C − y∗)⊂NB.
Noting x∗ ∈ Γ , y∗ ∈ F(x∗), we get
y∗ ∈ SE(F(Γ )+C,C)
which together with Lemma 2.1 implies
y∗ ∈ SE(F(Γ ),C).
Hence, x∗ is a super efficient solution of (VP). ✷
5. Super efficiency and super duality
In this section, we introduce a Lagrange dual for the problem (VP) and
characterize super efficiency in terms of duality.
Definition 5.1. The set-valued Lagrangian map L :X×L+ → 2Y for the problem
(VP) is defined as
L(x,T )= F(x)+ T (G(x)), x ∈X, T ∈ L+.
We denote
L(X,T )=
⋃
x∈X
L(x,T )=
⋃
x∈X
(F + TG)(x)
and
L(x,L+)=
⋃
T ∈L+
L(x,T )=
⋃
T ∈L+
(
F(x)+ T (G(x))).
Definition 5.2. The set-valued map Ψ :L+→ 2Y defined as
Ψ (T )= SE(L(X,T ),C), T ∈ L+,
is called super dual map for (VP). We now associate the following Lagrange dual
problem with (VP):
(VD) C-maximize
⋃
T ∈L+
Ψ (T ).
Definition 5.3. y0 ∈⋃T ∈L+ Ψ (T ) is called an efficient point of (VD) if
y − y0 /∈C\{0}, ∀y ∈
⋃
T ∈L+
Ψ (T ).
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Theorem 5.1 (Weak duality). Let x ′ ∈ Γ and y ′ ∈⋃T ∈L+ Ψ (T ). Then(
y ′ − F(x ′))∩C\{0} = φ.
Proof. From y ′ ∈⋃T ∈L+ Ψ (T ), there exists T ′ ∈ L+ such that y ′ ∈ Ψ (T ′). That
is,
y ′ ∈ SE(L(X,T ′),C)
which implies y ′ is a super efficient solution and hence an efficient solution of
L(X,T ′) with respect to the cone C. Hence,(
y ′ − (F(x)+ T ′(G(x))))∩C\{0} = φ, ∀x ∈X.
In particular, for x ′ ∈ Γ ⊂X, we have(
y ′ − (F(x ′)+ T ′(G(x ′))))∩C\{0} = φ. (5.1)
Now, x ′ ∈ Γ , we choose z′ ∈G(x ′)∩ (−K). Then
−T ′(z′) ∈C. (5.2)
(5.1) along with (5.2) gives(
y ′ − F(x ′))∩C\{0} = φ. ✷
Theorem 5.2 (Strong duality). Let C and K be closed convex pointed cones
with intC = φ, intK = φ in Y and Z, respectively, and let C have a closed
bounded base B. Let F be nearly C-convexlike on Γ , and F × G be nearly
C×K-convexlike onX. Further, let (VP) satisfy the generalized Slater constraint
qualification. If x∗ ∈ Γ is a super efficient solution of (VP), then there exists
y∗ ∈ F(x∗) such that y∗ is an efficient point of (VD).
Proof. Since x∗ ∈ SE((VP)) and all the conditions of Theorem 4.1 holds, it
follows that there exist y∗ ∈ F(x∗) and T ∗ ∈ L+ with T ∗(G(x∗) ∩ (−K)) = 0
such that
y∗ ∈ SE((F + T ∗G)(X),C)= Ψ (T ∗).
Thus,
y∗ ∈Ψ (T ∗)⊂
⋃
T ∈L+
Ψ (T ).
Also, from Theorem 5.1, we have(
y − F(x∗))∩C\{0} = φ, ∀y ∈ ⋃
T ∈L+
Ψ (T ).
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In particular, for y∗ ∈ F(x∗), we get
(y − y∗) /∈C\{0} = φ, ∀y ∈
⋃
T ∈L+
Ψ (T ).
Therefore, by Definition 5.3, y∗ is an efficient point of (VD). ✷
6. Super efficiency and super saddle point
We now introduce a new concept of super saddle point for a set-valued
Lagrangian map L(x,T ), and use it to characterize super efficiency.
For a nonempty subset A in Y , we define a set
S˜E(A,C)= {y0 ∈A | ∃N > 0 such that (−B +C) ∩ P(A− y0)⊂−NB}.
Remark 6.1. Observe that y0 ∈ S˜E(A,C) if and only if −y0 ∈ SE(−A,C).
Definition 6.1. A pair (x∗, T ∗) ∈ X × L+ is said to be a super saddle point of
Lagrangian map L if
L(x∗, T ∗)∩ SE(L(X,T ∗),C)∩ S˜E(L(x∗,L+),C) = φ.
We first present an important equivalent characterization for a super saddle
point.
Lemma 6.1. Let C have a closed bounded base B. Then (x∗, T ∗) is a super saddle
point of L if and only if there exist y∗ ∈ F(x∗), z∗ ∈G(x∗) such that
(i) y∗ ∈ SE(L(X,T ∗),C) ∩ S˜E(F (x∗),C),
(ii) G(x∗)⊂−K ,
(iii) T ∗(z∗)= 0.
Proof. We will first prove the necessity of conditions (i)–(iii). Since (x∗, T ∗) is
a super saddle point of L, by Definition 6.1, there exist y∗ ∈ F(x∗), z∗ ∈G(x∗)
such that
y∗ + T ∗(z∗) ∈ SE(L(X,T ∗),C), (6.1)
y∗ + T ∗(z∗) ∈ S˜E(L(x∗,L+),C). (6.2)
From (6.2), we have
(−B +C)∩ P
( ⋃
T ∈L+
L(x∗, T )− (y∗ + T ∗(z∗)))⊂−NB,
for some N > 0. (6.3)
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Now, for any T ∈ L+,
T (z∗)− T ∗(z∗)= y∗ + T (z∗)− (y∗ + T ∗(z∗))
∈ F(x∗)+ T (G(x∗))− (y∗ + T ∗(z∗))
= L(x∗, T )− (y∗ + T ∗(z∗)).
Therefore,( ⋃
T ∈L+
T (z∗)
)
− T ∗(z∗)⊂
⋃
T ∈L+
L(x∗, T )− (y∗ + T ∗(z∗)).
Hence,
P
(( ⋃
T ∈L+
T (z∗)
)
− T ∗(z∗)
)
⊆ P (L(x∗,L+)− (y∗ + T ∗(z∗)))
which together with (6.3) implies
(−B +C)∩ P
(( ⋃
T ∈L+
T (z∗)
)
− T ∗(z∗)
)
⊂−NB. (6.4)
Define a map f :L+ → Y as
f (T )=−T (z∗), T ∈ L+.
Then, from (6.4) we get
(B −C) ∩P (f (L+)− f (T ∗))⊂NB,
that is,
f (T ∗) ∈ SE(f (L+),C).
Now, f is a linear map and L+ is a linear space, hence f (L+) is a convex set
in Y . Therefore, by Lemma 2.2, there exists ψ ∈ intC+ such that
ψ
(
f (L+)− f (T ∗)) 0
which implies
ψ
(
T (z∗)− T ∗(z∗)) 0, ∀T ∈ L+. (6.5)
We assert that −z∗ ∈K .
If this is not true, then since K is a closed convex set, by the strong separation
theorem in vector space [8], there exists Φ ∈ Z∗\{0} such that
Φ(−z∗) < Φ(k), ∀k ∈K. (6.6)
Let k = 0; then we get
Φ(z∗) > 0.
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Moreover, (6.6) is true for every k ∈K , hence
Φ(k) 0, ∀k ∈K. (6.7)
Because otherwise, if Φ(k) < 0 for some k ∈ K , then by choosing λ > 0 and
sufficiently large we get that λk ∈ K and Φ(λk) can be made arbitrarily small.
Hence, in order that (6.6) always hold we must have (6.7) to hold. Hence,
Φ ∈K+\{0}.
Further, as intC = φ, choose c0 ∈ intC, and define T0 :Z→ Y as
T0(z)=
(
Φ(z)/Φ(z∗)
)
c0 + T ∗(z).
Then, for any k ∈K ,
T0(k)=
(
Φ(k)/Φ(z∗)
)
c0 + T ∗(k) ∈ C +C ⊂ C,
that is, T0 ∈ L+. Moreover,
T0(z
∗)= c0 + T ∗(z∗).
Since ψ ∈ intC+, we get
ψ
(
T0(z
∗)− T ∗(z∗))=ψ(c0) > 0.
This contradicts (6.5). Therefore, −z∗ ∈K . Thus,
−T ∗(z∗) ∈ C.
Now, if T ∗(z∗) = 0, then
−T ∗(z∗) ∈ C\{0}
which together with the fact that ψ ∈ intC+ yields
ψ
(
T ∗(z∗)
)
< 0.
But this contradicts (6.5) for T = 0 ∈ L+. Hence,
T ∗(z∗)= 0,
that is, condition (iii) holds.
Next, we show that G(x∗)⊂−K . If not, then there exists zˆ ∈G(x∗) such that
−zˆ /∈K . Similar to the proof above, we can find Φ̂ ∈K+\{0} such that
Φ̂(zˆ) > 0.
Choose cˆ ∈ intC, and define T̂ :Z→ Y as
T̂ (z)= Φ̂(z)cˆ, z ∈Z.
Obviously, T̂ ∈ L+, and
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T̂ (zˆ) ∈C\{0}. (6.8)
Also, from (6.2) and Remark 6.1, we have
−y∗ = −(y∗ + T ∗(z∗)) ∈ SE(− ⋃
T∈L+
L(x∗, T ),C
)
(6.9)
which implies that −y∗ is a super efficient point and hence efficient point of
−⋃T ∈L+ L(x∗, T ), and hence
w− y∗ /∈ C\{0}, ∀w ∈
⋃
T ∈L+
L(x,T ∗).
In particular, for w = y∗ + T̂ (zˆ) ∈ L(x∗, T̂ ), we get
y∗ + T̂ (zˆ)− y∗ /∈C\{0},
that is,
T̂ (zˆ) /∈C\{0}.
This contradicts (6.8). Hence,
G(x∗)⊂−K,
that is, conditions (ii) holds.
Further, from (6.9) and Lemma 2.1, we have
−y∗ ∈ SE
(
−
⋃
T∈L+
L(x∗, T )+C,C
)
.
Hence, there exists N > 0 such that
(−B +C)∩ P (L(x∗,L+)−C − y∗)⊂−NB. (6.10)
Now, as 0 ∈ T ∗(G(x∗)), we obtain
F(x∗)−C − y∗ ⊂ F(x∗)+ T ∗(G(x∗))−C − y∗
=L(x∗, T ∗)−C − y∗
⊂
⋃
T ∈L+
L(x∗, T )−C − y∗
=L(x∗,L+)−C − y∗.
This together with (6.10) yields
(−B +C)∩ P (F(x∗)−C − y∗)⊂−NB.
Hence,
−y∗ ∈ SE(−F(x∗)+C,C)
A. Mehra / J. Math. Anal. Appl. 276 (2002) 815–832 829
which in view of Lemma 2.1 and Remark 6.1 give
y∗ ∈ S˜E(F(x∗),C). (6.11)
Condition (i) follows from (6.1), (6.11) and the fact that T ∗(z∗)= 0.
Conversely, let conditions (i)–(iii) hold. From y∗ ∈ F(x∗), z∗ ∈ G(x∗) and
condition (iii), we have
y∗ = y∗ + T ∗(z∗) ∈ F(x∗)+ T ∗(G(x∗))= L(x∗, T ∗).
Also, from condition (i),
y∗ ∈ S˜E(F(x∗),C).
Therefore, there exists some N > 0 such that
(−B +C)∩ P (F(x∗)− y∗)⊂−NB. (6.12)
Moreover, from condition (ii),
−C + T (G(x∗))⊂−C, ∀T ∈ L+.
Thus, we have
L(x∗,L+)−C − y∗ =
⋃
T ∈L+
(
F(x∗)+ T (G(x∗)))−C − y∗
⊂ F(x∗)−C − y∗
which together with (6.12) gives
(−B +C)∩ P (L(x∗,L+)−C − y∗)⊂−NB,
that is,
−y∗ ∈ SE(−L(x∗,L+)+C,C).
It follows from Lemma 2.1 and Remark 6.1 that
y∗ ∈ S˜E(L(x∗,L+),C). (6.13)
From conditions (i), (ii) and (6.13), we obtain
y∗ ∈ L(x∗, T ∗)∩ SE(L(X,T ∗),C)∩ S˜E(L(x∗,L+),C).
Therefore, (x∗, T ∗) is a super saddle point of L. This completes the proof. ✷
Theorem 6.1. Let C have a closed bounded base B, F be nearly C-convexlike
on Γ , F × G be nearly C × K-convexlike on X, and (VP) satisfy generalized
Slater constraint qualification.
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(i) If x∗ is a super efficient solution of (VP) with y∗ ∈ F(x∗) as super efficient
point of (VP) and G(x∗) ⊂ −K , y∗ ∈ S˜E(F (x∗),C), then there exists
T ∗ ∈ L+ such that (x∗, T ∗) is super saddle point of L.
(ii) If (x∗, T ∗) is a super saddle point of L, then x∗ is a super efficient solution
of (VP).
Proof. (i) Let x∗ be a super efficient solution of (VP) with y∗ ∈ F(x∗) as super
efficient point. By Theorem 4.1, there exists T ∗ ∈ L+ such that
y∗ ∈ SE((F + T ∗G)(X),C), T ∗(G(x∗)∩−K)= 0. (6.14)
As, G(x∗)⊂−K , hence (6.14) reduce to
T ∗
(
G(x∗)
)= 0.
Thus, we have
y∗ ∈ SE(L(X,T ∗),C)∩ S˜E(F(x∗),C),
G(x∗)⊂−K, T ∗(G(x∗))= 0.
Hence, from Lemma 6.1, it follows that (x∗, T ∗) is a super saddle point of L.
(ii) Let (x∗, T ∗) be a super saddle point of L. Then, from Lemma 6.1, there
exist yˆ∗ ∈ F(x∗), z∗ ∈ G(x∗) such that conditions (i)–(iii) hold. From condi-
tion (i), we have
yˆ∗ ∈ SE(L(X,T ∗),C), (6.15)
which using Lemma 2.1 and Remark 2.1 yields
yˆ∗ ∈ SE(L(X,T ∗)+C,C).
By assumption, L(X,T ∗)+C is a convex set in Y , and hence by Lemma 2.2,
there exists ψ ∈ intC+ such that
ψ
(
L(X,T ∗)+C − yˆ∗) 0,
which further implies
ψ
(
L(X,T ∗)− yˆ∗) 0,
that is,
ψ
(
(F + T ∗G)(X)− yˆ∗) 0.
In particular, for x = x∗ and yˆ∗ ∈ F(x∗), we get
ψ
(
T ∗
(
G(x∗)
))
 0. (6.16)
Further, condition (ii) gives
T ∗
(
G(x∗)
)⊂−C.
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Now, if T ∗(G(x∗)) = 0 then, since ψ ∈ intC+, we get
ψ
(
T ∗
(
G(x∗)
))
< 0
which contradicts (6.16). Therefore,
T ∗
(
G(x∗)∩ (−K))= T ∗(G(x∗))= 0. (6.17)
The result follows from (6.15), (6.17) and Theorem 4.2. ✷
7. Conclusions
The concept of nearly cone-convexlike set-valued maps is used to study
Borwein’s super efficiency for set-valued vector optimization problem. Several
characterization of super efficiency in terms of scalarization, Lagrange multipliers
and super duality are presented. We have also introduced a new concept of super
saddle point for an appropriate set-valued Lagrangian map, and established a
relationship between super saddle point and super efficient solution. The results
obtained in this paper for set-valued vector optimization problem are extensions
of the corresponding results obtained earlier by Li [9], Rong and Wu [12], and
Song [13].
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