ELECTRONICS AND COMPUTER SCIENCE Domain adaptation (Pan and Yang, 2010) aims to generalise a high-performance learner on target domain (non-labelled data) by leveraging the knowledge from source domain (rich labelled data) which comes from a different but related distribution. Assuming the source and target domains data(e.g. images) come from a joint distribution but follow on different marginal distributions, the domain adaptation work aims to infer the joint distribution from the source and target domain to learn the domain invariant features. Therefore, in this study, I extend the existing state-of-the-art approach to solve the domain adaptation problem. In particular, I propose a new approach to infer the joint distribution of images from different distributions, namely Wasserstein Distance Guided Cross-Domain Learning (WDGCDL). WDGCDL applies the Wasserstein distance (Vallender, 1974) to estimate the divergence between the source and target distribution which provides good gradient property and promising generalisation bound.
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• The material in the report is genuine, and I have included all my data/code/de-Introduction 1.1 Research Challenge Deep neural networks have been applied in dealing with various machine learning problems and applications. Deep convolutional networks achieve state-of-the-art performance across a variety of tasks such as image classification, object detection and image segmentation. Unfortunately, these impressive performance gains come only when the model is under supervised training with a massive labelled dataset. One of the biggest challenges is that the data labelling process is always arduous and usually involves millions of specialists to do data annotation. To address this problem, there is a strong incentive to establishing effective algorithms to reduce the annotation cost by leveraging existing labelled dataset in related domain areas. However, the challenge of this learning paradigm is the domain shift between different domains which obstructs the adaptation of predictive models from the source domain to the target domain.
Potential Solution
Domain adaptation (Pan and Yang, 2010) methods intend to address the negative effects of domain shift by bridging the source and target domains to learn the domain invariant feature representations without using target labels. In this case, the predictive model learned from the source domain can be applied to the target domain. The previous work of deep domain adaptation methods are conducted under the assumption that the source domain and target domain come from a joint distribution but follow the different marginal distributions. By inferring the joint distribution across different domains (e.g.
Mapping both domains into a common feature space), the state-of-the-art algorithms can learn the domain invariant feature representation and perform the domain adaptation.
This process is always carried on by minimizing some measure of domain shift such as maximum mean discrepancy. Another way is to reconstruct the target domain from the source domain representation.
Previous studies leverage Maximum Mean Discrepancy (Gretton et al., 2007) or KLdivergence (Shlens, 2014) to measure the divergence across different distribution. The potential problem is that when two distributions are distant, it might provide useless gradient information or cause the gradient explosion problem. A more reasonable solution would be to replace the domain discrepancy measure with Wasserstein distance which provides more stable gradient information even two distribution is far away.
Motivated by the shared latent space assumption (Liu et al., 2017) , I propose a new Wasserstein Distance Guided Cross-Domain Learning (WDGCDL) framework. WDGCDL contains two parts which are the image-to-image translation and the domain adaptation training. The first part aims to infer the joint distribution by learn a shared-latent space across different domains, through reconstructing the target domain from the shared feature representation(and vice versa) to do the image translation task. The second part aims to force the network to interpret the different domains (i.e. translated images and reconstructed images) in the same way to achieve the domain adaptation work.
Contributions
The main contributions of this study are listed as follows:
1. Based on the shared latent space assumption, I applied the Wasserstein distance as a way to measure the domain discrepancy across different distributions.
2. I carefully designed two novel training schemes to solve the training difficulty of the proposed framework.
3. Empirical evidence shows that this approach is simple yet surprisingly powerful and that it outperforms the state-of-the-art models on the MNIST, USPS, and SVHN digital datasets.
Dissertation Structure
Chapter 1 describes the motivation behind the work proposed in this study, and highlights the main contributions of the framework.
Chapter 2 presents the basic background knowledge that helps the understanding of the wholes study.
Chapter 3 explores and summarizes related work on domain adaptation.
Chapter 4 describes the details of the proposed framework, and the novel training algorithms that designed for stable training.
Chapter 5 presents the evaluation of the proposed framework, and explains the results.
Chapter 6 summarises and provides a conclusion of the work presented in this study and proposes directions for future studies in the related areas.
Notation
In this study, the lower-case characters (e.g. x, y and etc.) indicate the small vector terms which comes from a big vector space (e.g. X, Y ) or some probability distribution space (e.g. P r , Q θ ). Moreover, equation 1.1 is used to describe the distance measurement.
where || · || can be any function used to measure the distance.
L name is used to represent the cost function or objective function. The greek letter (e.g.
δ, θ)is used to describe the network parameter or put it as the subscript of distribution.
Chapter 2 Background
This section will introduces some important basic knowledges which will go through the whole study such as different distance measurements, Auto-Encoders and Generative Adversarial Network.
Distance Measurement

Minkowski Distance
The Minkowski distance (Benz, 2000) is a metric induced by the L p norm, that is, the metric in which the distance between two vectors is the norm of their difference. A norm is a function that can describe the length or size of a vector. The L p norm of a vector
x with i components is defined as:
Assuming there are two vectors X = (x 1 , ..., x n ) and Y = (y 1 , ..., y n ) ∈ R n , then the Minkowski distance family can be formulated as:
There are two generalization distances in the Minkowski distance family that are widely used in machine learning area which called Manhattan distance (Black, 1998) and Euclidean distance (Liberti et al., 2014) .
Manhattan Distance
In an n−dimension real vector space with fixed Cartesian coordinate system, two points can be connected by a straight line. The sum of the line's projection onto the coordinate axes is the Manhattan distance. It is the situation when the L p norm in Minkowski distance equals L 1 , so that it also called L 1 distance which can be formulated as:
Euclidean Distance
Different with the Manhattan distance, the Euclidean distance (Liberti et al., 2014 )(L 2 distance) measures the straight line distance between two points in the vector space. It is also a generalization of the Minkowski distance when L p → L 2 which can be formulated as:
Kullback-Leibler Divergence
In mathematical statistics, KL-Divergence (Shlens, 2014)(or relative entropy) is a way to measure the distance or the divergence of one probability distribution and another probability distribution. Assuming there are two probability distributions P r and Q θ over a set X , the KL-Divergence from Q θ to P r can be formulated as:
Maximum Mean Discrepancy
Maximum Mean Discrepancy (Gretton et al., 2007) (MMD) is another measurement of the distance between probability distributions which has found numerous applications in machine learning. MMD is defined by the idea of representing probability distribution distance as the distance between mean embeddings of features. Assuming there is a feature mapping function f : X → H, where H is a reproducing kernel Hilbert space.
Then, the MMD can be formulated as:
Wasserstein Distance
For discrete probability distributions, the Wasserstein distance (Vallender, 1974 )(or Kantorovich-Monge-Rubinstein metric) is also descriptively called the earth mover's distance(EMD). Imagining the probability distributions are the different heaps of a certain amount of earth, the EMD is the minimal cost to transferring one heap to the other.
Assuming there are two distributions P r and Q θ with l possible states x or y. Then, by defining the transport plan as γ(x, y), the EMD can be formulated as the multiplication of transport plan with the Euclidean distance between x and y.
where the expression inf means infimum or greatest lower bound.
For the continuous probability distributions, the Wasserstein distance can be viewed as the situation when discrete distributions expand to many infinite states. Then it can be formulated as:
Convolutional Neural Networks
In the last two decades, with the appearance of convolutional neural network(CNN) (Le-Cun et al., 1998) , the computer vision has witnessed a significant development. figure 2 .1, the kernel size is set as 5 × 5 × 3, and it can perfectly extract the features from the images we has input previously. Besides, a good choice of stride (ie.e stride=2,3,...n) would result in less weights in some important margins as well as reducing the risk of over-fitting.
After the convolutional layers, there always exist two layers of sub-sampling, for example, the max pooling layer, the mean pooling layer and the min pooling layer. The reason why we need the sub-sampling layers is that they could effectively reduce the scale of feature maps, and at the same time, keep the invariance (Scherer et al., 2010) of the space. The max pooling layers are widely used to obtain the largest amount of moving slices(i.e., figure 2 .3). Finally, the fully connected layer at the end of network will attach a softmax function(if that is a multi-class task) to output the classification result.
Auto-Encoders
Auto-Encoders(AEs) (Rumelhart et al., 1985) are simple learning circuit which uses the input as the teacher of the framework. It aims to transfer the input to the output with the least possible amount of distortion and learn the key representation from high dimension input data(e.g. Images). Define the input x and the autoencoder parameters h w,b , then the autoencoder aims to learn a function that:
The auto-encoders architecture (Figure 2 .4) contains two parts: Encoder and Decoder.
The encoder compresses the input data from high dimension space to a low dimension space while the decoder aims to recover the input data from the low dimension space.
The model will be trained by minimizing the L 1 distance between the origin input and output: Recently, the combination of Auto-Encoders and CNN (i.e. CAEs (Masci et al., 2011)) have been applied to learn good representation from the images by setting CNN as the encoder and decoder parts. and Σ z|x from the data. Then, the decoder p θ (x|z) will reconstructs the input data from the latent variable.
Variational Auto-Encoders
Assuming the latent variable follows a prior distribution p θ (z)(e.g. simple Gaussian distribution), the VAEs will be trained by forcing the encoder probability distribution q φ (z|X = x) to match the p θ (z). In this case, the objective of VAEs framework (also called variational upper bound) will consist two parts: The KL-Divergence distance between q φ (z|X = x) and p θ (z), and the log-likelihood of the reconstructed input data.
The Reparameterization Trick: This trick indicates that the complicated posterior would follow a Gaussian distribution with proximately diagonal covariance and its structure would be like log q φ (z|x) = log N(z; µ, σ 2 I), while the prior distribution about latent variables would center around an isotropic multivariate Gaussian distribution, p θ (z) = N(z; 0, I).
Since both p θ (z) and q φ (z|x) of this model are Gaussian, the resulting estimator for this model and datapoint x is:
where z l = µ + σ l and l ∼ N(0, I). An optimizer can then be used to maximize the L(θ, φ; x).
Adversarial Auto-Encoders
Adversarial Auto-Encoders(AAEs) (Makhzani et al., 2015) first introduces the adversarial training scheme to the auto-encoder structure. Different from the VAEs, AAEs replace the KL-divergence regularisation term to an adversarial procedure to impose an arbitrary prior on the latent code. Therefore, the net will generate latent code that is indistinguishable with the prior latent code. 
where Adv(·) indicates the adversarial loss.
The training of AAEs contain two phases: reconstruction and the regularization phases.
In the reconstruction phase, the autoencoder will update the encoder and the decoder Figure 2 .6: Architecture of an adversarial autoencoder (Makhzani et al., 2015) . The top row is a standard autoencoder that reconstructs an image x from a latent code z.
The bottom row diagrams a second network trained to discriminatively predict whether a sample arises from the hidden code of the autoencoder or from a sampled distribution specified by the user.
to minimize the reconstruction error of the inputs. In the regularization phase, the adversarial network first updates its discriminative network; then updates its generator (encoder).
Wasserstein Auto-Encoders
Wasserstein Auto-Encoders(WAEs) (Tolstikhin et al., 2017) have a similar encoderdecoder architecture as the VAEs but apply a penalized form of Wasserstein distance between the model distribution and the target distribution to train the network. Instead of forcing the encoder probability distribution q φ (z|X = x) for every input data to match the prior probability distribution p θ (z), WAEs force the exception of encoder probability distribution q φ (z|x)dp x to match the prior probability distribution which reduces the interaction of the latent variable between different samples.
By introducing the Wasserstein distance or Optimal Transport(OT) cost to measure the discrepancy between different distributions. WAE aims to find out a conditional distribution Q(Z|X) such that its Z marginal distribution is identical to the prior dis-
). In this case, for a decoder P G (X|Z) with function G that map Z → X, the objective of WAE can be written as:
where c(·) could be any cost function(e.g. L 1 distance, L 2 distance).
Additionally, in order to implement the numerical solution, WAE relaxes the constrain on Q Z by adding a penalty to force the Q Z P Z . The final objective can be written as:
where D Z is an arbitrary divergence Q Z and P Z .
A Short tour from AEs to WAEs
Connecting VAEs to AEs: Variational auto-encoders(VAEs) (Kingma and Welling, 2013) aim to learn a distribution representation of data instead of key representation in AEs. VAEs minimize an upper bound on the negative log-likelihood or, equivalently, on the KL-divergence term. The negative log-likelihood term can be viewed as the reconstruction term of an AE, and KL-divergence term can be viewed as regularization terms which minimize the cross-entropy between the aggregated posterior q φ (z) and the prior p θ (z).
Connecting AAEs to VAEs: Adversarial autoencoders(AAEs) (Makhzani et al., 2015) uses the proposed generative adversarial networks to perform variational inference, it replaces the KL-divergence terms with an adversarial training procedure that encourages q φ (z) to match with the whole distribution of p θ (z).
Connecting WAEs to VAEs: Wasserstein Autoencoders(WAEs) (Tolstikhin et al., 2017) switch the focus from KL-divergence term on VAEs to the optimal transport distance (i.e. 1-Wasserstein distance). WAEs share most nice properties of VAEs (e.g.
nice latent manifold structure, auto-encoder structure) while providing better quality samples. Moreover, WAEs allow adversary-free training which leading to stable training.
Connecting WAEs to AAEs: The adversary version of Wasserstein Autoencoders (WAEs)
replace the adversary-free arbitrary divergence term (MMD) with an adversarial training procedure. This forces the encoder probability distribution to match to the arbitrary probability distribution. Moreover, WAEs can use any cost function c(x, y) in the input space while AAEs use the second order Wasserstein distance to measure the distance between two probability distributions (i.e. When the WAEs use cost function c(x, y) = ||x − y|| 2 2 , it is equal to AAEs).
Generative Adversarial Networks
Generative Adversarial Networks(GANs) (Goodfellow et al., 2014) were proposed in 2014 as a generative model with adversarial architecture. Figure 2 .7 shows the basic network architecture of GANs which contain a generator and a discriminator. In the adversarial game, the generator aims to generate realistic samples from random noise while the discriminator aims to distinguish the generated samples from real data. Finally, the best situation is that the competition will drive the generated samples to be indistinguishable from the real data. Assuming there some real images X = {x 1 , ...x n }, a Generator G θ , a Discriminator D φ and some random noise z. Then the objective of GANs can be seen as a minimax game:
In this minimax game, the discriminator aims to maximize the objective such that D φ (x)
is close to 1(real) and D φ (G θ (z)) is close to 0(fake). The generator aims to minimise the objective such that D φ (G θ (z)) is close to 1 (i.e. Fool the discriminator by generating real-like data). More precisely, the objective of discriminator and generator can be written as:
Recently, the combination of VAEs and GANs (e.g. VAE-GANs (Larsen et al., 2016))
provide higher image quality than the pure VAEs framework.
Chapter 3
Related Work
The challenge of domain adaptation(DA) is the domain shift or dataset bias (Gretton et al., 2009) . The potential solution to solve this problem is to fine-tune the pre-trained model and apply it to the target task. However, for the non-label dataset, this solution is no longer useful. This chapter will introduce some related works of domain adaptation(DA) tasks from traditional architecture to the state-of-the-art ones. The traditional domain adaptation methods aims to search a latent space(e.g. kernel space, PCA subspace) where the domain discrepancy across different domains is small.
Traditional Domain adaptation Methods
Deep Domain Adaptation Methods
Shallow method with Deep feature: with the great success of deep convolutional architectures, some naive methods began to use deep convolutional network as the feature extract and applied traditional methods such as Subspace Alignment (Fernando et al., 2014) , Correlation Alignment (Sun and Saenko, 2016) and Feature transformation (Pan et al., 2011) on it.
Fine-tuning deep CNN architectures: Another option which is widely used is to fine-tune the pre-trained network to fit the new data on the target domain (Oquab et al., 2014) . However, the fine-tuning solution is only available when target domain contains some labels.
Discrepancy-based methods: Inspired by the shallow feature space transformation solution. (Tzeng et al., 2014) proposed Deep Domain Confusion (DDC) net by applying simple linear MMD between the source and the target to select the layers that need to be fine-tuned. Instead of using simple linear MMD, Long et al. (2015) proposed to use multiple kernels variant of maximum mean discrepancies (MK-MMD) defined between several layers. The linear combination of those kernels provide a more accurate distance measurement which improve the feature transferability in task-specie layers.
Adversarial discriminative models: By applying the adversarial object to the model, these methods aim to encourage domain confusion to a domain discriminator. Ganin As mentioned in the previous chapter, UNIT (Liu et al., 2017) achieved state-of-the-art accuracies in the domain adaptation tasks by inferring a joint distribution from marginal distributions. UNIT introduces a elegant shared-latent space assumption which gives more interpretation of the framework and makes it easier to implement. In this study, the proposed framework will be based on the same assumption.
Shared-Latent Space Assumption
How to use the marginal distribution to infer the joint distribution would be a troublesome problem, since there are numerous joint distributions available to approach the targeted marginal distribution. Therefore, based on this preliminary, we have to add another assumption for coping with this ill-posed problem. The UNIT framework, which has proposed a term called share-latent space, indicating that it is possible to map a set of cross-domain images into the identical latent space. The shared latent space assumption (Liu et al., 2017) As shown in Figure 4 .1, UNIT assumes that any pair of images {x 1 , x 2 } coming from two different domains X 1 and X 2 can be mapped to the same latent code z in the shared latent space Z by the encoding function E 1 and E 2 and mapped back by the decoding function G 1 and G 2 . Postulated, there are four existing functions E * 1 , E * 2 , G * 1 , G * 2 such that we have z = E * 1 (x 1 ) = E * 2 (x 2 ) and conversely x 1 = G * 1 (z) and x 2 = G * 2 (z). In this situation, the translation function can be seem as F * 1→2 (x 1 ) = G * 2 (E * 1 (x 1 )) and F * 2→1 (x 1 ) = G * 1 (E * 2 (x 2 )).
However, directly generating the shared-latent code from two different domains will be difficult so the UNIT extends the previous shared-latent space assumption by adding an 
In the real image translation tasks (e.g. day and night image translation), z can be regarded as the high-level representation of a scene (e.g. "bridge in back", "bus in front"), and h can be seem as the realisation of z through G * H ("bus occupy the following pixels"). Finally, the G * L,1 , G * L,2 will be the real image generation function (e.g. "bus is shining red during the day, but dark red in the night").
Wasserstein Distance Guided Cross-Domain Learning
Problem in UNIT framework
UNIT proposes an elegant Shared latent space hypothesis, but due to the VAE-based framework, it still has some potential problems such as latent code interaction and bad distance measurement. Recently, WAEs were proposed to solve the problem in VAEsbased framework by applying Wasserstein distance instead of KL-Divergence to measure discrepancy between different probability distributions which provides a much weaker topology and useful gradient information.
In this case, the same latent space assumption is followed; however the Wasserstein distance is applied to measure the discrepancy across different distributions. With the good gradient property and promising bound provided by Wasserstein distance, the framework "Wasserstein Distance Guided Cross-Domain Learning (WDGCDL)" constructs an elegant high quality latent space and achieves state-of-the-art results on domain adaptation benchmark datasets.
Net Architecture
Followed by the shared-latent space assumption, the model is proposed with a Wasserstein Auto-Encoder (WAE) and Generative Adversarial Network (GAN) based structure. Since the Wasserstein auto-encoder contains two type of constrain objectives, two different network architectures are proposed for different constrains.
MMD-based Net: Figure 4 .2 illustrates the MMD-based Network architecture, the latent space will be constructed by minimising the maximum mean discrepancy (MMD) loss between the generated latent code with prior latent code.
GAN-based Net: which aims to distinguish the fake latent code (i.e generated by encoders) from the real latent code (i.e. sample from Gaussian). In the final states, the generated latent code will be indistinguishable from the prior latent code.
To address the implementation of the intermediate representation h and the sharedlatent space assumption, the UNIT framework is followed and the weight-sharing constrain is enforced on the WAEs parts. The weight-sharing constrain is achieved by adding the shared-weight layer at the back of the encoder function and front layer of generator function. Table 4 .1 lists out the subnetworks in the our framework and their roles. 
The network details will be listed on Appendix A.
Objective Functions
The objective of the framework will be divided into several parts based on the subnet structure. For the domain adaptation task, the framework will jointly solve the training problems of W AE 1 , W AE 2 , GAN 1 , GAN 2 and the classification problem in D 1 .
WAEs part Objective Functions
WAEs training aims to minimise the Optimal Transport(OT) cost or Wasserstein distance between two distributions. In this case, the original objective in WAEs is followed and give out our objectives:
where the c(·, ·) could be any distance measurement function. In the experiments, the L 1 distance is applied. The hyper-parameter λ 0 and λ 1 aims to control the weight of the objective terms where the regularisation on constrain term punish the deviation on the distribution of the latent code from prior distribution which makes the sample process more easier. The prior distribution is a zero mean Gaussian distribution where P Z = N (z|0, I).
For the D Z constrain, the constrain on the WAEs framework is used: Maximum Mean This constrains aims to force the encoding probability distribution to match the prior distribution via training process.
MMD-based D Z : For a positive-definite reproducing kernel k : Z × Z → R the constrain can be written as:
GAN-based D Z : By introducing the adversarial procedure, the GAN-based constrain objective can be written as:
where z is the real latent code sample from Gaussian distribution andz is the fake latent code generated by the encoding network.
GANs part Objective Functions
GANs training aims to ensure that the translated images and reconstructed images are indistinguishable from the target domain and source domain respectively which can be formulated as:
(4.6)
(4.7)
The hyper-parameter λ 2 aims to control the impact of the GAN object.
Adaptation Objective Functions
To achieve the domain adaptation task, the weight of D 1 and D 2 were tied. This allowed me to adapt a classifier trained in the source domain to the target domain. Moreover, I enforced the L 1 distance between the features extracted by the front layers of discriminator between D 1 and D 2 which encouraged these two discriminators to interpret the images from different domains in the same way. Defining the feature maps ex- 
The hyper-parameter λ 3 control the weight of the feature map objective term.
Finally, the shared classifier which constructed by the shared weight front layers in D 1 and D 2 and an unique classifier trained by the label from source domain. The objective can be formulated as a standard softmax cross-entropy form:
(4.10)
whereŷ 1 = C 1 (G 1 (E 1 (x 1 ))) and y 1 is the one-hot encoding of the class label y 1 . The hyper-parameter λ 4 control the weight of the classification objective term.
In this case, the whole objectives of the framework can be formulated as:
(4.11)
Training Scheme
Different from the UNIT framework, the applied Wasserstein distance in the latent space increase the complexity of the training process. In this case, I carefully design two training schemes for the proposed framework which can ensure the net can be trained in a stable way.
MMD-Based Training Algorithm
The first one training scheme is the MMD-based objective training scheme. For the MMD kernel, I choose the inverse multi quadratic (IMQ) kernel (i.e. Equation 4.12).
k(x, y) = 1 ||x − y|| 2 − c 2 (4.12)
During this training scheme, I first applied gradient descent step to update the discriminator D 1 and D 2 with E 1 , E 2 , G 1 and G 2 fixed. Then, I applied the gradient descent step to update the generator part (i.e. E 1 , E 2 , G 1 and G 2 ) by fixing the discriminator parameters D 1 and D 2 . More details of this algorithm will be listed in the Algorithm 1.
Algorithm 1 Wasserstein Distance Guided Cross Domain Learning with MMD-based penalty(WDGCDL-MMD).
Require: Regularization coefficient α, β, γ, λ, σ > 0, characteristic positive-definite kernel k, Initialize the parameters of the Generator G θ , Initialize the parameters of the Discriminator
Update G θ by descending:
GAN-Based Training Algorithm
For the GAN-Based training scheme, I added another discriminator in the latent space so that the training process will become more complex. I first fixed the parameters of E 1 , E 2 , G 1 , G 2 and D latent and applied gradient descent step to update the discriminator D 1 and D 2 . Then, I apply gradient descent step to update the latent discriminator D latent with fixed parameters in E 1 , E 2 , G 1 , G 2 , D 1 and D 2 . Finally, I fixed the parameters in all the discriminator parts and applied gradient descent step to the generator parts E 1 , E 2 , G 1 and G 1 . More details of this algorithm will be listed in Algorithm 2. 
Update D τ by descending:
Chapter 5 Evaluation 5.1 Benchmark Dataset
Street View House Numbers(SVHN)
The Street View House Numbers (SVHN) (Netzer et al.) dataset is a MNIST-like dataset which contains images centred around a single character (i.e. Figure 5.1(a) ). In these experiments, I used the extra training dataset in SVHN dataset which contain 531131 images. Figure 5.1(b) illustrates the image samples of MNIST dataset with the ground truth label from 0-9. As the MNIST images were in grey-scale, so that I convert it into RGB images and perform data argumentation on it (i.e. inversions of original training dataset). The MNIST images size is 28×28 pixels so that I resize MNIST dataset to 32×32 for facilitating the experiments.
USPS
The USPS handwritten digits dataset (Hull, 1994) is similar to the MNIST dataset but have different shapes and more blurry. Figure 5.1(c) shows the sample images from the USPS dataset. The USPS dataset is grey-scale, so that I convert it to RGB images and do the same argumentation as MNIST dataset. For experiments convenience, I also resize the USPS to 32×32 size.
Moreover, I found that spatial context information was useful, so that I generate another two channels for each images which contain the normalised x and y coordinates.
Network Initialisation
The essence of training deep learning model is to update the weight (i.e. parameter ω),
and that requires a corresponding initial value for each parameter. In the traditional machine learning problem or some convex function, we always set it to 0 and might perform well. However, for deep learning, nonlinear functions are madly superimposed which result in a non-convex function. Moreover, the starting point of initialisation will bring the following effects: a) Determine whether the algorithm will converge; b)
Determine how fast learning can converge; c) Affect generalisation. In this case, the way to select the initial value of the parameters becomes a problem worthy of discussion. There are some state-of-the-art ways to do the weight initialization such as He initialization (He et al., 2015) and Xavier (Glorot and Bengio, 2010) initialization.
In this framework, Gaussian initialisation (i.e. randomly initialise weight) was applied for generator and Xavier initialisation for Discriminator part.
Hyper-parameter Tuning
In the experiment, there are various hyper-parameters that influence the performance of whole framework. In this case, to find out the best combination of hyper-parameters, I tried various different hyper-parameter combinations via greedy search.
The framework consists of 7 hyper-parameters: latent space dimension (d z ), latent space distribution variance (σ), weight on Wasserstein distance or reconstruction loss (λ 0 ), weight on Constrain term (λ 1 )(The experiments are mainly using MMD constrain, so that we will use MMD term instead of constrain term in the following paper), weight on GAN objective term (λ 2 ), weight on feature loss term (λ 3 ) and weight on classification loss term (λ 4 ). The following tuning process is based on MNIST → USPS experiment under MMD-based training scheme; all parameters setting are given at the end.
Generator Hyper-parameter Tuning
Because of the difficulty of adversarial training, I first tuned the hyper-parameter in generator without the discriminator in order to find out the suitable range of the hyperparameters in the generator. There are two hyper-parameters, which mainly affect the output of generator: latent space dimension (d z ) and MMD constrain weight (λ 1 ). In this case, other hyper-parameters were fixed in generator with a suitable value and the latent space was tuned with MMD constrain via greedy search. During the tuning process, I found that smaller latent space dimension (e.g. d z = 2, 4, 8) will led the divergence or fluctuation of MMD constrain loss for any constrain weight.
The potential reason is that low dimensional latent space does not have enough spaces to learn the information. In this case, I fixed the MMD weight and tried higher latent dimension d z . Figure 5 .2 illustrates the MMD loss change and reconstruction result after 400 iteration training processes.
From Figure 5 .2, it is found that the descent of MMD loss become more stable (i.e.
Green line) with the increasing of latent space dimension. Moreover, the reconstruction digital numbers shape become more complex from d z = 8 to d z = 32(i.e. Figure 5 .3).
Using this method, I also found out the potential latent space for SVHN → MNIST experiment which is d z = 64. However, the adversarial training will influence the loss so that there is still need to find the best latent space dimension after adding the discriminator. Fortunately, after the generator parameter search, the direction of tuning the latent space dimension can be known. 
Complete Net Hyper-parameters Tuning
After finding out the potential latent space dimension in generator, I add the discriminator for the adversarial training and start the hyper-parameter search for entire net.
Tuning Difficulty: The hyper-parameter search under adversarial training will become difficult as the signal from discriminator will influence the generator, and vice versa.
Moreover, if the generator becomes too perfect (i.e. easy to generate real-like images)
then the discriminator will receive useless information for training. In contrast, if the discriminator becomes too perfect (i.e. easy to distinguish the fake images and real images), then the generator can not receive useful gradient for training process. In this case, I aimed to find the trade-off situation where both generator and discriminator were not too perfect.
Latent Space Dimension(d z ): As we wanna the discriminator can receive the useful signal from the generator so that we need to make sure our generator can lead the correct training direction for discriminator. In this case, I followed the tuning experiment on generator and first tuning the latent dimension space d z . From the previous experiments, I narrowed the tuning interval of latent space dimension from {2, 4, 8, 16, 32, 64, 128, 256} to {32, 64, 128, 256}. To tuning the latent dimension space, we need to fix other hyperparameters as other parameters will affect the performance. In this case, I followed the parameter setting in the UNIT framework for the discriminator part. The fixed hyperparameters: GAN objective(λ 2 = 10), Feature loss weight(λ 3 = 0.0001), Classification loss weight(λ 4 = 10), Reconstruction loss weight(λ 0 = 0.01) and MMD loss weight(λ 1 = 1). I first tried the potential latent space dimension from generator tuning process (i.e. During the tuning process, I found that the convergence speed of other key loss (i.e. MMD loss, Reconstruction loss) was faster and more stable as the GAN loss weight is reduced. Figure 5 .4 and 5.5 illustrate the MMD loss and reconstruction loss change after 1000 iteration training process. Moreover, the accuracy of classification will be greatly improved when λ 2 = 0.1(i.e. Figure 5 .6). It is possible that the reason for this situation is that the larger loss weight results in a larger value when calculating the gradient, thus failing to reach the global or local optimal point. 
Result
All the experiments were run on the Google cloud virtual machine. The configuration of virtual machine is 8 vCPU with 32 Gigabit memory, 1 NVIDIA Tesla K80 GPU with 12 Gigabit memory, Ubuntu 16.04 LTS system. From the result, it is found that the Wasserstein distance truly provides much more useful gradient information than the KL-divergence when measuring the discrepancy of distribution.
As the domain adaptation work were supported by the image-to-image translation task.
Instead of the nice results on adaptation work, I also get some results on the image-toimage translation task.
SVHN→MNIST Translated Image Result
For SVHN→MNIST experiment, since we did not find the optimal parameters, the translation result was not so perfect. Additionally, Figure 5 .7 and 5.8 introduce the reconstructed and translated images result of this experiment. The images from left are "Real Image", "Reconstructed Image" and "Translated Image". can learn the invariant feature from the translated images and reconstructed images that helps to build a classifier that can be applied to the target domain.
Empirical results on two domain adaptation benchmark datasets demonstrate that WDGCDL outperforms the state-of-the-art domain adaptation framework. For the SVHN to MNIST adaptation task, I did not get good result because of the time limitation on tuning hyper-parameters. For future work, I will first tune the hyper-parameters of SVHN→MNIST experiment to the best status, and then apply the framework to different task such as Image-to-Image translation. Moreover, I will investigate more information about the different label space situation and do the partial domain adaptation work.
Future Work
The future work can be divided into two parts.
1. Research on tuning the SVHN→MNIST experiment hyper-parameters.
2. Research on Image to Image translation between higher resolution domains (e.g.
Cat and Dog, day and night, apple and organ)
3. Research on partial domain adaptation task.
SVHN→MNIST experiment hyper-parameters I didn't get the best result of SVHN→MNIST experiment because of the time limitation. In the future work, I will try more different hyper-parameter combinations via greedy search until get the best one.
Image-to-Image Translation
The Wasserstein distance help to build a better shared-latent space across the different domains. The image to image translation task can be performed as reconstruct translated image from the shared feature representation space. Our framework more focus on the domain adaptation work on digital number domains, so that our network structures that are not very deep. To continue the research on this task, it will be useful to apply the framework on the higher resolution dataset such as imageNet or Coco datasets. With the higher resolution images, the network needs to be redesigned by adding more deep structure to capture more feature representations (e.g. Residual Architecture).
Partial Domain Adaptation
The framework performs the domain adaptation across different digital number datasets which share identical label spaces, (i.e. 0-9).
However, that situation is no longer valid in a more realistic scenario that requires adaptation from a lager label space domain to a small label space domain. The partial domain adaptation is needed under this situation. Based on the framework and previous studies, the partial domain adaptation might be done by adding a discriminator to give less weight to the outlier class label.
Appendix A
Network Architecture Details
The network architecture details of the unsupervised domain adaptation tasks will be given in this section. Some abbreviations will be used for ease of presentation:
n=neurons, ks=kernel size, stride=stride size. The transposed convolutional layer are represented as Deconv.
For the MNIST↔USPS experiment, the net architecture was given in Layer Encoders Shared?
1 Conv-(n:64, ks:5, stride:2), BatchNorm, LeakyReLU No 2
Conv-(n:128, ks:5, stride:2), BatchNorm, LeakyReLU Yes 3
Conv-(n:256, ks:8, stride:1), BatchNorm, LeakyReLU Yes 4
Conv-(n:512, ks:8, stride:1), BatchNorm, LeakyReLU Yes 5
Conv-(n:1024, ks:1, stride:1) Yes 6 FC-(n:64) Yes Layer Generators Shared?
1 FC-(N1024), ReLU Yes 2
Deconv-(n:512, ks:4, stride:2), BatchNorm, LeakyReLU Yes 3
Deconv-(n:256, ks: 4, stride:2), BatchNorm, LeakyReLU Yes 4
Deconv-(n:128, ks:4, stride:2), BatchNorm, LeakyReLU Yes 5
Deconv-(n:64, ks:4, stride:2), BatchNorm, LeakyReLU No 6
Deconv-(n:3, ks:1, stride:1), TanH No Layer Discriminator Shared?
1 Conv-(n:96, ks:5, stride:1), ReLU, MaxPooling-(ks:2) No 2
Conv-(n:192, ks:5, stride:1), ReLU, MaxPooling-(ks:2) Yes 3
Conv-(n:384, ks:5, stride:1), ReLU, MaxPooling-(ks:2) Yes 4
Conv-(n:768, ks:5, stride:1), ReLU, MaxPooling-(ks:2) Yes 5a
FC-(n:1), Sigmoid Yes 5b
FC-(n:10), Softmax Yes
For the SVHN → MNIST experiment, the same encoder is used, decoder and discriminator structure as the MNIST↔USPS experiment but change the latent space dimension is changed from 64 to 128. The encoder and decoder details are listed in Table A .3 Conv-(n:128, ks:5, stride:2), BatchNorm, LeakyReLU Yes 3
Conv-(n:1024, ks:1, stride:1) Yes 6
FC-(n:128) Yes
Layer Generators Shared?
1 FC-(n:1024), ReLU Yes 2
Deconv-(n:256, ks:4, stride:2), BatchNorm, LeakyReLU Yes 4
Deconv-(n:3, ks:1, stride:1), TanH  No For the GAN-based Network, I design a latent discriminator on latent space the details of that will be listed in Table A .4 
