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РЕФЕРАТ 
  
 Выпускная квалификационная работа по теме «Оперативное 
управление производством на уровне цеха» содержит 72 страницы 
текстового документа, 37 рисунков, 10 использованных источников, 2 
приложения. 
 ОПЕРАТИВНОЕ УПРАВЛЕНИЕ, КРИТЕРИЙ ОПТИМАЛЬНОСТИ, 
MES-СИСТЕМА, ДИАГРАММА ГАНТА. 
 Целью данной выпускной квалификационной работы является 
исследование методов оперативного управления на уровне цеха, а также их 
реализация в виде прикладного программного обеспечения с расширяемой 
библиотекой методов. 
 Задачи ВКР: 
1) Разработка программного модуля с расширяемой библиотекой 
методов ОУ; 
2) Разработка визуализации результатов оперативно-календарного 
планирования; 
3) Исследование эффективности методов ОУ. 
 В результате данной ВКР разработан программный модульс 
расширяемой библиотекой методов ОУ. Разработана визуализация 
результатов оперативно-календарного планирования в виде диаграммы 
Ганта. Проведено исследование эффективности методов ОУ.  
 
  
 
 
 
 
 
 
 
 
3 
 
ОГЛАВЛЕНИЕ 
 
Введение ................................................................................................................... 4 
1 Постановка задачи оперативного управления на уровне цеха ........................ 5 
1.1 Задача запуска деталей в производство ....................................................... 5 
1.2 MES-системы как инструментальные средства решения задачи 
оперативаного управления .................................................................................. 9 
2 Методы оперативного управления ................................................................... 21 
2.1 Классификация методов оперативного управления ................................. 21 
2.2 Решение задачи оперативного управления с помощью 
 обобщений Джонсона ....................................................................................... 30 
2.3 Решение задачи оперативного управления с помощью  
метода Петрова-Соколицына ............................................................................ 33 
3 Программная реализация методов оперативного управления ...................... 38 
3.1 Разработка структуры программного модуля ........................................... 38 
3.2 Алгоритмическая и программная реализация методов оперативного 
управления .......................................................................................................... 41 
3.3 Программная реализация модуля построения диаграммы Ганта ........... 52 
3.4 Применение программного модуля при решении задачи  
оперативного управления .................................................................................. 58 
Заключение ............................................................................................................ 67 
Список сокращений .............................................................................................. 68 
Список использованных источников .................................................................. 69 
Приложение А ....................................................................................................... 70 
Приложение Б ........................................................................................................ 72 
 
 
 
 
 
 
 
4 
 
ВВЕДЕНИЕ 
 
Предприятия единичного и мелкосерийного типа характеризуются 
малым объемом выпуска одинаковых изделий и широкой номенклатурой 
деталей и операций, выполняемых на рабочих местах. Для таких 
предприятий особенно актуальна задача автоматизации оперативно-
календарного планирования, целью которого является составление 
оптимального расписания запуска деталей в обработку. Календарное 
расписание определяет очередность обработки заданной партии деталей на 
каждом участке технологического маршрута. 
Оптимизация запуска деталей в производство способна серьезно 
улучшить ключевые показатели экономической эффективности предприятия: 
увеличить объемы производства и сбыта (оборот капитала), сократить 
незавершенное производство, запасы сырья и готовой продукции (оборотные 
средства), снизить издержки производства (себестоимость), повысить 
фондоотдачу оборудования (рентабельность капитала). Улучшение этих 
показателей достигается за счет минимизации простоя станков и времени 
производства продукции.  
В современных условиях задачи оперативного управления на уровне 
цеха решаются с использованием MES-систем, в состав которых входят 
модули оперативного управления производством. Практика использования 
подобных систем показала необходимость адаптации к задачам 
производственного управления на конкретных предприятиях, что, как 
правило, невозможно. Таким образом, формирование программного модуля с 
расширяемой библиотекой методов ОУ с открытым кодом является 
актуальной проблемой при решении задач производственного управления на 
предприятиях региона. 
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 1 Постановка задачи оперативного управления на уровне цеха 
 
 1.1 Задача запуска деталей в производство 
 
 Календарные планы работы отдельных производственных участков 
предприятия представляют собой расписания изготовления всех изделий, 
загрузки оборудования и рабочих мест. 
 Основными параметрами календарных графиков являются: 
приоритетность работ (очередность запуска изделий в обработку), размер 
партий запуска и время опережения начала обработки изделий на связанных 
рабочих местах, размер незавершенного производства. Результатом 
составления оптимального календарного графика является определение 
наименьшей длительности производственного цикла, оказывающей 
существенное влияние на улучшение экономических результатов 
деятельности предприятия. В этом случае происходит снижение объема 
оборотных средств в незавершенном производстве, уменьшаются простои 
оборудования и рабочих. Установление очередности запуска изделий в 
производство является одной из основных задач, которую необходимо 
решить при составлении оптимального календарного графика. 
 Для того чтобы задача планирования поддавалась математическому 
решению, ее необходимо формализовать, т.е. выразить качество плана в виде 
некоторой функции f, зависящей от последовательности (расписания) 
выполнения работ. 
 
 1 2, ,..., ,nA i i i где i – условный номер работы.         (1) 
 
 Функция f называется целевой, а задача оптимального планирования 
состоит в нахождении расписания 1 2, ,..., ,nA i i i  такого, при котором: 
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1 2 1 2( , ,..., ) min* ( , ,..., )n nf i i i f i i i или 1 2 1 2( , ,..., ) max* ( , ,..., )n nf i i i f i i i  (2) 
 
 Min (max) ищется по всем допустимым последовательностям 
выполнения работ.Соотношения такого типа называют критериями 
оптимальности. Выбор формы критерия (max или min) зависит от 
физического смысла целевой функции.  
 Задача определения оптимальной последовательности запуска деталей 
в обработку представляет один из примеров задач календарного 
планирования.Постановка задачи следующая: требуется обработать n 
различных деталей на данном предметно-замкнутом производственном 
участке, состоящем из различного технологического оборудования. Каждая 
из деталей обрабатывается разное время на двух и более рабочих местах. 
Необходимо определить последовательность запуска указанного количества 
различных деталей, с тем чтобы общий цикл их обработки и сумма времени 
перерывов в работе рабочих мест (станков) были наименьшими.Целевой 
функцией будет срок окончания обработки последней по расписанию детали. 
Этот срок должен быть минимальным[4]. 
 Обоснование выбора того или иного критерия для оценки качества 
плана не всегда является очевидной задачей. Трудность выбора того или 
иного критерия состоит в том, что различные критерии часто являются 
противоречивыми, т.е. оптимизация расписания по одному критерию часто 
приводит к ухудшению качества плана по другому критерию. Например, 
принятие в качестве единственного критерия оптимальности требования 
максимального использования оборудования может привести к нарушению 
ритмичности выпуска продукции, к увеличению объема незавершенного 
производства. 
 Задачи упорядочения носят самый общий характер. Они возникают 
там, где существует возможность выбора той или иной очередности 
выполнения работ: при распределении работ на производстве, составлении 
расписания приземления самолетов, составлении расписания движения 
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поездов, обслуживании клиентов в обслуживающих системах и т.д.  
 В теории расписаний рассматриваются задачи упорядочения при 
условии, что решены все вопросы, относящиеся к тому, что и каким образом 
должно быть выполнено. При этом предполагается, что не существует 
зависимости между характером этих решений и устанавливаемым порядком, 
т.е. характер работ не зависит от их последовательности выполнения. Кроме 
этого, предполагается следующее:  
1) Подлежащие выполнению работы определены и известны 
полностью. Предполагается, что все заданные работы должны быть 
выполнены (разбиение совокупности работ на классы 
выполняемых и невыполняемых не входит в задачу упорядочения). 
2) Однозначно определены устройства, выделяемые для выполнения 
заданных работ.  
3) Задана совокупность всех элементарных действий, связанных с 
выполнением каждой из работ, и ограничений, налагаемых на 
порядок их выполнения. Известно также, каким образом 
осуществляются эти действия и что существует, по крайней мере, 
по одному устройству, способному выполнить каждое из них.  
 Существует определенное различие между терминами ―упорядочение‖ 
и ―составление расписания‖. Упорядочение подразумевает формирование 
очередности операций, выполняемых одной машиной, в то время как 
составление расписания означает задание последовательности действий 
нескольким машинам.  
 Теория расписаний, выделяет вопросы, общие для большинства задач 
упорядочения. Получающиеся при этом идеализированные модели не могут 
в точности соответствовать 2 конкретным ситуациям, однако в силу их 
общности позволяют получать оценки для широкого круга задач в различных 
областях производства. Поиск оптимального или близкого к оптимальному 
расписанию осуществляется с помощью одного из подходов и 
соответствующих ему методов: математического программирования, 
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комбинаторного, эвристического, статистического (вероятностного), 
эволюционного. 
 Основным понятием теории расписаний является понятие операции. 
Операцию можно рассматривать как элементарную задачу, подлежащую 
выполнению. Каждая операция характеризуется: 
1) Индексом принадлежности к определенной работе; 
2) Индексом принадлежности к определенной машине; 
3) Числом, представляющим собой длительность операции. 
 В теории расписаний наиболее распространены следующие критерии: 
средние, средневзвешенные и максимальные значения: 
 моментов времени окончания работ; 
 длительностей прохождения; 
 временного смещения; 
 запаздывания; 
 опережения; 
 длительностей ожидания. 
 Практически, вопрос о том, когда и в каком порядке выполнять работы, 
как правило, влияет на величину затрат, связанных с их выполнением, однако 
в идеализированных задачах чистого упорядочения это влияние не 
учитывается.  
 Предположение, что множество работ определено заранее и не зависит 
от расписания, означает, что общий доход системы фиксирован или, по 
крайней мере, никак не связан с расписанием.  
 Предположение, что эффективность использования оборудования 
также не зависит от расписания, означает, что игнорируются все стоимости, 
обычно называемые прямыми ценами. В действительности цены, которые 
могут быть поставлены в соответствие решениям чистого упорядочения, 
представляют собой в большей степени цены производства, чем цены 
товаров.  Существует три вида стоимостей, которыми определяется 
составленное расписание. Это стоимость эксплуатации машины, стоимость 
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хранения работ и стоимость их задержек.   
 Коэффициент использования является очень важным экономическим 
фактором. Характеризующим составленное расписание. Если расписание 
таково, что простои устройств в нем минимальны или минимальна средняя 
длительность прохождения работ, то это означает, что те же самые 
устройства за одно и то же время выполняют большую работу, чем при 
другом расписании. С другой стороны, правильно составленное расписание 
позволяет выполнить ту же самую работу меньшим числом устройств. 
 
 1.2 MES-системы как инструментальные средства решения задачи 
оперативного управления 
 
 Сегодня на российском рынке промышленной автоматизации 
наблюдается повышенный интерес к достаточно новому для него классу 
систем управления производством. Это системы класса MES, или 
производственные исполнительные системы.MES - это автоматизированная 
система управления производственной деятельностью предприятия, которая 
в режиме реального времени: планирует, оптимизирует, контролирует, 
документирует производственные процессы от начала формирования заказа 
до выпуска готовой продукции. 
 Первоначально MES-системы были задуманы как инструмент 
управления заказами и назначениями на работы для менеджмента цехового 
уровня и ограничивались именно этим первичным планом управления 
производством. Параллельно шло развитие ERP-систем, автоматизирующих 
управленческие процессы в масштабе всего предприятия, которые к 
настоящему времени получили очень широкое распространение, 
превратившись в один из элементов стандартной IT-инфраструктуры 
современных предприятий[5].  
 Однако, возможности, заложенные в идеологии ERP-систем, не 
позволяют им решать с требуемым уровнем детализации и оперативности 
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задачи управления, которые решаются промышленным предприятием на 
уровне цеха с использованием данных нижнего уровня технологического 
управления – АСУ ТП. Существует целый пласт функций, необходимых для 
управления производственной деятельностью предприятия, которые не 
покрываются этим классом систем.  
 Закономерно, что с усложнением задач планирования на современных 
производствах MES-системы развились в полноценный промежуточный слой 
между верхним уровнем управления ресурсами предприятия и событиями 
реального времени, происходящими на производственных линиях.Пирамида 
уровней управления предприятием изображена на рисунке 1. 
 
 
Рисунок 1 – Пирамида уровней управления предприятием 
 
 Широкая популярность, которую приобретает в последнее время это 
ПО, обусловлено тем, что именно на уровне исполнения производственных 
планов рождается прибавочная стоимость, осуществляются основные 
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затраты предприятия и скрыты главные источники экономии, а также 
работают многие другие факторы, определяющие эффективность и 
рентабельность предприятия в целом.  
 Обобщение MES-систем как класса ПО – довольно непростая задача 
ввиду большого разнообразия инструментальных средств и технологий, 
объединяемых под этим названием, и существенного отличия их конкретных 
реализаций в продуктах разных производителей. 
 В соответствии с принятой в отечественной практике терминологией 
MES можно определить, как систему, функционирующую в режиме 
реального времени и включающую в себя набор технологий, используемых 
для решения задач оптимизации процессов производства продукции.  
 Используя данные верхнего уровня планирования, MES-системы 
управляют текущей производственной деятельностью предприятия в том 
временном масштабе, который позволяет осуществлять непрерывный 
контроль хода выполнения производственных заказов в соответствии с 
требованиями конструкторской и технологической документации, 
актуальным состоянием оборудования, преследуя при этом цели 
максимальной эффективности и минимальной стоимости выполнения 
производственных процессов. 
 Международная ассоциация производителей и поставщиков MES-
решений MESA International определяет следующие основные функции MES-
систем [6]: 
 1) RAS (ResourceAllocationandStatus) – контроль состояния и 
распределение ресурсов. Управление ресурсами: технологическим 
оборудованием, материалами, персоналом, обучением персонала, а также 
другими объектами, такими как документы, которые должны быть в наличии 
для начала производственной деятельности. Обеспечивает детальную 
историю ресурсов и гарантирует, что оборудование соответствующим 
образом подготовлено для работы. Контролирует состояние ресурсов в 
реальном времени. Управление ресурсами включает резервирование и 
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диспетчеризацию для достижения целей оперативного планирования.  
 2)ODS (Operations/DetailScheduling) – оперативное/детальное 
планирование. Обеспечивает упорядочивание производственных заданий, 
основанное на очередности, атрибутах, характеристиках и рецептах, 
связанных со спецификой изделий, таких как: форма, цвет, 
последовательность операций и др. и технологии производства. Цель – 
составить производственное расписание с минимальными перенастройками 
оборудования и параллельной работой производственных мощностей для 
уменьшения времени получения готового продукта и времени простоя.  
 3)DPU (Dispatching Production Units) – диспетчеризацияпроизводства. 
Управляет потоком единиц продукции в виде заданий, заказов, серий, партий 
и заказ-нарядов. Диспетчерская информация представляется в той 
последовательности, в которой работа должна быть выполнена, и изменяется 
в реальном времени по мере возникновения событий на цеховом уровне. Это 
дает возможность изменения заданного календарного плана на уровне 
производственных цехов. Включает функции устранение брака и 
переработки отходов наряду с возможностью контроля трудозатрат в каждой 
точке процесса с буферизацией данных. 
 4) DOC (DocumentControl) – управление документами. Контролирует 
содержание и прохождение документов, которые должны сопровождать 
выпускаемое изделие, включая инструкции и нормативы работ, способы 
выполнения, чертежи, процедуры стандартных операций, программы 
обработки деталей, записи партий продукции, сообщения о технических 
изменениях, передачу информации от смены к смене, а также обеспечивает 
возможность вести плановую и отчетную цеховую документацию. Кроме 
того, функция включает управление инструкциями по безопасности, 
регламентирующими документами (стандартами), контроль защиты 
окружающей среды. Хранит историю прохождения и изменения документов. 
 5) DCA (DataCollection/Acquisition) – сбор и хранение данных. 
Взаимодействие информационных подсистем в целях получения, накопления 
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и передачи технологических и управляющих данных, циркулирующих в 
производственной среде предприятия. Функция обеспечивает интерфейс для 
получения данных и параметров технологических операций, которые 
используются в формах и документах, прикрепляемых к единице продукции. 
Данные могут быть получены с цехового уровня как вручную, так и 
автоматически от оборудования в требуемом масштабе времени.  
 6) LM (LaborManagement) – управление персоналом. Обеспечивает 
получение информации о состоянии персонала и управление им в требуемом 
масштабе времени. Включает отчетность по присутствию и рабочему 
времени, отслеживание сертификации, возможность отслеживания 
непроизводственной деятельности, такой, как подготовка материалов или 
инструментальные работы в качестве основы для учета затрат по видам 
деятельности (ActivityBasedCosting, ABC). Возможно взаимодействие с 
функцией распределения ресурсов для формирования оптимальных заданий. 
 7) QM (QualityManagement) – управление качеством. Обеспечивает 
анализ в реальном времени измеряемых показателей, полученных от 
производства, для гарантированно правильного управления качеством 
продукции и определения проблем, требующих вмешательства 
обслуживающего персонала. Данная функция формирует рекомендации по 
устранению проблем, определяет причины брака путем анализа взаимосвязи 
симптомов, действий персонала и результатов этих действий. Может также 
отслеживать выполнение процедур статистического управления процессом и 
статистического управления качеством продукции (SPC/SQC), а также 
управлять выполнением лабораторных исследований параметров продукции. 
Для этого в состав MES добавляются лабораторные информационно-
управляющие системы (LIMS).  
 8) PM (ProcessManagement) – управление производственными 
процессами. Отслеживает производственный процесс и корректирует 
автоматически, либо обеспечивает поддержку принятия решений оператором 
для выполнения корректирующих действий и усовершенствования 
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производственной деятельности. Эта деятельность может быть, как 
внутриоперационной и направленной исключительно на отслеживаемые и 
управляемые машины и оборудование, так и межоперационной, 
отслеживающей ход процесса от одной операции к другой. Она может 
включать управление тревогами для обеспечения гарантированного 
уведомления персонала об изменениях в процессе, выходящих за 
приемлемые пределы устойчивости. Она обеспечивает взаимодействие 
между интеллектуальным оборудованием и MES, возможное благодаря 
функции сбора и хранения данных.  
 9)MM (MaintenanceManagement) – управление техобслуживанием и 
ремонтом. Отслеживает и управляет обслуживанием оборудования и 
инструментов. Обеспечивает их работоспособность. Обеспечивает 
планирование периодического и предупредительного ремонтов, ремонта по 
состоянию. Накапливает и хранит историю произошедших событий (отказы, 
уменьшение производительности и др.) для использования в 
диагностировании возникших и предупреждения возможных проблем. 
 10) PTG (ProductTrackingandGenealogy) – отслеживание и генеалогия 
продукции. Обеспечивает возможность получения информации о состоянии 
и местоположении заказа в каждый момент времени. Информация о 
состоянии может включать данные о том, кто выполняет задачу, 
компонентах, материалах и их поставщиках, номере лота, серийном номере, 
текущих условиях производства, а также любые тревоги, данные о повторной 
обработке и другие события, относящиеся к продукту. Функция 
отслеживания в реальном времени создает также архивную запись. Эта 
запись обеспечивает отслеживаемость компонентов и их использование в 
каждом конечном продукте.  
 11) PA (PerformanceAnalysis) – анализ производительности. 
Обеспечивает формирование отчетов о фактических результатах 
производственной деятельности, сравнение их с историческими данными и 
ожидаемым коммерческим результатом. Результаты производственной 
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деятельности включают такие показатели, как коэффициент использования 
ресурсов, доступность ресурсов, время цикла для единицы продукции, 
соответствие плану и соответствие стандартам функционирования. Может 
включать статистический контроль качества процессов и продукции 
(SPC/SQC). Систематизирует информацию, полученную от разных функций, 
измеряющих производственные параметры. Эти результаты могут быть 
подготовлены в форме отчета или представлены в реальном времени в виде 
текущей оценки эксплуатационных показателей. 
 Основными функциями MES-систем являются – оперативно-
календарное планирование и диспетчерирование. Именно эти две функции 
определяют MES-системукак систему оперативного характера, нацеленную 
на формирование расписаний работы оборудования и оперативное 
управление производственными процессами в цехе. В качестве 
математического аппарата, на котором строится математическое ядро MES-
системы, используется теория расписаний (ТР) – научная дисциплина, 
исследующая задачи, в которых необходимо упорядочить или, другими 
словами, определить последовательность выполнения совокупности работ, 
использования каких-либо средств и т.д. 
 Число автоматизированных систем в мире и на российском рынке 
постоянно увеличивается. Фирма «1С» совместно с «Лабораторией систем 
управления и интегрированных информационных технологий» Казанского 
национального исследовательского технического университета им. 
А.Н.Туполева разработали специализированное решение на базе 
технологической платформы «1С:Предприятие 8.2» – «1С:Предприятие 8. 
MES Оперативное управление производством», предназначенное для 
управления производственными процессами на цеховом и межцеховом 
уровне[7]. 
 Наибольший эффект от внедрения системы «1С:MES Оперативное 
управление производством» достигается при совместном использовании с 
ERP – решением «1С:Управление производственным предприятием», когда 
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задачи объемно-календарного планирования и выполнения экономических 
расчетов решаются на уровне ERP – системы, а задачи пооперационного 
управления и оптимизации на MES-уровне. 
 Конфигурация "MES Оперативное управление производством" может 
использоваться как самостоятельное решение для комплексного управления 
производственным процессом на пооперационном уровне, за исключением 
финансово-экономических расчетов. Главное пользовательское окно 
«1C:MESОперативное управление производством» представлено на рисунке 
2. 
 
 
Рисунок 2 – Подсистема планирования и общего управления производством в 
«1С:Предприятие 8. MES Оперативное управление производством» 
 
 В подсистеме реализованы функции оптимизации производственной 
программы. Параметры оптимизации загрузки оборудования в 
«1С:Предприятие 8. MES Оперативное управление производством» 
представлены на рисунке 3. 
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Рисунок 3 – Оптимизация производственной программы в «1С:Предприятие 
8. MES Оперативное управление производством» 
 
 Система «ФОБОС» предназначена для оперативного планирования 
(месяц, неделя, день) внутрицеховых задач. Именно в цехе реализация 
производственных расписаний сопровождается постоянными отклонениями 
от принятых планов. «ФОБОС» традиционно используется на крупных и 
средних машиностроительных предприятиях. 
 Модуль оперативного планирования системы «ФОБОС» обеспечивает 
компьютерную поддержку принятия оперативных решений на уровне цеха. 
Исходными данными для расчетов служат технологические маршруты 
обработки деталей. На рисунке 4 представлено пользовательское окно 
оперативно-детально планирования в «ФОБОС». 
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Рисунок 4 – Оперативно-детальное планирование в «ФОБОС» 
 
 Контроль состояния производства в системе «ФОБОС» осуществляется 
как за счет компьютеризированного анализа диаграммы загрузки 
технологического оборудования, так и с помощью вывода на дисплей 
текущего планово-учетного графика обработки деталей. На рисунке 5 
представлен график загрузки оборудования Нижегородского завода штампов 
и пресс-форм. 
 
 
Рисунок 5 – Диспетчерский контроль в «Фобос» 
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 На зарубежном рынке представлено немало систем, призванных решать 
задачи управления производством. Программное обеспечение Wonderware 
MES OperationsandPerformanceSoftware образует конфигурируемую и 
высокомасштабируемую систему оперативного управления производством 
(MES), которая может применяться практически в любых процессах 
промышленного производства.Wonderware MES Client представлен на 
рисунке 6. 
 
 
Рисунок 6 – WonderwareMESClient 
 
 Программное обеспечение Wonderware MES содержит два модуля 
оперативного управления, Operations и Performance, совместно реализующие 
полные функциональные возможности MES. На рисунке 7 представлено окно 
диспетчерского контроля в Wonderware MES. 
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Рисунок 7 – Диспетчерский контроль в WonderwareMES 
 
 Несмотря на мировое лидерство иностранных систем, таких как 
Wonderware, внедрять их не всегда выгодно. Российские системы 
значительно дешевле — как по лицензиям напрограммные продукты, так и 
по стоимости их внедрения и сопровождения. Дешевле, так как западные 
компании отчисляют средства создателям систем плюс огромные затраты на 
маркетинг, к тому же фирмы-представители часто находятся в Москве, где 
затраты на их содержание гораздо выше, чем в регионах, да и цены на 
специалистов по западным системам существенно превышают наши цены. 
 Главным недостатком многих MES-систем является то, что системы не 
адаптируются под заказчика. MES-системы продаются как готовое решение 
для внедрения на производстве. Также информация о методах оперативного 
управления, реализованных в MES-системах, зачастую бывает не 
представлена. 
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 2 МЕТОДЫ ОПЕРАТИВНОГО  УПРАВЛЕНИЯ 
  
 2.1 Классификация методов ОУ 
 
 Поиск оптимального или близкого к оптимальному расписанию 
осуществляется с помощью одного из подходов и соответствующих ему 
методов: 
1) Математического программирования; 
2) Комбинаторного; 
3) Эвристического; 
4) Статистического (вероятностного); 
5) Эволюционного. 
 Основы теории расписаний развивались в ту пору, когда 
математические модели начали применяться для решения экономических 
задач. Были предприняты попытки построить математические модели и для 
задач ТР. При этом столкнулись с трудностью следующего рода. В 
математической модели система ограничений отражает то положение вещей, 
что некоторая совокупность условий должна выполняться совместно. В 
задаче ТР ряд условий должны выполняться альтернативно: или i-я работа 
запускается раньше j-й, или наоборот. Формулировка общей задачи 
составления расписания в терминах линейного целочисленного 
программирования:  
 Пусть имеем систему изn  работ и m  машин. Каждая работа состоит из 
g
i
 операций. Каждой операции приписано три индекса: 
 i -номер работы, содержащей эту операцию; 
 j-номер операции внутри работы, j =1,...,
i
g ; 
 k-номер машины, на которой операция должна выполняться. 
Ограничения на время и порядок выполнения операций машинами таковы: 
1) Каждая машина выполняет одновременно не более одной 
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операции; 
2) Операции выполняются в указанной последовательности; 
3) Никакие две операции, относящиеся к одной работе, не 
выполняются одновременно. 
 При применении методов математического программирования для 
решения задач ТР неизбежна экспоненциальность времени решения задачи. 
К наиболее широко используемым приемам сокращения перебора относятся 
приемы, основанные на методе ветвей и границ или на методе неявного 
перебора. Эти приемы состоят в построении «частичных решений», 
представленных в виде дерева поиска и применении методов построения 
оценок, позволяющих отсекать бесперспективные частичные решения. 
Однако даже совершенные приемы сокращения перебора не позволяют уйти 
от экспоненциальной трудоемкости.  
 Комбинаторный подход сводится к целенаправленной перестановке 
пар работ в некоторой исходной последовательности, пока не будет получено 
оптимальное (близкое к оптимальному) решение. 
 Под «эффективным алгоритмом» понимается алгоритм, для которого 
число требуемых шагов растет как полином от размера входной задачи. 
Задачи, имеющие эффективные (полиномиальные) алгоритмы решения, 
принадлежат классузадач, для которых существуют «быстрые» алгоритмы 
решения -Р-задачи. 
 Класс NP-задач обладает следующими свойствами: 
 Никакую NP-полную задачу нельзя решить никакими известными 
полиномиальными алгоритмами; 
 Если существует полиномиальный алгоритм для какой-нибудь NP-
полной задачи, то существуют полиномиальные алгоритмы для всех 
NP-полных задач. 
 Практическое значение понятия NP-полноты состоит в следующем:  
1) Такие задачи по существу труднорешаемы с вычислительной точки 
зрения; 
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2) Они не поддаются эффективному алгоритмическому решению и для 
алгоритма, корректно решающего NP-полную задачу, потребуется в 
худшем случае экспоненциальное количество времени и, 
следовательно, он не будет применим на практике ни к каким, за 
исключением очень малых, задачам. 
 NP-полнота задачи является веским доводом при обосновании 
необходимости построения приближенных или эвристических алгоритмов ее 
решения, применения схем направленного перебора вариантов, а также при 
обосновании необходимости исследования частных случаев задачи. 
 Есть следующий путь решения NP-полных задач: 
 Исследуется труднорешаемая задача и находятся теоретические 
свойства, которым удовлетворяет ее оптимальное решение; 
 На основе этих свойств разрабатывается полиномиальный алгоритм 
решения, при этом вводится понятие полиномиальной 
разрешимости задач из класса NP, под которым понимается 
существование полиномиального алгоритма, удовлетворяющего 
следующим условиям: 
1) Если при решении произвольной индивидуальной задачи 
выполняются определенные аналитические условия, то эта 
индивидуальная задача решается строго (т.е. получено строго 
оптимальное решение); 
2) В результате работы полиномиального алгоритма всегда известно 
решена или нет данная индивидуальная задача точно; 
3) Полиномиальный алгоритм является эффективным и статически 
значимым, т.е. при моделировании произвольных 
индивидуальных задач в большинстве случаев полученные 
решения являются точными. 
 Эвристические и вероятностные методы.Неудовлетворительное 
состояние развития точных методов решения задач ТР обусловило 
разработку приближенных методов, позволяющих получать приемлемые 
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решения при сравнительно небольших затратах времени и средств. Условно 
приближенные методы делятся на эвристические и вероятностные. 
 Эвристические алгоритмы основаны на приеме, который называется 
приемом снижения требований. Он заключается в отказе от поиска 
оптимального решения за приемлемое время. Эвристические алгоритмы 
используют различные разумные соображения без строгих обоснований. 
 Широко применяется так называемый метод локального поиска. При 
этом заранее выбранное множество перестановок используется для 
последовательного улучшения начального решения до тех пор, пока такое 
улучшение возможно, в противном случае оказывается достигнутым 
локальный оптимум. 
 Еще одно из направлений эвристических методов решения задач ТР 
состоит в формировании правил или функций предпочтения (приоритетов). 
Для каждой i-й работы из множества ожидающих выполнения работ, 
вычисляется значение функции f i  предпочтения и выбирается та работа, для 
которой f i достигает максимума или минимума.Примеры правил 
предпочтения: 
1) Правило SPT (shirtest processing time). Предпочтение отдается той 
работе (операции) из множества готовых к обработке на 
освободившейся машине, у которой время выполнения на этой машине 
минимально. 
2) Правило LRT (longest remaining time). Требует выбора напряженной 
работы, т.е. той, у которой сумма времен выполнения оставшихся 
операций наибольшее. 
3) Правило LPT (longest processing time). Предпочтение отдается той 
работе (операции) из множества готовых к обработке на 
освободившейся машине, у которой время выполнения на этой машине 
максимально. 
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 Недостатки эвристических методов заключаются в сложности оценки 
близости полученных расписаний к оптимальному. Кроме того, для каждой 
функции предпочтения существуют задачи, для которых применение данной 
функции приводит к плохим результатам. Один из путей совершенствования 
метода функций предпочтения состоит в их привязке к классам задач. 
 Вероятностные методы связаны с k-кратным моделированием 
расписаний. Выбор работ из множества ожидающих выполнения 
осуществляется случайным образом. После k-кратного проигрывания 
выбирается наилучшее расписание, которое принимается за решение задачи. 
При этом различают: 
 ненаправленный случайный поиск; 
 направленный случайный поиск без самообучением; 
 направленный случайный поиск с самообучением. 
 Эволюционные методы также являются приближенными 
(эвристическими) методами решения задач оптимального управления.   
Большинство ЭМ основано на статистическом подходе к исследованию 
ситуаций и итерационном приближении к искомому решению. 
 Эволюционные вычисления составляют один из 
разделов искусственного интеллекта. При построении систем ИИ по данному 
подходу основное внимание уделяется построению начальной модели, и 
правилам, по которым она может изменяться (эволюционировать). Причем 
модель может быть составлена по самым различным методам, например, это 
может быть и нейронная сеть, и набор логических правил. К основным 
эволюционным методам относятся методы отжига, генетические, поведения 
"толпы" (PSO), колонии муравьев (ACO), генетического программирования. 
 В отличие от точных методов математического программирования ЭМ 
позволяют находить решения, близкие к оптимальным, за приемлемое время, 
а в отличие от других эвристических методов оптимизации характеризуются 
существенно меньшей зависимостью от особенностей приложения (т.е. более 
универсальны) и в большинстве случаев обеспечивают лучшую степень 
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приближения к оптимальному решению. Универсальность ЭМ определяется 
также применимостью к задачам с неметризуемым 
пространством управляемых переменных (т.е. среди управляемых 
переменных могут быть и лингвистические величины, т.е. не имеющие 
количественного выражения). 
 В методе отжига(SimulatedAnnealing) имитируется процесс 
минимизации потенциальной энергии тела во время отжига деталей. В 
текущей точке поиска происходит изменение некоторых управляемых 
параметров. Новая точка принимается всегда при улучшении целевой 
функции и лишь с некоторой вероятностью при ее ухудшении. 
 Важнейшим частным случаем ЭМ являются генетические методы и 
алгоритмы. Генетические алгоритмы (ГА) основаны на поиске лучших 
решений с помощью наследования и усиления полезных свойств множества 
объектов определенного приложения в процессе имитации их эволюции. 
 Свойства объектов представлены значениями параметров, 
объединяемых в запись, называемую в ЭМ хромосомой. В ГА оперируют 
подмножеством хромосом, называемом популяцией. Имитация генетических 
принципов — вероятностный выбор родителей среди членов популяции, 
скрещивание их хромосом, отбор потомков для включения в новые 
поколения объектов на основе оценки целевой функции — ведет к 
эволюционному улучшению значенийцелевой функции (функции 
полезности) от поколения к поколению. 
 Среди ЭМ находят применение также методы, которые в отличие от ГА 
оперируют не множеством хромосом, а единственной хромосомой. Так, 
метод дискретного локального поиска основан на случайном изменении 
отдельных параметров (т.е. значений полей в записи или, другими словами, 
значений генов в хромосоме). Такие изменения называют мутациями. После 
очередной мутации оценивают значение функции полезности 
(FitnessFunction) и результат мутации сохраняется в хромосоме только, 
если  улучшилась. При "моделировании отжига" результат мутации 
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сохраняется с некоторой вероятностью, зависящей от полученного 
значения . 
 В методе PSO (ParticlesSwarmOptimization) имитируется поведение 
множества агентов, стремящихся согласовать свое состояние с состоянием 
наилучшего агента. 
 Метод колонии муравьев (ACO) основан на имитации поведения 
муравьев, минимизирующих длину своих маршрутов на пути от муравьиной 
кучи до источника пищи[8]. 
 Все существующие методы решения задач оперативного управления по 
степени достижения экстремального результата подразделяются на две четко 
выраженные подгруппы - точных и приближенных решений.  
 К числу опробованных точных методов решения задачи моделирования 
относятся методы линейного и динамического программирования, 
комбинаторные методы дискретного программирования и др. 
 С.М. Джонсонразработал точный метод линейного программирования 
для решения задачи нахождения оптимального по календарному времени 
плана обработки m деталей на двух станках. Выбирается самое короткое 
операционное время, и если оно относится к первому станку, планируют 
выполнение задания первым на первом станке, а если ко второму - то 
последним. Затем процедура повторяется до полного перебора всех заданий 
на обоих станках.  
 Метод динамического программирования удачно использован Р. 
Беллманом для однооперационного производства. Он дал частное решение 
задачи оптимального календарного планирования обработки совокупности 
изделий, имеющих одинаковый процесс производства, но различных по 
длительности операций обработки. Запуск изделий в производство 
необходимо осуществлять, соблюдая условие:  
 
11 22 12 21min( , ) min( , ),t t t t                (3) 
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где 11
t
 - трудоемкость выполнения первой операции над изделием, первым 
запускаем в производство; 22
t
 - трудоемкость выполнения второй операции 
над изделием, вторым запускаем в производство, а 12
t
 и 21
t
 - соответственно 
наоборот. 
 Метод «ветвей и границ», являющийся комбинаторным методом 
дискретного программирования, предполагает уменьшение множества 
допустимых решений, вплоть до получения конечного множества, при 
котором оказывается возможным применение метода перебора. В этом 
методе происходит последовательный выбор пары номеров деталей для 
получения оптимальной последовательности. Составление 
последовательности номеров деталей для запуска в производство происходит 
в процессе работы итерационного алгоритма. На каждой итерации 
выбираются две детали и помещаются на позиции:  
 
( 1)n  и ( )d n ,                 (4) 
 
где n - номер итерации, a d - количество наименований деталей, 
участвующих в производственном процессе. Эффективность метода «ветвей 
и границ» зависит от уровня, на котором происходит «отсечение» ветви. В 
общем случае этот метод не исключает полный перебор всех возможных 
вариантов. 
 Типичные модели линейного, линейного целочисленного и 
квадратичного целочисленного программирования свидетельствуют о том, 
что в них могут быть отражены многие ограничения задачи календарного 
планирования. В частности, в этих моделях, в форме ограничений на 
переменные, могут быть выражены требования, накладываемые на сроки 
выпуска этих деталей. Допускается обработка деталей партиями, но для этого 
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необходимо некоторое предварительное преобразование исходной 
информации. Данные модели имеют ограниченное применение при 
моделировании производственных процессов. Главным недостатком является 
быстрый рост размеров моделей с ростом задачи календарного 
планирования. Точные методы оптимизации применимы лишь для частных и 
небольших по размеру задач. На предприятиях составление оптимального 
календарного графика усложняется широтой номенклатуры выпускаемых 
изделий и является динамической, вероятностной задачей большой 
размерности. Поэтому наряду с разработкой точных методов интенсивно 
развиваются приближенные методы. 
 К числу приближенных методов оптимизации задач календарного 
планирования относятся: частичный и направленный перебор, метод 
Петрова-Соколицына, метод Монте-Карло, аналитико-приоритетные, 
эвристические и др. методы. 
 Метод Монте-Карло аналогичен методу перебора и оценки вариантов с 
той разницей, что оценивается некоторое ограниченное подмножество 
вариантов, выбор которых производится некоторым случайным образом. 
Решение задачи календарного планирования методом Монте-Карло можно 
рассматривать как некоторую задачу статистического моделирования 
производственного процесса. Метод Монте-Карло имеет ограниченное 
применение, так как может потребовать перебора и оценки достаточно 
большого количества вариантов. 
 В последнее время к решению задач календарного планирования стала 
привлекаться теория массового обслуживания. Такая возможность появилась 
в связи с развитием специальной теории очередей с приоритетом. Однако 
если в задачах массового обслуживания поток требований на обслуживание 
является свободным процессом, то в задачах календарного планирования 
требования поступают в детерминированном порядке. Вместе с тем при 
прохождении требований (партии деталеопераций) через большое 
количество обрабатывающих устройств (производственных ячеек) 
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происходят задержки в обслуживании, и поступление требования на 
следующее обрабатывающее устройство может быть рассмотрено как 
случайное событие. В таком плане эта связь теории расписаний с задачами 
теории очередей с приоритетом обслуживания может быть использована как 
средство приближенного решения теории расписаний. 
 Многие задачи календарного планирования относятся к классу задач, 
для которых трудна конкретная аналитическая постановка, неярко выражена 
величина критерия эффективности и отсутствуют эффективные алгоритмы 
численного решения. Последнее связано с тем, что минимизируемые 
функции комбинаторных задач лежат не в непрерывной области переменных, 
а на различных дискретных перестановках элементов. Следовательно, 
применение приближенных методов, основанных на сочетании 
аналитических принципов и моделировании календарных планов с 
использованием правил предпочтительности, является наиболее 
перспективным направлением практического решения данного класса задач. 
 Среди приближенных методов различают большую группу аналитико-
приоритетных методов. В данных методах имеется математическая модель с 
соответствующей функцией - критерием, что позволяет приблизить решение 
к оптимальному, тогда как в эвристических методах такая функция 
отсутствует, либо имеется в неявно выраженной форме или же задается как 
локальная функция приоритета.  
 
 2.2 Решение задачи оперативного управления с помощью 
обобщений Джонсона 
 
 Общий случай задачи выбора последовательности обработки деталей 
на двух станках, если детали должны пройти обработку на одном станке, а 
затем на втором и на станке не может обрабатываться больше одной детали, 
рассмотрел в 1954 г. С. Джонсон. Метод решения такой задачи называют 
алгоритмом Джонсона. 
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 Классической прикладной интерпретацией задачи 2-х машин является 
составление оптимального расписания конвейерной обработки партии 
деталей на 2-х станках. По этой причине эту задачу часто называют задачей о 
2-х станках. Независимо от прикладной интерпретации исходными данными 
задачи 2-х машин являются: 
 состав партии работ;  
 перечень машин системы обслуживания;  
 продолжительности выполнения операций. 
 Рассмотрим участок с двумя агрегатами (машинами). Совокупность 
деталей должна последовательно пройти обработку на первом агрегате, а 
потом на втором. Между агрегатами отсутствует склад, поэтому занятость 
второго агрегата задерживает освобождение первого. Требуется выбрать 
очередность обработки деталей, обеспечивающую меньшее суммарное время 
занятости участка. Это время рассчитывается от момента начала обработки 
первой детали на первом агрегате до окончания обработки последней детали 
на втором агрегате. 
 Очевидным является вывод, что выигрыша во времени можно 
достигнуть только за счет параллельной работы агрегатов. Длительная 
занятость первого агрегата, пока второй стоит, так же, как и занятость 
второго, когда первый агрегат уже закончил работу, нерациональны. Отсюда 
ясно, что на первое место в очередности следует поставить деталь с меньшим 
временем обработки на первом агрегате. Аналогично на последнее место 
следует поставить деталь, у которой самое короткое время обработки на 
втором агрегате. Если это правило распространить на всю совокупность 
деталей, то получим алгоритм Джонсона. 
 Сначала выбираются детали, у которых время выполнения первой 
операции короче времени выполнения второй операции. Эти детали 
обрабатываются в порядке возрастания времени выполнения первой 
операции. Остальные детали обрабатываются в порядке убывания времени 
выполнения второй операции. 
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 Условие оптимальной очередности пар деталей выглядит следующим 
образом: 
 
 min [a(i), b(i + 1)] < min [a(i + 1), b(i)]            (5) 
 
 Итак, задача Джонсона (полиномиально разрешимая задача). Имеем 
конвейер из двух машин: m=2. Каждая работа состоит из двух операций с 
длительностями i
a
 и i
b
, минимизируется общее время обслуживания работ. 
Последовательность, минимизирующая общее время работы, такова:  
 1-шаг: запускаются работы, для которых ii
ba
 в порядке 
неубывания i
a
; 
 2 шаг: запускаются  работы, для которых ii
ba
 в порядке 
невозрастания i
b
 (тем самым минимизируем простои 2-ой машины 
из-за того, что 1-ая еще не успела обработать какую-либо работу).  
 Доказана оптимальность такой последовательности. Однако на случай 
n>2 результаты не распространяются. 
 Анализируя алгоритм Джонсона для задачи о двух станках, можно 
извлечь из него рекомендации, применимые и к общему случаю 
последовательной обработки деталей на nстанках при произвольном m: 
1) В обработку сначала запускают детали, требующие минимальное 
время обработки на первом станке в порядке возрастания этого 
времени; 
2) В обработку запускаются сначала детали, требующие максимальное 
время обработки на последнем станке в порядке убывания этого 
времени; 
3) В обработку запускаются сначала детали, у которых ―узкое место‖ 
находится дальше от начала процесса обработки (―узким местом‖ 
для данной детали называется станок, на котором обработка этой 
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деталей занимает наибольшее время); 
4) Обрабатываются вначале детали, у которых суммарное время 
обработки на всех станках максимальное в порядке убывания этого 
времени; 
5) Пятый метод решения этой задачи основан на усреднении 
результатов решения задачи по четырем известным рекомендациям. 
 Каждое из вышеописанных обобщений алгоритма Джонсона в 
определенных условиях имеет свои преимущества и свои недостатки. Каждое 
из этих правил в определенной степени логично. Применение первого из них 
способствует скорейшему вовлечению в обработку второго станка. Второе 
правило позволяет уменьшить конечный простой первого станка. Третье 
правило способствует наиболее быстрому "проскакиванию" к концу 
технологической линии тех деталей, для которых обработка на первом станке 
занимает меньшее время, с тем, чтобы освободить первый станок деталям, 
для которых он является узким местом. К сожалению, эти правила не 
совместимы друг с другом: последовательность обработки, найденная с 
использованием одного из них, не соответствует последовательности, 
полученной по другим правилам. 
 
 2.3 Решение задачи оперативного управления с помощью метода 
Петрова-Соколицына 
 
 Алгоритм, разработанный Петровым и Соколицыным, предполагает 
расчет двух промежуточных сумм и разности. Затем определяется несколько 
последовательностей запуска партий в обработку по следующим правилам: 
1) В порядке убывания первой суммы; 
2) В порядке возрастания второй суммы; 
3) В порядке убывания разности. 
 В зависимости от критерия оптимальности выбирается лучшая 
последовательность. 
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 Принцип работы Алгоритма Петрова-Соколицына. Сначала 
необходимо рассчитать суммы и разность. Сумма 1 – суммарное время 
обработки детали от первого до предпоследнего станка. Сумма 2 – 
суммарное время обработки детали от второго до последнего станка. 
Разность – разница между временем выполнения на последнем и первом 
станке. 
 
Таблица 1 – Исходные данные с рассчитанными суммами и разностью 
 
 
 Сортируем таблицу распределения работ в порядке возрастания 
суммарного времени выполнения от первого до предпоследнего станка. 
 
Таблица 2 – Сортированная таблица по Сумме 1 
 
1 2 3 4
1 14 2 10 1 26 13 -13
2 0 0 5 10 5 15 10
3 5 7 7 12 19 26 7
4 0 14 14 10 28 38 10
5 0 8 11 5 19 24 5
6 9 6 0 3 15 9 -6
7 13 11 4 13 28 28 0
8 2 8 12 3 22 23 1
9 13 8 9 12 30 29 -1
10 0 7 8 8 15 23 8
Детали
Станки
Сумма 1 Сумма 2 Разность
1 2 3 4
2 0 0 5 10 5
6 9 6 0 3 15
10 0 7 8 8 15
3 5 7 7 12 19
5 0 8 11 5 19
8 2 8 12 3 22
1 14 2 10 1 26
4 0 14 14 10 28
7 13 11 4 13 28
9 13 8 9 12 30
Детали
Станки
Сумма 1
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 Далее рассчитываем общую длительность производственного цикла 
для перового случая. В таблице первая строка и первый столбец 
рассчитываются по предыдущей таблице накопительным итогом. Прочие 
ячейки рассчитываются как время выполнения соответствующей работы на 
станке плюс максимальное из двух значений: времени освобождения этого 
станка от предыдущей работы и времени окончания этой работы на 
предыдущем станке. 
 
Таблица 3 – Таблица, показывающая общую длительность 
производственного цикладля первого случая 
 
 
 С помощью полученной таблицы можно построить диаграмму Ганта. 
Длительность производственного цикла в первом случае равна 119.  
 Сортируем таблицу распределения работ в порядкеубывания 
суммарного времени выполнения от второго до последнего станка. 
 
Таблица 4 – Сортированная таблица по Сумме 2 
1 2 3 4
2 0 0 5 15
6 9 15 15 18
10 9 22 30 38
3 14 29 37 50
5 14 37 48 55
8 16 45 60 63
1 30 47 70 71
4 30 61 84 94
7 43 72 88 107
9 56 80 97 119
Детали
Станки
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 Рассчитаем общую длительность производственного цикла для второго 
случая. 
 
Таблица 5 – Таблица, показывающая общую длительность 
производственного цикла для второго случая 
 
  
 Длительность производственного цикла во случае случае равна 105. 
 Сортируем таблицу распределения работ в порядке убывания разницы 
между временем выполнения на последнем и первом станке. 
  
 
Таблица 6 - Сортированная таблица по Разности 
1 2 3 4
4 0 14 14 10 38
9 13 8 9 12 29
7 13 11 4 13 28
3 5 7 7 12 26
5 0 8 11 5 24
8 2 8 12 3 23
10 0 7 8 8 23
2 0 0 5 10 15
1 14 2 10 1 13
6 9 6 0 3 9
Станки
Сумма 2Работа
1 2 3 4
4 0 14 28 38
9 13 22 37 50
7 26 37 41 63
3 31 44 51 75
5 31 52 63 80
8 33 60 75 83
10 33 67 83 91
2 33 67 88 101
1 47 69 98 102
6 56 75 98 105
Детали
Станки
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 Рассчитаем общую длительность производственного цикла для 
третьего случая. 
 
Таблица 7 – Таблица, показывающая общую длительность 
производственного цикла для третьего случая 
 
 
 В третьем случае длительность производственного цикла получилась 
наименьшей – 99 условных единиц.  В результате работы алгоритма Петрова-
Соколицына получается три последовательности запуска деталей в 
производство, из которых выбирается лучшая согласно заданному критерию 
оптимальности, например, минимальная длительность производственного 
1 2 3 4
2 0 0 5 10 10
4 0 14 14 10 10
10 0 7 8 8 8
3 5 7 7 12 7
5 0 8 11 5 5
8 2 8 12 3 1
7 13 11 4 13 0
9 13 8 9 12 -1
6 9 6 0 3 -6
1 14 2 10 1 -13
Работа
Станки
Разность
1 2 3 4
2 0 0 5 15
4 0 14 28 38
10 0 21 36 46
3 5 28 43 58
5 5 36 54 63
8 7 44 66 69
7 20 55 70 83
9 33 63 79 95
6 42 69 79 98
1 56 71 89 99
Детали
Станки
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цикла. Для рассмотренного примера последовательность запуска деталей 
составляет: 2 – 4 – 10 – 3 – 5 – 8 – 7 – 9 – 6 – 1.  
 
 
 
 
 
 
 3 ПРОГРАММНАЯ РЕАЛИЗАЦИЯ МЕТОДОВ ОУ 
 
 3.1 Разработка структуры программного модуля 
 
Приступая к разработке каждой программы, нужно принимать меры 
для ее упрощения. Для этого программу разрабатывают по частям, которые 
называются программными модулями. Такой метод программирования 
называют модульным программированием.  
 Модуль – это самостоятельная часть программы, имеющая 
определенное значение и обеспечивающая заданные функции обработки 
автономно от других программных модулей. Каждый программный модуль 
программируется, компилируется и отлаживается отдельно от других 
модулей программы, и тем самым физически разделен с другими 
программными модулями. Каждый программный модуль может включаться 
в состав разных программ, если выполнены условия его использования, 
описанные в документации по ее использованию. Т.е. хорошо продуманный 
модуль позволяет избежать дублирования в программировании. 
 Построим диаграмму компонентов. Диаграмма компонентовописывает 
особенности физического представления системы. Диаграмма компонентов 
позволяет определить архитектуру разрабатываемой системы, установив 
зависимости между программными компонентами. Компоненты – 
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независимые модули ПО, скрывающие свою реализацию и 
взаимодействующие друг с другом через интерфейсы.Каждый такой модуль 
независим с точки зрения физической организации – его реализация скрыта 
от окружения, все его взаимодействие с окружением происходит по строго 
определенным правилам, а сам он часто оказывается независимым бинарным 
файлом (например, DLL-файлом).Диаграмма компонентов представлена на 
рисунке 8. 
 
 
Рисунок 8 – Структура программного модуля 
 
 Построим диаграмму последовательности для разрабатываемого 
программного модуля. На диаграмме последовательности изображаются 
исключительно те объекты, которые непосредственно участвуют во 
взаимодействии и не показываются возможные статические ассоциации с 
другими объектами. Для диаграммы последовательности ключевым 
моментом является именно динамика взаимодействия объектов во времени. 
При этом диаграмма последовательности имеет как бы два измерения. Одно - 
слева направо в виде вертикальных линий, каждая из которых изображает 
линию жизни отдельного объекта, участвующего во взаимодействии. 
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Графически каждый объект изображается прямоугольником и располагается 
в верхней части своей линии жизни. Внутри прямоугольника записываются 
имя объекта и имя класса, разделенные двоеточием. При этом вся запись 
подчеркивается, что является признаком объекта, который, как известно, 
представляет собой экземпляр класса. Диаграмма последовательности 
представлена на рисунке 9. 
 
 
Рисунок 9 – Диаграмма последовательности  
 
 С помощью диаграммыпоследовательности можно увидеть, как будут 
взаимодействовать элементы разрабатываемой программы в течение времени 
еѐ работы. 
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 3.2 Алгоритмическая и программная реализация методов 
оперативного управления 
 
При разработке данного программного модуля использовался язык 
программирования C# и интегрированная среда разработки программного 
обеспечения MicrosoftVisualStudio. При разработке интерфейса 
пользовательского окна использовались APIWindowsForms. При разработке 
алгоритмов чтения из файлов использовалась библиотека 
Microsoft.Office.Interop.Word. 
Расширяемость данного программного модуля реализована с помощью 
динамически загружаемых библиотек – DLL. Основным направлением 
использования DLL являются всевозможные модули расширения 
функциональности приложений - так называемые plug-in (например, в 
MatLab, Far). Формально DLL - особым образом, оформленный программный 
компонент, доступ к исполняемому коду которого приложение получает в 
момент старта (DLL неявной загрузки) или в момент использования (DLL 
явной и отложенной загрузки). 
DLL не налагает ограничений на используемый язык. Более того, как 
правило, DLL разрабатывается на другом языке программирования, нежели 
тот, который используется при ее загрузке. Логическое представление DLL 
не имеет никаких ограничений. Удобно представлять себе DLL в виде 
сервера, который предлагает дополнительную функциональность вашему 
приложению. Приложения, которые используют данную функциональность, 
являются клиентами DLL. Рисунок 10 показывает процесс взаимодействия 
приложения с DLL. После проецирования DLL на адресное пространство 
вызывающего процесса DLL становится частью этого процесса. Поэтому 
возможен абсолютно безболезненный вызов функций, экспортируемых DLL. 
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Рисунок 10 – Взаимодействие приложения с DLL 
 
 Алгоритм работы 3-го обобщения Джонсона - в обработку запускаются 
сначала детали, у которых ―узкое место‖ находится дальше от начала 
процесса обработки (―узким местом‖ для данной детали называется станок, 
на котором обработка этой деталей занимает наибольшее время). 
 Суть работы алгоритма - нахождение максимума среди столбцов для 
каждой строки исходных данных, при этом в массив сохраняется номер 
строки, значение максимума, номер столбца, в котором находится данный 
максимум. Затем этот массив сортируется и, наконец, просматривается на 
наличие одинаковых значений. В случае нахождения такого значения массив 
еще раз сортируется с учетом столбцов в зонах, где одинаковые значения. 
 На выходе алгоритма имеем одномерный массив с информацией о 
последовательности запуска деталей. Блок-схема алгоритма 3-го обобщения 
Джонсона представлена на рисунках 11, 12, 13.   
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Рисунок 11 – Блок-схема алгоритма 3-го обобщения Джонсона 
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Рисунок 12 – Блок-схема алгоритма 3-го обобщения Джонсона 
45 
 
 
 
Рисунок 13 – Блок-схема алгоритма 3-го обобщения Джонсона 
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 Блок-схема алгоритма чтения из файла представлена на рисунке 14.   
 
 
Рисунок 14 – Блок-схема алгоритма чтения данных из *.xlsx файла 
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 Для расчета исходных данных методом Петрова-Соколицына создаѐтся 
объект класса Petrov_Socolicin. В конструктор этого класса отправляются 
исходные данные в виде двумерного массива, количество строк и количество 
столбцов. Затем вызывается метод расчѐта первой последовательности 
Petrov_SocolicinFirst. С помощью объекта класса GanttTable на основе 
полученной последовательности строится таблица общего времени 
выполнения всего комплекса работ. Значение ячейки последних строки и 
столбца будет итоговым временем выполнения. Его нужно сохранить в 
отдельную переменную result_1 для дальнейшего сравнения с двумя другими 
результатами и определения лучшей последовательности. Подобным образом 
данные обрабатываются для второго и третьего методов расчѐта 
последовательностей c помощью вызовов методов Petrov_SocolicinSecond и 
Petrov_SocolicinThird. Затем, три полученных значения сравниваются для 
выявления лучшей последовательности. На основе итоговой 
последовательности строится диаграмма Ганта с помощью вызова метода 
FillGanttChart.  
 
Petrov_Socolicinptr = newPetrov_Socolicin(_InitialData, rows, cols);             
GanttTable.GanttTablegtt = newGanttTable.GanttTable(_InitialData, 
ptr.Petrov_SocolicinFirst(), rows, cols); 
result_1 = gtt.PrepareGantt()[rows - 1][cols - 1]; 
gtt = newGanttTable.GanttTable(_InitialData, ptr.Petrov_SocolicinSecond(), rows, cols); 
result_2 = gtt.PrepareGantt()[rows - 1][cols - 1]; 
gtt = newGanttTable.GanttTable(_InitialData, ptr.Petrov_SocolicinThird(), rows, cols); 
result_3 = gtt.PrepareGantt()[rows - 1][cols - 1]; 
if (result_1 < result_2 && result_1 < result_3) 
{ 
                label3.Text = "Оптимальнаяп" + ViewSequence(ptr.Petrov_SocolicinFirst(), 
rows); 
label3.Text += "\nДлительность производственного цикла - " + result_1.ToString(); 
                label3.Text += "\nВремя расчёта метода - " + 
timer.ElapsedMilliseconds.ToString() + " мс"; 
FillGanttChart(tableLayoutPanel5, gtt.PrepareGantt(), ptr.Petrov_SocolicinFirst(), rows, 
cols); 
} 
elseif (result_2 < result_3 && result_2 < result_1) 
{ 
                label3.Text = "Оптимальнаяп" + ViewSequence(ptr.Petrov_SocolicinSecond(), 
rows); 
label3.Text += "\nДлительность производственного цикла - " + result_2.ToString(); 
                label3.Text += "\nВремя расчёта метода - " + 
timer.ElapsedMilliseconds.ToString() + " мс"; 
FillGanttChart(tableLayoutPanel5, gtt.PrepareGantt(), ptr.Petrov_SocolicinSecond(), rows, 
cols); 
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} 
else 
{ 
                label3.Text = "Оптимальнаяп" + ViewSequence(ptr.Petrov_SocolicinThird(), 
rows); 
label3.Text += "\nДлительность производственного цикла - " + result_3.ToString(); 
                label3.Text += "\nВремя расчёта метода - " + 
timer.ElapsedMilliseconds.ToString() + " мс"; 
FillGanttChart(tableLayoutPanel5, gtt.PrepareGantt(), ptr.Petrov_SocolicinThird(), rows, 
cols); 
} 
 
Рисунок 15 - Использование классов из библиотеки методов ОУ 
 
 Блок-схема алгоритма метода Петрова-Соколицына представлена на 
рисунках 16, 17.   
 
 
Рисунок 16 – Блок-схема алгоритма метода Петрова-Соколицына 
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Рисунок 17 – Блок-схема алгоритма метода Петрова-Соколицына 
 
 Построим диаграмму последовательности. Диаграмма показывает, 
каким образом реагирует программа на команды пользователя, создавая 
объекты и выполняя операции над данными.Можно увидеть, как будут 
взаимодействовать элементы программы в течение времени еѐ работы. 
Разработанная диаграмма последовательностей приведена на рисунке 18. 
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Рисунок 18 – Диаграмма последовательности 
 
 С помощью встроенного средства построения диаграмм зависимостей в 
среде программирования MicrosoftVisualStudio можно получить диаграмму, 
отражающую зависимости между компонентами разработанной программы. 
На рисунке 19 приведена построенная диаграмма.Диаграммы зависимостей 
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обеспечивают возможность проверить код и увидеть зависимости между 
компонентами программы без поиска строки кода.  
 
 
Рисунок 19 – Диаграмма зависимостейпрограммного модуля 
 
 На диаграмме можно увидеть классы, разработанные в ходе написания 
программы в общем пространстве имѐн GanttChart, а также подключенные 
внешние компоненты. 
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 3.3 Программная реализация модуля построения диаграммы Ганта 
 
 Построим диаграмму классов программного модуля, реализующих 
работу с диаграммой Ганта. 
 Диаграмма классов – диаграмма языка UML, на которой представлена 
совокупность декларативных или статических элементов модели, таких как 
классы с атрибутами и операциями, а также связывающие их отношения. 
Диаграмма классов предназначена для представления статической структуры 
модели системы в терминологии классов объектно-ориентированного 
программирования. При этом диаграмма классов может содержать 
интерфейсы, пакеты, отношения и даже отдельные экземпляры 
классификаторов, такие как объекты и связи. Когда говорят о данной 
диаграмме, имеют в виду статическую структурную модель проектируемой 
системы, т. е. графическое представление таких структурных взаимосвязей 
логической модели системы, которые не зависят от времени[10]. 
  
 
Рисунок 20 – Диаграмма классов, реализующих работу с диаграммой Ганта 
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 Класс GanttChart :UserControl реализует элемент управления, 
визуализирующий диаграмму Ганта. 
 Класс BarInformation содержит данные о конкретной задаче, 
отображаемой на диаграмме Ганта.  
 Класс ChartBar хранит в себе данные о графическом отображении 
полосы на пиксельной сетке.  
 Класс Location содержит в себе информацию о координатах. 
 Класс Header хранит информацию о вертикальных подписях (условное 
время) на диаграмме Ганта. 
 Для отображения диаграммы использовались пространства имен 
System.Drawing.Drawing2D, System.Drawing и System.Drawing.Imaging, 
позволяющие работать с интерфейсом GDI+, отвечающим за рисование 
линий, кривых, отображение шрифтов и обработку палитры на мониторе. 
 GDI — это интерфейс Windows для представления графических 
объектов и передачи их на устройства отображения, такие, как мониторы и 
принтеры. Является одним из трѐх основных компонентов или «подсистем», 
вместе с ядром и WindowsAPI, составляющих пользовательский интерфейс 
(оконный менеджер GDI) MicrosoftWindows. 
 Таблицадля построения диаграммы Ганта строится на основе исходных 
данных, хранящихся в двумерном массиве InitialData и последовательности 
запуска, полученной в результате расчѐта одного из методов и хранящейся в 
одномерном массиве Sequence. Рассчитываем общее время выполнения всего 
комплекса работ. В таблице первая строка и первый столбец рассчитываются 
по предыдущей таблице накопительным итогом.  Прочие ячейки 
рассчитываются как время выполнения соответствующей работы на станке 
плюс максимальное из двух значений: времени освобождения этого станка от 
предыдущей работы и времени окончания этой работы на предыдущем 
станке.  
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Рисунок 21 – Алгоритм расчета таблицы для построения диаграммы Ганта 
 
 Добавление данных о полосах на диаграмму Ганта реализуется с 
помощью метода FillGanttChart. На основе последовательности, таблицы 
исходных данных и таблицы общего времени выполнения всего комплекса 
работ cоставляется список List объектов BarInformation с информацией о 
временных отрезках выполнения работ. Для этого для каждого временного 
отрезка выполнения работ каждой детали на каждом станке нужно считать 
время начала выполнения операции и время еѐ окончания в соответствии с 
последовательностью запуска из таблицы общего времени выполнения всего 
комплекса работ. Затем, каждый временной отрезок следует добавить в класс 
диаграммы Ганта для его последующего отображения в виде полосы. Это 
можно сделать с помощью метода AddChartBar. Алгоритм представлен на 
рисунке 22. Программный код метода приведен в приложении А. 
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Рисунок 22 – Алгоритм добавления данных о полосах на диаграмму Ганта 
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 Построение диаграммы начинается с создание объекта класса 
GanttChart в классе интерфейса основного пользовательского окна 
MainForm.При этом в конструкторе класса создаѐтся объект рисунка 
System.Drawing.ImageBitmapobjBmp и поверхность рисования GDI+ 
objGraphics. 
 
publicGanttChart() 
{ 
objBmp = newBitmap(1920, 1080); 
objGraphics = Graphics.FromImage(objBmp); 
SetStyle(ControlStyles.DoubleBuffer | ControlStyles.UserPaint | 
ControlStyles.AllPaintingInWmPaint, true); 
} 
Рисунок 23 – Конструктор класса GanttChart 
 
С помощью определения виртуального метода OnPaint определим 
способ отображения диаграммы на элементе интерфейса GanttChart. Этот 
виртуальный метод вызывается при возникновении события, требующего 
перерисовать элемент интерфейса GanttChart в форме.  
 
protectedoverridevoidOnPaint(PaintEventArgs e) 
{ 
base.OnPaint(e); 
PaintChart(e.Graphics); 
} 
 
Рисунок 24 – Виртуальный метод OnPaint 
 
При возникновении этого события вызывается метод PaintChart, 
определяющий способы отображения частей диаграммы. 
 
privatevoidPaintChart(Graphicsgfx) 
{ 
gfx.Clear(BackColor); //очищаем поверхность рисования 
DrawHeader(gfx, null); //рисуем верхние подписи 
DrawNetHorizontal(gfx); //рисуем горизонтальную сетку 
DrawNetVertical(gfx); //рисуем вертикальную сетку 
DrawBars(gfx); //рисуем полоски на диаграмме 
objBmp = newBitmap(Width - barStartRight, lastLineStop); // обновляем рисунок и 
поверхность рисования 
objGraphics = Graphics.FromImage(objBmp); 
} 
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Рисунок 25 –МетодPaintChart 
С помощью определения виртуального метода OnResize определим 
способ изменения размеров диаграммы на элементе интерфейса GanttChart. 
Этот виртуальный метод вызывается при возникновении события, 
сообщающего о изменении размеров элемента интерфейса GanttChart и 
требует его перерисовки в соответствии с новыми размерами. 
 
protectedoverridevoidOnResize(EventArgs e) 
{ 
base.OnResize(e); 
scrollPosition = 0; 
if (lastLineStop> 0) 
            { 
objBmp = newBitmap(Width - barStartRight, lastLineStop); 
//определениеновыхразмероврисункаSystem.Drawing.Image 
objGraphics = Graphics.FromImage(objBmp); //обновлениеповерхностирисованияновымрисунком 
} 
PaintChart(); 
} 
 
Рисунок 26– Виртуальный метод OnResize 
 
 При вызове метода DrawBars из методаPaintChart начинается рисование 
полос, составляющих диаграмму Ганта. Данные о полосах хранятся в списке 
List в виде массива объектов класса ChartBarData. В методе вначале 
определяется количество пискселей на одну единицу времени, затем, для 
каждой из полос определяются координаты прямоугольника для его 
отображения на поверхности для рисования в соответствии с полями из 
объекта класса ChartBarData, такими, как Text (текст, отображаемый на 
полосе), Number (номер полосы), StartValue (начальное значение времени), 
EndValue (конечное значение времени), Color (цвет полосы) иRowIndex 
(номер строки для отображения полосы). Затем, с помощью методов GDI+ 
DrawRectangle и FillRectangle отображается ограничивающий прямоугольник 
и закрашивается цветом полосы. Далее измеряются размеры строки для 
отображения на полосе (строка состоит из подстрок Text и Number). Если 
строка не помещается в ограничивающий прямоугольник, отображается 
58 
 
только номер полосы Number. В противном случае отображаются строки 
Textи Number. В конце работы алгоритма отображаются подписи строк 
диаграммы в соответствии с их номерами. При отображении текстовых строк 
на поверхности рисования GDI+ используется метод DrawString. Для 
измерения размеров строки используется метод MeasureString.Код, 
реализующий данный метод, приведен в приложении Б. 
 Методы DrawNetVertical и DrawNetHorizontal отвечают за отображение 
линейной сетки на диаграмме, в соответствии с отображенной сеткой вверху 
диаграммы с помощью метода DrawHeader отображаются подписи значений 
интервалов вертикальной сетки. 
 
 3.4 Применение программного модуля при решении задачи 
оперативного управления 
 
 Опишем интерфейс программы. Вид главного пользовательского окна 
представлен на рисунке 27. 
 
 
Рисунок 27 – Главное пользовательское окно 
 
 Вид пользовательского окна на вкладке «Случайное 
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заполнение»представлен на рисунке 28. 
 
 
Рисунок 28 – Главное пользовательское окно 
 
 Вид пользовательского окна на вкладке «Обобщения 
Джонсона»представлен на рисунке 29. 
 
 
Рисунок 29 – Пользовательское окнона вкладке «Обобщения Джонсона» 
 
1 – строка вида расчета данных; 
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2 – строка основного меню; 
3 – область вывода информации о добавленных файлах; 
4 – область вывода таблицы исходных данных; 
 5 – строка выбора исходных данных; 
6 – ползунок для регулирования масштаба диаграммы Ганта; 
7 – результаты расчѐта выбранного метода; 
 8 – кнопка выбора обобщения Джонсона;   
 9 – диаграмма Ганта для выбранного метода. 
 
 Инструкция пользователя: 
1 Запустите программу; 
2 С помощью пункта меню (область 1 пользовательского окна) выбрать 
нужный пункт «Заполнение из файла» или «Случайное заполнение»; 
3 В случае выбора «Заполнение из файла», нажать на кнопку «Добавить 
файл» в области 3, затемвыберите соответствующий файл для работы с 
ним в программе. Далее нажмите на кнопку «Считать данные», 
появится всплывающее окно «Файл считан». При необходимости 
можно повторно выбрать файл; 
4 В случае выбора «Случайное заполнение» с помощью ползунков в 
области 5 задайте исходные данные; 
5 Нажмите на одну из кнопок «Расчѐт» в области 1 в зависимости от 
выбранного заполнения данных; 
6 Перейдите на вкладки методов ОУ в области 2.  
 
 Проведем тестирование программы, используя документ формата .xlsx. 
Добавим документ в программу и считаем данные.  
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Рисунок 30 – Главное пользовательское окно 
 
 После успешного считывания данных нажимаем на кнопку «Расчѐт 
(данные из файла)» и переходим во вкладку «Метод Петрова-Соколицына»  
 
 
Рисунок 31 – Окно метода Петрова-Соколицына 
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 В пользовательском окне можно найти информацию по расчѐту метода 
(оптимальная последовательность и т.д.), диаграмму Ганта с ползунком для 
масштабирования. Попробуем изменить масштаб диаграммы Ганта. На 
рисунке 31 представлено пользовательское окно на вкладке метода Петрова-
Соколицына. 
 
 
Рисунок 32 – Окно метода Петрова-Соколицына 
 
 Проведѐм исследование эффективности методов ОУ с исходными 
данными: 6 станков, 6 деталей. Каждым реализованным методом ОУ было 
рассчитано по 50 технологических процессов следующих типов: 
1) С малым временем технологической обработки (от 1 до 10 условных 
единиц); 
2) С длительным временемтехнологической обработки (от 10 до 100 
условных единиц); 
3) С комбинированным временем технологической обработки (от 1 до 
100 условных единиц); 
 Гистограмма, показывающая среднее время длительности 
технологического цикла при малом времени технологической обработки для 
каждого метода, представлена на рисунке 33.   
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Рисунок 33 – Гистограмма, показывающая среднее время длительности 
технологического цикла  
 
 Гистограмма, показывающая среднее время длительности 
технологического цикла придлительном времени технологической обработки 
для каждого метода, представлена рисунке на 34.   
 
 
Рисунок 34 –– Гистограмма, показывающая среднее время длительности 
технологического цикла  
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 Гистограмма, показывающая среднее время длительности 
технологического цикла при комбинированном времени технологической 
обработки для каждого метода, представлена на рисунке 35.   
 
 
Рисунок 35 –– Гистограмма, показывающая среднее время длительности 
технологического цикла  
 
 Исходя из полученных данных, можно сделать вывод, что по критерию 
оптимальности – минимизация длительности технологического цикла, самым 
эффективным методом ОУ является метод Петрова-Соколицына. Но этот 
метод не так эффективен по другим критериям оптимальности, например, 
минимизации простоя станков.  
 Обобщения Джонсона эффективней по другимкритериям 
оптимальности. Применение первого из них способствует скорейшему 
вовлечению в обработку второго станка. Второе правило позволяет 
уменьшить конечный простой первого станка.Третье правило способствует 
наиболее быстрому "проскакиванию" к концу технологической линии тех 
деталей, для которых обработка на первом станке занимает меньшее время, с 
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тем, чтобы освободить первый станок деталям, для которых он является 
узким местом. 
 На рисунке 36 представлено пользовательское окно с диаграммой 
Ганта рассчитанной по методу Петрова-Соколицына.  
 
 
Рисунок 36 –– Окно метода Петрова-Соколицына 
 
 По диаграмме Ганта видно, что после обработки 4 детали происходит 
простой на станках со 2 по 6. Посмотрим на диаграмму Ганта, рассчитанную 
с помощью пятого обобщения Джонсона. На рисунке 37представлено 
пользовательское окно с диаграммой Ганта рассчитанной по пятому 
Обобщению Джонсона.  
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Рисунок 37 –– Окно обобщений Джонсона 
 
 На рисунке 37 видно, что простой станков значительно меньше, но 
время длительности технологического цикла больше.  
 Таким образом, обобщения Джонсонаэффективней для минимизации 
простоя станков, но длительность технологического цикла в таком случае 
возрастает.   
 По времени расчѐта методов при малом количестве деталей (до 10) все 
методы примерно одинаковы – от 4 до 15 мс. При большом количестве 
деталей (до 100) эффективней Метод Петрова-Соколицына – от 15 до 50 мс. 
При большом количестве деталей время расчѐта обобщений Джонсона 
больше 50 мс. 
 К сожалению, эти методы не совместимы друг с другом: 
последовательность, полученная по одному критерию оптимальности, не 
соответствует последовательностям, полученным по другим критерием 
оптимальности. От выбранного критерия оптимальности напрямую зависит 
план запуска деталей в обработку и преимущества и недостатки, получаемые 
при выборе данного критерия. 
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ЗАКЛЮЧЕНИЕ 
 
 Составление оперативно-календарного плана запуска деталей для 
производственных цехов, участков является сложной трудоемкой работой, 
требующей предварительного анализа условий производства в каждом цехе. 
В современных условиях задачи ОУ должны решаться только с 
использованием производственных исполнительных систем – MES-систем.  
В ВКР разработана библиотека методов ОУ в рамках программного 
модуля, который может быть встроен в информационную систему 
управления производством на цеховом уровне. Реализованный программный 
модуль имеет открытую архитектуру, что позволяет проанализировать и 
адаптировать любой из методов библиотеки ОУ к условиям конкретного 
производства. Использование DLL при реализации методов оперативно-
календарного планирования позволяет расширять библиотеку, оценивать 
эффективность решения задач ОУ заданного класса. Для оценки результатов 
оперативно-календарного планирования разработан модуль визуализации с 
применением диаграммы Ганта, позволяющее оценить время выполнения 
производственных задач. 
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СПИСОК СОКРАЩЕНИЙ 
 
 ОУ – оперативное управление 
 MES–ManufacturingExecutionSystem 
 АСУ ТП – автоматизированная система управления технологическим 
процессом 
 OLAP – Onlineanalyticalprocessing 
 ERP – EnterpriseResourcePlanning 
 APS – AdvancedPlanning&Scheduling 
 SCADA – SupervisoryControlandDataAcquisition 
 ГА – генетические алгоритмы 
 ПО – программное обеспечение 
 DLL –Dynamic Link Library 
 GDI – Graphics Device Interface 
 UML – UnifiedModelingLanguage 
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ПРИЛОЖЕНИЕ А 
 
Добавление данных в класс диаграммы Ганта 
 
publicvoidFillGanttChart(TableLayoutPaneltlp, List<List<int>>GanttData, List<int> 
Sequence, int rows, int cols) 
        { 
intstarttime = 0, starttime_a = 0, endtime = GanttData[rows-1][cols-1], detail = 0; 
stringdetail_num = string.Empty; 
 
tlp.Controls.Clear(); 
GanttChart ganttChart1; 
            ganttChart1 = newGanttChart(); 
            ganttChart1.AllowChange = false; 
            ganttChart1.Dock = DockStyle.Fill; 
            ganttChart1.FromDate = 0; 
            ganttChart1.ToDate = endtime; 
tlp.Controls.Add(ganttChart1, 0, 0); 
 
List<BarInformation> lst1 = newList<BarInformation>(); 
 
for (inti = 0; i< cols; i++) 
            { 
if (i == 0) 
                { 
starttime = 0; 
                } 
else 
                { 
starttime = GanttData[0][i - 1]; 
                } 
endtime = GanttData[0][i]; 
 
if (endtime - starttime> 0) 
                { 
                    detail = Sequence[0];                     
Colordetail_color = ChooseBarColor(detail); 
                    lst1.Add(newBarInformation("Станок " + (i + 1).ToString(), starttime, 
endtime, detail_color, detail_color, i, detail.ToString())); 
                } 
            } 
for (inti = 0; i< rows; i++) 
            { 
if (i == 0) 
                { 
starttime = 0; 
                } 
else 
                { 
starttime = GanttData[i - 1][0]; 
                } 
endtime = GanttData[i][0]; 
if (endtime - starttime> 0) 
                {                    
                    detail = Sequence[i];  
Colordetail_color = ChooseBarColor(detail); 
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                    lst1.Add(newBarInformation("Станок 1", starttime, endtime, 
detail_color, detail_color, 0, detail.ToString())); 
                } 
            } 
for (inti = 1; i< rows; i++) 
            { 
for (int j = 1; j < cols; j++) 
                { 
starttime = GanttData[i][j - 1]; 
starttime_a = GanttData[i - 1][j]; 
 
if (starttime_a>starttime) 
                    { 
starttime = starttime_a; 
                    } 
endtime = GanttData[i][j]; 
 
if (endtime - starttime> 0) 
                    {                      
                        detail = Sequence[i];  
Colordetail_color = ChooseBarColor(detail); 
                        lst1.Add(newBarInformation("Станок " + (j + 1).ToString(), 
starttime, endtime, detail_color, detail_color, j, detail.ToString())); 
                    } 
                } 
            } 
foreach (BarInformation bar in lst1) 
            { 
                ganttChart1.AddChartBar(bar.RowText, bar, bar.FromTime, bar.ToTime, 
bar.Color, bar.HoverColor, bar.Index, bar.Number); 
} 
        } 
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ПРИЛОЖЕНИЕ Б 
 
Метод отображения полосы на диаграмме Ганта 
 
privatevoidDrawBars(Graphicsgrfx, boolignoreScrollAndMousePosition = false) 
        { 
if (shownHeaderList == null) 
return; 
if (shownHeaderList.Count == 0) 
return; 
 
intindex = 0;             
//определяем количество пискселей на одну единицу времени 
intminutesBetween = shownHeaderList[1].Time - shownHeaderList[0].Time; 
dynamicwidthBetween = (shownHeaderList[1].StartLocation - 
shownHeaderList[0].StartLocation); 
floatperMinute = (float)widthBetween / (float)minutesBetween; 
//рисуемполоскинадиаграмме 
foreach (ChartBarDate bar in bars) 
            { 
                index = bar.RowIndex; 
intstartLocation = 0; 
int width = 0; 
intstartMinutes = 0; 
intstartTimeSpan = 0; 
intlengthMinutes = 0;                 
intlengthTimeSpan = 0;                
 
// расчётположенияполоскинадиаграмме 
startTimeSpan = bar.StartValue - FromDate; 
startMinutes = startTimeSpan; 
// расчёт положения полоски на поверхности рисования 
startLocation = (int)(perMinute * startMinutes); 
intendValue = bar.EndValue;  
lengthTimeSpan = endValue - bar.StartValue; 
lengthMinutes = lengthTimeSpan; 
                width = (int)(perMinute * lengthMinutes); 
                // расчёткоординатпрямоугольника 
int a = barStartLeft + startLocation; 
int b = barStartTop + (barHeight * (index - scrollPos)) + (barSpace * (index - 
scrollPos)) + 2; 
int c = width; 
int d = barHeight; 
 
if (c == 0) 
c = 1; 
// полоска не должна отображаться на подписях строк 
if (a - barStartLeft< 0) 
                { 
                    a = barStartLeft; 
} 
Colorcolor = default(Color);                 
// определяем точки, составляющие прямоугольник 
bar.TopLocation.Left = newPoint(a, b); 
bar.TopLocation.Right = newPoint(a + c, b); 
bar.BottomLocation.Left = newPoint(a, b + d); 
bar.BottomLocation.Right = newPoint(a, b + d); 
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LinearGradientBrushobBrush = default(LinearGradientBrush); 
                // определяемобъект «прямоугольник» 
RectangleobRect = newRectangle(a, b, c, d); 
 
if ((index >= scrollPos& index <barsViewable + scrollPos) | ignoreScrollAndMousePosition 
== true) 
{ 
// определяем кисть, закрашивающую прямоугольник линейным градиентом 
obBrush = newLinearGradientBrush(obRect, color, Color.Gray, LinearGradientMode.Vertical); 
// рисуем ограничивающий прямоугольник и закрашиваем его 
grfx.DrawRectangle(Pens.Black, obRect); 
grfx.FillRectangle(obBrush, obRect);  
// параметрыотображениястрок 
StringFormat sf = newStringFormat(); 
sf.Alignment = StringAlignment.Center; 
sf.LineAlignment = StringAlignment.Center; 
 
SizeF size = grfx.MeasureString("Деталь " + bar.Number, newFont("Segoe UI", 9, 
FontStyle.Bold)); // размертекста 
// рисуем только номер или всю строку 
if ((int)size.Width<obRect.Width - 4) 
                    { 
grfx.DrawString("Деталь " + bar.Number, newFont("Segoe UI", 9, FontStyle.Bold), 
Brushes.White, obRect, sf); 
                    } 
else 
                    { 
grfx.DrawString(bar.Number, newFont("Segoe UI", 9, FontStyle.Bold), Brushes.White, 
obRect, sf); 
                    }   
 
// отображениеподписистроки 
grfx.DrawString(bar.Text, rowTextFont, Brushes.Black, 0, barStartTop + (barHeight * 
(index - scrollPos)) + (barSpace * (index - scrollPos))); 
 
obBrush = null; 
obRect = Rectangle.Empty; 
obBrush = null; 
                } 
                color = Color.Empty; 
} 
        } 
 
 
