Abstract : A heat exchanger controlled by manipulating flow rates is widely used and there often exist unknown disturbance flows in the system. If we approximate the distributed parameter system to a lumped parameter system by means of Method of Weighted Residuals (MWR) and apply a controller to depress the disturbance influence, we must take the following three points into account: (a) the system has bilinear terms with respect to not only the input but also the unknown disturbance, (b) we cannot observe the state vector directly because the components are generalized Fourier coefficients so they are not physical quantities, and (c) we must rely on estimators to obtain the internal temperature accurately due to the heat exchanger structure. In this paper, we consider H ∞ control problems for such a bilinear system and design a bilinear H ∞ controller using a bilinear observer. As a bilinear observer, we use "a bilinear disturbance isolation observer (DIO)" which is an extension of a previous work. The performance of this observer-based H ∞ controller is evaluated with several simulations and experiments.
Introduction
A heat exchanger controlled by manipulating flow rates is widely used. However, there often exist unknown disturbance flows in the system. Then, we must control the distributed temperature by using input flow rates under unknown disturbance flows. In order to simplify the problem, if we reduce this distributed parameter system to a lumped parameter system by means of method of weighted residuals (MWR) [1] - [4] , then we must treat the system with the following three features:
(a) The system has bilinear terms with respect to not only the input but also the unknown disturbance.
(b) The state vector is composed of generalized Fourier coefficients and they are not physical quantities. That is, we cannot observe it directly.
(c) We cannot measure the temperature except for at several discrete points, usually only at the inlet and/or the outlet, due to the heat exchanger structure. That is, to obtain the internal temperature distribution, we must rely on an appropriate estimator.
Conventionally, for the feature (a), bilinear terms were linearized by assuming that the disturbance flow rates were very small. However, to obtain a good performance for a large disturbance, we should consider the feature (a) explicitly. In this case, features (b) and (c) consequently require an accurate bilinear observer to cope with the feature (a). H ∞ control is an effective control law to depress the disturbance influence. So far, bilinear H ∞ control were studied [3] , [5] - [7] based on linear H ∞ control [8] - [10] and nonlinear H ∞ control [11] , [12] . Recently, bilinear H ∞ control problems were investigated by means of either state-dependent Riccati equation (SDRE) or state-dependent Riccati inequality (SDRI) since a bilinear term can be regarded as one term in a state-dependent coefficient (SDC) form if the nonlinear system can be represented in the SDC form [13] - [20] . However the solution of SDRE used commonly to satisfy Hamilton-Jacobi equation (HJE) has the problem that we cannot obtain a Lyapunov function directly from this solution [16] (Remark 3.1). Moreover, "the observer" of H ∞ output feedback controller estimates the state assuming that the worst disturbance is applied to the system. In other words, controllers of this type are designed based on the minimax (worst case) strategy [9] . Therefore, the estimation accuracy of this observer is not so good, furthermore this observer gain and/or this feedback gain often become very large [20] .
Bilinear observers [4] , [21] , [22] and disturbance decoupling bilinear observers [23] , [24] , etc. were designed for bilinear systems. However, bilinear disturbances are not considered in these observers. Therefore, we cannot apply them to bilinear systems with the feature (a) directly.
In this paper, we consider the H ∞ control problem for bilinear systems with features (a)-(c) and consider a bilinear H ∞ controller using a bilinear observer. For the bilinear observer, we use "a bilinear disturbance isolation observer (DIO)". The "DIO" was originally designed for a decentralized linear control system to investigate the observability, and can reconstruct the state exactly under unknown actions of other stations [25] . To show the convergence condition of this observer-based H ∞ controller, we show a theorem where the solution of an SDRE gives a Lyapunov function directly. Finally, the performance is shown by simulations and experiments.
The paper is organized as follows. In Section 2, we design a generalized plant of a heat exchanger system. In Section 3, we construct a bilinear DIO for a general bilinear system by applying a similar transformation, and give a bounded convergence theorem for this observer. In Section 4, we derive a bilinear H ∞ controller combined with the bilinear DIO. In Section 5, the performance of this observer-based H ∞ controller is evaluated with several simulations and experiments. The conclusion is given in Section 6.
Generalized Plant of a Heat Exchanger

Modeling of a Heat Exchanger
If we model a parallel heat exchanger system (Fig. 1 ) by using MWR [1] - [4] , the equation around a steady state is described as (HEX) :
where ω, u∈R. η∈R 2N and Δθ∈R 2 are given as
In For this system, our target is to keep Δθ 1 (t, l 1 ) = 0 or Δθ 2 (t, l 2 ) = 0, or both of them at a target distance point under the unknown disturbance ω by using the input u. Note that the system is bilinear with respect to not only the input but also the unknown disturbance. Figure 2 shows a generalized plant to apply H ∞ control to (HEX). The controlled output vector z 1 is defined to evaluate the controlled temperature vector Δθ(t, l z ) at the target distance
Design of Generalized Plant
T , the measured output vector y is equal to the measured temperature vector Δθ(t, l y ) at the measure distance l y = [l 1y l 2y ]
T . In order to depress the gain z 1 /ω efficiently at desired frequencies, the weight transfer function W(s) is installed before z 1 . That is, in the frequency domain, we have
where z 1 ∈R 2 and 
W(s)
In order to satisfy the orthogonal condition (in section 4.1), the controlled output z 2 is defined as follows:
(HEX), (2) and (3) are summarized as follows:
(GHEX) :
where
Bilinear Disturbance Isolation Observer
In this section, we propose a bilinear observer to reduce the estimation error due to the bilinear disturbance. This observer design is based on the similar transformation of [25] and we name it "a bilinear DIO".
Similar System
Here, we consider the following general bilinear system:
where x∈R n is the state vector, y∈R m is the measured output
T ∈R r ω is the disturbance vector, and
T ∈R r u is the input vector. B ω (x) and B u (x) are defined as
Then, the following equations are satisfied:
Hypothesis 3.1 For (BLS), it is assumed that 1. All system parameters are already known. 2. ω are bounded. That is, there is positive value ω B such that ω ≤ ω B . 3. B ω is a full rank matrix, and rankC y B ω = rankB ω = r ω .
Then, by using the similar procedure given in [25] , we can transform (BLS) to the following two subsystems by using nonsingular matrices Tx∈R n×n and Tȳ∈R m×m :
• Subsystem 1:
• Subsystem 2:
andM
Note that the state vectorx 1 of subsystem 1 can be given directly from the outputȳ 1 and the linear term of ω dose not appear in subsystem 2.
Design of Bilinear DIO
If the estimated variables of x andx 2 are defined asx andx 2 respectively, we can design the following bilinear observer for subsystem 2:
(BDIO) :
where L is the observer gain and a constant matrix. This observer is named "a bilinear DIO". The error vectors e = x −x andē 2 =x 2 −x 2 have the following relation:
(16) means that we just need the estimation ofx 2 .
Next, we derive a bounded convergence theorem for this observer. First, we define ΔY(u(t),x(t),x(t)) and ΔY sub (u(t),x(t)): (18) where Y(u(t),x(t)) is a symmetric positive definite matrix given in the next theorem, β and λ are appropriate positive numbers.
Theorem 3.1 If (i) Y(u(t),x(t))
satisfies the following SDRE for the trajectory u(t) andx(t), and a positive number ε e :
and (ii) this Y(u,x) satisfies the following inequality:
then the error vectorē 2 will be bounded. Proof Here, we define a candidate Lyapunov function as
The time derivative of V e iṡ
If ΔY(u,x,x) < 0 is satisfied,V e can be expressed in the following inequality:
Note 1 ε e in (SDRE−Y) is added to give a tolerance to ΔY(u,x,x) andV e . Note 2 We use Theorem 3.1 as follows:
• Observer Design One strategy to design observer gain L is to select a matrix L such that the matrixĀ 22 − LCȳ 2 + M 22u u + 1 2 λ 2 I becomes a stable matrix for a wide range of u∈R r u .
• Boundedness Check
To check the boundedness of the estimation error, we make simulations for various situations. If solution Y(u,x) of (SDRE−Y) satisfies condition ΔY(u,x,x) < 0 for them, we use the observer in the real system.
Bilinear H ∞ Controller
In this section, we consider the bilinear H ∞ controller combined with a bilinear DIO.
Formulation
Now we define the generalized plant of (BLS) as follows:
(GBLS) :
where z∈R p is the controlled output vector. Note that (GBLS) is obtained by combining (BLS) with z. 
||υ|| is the Euclidean norm
2. ||υ|| Q is the weighted norm υ T Qυ, where Q is a symmetric positive definite matrix. 3. || f || 2 is the norm of the space of square integrable signals L 2 , and is defined as follows:
4. f ∈ L 2ρ means f ∈ L 2 and || f (t)|| < ρ for all t ∈ [0, ∞).
Hypothesis 4.1 For (GBLS)
, we assume that the following orthogonal condition is satisfied:
From Hypothesis 4.1 we can derive the following equation:
Bilinear H ∞ Controller using Bilinear DIO
In this subsection, for (GBLS) with (BDIO), we derive a bilinear H ∞ controller. First, we define ΔX(x(t)) and ΔX sub (x(t)):
where X(x(t)) is a symmetric positive definite matrix given in the next theorem; α, μ u and μ ω are appropriate positive numbers.
Theorem 4.1 If (i) X(x(t)) satisfies the following SDRE for a positive number ε x and anyx ( o):
(SDRE−X) :
(ii) a symmetric positive definite matrix Y(u(t),x(t)) satisfies the following SDRE for a positive number ε e :
and (iii) these X(x) and Y(u,x) satisfy the following inequality:
then the controller
guarantees the internal stability of (GBLS, BDIO) and satisfies the following conditional equation under x(0) = o,x 2 (0) = o and sufficiently small ρ > 0:
where γ = α 2 + β 2 .
Proof First, we consider the following function:
The system equation of (GBLS) can be rewritten by e = x −x asẋ
Using (28) and u = −B T u (x)X(x)x, the time derivative of V x is given aṡ
Here, a candidate Lyapunov function V is defined by the addition to (36) of (21) as follows:
By combining (38) with (22) and using (33), the time derivative of V can be expressed as follows:
Y(u,x) . (40)
Internal Stability Here, we show the internal stability. If ω ≡ o and ΔU(t) < 0, we can derive the following inequality from (40):
Since V is bounded below, we have
Therefore each term of (41) approaches 0 for t → ∞. This means the following:
Therefore (GBLS, BDIO) is internally stable.
Disturbance Robustness
Next, we will show (35). When ω o and ΔU(t) < 0, (40) can be simplified as follows:
If x(0) = o,x 2 (0) = o and ω ∈ L 2ρ , then x(t) andx 2 (t) will stay in the neighborhood of the origin for sufficiently small ρ from (41). Since ω ∈ L 2ρ means ω → o, we have x → o andx 2 → o for t → ∞ by Theorem A.1. Then integrating both sides of (44
Therefore, we have
Note 3 ε x in (SDRE−X) is added to give a tolerance to ΔX(x) andV x . Note 4 We use Theorem 4.1 as follows:
To check the stability, we make simulations for various situations. If solutions X(x) and Y(u,x) of (SDRE−X) and (SDRE−Y) satisfy condition ΔU < 0 for them, we use the controller in the real system. Figure 3 shows the experimental heat exchanger used in this paper. At first, the heat changer is kept in the following steady state using constant flow rates F 1s = 5.18[ /min] and F 2s = 3.02[ /min] for the 1st and the 2nd fluids, respectively:
Simulation and Experiment
• The 1st fluid (cool water):
• The 2nd fluid (hot water):
The dimensionless time is t = τ/34.9 for the real time τ [sec] . The sampling time is δt = 0.1/34.9. The 1st flow rate and the 2nd one are F 1 (τ) = F 1s (1 + ω(τ)) and F 2 (τ) = F 2s (1 + u(τ)) for the unknown disturbance ω(τ) and the input u(τ), respectively.
The control purpose is to keep θ 2 (τ, 1) = 38.94[
• C] for any τ under ω(τ) by manipulating u(τ). We use N = 3, α = 2, μ u = 0.3, μ ω = 0.4, ε x = 0.0001, and select only Δθ 2 (τ, 1) as the controlled temperature Δθ(τ, l z ). Since Δθ 2 (τ, 1) can be measured directly, we need not to estimate x W . So we design a bilinear DIO only for η of (HEX). We use two kinds of frequency weights for W(s):
whereW 1 is determined through trial and error, andW 2 is used in order to show the extent of the sufficiency of condition ΔU < 0. The state vector is given as
Then each matrix is given numerically as follows: Fig. 3 Experimental heat exchanger. 
For this system, we used the following observer gain:
We solve (SDRE−Y) and check ΔU < 0 in simulations. We use β = 1, λ = 1, ε e = 0.001 for W 1 and ε e = 0.1 for W 2 .
To evaluate the performance of our observer-based H ∞ controller, PD controllers with the following three kinds of gain 
Controller Performance Simulation Results
• Figure 4 shows the applied disturbance where ω(τ) = 0.13 sin(0.1τ).
• Figure 5 shows ΔU under H ∞ control with W 1 (s) and W 2 (s). For W 1 , ΔU < 0 was satisfied. For W 2 , ΔU < 0 was not entirely satisfied.
• Figures 6 and 7 show performance comparison of H ∞ control and PD control. In the non-control case of The most effective controller among them is the observer-based H ∞ controller for W 1 . (We used a low-pass filter for all PD controllers to depress the measurement noise. This may be the cause of the different results from the simulations.)
• Figures 10 and 11 show an input comparison of H ∞ control and PD control. From these, we can see that this observer-based H ∞ controller responds more quickly than PD controllers and its input is much smoother than one of PD controllers.
Observer Performance
• Figures 12 and 13 show estimation results of the internal temperature at l 2 = 0.55 by the observer for No control and H ∞ control with W 1 . The dark line is the actual temperature and the gray line is the estimated temperature. In Fig. 12 , we can see that this observer works accurately under the unknown disturbance. In Fig. 13 , we can see that this observer works fairly accurately under both the unknown disturbance and the input.
• The estimation of the outlet temperature at l 2 = 1 by the observer had very small errors. Since lines almost overlapped, we cannot distinguish the estimated temperatures from real ones in Figs. 6 and 8.
Conclusion
In this paper, we considered H ∞ control problems for a system that has bilinear terms with respect to not only the input but also the unknown disturbance. We constructed "a bilinear disturbance isolation observer (DIO)", derived a bilinear H ∞ controller combined with this observer, and applied the observerbased H ∞ controller to a heat exchanger. The performance of the observer-based H ∞ controller was evaluated with several simulations and experiments. In this stage, we cannot use Theorems 3.1 and 4.1 to design the observer and the controller directly because the conditions (20) and (33) contain x,x, andx 2 that we cannot measure in real application. Our next step is to solve this problem.
