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Abstract Recently Sparse Representation (or coding) based Classification (SRC) has
gained great success in face recognition. In SRC, the testing image is expected to be
best represented as a sparse linear combination of training images from the same
class, and the representation fidelity is measured by the `2-norm or `1-norm of the
coding residual. However, SRC emphasizes the sparsity too much and overlooks the
spatial information during local feature encoding process which has been demon-
strated to be critical in real-world face recognition problems. Besides, some work
considers the spatial information but overlooks the different discriminative ability in
different face regions. In this paper, we propose to weight spatial locations based on
their discriminative abilities in sparse coding for robust face recognition. Specifically,
we learn the weights at face locations according to the information entropy in each
face region, so as to highlight locations in face images that are important for classi-
fication. Furthermore, in order to construct a robust weights to fully exploit structure
information of each face region, we employed external data to learn the weights,
which can cover all possible face image variants of different persons, so the robust-
ness of obtained weights can be guaranteed. Finally, we consider the group structure
of training images (i.e. those from the same subject) and added an `2,1-norm (group
Lasso) constraint upon the formulation, which enforcing the sparsity at the group
level. Extensive experiments on three benchmark face datasets demonstrate that our
proposed method is much more robust and effective than baseline methods in dealing
with face occlusion, corruption, lighting and expression changes, etc.
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2 Zhang et al.
1 Introduction
Face recognition has received continuous attentions for several decades as it is an
important topic in computer vision. Numerous methods have been proposed to trans-
form face image data to a lower dimensional feature space for recognition, such as
Eigenfaces [2], Fisherfaces [2], locality preserving projection (LPP) [8] and Lapla-
cianfaces [9]. Moreover, to deal with practical face recognition problems, LBP [1]
and its variants were used to deal with illumination changes. Although much progress
have been made, robust face recognition remains a very challenging task, since real-
world face images contain noisy background cluster and are typically with significant
lighting, expression, pose, etc. variations.
Representation based face recognition methods have been recently proposed for
robust face recognition [19, 6, 21, 13]. One typical example is the sparse represen-
tation based representation (SRC) scheme [19], which converts the query face image
into a sparse linear combinations of training images with illumination, etc. variations.
By imposing an `1-norm constraint on the resulting coefficients, SRC achieved very
promising results on face recognition, but it needs much computational cost. Zhang et
al. [24] then proposed to use the `2-norm to regularize the representation coefficients
which achieves similar accuracy to SRC but with significantly less computational
cost.
One major computational problem of sparse coding is to improve the quality of
the sparse representation while maximally preserving the signal fidelity. To achieve
this goal, many works have been proposed to modify the sparsity constraint. For
example, Yang et al. [20] proposed to use robust sparse coding along with max pool-
ing for image classification and achieved good performance over traditional k-means
clustering based method. Liu et al. [11] added nonnegative constrain to the sparse co-
efficients. Wang et al. [17] used locality constraints during the sparse coding process
to speed up computation and coding efficiency. To maintain similarity, Gao et al. [5]
introduced a Laplacian term of coefficients in sparse coding, which was extended to
an efficient algorithm in Cai et al. [25]. In addition, Ramirez et al. [15] proposed a
framework of universal sparse modeling to design sparsity regularization terms. The
Bayesian methods were also used for designing the sparsity regularization terms [10].
The above developments of sparsity regularization term improve the sparse repre-
sentation in different aspects; However, to the best of our knowledge, little work has
been done on improving the fidelity term except those in [18, 19, 21, 22]. In [18, 19],
the `1-norm was used to define the coding fidelity. In [21, 22], they design the signal
fidelity term as an maximum likelihood (MLE) estimation or maximum a posterior
(MAP) estimation, which minimizes some function (associated with the distribution
of the coding residuals) of the coding residuals. In fact, the fidelity term has a high
impact on the final coding results because it ensures that the given signal y can be
faithfully represented by the dictionaryD. Although the effectiveness of these meth-
ods have been proven, the spatial information is lost during the coding phase. We
believe the spatial information should also be included in the coding process. Some
works have demonstrate the importance of spatial information [23, 17]. However,
they ignores the fact that different spatial regions in a face image may have distinct
discriminative abilities.
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Discriminative Sparse Representation for Face Recognition 3
To improve the robustness and effectiveness of sparse representation, we propose
to incorporated the discriminative ability of pixel locations into the sparse coding
procedure. We believe that the amount of information in different face regions is dif-
ferent. By intuition, some regions (such as mouth, eyes, nose) rich in texture should
contain more information; thus, they are expected to be assigned with high weight
values to ensure very small residuals while others, like cheek, can be almost ho-
mogenous, are given lower weight values to reduce their effects on the regression
estimation so that sensitiveness to these regions can be greatly reduced. Such weight
values are determined through the information entropy in each face region. In order to
construct a robust weights to fully exploit structure information of each face region,
we employed external data (not just limit to training data) to learn the weights. As
the external data can cover all possible face image variants of different persons, so
the robustness of obtained weights can be guarantee.
2 Brief Review of Sparse Coding Model
The goal of sparse coding is to learn a dictionary and corresponding sparse codes
such that input data can be well approximated [14]. The traditional sparse coding
model can be interpreted in the following optimization problem:
min
↵
ky D↵k22 s.t. k↵k1    (1)
min
↵
ky D↵k1 s.t. k↵k1    (2)
where   > 0 is a constant, y = [y1; y2; · · · ; yn] 2 <n is the signal to be coded,
D = [d1, d2, · · · , dm] 2 <n⇥m represents the dictionary, which can be either learned
or predefined, and ↵ is the estimated coefficient which is supposed to be sparse.
In Eq.1, the coding residual is modeled by `2-norm, which is a formulation of so-
called LASSO problem. While Eq.2 uses `1-norm to model the representation resid-
ual for robustness to occlusion, this will increase much the computational cost. From
the viewpoint of maximal likelihood estimation, the `2-norm and `1-norm charac-
terization of the representation residual is only optimal when the coding residual
e = y D↵ follows Gaussian or Laplacian distribution.
In practice, however, both the Gaussian and Laplacian assumptions of the distri-
bution of the residual e may not be appropriated when the face images are subject
to complex variations, such as occlusions, corruptions, or expression variations. To
solve this problem, Yang et al. [21] proposed robust sparse coding (RSC) to mea-
sure the representation residual. In RSC, the reconstruction error is ei = yi   di↵i,
i = 1, 2, . . . , n and {e1, e2, . . . , en} are assumed to be independent with some prob-
ability density function not necessarily Gaussian or Laplacian. The maximum likeli-
hood estimation principle is utilized to robustly represent the given signal with sparse
regression coefficients. To the end, they transformed the optimization problem into
an iteratively reweighted sparse coding problem. The sparse coding model can be
written as:
min
↵
kM 12 (y D↵)k22 s.t. k↵k1    (3)
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4 Zhang et al.
whereM is a diagonal matrix of weights assigned to pixels of the query image y. For
example, the elements Mi,i, i.e., m✓(ei), is the weight assigned to pixel i of query
image y. Yang et al. [21] choose to use the logistic function as the weight function
m✓(ei) = exp(µg  µe2i )/(1 + exp(µg  µe2i )) (4)
where µ and g are positive scalars. For pixels corresponding to outliers (such as
occlusion, corruption) and therefore with large residuals, the related elements inM
will be adaptively suppressed to reduce their impacts on the regression estimation
and improve the robustness to outliers.
Although the effectiveness of RSC has been proven, the spatial information is lost
during the coding phase. We believe that the amount of information in different face
regions is different and the spatial information should also be included in the coding
process.
3 Information Entropy based Spatial Weighting Strategy
Note that in RSC approach (see Eq.3), the sparse coding is actually weighted pixel-
wise. Elements at the diagonal of M correspond to weights resulting form outlier
detection, which tend to have small values for pixels corresponding to outliers. How-
ever, RSC ignores the fact that different face regions may have different representa-
tion accuracy and contributions to face recognition. By intuition, some regions rich in
texture, like areas around eyes, are expected to have higher representation accuracies
than the homogenous regions, like cheek. Therefore, if we can detect the important
regions in face images and assign them with high weight values, more robust face
recognition results can be obtained.
In order to make better use of the spatial information, traditional methods firstly
divide the face images into rectangular regions. However, it is very difficult to decide
the number and size of regions, especially when there are different appearance vari-
ations on the face. A finer division usually makes the descriptor more discriminative
but sometimes, for example when there are expression variations, will bring some
problems. This is because in the case of expression variations, small regions around
some face areas, such as mouth and eyes, are shifted to neighbor regions.
Inspired from the recent development on regions division problem [3], we learn
the weight for each region according to the information entropy of the region. More
specifically, we firstly divided the face images into a few coarse rectangular regions
and then the pixels in each region are regrouped into different sets by information
entropy measure. This strategy allows to group most of the relevant pixels into cor-
responding sets even in the presence of some shifting. Moreover, the importance for
different pixel sets are their information entropy values. Figure.1 shows the details
for learning the weight values in each face block using information entropy.
The entropy is a term defined in information theory as a measurement of the
uncertainty associated with a random variable[4]. It is relevant to the quantity and
variability of the information. Here, we assume that the pixel intensity value is a
random variable; thus, we can use the histogram of intensities in each face region to
approximate the probability density function (PDF) for computing the information
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Discriminative Sparse Representation for Face Recognition 5
Fig. 1 The details for learning the weight values in each face block using information entropy.
entropy. Applied to our case, the larger the entropy values is, the more information a
face region should contain, and thus more clusters should be set for this region.
The entropy value of the face region i can be then defined as
Hi =
nX
k=1
p(vk) log2
✓
1
p(vk)
◆
=  
nX
k=1
p(vk) log2 p(vk) (5)
where p(vk) is the probability of the pixel v with intensity value k in the histogram
of the region.
In our method, the entropy following Eq.5, is computed from the intensity his-
tograms of the coarse divided regions for all face images in the training set. Then, the
average entropy value of a region in all images is used as the corresponding regional
entropy. Although some images in the training set might be affected by noise, the
average entropy values can still reflect the information quantity differences among
different facial regions. Finally, a monotonic transform function is used for mapping
the entropy value to the final weight values.
The monotonic transform function F (Hˆi) in this paper, is implemented by using
a linear function as follows:
N(Hˆi) = (Hˆi  Hmin)/(Hmax  Hmin)⇥ (newmax   newmin) + newmin (6)
where Hˆi is the average entropy for region i,Hmin andHmax are the minimum and
the maximum entropy values from all regions, newmin is the least weights the region
should be set while newmax is the maximum weight can be obtained in a region. If
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6 Zhang et al.
the output N(Hˆi) is not an integer number, it can be rounded to be an integer value.
In this work, we have decided to use newmin = 0.7 and newmax = 1.3 and a coarse
regions division of 6⇥ 6, aiming at having a good trade-off between the computation
cost and the proper use of the local spatial information.
Fig. 2 The learning results of set number for each face region. The set number is then corresponding to the
weight for each face region. The brightest part represent those regions with high weight while the darkest
parts correspond to the low weight.
Once the number of pixel sets N(Hˆi) in each region is learned by Eq.6, all the
pixels on region i are weighted by N(Hˆi). To be more clearly describe the obtained
weight for each face region, we show the weight of each face region in Fig.2. The
brightness of the regions indicates their importance. That is, the more bright the
region is, the higher weight it obtained (the more important). As can be seen, the
brightest regions (corresponding to high weights) are in the area of two eyes, nose
and mouth, while the darkest regions (corresponding to low weights) are around the
cheek. This indicates that the learned weights can discover the more discriminative
face regions to some extent and well capture the spatial information.
4 Discriminative Spatial Information based Sparse Coding
By imposing the weighted spatial information into the sparse coding scheme, our
method can be formulated as follows:
min
↵
kW (y D↵)k22 +  
CX
j=1
k↵jk2 (7)
where C is the number of classes in the data and W is a diagonal matrix learned
by Eq.6. The i-th diagonal coefficient inW is corresponding to N(Hˆi) of the i-th
face image region. This weighting matrix will be used in sparse coding to incorporate
discriminative abilities of different pixel locations. Eq.7 has the following advantage:
some regions rich in texture, like areas around eyes, should contain more informa-
tion; thus they will be adaptively assigned with high weights to ensure very small
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Discriminative Sparse Representation for Face Recognition 7
residuals. While others, like cheek, can be almost homogenous, can be assigned with
low weights to reduce their effects on the regression estimation so that sensitiveness
to these regions can be greatly reduced.
5 Optimization Algorithm
Problem Eq.7 is a convex formulation and we seek the global optimal solution. In this
section, an efficient algorithm is derived to solve this problem. The detailed algorithm
is given in Algorithm 1. More specifically, the dictionary D and test sample y are
spatially weighted as:
y⇤ =Wy (8)
D⇤ =WD
Thus, Eq.7 can be rewritten as:
min
↵
ky⇤  
CX
j=1
D⇤j↵jk22 +  
CX
j=1
k↵jk2 (9)
Let j = 1, . . . , C and nj is the number of samples in j-th class, the solution ↵ =
(↵1,↵2, . . . ,↵C)must satisfy the Karush-Kuhn-Tucker (KKT) conditions, i.e., a nec-
essary and sufficient condition for ↵ to be a solution to Eq.9 is
 D⇤0j (y⇤  D⇤↵) +
 ↵j
p
nj
k↵jk = 0 8↵j 6= 0 (10)
k  D⇤0j (y⇤  D⇤↵)k   pnj 8↵j = 0 (11)
Recall that D⇤
0
j D
⇤
j = Inj . It can be easily verified that the solution to Eq.10 and
Eq.11 is
↵j =
✓
1   
p
nj
kSjk
◆
+
Sj , (12)
where Sj = D⇤
0
j (y   D⇤↵ j), with ↵ j = (↵
0
1, . . . ,↵
0
j 1, 0
0
,↵
0
j+1, . . . ,↵
0
C). The
solution to Eq.9 can therefore be obtained by iteratively applying Eq.12 to j =
1, . . . , C.
The algorithm is found to be very stable and usually reaches a reasonable conver-
gence tolerance within a few iterations. However, the computational burden increases
dramatically as the number of predictors increases. Therefore, we used group least
angle regression selection (LARS) to solve the problem and can be summarized as
Algorithm 1.
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8 Zhang et al.
Algorithm 1:Discriminative Spatial Information based Sparse Coding(DSISC)
Input: test image y, dictionaryD
Output: sparse code ↵
1: start from ↵[0] = 0, k = 1 and r[0] = y;
2: compute the current ‘most correlated set’
B1 = argmax
j
kD⇤0j r[k 1]k2/nj (13)
3: compute the current direction   which is a n =
P
nj dimensional vector with  Bck = 0 and
 Bk = (D
⇤0
Bk
D⇤Bk )
 1D⇤
0
Bk
r[k 1], (14)
whereD⇤Bk denotes the matrix comprised of the columns ofD
⇤ corresponding to Bk .
4: for every j /2 Bk , compute how far the group LARS algorithm will progress in direction  
beforeD⇤j enters the most correlated set. This can be measured by an  j 2 [0, 1] such that
kD⇤0j (r[k 1]    jD⇤ )k2/nj = kD⇤
0
j
0 (r[k 1]    jD⇤ )k2/nj0 (15)
where j
0
is arbitrarily chosen from Bk .
5: if Bk 6= {1, . . . , C}, let   = min
j /2Bk
( j) ⌘  j⇤ and update Bk+1 = B
S{j⇤}; otherwise set
  = 1.
6: update ↵[k] = ↵[k 1] +   ,  [k] = y  D↵[k] and k = k + 1. Go back to Step 3 until
  = 1.
6 Classification
Once Eq.9 is minimized, the resulting coefficient vector ↵ is used as the feature vector
for the test image y. For classification, we first calculate our proposed DSISC of the
query input, and we recognize this input as the class with the lowest reconstruction
error using only the associated coefficient attributes in ↵j . The decision process is
shown as follows:
j? = argmin
j
ky  D⇤j↵jk22 (16)
where D⇤j = [d⇤j1, d⇤j2, . . . , d⇤jnj ] 2 <m⇥nj contains the training samples form the
j-th class.
SupposeW is a diagonal matrix of weights assigned to pixels of the query image
y. More specifically,W can be represented by the weight of different face regions as
follows,
W =Weyes +Wnose +Wcheek +Wother
whereWeye,Wnose,Wcheek andWother are diagonal matrix of weights corre-
sponding to face regions of eye, nose, cheek and other part respectively. For classifi-
cation, we first spatially weighted the test image y as
y⇤ =Wy =Weyesy+Wnosey+Wcheeky+Wothery
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Discriminative Sparse Representation for Face Recognition 9
Then, we recognize this input test image as the class with the lowest reconstruction
error or coding residual (see Eq.16). The decision process is shown as follows:
j? = argmin
j
ky⇤  D⇤j↵jk22
For example, there are two classes (j = 1 or j = 2) in the data and the test image y is
belong to the j = 1 class. For classification, we compare the following two equations
j?1 = ky⇤  D⇤1↵1k22 = k(y  D1↵1)Weyesk22 + k(y  D1↵1)Wnosek22
+k(y  D1↵1)Wcheekk22 + k(y  D1↵1)Wotherk22
j?2 = ky⇤  D⇤2↵2k22 = k(y  D2↵2)Weyesk22 + k(y  D2↵2)Wnosek22
+k(y  D2↵2)Wcheekk22 + k(y  D2↵2)Wotherk22
Assume that we obtain the coding residual (or reconstruction error) for right class is
j?1 = 2 and coding residual for wrong class is j?2 = 4, so we recognize the test image
as class 1 (j=1). We also expect that the difference between coding residual for right
class and coding residual for wrong class is as large as possible, which indicating
more discriminative power.
7 Experiments and Comparisons
To demonstrate the effectiveness and robustness of the proposed approach DSISC, we
conduct experiments on three benchmark face data sets, i.e., ORL [16], the Extended
YaleB [7] and AR [12]. Table. 1 summarizes the extents and properties of the three
face data-sets. All the face images are cropped and aligned by using the locations of
eyes which are provided by the face databases. For all methods, the training samples
are used as the dictionaryD in sparse coding. In Fig.3, we show the closely cropped
images and these all contain facial structure.
Table 1 Summary of three benchmark face data sets
Data-set Sample Features Classes
ORL 400 112*92 40
YaleB 2414 54*48 38
AR 1400 60*43 100
ORL dataset: it contains 40 distinct individuals with ten images per person. The
images are taken at different time instances, and include variations in facial expres-
sion and facial detail (glasses/no glasses), as shown in Fig.3(a). The size of each
cropped image is 112⇥92. For each subject, we select t = 5 images for training and
use the rest for test.
YaleB dataset: The Extended YaleB database contains 16128 images of 38 hu-
man subjects under 9 poses and 64 illumination conditions. In this experiment, we
choose the frontal pose and use all the images under different illumination. Finally,
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10 Zhang et al.
(a) ORL dataset
(b) YaleB dataset
(c) AR dataset
Fig. 3 The sample of cropped face images from three face datasets.
we get 2414 frontal face images of 38 individuals in total. All the images are man-
ually aligned and cropped. The size of each cropped image is 54 ⇥ 48, which were
taken under varying illumination conditions. We randomly split the database into two
halves. One half (about 32 images per person) was used as the dictionary, and the
other half for testing.
AR dataset: it consists of 4000 frontal images of 126 subjects. In this exper-
iments, a subset (with only illumination and expression changes) that contains 50
male subjects and 50 female subjects is chosen from the AR database. As in [19],
for each subject, we choose t = 7 images for training and take the rest for test. The
images are cropped to 60⇥43 pixels (see Fig.3(c)).
In order to explore the discriminative capabilities of the information captured
by our method, we compare the classification results from our proposed method
(DSISC) with five representative algorithms like nearest neighbor (NN), nearest sub-
space (NS), linear support vector machine (SVM), the recently developed sparse cod-
ing methods SRC [19] and RSC [21]. In the experiments, PCA is used to reduce the
dimensionality of original face features., and the Eigenface features are used for all
the competing methods.
7.1 The contribution of spatial weighting strategy
The aim of this experiment is to demonstrate the discriminative ability of placing
weight values on the regression estimation.
To demonstrate the effectiveness and robustness of the proposed approach DSISC,
we conduct experiments on AR dataset. For testing, we randomly choose 10 images
with glasses and 10 image without glasses. The final coding residual (or reconstruc-
tion error) is computed by averaging of all the test images. In order to explore the dis-
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Discriminative Sparse Representation for Face Recognition 11
criminative capabilities of the information captured by adding weight values in our
method, we compare the classification results from our proposed method (DSISC)
with alternative sparse coding method SRC [19] without adding any weights.
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Fig. 4 The performance of discriminative ability in DSISC and SRC.
Coding residual (or reconstruction error) of DSISC and SRC are shown in Fig.4.
From Fig.4 (a), (b), (c) and (d), we can observed that compared with SRC, the weight
values used in our method DSISC increase the coding residual (or reconstruction
error) in regions of eyes and nose. However, the coding residual (or reconstruction
error) are increasing in both right class and wrong class (See Fig.4 (a) and (b) with
glasses case, Fig.4 (c) and (d) without glasses case). The final classification accuracy
depends on whether coding residual (or reconstruction error) of the right class is
smaller than the coding residual (or reconstruction error) of the wrong class. Fig.4(d)
shows the difference of coding residual (or reconstruction error) between right class
and wrong class in two methods. It is clear that DSISC has larger difference of coding
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residual between right class and wrong class, which indicates more discriminative
power
7.2 Face recognition without Occlusion
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Fig. 5 Face Recognition rates by the competing methods under different feature dimensions in ORL with-
out occlusion
Table 2 Face recognition rates on the ORL database
Dim 18 40 70
NN 86,5 % 87.3 % 88.6 %
NS 82.5 % 83.3% 87.6%
SVM 86.7% 92.2% 92.5%
SRC 88.9% 94.2% 94.3%
DSISC 90.4% 95.8% 96.3%
Results on ORL databse: Fig.5 compares the recognition rates of the competing
methods under various feature dimensions. As Fig.5 shows, our method outperforms
other baseline methods in all cases, and SRC performs the second best which verifies
the effectiveness of sparse representation. SRC shows inferior performance to our
DSISC. This indicates the advantage of jointly considering the spatial information
and sparsity. For clear comparison, we summarize the recognition rates versus feature
dimensions by different methods in Table 2. It is clear that our proposed method
DSISC is, by and large, superior to the alternative methods in all dimensions. SRC
performs the second best. The highest recognition rate of DSISC on 70 dimensions
is 96.3%, more than 2% improvement over SRC.
Results on YaleB databse: From Fig.3 and Table 3, we can see that DSISC still
maintain the best recognition rates at all levels. When the dimension is too low, NN
and NS methods achieve very low recognition rate. SVM obtains much better results
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Fig. 6 Face Recognition rates by the competing methods under different feature dimensions in YaleB
without occlusion
Table 3 Face recognition rates on the Extended YaleB database
Dim 30 84 150
NN 66.3 % 85.8 % 90 %
NS 63.6 % 94.5% 95.1%
SVM 92.4% 94.9% 96.4%
SRC 90.9% 95.5% 96.8%
DSISC 93.1% 97.5% 98.5%
compared with NN and NS, since there are relatively enough (32 per class) training
samples. The recognition rates of DSISC and SRC are both at least 20% higher than
NN and NS. This shows that sparse representation does have much contribution to
face recognition.
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Fig. 7 Face Recognition rates by the competing methods under different feature dimensions in AR without
occlusion
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Table 4 Face recognition rates on the AR database
Dim 30 54 120
NN 62.5 % 68 % 70.1 %
NS 66.1 % 70.1% 75.4%
SVM 66.1% 69.4% 74.5%
SRC 73.5% 83.3% 90.1%
DSISC 75.5% 86.5% 93%
Results on AR databse: The recognition rates versus feature dimension by NN, NS,
SVM, SRC and DSISC are shown in Fig.7. Again, we observe that our proposed
method DSISC is always on the top. Table 4 lists the recognition rates by the compet-
ing methods. The results validate that DSISC ans SRC are the best in accuracy, with
at least 15% improvement than the other three methods when the dimensionality is
120, but SRC is still inferior to our method. Nevertheless, when the dimension is too
low, all the methods cannot achieve very high recognition rate. On other dimensions,
DSISC outperforms SRC by about 3%. SVM does not give results in this experiment
because there are not enough training samples (7 samples per class here) and there
are high variations between training set and testing set. The maximal recognition
rates of DSISC, SRC, SVM, NS and NN are 93%, 90.1%, 74.5%,75.4% and 70.1%
respectively.
7.3 Face recognition with occlusion
In this subsection, we run extensive tests to verify the robustness and effectiveness
of our method to different kinds of occlusions including random pixel corruption,
random block occlusion, and real disguise.
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Fig. 8 The recognition accuracies of our approach, the SRC, and the RSC under various percentages of
random pixel corruption
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Table 5 The recognition accuracies of our approach, the SRC, and the RSC under various percentages of
random pixel corruption
Corrupted 0 10% 20% 30% 40% 50% 60% 70% 80% 90%
SRC 1 1 1 1 1 1 0.993 0.92 0.385 0.09
RSC 1 1 1 1 1 1 1 1 0.975 0.455
DSISC 1 1 1 1 1 1 1 1 1 0.463
Face recogntion with pixel corruption: The Extended YaleB database is used for
this purpose. In accordance to the experiments in [19, 21], we use Subset 1 and 2
(717 images, normal-to-moderate lighting conditions from) of the Extended YaleB
database for training, and used Subset 3 (453 images with more extreme lighting
conditions) for testing. All the images were resized to 96⇥84. For each testing image,
we used random values within [0,255] to replace a certain percentage of pixels in the
image to simulate pixel corruption. Locations of the corrupted pixels are random and
unknown to the algorithm.
Fig.8 plots the recognition rates of the SRC, the RSC, and our method under vari-
ous percentages (0% - 90%) of corrupted pixels. For clear comparison, we summarize
the recognition rates of different methods in Table 5.We can see that all three methods
reports an almost perfect accuracy when the percentage of corruption is between (0%
- 60%). When 80% of pixels are corrupted, our method can still classify all the test
images correctly, while the RSC has a recognition rate of 97.5%, and the SRC only
has a recognition rate of 38.5%. The recognition rates of the SRC, the RSC and our
method are, respectively, 9%, 45.5%, 47.3% when 90% of the pixels are corrupted.
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Fig. 9 The recognition accuracies of our approach, the SRC, and the RSC under different levels of block
occlusion
Face recogntion with block occlusion: Fig.9 plots the recognition rates of the SRC,
the RSC, and our method under various percentages (0% - 50%) of block occlusion.
To test the robustness of our method to artificial block occlusion, we randomly chose
a square block in each test image and replaced it with an irrelevant image. As in
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Table 6 The recognition accuracies of our approach, the SRC, and the RSC under different levels of block
occlusion
Occlusion 0 10% 20% 30% 40% 50%
SRC 1 1 0.998 0.985 0.91 0.65
RSC 1 1 1 0.998 0.965 0.845
DSISC 1 1 1 1 0.995 0.883
[19, 21], Subset 1 and Subset 2 of Extended Yale B were used for training and Subset
3 for testing. All the images were cropped to 96⇥84. The results of the SRC, the RSC
and our method are shown in Table 6. Again we see that when the block occlusion
is 40%, the recognition rate of our method is very close to 100%. When half of the
image is occluded, our method achieves a recognition rate of 88.3%, over 3% higher
than that of the RSC, while the SRC only achieves a rate of 65%.
Fig. 10 The testing samples with sunglasses and scarves in the AR database
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Fig. 11 Face recognition rates of the SRC, the RSC and our method on the AR database with occlusion of
real disguise.
Table 7 Face recognition rates of the SRC, the RSC and our method on the AR database with occlusion
of real disguise
Algorithm SRC RSC DSISC
Sunglasses 72.5% ± 8.6 88.4% ± 6.6 90.2%± 4.3
Scarf 22.5% ± 7.3 82.6% ± 4.8 88%± 3.6
Face recogntion with real face disguise: We test our proposed method DSISC’s
ability to cope with real possibly malicious occlusions using a subset of the AR face
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database. As in [19], the subset consists of 1400 images from 100 subjects, 50 male
and 50 female. For training, we choose 400 images (about 4 samples per subject)
of non-occluded frontal views with various facial expression. For testing, we ran-
domly choose 300 images with sunglasses and scarves (as shown in Fig. 10), and this
procedure is repeated 10 times. The final accuracy is computed by averaging of the
accuracies from all experiments.
The results are shown in Fig.11 and Table 7. It can be seen that even with sun-
glasses or scarfs, our method still maintain the best recognition rates in all situations.
Moreover, for the case of face recognition with scarf, DSISC significantly outper-
forms SRC by a margin of 66%. Compared to RSC, our method still gets competing
results, 2% higher in face recognition with sunglasses, while in face recognition with
scarf, much more improvement is obtained (6% higher than that of RSC). The re-
sults further verify that robust face recognition can be obtained by considering the
discriminative spatial information of face images in sparse coding.
7.4 Face Recognition System Evaluation
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Fig. 12 FAR/FRR plot of face recognition on three databases.
In the presented experiment the ORL database [16], the Extended YaleB [7] and
AR [12] databases have been used. The experiments were conducted using an i5
processor with MATLABR2013b. The recognition speed of proposed method DSISC
on three datasets are 0.36 s (ORL), 1.12 s (YaleB) and 0.57 s (AR) respectively.
The first database (ORL database) includes 40 distinct individuals with 10 images
per person. We randomly select 20 individuals (about 200 images) as reference im-
ages, and the other 20 individuals for testing. The second database (YaleB database)
contains 2414 frontal face images of 38 individuals in total. We randomly select 19
individuals (about 1207 images) as reference images, and the other 19 individuals
for testing. In the case of the AR database, we randomly select 50 individuals (about
700 images) as reference image, and the other 50 individuals for testing. The split
procedure for each database is repeated 10 times. The final false acceptance error
rate (FAR) and the false rejection error rate (FRR) are computed by averaging the
corresponding error rates from each of the random subsets.
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From the DET curves in Fig.12, which plot the false acceptance error rate against
the false rejection error rate at various values of the decision threshold, we can find
that the proposed method DSISC significantly outperforms SRC on three datasets.
Table 8 Performance of proposed method DSISC (with face image dimension variation)
Dim 30 40 50recall precision recall precision recall precision
ORL 90.4% 89.6% 91.1% 89.2% 87.6% 91.8%
YaleB 92.4% 91.6% 92.4% 90.5% 88.2% 89.1%
AR 90.6% 91.4% 90.2% 92.1% 85.5% 88.6%
Table 9 Performance of SRC (with face image dimension variation)
Dim 30 40 50recall precision recall precision recall precision
ORL 81.3% 89.2% 90.2% 84.1% 78.8% 92.7%
YaleB 86.3% 90.9% 89.9% 82.2% 83.2% 78.6%
AR 86.4% 81.2% 78.1% 87.1% 91.1% 87.9%
In order to fully evaluate the proposed method for face recognition, the precision
and recall are calculated. Table 8 and Table 9 show the average precision and recall
rate by varying the dimension of face images. It is clear that our proposed method
DSISC shows superior performance over SRC in all cases.
8 Conclusion
In this paper, we proposed to incorporate a discriminative spatial information into
the sparse coding for face recognition. We learn the weights at face locations accord-
ing to the information entropy in each face region, so as to highlight locations in
face images that are important for classification. Furthermore, we consider the group
structure of training images (i.e. those from the same subject) and added an `2,1-
norm (group Lasso) constraint upon the formulation, which enforcing the sparsity at
the group level. Finally, an efficient group Least Angle Regression Selection (LARS)
is presented to solve the resulting group sparse optimization problem.
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