Context. The Spitzer spacecraft monitored the Deep Impact event on 2005 July 4 providing unique infrared spectrophotometric data that enabled exploration of comet 9P/Tempel 1's activity and coma properties prior to and after the collision of the impactor. Aims. The time series of spectra take with the Spitzer Infrared Spectrograph (IRS) show fluorescence emission of the H 2 O ν 2 band at 6.4 μm superimposed on the dust thermal continuum. These data provide constraints on the properties of the dust ejecta cloud (dust size distribution, velocity, and mass), as well as on the water component (origin and mass). Our goal is to determine the dust-to-ice ratio of the material ejected from the impact site. Methods. The temporal evolution of the continuum was analyzed using a dust thermal model which considers amorphous carbon and intimate silicate-carbon mixtures. The water emission was extracted from the spectra and the water columns within the Spitzer extraction aperture were inferred using a fluorescence excitation model. Time-dependent models simulating the development of the ejecta cloud and the sublimation of icy grains were developed to interpret the temporal evolution of both dust and water emissions within the field of view. Results. Both the color temperature of the grains in the ejecta cloud (375 ± 5 K) and their size distribution show that a large quantity of submicron grains were ejected by the impact. The velocity of the smallest grains is 230 m s −1 , with a power index for the size dependence of 0.3−0.5, in agreement with gas loading. The total mass of dust is (0.7−1.2) × 10 5 kg for grain sizes 0.1−1 μm and (0.5−2.1) × 10 6 kg for sizes 0.1−100 μm. A sustained production of water is observed, which can be explained by the sublimation of pure ice grains with sizes less than 1 μm and comprising a mass of ice of (0.8−1.8) × 10 7 kg. The contribution of dirty ice grains to the ice budget is negligible. Assuming that water was essentially produced by icy grains present in the ejecta cloud, our measurements suggest a very high ice-to-dust ratio of about 10 in the excavated material, which greatly exceeds the gas-to-dust production rate ratio of ∼0.5 measured for the background coma. Alternately, if a large amount of material felt back to the surface and sublimated, ice-to-dust ratios of 1−3 are not excluded. A better understanding of the cratering event on 9P/Tempel 1 is required to disentangle between the two hypotheses. Evidence for grain fragmentation in the ejecta cloud is found in the data. The pre-impact water production rate is measured to be (4.7 ± 0.7) × 10 27 mol s −1 .
Introduction
Comets contain the most primitive icy material remaining from the epoch of solar system formation. Comets belonging to Jupiter's dynamical family (Jupiter-family comets; JFCs) have shorter orbital periods than Oort cloud comets and their surfaces could be highly processed by their frequent perihelion passages and higher insolation. The upper layers of JFC cometary nuclei are likely evolved (e.g., Davidsson et al. 2009; A'Hearn 2008; and probably have lost a significant fraction of their primodial volatiles.
The NASA Deep Impact (DI) mission to the JFC 9P/Tempel 1 provided the first opportunity to examine material from the interior of a cometary nucleus resulting from a planned collision . The impact event was observed with ground-based (Meech et al. 2005 ) and space-based (Keller et al. 2005; Lisse et al. 2006) instrumentation. The DI spacecraft released a 370 kg impactor that impacted the comet nucleus at 10.3 km s −1 . This impact produced a large cloud of dust, ice, and volatiles. The principal objective of the DI experiment was to compare the composition of dust and volatiles before and after the impact event and to characterize the amount of material excavated by the collision.
The Spitzer Space Telescope (Werner et al. 2004; Gehrz et al. 2007 ) obtained a unique infrared spectrophotometic data set enabling exploration of the comet 9P/Tempel 1's activity and coma properties prior to and after the DI event. Here, we discuss new analysis of Spitzer Infrared Spectrograph (IRS; Houck et al. 2004 ) time series measurements of the 5 to 14 μm spectral energy distribution (SED) of the DI enhanced coma. In particular, A&A 542, A119 (2012) we examine the evolution of the fluorescence emission of the ν 2 vibrational band of water (isolated by subtracting the observed continuum) and discuss our grain thermal model that probes the properties of the dust in the coma. The data before and after the impact event enable us to study the temporal evolution of dust grains and water molecules. A Previous analysis of those data made by Lisse et al. (2006) focusses on the composition of the dust. Emission signatures due to amorphous and crystalline silicates, amorphous carbon, phyllosilicates, polycyclic aromatic hydrocarbons, water ice, and sulfides were found.
Observations
Spectral maps covering approximately 20 × 60 were acquired with the Infrared Spectrograph (IRS) instrument (Houck et al. 2004 ) on the Spitzer Space Telescope at 14 times from impact (TI) ranging from TI − 41.3 to TI + 1027 h (Lisse et al. 2006) . The impact occurred on 2005 July 04 at 05:44:36 UT (A' Hearn et al. 2005) , which corresponds to 05:50:34 UT as seen by Spitzer. The time of observation, Spitzer AOR (Astronomical Observation Request) numbers, heliocentric distance (r h ), geocentric distance (Δ) and phase angle are listed in Table 1 . We downloaded the observations as basic calibrated data (BCD) files from the Spitzer archive. The archive contained observations from both the short wavelength, low spectral resolution (SL) and the long wavelength, low spectral resolution (LL) modules of the IRS instrument. However, for the purposes of this paper we only consider the SL module because of the different observing circumstances (orientation, pixel scale, slit width, time from impact) of the two spectral modules. After co-adding all frames, the effective on-source integration time is 58.7 s, and the entire SL spectral map takes 2600 s to complete. The SL module is composed of two slits that simultaneously observe independent portions of the sky: SL1, which observes at 7.5−14 μm in the first spectral order; and SL2, which observes at 5.2−7.6 μm in the second spectral order. Both slits are imaged on the same 128 × 128 pixel array and have approximately the same dimensions (3.6 × 57 for SL2, and 3.7 × 57 for SL1). The imaging array also covers a small region of the first order spectrum that passes through the SL2 slit, providing an additional spectrum from 7.3−8.7 μm, often referred to as the "bonus order" or SL3. When one slit is centered on the comet, the other slit is observing blank sky.
The spectral maps are composed of a 2 × 11 grid of slit positions (parallel × perpendicular to the long dimension of the slit), with a step size of 1.8 in both dimensions. The twodimensional (2D) spectra at each position are background subtracted using the blank sky observations described above. The 44 spectra (22 positions × 2 cycles per position) at each epoch are assembled into 3 data cubes (one for SL1, SL2, and SL3) with the CUBISM software version 1.7 (Smith et al. 2007) . The data cubes are iteratively inspected (both automatically and manually) for bad pixels and cosmic rays, and re-assembled ignoring those data points. Since IRS spectra are calibrated with observations of point sources, the CUBISM software handles both the necessary aperture and extended source corrections appropriate for observations of spatially resolved comets (Spitzer Science Center 2011). Flux uncertainties are propagated from the original BCD files into separate spectral data cubes. We extract our spectra from the final data cubes in 9.25 × 9.25 (5 × 5 pixels) apertures. The individual orders are scaled to produce a continuous spectrum, holding the flux of the SL1 order fixed. Most scale factors correspond to less than a 10% correction, but occasionally corrections up to 20% were necessary to match SL3 with SL1. We identify two likely sources for the scale factors. First, the intrinsic calibration uncertainty of the IRS is quoted to be <5% (IRS Instrument Handbook). Second, large order mismatches can arise from pointing offsets. Pointing errors, ephemeris errors, and the rapidly moving ejecta could introduce an offset between the SL1 and SL2/3 spectral maps. Moreover, the CUBISM interpolation from a 2D to a 3D data set could introduce additional offsets between the two spectral maps.
Although the SL1 order covers wavelengths up to ≈14 μm, the spectra are not reliable at beyond ≈13.5 μm due to the data artifact known as the "teardrop". The teardrop is a region of excess flux that may be caused by reflections internal to the instrument (Spitzer Science Center, 2011). The teardrop shows up spatially as excess emission along one side of a source. It is easily identifiable in the 2D spectra of point sources (e.g., calibration stars) since they are approximately spatially symmetric, but more difficult to identify in our 2D spectra of comet 9P/Tempel 1. However, the teardrop does appear to be present in our spectra, and we ignore all data at wavelengths λ > 13.2 μm.
Thermal emission from the nucleus contributes to a significant fraction of the spectral flux in the 9.25 × 9.25 onnucleus apertures, ranging from 20 to 50% of the flux in preimpact spectra (the exact value depends on wavelength), and 10 to 20% of the flux in the first post-impact spectrum. We use the near-Earth asteroid thermal model, (NEATM; Harris 1998), with the effective radius (3.3 km) and IR-beaming parameter (η = 0.9) Fig. 1 . Spitzer SL1, SL2 and SL3 spectra of comet 9P/Tempel 1 at different times from impact for a FOV of 9.25 × 9.25 (corresponding to an area of ∼4900 × 4900 km within the coma) centered on the nucleus. The contribution of the nucleus was removed from all spectra.
as measured in Spitzer observations of the nucleus at r h = 3.7 AU (Lisse et al. 2005) . The computed NEATM spectrum is corrected for wavelength dependent aperture losses, considering the square aperture size, point spread function of the instrument (computed with Tiny Tim/Spitzer), and assuming the nucleus is located at the ephemeris position of the comet. The contribution of the nucleus was removed from all spectra.
The spectra display continuum emission due to dust (silicates and carbonaceous grains) and additional emission from water (including the ν 2 band at 6.4 μm; Woodward et al. 2007; Bockelée-Morvan et al. 2009 ). This set of observations enables us to probe the temporal variation in the dust grain properties (with the SL1, SL2, and SL3 modules) and the number of water molecules (with the SL2 module) in the field of view (FOV). Spectra acquired with the SL1, SL2 and SL3 modules are shown in Fig. 1. 
Analysis of dust thermal emission
The temporal evolution and shape of the dust spectra as observed by Spitzer provides constraints on the size distribution of dust grains after impact.
The continuum color temperature of the coma dust, T color , is determined by fitting the dust continuum emission between 5.2−5.8 μm, 7.4−7.6 μm, and 12.4−13.2 μm with a blackbody. The 5.8−7.4 μm and 7.6−12.4 μm spectral regions show spectral signatures from water and silicates, respectively. All continua in SL1, SL2 and SL3 spectra are used to establish the best constraint on the temperature.
The dust color temperature before impact is 265 ± 2 K. T color within the FOV increases to 315 ± 5 K just after impact (Fig. 2) . At TI + 41.7 h, T color of the coma dust returns to the value before impact. To determine T color of the ejecta lifted into the coma as a result of the DI event, the spectrum obtained at TI − 41.3 h was subtracted from the post-impact spectra. Figure 3 shows selected spectra of the ejecta and fitted blackbodies. We find that T color of the ejecta, 375 ± 5 K, is consistent with T color = 390 K determined by Lisse et al. (2007) from the same data set. T color of the ejecta is higher than that of the background coma. To first order, this temperature difference can be explained solely by a change in the grain size dominating the coma. As small grains are normally hotter than large grains (Fig. 4) , the higher T color suggests that the grains ejected by the impact were significant number of grains smaller than in the background coma. Our assertion is corroborated by other analyses of the DI induced coma (Sugita et al. 2005; Keller et al. 2005; Lisse et al. 2006; Sunshine et al. 2006; Harker et al. 2007 ).
Model of dust grains
Model thermal emission spectra were constructed for amorphous olivine, amorphous pyroxene, and amorphous carbon dust grains. Our analytical description is similar to techniques used by Lisse et al. (1998) , Hanner et al. (1985) , Harker et al. (2002) , and Harker et al. (2007) to model dust thermal emission from comet grains in an optically-thin coma.
To compute the temperature of the dust grains in the coma, it is assumed that the energy received from the Sun and reradiated in the infrared are in radiative equilibrium. The major source of heating for a dust grain is the absorption of solar radiation (Lamy 1974) :
where a is the grain radius, r Sun is the radius of the Sun and r h is the heliocentric distance, B λ is the Planck radiation function, T Sun = 5770 K is the Sun temperature, Q a is the absorption efficiency of the grain and λ is the wavelength. We assumed that Q a = Q e according to the Kirchhoff's law, where Q e is the emission efficiency. We assumed that dust grains are cooling via thermal radiation:
where T d is the equilibrium temperature of the grain. Following Lisse et al. (1998) and Lien (1990) we assumed that other heating and cooling processes (i.e., sublimation) are negligible. The observed flux from thermal emission produced by a collection of grains of various radii is then:
where n(a) is the size distribution of grains in the FOV. The resultant model spectrum is compared with the observations and the particle size distribution is adjusted to provide the minimum χ 2 . For the grain size distribution we used two different formulae:
1. the power law distribution:
and 2. the Hanner modified power law (Hanner et al. 1985) , which provides an adequate model for infrared comet data ranging form 3.05 to 20 μm:
In these equations, Γ is a normalization constant. In the power law distribution q determines the slope of the distribution. In the Hanner distribution a 0 is the minimum grain radius, N h determines the slope of the distribution at large a, and M h is related to the radius of the peak of the size distribution a p by:
Hanner (1984) argues that 3.7 ≤ N h ≤ 4.2 is typical in cometary atmospheres. Following Harker et al. (2007) , we adopt a value of N h = 3.7. The value of N h is best constrained when fitting spectra with a broad wavelength range that spans the peak thermal emission. The intrinsic properties of a dust grain are contained within Q a : grain size, shape and composition (including mineralogy and porosity). We used Mie theory (Bohren & Huffman 1983; Van de Hulst 1957) , which is the most common technique used throughout the literature (Lisse et al. 1998; Hanner et al. 1996 Hanner et al. , 1994 Harker et al. 2002) , to compute Q a for spherical grains of given radius and wavelength-dependent indices of refraction, n and k. Mie theory can be used to compute the absorption efficiency in the case where Q a varies slowly with wavelength, for example amorphous grains. However Mie theory cannot be applied to calculations for an emission feature where the optical constants are rapidly varying, e.g., crystalline grains (Kolokolova et al. 2004) .
Three grain compositions are considered: amorphous silicates (olivine or pyroxene with fractional proportion Mg = Fe = 0.5; Harker et al. 2007 ), amorphous carbon, and two-layer grains. The two-layer composition is based on the structure of cometary grains outlined by Greenberg & Hage (1990) . The basic building block consists of a silicate core surrounded by an organic component. We neglected water ice grains in our thermal model as explained in Sect. 4.4. Since our goal is to describe the continuum and not to fit in detail the shape of the silicate feature, we ignored crystalline silicates.
The indices of refraction that we used to calculate Q a for the amorphous silicates are from Dorschner et al. (1995) , and for the amorphous carbon from Edoh (1983) . For the two-layer grains, the Maxwell Garnett effective medium theory was used to calculate the effective refractive index m bi of a core-mantle composite particle (Greenberg & Hage 1990) :
where m m and m c are respectively the refractive indices of the mantle component and the core component and q bi is the fractional radius which depends of the fractional mass of the mantle component:
where M m and M c are respectively the mass of the mantle and of the core. We adopt a density of ρ C = 2.5 g cm −3 for carbon grains and of ρ Si = 3.3 g cm −3 for silicate grains (Harker et al. 2002) .
We assumed that grains are porous and we used the fractal model introduced by Lisse et al. (1998) for the porosity:
where p is fraction of vacuum and D = 3.0 corresponding to solid grains. We set D = 2.727 which is the best fit fractal dimension for 9P/Tempel's ejecta following Harker et al. (2007) .
The refractive index m p of porous grain aggregates was calculated using a form of the Maxwell Garnett formula:
where m s is the refractive index of the solid material. The equilibrium temperatures of the different grain compositions is shown in Fig. 4 . The temperature of carbon grains is higher than the temperature of silicate grains, and the temperature of the two-layer grains lies between the two.
Using a χ 2 minimisation method, the best fit for the dust continuum of the ejecta is determined for each composition of grain for each time stamp, where the observed SL1, SL2 and SL3 data are used to constrain the model parameters. Our method differs from the approach of Harker et al. (2007) who constrain the size distribution by fitting simultaneously the continuum and the shape of the silicate signatures.
Temporal evolution of grain size distribution
To assess the temporal evolution of the coma grain size distribution of comet 9P/Tempel 1, model spectra are computed by integrating over a grain size range from a min to a max . The value a max = 100 μm is fixed but a min ≥ a 0 = 0.1 μm is variable. In order to reproduce the number of free parameters, we set a min = 0.1 μm for all grain compositions and size distribution, except when using amorphous carbon with the power law size distribution (Eq. (4)). The exact value of a max has a minimal impact on the determination of the grain size distribution because the large grains are too cold and do not contribute significantly to the observed flux at wavelengths <20 μm (Harker et al. 2002) . In addition, amorphous silicates are colder than amorphous carbon and therefore do not dominate the continuum near 10 μm, so we only need to use two grain compositions: amorphous carbon and two-layer grains. We have then two free parameters when using the power-law size distribution: a min and q for the amorphous carbon case, and α and q for the twolayer grains. As for the Hanner size distribution, we set the slope to be N h = 3.7, so the free parameters are: a p for the amorphous carbon case, and α and a p for the two-layer grains.
The two-layer grain model that best fits the wing of the 10 μm emission feature from amorphous silicates (Fig. 5) at TI + 0.67 h corresponds to a core of amorphous olivine covered by a mantle of amorphous carbon with a fractional mass for the mantle α = 0.1. We then fixed the silicate/carbon ratio to this value for all other post-impact spectra (α is not a free parameter now), neglecting amorphous pyroxene. This fractional mass α = 0.1 is smaller than the fractional mass derived by Harker et al. (2007) of ∼0.35. Our thermal model uses amorphous carbon grains and/or two-layer grains and thus differs from Harker et al. (2007) who used a mixing of independent grains composed of amorphous carbon and amorphous or crystalline silicates. In the analysis of Harker et al. (2007) , the silicate/carbon ratio is a free parameter which increases with time after impact, and the increase of the 10 μm silicate feature-to-continuum is associated with the production of submicron size silicate grains. We have a different model outcome wherein the silicate/carbon ratio remains constant and the 10 μm silicate feature-to-continuum is the same for each time after impact. At TI + 20.5 h, the 10 μm silicate emission feature due to the ejecta has a smaller contrast with respect to the continuum, because of the decrease of the silicate/carbon ratio according to Harker et al. (2007) , subsequently our model does not accurately reproduce the observed SED (Fig. 5 ). For the two-layer grains, since α is no longer a free parameter and a min is fixed, the minimum χ 2 is determined by adjusting only q, when considering the power law distribution (Eq. (4)), and by adjusting only a p when considering the Hanner distribution (Eq. (5)). We used a confidence level of 68.3% to determine the uncertainty on the parameters of the size distribution.
Before impact, we find that the coefficients for the powerlaw distribution are a min = 1.08 ± 0.2 μm and q = 2.33 ± 0.1 in the case of amorphous carbon grains while q = 2.62 ± 0.1 for the two-layer grains. For the Hanner distribution, we find a p = 2.98 ± 0.05 μm for the amorphous carbon grain case, while a p = 1.1 ± 0.1 μm when two-layer grains are used. Figure 6 presents the temporal evolution of the parameters a p , a min and q after impact. The χ 2 ν of the best fits, utilizing 36 data points, are in the range 0.13−1.13, and 0.12−1.15 for the power law and Hanner distributions, respectively.
In the case of the Hanner distribution (Fig. 6b) , a p after impact is smaller than before impact while increasing with time post-impact. The derived a p value just after impact (TI + 0.67 h) is 0.42 ± 0.01 μm for the amorphous carbon. This value is two times higher than that obtained by Harker et al. (2007) from the analysis of the 10-μm emission feature. One reason for this variance could be that the submicron sized grains contributing to the continuum emission are cooler than pure amorphous carbon grains. Carbonsilicate mixtures are cooler than amorphous carbon grains ( dust (e.g., Brownlee et al. 2009; Hanner & Zolensky 2010) . As shown in Fig. 6b , the derived a p value for the two-layer grains is 0.1 μm, and smaller than the value obtained by Harker et al. (2007) , which might suggest that the thermal properties of the dust contributing to the continuum are intermediate between the amorphous and two-layer cases considered in our work. Given the different approaches used in the two studies, we consider the agreement satisfactory. The value a p = 0.1 μm determined for the two-layer grain composition just after impact corresponds to M h = 0 in the Hanner law. The Hanner distribution is then equivalent to a power-law size distribution with a slope index equal to 3.7. Interestingly, the slope of the power-law distribution inferred just after impact is near 3.7. The peak in the Hanner grain size distribution, a p , increases with time ( Fig. 6b) as small grains (which have a high velocity) escape from the FOV faster than large grains (see Sect. 3.4).
The interpretation of the time dependence of the minimum grain size in the power-law distribution (Fig. 6a) is not obvious. This free parameter (for carbon grains) is found to decrease with time up to TI + 4.2 h. This apparent variation of the grain size cut-off with time could be explained by the presence in the FOV of another material which is able to modify the optical properties of the grain distribution, or by the fragmentation of grains. Whatever the material composition (amorphous carbon or two-layer, Fig. 6a ), the q index is decreasing with time, indicating the escape of small grains from the FOV. The large uncertainty of q at TI + 10.2 and TI + 20.5 h arises from the low signal-to noise ratio of the ejecta spectra, and no physical interpretation regarding the temporal variation of q at these epochs is possible.
Temporal evolution of the mass of the ejecta
The parameters of the size distribution (a min , q, a p ) enable determination of the mass of the ejecta and its temporal evolution (Fig. 7) .
If one considers times before TI + 10.2 h, ejecta dust mass estimates (M d ) for grains ranging from a min to 10 μm are similar within a factor of 20%, independent of the size distribution and dust composition (Fig. 7) . However, the dust masses determined for the a min −100 μm size range are model dependent, with higher M d found for amorphous carbon grains with a power-law Table 2 . Derived ejecta dust masses from the Spitzer IRS data.
Size distribution Grain composition Size range
Ratio The different colors correspond to different size distributions and material compositions: green (power-law distribution and amorphous carbon, with a min as a free parameters), red (power-law distribution and amorphous carbon, with a min = 0.62 μm), cyan (power-law distribution and two-layer grain), blue (Hanner distribution and amorphous carbon) and purple (Hanner distribution and two-layer grain). The contribution from ice grains is not considered.
distribution. For TI + 10.2 h and after, mass estimations are consistent for both compositions as the q-values of the two-layer and amorphous carbon cases become similar (Fig. 7) . The apparently large increase of the carbon mass when a min is a free parameter is not physically realistic, and artificially arises from variations in the grain size cut-off. Except for this latter happenstance, between TI + 0.67 h and TI + 1.83 h, the ejecta mass appears to slightly decrease with time (within the uncertainties). Again this did not physically occur. After TI + 1.83 h, the mass of ejecta is increasing. M d reaches a maximum at TI + 3.6 h, and decreases after this time, i.e., when small particles start to leave the FOV. For the power-law distribution, M d increases by 20% between TI + 1.83 h and TI + 3.6 h even though q changes less than 5% (Fig. 6 ). This effect arises because the dust mass is very sensitive to the slope of the power law distribution. The sensitivity increases with the increase of q. We estimate the mass of the ejecta (grains in the range a min −100 μm) to be between 3.6 × 10 5 kg and 7.2 × 10 5 kg (Table 2) . This mass estimate, based on the measurements at TI + 4.2 h, does not include crystalline silicates. In addition, when only amorphous carbon is considered in the grain model, a correction factor should be applied to account for the contribution of silicates to the total dust mass. Harker et al. (2007) determined a silicate/carbon mass ratio Si/C ∼ 4 for grains between 0.1−1 μm, with a crystalline/amorphous silicate mass fraction Crys/Am ∼ 0.3. We assumed this grain composition to calculate the total mass of the ejecta ( Table 2 ). As reported in Table 3 , they range from (2.7−9.0) × 10 5 kg for sizes 0.1−10 μm, and from (0.5−2.2) × 10 6 kg for sizes 0.1−100 μm. The total amount of dust ejecta released by the Deep Impact experiment is extremely dependent on the size cut-off, varying from (0.7−4.4) × 10 5 kg for size between 0.1−1 μm and from (0.1−7.0) × 10 7 kg for size between 0.1 μm−1 m as found in the literature (Table 3) . Directly comparing of our model results for M tot d to others (Table 3) is challenging because of the different analytical methodologies and model assumptions, including size distribution and thermal modeling. However our total mass estimates are in agreement with Harker et al. (2005) for grain sizes ranging from 0.1−1 μm, with Lisse et al. (2006) and Sugita et al. (2005) for grain sizes ranging from 0.1−10 μm, and with Harker et al. (2005) and Jorda et al. (2007) for grain sizes ranging from 0.1−100 μm.
Temporal evolution of dust emission and velocity
We have developed a time-dependent dust model to study the temporal evolution of the dust emission inside the FOV is obtained by integrating along the line of sight. The dust emission is given by Eq. (3), but the number of grains of each size within the FOV is now a function of time. The dust local density is described as:
where r is the radial distance from the center of the nucleus, r n = 3.0 ± 0.1 km ) is the equivalent spherical radius of the nucleus, n (a) is the grain size distribution of dust production, ΔQ dust describes the time evolution of the dust production rate after impact, and v(a) is the grain velocity. A Gaussian represents ΔQ dust :
where t burst /2 is the time scale at which the dust production is half of maximum, and t is the time after impact. The velocity for each grain size is given by: (Fig. 8) . This value is consistent with the value of 220 m s −1 found by Harker et al. (2007) and other authors as reported by Ipatov & A'Hearn (2011) .
During the first few minutes after impact, the shadowing effect of the dust grains (caused by significant column density) was severe. Heating of grain material in the ejecta likely was delayed by ≈25 min post-impact as self-shadowing diminished due to the expansion of the ejecta plume (DiSanti et al. 2007 ). Grains acquired most of their kinetic energy through momentum exchange with the gas released from subliming icy grains (Keller et al. 2007 ). The delay in dust acceleration was not taken into account in our modeling and produces 10% error in our velocity estimate.
The temporal evolution of the ejecta dust emission at 5.7 and 12.5 μm was computed for both amorphous carbon and twolayer grains, and compared to the fluxes at 5.7 and 12.5 μm measured with Spitzer. The following results were obtained:
1. For the power-law size distribution, we used the q and a min values determined in Sect. 3.2 at TI + 0.67 h. For the amorphous carbon grains, observations as the initial conditions at t = 0 s (impact), we fixed a min = 0.62 μm and q = 3.3. For the two-layer grains, we set a min = 0.1 μm and q = 3.7.
The index q v of the velocity distribution that best fit the decrease of the observed continuum flux at λ = 5.7 μm with time is 0.55 ± 0.05 in the case of amorphous carbon, and 0.4 ± 0.05 for the two-layer composition (Fig. 8a ). For the continuum at λ = 12.5 μm, the index q v of the velocity distribution is 0.35 ± 0.05 in the case of amorphous carbon dust, and 0.4 ± 0.05 for grains with two-layer composition. The difference of the q v may suggest that the velocity law is not a pure power-law over the size range sampled by the measurements. 2. The same approach was used when considering the Hanner distribution as measured at TI + 0.67 h (Sect. 3.2). For the amorphous carbon grains, at t = 0 s (impact), we fixed a p = 0.42 μm. For the two-layer grains, we set a p = 0.1 μm. The index q v of the velocity distribution that best-fits the decrease of the observed continuum flux at λ = 5.7 μm with time is 0.4 ± 0.05 for both amorphous carbon and twolayer grains (Fig. 8b) . For the continuum at λ = 12.5 μm, the index q v of the velocity distribution is 0.3 ± 0.05 in the case of amorphous carbon grains, and 0.4 ± 0.05 for grains comprised of a two-layer composition.
The index q v = 0.40 ± 0.05 of the velocity distribution is consistent with the value of q v = 0.5 expected for gas loading (Crifo & Rodionov 1997) . The temporal decrease of the flux from TI + 4.2 h to TI + 10.2 h is well reproduced by our model (Fig. 8) . However, the flux observed at TI + 20.5 h is underestimated by the model. The higher flux in data at TI + 20.5 h could be explained by the production of small grains via fragmentation of large grains while they are still in the FOV. However, this possibility can not be substantiated with the Spitzer observations due to the lack of additional measurement of the coma SED between TI + 10.2 h and TI + 20.5 h. Nucleus orientation and rotation state also are not adequately accounted for when subtracting the pre-impact spectrum from the TI + 20.5 h spectrum and a power-law velocity distribution may not be appropriate for the lowest velocities.
With the time-dependent model, we also created synthetic spectra of the ejecta using the size distributions determined at TI + 0.67 h from the observations as the initial conditions at t = 0 s. By fitting the synthetic spectra with the model described in Sect. 3.1, we determined the temporal evolution of the power law distribution and the Hanner distribution parameters (a min , q, and a p ). We find the parameters derived from fitting the observed spectra (Fig. 6) and from fitting the dust evolution model SEDs (Fig. 9) some differences are observed. Our dust evolution model predicts that a min , q and a p remain constant until TI + 3.6 h because all the grains in the ejecta population are still within the Spitzer FOV. For the Hanner distribution, as shown in Fig. 9b , a p then increases with time, as observed (Fig. 6b) , because the small grains leave the FOV faster than the large grains. In the case of the power law distribution (Fig. 9a) with a min and q as free parameters, the minimum grain size cut-off increases with time, contrary to the trend derived from modeling the observed SEDs (Fig. 6b) . Interestingly, independent of the composition, the q index is still decreasing (in both cases of a min as a free parameter or not). At TI + 20.5 h, for both compositions, a p is higher in the time-dependent model than that deduced from the observations when the Hanner distribution is used, whereas q is smaller in our model than that inferred from the actual observations if a power-law distribution is invoked to describe the grain population. Our interpretation of these outcomes is that the coma of comet 9P/Tempel 1 contains additional sources for small grains likely arising from fragmentation of large grains which are not accounted for in our time-dependent grain evolution model. This hypothesis is supported by the theoretical temporal evolution of T color (Fig. 10) obtained by fitting synthetic spectra as explained in Sect. 3. At TI + 20.5 h, the observed T color is 30 K higher than the computed value, suggesting an excess of hot small grains.
Analysis of the ν 2 water emission

Extraction of the number of water molecules
The emission band detected in all spectra at 6.4 μm primarily corresponds to fluorescence emission of the ν 2 vibrational band of water Bockelée-Morvan et al. 2009 ). To measure the number of molecules of water within the FOV, the underlying continuum was first fit with a fourth order polynomial determined by the Levenberg-Marquardt method. Then the ν 2 water band is highlighted by subtracting the polynomial fits to the spectra as shown in Fig. 11 . We refer the reader to Woodward et al. (2007) for a detailed study of the synthetic spectral emission of the ν 2 water band. The total intensity of the water band (F ν 2 ) is then extracted over a range of wavelength that covers the width of the band.
Emission from the ν 2 water band is, in first approximation, optically thin. Using the same approach as Feaga et al. (2007) , we estimated that the optical thickness of the individual rovibrational lines is at most ∼0.3 and 0.6 for pre-impact and post-impact data, respectively. In those calculations, we set the gas temperature to 30 K (DiSanti et al. 2007 ). The total band intensity is affected by less than 11% by optical depth effects (5% for the pre-impact data). For optically thin conditions, the number of molecules in the FOV is given by:
where h is the Planck constant and g ν2 = 2.41 × 10 −4 s −1 is the emission rate of ν 2 at r h = 1 AU (Bockelée-Morvan & Crovisier 1989; Woodward et al. 2007 ).
We determined the number of water molecules within 9.25 × 9.25 extraction apertures. The inferred N H 2 O for the time before impact TI − 41.3 h is (2.5 ± 0.4) × 10 31 molecules for the extraction centered on the nucleus (Fig. 12) . Just after impact (TI + 0.67 h), N H 2 O increased by a factor 2.5, remaining almost constant until TI + 3.6 h. Figure 13 depicts the derived number of molecules in the impact, N H 2 O , as a funtion of time. The velocity of water molecules was measured to be about 0.75 km s −1 (Biver et al. 2007) . Thus, these molecules should start to leave the FOV in less than 50 min and the amount of measured water should then decrease. The trend in Fig. 13 suggests that a nearly constant number of molecules (≈3 × 10 31 molecules) persisted within the extraction aperture for upwards of 4 h prior to declining. This result strongly suggests that sustained production of water molecules occurred after impact from sublimating icy grains.
Pre-impact water production rate
For the pre-impact data, we performed 9.25 × 9.25 extractions along the slit, at a number of offset positions with respect to the nucleus position. photodissociation rate β = 1.6 × 10 −5 s −1 at r h = 1 AU (Crovisier 1989) . Taking into account uncertainties in the measurement for the nucleus-centered extraction, the derived water production rate is (4.7 ± 0.7) × 10 27 mol s −1 . Our model correctly reproduces the pre-impact spatial distribution of water molecules as shown in Fig. 12 . Our water production rate is consistent with the water production rate determined by Küppers et al. (2005) and Feaga et al. (2007) but is a factor of two lower than that derived by DiSanti et al. (2007) , Biver et al. (2007) and Feldman et al. (2007) .
Temporal evolution of water emission
The temporal evolution of the number of water molecules within the FOV was investigated using a time-dependent water model. This model assumes that the water molecules are produced from the very inner coma arising from an outburst. The physical process that produces the water molecules is not modeled here. In the next section, a physical model investigating sublimating ice grains will be presented. To generate the proper number of molecules to compare with the observed numbers, we integrate along the line of sight and the instrument FOV. The time-dependent water production rate is modeled with a Gaussian function similar to the description used in the timedependent dust model (Sect. 3.4). The number of molecules is evaluated from:
where V is the volume of integration along the FOV, and ΔQ H 2 O describes the Gaussian outburst
where Q post is the water production rate just after impact and L H 2 O is the photodissociation scale length. Figure 13 shows the result of this time-dependent model. With a short-duration outburst (t burst = 500 s), the strong production of water that is observed just after impact (TI + 0.67 h) is well reproduced by our model. To explain the sustained production of water after TI + 0.67 h, a long-duration outburst is required. We estimate the time scale of this outburst equal to t burst = 70 000 s (19.4 h). DiSanti et al. (2007) observed that the H 2 O column density started to increase abruptly 25 min after impact. Consideration of this delay within our model does not substantially affect our model results. A long term outburst can be explained by the sublimation of long-lived icy grains near the nucleus outflowing at low velocities. The best fit to the observational data is achieved by modeling the outburst as a linear combination of the short-duration outburst and the long-duration 13 . Number of water molecules in the ejecta measured from the data (triangle) for a 9.25 × 9.25 (corresponding to an area ∼4900 × 4900 km within the coma) aperture centered on the nucleus. Number of water molecules expected for a short-duration outburst t burst = 500 s (dash-dotted line), a long-duration outburst t burst = 70 000 s (long-dashed line) and a linear combination of the short-duration outburst and the long-duration outburst (solid line) with a relative proportion of water molecules injected during the short-duration outburst of 0.13. outburst with a relative proportion of water molecules injected during the short-duration outburst of 0.13 (Fig. 13) .
The number of water molecules injected by the impact from our model is (2.5 ± 0.5) × 10 32 molecules which corresponds to a mass of water of (7.4 ± 1.5) × 10 6 kg. This result is in good agreement with the mass of (6.8 ± 2.3) × 10 6 kg as reported by Keller et al. (2007) . Interestingly, the energy delivered by the Deep Impact impactor (1.9 × 10 10 J; A' Hearn et al. 2005 ) is insufficient (by a factor 840) to vaporize enough ice to produce this mass of water. DiSanti et al. (2007) and Groussin et al. (2010) argue that the principal source of volatiles in the ejecta was sublimation from outflowing grains. The time delay in the production of volatiles observed by DiSanti et al. (2007) is presumably due to delayed grain heating caused by the initial optical thickness of the dust cloud.
Water from icy grains
Model of the sublimation of icy grains
For a quantitative analysis of the sublimation of icy outflowing grains we considered four different grain compositions: pure water ice grains, two-layer (Ol) grains consisting of a silicate core covered by water ice, two-layer (C) grains consisting of a carbon core covered by water ice, and three-layer grains consisting of a silicate core surrounded by an organic component, covered by a mantle of water ice. The fractional mass of the organic component encasing the silicate core, α, was set to 0.1. The fractional mass of the water component, α ice , is 0.98 for the two-layer grains, and 0.90 for the three-layer grains. Hence, we investigated icy grains with various ice contents and thermal properties. We used the real and imaginary indices of hexagonal ice given by Warren (1984) .
In our dust thermal model described in Sect. 3.1, the temperature of a grain was derived by assuming the equilibrium between the energy absorbed from the Sun and the energy reradiated in the infrared. However, for icy grains, the cooling by sublimation (E subl ) cannot be neglected. E subl can be expressed as follows:
where H is the latent heat of sublimation of water ice (J kg −1 ) related to the temperature of the grains through (Delsemme & Miller 1971) :
The water production rate, Q H 2 O (kg s −1 ) is given by:
where m H 2 O is the mass of the water molecule, k B is the Boltzmann constant and P v is the vapor pressure derived from Lichtenegger & Komle (1991) :
where P r = 10 5 N m −2 , T r = 373 K and L = 2.78 × 10 6 J kg −1 . The evolution of the grains, once they are ejected into the coma, depends on their initial size, their composition and the heliocentric distance. We follow the evolution of grains until the icy layer sublimates completely. The variation of the grain radius with time due to the sublimation is given by:
The sublimation results in mass loss expressed as:
The grain lifetime, t grain , is the time needed for an icy layer of grains to sublimate completely. Depending on the chemical composition of grains, i.e., pure ice or mixtures, their thermal properties vary as carbon and olivine absorb much more radiation than water ice. Thus, the sublimation is more efficient in the case of two or three-layer grains than for the pure water ice. The lifetime of the dirty icy grains is then shorter than the one for the water ice case such that the lifetimes of the grains in increasing order according to composition are: two-layer (C), threelayer, two-layer (Ol), and pure-ice. The lifetime of grains is presented in Fig. 14 
Dynamical expansion
To compute the temporal evolution of water production, we assume that the grains, of radii 0.1−100 μm, are produced instantaneously, i.e., as for a short-duration outburst, and are moving radially with a velocity dependent of the initial grain radius given by Eq. (13). For the grain velocity we used v ref = 230 m s −1 and q v = 0.4, adopting a power law distribution for the grains with a min = 0.1 μm and q = 3.7.
We used two approaches to account for the dynamics of water molecules escaping from grains. In the first approach, the water molecules ejected from the grains, are moving radially with respect to the nucleus frame with a fixed velocity equal to the gas velocity. In the second approach, water molecules are sublimating isotropically from the grains. The velocity of the water molecule is selected randomly from a half-Maxwell distribution function at the grain temperature, T d . Once produced, the molecules are not subject to collisions. The space surrounding a given grain is subdivided into cells with small volumes. Molecules appearing within a cell are counted over a time duration commensurate with the Spitzer observational intervals to generate model statistics. We can then derive the spatial distribution of water number density and the mean H 2 O velocity. Both models provide, for the various measurement times, the spatial distribution of water molecule populations (both the isotropic and radially sublimated cases) produced by the different grain sizes. These two models are complementary: the first one is appropriate for a dense medium where the water molecules sublimating from grains are forced, by collisions with the ambient flow, to move in the same radial direction. In the second case (analogous to the vectorial model for photodissociation products), the medium is rarefied, collisions are less important, and the water molecules are freely expanding isotropically from grains. Our time-dependent, H 2 O production numbers within the extraction aperture FOV are presented in Fig. 15 .
Results
The observed water production requires a combination of pure water ice grains and dirty grains (Fig. 15) . Pure water ice grains cannot fully explain the observed water production (Fig. 15) . However, the overall temporal evolution at TI + 1.83 h and later is well reproduced by the sublimation of pure water ice grains. Models with three-layer grains can account for the number of water molecules detected at TI + 0.67 h; on the other hand, these models predict a fast decrease of water production. The contribution of the grains to the water production also depends on their size. In the case of pure ice, only grains with . Temporal evolution of the number of water molecules within the FOV computed with our time-dependent models of sublimating icy grains. Curves are displayed for pure ice grains (solid line), three-layer grains with a fractional mass of the mantle component α ice = 0.9 (dashdotted-dotted line) and two-layer (Ol) grains with α ice = 0.98 (longdashed line). The outputs from the models with rarefied medium and dense medium are shown in red and black, respectively. The filled triangles are the number of water molecules derived from the analysis of the Spitzer spectra. The model results have been adjusted so that the curves peak at (3.5 ± 0.8) × 10 31 molecules, which corresponds to the observed value at TI + 0.67 h. radii between 0.1−0.6 μm lose their ice mantle before they leave the FOV at TI + 3.6 h. In contrast, the lifetime of dirty grains does not exceed 1 h for a < 100 μm; grains with radii between 0.1−100 μm and even larger are totally vaporized before they leave the FOV and so the temporal evolution of N H 2 O from these grains is essentially set by the gas velocity. The two-layer (Ol) grain model (with a core of amorphous silicates and a mantle of water ice with α ice = 0.98) is an intermediate case between the three-layer and the pure water ice extremes. In Fig. 15 we provide, for comparison an example of the simulated temporal evolution of the water evolution for the two-layer (Ol) case. As expected, for these grains the time evolution of the number of molecules is between the three-layer and the pure water ice grain scenarios.
Slowly moving, fine grained (1 ± 1 μm) water ice particles, free from refractory impurities, were detected from the Deep Impact spacecraft ). The presence of pure ice grains in the ejecta is also in agreement with the change of the IR color of the dust coma after impact (Knight et al. 2007; Fernández et al. 2007 ).
In our model, we assumed that the dust grains move radially from the nucleus in a radially expanding ambient gas flow. We investigated two cases of gas flow: dense and rarefied. In the dense case, water molecules after sublimation from grains are forced by collisions with the ambient flow to move in the same radial direction and with the same velocity. Therefore, in this case, we have a maximum outflow rate. In the rarefied medium scenario, collisions are rare, and molecules emitted from grains travel isotropically. Thus the average radial flow rate is smaller than in the previous case, and N H 2 O decreases at later times. Until TI + 0.67 h, the two approaches give the same N H 2 O because no water molecules have left the FOV. In the case of pure water ice, the maximum N H 2 O is reached much later, when water molecules have already started to leave the FOV. In the dense medium case, we deduce a mass of ice M ice = 7.6 × 10 6 kg (for grains between 0.1−1 μm) if only pure water ice grains are considered (Table 6 ) and M ice = 3.6 × 10 5 kg (for grains between 0.1−100 μm) when only the three-layer grains are used (Table 5 ).
In the rarified medium model, we find M ice = 4.7 × 10 6 kg (for grains between 0.1−1 μm) in the case of pure water ice grains and M ice = 3.5 × 10 5 kg (for grains between 0.1−100 μm) in the case of the three-layer grains (Table 5) .
We have assumed that the sublimation commenced immediately at the time of impact. However, DiSanti et al. (2007) find that the column abundance of H 2 O increased by only a modest factor until TI + 25 min. They assert that this time delay is required for outflowing grains to reach sublimation temperature in an optically thick dust coma. We studied the effect of this delay in the dense case and considered two limiting cases. First (1st case), we assumed that the grains after impact achieved velocities close to those arising from aerodynamic acceleration. For this case, we delayed the onset of grain sublimation by 20 min, while the grains are still moving outwards into the coma. Then sublimation commenced from the grain position (i.e., total displacement from the nucleus at t = 20 min). Alternatively (2nd case), we considered a case wherein the grains after the DI ejection event acquired a low velocity (i.e., they were not entrained in the initial very high velocity plume ejected from the impact site) and therefore stayed relatively close to the nucleus for the first 20 min. For simplicity, to simulate this scenario in the dense case, we took the results of the prior simulations (Fig. 15) , shifted by 20 min. We find that the variation of N H 2 O in the FOV with time is quite similar for the two cases (Fig. 16) . The reason for this consonance is that in 20 min, the largest grains and the smallest grains pass respectively the distances of 20 km and 280 km from the nucleus (1% and 10% of the FOV respectively). Therefore, the water molecules start to leave the FOV 15 min later than the model without the delay and the time when N H 2 O starts to decrease is shifted.
The plateau observed between TI + 0.67 h and TI + 4.2 h in our data reveals a continuous H 2 O production that is not reproduced with either the pure-ice or three-layer simulations. We found that a linear combination of these simulations is not able to fit the data. A more complex model that considers a large variety of grain properties and ice content is beyond the scope of this paper.
Finally, we have investigated whether we could reproduce, with our model, the temporal evolution of the water column Notes. The model results have been adjusted so that the curves peak at (3.5 ± 0.8) × 10 31 molecules, which corresponds to the observed value at TI + 0.67 h. abundance measured at Keck by DiSanti et al. (2007) . The data acquired by DiSanti et al. (2007) pertain to a much (typically ten times) smaller field of view (280 km × 1130 km) and samples ∼12 times until TI + 1.5 h. Using the number of pure ice grains required to reproduce the long-term evolution of the H 2 O molecules observed by Spitzer, we infer a maximum column abundance for the Keck data that is three times smaller than the maximum observed column abundance. If one uses instead the number of three-layer grains required to explain the Spitzer data at TI + 0.67 h, the Keck column abundance is overestimated by a factor of about 2; in addition the overall temporal evolution is not reproduced. On the other hand, the twolayer (Ol) grains assumption approximately fits the H 2 O column abundance mesured at Keck and its temporal evolution.
So far we presented the results obtained using the parameters for the power law distribution (a min = 0.1 μm and q = 3.7) and for the grain velocity (v ref = 230 m s −1 and q v = 0.4) obtained by fitting the dust continuum at TI + 0.67 h with the thermal emission of two layers grains. A similar temporal evolution of N H 2 O is obtained for the three other size distributions discussed in Sect. 3 and summarized in Table 4 . The mass of ice required to explain the N H 2 O measured at TI + 0.67 h (case of dirty grains) or the sustained N H 2 O value measured at later times (taken to be 3.5 × 10 31 molecules; case of pure ice grains) is given in Table 5 for the different parameter sets with a max = 100 μm. Sets (1) and (3) provide identical masses of ice because they correspond to the same size and velocity distribution parameters (see Sect. 3.2 and Table 4 ). A huge unrealistic mass of ice is inferred with set (2) where a min = 0.6 μm ( Table 5 ). The sublimation of pure ice grains larger than 0.6 μm is indeed inefficient.
Since sublimation from pure ice grains larger than 0.6 μm is inefficient, and the lifetime of 0.1 um pure ice grains are short, the major source of water molecules in the Spitzer beam probably are pure ice grains with radii between 0.1−0.6 μm.
Dirty icy grains over a large size range contribute to some extent at early times. The mass of ice in those grains can be neglected in the total ice budget.
Our model and analysis of dust thermal emission did not consider icy grains. We computed the thermal emission expected from pure ice grains and found that its contribution to the continuum spectral energy distribution observed by Spitzer is negligible. The ratio between the thermal flux from carbon grains and from pure ice grains is close to 100. The dirty ice grains sublimated quickly (Fig. 14) and do not affect models that seek to replicate the observed Spitzer spectra. Consequently, there was indeed no need to include water ice in our analysis of the dust continuum emission.
Dust-to-ice ratio
We summarize in Table 6 the masses of dust and ice in the ejecta cloud inferred for the different set of grain parameters and for the size ranges 0.1−1, 0.1−10, and 0.1−100 μm. We only consider pure ice grains in the ice budget.
The dust-to-ice ratio (Table 6 ) was computed assuming that the size distributions of ice and dust grains are similar. The dustto-ice ratio is <0.02 in all cases. For comparison, the dust-to-gas production rate ratio before impact is ∼2 based on the pre-impact water production rate obtained in Sect. 4.2 (141 kg s −1 ), and the pre-impact dust production rate 293 kg s −1 (Schleicher et al. 2006) . With a ice-to-dust ratio of ≈50 for sizes <100 μm, we could conclude that a large amount of ice was located below the impacted surface of 9P/Tempel 1. However this ice-to-dust ratio seems non-realistic because, e.g., this would imply O/Mg and O/Si bulk elemental abundances inside the nucleus much higher than protosolar values. Because the dust mass in this study is in good agreement with other published values (Sect. 3.3), we investigated how to decrease the mass of ice.
In our study, we considered dirty ice grains with radii less than 100 μm. We verified that considering larger grains do not affect our conclusions. Although these slowly moving grains vaporize close to the nucleus, they cannot explain the amount of water observed well after impact. We can explain the sustained water production by significantly reducing the gas velocity, but this explanation is not realistic given observational constraints on the gas velocity field (Biver et al. 2007 ). In our calculations, we assumed that sublimation is occurring from the spherical surface of the grains. In more realistic models (Gunnarsson 2003) , porous grains are assumed to be aggregates of small particles and so the effective surface area of sublimation is larger than the surface area defined by the grain radius. To test how this would affect our results, we performed calculations for porous grains made of units of 0.2 μm grains. For aggregate radii of 0.5 μm and 100 μm radii, the effective surface area of sublimation is 1.5 and 75 times larger than the surface area defined by the grain radius. Use of porous grains results in ice masses that are only ∼10% lower than dirty ice grains. Finally, in our model we assumed a spherical expansion of the ejecta cloud for simplification. To investigate geometry effects, we used the model for the rarefied medium and assumed that the ejecta expanded in a cone of 45 degrees opening angle along the line of sight. We obtained a mass of ice only 15% smaller than the value inferred in the isotropic geometry. In summary, it is difficult to decrease the estimated mass of ice by more than a factor 2 with the above arguments.
Possibly, our assumption that the size distribution for the dust and icy grains is similar is not appropriate. Infrared ice signatures in ejecta spectra suggest that the size of pure ice grains is in the range 1 ± 1 μm . By assuming a smaller grain size cut-off for icy grains than for dust grains (which could be due to the rapid fragmentation of ice grains after impact), we can deduce a more realistic dust-to-ice ratio. For example, using the total dust mass inferred for grains <100 μm and <10 mm and the mass of ice for grains <1 μm, we obtain dust-toice ratios of ≈0.1 and 0.3, respectively. The comparison with the pre-impact dust-to-gas production rate ratio of ∼2 would then indicate an ice enrichment by a factor >6 below the surface.
A third possible interpretation involves ice grains that are on gravitationally bound trajectories. Our model has assumed that all observed water and dust is escaping from the gravitational influence of the nucleus. This assumption is incorrect for a gravity-dominated cratering event, which is not ruled out by observational data (Richardson et al. 2007 ). Richardson et al. (2007) point out that, in this case, more than 90% of the mass excavated by the impactor never travels more than a few hundred meters from the surface. This material returns to the surface within 45 min after impact, which is approximately the time of our first Spitzer spectral map. Fifty percent of this material is ejected very slowly and lands within 9 min over a 160 m diameter area. In fact, slow moving material continues to fall back onto the surface for many hours. It is important to recognize that this redistributed material will contain icy grains. Upon reaching the surface these icy grains can be warmed by direct insolation or through thermal contact with surrounding dust. Therefore, an alternate production mechanism of water vapor arises from pure and dirty ice grains that have been redistributed over the surface of the comet and sublime. If one assumes that those grains exhausted their whole water content, i.e., 7.4 × 10 6 kg of water (Sect. 4.3), and that 10% of the excavated material escaped in the coma, then we obtain a dust-to-ice ratio for the excavated material in the range 0.6−2.5 (i.e., an ice-to-dust ratio of 0.4−1.6), consistent with the preimpact dust-to-gas production rate ratio of ∼2. In this calculation, we use the dust mass we determined when assuming a maximum dust size in the ejecta cloud of 100 μm. Larger dustto-ice values are derived if larger maximum sizes are allowed, as considered by Küppers et al. (2005) . However, by modeling the ejecta plume behavior, Richardson et al. (2007) estimated the excavated mass to be at most 1.8 × 10 7 kg (the maximum value being obtained for a gravity-dominated cratering event), implying a dust-to-ice ratio <1.4. In summary, in the hypothesis of a gravity-dominated cratering event and complete sublimation of excavated ice, the dust-to-ice ratio is estimated to 0.4−1.4, implying at most a moderate enrichment in water ice below the surface with respect to the pre-impact H 2 O/dust production rate ratio. The question that then arises is whether the observed time evolution of N H 2 O is consistent with sublimation from redeposited material. Assuming that 50% of the observed water was produced from the material that landed over a region of 160 m in diameter, the sustained water production observed by Spitzer (Fig. 13) implies that this material remained in average at an equilibrium temperature on the order of 230−240 K, i.e., significantly below the surface temperature of the impacted area (∼300 K, Groussin et al. 2007) . If these suppositions are to be upheld, pure ice grains would have to be present in the ejecta blanket and would have to had remained colder than the surrounding nuclear surface. Extensive modeling of the sublimation of the ejecta blanket is beyond the scope of this paper. In addition, whether the cratering event was gravity or strength-dominated is still debated (Holsapple & Housen 2007) , so that the amount of material that returned back to the surface is not precisely known. Table 6 . Total mass of dust and mass of pure ice grains derived from the dense medium model, and corresponding dust-to-ice ratios.
Size range
Parameter set (μm)
(1) (2) (3) (4) ≤1 M ice (kg) ≈7.6 × 10
Using a time series of mid-infrared spectral maps from Spitzer obtained on 2005 July 04, we have analyzed the spatial and temporal evolution of water and dust and the thermal properties of dust grains ejected into the coma of comet 9P/Tempel 1 during the Deep impact collision.
Fitting the underlying continuum with a blackbody function, we have determined the color temperature of the dust. Before impact the color temperature was 265 ± 2 K. The color temperature of the ejecta was 375 ± 5 K just after impact. We analyzed the grain properties of the ejecta using a dust thermal model for the continuum for two size distributions and grain compositions and found that a significant number of small grains were released as a result of impact and grain fragmentation. The maximum mass of dust in the Spitzer extraction aperture FOV (9.25 × 9.25 centered on the nucleus) is obtained at TI + 3.6 h, after which the mass decreases with time as small particles leave the FOV. The measured mass of submicron grains decreases faster than the mass of the larger grains because the population of the smallest grains in the inner coma decreases more quickly than the larger grains because the smaller grains are moving faster. The total mass of the ejecta ranges from (2.7−8.9) × 10 5 kg for sizes 0.1−10 μm, and from (0.5−2.1) × 10 6 kg for sizes 0.1−100 μm. With a time dependent dust evolution model we fitted synthetic SEDs and derived dust parameters including the velocity distribution for the grain size distribution, for both the power law distribution and the Hanner distribution. We determined the velocity of the smallest grains, equal to 230 m s −1 , from the observed Spitzer SED assuming that they leave the FOV at TI + 3.6 h. Our model reasonably fits the observed flux until TI + 10.2 h; however, the flux observed at TI + 20.5 h is underestimated. The synthetic spectra obtained with the time dependent model for the dust also enabled an investigation of the temporal evolution of parameters for both size distributions. At TI + 20.5 h, a p is greater for the model than for the observations in the case of the Hanner distribution and q is smaller for the model than for the observations in the case of the power law distribution. This behavior can be explained by the presence of an additional sources of small grains, i.e., the fragmentation of large grains, which is not taken into account in our model.
The water production rate determined from the spatial distribution of water within the coma before impact is Q pre = (4.70 ± 0.7) × 10 27 mol s −1 assuming a spherical expansion of water with v exp = 0.75 km s −1 .
With a time-dependent model we studied the temporal evolution of the water molecules in the FOV after impact. This temporal evolution strongly suggests that sustained production of water molecules occured after impact from sublimating icy grains. We have found that a linear combination of a short-duration outburst and a long-duration outburst is needed with a relative proportion of water molecules injected during the short-duration outburst of 0.13. The short-duration outburst (t burst = 500 s) reproduces the strong production of water observed just after impact and a long-duration outburst is required (t burst = 70 000 s) to explain the sustained production of water after TI + 0.67 h. We estimated the number of water molecules injected by the impact N inj = (2.5 ± 0.5) × 10 32 molecules which corresponds to a mass of water M inj = (7.4 ± 1.5) × 10 6 kg. We showed that the sublimation of pure water ice grains (with sizes ranging from 0.1−0.6 μm) reproduces the overall temporal evolution at TI + 1.83 h and later. We estimated the mass of ice ejected by the impact to M ice = (0.5−1.8) × 10 7 kg, considering grain sizes <1 μm. The ice-to-dust ratio is ≈30 for the population of grains with sizes <1 μm. The assumption of similar size distributions for dust and ice grains results in a high ice-to-dust ratio of ≈50, assuming that dust and ice grains <10−100 μm populate the ejecta cloud. Concluding that such a large amount of ice is present below the surface seems unrealistic. An ice-to-dust ratio of ≈10 is obtained by supposing a grain size cut-off for icy grains of 1 μm and dust grains with sizes ranging up to 100 μm, which implies an enrichment factor of ≈6 enrichment in subsurface ice.
An alternate explanation to the observed long-term production of water is that water vapor was instead produced from the ejecta blanket formed by slow-moving pure and dirty ice grains falling back to the surface. If a large amount of material returned to the surface after the impact and sublimated, then the measured water/dust ratio in the ejecta cloud does not exclude an ice-todust ratio ∼1−3 in the excavated material. A better understanding of the cratering event on 9P/Tempel 1, and of the size distribution of icy grains, is required to provide stronger constraints on the ice-to-dust ratio in 9P/Tempel 1.
