We give a new proof for the Littlewood-Richardson rule for the wreath product F ≀Sn where F is a finite group. Our proof does not use symmetric functions but more elementary representation theoretic tools. We also derive a branching rule for inducing the natural embedding of F ≀ Sn to F ≀ Sn+1. We then apply the generalized Littlewood-Richardson rule for computing the ordinary quiver of the category F ≀ FIn where FIn is the category of all injective functions between subsets of an n-element set.
Introduction
Let G be a finite group and let H ≤ G be a subgroup. By Maschke's theorem, group algebras (over C) are semisimple so every group representation is a finite direct sum of irreducible ones. A basic question in the representation theory of finite groups is the following one: Let V be some H-representation, what
Preliminaries

Wreath product
Throughout this paper F and G will be finite groups such that G acts on the left of some finite set X. An element f ∈ F X is a function from X to F . Note that F X is a group, multiplication being defined componentwise. We can also define a left action of G on F X by (g * f )(x) = f (g −1 x).
It is easy to verify that this is indeed a left action.
Definition 2.1. The wreath product of F with G denoted F ≀ X G is the semidirect product F X ⋊ G. In other words, it is the set F X × G with multiplication given by
If H ≤ G is a subgroup, we can restrict the action on X to H and get the group F ≀ X H which is a subgroup of F ≀ X G.
Clearly, S n acts on {1, . . . , k} (for n ≤ k) by permuting the first n elements and fixing the other ones. We refer to this action as the standard action of S n on {1, . . . , k}. In this case we denote the wreath product with F by F ≀ k S n . The focus of this paper will be the case where k = n and we will simply denote this group by F ≀ S n . There is a very natural way to think of this group. Recall that we can identify S n with the group of permutation matrices, that is, a permutation π ∈ S n can be identified with an n × n matrix A where
Similarly, we can identify F ≀ S n with a group of matrices, but here the non-zero entries can be any element of F . In other words, the tuple (f, π) is identified with the n × n matrix A where
The multiplication of F ≀ S n is then identified with matrix multiplication when 3 one assumes 0 · a = a · 0 = 0, a + 0 = 0 + a = a for every a ∈ F .
The following fact will be of use (see [3, Proposition 2.1.3] for proof).
Lemma 2.2 (Distributivity of the wreath product). Let G 1 and G 2 be groups acting on disjoint sets X 1 and X 2 respectively, so G 1 × G 2 acts on the disjoint union X = X 1∪ X 2 . Then
Complex group representations
We only consider representations over C in this paper. A G-representation is a pair (U, ρ) where U is a finite dimensional vector space and ρ : G → End(U )
is a group homomorphism. This is equivalent to an action of G on the vector space U by linear transformations. We will sometimes omit the homomorphism and say that U is a G-representation. For u ∈ U we will usually write g · u or even gu instead of ρ(g)(u). Let U and V be two G-representations. We say that U is isomorphic to V (and write U ∼ = V ) if there is a vector space isomorphism T : U → V such that T (g · u) = g · T (u) for every g ∈ G and u ∈ U .
The direct sum U ⊕ V of two G-representations is again a G-representation according to g · (u + v) = gu + gv. A subvector space V ⊆ U is called a subrepresentation if it is closed under the action of G, that is, g · v ∈ V for all g ∈ G and v ∈ V . A non-zero G-representation U is called irreducible if its only subrepresentations are 0 and U . We denote the set of irreducible representations of G (up to isomorphism) by Irr G. It is well known that every G-representation is a finite direct sum of irreducible representations and that the number of different irreducible G-representations (up to isomorphism) is the number of conjugacy classes of G. We denote the trivial representation of any group G by tr G . Recall that if V is a G-representations, then V * = Hom(V, C)
is also a G-representation with operation (g · ϕ)(v) = ϕ(g −1 v). Let U and V be G-representations. The inner tensor product U ⊗ V is again a G-representation with action defined by g · (u ⊗ v) = gu ⊗ gv and extending linearly. Now, assume that U 1 and U 2 are G 1 and G 2 -representations respectively. The outer tensor product U 1 ⊗ U 2 of U 1 and U 2 is the (G 1 × G 2 )-representation where
. Although the two types of tensor product can be distinguished by the context we prefer using different notation for outer tensor product, denoting it by ⊠. Likewise, the simple tensors of U ⊠V will by denoted by u ⊠ v. It is well known that Irr(
Another simple observation will be important.
Lemma 2.3. Let U 1 and V 1 (U 2 and V 2 ) be G 1 (respectively, G 2 )-representations. Then
which clearly extends to a vector space isomorphism and also
as required.
The character χ U of the G-representation (U, ρ) is the function χ U : G → C defined by χ U (g) = trace(ρ(g)).
Recall that the multiplicity U ∈ Irr G as an irreducible constituent in some G-representation V is given by the inner product
In order to simplify notation, we will usually omit the χ and write U also for the character of U . Hence the above inner product will be written as
Restriction and induction
Let (U, ρ) be a G-representation and let H ≤ G be a subgroup. The restriction
that is, restricting the homomorphism to the subgroup H. Note that dim Res
where the G action is given by
where s ∈ CG and u ∈ U . However, we will usually use the following more concrete description. Choose S = {s 1 , . . . , s l } to be representatives of the left cosets of H in G (where l = [G : H]). Note that any element g ∈ G can be written in a unique way as g = s i h where s i ∈ S and h ∈ H. Every element of Ind G H U is a formal sum of the form
where u i ∈ U and α i ∈ C. In other words, as a vector space Ind
that is, l copies of U . The action is defined on elements of the form (s i , u) by
where s j and h are unique such that gs i = s j h. The required action is given by extending linearly. Note that dim Ind
It is important to mention that the representations Ind G H U and Res G H V depend not only on the groups G and H but also on the specific embedding of H into G. Hence we will have to give the specific embeddings when discussing these representations. Both induction and restriction are transitive and additive, that is, if
For restriction this is a trivial statement and for induction the proof is [3, Propositions 1.1.10 and 1. Using characters, Frobenius reciprocity can be written as the following equality
Representations of the symmetric group
We will recall some elementary facts regarding the representation theory of the symmetric group. More details can be found in [6, 12] . Recall that an integer composition of n is a tuple λ = [λ 1 , . . . , λ k ] of non-negative integers such that 
2. Similarly, denote by Y − (λ) the set of Young diagrams obtained from λ by removing one box. Then
We now turn our attention to the Littlewood-Richardson branching rule. If we identify S k (S r ) with the group of all permutations of {1, . . . , k + r} that leave {k + 1, . . . , k + r} (respectively, {1, . . . , k}) fixed we can view S k × S r as a subgroup of S k+r . Given λ ⊢ k and δ ⊢ r the Littlewood-Richardson rule gives the decomposition of Ind
In other words, if we write this decomposition as
it gives a combinatorial interpretation for the coefficients c γ λ,δ (called the Littlewood-Richardson coefficients). The aim of this paper is to generalize the classical branching rules and the Littlewood-Richardson rule to the group F ≀ S n for any finite group F . Although the details of the Littlewood-Richardson rule for S n will not be essential in the sequel, we give them here for the sake of completeness. For this we have to introduce some more notions. First we generalize the notion of a Young diagram. A skew tableau is a skew diagram whose boxes are filled with numbers. We call the original diagram the shape of the tableau. Let t be a skew tableau with n boxes such that the number of boxes with entry i is δ i . The content of t is the
We say that a skew tableau is semi-standard if its columns are increasing and its rows are non-decreasing. For instance 
. For instance, this happens for every γ such that γ i < λ i for some i.
Remark 2.10. Note that the classical branching rule for induction can be deduced from the Littlewood-Richardson rule if we set r = 1.
Representation theory of F ≀ S n
The goal of this section is to describe the irreducible representations of F ≀ S n . We follow the approach of [3] , but we introduce different notation that will be more convenient to our purpose. We also prove some technical lemmas that will be of later use.
Inflation
Definition 3.1. Let G be a finite group and let N G be a normal subgroup. Let (U, ρ) be a representation of G/N . We denote by (U , ρ) the G-representation defined as follows. As a vector space, U = U , and the G-action is
Following [3] we call U the inflation of U .
Note that dim U = dim U and if U is an irreducible G/N -representation then U is an irreducible G-representation as well.
The specific case we will be interested in is the following. If F and G are finite
Lemma 3.2. Let G 1 and G 2 be groups acting on the disjoint sets X 1 and X 2 respectively and let U 1 and U 2 be G 1 and
(where X = X 1∪ X 2 ). Then
Proof. As vector spaces both representations are spanned by elements of the
Conjugacy and extensions
Let N G be a normal subgroup. Then we can define an action of G on the
for all g ∈ G and n ∈ N .
In the case of F X F ≀ G this action has a simple form. Recall that the set of irreducible representations of F X is
for every x ∈ X and h ∈ H. In other words, F ≀ H is a subgroup of the stabilizer of
in the following way. As a vector space, Ex H U = U and the group action is:
(Ex H U, Ex H ρ) is called the extension of U with respect to H. When no ambiguity arises we write ( U , ρ) instead of (Ex H U, Ex H ρ).
Proof. We remark that this proof is essentially [3, Lemma 2.
F ≀ H what we need to prove is:
The left hand side of Equation (3.1) is:
Since ρ hx = ρ x for every h ∈ H this equals
The right hand side of Equation (3.1) is
Again, since ρ h
So we get the desired equality.
such that F ≀ K is a subgroup of the stabilizer of U . Note that
Lemma 3.7. Let G 1 and G 2 be groups acting on disjoint sets X and Y re-
and F ≀ H 2 are subgroups of the stabilizers of U and V respectively. Then
Proof. Both vector spaces are spanned by elements of the form (
u y ) and in both cases the group action is
Irreducible representations of F ≀ S n
We now return to the specific case of F ≀ S n . From now on, fix some indexing for the set of irreducible representation of F , say Irr F = {U 1 , . . . , U l }. Without loss of generality, we assume that U 1 is the trivial representation of F . Let 1 ≤ i j ≤ l for j = 1, . . . , n and let
be an irreducible F n -representation. We define its type to be the integer com-
such that n i is the number of j ∈ {1, . . . , n} such that
n i = n and n i ≥ 0 for every 1 ≤ i ≤ l. It is clear that two irreducible representations are in the same orbit of conjugation if and only if they have the same type. Moreover, the stabilizer of U is isomorphic to
Given a specific composition n = (n 1 , . . . , n l ) define
that is, the first n 1 representations in the product are U 1 , the next n 2 representations are U 2 etc. Clearly, the type of U n is n and the set {U n | n is an integer composition of n} serve as a set of representatives for the orbits of conjugation. A tuple Λ = (λ 1 , . . . , λ l ) such that λ i ⊢ n i for every i is called a multipartition of n with l components. We will also call it a multipartition of the composition n and denote this by Λ n. We denote by S Λ the (irreducible)
Finally we can define:
Definition 3.8. Let n = (n 1 , . . . , n l ) be an integer composition of n and let Let λ be some partition of n. We set Φ A key observation is the following one.
Proposition 3.12. Let n = (n 1 , . . . , n l ) be an integer composition of n and let Λ = (λ 1 , . . . , λ l ) be a multipartition of n. The following isomorphism holds:
Proof. By definition
if we write this more explicitly we get
Using Lemma 3.2 and Lemma 3.7 this equals:
Now, using Lemma 2.3 this equals:
which is precisely
Littlewood-Richardson rule for F ≀ S n
In this section we generalize the standard Littlewood-Richardson rule for S n to the case of F ≀ S n . As mentioned above this is a new proof for [5, Theorem 4.7] .
Given two integers k and r and two integer compositions
. . , λ l ) and ∆ = (δ 1 , . . . , δ l ) be multipartitions of k and r respectively. We want to find the decomposition of
into irreducible representations. In other words, if we write
where the outer sum is over all integer compositions n of k + r, we want to find the coefficients C Γ Λ,∆ . We start with a specific case. Before proving this results we need some lemmas.
Proof. Let s 1 , . . . , s l be representatives of the H cosets in G. Note that (1 F , s i ) for i = 1, . . . , l are representatives for the F ≀ X H cosets in F ≀ X G where 1 F is the constant function 1 F (x) = 1 F . Now, define
and extending linearly. Clearly, T is a vector space isomorphism. Now, given
assuming that gs i = s j h for h ∈ H. Note that
Proof. Apply Lemma 4.3 and Lemma 4.2.
Proof of Proposition 4.1. According to the definition
Using Lemma 2.3 this equals
Ind
and by Lemma 3.2 and Lemma 3.7 this equals
If we use more precise notation, this is actually
but according to Remark 3.6 this equals
Returning to imprecise notation, this is
where now U
⊠(k+r) i
is an (F ≀ S k+r )-representation.
By Lemma 4.4 this equals
but according to the standard Littlewood-Richardson rule
Hence our representation equals
Now we turn to the general case. Let k = (k 1 , . . . , k l ) and r = (r 1 , . . . , r l ) be integers compositions of k and r respectively. We denote k + r = (k 1 + r 1 , . . . , k l + r l ), an integer composition of k + r.
Remark 4.6. Note that k + r is the only composition of k + r occurring in this summation.
Before proving this result we need another technical lemma about induction.
Lemma 4.7. Assume H 1 ≤ G 1 (H 2 ≤ G 2 ) and let U 1 (respectively, U 2 ) be a representation of H 1 (respectively, H 2 ). Then
Proof. It is more convenient here to use the tensor product definition of induced representation. Define a vector space isomorphism T : Ind
and extending linearly. Now take some (g 1 , g 2 ) ∈ G 1 × G 2 and note that
Proof of Theorem 4.5. According to Proposition 3.12, the representation
Using Lemma 4.7 this equals
which, by transitivity of induction, equals
Rearranging we get
Again using transitivity we can write this as
and using Lemma 4.7 this equals
According to Proposition 4.1 we get
which, according to Proposition 3.12, is precisely
Classical branching rules for F ≀ S n
In this section we retrieve Pushkarev's result of "classical" branching rules for F ≀ S n [10, Theorem 10] . Let n = (n 1 , . . . , n r ) be an integer composition of n and let Λ = (λ 1 , . . . , λ l ) n be a multipartition. We want to find the decomposition into irreducible representations of Ind 
where γ is in the i-th position of (λ 1 , . . . , γ, . . . , λ l ).
For the proof of Theorem 5.1 we need the following lemma.
Lemma 5.2. Let U be an H-representation and let K be some group, then (((k, 1) , u)) = k ⊠ u which is clearly a vector space isomorphism and note that
so T is an isomorphism of (K × H)-representations.
Proof of Theorem 5.1.
and by transitivity of induction
According to Lemma 5.2 this equals
It is well-known that the decomposition of CF is
so we obtain
.
) (see Remark 3.11) so we can write this as
Using Theorem 4.5 and Remark 2.10 this is precisely the required result.
Using Frobenius reciprocity we have the following corollary for restriction.
Corollary 5.3. With notation as above
Res
F ≀Sn
Example 5.4. Let Λ be the multipartition associated to the multi-Young diagram (  ,  ,  ) so Φ Λ is an irreducible representation of S 3 ≀S 8 . Assuming we have indexed Irr S 3 such that U 1 is the trivial representation, U 2 is the standard representation and U 3 is the alternating representation then
6 Application: The quiver of the category alge-
Denote by FI n the category of all injective functions between subsets of {1, . . . , n}.
In this section we apply the Littlewood-Richardson rule for computing the ordinary quiver of the category algebra of F ≀ FI n , the wreath product of a finite group F with FI n . In the next two sections we give some preliminary background on the wreath product of a group with a category and on quivers. In section 6.3 we give the description of the quiver.
The wreath product of a group with a category
All categories in this paper are finite. Hence we can regard a category C as a set of objects, denoted C 0 , and a set of morphisms, denoted C . Let F be a finite group, let C be a finite category and let H : C → Set be a functor from C to the category of finite sets. Define a new category D in the following way. The set of objects is the same as the set of objects of C, that is,
is the set of all functions f : H(a) → F . So we can write a specific morphism as (f, g). Now, given two morphisms
where · is componentwise multiplication of functions in F H(a) .
Definition 6.1. The category D defined above is called the wreath product of F and C with respect to H and it is denoted by F ≀ H C.
Since monoids are categories with one object, Definition 6.1 is also a definition for the wreath product of a group G with a monoid M . In this case the functor F is just an action of M on the left of some set X. Hence M acts on the right of F X in the following way. Given g ∈ M and f ∈ F X the function f * g is
The wreath product F ≀ X M is then just the right semidirect product F X ⋊ M .
Remark 6.2. One may note that if M is a group then Definition 6.1 does not coincide with Definition 2.1. However, we will immediately prove that the two ways to define a wreath product of groups are isomorphic. We have to use different definition for wreath product in this section because Definition 2.1 does not generalize well to monoids and categories.
In the next lemma we denote by F wr X G the wreath product of Definition 6.1 which is apriory different from F ≀ X G of Definition 2.1.
Lemma 6.3. Let F and G be finite groups such that G acts on the left X. Then
Proof. In this proof we denote by * 1 ( * 2 ) the left (right) action of G on F X as in Definition 2.1 (respectively, Definition 6.1). Define T :
Clearly, T has an inverse
Moreover, note that
so T is also a group homomorphism as required.
The ordinary quiver of an EI-category algebra
Recall that a unital C-algebra is a unital ring A that is also a vector space over C such that c(ab) = (ca)b = a(cb) for all c ∈ C and a, b ∈ A. The algebras that are of interest for us in this section are category algebras. Let D be a finite category. The category algebra CD is the C-vector space with basis the morphisms of the category, that is, all formal linear combinations
with multiplication being linear extension of
A quiver is a non-directed graph where multiple edges and loops are permitted.
The (ordinary) quiver Q of an algebra A is a quiver that contains information about the algebra's representations. The exact definition is as follows. The vertices of Q are in a one-to-one correspondence with the set Irr A of all irreducible representations of A (up to isomorphism). Given two irreducible representations U and V the number of edges (more often called
For the sake of simplicity, if Q is the quiver of the algebra of D we will call it simply the quiver of D.
When considering quivers of categories we can restrict our discussion to a special There is a special kind of categories whose quiver has a more concrete description. This description was discovered independently by Li [7] and by Margolis and Steinberg [9] . For explaining it we need more definitions from category theory. A category D is called an EI-category if every endomorphism is an isomorphism. In other words, every endomorphism monoid D(a, a) of this category is a group. A morphism g ∈ D 1 of an EI-category is called irreducible if it is not an isomorphism but whenever g = g ′ g ′′ , either g ′ or g ′′ is an isomorphism. The set of irreducible morphisms from a to b is denoted IRR A(a, b). The quiver of skeletal EI-categories is described in the following theorem, which is [7, Theorem 4.7] or [9, Theorem 6.13] for the case of the field of complex numbers. 
Irr D(a, a). , a) ) and U ∈ Irr (D(b, b) ), then the number of arrows from V to U is the multiplicity of U ⊠ V * as an irreducible constituent of the
6.3 The quiver of the category F ≀ FI n
As mentioned above, we denote by FI n the category of all injective functions between subsets of {1, . . . , n}. In other words, the objects of FI n are subsets of {1, . . . , n} and given two objects A and B the hom-set FI n (A, B) contains all the injective functions from A to B. Note that ∅ is an initial object of this category, that is, for every A ⊆ {1, . . . , n} there is a unique empty function from ∅ to A. We are interested in the category F ≀ H FI n where H : FI n → Set is the inclusion functor. We will omit the H and denote this category by F ≀ FI n . This category has a natural description using matrices similar to the description of F ≀ S n . We can identify the hom-set F ≀ FI n (A, B) with a set of matrices whose rows are indexed by elements of B and columns are indexed by elements of A.
where i ∈ B and j ∈ A. g is a total function so M (f,g) has no zero columns.
Moreover, since g is an injective function M (f,g) is column and row monomial, that is, every row and column contains at most one non-zero element. Hence here we merely imitate their method. As explained in the previous section we can work with the skeleton of F ≀ FI n . For the sake of simplicity we will denote this skeleton by SF n . It is clear that two objects A and B of F ≀ FI n are isomorphic if and only if |A| = |B|. Hence we can identify the skeleton SF n with the full subcategory of F ≀FI n whose objects are the empty set and {1, . . . , k} for k = 1, . . . , n. So we can identify the objects of SF n with 0, . . . , n. Now the homset SF n (k, r) is identified with all the r × k matrices over F which are column and row monomial and without zero columns. Composition of morphisms then corresponds to matrix multiplication as explained above. By Theorem 6.4 we know that the vertices of the quiver of SF n are in one-to-one correspondence with irreducible representation of the endomorphism groups, which are F ≀ S k for 0 ≤ k ≤ n. In other words:
Corollary 6.5. Let F be a group with l distinct irreducible representations. The vertices in the quiver of F ≀ FI n can be identified with all the multi-Young diagrams with k boxes and l components where 0 ≤ k ≤ n.
The next step is to identify the irreducible morphisms of SF n .
Lemma 6.6. The irreducible morphisms of SF n are precisely the morphisms from k to k + 1 for 0 ≤ k ≤ n − 1. In other words,
Proof. It is clear that any morphism in SF n (k, k+1) is irreducible. On the other hand, take some morphism (f, g) ∈ SF n (k, r) and assume that k+1 < r. Choose j ∈ {1, . . . , r} not in the image of g. Define inc : {1, . . . , k} → {1, . . . , k + 1} to be the inclusion function and g ′ : {1, . . . , k + 1} → {1, . . . , r} is the function defined by
It is clear that g ′ and inc are not bijections and that g = g ′ • inc. Denote by
Since g ′ and inc are not bijections it is clear that (1 F , g ′ ) and
an irreducible morphism as required.
From Theorem 6.4 and Lemma 6.6 we can immediately deduce the following corollary.
Corollary 6.7. Let V ∈ Irr F ≀ S k and U ∈ Irr F ≀ S r be two vertices in the quiver of F ≀ FI n such that r = k + 1 then there are not arrows from V to U .
It is left to consider the situation where r = k + 1. We have to study the representation C IRR(SF n (k, k + 1)) = C SF n (k, k + 1) under the action described in Theorem 6.4. This is a permutation representation, i.e., it is a linearization of the action of
Lemma 6.8. The above action is transitive.
Proof. Chose some (f, g) ∈ SF n (k, k + 1) and let j ∈ {1, . . . , k + 1} be the only element not in the image of g.
Recall that g is injective so g −1 (i) is well defined if i ∈ im g. It is clear that
It is easy to see that (h ′ , π ′ ) · (f, g) = (1 F , inc) hence the action is transitive (even if we multiply only on the left).
It is well-known that if the action of G on some set X is transitive then the permutation representation CX is Ind G K (tr K ) where K = stab(x) is the stabilizer of some x ∈ X and tr K is its trivial representation.
So our representation is also of this form. We want to understand better the stabilizer of some x ∈ SF n (k, k + 1). It is convenient to choose x = (1 F , inc) and to use the matrix interpretation discussed above.
is identified with the (n + 1) × n matrix with 1 along its main diagonal and 0 elsewhere.
It is easy to see that given any matrix A ∈ F ≀ S k if we want some B ∈ F ≀ S k+1 such that
then B must be of the form
where a can be any element of F . Hence stab((1 F , inc)) = {(A ⊕ (a), A) | A ∈ F ≀ S k , a ∈ F } ∼ = (F ≀ S k ) × F as required.
Proposition 6.10. Let V ∈ Irr F ≀ S k and U ∈ Irr F ≀ S k+1 identified with two vertices of the quiver. The number of arrows from V to U is the multiplicity of U as an irreducible constituent in the F ≀S k+1 -representation Ind
Proof. Denote K = stab ((1 F , inc) ). According to Theorem 6.4 and the above discussion, the required number is the multiplicity of U ⊠ V * as an irreducible constituent in the F ≀ S k+1 × F ≀ S k -representation Ind F ≀S k+1 ×F ≀S k K tr K where tr K is the trivial representation of K. Using inner product of characters, and recalling that we use the same notation for the representation and its character, this number is
By Frobenius reciprocity this equals We want to think of the last term as an inner product of (F ≀S k )×F -representations, but neither U nor V is an (F ≀ S k ) × F -representations. However, U (A ⊕ (a)) = Res Using again Frobenius reciprocity this equals U, Ind
which is precisely the required number.
. Note also that the embedding K ֒→ F ≀S k+1 is precisely the standard embedding of the Littlewood-Richardson rule. By Theorem 4.5 we can conclude: Theorem 6.11. The vertices of the quiver of F ≀ FI n are in one-to-one correspondence with multi-Young diagrams with with k boxes and l components where l = | Irr F | and 0 ≤ k ≤ n. Let k = (k 1 , . . . k l ) and r = (r 1 , . . . , r l ) be two integer compositions of k and r respectively and let Λ = (λ 1 , . . . , λ l ) k and ∆ = (δ 1 , . . . , δ l ) r be multipartitions of k and r respectively. There can be no more than one arrow from Φ Λ to Φ ∆ . There is an arrow if and only if the following holds:
• r = k + 1.
• r 1 = k 1 + 1 and r i = k i for 2 ≤ i ≤ l.
• λ 1 is obtained from δ 1 by adding one box, and λ i = δ i for 2 ≤ i ≤ l.
Proof. We have already seen that there are no arrows from Φ Λ to Φ ∆ unless r = k + 1 (Corollary 6.7). If r = k + 1 then Proposition 6.10 implies that the number of arrows from Φ Λ to Φ ∆ is the multiplicity of Φ ∆ as an irreducible constituent in Ind can be found in [1] . The following result is immediate.
Corollary 6.13. Let F be a non-trivial finite group and denote l = | Irr F |. Then the quiver of F ≀ FI n has n k=0 P l−1 (k) connected components.
