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The problem we address is performing statistical inference in Internet of Things
scenarios, which are typically composed by a massive number of sensor nodes. We
consider a traditional distributed scenario in which sensors make local observa-
tions about monitored phenomena and supply a central node (fusion centre) with
relevant statistics for making a global decision about the state of the network.
The primary contribution of the proposed statistical inference framework is that
it is tailored for large-scale multisensor networks by combining non-parametric
local detection approach with multiple hypotheses testing procedure that controls
error rates. In particular, a local detector is employed by each sensor node. The
decision problem at the detector is formulated as a binary hypothesis. The de-
tector employs bootstrapping and non-parametric two-sample Anderson-Darling
test to approximate the probability function of and calculate relevant test statis-
tics. The fusion centre employs the False Discovery Rate control procedure for
simultaneously evaluating the massive number of sensors test statistics as well as
for controlling error rates. For a large number of sensors, demanding local condi-
tions (probability models that resemble each other under the null and alternative
hypotheses) and several sensors observing departure from nominal conditions,
the power of the proposed statistical framework is large (above 90%). When only
few events occur, it might be challenging for the fusion centre to detect them
all. To understand and address this problem we analysed the simulation results,
which brought insights into the performance of the proposed statistical inference
approach as well as potential ways of improving it.
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Mathematical symbols
l size of observation sample Y
m total number of hypotheses
m0 total number of true null hypotheses
m1 total number of true non-null (alternative) hypotheses
n size of ambient sample X (under nominal conditions)
pd detection probability
µ mean
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Φ cumulative distribution function of the standard nor-
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q∗ false discovery rate threshold
N (0, 1) standard normal distribution
Q false discovery proportion
Qe false discovery rate
H0 null hypothesis
H1 non-null (alternative) hypothesis
F probability model under nominal conditions
G probability distribution, which represents conditions
under the alternative hypothesis
R total number of discoveries
S total number of true discoveries
T total number of type II errors (missed detections)
U total number of non-rejected true null hypotheses
V total number of type I errors (false discoveries)
X ambient sample obtained under nominal conditions
Y observation sample
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Chapter 1
Introduction
The Internet of Things (IoT) paradigm is aimed at solving challenges ranging
from medical (such as ensuring remote healthcare) and environmental (such
as natural disaster prevention) to public (such as indoor safety monitoring).
IoT is underlying the “smart world” concept, which encompasses “smart city”
(for improved quality of life in urban conglomerations by providing improved
public services and environmental conditions for instance), “smart building”
(for improved safety and control of heating, lightning and air conditioning to
name a few) and “smart agriculture” (for optimised performance and reduced
impact on nature) among others. Some practical IoT examples include traffic
light control based on current and anticipated number of vehicles on the road
to prevent rush hour chaos in large cities [46] or efficient collection of waste
in urban and rural areas.
In technical terms IoT refers to smart, autonomous and heterogeneous
devices, which can sense physical phenomena, process data and communi-
cate with each other and/or the environment. The IoT has evolved from the
Internet and wireless sensor networks and therefore shares important similar-
ities with these two technologies. The most prominent feature of the former is
its ubiquitous presence and of the latter: low-cost, low-power, small-size and
multifunctional sensor devices [41], [42], which comprise a large, multinodal
network through which an area of interest is monitored. Several wireless low
power wide area network (WAN) communication technologies have emerged
to make possible the practical implementation of the IoT concept. 3GPP, for
instance, has developed Narrowband Internet of Things (NB-IoT), LTE ma-
chine type communication (LTE-M), and the extended coverage (EC-GSM-
IoT) standards. LoRa is a proprietary long-range WAN wireless protocol
designed for IoT too.
1
1.1 Problem statement
We model a general Internet of Things (IoT) scenario by focusing on the
underlying sensor network. We make minimum assumptions about the net-
work structure. In particular, the distribution of the sensor nodes—the two
extremes being a regular grid of sensors and a randomly spread large num-
ber of sensor nodes along an area of interest—can be any [41], [42]. We
consider a traditional distributed detection topology [37], [43], where each
sensor communicates its observations (test statistic) to a central node. The
central node, called also a fusion centre (FC), makes a global decision about
the state of the monitored area based on the sensors observations [37]. There
is no feedback channel from the fusion centre to the sensors. We implicitly
assume availability of a wireless communication between each sensor and the
central fusion node in the network. However, we do not model the communi-
cation part of the network since it is not within the scope of this work. Our
focus is on making statistical inference about monitored phenomena.
Further, we assume that the decision task at each sensor is formulated as
a binary hypothesis test. Each sensor observes its environment by sampling
a phenomenon of interest. The state of the phenomenon is represented by
the empirical cumulative distribution function (EDF) constructed from the
samples. We relax the stringent requirement that the EDF is a priori known
at each node. Instead, the function must be learnt by each sensor before
the beginning of its operational regime. In effect, it might be unrealistic to
assume prior knowledge of EDF in IoT scenarios with a large number (of the
order of tens of thousands to hundreds of thousands [41], [42]) of sensors.
The main assumption we make is that the observations of each sensor
are independent from those of the remaining nodes. This hypothesis seems
realistic for a scenario where each sensor is responsible for monitoring a dif-
ferent phenomenon (target) within a common for all nodes field. Another
case that might comply with this hypothesis is sensors observing the same
phenomenon, such as temperature, but in different spatial locations. The
independence assumption might be a plausible one as well for a large-scale
sensor network, which covers an extended spatial area, where different phe-
nomena can occur in separate locations of the monitored field rather than
one event being spread along the entire region. The task of the fusion cen-
tre, under these settings, might be to decide if the network is under nominal
conditions or if those have changed. Another relevant task is to detect the
location or area where the change in nominal conditions occurs.
2
1.2 Goal
The main problem addressed in the thesis is performing statistical inference
in Internet of Things scenarios, which typically feature a massive number
of sensor nodes. Since prior knowledge of probability models might not be
available in multinode networks in general, the goal is to propose a statistical
inference framework based on a non-parametric detection. To this end, the
local detector employed at each sensor must learn the nominal conditions in-
stead of being supplied with a probability model of an observed phenomenon.
Furthermore, since we consider a traditional distributed detection topology
that consists of sensor nodes and a central node (FC), a method for simul-
taneously evaluating the sensor test statistics is needed in the fusion centre.
1.3 Contribution
A detector [40] is implemented in each sensor node for detecting a change in
nominal conditions. The detector models the observed phenomena by con-
structing corresponding EDFs. It applies bootstrap principles [11] and the
non-parametric two-sample Anderson-Darling test [1] for calculating relevant
statistics. These statistics are not used at the sensor for making local de-
cisions but instead are communicated to a central node (the fusion centre)
for making a global decision. The fusion centre employs the False Discovery
Rate (FDR) control procedure [1] to simultaneously evaluate the massive
number of received statistics and to control error rates.
The primary contribution of the proposed statistical inference framework
is that it is tailored for large-scale multisensor networks by combining non-
parametric local detection approach with multiple hypotheses testing pro-
cedure that controls error rates. The performance evaluation results bring
insights and novel ideas for improving its statistical power.
Thesis organisation. The reminder of the thesis comprises a brief look
into the theoretical foundations behind the local detector in Chapter 2, mul-
tiple hypotheses testing in Chapter 3 as well as the false discovery rate (FDR)
control procedure in Chapter 4. We continue in Chapter 5 with the experi-
mental design for the simulations reported in Chapter 6, where we focus on
the impact of different parameters on FDR. Next, in Chapter 7 we evaluate
the performance of the proposed large-scale statistical inference approach
under diverse conditions. In Chapter 8 we review and discuss prior art that
explores FDR in the context of wireless sensor networks. We draw conclu-
sions and outline potential next research directions in Chapter 9.
3
4
Chapter 2
Local detector
A local detector [40] is employed at each sensor node in the network. The
key idea is that the nominal conditions of the observed phenomenon do not
need to be known a priori, but instead are learnt from data. The decision
problem at the detector is formulated as a binary hypothesis (2.1.1)—the
goal is to detect a departure from nominal conditions when such occurs. In
particular, the problem is defined as a two-sample test, which is evaluated via
the Anderson-Darling test statistic (2.1.2). The nominal conditions observed
by each sensor are expressed through a probability distribution, which is
approximated by bootstrapping (2.1.3).
2.1 Building blocks
2.1.1 Binary hypothesis testing
Binary hypothesis testing is a common statistical problem in which the null
hypothesis H0 is well-defined and often stated as ‘the same’ or ‘no difference’,
whereas the alternative, non-null, hypothesis H1 is its counterpoint: ‘not the
same’ or ‘different’.
One typical binary hypothesis test is that of detecting a shift in the mean
of a normal distribution. It is formulated as follows:
H0 : x1, . . . , xm iid∼ N (µ0, σ2) (2.1)
H1 : x1, . . . , xm iid∼ N (µ1, σ2). (2.2)
The nominal conditions (those under the H0) are assumed known. In the
experimental part, Chapter 5 and Chapter 6, we model them with a zero-
mean µ0 = 0 normal distribution with known variance σ
2; the alternative
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hypothesis is modelled with a Gaussian with non-zero, positive mean µ1 and
the same variance σ2 as under nominal conditions.
In chapters 5 and 6 we apply the parametric z-test to this problem. The z-
test determines if a sample from a normal distribution with a known standard
deviation σ has a particular (population) mean µ0. The test statistic is as
follows:
z =
X¯ − µ0
σ/
√
n
, (2.3)
where X¯ denotes the sample mean, µ0 is the population mean (that is, mean
under H0), σ is the common, for the population and sample, standard devia-
tion and n is the sample size. The test statistic follows a normal distribution
under the null hypothesis, and a p-value can be readily obtained (see (2.19)
below).
Another common problem is that of detecting a difference in the variances
of two Gaussians with equal mean µ. It is formulated as follows::
H0 : x1, . . . , xm iid∼ N (µ, σ21) (2.4)
H1 : x1, . . . , xm iid∼ N (µ, σ22). (2.5)
In Chapter 6, we consider zero-mean (µ = 0) Gaussian distributions and
apply the F -test, which has the test statistic as follows:
F =
s21
s22
, (2.6)
where s21 and s
2
2 are the variances of the two samples (i.e. sample variances).
The null distribution of the test statistic F has an F -distribution.
In the local detector, the binary hypothesis testing problem is formulated
in terms of probability distributions:
H0 : data samples X and Y obey the same distribution
H1 : X and Y do not obey the same distribution,
(2.7)
where the data X is called ambient sample and Y observation sample [40].
The data in X is reference or training data as it is obtained under nominal
conditions. In signal processing, for instance, nominal conditions refer to the
condition when only noise but no signal is observed. The observation sample
Y is recorded during the actual detection operation of the local detector and
is used to test whether the nominal conditions are present or if these have
changed along the observational cycle.
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Error rates. Any binary hypothesis testing procedure is subject to two
errors. Type I error occurs when the evaluated H0 hypothesis is a true null
but it is rejected. Depending on the field of study, type I error is also called
a false alarm or false positive. A measure of the error of the first kind is
the false alarm probability, which we denote by pfa. Type II error occurs
whenever the test fails to reject the null hypothesis H0 when in fact it is
false. The error of the second kind is called a miss or a false negative and
is measured by the probability of missed detection, pmd. Classical statistical
decision theory assigns a bound—a level of significance α—to the type I error.
The objective is to minimise the type II error or equivalently maximise the
power of the test 1− β, subject to this constraint.
Decision about H0
H0 True False
Fail to correct inference type II error
reject 1− α β
type I error correct inference
Reject α 1− β
Table 2.1: Binary hypothesis testing—correct decision rates and error rates.
2.1.2 Anderson-Darling test statistic
The Anderson-Darling test [1], [2] belongs to the goodness-of-fit tests that
compare the empirical distribution function (EDF) of a data sample with
a specified theoretical distribution. The EDF Fn of an i.i.d. data sample
X = {X1, ..., Xn} of size n can be expressed by:
Fn =

0 if x < X(1)
i/n if X(i) ≤ x < X(i+1), i = 1, ..., n− 1
1 if X(n) < x,
(2.8)
where X(i) are the rank ordered data points of the sample X: X(1) ≤ X(2) ≤
... ≤ X(n). Clearly, the empirical function Fn(x) is the proportion of the Xi,
i = 1, ..., n that are less than x:
Fn =
#{i : Xi ≤ x}
n
. (2.9)
In other words, the empirical function puts an equal mass to each observation
point.
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The Anderson-Darling (AD) test is a modification of the widely used
Kolmogorov-Smirnov (KS) test, which we briefly recall first. The KS test is a
non-parametric hypothesis test that quantifies the largest difference between
the empirical Fn of an i.i.d. data sample X and a particular distribution
function F .
The Kolmogorov-Smirnov goodness-of-fit test is formulated as:
H0 : data sample X follows a specified distribution F
H1 : X does not follow the specified distribution F
(2.10)
and the KS test statistic that is based on the largest vertical discrepancy
between the cumulative F and empirical Fn distribution functions is:
τKS = sup
x
|F (x)− Fn(x)| . (2.11)
The test statistic does not depend on the underlying distribution function
F . One of its known disadvantages is that it is more sensitive to the centre
of the distribution rather than its tails, and in (2.10) form, the cumulative
distribution function (CDF) F must be fully specified. The distributions are
assumed to be continuous.
The two-sample version of the KS test reads as follows:
H0 : data samples X and Y come from identical distributions, Fn = Gm
H1 : X and Y do not come from the same distribution, Fn 6= Gm,
(2.12)
where Fn is the EDF (2.9) of X and Gm is the EDF of data sample Y. The
two-sample KS test statistic is given by:
τKS2 = sup
x
|Fn(x)−Gm(x)| , (2.13)
An alternative to the two-sample KS test is the Crame´r-von Mises (CvM)
test based on the integral of the squared discrepancies between the two EDFs:
τCvM2 =
nm
n+m
∫ ∞
−∞
[Fn(x)−Gm(x)]2dHn+m(x), (2.14)
with the EDF of the combined X and Y sample of size N = m+n given by:
Hn+m =
n
N
Fn(x) +
m
N
Gm(x). (2.15)
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The two-sample Anderson-Darling test introduces a weighting function
ψ(x) into (2.14), so that:
τAD2 =
nm
n+m
∫ ∞
−∞
ψ(x)[Fn(x)−Gm(x)]2dHn+m(x), (2.16)
where ψ(x) counteracs the fact that the descripency between the EDFs is
becoming smaller in the tails since the distribution functions approach 0 and
1 at the extreems:
ψ(x) =
1
Hn+m(x)(1−Hn+m(x)) , (2.17)
that is, the discrepancy is weighted by a factor reciprocal to its variance, and
has the effect of giving greater importance to observations in the tails than
do most of the EDF statistics [4]. Consequently, the AD test is expected to
be a more powerful test in detecting alternative hypotheses that have high
probability of generating observations in the tails [4].
For practical purposes, the AD test statistic (2.16) is expressed by [3]:
τAD2 =
1
mn
N−1∑
i=1
(MiN − ni)2
i(N − i) , (2.18)
where Mi is the number of observations from the data sample X less then or
equal to the i-th smallest in the combined sample.
The two-sample AD test is extended in [5] to a k-sample version. It is
motivated by the need to test for a differences in several independent samples.
The asymptotic distribution of the AD test statistic is discussed and some
critical values are tabulated in [1], [3] and [5]. The distribution of the test
statistic under the null hypothesis can be constructed by recording the distri-
bution for all N !/n!m! in the case of two samples [3] or rank permutations in
the case of a k-sample test [5]. However, as k and the total size of the pooled
sample N (for τAD2 , N = n + m) grows, the computations and tabulations
increase sharply due to the enourmous number of permuations required. Fur-
thermore, Pettit [3] and Scholz and Stephens [5] show that the distribution
of τAD converges to a limiting distribution.
To overcome such computational and tabulation effort, which might be
impractical in IoT scenarios, the essencial ideas of the bootstrap method are
employed in the local detector as explained below.
2.1.3 The bootstrap method
The bootstrap is a technique commonly used for estimating the distribution
of a parameter θ of interest when its accuracy is not known and can not
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be calculated analytically. The general set-up is that there is a single data
sample X = {X1, ..., Xn} of length n from a distribution F , P (Xi ≤ x ) =
F (x), and a parameter θ of F must be estimated. There is also an estimator
θˆ, which depends on the data sample and which can be used to estimate θ
from data. The distribution of the estimator can be obtained by repeating
the data-generation experiment a large number N of times and calculating
θˆ for each of the N data sets of length n. However, collecting new data sets
might not be feasible nor efficient. The bootstrap method overcomes this
problem by approximating the distribution F of the data-generating process
and using this approximated Fˆ distribution instead of the true F . The non-
parametric bootstrap, Algorithm 1, is used when the distribution function
F is not known but its EDF Fn is learnt from data.
Algorithm 1 The non-parametric bootstrap algorithm [11]
Step 1. Obtain a data sample X = {X1, ..., Xn}
for b = 1, . . . , N do
Step 2. Sample a new data set X∗ of size n from X with replacement.
Step 3. Estimate θ from X∗. Denote the estimate by θˆb.
end for
Step 4. Consider the EDF of {θˆ∗1, ..., θˆ∗N} as an approximation to the true
distribution of θˆ.
The local detector estimates the distribution of the test statistic τAD2
(2.16) using resampling similar to Algorithm 1 on which we elaborated below.
2.2 Algorithm
We adapt the local detector proposed in [40] to the settings of the Internet of
Things scenario, where a massive number of sensors observe an area/target(s)
and the overall decision about the entire field of observation is made in a
central node. The operational mode of the local detector [40] comprises a
training, observation and decision phases. The modification we make is in
the final phase, which we call a hypothesis testing. It involves the calculation
of a test statistic and determination of its corresponding p-value. In contrast
to [40], where each sensor makes a local decision, the p-value is sent to the
fusion centre of the sensor network for centralised decision making.
During the training, the empirical distribution used to approximate the
true distribution of the AD test statistic (2.18) is obtained as follows. The
sensor node first records a training data sample I under nominal conditions;
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that is, it samples from the unknown distribution under the null hypothesis
H0. Then, it resamples from I a large amount B of samples Zb∗ each of length
N = n + m (N << length of I). Each sample Zb∗ is split into two samples
Xb∗ and Yb∗ of length n and m, respectively. Both Xb∗ and Yb∗ follow the
same distribution F underH0 as they are sampled under the same conditions,
when the null is true. Bootstrapping when H0 is true fulfills guideline 1 from
[6]. These two samples are used to compute τ b∗AD2 (2.18). The EDF (2.9) of
τAD2 is constructed based on the calculated test statistics {τ 1∗AD2 , . . . , τB∗AD2}.
This empirical function is used later on during the hypothesis testing phase.
The training is conducted only once as long as the nominal conditions do not
change along the lifetime of the sensor.
During the actual detection task only the observation and hypothesis
testing phases are executed. The observation phase consists of recording
an observational sample Y of length m. It is used to test whether the nom-
inal conditions (the distribution under H0) have changed. The hypothesis
testing phase consists of randomly sampling data X of length n from the
training data I. Then, the test statistic τAD2 is computed according to (2.18).
The p-value of the test statistic is determined based on the calculated τAD2
and the empirical distribution of the test statistic.
We recall the definition of the p-value:
p =
∫ ∞
Xi
f0(x) dx = 1− F0(x), (2.19)
where Xi is the i-th observation for which a p-value is calculated, f0(x) is
the probability density function of the observations under the null hypothesis
H0, and F0 is their cumulative distribution function under H0. When the
p-value is determined from an EDF, it is calculated likewise:
p =
r + 1
B + 1
, (2.20)
where r is the number of observations from the EDF greater than or equal
to the recorded observation and B is the total number of observations in the
EDF.
The local detector is summarised in Algorithm 2.
It is shown in [40] (see Proposition 1 therein) that the bootstrap detection
method, on which Algorithm 2 is based, is valid and consistent.
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Algorithm 2 Local Detector based on [40]
Training
Step 1. Obtain a training sample I = {I1, . . . , Is} of length s from a
data-generation process with an (unknown) distribution function F .
Step 2. Resample a large amount of samples Z∗b, b = 1, . . . , B of length
N = n+m, from I.
for b = 1, . . . , B do
Step 3. Split Zb∗ into Xb∗ of length n and Yb∗ of length m.
Step 4. Calculate the test statistic τ b∗ (2.18) using the bootstrap
samples Xb∗ and Yb∗.
end for
Step 5. Approximate the distribution of the test statistic τ through its
empirical distribution function (2.9) constructed from {τ 1∗, . . . , τB∗}.
Observation
Step 6. Obtain an observation sample Y = {Y1, . . . , Ym} of length m from
a data generation process with unknown distribution function G.
Hypothesis Testing
Step 7. Sample X = {X1, . . . , Xn} of length n << s from the training
data I.
Step 8. Compute test statistic τ (2.18) for X and Y.
Step 9. Determine the p-value (2.20) of the test statistic τ based on the
EDF obtained during the training phase.
Communication
Step 10. Send the calculated p-value to the fusion centre.
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Chapter 3
Multiple hypotheses testing
3.1 The multiplicity problem
The general problem in multiple hypotheses testing is how to simultaneously
test more than one hypotheses. This is the problem we encounter in the IoT
scenarios studied in this work—several sensors concurrently test for depar-
ture from nominal conditions. The easiest approach would be to test the
m hypotheses separately ignoring the multiplicity. However, such a solution
leads to a very high probability of false alarms as shown below.
Assume that each individual hypothesis from a total of m is tested at
a significance level α. In other words, let the probability of a false alarm
for each test be pfa ≤ α. Further, let the m hypotheses be independent. In
mathematical terms, the probability of at least 1 significant result (discovery,
which we denote by d) when all null hypotheses are true is: P ( d ≥ 1 ) = 1−
(1−α)m. For a scenario with the modest number of m = 100 hypotheses, all
of them being true nulls, and significance level α = 0.05, there will be almost
certainly at least one false discovery, P ( d ≥ 1 ) ≈ 0.994, see Fig. 3.1. In
fact, there can be on average 5 tests that incorrectly reject the null hypothesis
since E [V ] ≤ αm, where V is the number of false discoveries (type I errors).
Moreover, under this setting, the probability of at least one false alarm among
all tests increases with the total number m of tests. In a large-scale data sets
[12] with m = 10, 000 hypotheses for instance, the number of falsely rejected
null hypotheses will be 500 on average. In a single simultaneous test of the
m hypotheses, the false alarms can easily surpass 500.
The problem of increased type I errors when simultaneously testing mul-
tiple hypotheses is known as the multiplicity problem.
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Figure 3.1: Probability of at least one false alarm P ( d ≥ 1 ) among a total
number of m independent tests when each of the m hypotheses is evaluated
individually at a conventional significance level α = 0.05.
3.2 Error rates and control procedures
In the multiple testing task there is a total of m hypotheses simultaneously
tested. The number m0 of true null hypotheses is unknown, 0 ≤ m0 ≤ m,
and so is the number of false hypotheses m1 = m −m0. The proportion of
true null hypotheses, pi0 = m0/m, is not a directly observable variable either.
The contingency Table 3.1 lists the number of errors that can occur in
multiple hypotheses testing.
Declared non-significant Declared significant Total
True null U V m0
Non-true null T S m−m0
Total m−R R m
Table 3.1: Number of correct and erroneous decisions when testing m null
hypotheses of which m0 are true.
The total number m of tested hypotheses and the total number R of
rejected hypotheses are known variables, but none of the remaining variables
in Table 3.1 can be observed, namely the number V of type I errors, the
number T of type II errors, the correctly non-rejected null hypotheses U as
well as the number S of correct detections are unobservable random variables.
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Similar to the binary hypothesis set-up, in multiple comparison testing,
the objective is to make as many true discoveries as possible while keeping
the number of type I errors as low as possible. In contrast to the binary
hypothesis testing however, the error measures are defined differently. They
reflect the two general approaches to the multiplicity problem.
The traditional approach replaces the individual test requirement of pfa ≤
α with a new one. It applies a threshold α on the global probability of
one or more false rejections among the m hypotheses. Hence, it controls
the number of false discoveries V . Since the collection of hypotheses being
tested simultaneously is called a “family”, the latter probability is called a
family-wise error rate (FWER). It is given by:
FWER = P (V > 0 ). (3.1)
and the new test requirement is:
FWER ≤ α. (3.2)
Strong control of the type I error rate refers to control of the FWER for
all possible constellations of true and false null hypotheses [8]; that is, for
any subset of H0 hypotheses. On the contrary, weak control of the FWER
means that (3.2) holds only when all null hypotheses are true.
The more recent approach to the multiplicity problem controls a false
discovery rate (FDR). This rate is defined through the false discovery pro-
portion (FDP) [7], which is a random variable expressed by the number of
true discoveries S and the number of false discoveries V :
Q =
V
S + V
=
V
R
, 0 ≤ Q ≤ 1. (3.3)
By convention, when the total number of discoveries R = S + V equals 0,
also the FDP Q = 0 as no error can occur. Q is unknown random variable
for the reasons mentioned earlier. The false discovery rate is the expectation
of the false discovery proportion [7]:
Qe = E [Q ] = E
[
V
R
]
. (3.4)
The two error rates are related through the following inequality [8]:
E [Q ] = Qe ≤ P (Q > 0 ) = P (V > 0 ) = FWER, (3.5)
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which implies that the FWER-type procedures control the FDR too. Also,
FDR-type procedures control the FWE when pi0 = 1; that is, FDR controls
FWE in the weak sense [7]. Further, FDR < FWER implies a higher power
of the FDR control procedures whenever there are some false null hypotheses.
Other type I error measures defined in the multiple hypotheses testing
literature (for a summary see for instance [10]) are: per-comparison error rate
(PCER), which is the expected value of the number of type I errors V versus
the total number of hypotheses m, PCER=E[V ]/m, and the per-family error
rate (PFER), which is the expected number of type I errors, E[V ].
The FWER and FDR control procedures are step-wise procedures that
are stated in terms of the p-values of the tests. The basic FWER control
procedure—the Bonferroni method—is a single-step procedure. It rejects
each hypothesis at a common cut-off value α/m [8]. In particular, the family-
wise error rate is controlled at level α, FWER < α, by individually testing
each hypothesisHi from a total of m hypotheses at α/m. Stated another way,
the procedure rejects the i-th hypothesis, Hi, if pi ≤ α/m. For large-scale
hypotheses testing problems, the power of the Bonferroni procedure, namely
the ability to detect cases in which some of the null hypotheses are false or
equivalently some of the alternatives are true, is practically 0. This can be
explained by the fact that control of FWER requires each of the individual
hypotheses to be tested at a much lower level then α when their total number
m is large.
The multiplicity problem discussed at the beginning—the increased num-
ber of type I errors when simultaneously testing a family of hypotheses—can
be addressed by methods that control any of the discussed error rates. Nev-
ertheless, their objectives and accordingly application areas differ. FWER
is relevant when the overall conclusion is likely erroneous if even one of the
true null hypothesis H0 is falsely rejected. The FDR control porcedure is of
interest in those cases for which the overall decision is not necessarily erro-
neous even if some of the H0 hypotheses are falsely rejected. Furthermore,
the FDR control assumes that when many of the tested hypotheses are re-
jected, it may be preferable to control the proportion of errors rather than
the probability of making any error [18]. In other words, the FDR control
procedure is more liberal in identifying discoveries than are FWER-based al-
gorithms, at the cost of increased number of type I errors [18]. Hence, FDR
finds application whenever the interest is in making discoveries.
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Chapter 4
False Discovery Rate Control
The main advantage of the FDR procedure is the gain in power compared
to the FWER control procedures (Chapter 3). As pointed out in [18], when
the number of hypotheses m reaches hundreds, “addressing the multiplicity
problem by controlling the FWE is overwhelmingly conservative”. In IoT
applications, similar to microarrays, this number m can be well above the
hundreds. This motivates our choice of the FDR control procedure for si-
multaneously evaluating multiple hypotheses in IoT settings. We provide a
brief overview of the method below.
4.1 The procedure
The Benjamini-Hochberg approach to the multiplicity problem can be seen as
a control of the false discovery rate subject to maximasing the total number of
discoveries [7]. The procedure is summarised in Algorithm 3. It guarantees
that the average false discovery proportion Qe (in other words, the false
discovery rate) is less than a predefined threshold q∗ (Qe ≤ q∗), when the
m test statistics are independent, see Theorem 1 in [7]. The same result is
proven to be valid as well under certain positive correlation structures [18].
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Algorithm 3 The FDR algorithm of Benjamini and Hochberg [7]
Step 1. Obtain the p-value of the test statistic of each hypothesis:
pi := P (X ≥ xi), i = 1, . . . ,m.
Step 2. Rank order the calculated p-values: p(1) ≤ p(2) ≤ . . . ≤ p(m), so
that p(1) represents the most extreme tail probability and p(m) is the least
extreme tail probability.
Denote by H(i) the null hypothesis corresponding to p(i).
Step 3. Find the largest i for which
p(i) ≤ i
m
q∗ (4.1)
holds. Let this be the kth p-value in the ordered list if such a p-value
exists.
Step 4. Reject all null hypotheses, which correspond to the first k p-values
from the ordered list; that is, reject H(i) with i = 1, 2, . . . , k.
Further, according to the Lemma in [7], for any independent p-values
corresponding to the m0 true null hypotheses, and for any values that the m1
p-values corresponding to the false null hypotheses can take, the procedure
defined by Algorithm 3 satisfies the inequality:
Qe = E [Q ] ≤ m0
m
q∗ = pi0 q∗ ≤ q∗. (4.2)
Hence, (4.2) suggests that the FDR control procedure is characterised by
an increase in the false discovery rate Qe when the proportion of true null
hypotheses pi0 grows. This could be intuitively explained by the fact that
when pi0 grows, the probability that the value of the test statistic of some of
the true hypotheses will belong to the tail of the distribution under the null
hypothesis also increases. In other words, the phenomenon described at the
beginning as the multiple testing problem1 is still present and observed.
In summary, the FDR procedure guarantees that in the long run, the
proportion of false positives (type I errors) will be below q∗. The particular
value of the actual FDR, however, depends on the true nulls fraction pi0 =
m0/m as implied by (4.2). When the fraction of true null hypotheses is (very)
small, the mean FDP will also be (much) smaller than the threshold q∗.
1The larger is the number of true null hypotheses tested, the higher is the probability
that some of them will be erroneously rejected.
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When all of the null hypotheses are true, the FDR procedure controls the
family wise error rate as mentioned earlier. This explains the usual choice of
the FDR threshold q∗ at the conventional levels for α [18]—the probability
of making at least one type I error. Otherwise, when the number m1 of
alternative hypotheses increases (correspondingly pi0 decreases), the number
of correctly rejected by the FDR procedure hypotheses S tends to be larger
[7]. Consequently, the FDR power increases too and is larger than the FWER
power in general.
4.2 Discussion
The FDR control procedure has found application primarily in biomedical
studies and most recently in microarray analysis2. It was in the past few
years when FDR was examined in the context of wireless sensor networks
for the frst time (see Chapter 8). Therefore, we briefly pause to discuss
the main conceptual difference between the FDR application to these two
different research areas.
In microarray analysis, the usual working assumption is that the genes of
a group of patients differ from the genes of a group of healthy individuals (the
control group). The goal is to detect as much as possible “significant” genes
that are responsible for the examined “disease”. In wireless sensor networks
the goal is to detect if a change in the observed phenomenon has occurred.
For some applications, in addition to detecting occurrence of a phenomenon,
it might be relevant to know the exact spacial location of the observation.
However, whereas the “significant” genes are directly identified by the FDR
control procedure (subject to some error rate), in wireless sensor networks
the identification of the sensors with “discoveries” is not intrinsic. In fact, in
networks with a massive number of sensors and the common in the scientific
literature random sensor distribution set-up [41], it is clearly unrealistic to
assume that sensors locations are implicitly known (see Section 6.1 in [42] for
instance). Phenomena location estimation requires additional mechanisms to
be employed too.
4.2.1 Original FDR control
In medical research Benjamini–Hochberg FDR algorithm has been applied
to make inference about the individual hypotheses and to decide, which of
them are false; that is, in making discoveries [17].
2The DNA microarrays is a technology, which allows for collecting quantitative mea-
surements for the expression of thousands of genes [12], [13].
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Goeman and Solari [9] draw attention to two aspects of the Benjamini–
Hochberg algorithm [7] with regard to its use.
Firstly, the FDR control holds only for the full set of rejected hypotheses,
but not for the individual hypotheses. This is in contrast to FWER control,
which guarantees that if the family wise error rate for a rejected set is below
level α, then every hypothesis H from the rejected set R is a type I error
with probability less than α. In other words, the FDR algorithm implies
error control on average, over all hypotheses H ∈ R, but does not guarantee
that the probability of each individual hypothesis being a false positive is
less than α.
Secondly, FDR control at level α only controls the false discovery propor-
tion Q in expectation, but the actual proportion of false discoveries in the
rejected set can be substantially larger (or smaller) than α according to a
large-scale genomic study (see [9] and reference [65] therein). The variability
of the false discovery proportion Q is due to the rejected set being a random
variable and according to [9] (and reference [24] in there) FDP is especially
variable when the p-values are dependent.
Also, the FDR control mechanism is compared to (empirical) Bayesian
FDP estimation [9]. In FDR control, if the experiment is repeated many
times, the FDP on average will be less than α. The rejected set is a random
variable. In FDP estimation, the rejected set is fixed and an estimate of the
confidence interval is obtained, which is the random variable in this case.
For a large number of confidence intervals, the true FDP is contained in the
confidence interval at least (1− α) proportion of the time.
4.2.2 Empirical Bayes FDR approach
We studied the applicability of the Efron’s two-group model [12] to the In-
ternet of Things setting. Before discussing its suitability for distributed de-
tection, however, we first summarise the approach.
The two-group model [12] assumes that the m tests are true with proba-
bility pi0 and false with the complementary probability (1−pi0). It is assumed
that the prior probability of the proportion of true hypotheses, pi0, is at least
0.9; other assumptions are discussed below. Efron’s approach provides point
estimates for FDP of arbitrary sets and for individual hypothesis, assuming
that the test statistics corresponding to the hypotheses are drawn from a
mixture distribution:
f(z) = pi0f0(z) + pi1f1(z), (4.3)
with z-values having density either f0 if null and f1 if non-null. In contrast to
the original FDR control [7], Efron suggests that independence is not required
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(this statement is questioned by Benjamini in [14]). Morris highlights in [16]
that exchangeability3 in the two-group model is assumed in two ways. First,
pi0, the proportion of true null hypotheses should not depend on i (i is the
i-th observation among a total of m observations). Second, the density f0
under the null hypothesis H0 as well as the density f1 under the alternative
hypothesis H1 must be the same for all observations i = 1, 2, ...,m.
In comparing FDR and local FDR4, Cai [15] argues that the local false
discovery rate is more meaningful quantity to be controlled by the multi-
testing procedure than the p-value as it unifies both global error control and
individual case interpretation (thus overcoming the limitation of FDR con-
trol discussed in [9], which is the first one listed above). In particular, Cai
suggests using FDR to select a list of non-null candidates and use the local
fdr to differentiate the level of certainty in the list. However, Cai [15] ad-
mits that the optimal estimation of the three fundamental quantities of the
two-group model of Efron is a challenging problem.
4.2.2.1 IoT perspective
In addition to the remarks made in the studies that focus on large-scale
genomic data, we make few more observations from the perspective of dis-
tributed detection in IoT scenarios.
In the two-group model of Efron, the f0(z) is the distribution of the z-
scores under the null hypothesis. The z-scores are obtained from the p-values
under the null hypothesis; that is, the p-value is transformed into a z-score
with the inverse of the normal distribution. Since the p-values under H0 fol-
low a uniform distribution U [0, 1], the mapping of a p-value under H0 by the
inverse normal distribution yields a z-score that obeys the standard normal
distribution: z = Φ−1(p) ∼ N (0, 1) [38], where Φ is the standard normal
CDF. This holds for a single test as long as the test is valid, namely the as-
sumptions about the test under H0 do hold. Otherwise, the theoretical null
might not be N (0, 1). Since we are simultaneously considering a massive
number of hypotheses, the distribution of z-scores is generated by corre-
spondingly high number of p-values. The theoretical distribution is N (0, 1)
if all the tests are valid and there is not too strong correlation between the
3Exchangeability refers to the the joint probability distribution of a set of variables
remaining unchanged under arbitrary permutations of the indices of the variables [36].
4Local fdr is defined as the posterior probability of H0 [16]:
fdr(z) = P (H0|Z = z) = pi0 ∗ f0(z)
pi0f0(z) + pi1f1(z)
. (4.4)
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tests. However, in practical scenarios, where existance of correlations might
not be feasible to check, the assumption of normality might be too strong.
The null distribution affects directly the final results as even a small diver-
gence of the adopted from the true null distribution can yield very different
testing results [12]. Therefore, the exact knowledge or correct estimation
of the true null distribution seems fundamental. However, its estimation is
an admittedly complex problem [12], [13], [15] even in the microarray case,
where all the data is readily available and processing is done without (any
comparable to IoT) time-constraints. Due to the typical for wireless sensor
networks transmission and energy limitations, the estimation of the empirical
null seems even more challenging in the distributed scenario. Commonly, the
test results, but not all the measurements, are transmitted to the FC.
The empirical Bayes approach has been developed in response to the need
of statistically analysing data originating from genomic studies. Although
according to Efron the applicability of the approach is not constrained to the
microarray alone [13], it does have specific features:
• central versus distributed availability of statistical data
All data (gene expression levels) collected with the microarray technol-
ogy is at the disposal of the statistician, which is in sharp contrast with
the availability of data in the distributed detection scenario considered
in this work. Any data (test statistics) must be sent to the fusion centre
of wireless sensor networks under transmission and energy limitations.
• delay-tolerant vs delay-intolerant application
Data analysis in the microarray does not have the stringent time con-
straints typical for IoT, where the detection of an event/decision mak-
ing must be performed as fast as possible.
• automated processing vs human intervention
The detection of an event at the fusion centre based on the received
test statistics is usually done in a delay-intolerant manner and therefore
follows a decision rule implemented as an algorithm rather than relaying
on a human intervention as is the case in microarray analysis, where
the statistician (its interpretation of the results, (pre)selection of a set
of genes/hypotheses) plays a crucial role.
In summary, the empirical Bayes approach raises few questions about
its applicability to IoT area, which can be reduced to the validity of the
hypothesis that the null distribution of the test statistic follows a normal
distribution.
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Chapter 5
Experimental design
In the remaining part of the thesis we examine the performance of the pro-
posed inference framework. Before delving into the simulation results, we
describe the experimental design: the simulation framework in Section 5.1
and its validation in Section 5.1.
5.1 Simulation framework
The general framework of the simulations discussed in chapters 6 and 7 is
outlined in Algorithm 4. The following notation is used: MC denotes the
number of Monte Carlo repetitions, n the size of a sample drawn from a
specific parametric distribution with parameters Θ. In the two detection
examples examined in Chapter 6 for instance, the distribution is normal
with user-defined value of Θ: mean µi and standard deviation σi; that is,
N (µi, σ2i ). The remaining input simulation parameters are explained else-
where in the text.
Algorithm 4 Simulation framework
1. Define: MC, m, q∗, pi0, Θ, n
for i = 1, . . . ,MC do
2. Generate data and obtain a p-value at each sensor.
3. Run the FDR algorithm.
4. Collect statistics and compute FDP, pd
end for
5. Calculate and output E [ FDP ], power = E [ pd ].
In simulation terms, pi0 corresponds to the proportion of sensors for which
the data sample of size n is generated under nominal conditions. For the
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scenarios in Chapter 6 for instance, the data sample n is generated from
the normal distribution under the null hypothesis H0. For the remaining
(1− pi0) proportion of sensors the data sample is generated from the normal
distribution under the alternative hypothesis H1. In particular, in the case of
a shift in the mean, for each of the m0 = pi0m hypotheses n observations are
sampled from a normal distribution with mean µ = µ0. For the remaining
m1 = (1−pi0)m local binary hypotheses the observations are generated from
N (µ1, σ2), where µ1 6= µ0. When detecting a difference in the variance of
two zero-mean Gaussians, two samples of the same size n are generated. For
the true null hypotheses, σ1 = σ2, whereas for the alternative hypotheses,
σ1 6= σ2. Then, the p-values are obtained based on the generated sample(s)
and by performing the corresponding (z- or F -) test at each sensor (for each
local hypothesis), see Algorithm 5.
The FDR is calculated at the end, by averaging over the FDP obtained
at each iteration:
Qe =
∑MC
i Q
(i)
MC
, (5.1)
where Q(i) denotes the FDP from the i-th simulation run, and MC is the
total number of Monte Carlo realizations.
The detection probability for a given MC realisation is calculated by:
pd =
R− V
(m−m0) ∨ 1 (5.2)
=
S
m1
, (5.3)
where S is the number of non-true null hypotheses declared significant (i.e.
discovered) by the FDR control procedure in a simulation run and m1 is the
number of alternative hypotheses. The number of simulated non-true null
hypotheses m1 is an input parameter, whereas S is obtained from each MC
realisation. In fact, detection probability is calculated only for the simulated
scenarios with m0 6= m (that is m1 6= 0). We report the detection probability
averaged over the MC simulation runs:
power =
E [S ]
m1
(5.4)
=
∑MC
i p
(i)
d
MC
, (5.5)
which is the common way of computing probabilities, namely through recorded
frequencies. In [10], (5.5) is denominated average power. Two other defini-
tions of power are suggested there too [10]: probability of rejecting at least
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one non-true null hypothesis P (S ≥ 1) = P (T ≤ m1−1), which is the least
stringent, and the probability of rejecting all non-true alternative hypotheses
P (S = m1) = P (T = 0), which is the most stringent one. We use power
and average power interchanebly, and we refer to (5.5), when using any of
these two terms.
Algorithm 5 describes how the p-value at each sensor is obtained for
the two detection problems simulated in Chapter 6.
Algorithm 5 Generation of data and calculation of p-values
1. Difference in the means
Step 1. Generate a sample X ∼ N (µX , σ2).
Step 2. Perform a z-test to check if the mean µX of the sample X is the
same as the mean µ0 of the population under the null hypothesis H0.
Step 3. Return the p-value (6) calculated by the z-test.
2. Difference in the variances
Step 1. Generate a sample X1 ∼ N (0, σ21).
Step 2. Generate another sample X2 ∼ N (0, σ22).
Step 3. Perform a two-sample F -test to check if the sample variance s21
of X1 and the sample variance s
2
2 of X2 are equal.
Step 4. Return the p-value (6) calculated by the F -test.
In the majority of the FDR studies as well as in the related literature
Chapter 8, the assumption is for independent observations. We make the
same assumption here as well.
5.2 Verification
We verified the implementation of the FDR control procedure by comparing
the mathematically proven result:
Eth [ Q ] ≤ pi0 q∗ (5.6)
with the simulated one Esim [Q ], where E [Q ] denotes the false discovery rate,
Qe. The distribution of Qe and FDR pd that we observed with MC = 10
4
and MC = 105 was not in general bell-shaped. Fig. 5.1 and Fig. 5.2 show
two examples: histograms and quantile-quantile plots of Qe and the power
for a scenario with m = 100 sensors, where a shift in the mean is tested with
MC = 105 repetitions. The distributions of Qe and power are skewed.
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Figure 5.1: Histogram and a quantile-quantile plot against a normal distri-
bution of the false discovery rate, Qe.
Figure 5.2: Histogram and a quantile-quantile plot against a normal distri-
bution of the power of the FDR procedure.
Since we did not observe normally distributed FDR and power, we re-
port bootstrapped confidence intervals (BCIs) instead of confidence intervals
(CIs). The BCIs in Table A.1 are computed from 1, 000 points. Each point
is obtained as an average of 100 simulated values (MC = 105 in total). The
simulation results matched the analytical Qe, see Table A.1. After verify-
ing the simulation framework, the performance results for the scenarios of
interest are obtained from MC = 104 realisations if not explicitly stated
otherwise. The BCIs for the power are calculated from the 104 pd = S/m1
values. The reported FDR is averaged over the MC = 104 realisations.
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Chapter 6
Sensitivity study of FDR control
The FDR control procedure was designed with the aim to guarantee an aver-
age false discovery proportion below a pre-defined threshold q∗. This result,
FDR = E [ Q ] ≤ q∗, is analytically proven in [7]. Nevertheless, there are no
similar mathematical results on the power of the FDR control. Therefore,
our primary interest is in studying the FDR detection probability, whose
definition is given in Section 5.1.
Although there are several studies such as [38], [10] and [39] that look into
FDR power and FDR sensitivity to different input parameters, most of them
are centred around the microarray experiments (as [38] and [39]) or study
FDR power in comparison to other multiple hypotheses testing procedures
within biological context [10].
Our objective is to study FDR first under simple IoT set-up by simulating
local conditions observed by a sensor such as the signal-to-noise ratio as well
as parameters that specify the state of the network as a whole such as the
proportion of sensors that do not observe a change in the nominal conditions.
Once we get insight into the FDR performance for a simple set-up and a
large number of sensors, we proceed with examining the proposed inference
framework composed by the non-parametric local detectors and FDR fusion
centre in Chapter 7.
6.1 Setup
We simulate the performance of the FDR control procedure for two classical
hypothesis testing problems inspired by the statistical signal processing the-
ory [19]: detection of a signal by a shift in the mean and by a change in the
variance, Fig. 6.1. The definition of the local hypothesis tests for these two
problems is given in Chapter 2.
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Figure 6.1: Two normal probability density functions with different mean
(left) and different variance (right).
6.2 Simulation results
Sensitivity to different signal-to-noise ratio (SNR) conditions, different pro-
portions of true null hypotheses pi0 as well as different FDR thresholds q
∗ is
examined.
The SNR when detecting a shift in the mean is calculated by: SNR =
(µ0 − µ1)2/σ2. When detecting a difference in the variance of two zero-
mean Gaussians, the SNR is calculated by: SNR = σ21/σ
2
0. In the signal
processing literature, the signal-to-noise ratio is often expressed in decibels:
SNRdB = 10 log10 SNR dB.
The choice for the two FDR bounds in the simulations is motivated by:
q∗ = 0.05 is a classical threshold in the hypothesis testing literature for the
probability of a false alarm pfa, whereas q
∗ = 0.2 is a common threshold
in the FDR microarray literature, see for instance [12]. Another common
value in biotechnological research is q∗ = 0.1. However, to clearly observe
the impact of the FDR threshold on achieved FDR power, we set q∗ = 0.2.
The results to be reported shortly after are obtained with MC = 104
Monte Carlo realisations if not explicitly stated otherwise.
A pointer to the examined conditions and obtained results is given in
Table 6.1.
6.2.1 Total number of hypotheses m
The effect of the number of hypotheses m on the power of the FDR procedure
is studied for the problem of detecting a shift in the mean of a Gaussian signal.
Nominal conditions (those under the null hypothesis H0), are modelled with
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Table 6.1: Scenarios and corresponding tables with FDR results. All but
Table A.2 list results for the z-test
Table m pi0 q
∗ n SNR(dB)
A.2 {10, 102, 103} 0.5 0.05 {10, 102} −3.5
A.1 {10, 102, 103, 104} 0.1 0.05 {10, 102, 103} −6
A.3 {10, 102, 103} 0.9 0.05 {10, 102, 103} −6
A.5 104 0.1 {0.05, 0.2} 103 −30
A.4 {102, 103} 0.1 {0.05, 0.2} 10 −6
A.6 {10, 102, 103, 104} 0.1 0.05 103 {−6,−30}
6.3, 6.2 103 {0.1, 0.9} {0.05, 0.2} 103 {−6,−30}
the standard normal distribution X ∼ N (0, 1). The conditions under the
alternative hypothesisH1 are modelled using µ = 0.5; that is, the observation
sample Y obeys N (0.5, 1). As a result, SNRdB = −6 dB. The proportion of
true null hypotheses is set to pi0 = 0.1 and the FDR threshold to q
∗ = 0.05.
There are MC = 105 realisations. Bootstrapped confidence intervals for
FDR (Qe) and FDR power are calculated in Table A.1, Appendix A.1.
The power of the FDR procedure decreases, under (very) few data points
n, when the number m of simultaneously tested hypotheses increases. FDR
power is not affected by the total number of employed sensors only when the
number of observations (sample size) is sufficiently large (n = 100 for the
studied conditions) and the SNR is relatively high. The same conclusions
hold for a similar study but for pi0 = 0.5 (half of the hypotheses are true nulls)
and for detecting a difference in the variance of two zero-mean Gaussians,
Table A.2 in Appendix A.1.
6.2.2 Proportion of true null hypotheses pi0
We simulated the same scenario as that examined in Section 6.2.1 but for a
much larger proportion of true null hypotheses, pi0 = 0.9 (only 10 % of the
sensors observe a new phenomenon). The results are reported in Table A.3.
For the small sample size set-up, increase in pi0 (decrease in the number of
sensors that observe departure from the nominal conditions) yields a decrease
in the power of the FDR procedure. In contrast, under relatively high SNR
and sufficiently large data sample (n ≈ 100 or n ≈ 1000 in the examined
case), the proportion of true nulls pi0 does not affect FDR power.
Seen from another angle, these results indicate that when the objective is
to achieve high power (close to 1), the required data sample size n increases.
This conclusion bears a direct relation to a general result that under a large
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number of data points the power of a detector usually increases. In summary,
if the power is to be kept high or the same when the total number of sensors
m or the proportion of true nulls pi0 is increased, the number of observations
n that a sensor needs to collect might be large too.
6.2.3 FDR threshold q∗
To study the effect of the q∗ bound on the power we considered conditions
where the power is low: a small sample data set, see Table A.4, and low
SNR, see Table A.5.
A larger FDR threshold improves FDR power. The penalty is an in-
flated number of false discoveries V . The improvement is not relevant when
the SNR is low, because despite the increase in the detection probability it
remains nearly zero.
The impact of q∗ on FDR power is more tangible under high SNR regime
(compare Table A.4 to Table A.5). Thereby, a larger threshold can be used
in such cases as a remedy to low detection probability.
In addition, Table A.4 shows that for small sample size n, when the
number of hypotheses is increased, the power decreases but E[V ] increases,
which is a manifestation of the multiplicity effect.
Similarly, Table A.5 shows the effect of the proportion pi0 of true null
hypotheses on FDR power as well as it dependence on q∗. First, the power
is larger for smaller pi0 as observed in Section 6.2.2. Second, under the same
conditions, when pi0 is decreased from 0.9 to 0.1, the power is increased 10
times when q∗ = 0.05 and about 52 times when q∗ = 0.2. In short, the effect
of pi0 on power is larger for larger q
∗.
6.2.4 SNR conditions
We studied the FDR performance under high and extremely low SNR con-
ditions, Table A.1 to Table A.3, and Table A.6. Under low SNR, the FDR
power approaches 0.
6.2.5 False discovery proportion Q
According to [9], the number of cases in which the false discovery proportion
exceeds the false discovery rate is often large1. Specifically, the users of the
FDR control algorithm are warned in [9] that “control of FDR, E [Q ], at
1In [9] refer to [65] therein –“FDP for a method controlling FDR at 0.10 can, for example
be greater than 0.29 more than 10% of the time under independence” (page 1964).
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α only controls FDP, Q = V/(V + S), in expectation and that the actual
proportion of false discoveries in the rejected set can often be substantially
larger than α” [9] (α in [9] corresponds to the FDR threshold denoted by q∗
in the thesis). This motivated us to study this question for the conditions
we simulated. In particular, Table 6.2 contains the simulation parameters
for which Q and Qe listed in Table 6.3 were obtained.
Table 6.2: Power and average number V of false discoveries for the conditions
studied in Table 6.3
pi0 q
∗ power mean(V )
0.1 0.05 [.99862, .99864] 4.51
0.2 [.99987, .99988] 18.36
0.9 0.05 [.98620, .98630] 4.00
0.2 [.99700, .99710] 22.12
Table 6.3: FDR performance results about FDP, denoted by Q, for
MC = 105. The number of hypotheses tested is m = 103 and the results
are from the z-test for detecting a difference in the mean between nominal
conditions N (0, 1) and conditions under the alternative N (0.5, 1).
pi0 q
∗ Qe min(Q) max(Q) % cases Q ≥ q∗
0.1 0.05 [.00498, .050] 0 .0164 0
0.2 [.01999, .020] .0033 .0405 0
0.9 0.05 [.04480, .045] 0 .1538 33.29
0.2 [.17990, .018] .0291 .3506 27.88
Our simulation results show that FDP varies and can exceed q∗ in certain
cases. Nevertheless, it is also important to recall that the FDR procedure by
design guarantees only the condition E [Q ] ≤ q∗, not Q < q∗.
A closer look at the results in Table 6.3 suggests that the number of cases
for which the false discovery proportion Q exceeds the pre-defined threshold
q∗ heavily depends on the proportion pi0 of true null hypotheses. The number
of hypotheses and data points can further exacerbate or can diminish the
observed trend.
The dependence of Q on pi0 can be explained by recalling the definition of
FDP, namely Q = V/(V + S), and the fact that whenever the proportion pi0
of true null hypotheses grows, so does the number V of false discoveries. The
latter dependency can be intuitively understood by referring to the uniform
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distribution of the p-values under the null. A p-value can land anywhere
within [0,1]. In particular, by pure chance a true null hypothesis might be
rejected because of small p-value. Therefore, increasing the number of true
nulls can increase the number of false rejections.
6.2.6 Summary
• Increase in the number of simultaneously tested hypotheses decreases
FDR power – the cost of multiplicity is manifested whenever there are
only few observations per sensor and/or low SNR.
• A larger proportion pi0 of true null hypotheses decreases FDR power.
• The FDR threshold q∗ controls the false discovery proportion Q in the
long run. A higher threshold can improve FDR power when the power is
low. This improvement depends on the particular conditions. For high
SNR and small number of observations, it is tangible. For extremely
low SNR such as SNRdB = −30dB, despite some improvement, the
FDR power remains close to 0.
• The false discovery proportion Q can exceed q∗. There is a clear depen-
dence between Q and pi0: the larger the pi0 is, the larger is the number
V of false discoveries and consequently the Q = V
V+S
ratio.
• The power of the FDR procedure depends on the power of the local
hypothesis tests as discussed next.
6.3 How powerful is the FDR control proce-
dure?
The Benjamini-Hochberg’s false discovery rate control procedure [7] was de-
signed for the multiple hypotheses test set-up with the aim at making as
much discoveries as possible subject to a given false discovery rate (the aver-
age proportion of erroneous rejections versus all rejections). By design FDR
is (much) more powerful than the FWER-type of methods (Chapter 3 and
[7]), whose main drawback is, in effect, the lack of power.
Our experimental FDR performance results reported in Section 6.2 re-
vealed cases in which the number of correct discoveries S was in the order of
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at most tens when the number of true alternative hypotheses m1 was in the
order of thousands. In this section we examine what conditions yield such
low power of the FDR method.
6.3.1 Dependence on the p-values
The main result—with respect to the above observation that FDR power can
become arbitrarily low in specific scenarios—is that the FDR procedure is
coupled with the performance of the underlying hypotheses tests that produce
the p-values.
This conclusion was based on the simulation results from the scenarios
discussed in Section 6.2. As an example, we observed low power of the FDR
procedure for the shift in the mean set-up under SNR≈ −30dB. The null
hypothesis H0 at each sensor is modelled with zero-mean Gaussian and the
alternative hypothesis H1 with a positive-mean µ1 = 0.5 Gaussian. The
common for both distributions variance was set to σ2 = 225, see Table A.6.
For m = 103 and pi0 = 0.5—half of the hypotheses are true nulls and the
other half are true alternatives—and 104 Monte Carlo simulations (row 5 in
Table A.6), the FDR algorithm made true discoveries S in approximately
half of the simulations, namely in 4990 out of 10, 000 realisations. The max-
imum number of true discoveries among all the simulated realisations was
S = 19 whereas the simulated true alternatives were m1 = 5, 000; the mode
was at 1. For pi0 = 0.9 and m = 10
4 (row 8 in Table A.6), correspondingly
m1 = 1, 000 true alternative hypotheses, the maximum number of discoveries
recorded in the simulations was S = 6 in a single simulation run; the mode
was at 1 too. In fact, the true discoveries were S = 0 in most of the realisa-
tions. In particular, the FDR procedure made true discoveries in about 20%
of the Monte Carlo realisations. Similar results were recorder for the number
of false discoveries V ; that is, the realisations of V were less than 10 per
experiment for both of these cases with m = 103 and m = 104, respectively.
Note that our simulations confirmed the analytically proven in [7] Qe ≤ q∗
result2 independent of the particular scenario. The point that these simula-
tion results reveal is that the power of the FDR control procedure could be
arbitrarily low in certain set-ups.
A look into the distribution of the p-values generated by the z-test and
2For high SNR regime and sufficiently large sample n for the considered shift in the
mean of two Gaussians scenario, the FDR procedure correctly discovers all m1 true alter-
native hypotheses (i.e. S = m1) plus V additional erroneous ”discoveries”, R = S + V
discoveries in total. This additional ”discoveries” V are bound by the threshold q∗; that is,
FDR adheres to its design, namely Qe ≤ pi0 q∗ (independent of the particular conditions),
and under high SNR achieves high power too.
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Figure 6.2: Rank ordered p-values for the scenario testing for a shift in
the mean when SNR=−6dB, n = 100, pi0 = 0.9. The p-values under the
alternative (in blue) are arbitrarily small and therefore correctly labelled by
the FDR control procedure.
F -test from these simulations confirms the theoretical result that the p-values
under the null hypothesis are uniformly distributed. The inspection of the
p-values under the alternative hypothesis shows that this distribution deter-
mines the performance of the FDR procedure in terms of attained power.
The results in Table A.6 for high SNR= −6dB and large sample size
n = 103 show FDR power = 1. In other words, all the alternative hypotheses
are discovered by the FDR procedure independent of the other conditions:
different proportions pi0 of true null hypotheses and q
∗ > 0.05 threshold3. All
p-values under the true alternative hypothesis are very close to 0. The largest
p-value among those is ≈ 10−37. As an example, Fig. 6.2 plots the same
scenario but for lower number of sensors m = 100 (because of visualisation
reasons) sample size n = 100, and pi0 = 0.9. All the alternative hypotheses
are correctly discovered: the largest p-value under H1 is smaller than the
critical value p(i) ≤ (i/m)q∗, namely p(10) = 0.0017 < 0.0050. The rank
ordered p-values p(i) < p(10) are close to zero. In this particular realisation,
there are no false discoveries, V = 0, since the samllest p-value under the
true null is larger than the threshold (4.1): p(11) = 0.016 > 0.0055.
3Results for q∗ = 0.2 are not included in Table A.6 because a larger q∗ always leads to
a higher FDR power, as long as power is not already 1, as demonstrated in 6.2.3.
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6.3.2 Dependence on pi0 and m
The simulation results listed in Table A.1, A.2 and A.3 revealed cases for
which the proportion pi0 of true null hypotheses as well as the total number
m of hypotheses have an impact on FDR power. Here, we look into the
conditions that yield a decrease in power when pi0 and/or m are increased.
We refer again to the FDR classification threshold (4.1): Qe = pi0q
∗ ≤ q∗.
Let the total number of hypotheses be m = 100. When pi0 = 0.1, FDR control
procedure will correctly discover all m1 = 90 true alternative hypotheses as
long as the largest p-value under H1 (p(k)) satisfies p(k) ≤ (90/m)q∗. In
contrast, when pi0 is increased to pi0 = 0.9, the largest p-value under H1
must satisfy the more stringent p(k) ≤ (10/m)q∗ condition. Consequently,
the power of the FDR control procedure depends on the proportion pi0 of
true null hypotheses whenever the p-values produced by the local hypothesis
tests under H1 are not sufficiently small.
Similarly, when the total number m of hypotheses grows, the q∗/m is
reduced and as a result the inequality (4.1) p(i) ≤ (i/m)q∗ becomes much
more restrictive. When the p-values of the local hypotheses tests are not
approximately zero, the effect of m on FDR power can be clearly observed.
Arbitrarily small p-values, equivalently power close to 1 of the local hy-
pothesis tests, leads to high power of the FDR control procedure. It is only
under such condition when FDR power does not depend on the particular
network conditions given by pi0 and m.
6.3.3 Distribution of p-values under H1
Table A.6 (from row 5 on) shows results for very low SNR = −30dB. The
power of the FDR procedure is less than 5% and under certain pi0 and m, it
becomes 0. Fig. 6.3 shows results for m = 1, 000, and pi0 = 0.5. The p-values
are rank ordered in Fig. 6.3 under each hypotheses (and not globally as the
FDR procedure does) because of visualisation purposes. It is clear that the
majority of the p-values under H1 do not satisfy (4.1) and consequently FDR
lacks power (Pd ≈ 0).
The underlying hypotheses tests, which produce the p-values for each of
the m hypotheses, determine the power of the FDR procedure4. Our conclu-
sion is based on the observed distribution of p-values under the alternative
hypothesis. For the z-test and the above experimental conditions—small dif-
ference in the means and high variance or good SNR but very small data
4The performance of the FDR procedure in terms of false discovery rate obeys E [Q ] ≤
q∗ independent of the particular local hypothesis test or scenario (SNR, sample size n,
proportion pi0 of true nulls).
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Figure 6.3: Rank ordered p-values under the null (in blue) and under the
alternative (in red). A shift in the mean scenario when SNR=−30dB, m =
1, 000, n = 1, 000, pi0 = 0.5 and q
∗ = 0.05 is examined. The p-values under
the alternative are larger than 10−3, thereby the FDR control procedure
cannot discover them.
sample—the distribution of the p-values under H1 is nearly uniform except
for a set of values around 0. In contrast, the achieved FDR power is 100%
when all the p-values under H1 are all close to zero.
The distribution of the p-values for SNR= −30dB in Table A.6 is exam-
ined in Fig. 6.4. In particular, a histogram of the distribution of p-values
under true alternatives H1 along with a histogram of p-values under true
nulls H0 are shown for comparison. The distribution of the p-values under
the alternative can be seen as a mixture of a uniform distribution and a
cluster of values near 0.
In short, some of the H1 p-values under low SNR regime seem to be
uniformly distributed and as such are classified as true nulls by the FDR
algorithm. The remaining values, which are roughly half of the total number
of alternatives are clustered near 0, yet are not small enough to satisfy the
FDR classification condition (4.1), Algorithm 3. Therefore, they are also
incorrectly labelled as true nulls.
Another set-up for which the FDR procedure exhibited Pd ≈ 0 was under
relatively high SNR = −6dB but for few observation points n = 10, see
Table A.1, A.2 and A.3. The shift in the mean case under SNR= −6dB
regime and m = 103 in Table A.1 and Table A.3 is studied in Fig. 6.5,
respectively. The p-values under the alternative hypothesis display similar
behaviour as discussed before: grouping of p-values close to 0 and some of
the p-values seem nearly uniformly distributed.
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Figure 6.4: A histogram of p-values when detecting a shift in the mean of two
Gaussians with the z-test for SNR=−30dB, n = 104, m = 103, (left) pi0 = 0.1
and (right) pi0 = 0.9. The distribution under H0 (blue or dark brown when
overlapped by the distribution under H1 as on the left) is uniform.
Figure 6.5: Histogram of p-values for small sample size, n = 10. The simu-
lated scenario is detection of a shift in the mean of two Gaussians with the
z-test when SNR= −6dB, m = 103 and pi0 = 0.1 (left) and pi0 = 0.9 (right).
The p-values under the null in the right plot are seen as dark brown.
The power of the FDR procedure depends on the p-values under H1 and
their relative position with regard to the p-values underH0. When the binary
hypothesis test can reliably distinguish between H0 and H1 and decide on
the alternative hypothesis when it is true, the test produces a very small
p-value. This p-value will lead to a rejection of the null hypothesis if the test
is performed only locally, at the sensor. When a multiple hypotheses test
is performed globally through FDR control, this particular hypothesis will
also be rejected (classified as true alternative) as long as the p-value is small
and the small p-values (under H0 which occur by chance) do not displace
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the p-values of the true alternatives “too much” to the right. In fact, FDR
control procedure will correctly label all alternative hypotheses as true as
long as the largest p-value among all H1 satisfies (4.1). For m = 104 and
q∗ = 0.05: p(k) ≤ (k/2) 10−5, where k denotes the largest p-value.
6.3.4 Conclusions
Our results corroborate the conclusion made in the relevant literature that
the FDR procedure controls the false discoveries but does not (directly) con-
trol the misses (false negatives). Second, the power of the FDR procedure
depends primarily on the distribution of the p-values under the alternative
hypothesis. The distribution of the p-values under the alternative is deter-
mined by the power of the local hypotheses tests that produce the p-values.
Third, the p-values must be arbitrarily small so that the FDR procedure can
discover all true alternative hypotheses. Forth, the proportion pi0 of true
nulls as well as the total number m of hypotheses affect the FDR power: a
larger pi0 and/or m decrease FDR power when the local detectors are not
powerful enough. Fifth, our results show that when the hypothesis test has
low power some of the p-values under the alternative hypothesis are clustered
around 0 and the remaining ones seem to be uniformly distributed.
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Chapter 7
Evaluation of the large-scale
statistical inference framework
We examine the performance of the proposed large-scale statistical inference
framework under diverse conditions. Large-scale inference refers to the di-
mension of the collected data—the number m of p-values—generated by the
massive number m (up to hundreds of thousands) of sensors.
7.1 Simulation scenarios
7.1.1 Local conditions
The conditions under which the local detector operates are simulated with
parametric distributions: normal N (µ, σ2), exponential Exp(λ), Rayleigh
Ray(s), Rice Ric(s, k) and central and noncentral chi-squared χ2(ϑ). Ac-
cording to [40], the parameters of the distributions under the null and alter-
native hypotheses (denoted by Θ in Algorithm 4) are chosen in [40], so that
these distributions resemble each other as closely as possible. Consequently,
we use the same local conditions and summarise them in Table 7.1. Their
empirical distribution functions are visualised in Appendix C.
The local detector is tuned with the size d of the training data I, the
number of bootstrapped samples B, ambient and observation data samples
X and Y of length n and l, respectively. In the simulations, we used the same
values as those reported in [40]. We list them in Table 7.4 for convenience.
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Table 7.1: Local conditions under which the nonparametric detector oper-
ates. The parameteric distribution F modells the nominal conditions H0
and the parametric distribution G models the conditions under the alterna-
tive hypothesis H1. The Kolmogorov-Smirnov test statistic and the p-value
are calculated using Matlab for two randomly sampled data sets of length
n = 500 and l = 100 from distribution F and distribution G, respectively.
set-up F G KS test stat p-value
a Noncentral χ2(2) Central χ2(2) 0.21 0.0010
b Ric(1,1) Ray(1) 0.18 0.0077
c Ray(1) Ric(1,1) 0.21 0.0009
d Ray(1) N (1, 1) 0.28 0.0000
e N (1, 1) Ray(1) 0.22 0.0005
f N (1, 1) Exp(1) 0.19 0.0053
g Exp(1) N (1, 1) 0.18 0.0060
Table 7.2: Parameters of the local nonparametric detector based on boot-
strapping and Anderson-Darling (AD) test [40].
training data I bootstrapped samples X sample Y sample
d B n l
104 103 500 100
7.1.2 Network parameters
The network related input parameters are chosen to represent the most de-
manding state of the network: a large number of sensors m and large pi0.
In fact, pi0 reflects the state of the monitored area but it also depends on
the location of the sensors, which is the reason to discuss it here. The sen-
sitivity study conducted in Chapter 6 shows that a large proportion pi0 of
true null hypotheses, decreases the FDR power. The achieved power is the
smallest when pi0 = 0.9 and the largest for pi0 = 0.1 under otherwise equal
conditions. We evaluate the large-scale statistical inference performance for
pi0 = 0.9, which is representative for a worst-case scenario in terms of m0 and
m1, for the reasons as follows. The state of the monitored area can change
over time. As a result, pi0 is determined by the natural phenomena that can
occur in the field; that is, pi0 is a random variable, not a parameter that can
be controlled by the designer. The interest then is on the performance under
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the most demanding conditions as for all other values of pi0, the performance
is guaranteed to be better. In fact, there will be some degradation of the
performance for 0.9 < pi0 ≤ 1, but we exclude the two extremes 0 and 1 and
consider pi0 = 0.9 as it is sufficiently representative for worst-case conditions.
7.1.3 FDR parameter
Furthermore, a more restrictive FDR threshold leads to a lower FDR power
compared to a larger q∗. Therefore, evaluating the performance at q∗ = 0.05
is a worse-case scenario compared to q∗ = 0.2.
7.1.4 Phenomena
We evaluated the performance of the large-scale distributed statistical infer-
ence first under a simple set-up in Section 7.2, similar to that in Chapter 6,
in which the nominal conditions in the entire monitored area are the same;
that is, each of the m sensors operates under the same nominal conditions
as the other nodes. The phenomenon under the alternative hypothesis for
each sensor is modelled with the same underlying distribution. Such con-
ditions might be unrealistic especially if the area of interest is very large
with thousands of sensors. Nevertheless, they allow for understanding and
analysing the performance before studying it under more realistic and thus
more complex scenarios in Section 7.3.
7.2 Performance under common underlying
distributions
We first ilustrate the impact of different variables and tuning parameters on
the performance of the large-scale statistical inference and then simulate all
the cases listed in Table 7.1.
7.2.1 Total number of sensors m
In the related literature (see [7] for instance) as well as in 6.2.1, some drop in
the power of the FDR control procedure is recorded when the total number m
of simultaneously tested hypotheses is increased. This effect was studied for
all cases listed in Table 7.1 and is exemplified for one of them in Table 7.3. No
relevant decrease in the FDR detection power is observed for the examined
conditions.
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Table 7.3: 95 % bootstrapped confidence intervals for the median P˜d of the
FDR power Pd when pi0 = 0.9 and q
∗ = 0.05. The number of sensors does
not have a large impact on power for the studied conditions.
m F G P˜d
10K N (1, 1) Ray(1) [0.9260, 0.9290]
50K [0.9255, 0.9282]
100K [0.9226, 0.9256]
7.2.2 Proportion of true null hypotheses pi0
The performance of the FDR control porcedure at the fusion centre depends
on the proportion pi0 of true null hypotheses, see 6.2.2. Therefore, it is of
interest to quantify its effect on the achieved power at the FC. Note that
pi0 = m0/m is a random variable and as such is not a designer’s choice.
Furthermore, it is not observable in practice, although it can be estimated.
We have simulated a network of m = 500 sensors (since we are interested
in the general trend and the impact of m on FDR power is not relevant
according to Table 7.3, while the simulation time is sharply decreased for such
small m) with a common underlying distribution under the null modelled
with a Ric(1,1) distribution. The non-nominal conditions are simulated with
Ray(1) distribution, see b set-up in Table 7.1. Hence, the observation sample
Y obeys Ric(1,1) distirbution for m0 sensors and for the remaining (m−m0)
sensors Y is sampled from a Ray(1) distribution.
Fig. 7.1 shows that the detection power of the FDR control procedure
decreases as pi0 increases. The same observation was made for all scenarios
from Table 7.1. The magnitude of the observed effect depends on the partic-
ular underlying (H0 and H1) distributions and is the largest for the N (1, 1)
vs Exp(1) (F vs G, case f in Table 7.4) from those examined. In fact, for
all but this latter scenario, the decrease in power is about 10% when pi0 is
increased from 0.1 to 0.9. The decrease in power for the N (1, 1) vs. Exp(1)
case is by more than 60%, which result we analyse in Section 7.2.4.
7.2.3 FDR threshold q∗
The magnitude of the impact of the FDR bound on the achieved FDR power
is examined for predominating number of null hypotheses pi0 = 0.9 when the
set-up is f and g, Table 7.1: N (1, 1) vs Exp(1) and Exp(1) vs N (1, 1). The
FDR power for the former is low—median P˜d ≈ 33%—and for the latter,
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Figure 7.1: Detection power for different proportions of true null hypotheses
pi0. The conditions under the null hypothesis H0 are modelled with Ric(1,1)
distribution at each sensor. The conditions under the alternative hypothesis
H1 are modelled with Ray(1). FDR power is the largest when the number
m1 of new phenomena that occur in the sensor network is the largest.
it is high—P˜d ≈ 90%. A higher threshold q∗ allows for a larger number of
discoveries to be made: in the case of N (1, 1) vs Exp(1) an increase of more
than 50% is observed, whereas in the Exp(1) vs N (1, 1) the improvement is
less than 10%.
It was shown in 6.2.3 that a less stringent cut-off threshold q∗ yields
higher FDR power, but a larger number V of false discoveries. In both cases
plotted in Fig. 7.2 and Fig. 7.3 the larger detection probability is achieved at
the cost of a higher number of false discoveries, namely 1 vs 10 on average.
Furthermore, the results show that V depends on the underlying distributions
as well (compare results from N (1, 1) vs Exp(1) to results from Exp(1) vs
N (1, 1) cases).
The total number of sensors (hypotheses) m impacts the number of false
discoveries too as expected. When m = 50K and q∗ = 0.05, the median of
V is much higher: 275 for the f scenario (corresponding to Fig. 7.2) and 240
for the g conditions (corresponding to Fig. 7.3) in Table 7.3.
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Figure 7.2: Effect of the predefined FDR threshold q∗ on the FDR power Pd.
N (1, 1) vs Exp(1) is simulated. Larger threshold leads to a higher detection
power but also to an increased number of false discoveries on average.
Figure 7.3: Effect of the predefined FDR threshold q∗ on the FDR detection
probability Pd. A scenario of Exp(1) vs N (1, 1) is simulated. Larger thresh-
old leads to a higher detection power at the cost of an increased average
number V of false discoveries.
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7.2.4 Evaluation results and analysis
Figure 7.4 shows the performance of the proposed detection framework for
a large-scale IoT network comprising m = 50, 000 sensors. The proportion of
true null hypotheses is set to pi0 = 0.9, which means that only 10% of all sen-
sors observe a new phenomenon (a departure from the nominal conditions);
the remaining 90% do not observe any change. The FDR bound is set to
q∗ = 0.05. This is the most demanding set-up. Each box plot represents a
different scenario (see Table 7.1): nominal conditions (under H0) and condi-
tions under the alternative hypothesis H1. Despite that this is the worst-case
scenario among all studied, the median of the achieved power is above 75%
for all but one case. In the context of this result it is worth noting that when
only 10% of the null hypotheses are true (changing a single input simulation
parameter, pi0 = 0.1), the mean and median of the FDR power is larger than
90% for all simulation scenarios from Table 7.1.
To understand the former of the obtained results (power lower than 75%
for N (1, 1) versus Exp(1) case) recall that two important conclusions are
made in Section 6.3 regarding the power of the FDR procedure. It depends
on the proportion pi0 of true nulls; the magnitude of the effect is determined
by the power of the local detectors. In particular, when the power of the
local detectors is 1 (that is, the p-values are arbitrarily small), pi0 does not
have any impact on FDR power. However, when the detection power of the
sensors decreases, the proportion pi0 has an immediate, negative effect on the
attained power.
Therefore, to explain the “outlier” in Fig. 7.4, namely N (1, 1) versus
Exp(1) scenario, we examined the p-values of this and the other local con-
ditions from Table 7.1 as well as the detection power of the sensors. The
acceptance ratio of the nonparametric detector was calculated for α = 0.05
significance level. For each scenario the acceptance ratio was averaged over
104 Monte Carlo realisations. This step was repeated 103 times (in total
107 MC simulation runs), so that we obtained 1, 000 values for the mean of
the acceptance ratio of the non-parametric local detector. The 95% boot-
strapped confidence intervals were calculated based on these 1, 000 points.
These are summarised in Table B.1. The distribution of the p-values from
the 107 realisations is shown on Fig. 7.5 and Fig. 7.6. Clearly, the p-values
under N (1, 1) versus Exp(1) case are larger than the other three cases plot-
ted there (for which three cases most of the p-values are centred at 0). Recall
that the FDR power is high as long as the p-values of the true alternative
hypotheses tend to 0, Section 6.3.
It is also important to note that when all hypotheses are true alternatives
(pi0 = 0), FDR power is determined by the power of the non-parametric
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Figure 7.4: FDR power for a scenario, where the nominal conditions are
modelled with the same distribution for all sensors. Similarly, the observed
phenomenon is modelled with a single distribution for all nodes in the net-
work. The cases listed in Table 7.1 are simulated. The total number of
sensors is m = 50K, from which only 10% observe a departure from the nom-
inal conditions (pi0 = 90%). The FDR threshold is set to q
∗ = 0.05. Despite
that this is a worst-case scenario, for all studied cases except for (f), N (1, 1)
vs Exp(1), the median of the detection probability is above a 75% level.
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Figure 7.5: Histogram of p-values from 107 Monte Carlo realisation of the
local detector when: (left) the null hypothesis is that samples X and Y obey
the same Exp(1) distribution whereas observation sample Y actually obeys
N (1, 1), row 1 in Table B.1; (right) H0: X and Y obey N (1, 1), whereas Y
is sampled from Exp(1), row 2 in Table B.1.
Figure 7.6: Histogram of p-values from 107 Monte Carlo realisation of the
local detector when: (left) the null hypothesis is that samples X and Y obey
the same Ray(1) distribution whereas observation sample Y actually obeys
N (1, 1), row 5 in Table B.1; (right) H0: X and Y obey N (1, 1), whereas Y
is sampled from Ray(1), row 6 in Table B.1.
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detectors. In effect, for the examined N (1, 1) versus Exp(1) and pi0 = 0,
Pd ≈ 95%. Nevertheless, when pi0 increases, FDR power decreases. The
decrease is in function of the power of the local detectors and the number
of true null hypotheses m0 (or pi0). Under a large pi0, N (1, 1) versus Exp(1)
exhibits the lowest power among the other scenarios in Fig. 7.4 since the
power of the nonparametric detector is the lowest for the N (1, 1) versus
Exp(1) case, see Fig. 7.5 and Fig. 7.6.
7.3 Performance under multiple different un-
derlying distributions
The versatility of the proposed large-scale statistical framework stems from
the fact that its practical application is not confined to scenarios where the
distribution under the null is common to all sensors. In fact, it can be differ-
ent at each sensor. Recall that we do not make any assumptions about the
observed nominal conditions nor about the distribution of the phenomenon
under the alternative hypothesis. Furthermore, while the nominal conditions
(i.e., the probability distribution under the null H0) must remain the same
throughout the lifetime of the sensors, the probability distribution under the
alternative hypothesis H1 can change over time (i.e., between observation
periods) at each sensor. Therefore, as a next step, we study a more complex
set-up in which the nominal conditions as well as phenomena observed at
each group of sensors are different from the remaining groups. Here, group
can consist of a single sensor or of all the m sensors.
To exemplify the performance of our large-scale statistical inference con-
cept under more realistic IoT conditions we simulated a network comprising
m = 50K sensors, which we divided into 5 groups. Each cluster consists of
10K sensors. The conditions in these groups were modelled with the cases
listed in Table 7.1 except for Ray vs Ric and N (1, 1) vs Ray(1), (c and e
scenarios), which were not included. In each group only 10% of the sensors
are observing departure from the nominal conditions. For each group of 10K
sensors (consider Noncentral vs Central χ2, case a, for instance) the nomi-
nal as well as alternative conditions are modelled with the same parametric
distribution (Noncentral χ2) for 9K of the sensors in the group. The nomi-
nal conditions for the remaining 1K sensors are also modelled with the same
distribution (Noncentral χ2) but the conditions under the alternative with a
different probability model (Central χ2 in a case).
The histogram of the probability distribution of the FDR power over the
104 MC realizations is shown in Fig. 7.7.
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Figure 7.7: FDR power when there are 5 different clusters of sensors. The
underlying distributions within a cluster are the same for all sensors but differ
between clusters. The performance is studied under worst-case conditions:
pi0 = 0.9 in each cluster. The FDR threshold is set to q
∗ = 0.05.
Figure 7.8: Boxplot of FDR power for the conditions studied in Fig. 7.7
(right). The power for each cluster (left) .
In practice, the detection probability of each cluster depends on the power
of the local detector for the specific probability model as well as the propor-
tion of true null hypotheses within the cluster, and thus can be different
for each group. We used a common pi0 = 0.9 proportion of true nulls in
each group because of comparison reasons and ease of interpretation. The
histogram plotted in Fig. 7.7 can be explained by looking at Fig. 7.8. The
scenario for which the simulation results are presented in Fig. 7.7 is a com-
bination of 5 of the scenarios from Table 7.1 and the peaks in the histogram
roughly correspond to the composition of the medians plotted in Fig. 7.8.
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We see the coupled effect of the different groups. The box plot of the FDR
power from all realisations in Fig. 7.8 right is compared to the box plots in
Fig. 7.8 left. Clearly, the median of the power from the 104 MC realisation
reflects the combination of the medians obtained at each cluster.
The distribution of the p-values of the alternative hypotheses from a single
simulation run are plotted in Fig. 7.9 for ilustration. The power recorded
from this MC realisation is 0.71.
Figure 7.9: The first pi ≈ 0, i = 1, ...3500 rank ordered p-values from all
alternative hypotheses are correctly discovered by the FC, but the remaining
p-values are large and the FDR procedure fails to reject them. The number
of false discoveries is V = 159 for this simulation run.
7.4 Conclusions and future research prospects
Depending on the particular application, the requirement on the attained
FDR power can be very high. The results and analysis in the previous sec-
tions demonstrate that the power of the local detector determines to a large
extent the power of the suggested statistical inference framework. We discuss
two approaches for improving the local detector power and consequently the
performance of the studied statistical inference concept.
7.4.1 Sample size
One suggestion made in Section 6.2 is that the size of the data sample can
improve the detection power of the non-parametric local detector and con-
sequently FDR power too. We empirically examined the statistical infer-
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ence performance under different values of the local detector parameters,
Table 7.4. We looked into different B, l and n. For n = 2500 and m = 500,
FDR power is 100% in all MC = 104 realizations under all local conditions in
Table 7.1 when pi0 = 0.9, q = 0.05 and m = 50K. The performance was also
studied for an even larger number of sensors—m = 100K—under Noncentral
χ2(2) versus Central χ2(2), and Exp(1) versus N (1, 1) probability models.
Despite this massive number of sensors, FDR power is 100% due to the in-
creased power (100%) of the local detectors. This improvement is a direct
result of the increased sample sizes.
Table 7.4: Parameters of the local nonparametric detector based on boot-
strapping and Anderson-Darling (AD) test [40].
training data I bootstrapped samples X sample Y sample
d B n l
104 103 2500 500
Since the proposed statistical concept can be used to delineate areas where
a new phenomenon in a sensor network is observed (consider for instance the
problem of detecting and localising flooding occurring in an isolated area of
an agricultural field), it is relevant and interesting to look into the proportion
of false discoveries as they could impact the correct localisation of the event.
We make an implicit assumption that the location of the sensors in the
network is known or it could be accurately estimated.
Table 7.5: The median V˜ , mean V¯ , standard deviation of V , minimum and
maximum value of V for Ray(1) vs Ric(1,1) and m = 50K sensors.
sample size V˜ V¯ std deviation V max(V ) min(V )
n=2500, l=500 262 274.3134 111 861 0
n=500, l=100 189 209.3147 103 579 0
Table 7.5 provides specific statistics regarding V for a Ray(1) vs Ric(1,1)
conditions, m = 50K sensors and pi0 = 0.9 (m1 = 5, 000 sensors observe
departure from nominal conditions). The sample length of the ambient X
and observation Y data sets at the local detectors is set to: n = 500(2500)
and l = 100(500), respectively. Note that minimum and maximum value of V
are outliers and the main bulk of data points from the MC = 104 realizations
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is roughly in the (150, 350) interval (see Fig. 7.10), which compared to the
total number m1 of sensors with true alternative can be regarded as relatively
small. Furthermore, as long as the false discoveries are not clustered together,
their impact might not be large or mechanisms that explore the nature of
the particular IoT application can be employed to distinguish them from the
true discoveries.
Another relevant observation is that the sample size determines the power
of the local detector but also has an impact on the number of false discov-
eries V . Larger sample sizes increase the power of the statistical inference
framework but do not lead to smaller number of false discoveries, Table 7.5;
that is, a larger ambient and observation data samples might not make easier
the estimation of the boundaries of the area where a phenomenon occurs.
Figure 7.10: Boxplot of the number of false discoveries V for large (left)
and small (right) data samples.
Note that under the local detector design, Algorithm 2, these larger sam-
ple sizes might translate into longer sampling time during observation and
consequently higher energy consumption. Commonly, sensor nodes are sub-
ject to very stringent power requirements [41], [42], [43] and sensor network
design is normally accomplished under strict energy limitations (see for in-
stance [44]) despite that recent studies also look into cases when energy
harvesting [45] can be integrated into the network. Therefore, in certain ap-
plications where sensors operate with batteries and the network is expected to
remain functional for several years and be energy-efficient, such an approach
might not be feasible.
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7.4.2 Design
There are few immediate observations we make about the design of the local
detector, Algorithm 2: (i) large training data set I, which is not fully ex-
plored; (ii) implementation of bootstrap principles despite large I, while the
main reason for bootstrapping usually is lack of data; and (iii) resampling
is done at each decision point despite that nominal conditions remain the
same.
According to Algorithm 2, the objective of the non-parametric local de-
tector during training is to collect a large data sample I (potentially during
an extended period of time). The length of the training data in the simula-
tions is I = 104. This data sample I is used at two stages: during training to
obtain the EDF of the test statistic and during hypothesis testing to emulate
sampling from nominal conditions. Note that in none of these two phases
the entire data set is used. Storing a large data set might have implications
for the memory requirements too.
An important implication of the non-parametric local detector design,
Algorithm 2, is that resampling from I is performed at each decision point.
In the scientific literature, sensor networks are assumed to consists of a mas-
sive number of cheap devices with limited energy that must operate during
prolonged periods of time (in terms of years) [41], [42]. Therefore, a fun-
damental principle in sensor networks design is energy conservation [43] as
noted earlier. Note, however, that the resampling performed at the local
detector means increased computational burden and a constant draining of
battery due to periodic (at each decision point) repetition of this step. Fur-
thermore, the nominal conditions are sampled at each decision point despite
that they are assumed to remain the same.
Another relevant observation that became apparent when analysing the
results in Fig. 7.4, Section 7.2.4 is the variability of the non-parametric lo-
cal detector power. This variability of the results naturally transfers into
variability of the results regarding the inference framework. A closer look
into Algorithm 2 suggests two sources of randomness: the sampling of nom-
inal conditions and sampling during observation. To elaborate further on
the random aspect, consider the two extremes when sampling from nominal
conditions: all data points come from the tails of the distribution and all
sampled data points are uniformly distributed along the complete EDF.
One potential way we saw for overcoming the aforementioned side effects
of resampling is the use of a single EDF with the main expected outcomes:
• decreased variability of results,
• decreased (periodic) computational burden,
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• avoidance of energy depletion due to repetitive sampling from nominal
conditions.
Learning a single EDF can eliminate the first source of randomness and,
as long as the learnt EDF is sufficiently representative for the observed prob-
abilistic model, it can yield better detection performance results, we conjec-
ture. Such design will avoid the repetitive sampling under nominal condi-
tions. This can in fact solve the evident energy problem of Algorithm 2 and
lead to more optimal battery use and better energy balance.
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Chapter 8
Relevant prior art
We centre on and present a chronological overview of the contributions that
employ the principles of the FDR control procedure in wireless sensor net-
works. Common to the work of Ermis and Saligrama and Ray and Varshney
is that the target to be detected is modelled to emit a signal that decays with
distance. The primary difference between the focus of the two research lines
is in the scenarios considered. Ray and Varshney study the traditional set-
up with a single target within the range of all nodes. Ermis and Saligrama,
complement the conventional focus with detecting multiple events, which can
occur in different parts of the network and which are in the vicinity of only
a small subset of sensors.
8.1 Distributed FDR for multitarget detec-
tion
Ermis and Saligrama address a multitarget distributed detection problem –
a sensor network where multiple phenomena can simultaneously occur [20]–
[24], [26]. The main assumptions the authors make are that only a small
number of sensors are in the vicinity of a phenomenon and the sensors mea-
sure independent—conditioned on the hypothesis—information.
The authors study the traditional distributed detection scenario with a
central node. The configuration is not parallel; instead, a sensor decision
is broadcast to all nodes in the network (fusion centre and remaining sen-
sors). There is no feedback channel from the central node to the sensors.
The primary networking constraint is the cost induced by communicating
test decisions from the sensors to the network. The communication cost
accounts for limited bandwidth and energy. Each sensor can use 1 bit for
communicating its local binary decision.
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Algorithm 6 Distributed FDR procedure by Ermis and Saligrama
At each sensor :
Step 1. Calculate the p-value of the test statistic:
pi(X) :=
∫ ∞
X
f0(t) dt = 1− F0(X), i = 1, . . . ,m.
Step 2. Compare the calculated p-value pi to the current common global
threshold γj, which is given by:
γj = (sj/m) q
∗,
where q∗ is the FDR constraint, sj is the updating constant, sj ∈ N, and j
indicates the communication round. Initially, before the first round, j = 0
and sj = s0 = 1. Hence, the initial global threshold is set to
γ0 = (1/m)q
∗.
Step 3. Declare the observation as significant if
pi ≤ γj
and broadcast this decision to the entire network.
Assume there are lj+1 broadcast decisions.
Step 4. Update the global threshold to
γj+1 =
sj+1
m
q∗
at each sensor, which has not yet broadcast its decision, where sj+1 =
sj + lj+1.
Step 5. Repeat Steps 3 and 4 until there are no more sensors that declare
their observations as significant.
At the fusion centre :
Step 6. Let the total number of sensors that have declared their observa-
tion as significant be m∗ after the last communication round.
Decide the alternative hypothesis for those m∗ sensors.
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The problem is mathematically defined as follows:
min E (T )
s. t. E (V /R) ≤ q∗,∑
i,t
c (ui(0), . . . ui(t)) ≤ C,
where T is the number of misses (or type II errors), V is the number of
erroneous discoveries, R is the total number of discoveries, c is the cost of
communicating a decision and C is the total communication constraint.
Ermis and Saligrama address the problem by developing a distributed
FDR control procedure in [20]–[22], which we summarise in Algorithm 6.
The proposed method is a sequential algorithm that linearly increases the
FDR threshold. The algorithm can potentially save some energy (at the
cost of induced delay) since the nodes broadcast their decision only if an
observation is declared significant. Therefore, Algorithm 6 can be viewed as
a special class of distributed detection with censored observations [27].
Ermis and Saligrama note in [20] that the performance of the FDR proce-
dure “does not depend on the probability distribution under the alternative
hypothesis” [20] and that there is no control on the miss rate (false negatives
or type II errors). Based on this the authors conclude that the detection
power at the fusion centre can be poor and point out that the “FDR pro-
cedure performs best when the p-values of the data that comes from H1 are
clustered near 0” [20], [21]. To overcome this problem, a transformation of
the p domain is introduced [20]–[22] under the hypothesis that the distribu-
tions of the observations under H0 and H1 are known. The transformation
is applied on each p-value prior to running the FDR algorithm. The au-
thors assure that the the p-value transformation increases the probability of
declaring an observation as significant, see Fig. 4 in [21].
In [20] and [21] a boundary detection problem is tackled. Therefore, in
addition to the Bonferroni procedure, the distributed FDR control algorithm
is compared to another algorithm designed for boundary problems. The
comparison is in terms of detection performance and communication cost.
Unlike earlier work [20]–[22], in [24] Ermis and Saligrama model the ob-
servetions of the sensors without a target in their range as the sum of the
decayed signals from far away targets plus noise. In the ideal case, the sen-
sors would observe only noise; that is, the decayed signals are considered
undesired disturbance in the formulation of [24]. The undesired distortion of
the known noise model is unknown. Hence, the observed model is unknown
and different at each sensor. Thereby, an exact model cannot be constructed
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under the null hypothesis [24]. It is shown that the p-transformation is robust
to perturbations in the observed model. The established robustness refers
to the increase in the miss rate when the perturbations of the ideal signal
model increase. On the other hand, robustness is interpreted as the ability of
a family of distributions that have the same variance to remain close to each
other after the application of the aforementioned transformation. Results
and correspondingly conclusions similar to [20]–[22] are reported in [24].
In [25], a dynamic version of the distributed FDR method [20] is proposed.
The false discovery rate in the dynamic and distributed FDR is constrained
by q∗, rather than by (m0/m) q∗: FDR ≤ q∗ instead of FDR ≤ (m0/m) q∗.
Originally, the idea of adaptive FDR control was proposed and explored by
Benjamini and Hochberg in [17], where it is demonstrated that the dynamic
adjustment of the pre-chosen q∗ can improve the power of the procedure.
To clarify this idea we draw the reader’s attention to one of the inherent
characteristic of the Benjamini and Hochberg’s FDR procedure, namely that
the false discovery rate “autonomously” tunes itself to the current state of the
system. Here, system state is given by the proportion of true null hypotheses
pi0 = m0/m or the number of sensors, which do not observe a target in their
sensing range. Hence, when the number of true null hypotheses is small
compared to the total, the false discovery rate will be small and likewise
when the number of true hypotheses m0 approaches the total m, the FDR
will be (at most) q∗. In other words, the larger the m0, the higher the
number of (allowed) erroneous discoveries. In presence of true alternative
hypotheses, the FDR is controlled at level pi0 q
∗. In case this pi0 proportion
can be estimated, the algorithm can be modified so that control is always
performed at a level q∗ independent of the actual system state. This will
allow for a larger number of discoveries or equivalently larger power, see [17].
We note that the simulation results reported in [25] depict a lower empir-
ical error for the modified compared to the original procedure. However, it
should be clear at this point that by changing the FDR threshold q∗ as sug-
gested in [17] and [25], the procedure allows for a potentially higher number
of false discoveries to be made and thus not only for a higher detection power
but for a higher error rate too. In short, the larger number of discoveries is
at the cost of a larger number of type I errors. Therefore, the type I errors
with the original procedure are at most as high as of the modified and not
vice versa. The authors do not explicitly clarify in [25] what meaning they
attribute to the term empirical error ; perhaps, they refer to the total number
of errors (type I an type II) [26].
The possibility of having multidimensional observations at each sensor is
investigated in [26]. A transformation of multidimensional to a scalar test
statistic is proposed. The transformation is based on the Radon-Nikodym
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theorem (volumes of level sets of the likelihood ratio function). The effect
of object density on the performance of the FDR procedure that uses the
proposed transformation is studied. Further, the impact of the attenuation
coefficient on the error rate and communication cost is examined.
In [21] the authors depart from the multitarget detection and look at
the problem of detecting and localising a single object that emits a signal
with unknown power. The signal is globally observable, but it is assumed
that the signal power of the emitter decays rapidly with the distance. Each
sensor declares that the target is present if it is within its range; otherwise,
the target is considered absent in this formulation. The (local) false alarm
probability therefore is defined as the probability of a sensor declaring the
presence of the object when the object is outside its range. A miss occurs
when the sensor declares no target present when the target is within its im-
mediate vicinity. The assumptions made are: only the fusion centre knows
the (exact) locations of the sensors (expressed as the distance between the
fusion centre and the node) and two bits in total can be used by each sen-
sor. The (approximate) location of the object is determined at the FC by
averaging the distances between the sensors with significant observations and
the FC. Here, Algorithm 6 is applied (without the transformation of the
p-values proposed in [20]–[22]) to determine which observations are signifi-
cant. The authors comment on the accuracy of such location estimation and
note that the sensor locations can be weighted according to the exhibited
signal-to-noise ratio.
8.2 Distributed FDR for traditional single tar-
get settings
Ray and Varshney [28]–[33] apply the distributed FDR detection concept
of Ermis and Saligrama under the same constraints set in [20]–[26], namely
communication and energy cost but to a single-target scenario. A primary
difference between these two groups of studies is that the decision boundary
of the distributed FDR algorithm in [20] is found from the left, starting
from the threshold q∗/m and updating the global threshold according to
Algorithm 6. In contrast, in [28] the search is performed from the right,
starting from the FDR threshold q∗ (denoted by γ in [20]–[33]) and updating
it accordingly. In the j + 1-th round with right update, for instance, the
threshold is given by γj+1 = (m − sj+1)/m, where sj+1 is calculated as in
Algorithm 6. The benefit of the latter is that the p-value with the largest
index can be found and therefore the largest probability of detection can be
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attained. This is the intended behaviour of FDR (see Algorithm 3) where
the largest p(i) satisfying (4.1) is sought. It is argued in [26] that under the
p-transformation the direction of the search does not have any effect on the
observed power “first-crossing”, which refers to updating from the left, and
“last-crossing” or updating from the right, “lead to same performance with
high probability” [26].
As mentioned earlier, Ray and Varshney study distributed detection of a
single phenomenon [28], [29], [32], [33]. Additional assumptions made are: a
total of m sensors are uniformly distributed in a region of interest (a square
in [28], [29] and a disk in [32], [33]). When a target is not present in the
detection area, noise ni is observed at sensor i, i = 1, . . . ,m. The noise is
modelled as a random variable that obeys a standard normal distribution.
The target emits a deterministic signal with amplitude a. The signal to be
detected is modelled at each sensor through an amplitude ai > 0, which
depends on the distance between the target and the i-th sensor. The local
hypothesis test at the sensors in this case is:
H0 : si = ni, ni ∼ N (0, 1)
H1 : si = ai + ni, ai =
√
Pi, i = 1, . . . ,m
where Pi is the received power under the assumed isotropic power attenuation
model in [28], [29], [32], [33]. In other words, the signal is modelled as a
continuous random variable that follows a normal distribution with mean ai
and variance 1.
In addition, it is assumed that the local decisions are broadcast and the
communication medium is error-free. Moreover, a general setting is consid-
ered in which the sensors and target locations are unknown to the FC. The
authors argue that the Chair-Varshney rule [34] cannot be applied under
such assumptions and a new framework for global decision fusion is needed.
Indeed, recall that the Chair-Varshney rule is optimal given that the local
probability of false alarm and probability of detection at each sensor are
known and conditional independence between the observations acquired by
the sensors can be assumed. In the aforementioned setup however, the lo-
cal probability of detection is unknown because of unknown location of the
nodes and target.
A difference between the scenarios considered in [28], [29] and [32], [33]
is that in the former work, the focus is on the classical distributed detection
setting, where all sensors are within the finite radius of influence of the tar-
get. In the latter work, the authors recognise the relevance of other realistic
cases where the sensors might not be receiving the same target signal due to
different radio propagation conditions and/or to the sensors limited sensing
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range. In such scenarios, the deployed nodes are divided into two categories
in the model: a small fraction of sensors that are in the finite radius of in-
fluence of the target and that receive an identical signal and the remaining
nodes, which sense only noise. According to [32] such a model reflects detec-
tion in chemical and oil fields or detection of electromagnetic and acoustic
signals.
The global decision method at the FC proposed in [28], [29], [32], [33]
is a counting rule based on the total number of discoveries ∆ and a system
threshold T . The null hypothesis H0 at node i is declared true or false
by the distributed FDR procedure based on a corresponding p-value and
a dynamic cutoff, see Algorithm 6. The global decision—target present
ot target absent—is determined by the total number of discoveries and the
system threshold T as follows:
∆ =
N∑
i=1
Ii
H1
≷
H0
T,
where Ii is the local binary decision collected from sensor i (a hard decision
about the validity of the null hypothesis).
The authors derive mathematical results concerning the false alarm and
detection probabilities under the aforementioned assumptions, which are ver-
ified by simulation results. The FDR control parameter q∗ and the global
threshold T (which corresponds to a total number of discoveries) must be cho-
sen in order to attain a certain system-level false alarm while maximasing
the system-level detection probability. Due to analytic and computationally
expensive calculations, the authors [32] find the optimal values of these pa-
rameters by maximasing the deflection coefficient1, which is defined by [19]:
d2 =
(E[T ;H1]− E[T ;H0])2
var(T ;H0) .
However, the maximisation of the deflection coefficient can guarantee op-
timal global performance if the statistic (in this case the total number of
discoveries ∆) is Gaussian. It is shown in [33] via simulations that for non-
asymptotic conditions, the maximisation of the deflection coefficient does not
yield the expected optimal q∗ (γ in [28]–[33]) value and correspondingly max-
imum detection probability. The authors of [33] propose to use instead the
Kolmogorov-Smirnov distance test for finding the FDR threshold q∗. The two
cdfs in the Kolmogorov-Smirnov test in [33] correspond to the distribution
1Recall that the larger the deflection coefficient, the better the performance of the
detector is.
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function of the count statistic ∆ under the global (at the FC) hypotheses G0
(target absent) and G1 (target present). The FDR threshold q
∗ is determined
by maximasing the difference between the two cumulative functions.
In addition to the problem of fusing the decision statistics from the sen-
sors at the central node, the authors [33] consider the problem of Byzantine
attacks. It deals with the presence of malicious sensors that aim at interfering
with the decision process at the FC by sending modified decision statistics.
A comparison between the fusion decision method in [33], [29], [32] and
the Neyman-Pearson formulation with identical decision thresholds (p-value
decision threshold for a given local probability of false alarm) at each sensor
is performed. The results demonstrate the superiority of using the FDR
control procedure.
The FDR approach proposed in [28], [29], [32], [33] is applied to radar
detection in clutter (undesired background reflectors [35]) and noise using a
multitarget formulation.
The differences between the traditional approach to radar signal process-
ing and the method in [30], [31] are summarised next. The former tests each
range cell separately at a predefined false alarm probability [31]. When the
background statistics are known, the detector design follows the Neyman-
Pearson formulation. Otherwise, the neighbouring range cells are used for
estimating the clutter and noise. In contrast to this approach, the FDR prin-
ciple is used in [30], [31] to simultaneously estimate the false discovery rate
in m range cells arranged in an annular region. The problem is of detecting
Swerling I target in the noise and clutter obeying a Gaussian distribution.
A more complicated clutter model is discussed in [31] too, but the authors
recognise the difficulties in applying their mathematical methodology to such
a case and as in the simple clutter case relay on asymptotic results and sim-
ulations to evaluate the system-level false alarm and detection probabilities.
Furthermore, the ideas of the adaptive FDR control described in [17]
are incorporated in the radar detection in clutter and noise framework in
[31]. Moreover, a hybrid detector is devised too. It combines the FDR and
Neyman-Pearson (NP) based approach to improve detection performance in
low SNR conditions and sparse targets. Specifically, a logical “OR” operation
is performed between the decisions of the FDR algorithm and the NP-test
result at each cell in order to determine the presence of a target there.
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8.3 Discussion
The main advantage of the distributed FDR procedure proposed in [20]–[26]
and later on adopted in [28], [29], [32], [33] is that it avoids communicating
the p-values and allows sending a hard decision through a single bit. This
benefit comes at the cost of increased latency, which is a random variable
that depends on the total number of sensors m and the current p-values.
The latency is at least 1 and can be up to m communication rounds. The
duration of the communication round is implementation specific.
A potential problem of the distributed FDR control [20] is a sensor failure
[41], [42]. It is assumed that the total number of nodes m is known at each
sensor. An implicit assumption made is that m remains the same along the
lifetime of the network. This assumption has an immediate impact on the
algorithm as m is used at each decision cycle of Algorithm 6 (Step 2 and
Step 4). It can affect the overall performance as long as sensor failures cannot
be instantly detected and their proportion is not small.
The communication protocol to be used for feeding the network with
sensor decisions is not explicitly considered by Ermis and Saligrama nor Ray
and Varshney. Implicitly, sensor decisions are broadcast. The challenges of
the wireless communication channel [47] are not addressed either and error
free transmissions are considered instead.
In addition to devising a distributed version of the FDR control proce-
dure, Ermis and Saligrama exploit its inherent potential. In effect, FDR
control lends itself to multiple phenomena detection and localisation. First,
recall that the FDR procedure has been extensively applied to genomics
studies. In this context, the FDR algorithm allows identifying genes with
different expression levels in healthy individuals and patients or symptom
measures that are different under different treatments. The identification in
such studies naturally translates into localisation in wireless sensor networks,
where the sensors with true alternative hypthesis can be used to determine
the area in the network where (different) phenomena occur. Note that for
such purposes the location of the sensors must be known, which in contrast
to multiarray studies, where each gene is identifiable, is not known by default
in IoT and additional mechanisms for estimating sensors location might need
to be employed.
The potential problem of low detection power of the FDR procedure is
discussed in [20]. To address this critical question, a transformation of the
p-value at each sensor is devised. However, a crucial assumption made is that
the alternative hypothesis is known at the sensors [20], [21]. Otherwise, if
the distribution under H1 is unknown, the transformation cannot be applied.
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Furthermore, the distribution under the alternative hypothesis is implicitly
assumed to remain constant (unchanged) over time.
In contrast to Ermis and Saligrama, we do not make any assumptions
about the distribution of the observations under the alternative hypothesis
nor about their distribution under the null hypothesis. In addition, the
distribution under H1 (as well as under H0) can be different at each node.
In effect, the local detectors used in our framework can on one hand learn
the nominal conditions at each location and can, on the other hand, detect
a change in the learnt conditions. The detection of a change in the nominal
conditions does not require learning a priori the alternative distribution and
in fact the alternative distribution can change over time. Such a change in
the distribution of the observations under H1 does not have any relevant
impact on the performance of the local detector in our framework.
Traditional distribution detection problems are tackled in [28], [29], [32],
[33]. A single-target problem is examined in [28], [29] and [32], [33]. The
primary difference between these two groups of studies is that in the former
the target is within the sensing range of all nodes, whereas in the latter the
target is within the sensing range of only a small fraction of the network
nodes. In both cases, the traditional detection setup is assumed, where a
single phenomenon but not multiple phenomena can be observed. Moreover,
a specific signal, propagation and network models are studied. In particu-
lar, the nominal conditions are characterised by noise that obeys a standard
normal distribution, N (0, 1), and the signal is modelled through a distance-
dependent amplitude (an isotropic attenuation model is used). Furthermore,
the sensors are uniformly distributed and the target is placed in the centre
of the network. Although such assumptions are common, they determine
the analytic derivations and parameter design. The system-level false alarm
probability as well as detection probability are derived for this detection
problem of Gaussian random variables. The distribution of the p-values un-
der H1, for instance, is given assuming that when a target is present the
signal follows N (φ, 1), where φ is the received signal amplitude. For con-
ditions different from the aforementioned the analytic derivations as well as
parameter design and choice must be conducted anew. Hence, the devised
solution is mainly relevant for the specific single-target scenario studied.
The radar signal processing problem of detecting multiple targets in clut-
ter and noise problem is field-specific too. Moreover, a particular (Swerling
I type of target) model in such radar scenarios is assumed. Thereby, the
limited application of the provided solution in [30], [31].
Contrary to such application-specific and model-specific design, our frame-
work is not limited to a particular application or model but allows for accom-
modating a large set of scenarios (single- and multi-object) and addressing a
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variety of conditions (different empirical distributions under the null as well
as alternative hypotheses).
In summary, earlier studies in wireless sensor networks that have adopted
the FDR control procedure focus on the problem of decreasing the communi-
cation cost due to energy constraints typical for such networks. Consequently,
Ermis and Saligrama develop a distributed FDR control procedure, which is
later adopted by Ray and Varshney. In their work, the authors address the
traditional set-up, where a target (or a set of targets) emits a signal. The
hypothesis is of available knowledge either of the distributions of the observa-
tions under the null and alternative hypotheses or of specific models for the
emitted signal(s) and signal attenuation. Contrary to such assumptions, in
our work we do not make any assumptions about the observed target(s) but
our statistical approach is applicable to any phenomena that can be sampled
and modelled through an EDF. This makes the statistical framework ver-
satile and applicable to large-scale IoT scenarios with a massive number of
sensors. We also note that it is straightforward to incorporate the distributed
FDR concept (Algorithm 6) into the statistical framework developed in our
work.
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Chapter 9
Conclusion
A statistical inference paradigm for Internet of Things scenarios, which are
typically composed by a massive number of sensor nodes, is studied. We
consider a traditional distributed scenario in which sensors make local obser-
vations about monitored phenomena and supply a central node (fusion cen-
tre) with test statistics. The fusion centre is responsible for making a global
decision about the state of the network: departure from nominal conditions
and/or localisation of events within the network. The statistical approach
examined in the thesis combines non-parametric local detection of events and
a multiple hypotheses testing procedure that controls error rates.
The main observation from the extensive simulation experiments is that
the power of the statistical inference paradigm to detect occurrence of phe-
nomena is primarily determined by the power of the local detectors. Other
factors that can impact its power are the number of sensors and the pro-
portion of true null hypotheses. On the other hand, the power of the non-
parametric local detector employed in our work depends heavily on sample
size and signal-to-noise ratio.
For a large number of sensors, demanding local conditions (probability
models that resemble each other under the null and alternative hypotheses)
and several sensors observing departure from nominal conditions, the power
of the proposed statistical framework is large (above 90%). Nevertheless,
when only few events occur (a small fraction of sensors observe a new phe-
nomena), it is challenging for the fusion centre to detect them all (median
power in the order of 75% for all but one of the examined cases). To un-
derstand and address this problem we analysed the simulation results, which
brought insights into the performance of the proposed statistical inference
approach as well as ways of improving it.
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Future research prospects. Improving the performance of the local
detector seems the most relevant next step as the overall power of the pro-
posed statistical inference approach depends largely on the detection power
of the sensors. Another idea for improving the detection probability at the
fusion centre is characterisation of sensor performance: censoring or weight-
ing of test statistics can be introduced based on the reliability of the nodes.
Exploring correlation between sensor observations as well as clustering and
collaboration between adjacent sensor nodes could potentially lead to im-
proved power too (at the expense of increased communication complexity).
Design of decision rules at the fusion centre based on the obtained test
statistics is the next research step within the statistical scope of our work.
Another relevant and interesting research task is to tackle the implications
of the wireless environment – among them transmission loss and delay as
well as bandwidth limitations can have an immediate impact on the attained
power by the FDR control procedure.
Questions, which were intentionally left aside are the inherent energy
constraints of sensor networks, the communication paradigm most suitable
for large-scale networks as well as the secure transmission of information.
The main reason not to tackle these relevant for IoT design choices is that
the first step of this research is to verify the proposed concept and analyse
the phenomena underlying the statistical performance without the impact
of other factors. Nevertheless, in the broader scope of IoT the secure and
energy-preserving communication of information needs to be addressed too.
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Appendix A
FDR sensitivity results
A.1 Total number of hypotheses m
Table A.1: Effect of m on FDR power when detecting a change in the mean
of a Gaussian. SNRdB = −6 dB, FDR threshold q∗ = 0.05 and proportion
of true null hypotheses pi0 = 0.1. 95 % BCIs for the power and theoretical
Eth [Q ] and simulated Esim [Q ] FDR are reported.
m Esim [Q ] Eth [Q ] power n
101 [.0041, .0046] ≤ 0.005 [.1677, .1699] 10
102 [.0047, .0050] [.1169, .1173]
103 [.0050] [.1104, .1107]
101 .0050 ≤ 0.05 .9986 100
103 [.00499, .05000] ≤ 0.05 .9986
104 [.00499, .05000] .9986
{10, 104} 0.0050 ≤ 0.05 1 1000
Table A.2: Effect of m on FDR power when detecting a difference in the
variance of two zero-mean Gaussians: SNRdB ≈ −3.5 dB, q∗ = 0.05 and
pi0 = 0.5.
m Esim [Q ] Eth [Q ] power n
101 0.0229 ≤ 0.025 [0.0422, 0.0434] 10
102 0.0224 [0.0069, 0.0075]
103 0.0222 [0.0010, 0.0011]
103 0.0248 [0.9605, 0.9617] 100
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A.2 Proportion of true null hypotheses pi0
Table A.3: Impact of the proportion of true null hypotheses pi0 on FDR
power. A change in the mean is detected under SNRdB = −6 dB; q∗ = 0.05
and pi0 = 0.9. 95 % bootstrapped CIs for the mean values are reported.
m Esim [Q ] Eth [Q ] power n
101 [.0415, .0439] ≤ 0.045 [.1108, .1149] 10
102 [.0403, .0427] [.0339, .0347]
103 [.0390, .0409] [.0110, .0112]
101 [.0443, .0461] ≤ 0.045 [.9854, .9868] 100
102 [.0448, .0451] [.9862, .9863]
103 0.045 ≤ 0.045 [.9861, .9862]
101 0.045 1 1000
102 [0.0448, 0.0451] 1
103 0.045 0.9862
When the sampled data points are few, FDR power decreases whenever
pi0 increases (compare Table A.3 to Table A.1); otherwise under sufficiently
large sample size n, FDR power remains unaffected by the the proportion of
true null hypothese pi0.
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A.3 FDR threshold q∗
Table A.4: FDR performance results—95% BCI of the power and maximum
and mean of the number of false discoveries—with two different thresholds
q∗ and for very small sample size n = 10 when SNRdB = −6 dB. The propor-
tion of true null hypotheses is pi0 = 0.1. The local hypothesis test is the z-test.
q∗ m power max(V ) E [V ]
0.05 102 [.1169, .1173] 4 0.0636
103 [.1104, .1107] 6 0.5119
0.2 102 [.4314, .4318] 7 0.8254
103 [.4325, .4337] 23 7.9646
Table A.5: FDR performance results with two different q∗ thresholds and
for extremely low SNRdB ≈ −30dB. The total number of hypotheses is
m = 104 and sample size n = 103. The local hypothesis test is the z-test.
95 % bootstrapped confidence intervals of the mean of the power are reported.
q∗ pi0 Esim [Q ] Eth [Q ] power max(V )
0.05 0.1 .0042 ≤ .005 [.0027, .0028] 4
0.9 .0410 ≤ .045 [.00026, .00029] 3
0.2 0.1 .0199 ≤ .020 [.0896, .0900] 38
0.9 .1443 ≤ .180 [.0017, .0018] 17
In the scenarios studied in Table A.4 and Table A.5 larger (less stringent)
FDR bound q∗ improves FDR power but at the cost of an increase in the
number of false discoveries V .
77
A.4 SNR conditions
Table A.6: Impact of SNR conditions on FDR performance with the z-test
when FDR threshold is q∗ = 0.05, pi0 = 0.1 and sample size is n = 103.
When the SNR is extremely low, FDR power is close to zero. F denotes the
distribution under nominal conditions and G denotes the conditions under
the alternative hypothesis.
m F G pi0 Esim [Q ] Eth [Q ] pd SNRdb
1 ∗ 104 N (0, 1) N (0.5, 1) 0.5 .0250 ≤ .0250 1 -6
0.7 .0350 ≤ .0350 1
0.9 .0450 ≤ .0450 1
1.0 .0514 ≤ .0500 –
1 ∗ 103 N (0, 152) N (0.5, 152) 0.5 .0229 ≤ .0250 0.00260 -30
5 ∗ 103 N (0, 152) N (0.5, 152) 0.7 .0273 ≤ .0350 4.94 ∗ 10−4
0.9 .0400 ≤ .0450 2.87 ∗ 10−4
1 ∗ 104 N (0, 152) N (0.5, 152) 0.9 .0401 ≤ .0250 0.00028
1 ∗ 101 N (0, 152) N (0.5, 152) 0.1 .0052 ≤ .0050 0.0497
0.9 .0443 ≤ .0455 0.0400
78
Appendix B
Power of the local detector
Table B.1: 95 % bootstrapped confidence intervals for the mean and median
of the acceptance ratio of the non-parametric local detector when evaluating
the null hypohtesis that ambient sample X and observation sample Y obey
the same distribution F . The detector is tuned with the values reported in
Table 7.4. The significance level is α = 0.05.
F G mean median
Exp(1) N (1, 1) [0.001400, 0.001500] [0.001300, 0.001400]
N (1, 1) Exp(1) [0.034200, 0.035700] [0.032300, 0.034100]
Exp(1) Exp(1) [0.948600, 0.949500] [0.948900, 0.949800]
N (1, 1) N (1, 1) [0.948400, 0.949300] [0.948500, 0.949700]
Ray(1) N (1, 1) [0.000854, 0.000903] [0.000800, 0.000900]
N (1, 1) Ray(1) [0.000252, 0.000283] [0.000200, 0.000200]
Ray(1) Ray(1) [0.948500, 0.949400] [0.948600, 0.949600]
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Appendix C
Local conditions
C.1 Empirical cumulative distribution func-
tions for Central vs Non-central χ2
Figure C.1: EDF sampled from Noncentral χ2(2) vs Central χ2(2) (n = 500
and l = 100, respectively).
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C.2 EDFs for Rician and Rayleigh
Figure C.2: EDF sampled from Rician (n = 500) and Rayleigh (l = 100)
distributions.
Figure C.3: EDF sampled from Rayleigh (n = 500) and Rician (l = 100)
distributions.
82
C.3 EDFs for Rayleigh and Normal
Figure C.4: EDF sampled from Rayleigh (n = 500) and Normal (l = 100)
distributions.
Figure C.5: EDF sampled from Normal (n = 500) and Rayleigh (l = 100)
distributions.
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C.4 EDFs for Normal and Exponential
Figure C.6: EDF sampled from Normal (n = 500) and exponential (l = 100)
distributions.
Figure C.7: EDF sampled from exponential (n = 500) and Normal (l = 100)
distributions.
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