Xi, i ∈ V form a Markov random field (MRF) represented by an undirected graph G = (V, E), and V be a subset of V . We determine the smallest graph that can always represent the subfield Xi, i ∈ V as an MRF. Based on this result, we obtain a necessary and sufficient condition for a subfield of a Markov tree to be also a Markov tree. When G is a path so that X i, i ∈ V form a Markov chain, it is known that the IMeasure is always nonnegative [3] . We prove that Markov chain is essentially the only MRF that possesses this property. Our work is built on the set-theoretic characterization of an MRF in [4] . Unlike most works in the literature, we do not make the standard assumption that the underlying probability distribution is factorizable with respect to the graph representing the MRF.
II. NOTATION AND PRELIMINARIES
Let G = (V, E) be an undirected graph, where V = {1, 2, · · · , n} is the set of vertices and E is the set of edges. We assume that there is no edge in G which joins a vertex to itself. For any (possibly empty) subset U of V , denote by G\U the graph obtained from G by removing all the vertices in U and all the edges joining a vertex in U . Let s(U ) be the number of components in G\U . Denote the sets of vertices of these components by V 1 (U ), V 2 (U ), · · · , V s(U ) (U ). If s(U ) > 1, we say that U is a cutset in G. In the rest of the paper, whenever we remove a subset of vertices U from G, we always assume that we also remove all the edges joining a vertex in U .
Consider a collection of discrete random variables X i , i ∈ V , where random variable X i is associated with vertex i in graph G. For A ⊂ V , let X A = (X i , i ∈ A).
Definition 1 (Markov Random Field):
The random variables X i , i ∈ V , are said to form an MRF represented by a graph G = (V, E) (or simply, to form a Markov graph G) if and only if for all cutsets U in G, the sets of random variables X V1(U ) , · · · , X V s(U ) (U ) are mutually independent conditioning on X U . This definition is also referred to in the literature as the global Markov property of an MRF. In the following, we present the preliminaries for the rest of the paper. For a detailed discussion, we refer the readers to Chapters 3 and 12 in [5] and the references therein.
A. I-Measure
We first give a review of the main results regarding the I-Measure. Let X i , i ∈ V = {1, 2, · · · , n} be jointly distributed discrete random variables, andX be a set variable corresponding to a random variable X. Define the universal set Ω to be i∈VX i and let F n be the σ-field generated by {X i , i = 1, 2, · · · , n}. The atoms of F n have the form i∈V Y i , where Y i is eitherX i orX c i . Let A n ⊂ F n be the set of all the atoms of F n except for ∩ i∈VX c i , which is equal to the empty set because
Note that |A n | = 2 n − 1. In the rest of the paper, when we refer to an atom of F n , we always mean an atom in A n .
To simplify notation, we will use X U to denote (X i , i ∈ U ) andX U to denote i∈UX i for any U ⊂ V . We will not distinguish between i and the singleton containing i. It was shown in [2] that there exists a unique signed measure μ * on F n which is consistent with all Shannon's information measures via the following substitution of symbols:
where "−" denotes the set difference. For example,
Note that μ * in general is not nonnegative. However, if X i , i ∈ V form a Markov chain, then μ * is always nonnegative [3] .
B. Full Conditional Mutual Independency
Definition 2:
where
vanishes on all the sets prescribed in (1), although these sets are no longer atoms of F n .
Let A = ∩ i∈VỸi be an atom of F n . Define the set
Note that 
C. Markov Random Field
In the definition of an MRF, each cutset U in G specifies an FCMI on
This is the collection of FCMIs induced by graph G.
The sets of all Type I and Type II atoms of F n are denoted by T I (G) and T II (G), respectively.
Definition 5:
Theorem 2: Im(G) = T II (G).
It follows from the discussion in Section II-B that
, μ * vanishes on all the Type II atoms of G.
III. SUBFIELD OF A MARKOV RANDOM FIELD
Suppose the random variables X i , i ∈ V are represented by both G = (V, E) and G = (V, E ), where E ⊂ E, i.e., G is a subgraph of G. Then G imposes a larger set of Markov constraints on X i , i ∈ V than G, because a cutset in G is also a cutset in G (but the converse is not true). Thus we are naturally interested in the "smallest" graph (to be made precise) that represents
Let X i , i ∈ V form an MRF represented by some graph G = (V, E). Note that such a graph G can always be found, because the complete graph on V is always a representaiton of X i , i ∈ V . Let V be a subset of V . In this section, we seek the smallest graph that can always represent the subfield
v} ∈ E if and only if there exists a path between u and v in G on which all the vertices except for u and v are in V − V .
We will prove in Theorem 5, the main theorem of this
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is one of the atoms in the union in (4). Note that s(U A ) = 1 because u, v, and the vertices in S form a path in G. Thus A is a Type I atom for G.
where Z is a random variable such that 0 < H(Z) < ∞. Then by the proof of Theorem 3.11 in [5] , for all nonempty atom A,
Now for X i , i ∈ V so constructed, μ * vanishes on all the Type II atoms of G because A , the only atom on which μ * does not vanish, is a Type I atom. Then from the discussion following Theorem 2, we see that
On the other hand, in light of (4), we have
i.e., X u and X v are not independent conditioning on X V −{u,v} . Hence, for any G = (V , E ) , if G ⇒ G , then V − {u, v} is not a cutset in G , which implies that {u, v} ∈ E . The theorem is proved.
Proof This follows directly from the definition of G * (V ) in Definition 7.
Theorem 4: G ⇒ G * (V ). Proof Let X i , i ∈ V be any set of random variables which satisfy [U G ]. We need to prove that
, let k be the number of components in G * (V )\T and denote these components by
, it suffices to prove that for every cutset
Following the discussion immediately after Theorem 1, we see that it suffices to prove that μ * vanishes on the sets prescribed in (1). The atoms of F n contained in a set prescribed in (1) have the form ⎛
We will prove that every atom prescribed in (5) is a Type II atom of G.
* vanishes on these atoms. It then follows that
i.e., μ * vanishes on the sets prescribed in (1), as is to be proved.
To prove that the atom in (5) is a Type II atom of G, we need to show that (T ∪ (
is a cutset in G. Now in (5), let 1 ≤ i < i ≤ k be such that W i ⊂ Q i and W i ⊂ Q i are nonempty, and let u ∈ W i and v ∈ W i . We claim that u and v are disconnected in
Assume the contrary is true, i.e., there exists a path between u and v in
). First of all, both u and v are in V − T and they belong to different components in G * (V )\T . Since T ⊂ V ⊂ V , the vertices between u and v on this path are either in V − T or V − V . Then on this path (including u and v) there exists two distinct vertices w and z in V − T such that 1) w and z are in different components in G * (V )\T ; 2) all the vertices between w and z on the path are in V − V (it is possible that w = u and z = v). Then 2) above implies that {w, z} is an edge in G * (V ) (cf. Definition 7), which is a contradiction to 1). Therefore, we conclude that u and v are disconnected in G\(T ∪ (
is a cutset in G. This completes the proof of the theorem.
Combining Corollary 1 and Theorem 4, we have proved the main result of this section.
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An application of this theorem gives a necessary and sufficient condition for a subfield of a Markov tree to be also a Markov tree [6] .
IV. MARKOV CHAIN IS THE ONLY MARKOV RANDOM FIELD WHOSE I -MEASURE IS ALWAYS NONNEGATIVE
i.e., a vertex k ∈ U A is in B if and only if upon removing all the vertices in U A and vertex k, the graph remains connected.
This theorem is a generalization of the direct part of Theorem 3 in [1] and Theorem 1 and its corollary in [3] . To gain insight into this theorem, we first state the next lemma. This lemma and the technical lemma that follows will be proved in the Appendix.
Lemma 1: In Theorem 6, |B| ≥ 2.
Remark When |B| = 2, the term on the right hand side of (6) becomes a (conditional) mutual information, which is always nonnegative.
The following lemma will be used in the proof of Theorem 6.
Proof of Theorem 6 Let
In the above summation, for S W , s(U A ∪ (W − S)) > 1 by Lemma 2. Therefore, except for the atom corresponding to S = W , i.e., A, all the atoms are Type II atoms of G. It then follows that
The theorem is proved.
Theorem 6 can be applied to identify atoms on which the value of μ * is always nonnegative, because when |B| = 2, the term on the right hand side of (6) corresponds to a (conditional) mutual information.
Consider the graph G = (V, E), where V = {1, 2, · · · , n} and the edges in E are {i, i + 1} for i = 1, 2, · · · , n − 1 and {1, n}. Such a graph is called a cycle graph, and if X i , i ∈ V are represented by G, we say that X i , i ∈ V form a Markov ring. Then A is a Type I atom of R if and only if U A = ∅ or U A is a consecutive subset of V in the cyclic sense (e.g., {1, n} is regarded as a consecutive subset of V ). Then an application of Theorem 6 reveals thatX 1 ∩X 2 ∩ · · · ∩X n (i.e., U A = ∅) is the only atom on which μ * may take a negative value. This observation is instrumental in the proof of the next theorem, the main result in this section.
Theorem 7: Markov chain is the only MRF represented by a connected graph such that μ * is always nonnegative. Toward proving Theorem 7, we first classify all connected graphs into the following two classes:
K1: there exists a vertex whose degree is at least 3; K2: all the vertices have degree less than or equal to 2. We further classify the graphs in K2 into two subclasses:
K2-a: all the vertices have degree 2; K2-b: some vertices have degree 1. It is easy to see that a graph belonging to subclass K2-a is a cycle graph, and a graph belonging to subclass K2-b is a path. Thus it suffices to prove Theorem 8 and Theorem 9 below which assert that μ * is not always nonnegative if X i , i ∈ V are represented by a graph belonging to K1 and K2-a, respectively.
Theorem 8: The I-Measure μ * for an MRF represented by a graph G belonging to K1 is not always nonnegative. Proof Consider a graph G = (V, E) in K1. Let u ∈ V be a vertex whose degree is at least 3, and let {u, v l } ∈ E, where l = 1, 2, 3 and v 1 , v 2 , and v 3 are distinct. Let Z and T be independent fair bits. Define random variables X i , i ∈ V as follows:
Consider any subset U of V : 1) If u ∈ U , then u and v for all v ∈ {v 1 , v 2 , v 3 }\U are in the same component of G\U because u and v are connected by an edge in G.
where the first equality can be seen by expanding μ
, and the second equality can easily be verified. Hence, μ * for X i , i ∈ V represented by a graph G belonging to K1 is not always nonnegative.
Theorem 9: The I-Measure μ * for an MRF represented by a graph G belonging to K2-a is not always nonnegative.
The edge set E is specified by (u, v) ∈ E if and only if |u − v| = 1, where "−" denotes modulo n subtraction. Let F denote a finite field containing at least n − 1 elements. Let Z and T be independent random variables, each taking values in F according to the uniform distribution. Now define random variables X i , i ∈ V as follows:
where α i , i = 2, 3, · · · , n − 1 are distinct nonzero elements of F . It is evident that X i , i = 0, 1, · · · , n − 1 are pairwise independent but not mutually independent, and that for any distinct i, i , i , we have X i being a function of (X i , X i ).
We now show that X i , i ∈ V is represented by G. Since G is a cycle graph, for any U ⊂ V , if the vertices in U are connected in G, the vertices in V − U are also connected in G. Thus we only consider subsets U such that the vertices in U are not connected in G. This implies that |U | ≥ 2. From the foregoing, X V −U is a function of X U . Then we see that X V1(U ) , X V2(U ) , · · · , X V s(U ) (U ) are mutually independent conditioning on X U . Therefore, X i , i ∈ V is represented by G.
It remains to show that μ * is not nonnegative. 
