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ABSTRACT
We present a weak-lensing and dynamical study of the complex cluster Abell 1758
(A1758, z¯ = 0.278) supported by hydrodynamical simulations. This cluster is composed
of two main structures, called A1758N and A1758S. The Northern structure is composed
of A1758NW & A1758NE, with lensing determined masses of 7.90+1.89
−1.55 ×10
14 M⊙ and
5.49+1.67
−1.33 ×10
14 M⊙, respectively. They show a remarkable feature: while in A1758NW
there is a spatial agreement among weak lensing mass distribution, intracluster medium and
its brightest cluster galaxy (BCG) in A1758NE the X-ray peak is located 96+14
−15 arcsec away
from the mass peak and BCG positions. Given the detachment between gas and mass we could
use the local surface mass density to estimate an upper limit for the dark matter self-interaction
cross section: σ/m < 5.83 cm2 g−1. Combining our velocity data with hydrodynamical sim-
ulations we have shown that A1758 NW & NE had their closest approach 0.27 Gyr ago and
their merger axis is 21± 12 degrees from the plane of the sky. In the A1758S system we have
measured a total mass of 4.96+1.08
−1.19 × 10
14 M⊙ and, using radial velocity data, we found that
the main merger axis is located at 70± 4 degrees from the plane of the sky, therefore closest
to the line-of-sight.
Key words: gravitational lensing: weak – dark matter – clusters: individual: Abell 1758 –
large-scale structure of Universe
1 INTRODUCTION
Galaxy clusters are currently at the pinnacle of the structure
formation process, occupying the top of the mass function of
virialized (or quasi) systems in the Universe (Press & Schechter
1974). According to the hierarchical scenario (e.g. Lacey & Cole
1993; Springel et al. 2005; Vogelsberger et al. 2014), they have
been formed through the collapse of overdense regions and
posterior growth by the merger of smaller structures (e.g.
Kravtsov & Borgani 2012, for more details). The merging process
involves an amount of energy that was not witnessed since the
Big Bang (Sarazin 2004), the reason why merging galaxy clusters
are also known as “astrophysical particle colliders” (Harvey et al.
2015).
Unveiling details of the merger process helps understanding
⋆ E-mail: rogerionline@gmail.com
the hierarchical growth of the structures in the Universe. More-
over, merging galaxy clusters are excellent astrophysical labora-
tories for the study of their three main components (sorted here
by descending order of mass: dark matter, intra-cluster medium
(ICM) and galaxies), as well as for the interaction between them,
since each component feels the merger process in a different way.
Galaxies and dark matter interact mainly via gravitational forces
whereas the ICM is also subject to hydrodynamical phenomena
such as ram pressure (Gunn & Gott 1972), shocks and cold fronts
(Markevitch & Vikhlinin 2007) that slow gas motion sometimes,
causing a measurable detachment between this component with re-
spect to the others that are almost non-collisional. This class of
systems are known as dissociative mergers (Dawson 2013).
c© 2016 RAS
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1.1 Merging clusters as cosmological laboratories
The assumption that the matter content of the Universe is composed
on its vast majority of non-interacting cold dark matter (CDM)
has a central role in the ΛCDM theory of structure formation and
evolution (e.g Kauffmann et al. 1993). Cosmological simulations
based on this scenario are able to reproduce very well the ob-
served matter distribution at large scales (e.g. Springel et al. 2005;
Vogelsberger et al. 2014; Alam et al. 2015). However on smaller
scales there are some inconsistencies, such as the halo core-cusp
problem (e.g. de Blok 2010) and the over-prediction of the amount
of substructures (e.g. Dubinski & Carlberg 1991). These deviations
may be due to the effect of astrophysical processes at such small
scales. However, a more universal solution for these inconsistencies
could be to allow CDM to have a small amount of self-interaction
(e.g. Spergel & Steinhardt 2000). With merging galaxy clusters we
can estimate the dark matter self-interaction cross section per unit
mass (σ/m) and thus test this hypothesis.
The first weak-lensing studies of the merging cluster 1E 0657-
558 (the “Bullet cluster”, Clowe et al. 2004, 2006) successfully ar-
gued in favour of CDM against theories of modified gravity (e.g.
Milgrom 1983) to explain the observed detachment between the
overall mass distribution and the X-ray emitting ICM. In the most
likely scenario, favoured by the observations and the modelling
of the 3D geometry, the sub-cluster (bullet) passed through the
main cluster and this event took place near the plane of the sky.
Markevitch et al. (2004) produced constraints on the CDM scatter-
ing depth using three different approaches: the extent of the detach-
ment, the subcluster velocity and the mass loss after core passage.
They found σ/m < 1 cm2 g−1 as an upper limit for the CDM
self-interaction cross section based on their latter approach. Af-
terwards, Randall et al. (2008) using numerical simulations found
σ/m < 1.25 cm2 g−1 as its most reliable estimation based on the
absence of a detachment between weak lensing reconstructed mass
peaks and galaxy centroids.
The detachment between the baryonic gas and the dark matter
in a dissociative merging cluster could be understood in terms of the
scattering depth τ of the components: for the gas τ ≫ 1, meaning
a strong self interaction, whereas for galaxies τ = 0, as in prac-
tical terms, they only interact with each other gravitationally. The
dark matter is supposed to have an intermediate behaviour, which
suggests an upper limit given by:
τs =
σ
m
Σs < 1 , (1)
which depends on the subclusters’ dark matter surface density
(Markevitch et al. 2004).
Only a relatively small number of dissociative merging sys-
tems have been discovered so far, mainly due to the fact that the col-
liding sub-systems spend most of their time at larger distances from
each other. Using a sample of 36 merging systems, Harvey et al.
(2015) applied a statistical method to determine σ/m based on
the ratio of the distances between galaxies and both CDM and
ICM distribution (Harvey et al. 2014), but their results do not ex-
clude a non interactive CDM with 68 % c.l.. They also issue a
warning that the study of individual systems is indispensable to
deal with the particular morphologies and collision geometries.
As examples of remarkable merging systems which support the
collisionless CDM scenario we can cite MACS J0025-1222 (the
“Baby Bullet”, Bradacˇ et al. 2008), A2744 (“the Pandora cluster”,
Merten et al. 2011), A2163 (e.g. Okabe et al. 2011), CI 0024+17
(Jee et al. 2007), A520 (the “Cosmic Train Wreck”, e.g. Jee et al.
2014) and our target Abell 1758, which we will describe in more
detail below.
1.2 Abell 1758
First identified by Abell (1958) as a single richness class 3 cluster,
A1758, at z ∼ 0.278, emerged as a much more complex struc-
ture when observed in X-rays by ROSAT (Rizza et al. 1998). The
main cluster structure, which we call A1758N in the present work,
appeared as bimodal, with X-ray emission peaks following galaxy
overdensities. About 8 arcminutes (∼ 2 Mpc) to the south, another
concentration of X-ray emitting gas associated with galaxies was
found. We call this structure A1758S here. We named the two sub-
structures in the North as A1758NW and A1758NE1 (Fig. 1).
Further X-ray observations with Chandra and XMM-Newton
(David & Kempner 2004) reinforced the idea that A1758N&S are
actually gravitationally bound, but without signs of interaction
between them. Their analysis also have favoured A1758N itself
as a post-collision system. Using density jump measurements,
they have estimated the recessional velocity between them as ∼
1600 km s−1. They also suggested that A1758S is also a double
system, probably at an earlier stage of a merger, which would be
happening near the line of sight.
Dahle et al. (2002) published the first gravitational weak lens-
ing map of A1758, using data from the 2.5 m Nordic optical tele-
scope. The mass distribution of A1758N appeared as a bimodal
structure, whereas A1758S appeared as a single clump. Durret et al.
(2011), using optical (CFHT), X-ray (XMM-Newton) and simu-
lated data, obtained galaxy luminosity functions, intracluster gas
luminosity and metallicity maps. Their analysis further reinforces
the idea of A1758N as a bimodal structure and, mostly, its post-
merger status.
Combining weak lensing mass reconstruction made from
Subaru telescope (RC and g′ bands) plus XMM-Newton data,
Okabe & Umetsu (2008) verified, within the uncertainties, a spa-
tial coincidence in A1758NW among the BCG, the mass and the
X-ray peaks. For A1758NE, on the other hand, the BCG position
and the corresponding mass peak coincide, but the (rather diffuse)
X-rays are detached from both and are located approximately mid-
way between the NW and NE clumps. This configuration resembles
that of the “Bullet cluster” but with an important difference. For
A1758N only one of the components has its gas clearly detached,
whereas in the case of the Bullet this occurs for both cluster and
sub-cluster. Ragozzine et al. (2012) refined the weak-lensing mass
maps using Subaru and HST data and determined an overall mass
of 2.2± 0.5× 1015 M⊙ for A1758N.
In a previous paper we (Machado et al. 2015) published hy-
drodynamical simulations of a system inspired by A1758N. We
simulated an off-axis collision of two equal mass (∼ 5×1014 M⊙)
clusters and managed to create a intracluster gas morphology sim-
ilar to that of A1758, where the detachment would be observed in
only one of the structures, by allowing different ICM concentra-
tions.
Boschin et al. (2012) performed a dynamical analysis using 92
cluster member redshifts and showed that the bimodality seen in the
plane of the sky, in optical or X-ray data, could not be detected in
radial velocity space. This fact strongly suggests that most of the
motion vector of both spatial sub-systems is mostly perpendicular
1 Rizza et al. (1998) named the later as A1758SE but we refrain to use this
notation to avoid confusions with the Southernmost structure
c© 2016 RAS, MNRAS 000, 1–21
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Figure 1. The field of A1758 with the identification of the sub-structures of interest and their respective BCGs (green circles). This is a z′ band image taken
from Subaru Suprime-cam (see Section 2.2 for a description of the observations) overlaid with Chandra X-ray contours (red contours). The blue dashed
rectangles indicate the “control” area used for the measurement of the unlensed source density (Section 2.4).
to our line-of-sight. Those authors also calculated A1758N dynam-
ical mass. This result, among others compiled from the literature,
can be seen in Table 1.
Even given the wealth of observation of this cluster, there are
still open issues that we address with new data, both deep imaging
and spectroscopy. In particular we want to quantify objectively the
statistical significance of the detachment between gas and mass in
A1758NE, address the dynamics of this particular merger that pro-
duced this configuration and to estimate upper limits for the dark
matter self-interaction cross section. Moreover, A1758S has no op-
tical nor spectroscopic study published yet.
This paper is organised as follows. In Section 2 we describe
the imaging data and reduction and the weak lensing analysis. In
Section 3 we consider the spectroscopic data, its reduction and the
dynamical analysis. Our new, tailor made, hydrodynamical simu-
lations for this system, can be found in Section 4. The proposed
merger scenario for A1758N is described in Section 5, including
an estimate of the dark matter self-interaction cross section. In Sec-
tion 6 we summarize our results on A1758.
Throughout this paper we adopt the following cosmology:
Ωm = 0.27, ΩΛ = 0.73, Ωk = 0, and H0 = 70 km s−1 Mpc−1.
At mean cluster redshift z = 0.278 we have 1′′ = 4.25 kpc, an
Universe age of 10.6 Gyr and an angular distance of 876.3 Mpc.
2 WEAK GRAVITATIONAL LENSING ANALYSIS
In this section we will describe a novel weak-lensing analysis of
this cluster using both distortion and magnification effects with
deep three-band Subaru images.
2.1 Fundamental Concepts
As gravitational lensing has become a new standard in astrophysics
we refrain to describe all its formalism in here. Instead, we refer
the reader to one of the many good reviews such as Mellier (1999)
or Schneider (2005), and focus only on the concepts we are going
to use more directly.
The gravitational lensing field can be described by a scalar, the
convergence (κ), and a spin-2 tensor, the shear (γ = γ1+iγ2), both
second derivatives of the projected gravitational potential. The two
components of the shear can be described in the Cartesian frame-
work as a component in the x− y directions (frequently called γ+)
and one 45 degrees in relation to that (γ×).
The convergence, κ, is physically the projected surface mass
density of the lens in units of the lensing critical density:
Σcr =
c2
4piG
Ds
DdsDd
, (2)
where Ds, Dds and Dd are, respectively, angular diameter dis-
c© 2016 RAS, MNRAS 000, 1–21
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Table 1. A compilation of A1758N mass estimations in the literature
.
Mass (1014 M⊙) h−170 radius (Mpc) method Reference
16 2.6 M × TX scaling relation David & Kempner (2004)
5.26± 5.70 1.79 WL - NFW Okabe & Umetsu (2008)
4.89± 1.54 1.3 WL - aperture mass densitometry Okabe & Umetsu (2008)
22± 5 2.3 WL - aperture mass densitometry Ragozzine et al. (2012)
2− 3 2.1 Member galaxy dynamics Boschin et al. (2012)
12.6± 1.4 1.491 WL - aperture mass densitometry Hoekstra et al. (2015)
11.2± 1.9 1.45 WL - NFW fit Hoekstra et al. (2015)
19.4± 3.2 2.76 WL - NFW fit Hoekstra et al. (2015)
13.39± 1.43 2.09 WL - NFW fit This work (Section 2.6.1)
tances to the source, between the lens and the source2, and to the
lens.
In the weak regime (κ = Σ/Σcr ≪ 1) the convergence
is associated with an isotropic magnification of the sources. The
expected value of the average ellipticity of a sample of unlensed
sources is supposed to be zero. The lensing effect, however, coher-
ently distorts those images is a way that the average ellipticity will
then tend to the effective shear or distortion (g):
〈e〉 ≃ g ≡ γ
1− κ , (3)
where the ellipticity modulus, in terms of the semi-major (a) and
semi-minor (b) axis, is
e =
a− b
a+ b
. (4)
The full ellipticity (as well as the shear and the effective shear)
cannot be defined by its modulus only, because it also has an orien-
tation (θ, e.g., the direction of the semi major axis). It is commonly
described as a spin-2 tensor (a “headless” vector) whose two com-
ponents can be defined as:
e1 = e× cos (2θ) , e2 = e× sin (2θ) . (5)
The distortion of the background population has been mea-
sured for several clusters with success for many years now (e.g.
Kneib & Natarajan 2011, and references within), but the poten-
tial of the magnification effect has begun to be exploited sys-
tematically much more recently (e.g. Umetsu & Broadhurst 2008;
Umetsu et al. 2011).
The lensing induced magnification suffered by a background
source is given by:
µ =
1
(1− κ)2 − |γ|2 (6)
This magnification can be understood as a stretching of the
projected area of the source, whereas its surface brightness is con-
served (Schneider et al. 1992). As it increases3 the flux of the
sources, it stretches the projected space as well, by moving objects
radially away from the lens centre. Whereas the former effect tends
to increase the observed number density of sources, as we can de-
tect sources that would, otherwise, be below the limiting flux of an
observation, the latter has the opposite effect, given that it increases
the area which contains the sources.
2 Background objects with respect to the lens, or A1758 in the case.
3 This is always the case in the weak lensing regime, but the same is not
true for strong lensing.
Table 2. Imaging data characteristics
Band Total exposure (h) Seeing (arcsec) Completeness1
B 2.17 1.11 26.6
RC 2.64 1.11 26.4
z′ 1.00 1.02 25.7
1 Corresponds to the magnitude in which the logarithmic
counts drop 5% by comparison with the Subaru Deep Field
(Kashikawa et al. 2004).
The net result on the number density would then go with:
N(< m, r) ≈ N0(< m)µ(r)2.5α−1, (7)
where α = d logN(< m)/dm is the logarithmic slope of the
galaxy count per magnitude and N0(< m) is the number density
of the unlensed sources.
Therefore, this so called magnification bias behaviour is de-
fined by the slope of the counts: for steeper counts (α > 0.4)
there is an observed increase on the galaxy density due to the lens,
whereas the opposite (a decrease) happens when the slope of the
counts is shallower (α < 0.4).
In the weak-lensing regime, where κ, γ ≪ 1, one has g ∼ γ
and µ ∼ 1 + 2κ, so it is not unusual to associate the observables-
image distortions and magnification biases- with the main lensing
property involved: shear and the convergence, respectively. In this
work we use the observable names given that we also probe re-
gions close to the cluster centres which are not strictly in the weak-
lensing regime.
2.2 Imaging data: observation and reduction
Imaging data were taken with the Suprime-Cam of the Subaru tele-
scope during semester 2007A in queue mode. The observations
have been done in the B,RC and z′ bands. Further details are sum-
marized in Table 2.
The overall image processing procedure was done using the
semi-automatic routine SDFRED (Ouchi et al. 2004; Yagi et al.
2002), designed for this particular instrument. It consisted of (i)
bias and overscan subtraction, (ii) flat-fielding, (iii) atmospheric
and dispersion correction, (iv) sky subtraction, (v) auto guide
masking, (vi) alignment (done for all three filters simultaneously),
(vii) combining and mosaicing into the final image per filter, (viii)
fringing removal from z′ images, and (ix) registering and combin-
ing the images (with IRAF).
c© 2016 RAS, MNRAS 000, 1–21
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Figure 2. Identified galaxy populations in the colour-colour diagram. Using
the criteria of Medezinski et al. (2010) as guidelines we divided this space
to select preferentially foreground (yellow, centre), blue background (blue,
left), red background (magenta, right) and, using statistical subtraction, red
sequence cluster galaxies (red points).
Most of the observations were taken in photometric time and
thus we used standard star fields (Landolt 1992; Smith et al. 2002)
to calibrate the magnitudes in the AB system. Some of the RC
images were observed in non-photometric time. To deal with that
we used another well calibrated RC image from another field we
observed within the same program and calibrate a relation between
the Subaru RC and SDSS g and r magnitudes for galaxies, which
we later used for A1758.
We built object catalogues with SEXTRATOR
(Bertin & Arnouts 1996) in “double image mode”, where the
detections were always made in the z′ band, that turned out to
be the deepest one. Galaxies were selected among all the objects
in the catalogue according to two complementary criteria: for
18.5 ≤ RC ≤ 25.75 galaxies were the objects with FWHM >
1.03 arcsec and for the brightest objects (RC < 19), galaxies
were identified as having SExtrator’s CLASS STAR < 0.8. Stars
(actually point sources) were selected by its stellarity index (bright
saturated stars) or its FWHM.
2.3 Distortion
2.3.1 Source selection
For the distortion sample we selected galaxies fainter than RC >
22 and within the “background locus” (e.g. Capak et al. 2007) on a
(RC−z′)×(B−RC) colour-colour diagram (see Fig. 2). The cri-
teria used aimed first to minimize contamination by foreground and
cluster galaxies and second to retain the maximum possible number
of objects. After the shape measurement process (Sec. 2.3.2), some
of those galaxies are discarded based on the quality of the data.
2.3.2 Shape measurement
In order to measure unbiased shapes of galaxies we need to map
the atmospheric and instrumentation induced point spread function
(PSF) over all the field of view and correct for it. This is done by
using bright unsaturated stars that, by virtue of their negligible ap-
parent sizes, appear PSF shaped on images.
e1
e
2 ++
− 0.05 0 0.05
− 0.05
0
0.05
Figure 3. Black points: initial e1,e2 distribution with 〈e1〉 = 0.002, σe1 =
0.023 and 〈e2〉 = 0.003, σe2 = 0.021. If the stars were observed as real
point sources we would expect 〈e⋆1〉 = 〈e⋆2〉 = 0 so the deviation is due to
the PSF effect. Red points: residual distribution after the iterative process to
quantify the PSF along the field with 〈res〉e1 = 0, σrese1 = 0.006 and
〈res〉e2 = 0, σrese2 = 0.004. The circles encloses 95% of the points.
We performed the shape measurements of PSF deconvolution
with the Bayesian code IM2SHAPE (Bridle et al. 1998)4 that mod-
els objects as a sum of Gaussians with elliptical basis. Stars are
modelled as single Gaussian profiles thus no deconvolution is per-
formed and the PSF dependent parameters in the model are kept:
the ellipticity components e1,e2 and the FWHM. Using the thin
plate spline regression (TPS, Nychka et al. 2014) in the R environ-
ment (R Core Team 2014) we spatially interpolated our discrete set
of PSF parameters to create a continuous function all over the field
of view5. We iterate this process three times, removing each time
10% of the objects with larger absolute residuals. In Fig. 3 we show
the final measured ellipticities and corresponding residuals after the
spatial interpolation.
Background galaxy shapes are then modelled as a sum of two
Gaussians with identical basis and local PSF deconvolved. From
this sample we remove objects with large ellipticity errors (σe > 2)
and with evidence of contamination by nearby objects. The final
distortion sample, after measurements on the z′ band, had 12720
objects or ∼24 gal. arcmin−2. The use of the other two bands re-
sulted in a smaller sample, mostly because of the worse image qual-
ity, therefore all the following analysis is based on the z′-band re-
sults only.
In order to translate the observational parameters into physi-
cal quantities we have to estimate and the average critical lensing
surface density Σcr for this particular “distortion” sub-sample. As
equation 2 states, it requires some knowledge of the distribution of
the source’s redshift, given that we do not have (photometric) red-
shift estimations for each of our sources (the lens redshift is well
known). We circumvented this difficulty by using the COSMOS
photometric redshift catalogue (Scoville 2007), where we selected
objects using the same criteria described before to select sources.
Given the absence of RC in COSMOS, we calibrated between this
4 http://www.sarahbridle.net/im2shape/
5 We have adjusted df = 200 parameters, leading to 346 degrees-of-
freedom at the end. This procedure have resulted in smooth PSF parameter
surfaces.
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magnitude at Subaru and COSMOS g′ and r′. Applying these pro-
cedures we found Σcr = 3.03(3) × 109 M⊙ kpc−2.
2.3.3 Likelihood Estimation
Abell 1758 is a multimodal system, therefore we have to consider
that each source galaxy has its image shape affected simultaneously
by all the most important sub-structures. Moreover there is no cir-
cular symmetry; so, instead of dealing with the usual “tangential”
component of the shear only, we have decomposed it into the Carte-
sian associated components 1 and 2. We do that by projecting the
(tangential) effective shear in the Cartesian system by the lensing
convolution kernel:
D1 =
y2 − x2
x2 + y2
, D2 =
2xy
x2 + y2
. (8)
where x and y are the Cartesian coordinates in a space which has
the respective lens centre at the origin.
Considering only the three main sub-structures of A1758, the
effective shear components in each position of the lens plane can
then be obtained by:
gi = g
NE
i + g
NW
i + g
S
i , (9)
with i = 1, 2.
We can then estimate the misfit statistic χ2d (where the sub-
index d is after distortion) as:
χ2d =
Nsources∑
j=1
2∑
i=1
(gi − ei,j)2
σ2I + σ
2
ei,j
, (10)
where σeji is the measurement error given by IM2SHAPE and σI is
the uncertainty associated with the intrinsic ellipticity distribution
of the sources that, using our data, we estimated as ∼ 0.35.
Assuming a Gaussian distribution of the data around the
model, as usual, this statistics can be associated with the log-
likelihood as:
lnLd ∝ −χ
2
d
2
. (11)
2.4 Magnification bias
2.4.1 Source selection and counts
For the “magnification” sample we used the red background galax-
ies (see Fig. 2), following Umetsu et al. (2011). The blue back-
ground sample has been discarded as its number count has a loga-
rithmic slope very close to αblue ∼ 0.4, which causes no observ-
able magnification bias effects on the counts, see Eq. (7). Using
regions of our image away from A1758 structures (blue solid line
in Fig. 1 ) we measured α = 0.10 ± 0.03 < 0.4 for the red sam-
ple near the completeness limit, so we expect the lensing effect to
cause a depletion of the number counts. We estimated the critical
lensing density for this sample the same way we did for the deple-
tion sample and found Σcr = 3.25(3) × 109 M⊙/kpc2.
In order to map the magnification bias effect we used the
“count-in-cells” technique. We thus divided our image space in
68× 54 = 3672 square cells with 15 arcsec on a side. We masked
out regions occupied by large objects as saturated stars, foreground
and cluster galaxies (the BCGs in particular). The area of each cell
was computed after discounting the masked regions. Counts in re-
gions away from the main structures (Fig. 1) gave us a baseline
number count of N0 = 35.7± 13.4 gal. arcmin−2.
2.4.2 Likelihood Estimation
We can estimate the strength of the lensing signal by comparing the
measured counts with the baseline number. Taking into account the
appropriate uncertainties we can thus define a χ2 as:
χ2m =
Ncells∑
i=1
(Ni −N0 µ2.5α−1)2
σ2N0
W 2i∑N
j=1W
2
j
, (12)
where Ni are the cumulative counts in each cell i, corrected by the
effective (unmasked) cell area and W = √1− Amask/Atotal is a
weight that penalizes cells with small effective areas. The magni-
fication µ is a model parameter here and depends on the shear and
the convergence. The magnification from each sub-structure in our
model is added linearly, as the effective shear (Eq. 9).
Finally, using the same assumptions as before, the log-
likelihood is
lnLm ∝ −χ
2
m
2
. (13)
We also assume in this analysis that the priors of N0 and α are
Normal distributions: ΠN0 = N (N0, σ2N0/n), where n here is the
number of cells, and Πα = N (α, σ2α).
2.5 Mass distribution modelling
We have described the lensing observables in the A1758 field as the
sum of three NFW (Navarro et al. 1996, 1997) profile lenses (see
Wright & Brainerd 2000, for the gravitational lensing equations),
each associated with the three main sub-structures: NW, NE & S.
The NFW profiles can be defined by two parameters: M200 and the
concentration parameter c, plus two others which locate its centre
position (xc, yc) in a Cartesian plane. Therefore, the whole system
would be defined by 12 parameters. We took some steps, however,
to constrain this model.
For all three lenses we adopted the prescription of Duffy et al.
(2008)
c = 5.71
(
M200
2× 1012h−1M⊙
)−0.084
(1 + z)−0.47, (14)
to relate the concentration parameter to the mass of the sub-
structure. Moreover, for A1758S, we fixed the center of the mass
distribution using its BCG position (see Fig. 1). By doing that we
reduced the number of free parameters to a more manageable num-
ber of 7, that focus on the problem at hand: MNE200 , xNEc , yNEc ,
MNW200 , x
NW
c , y
NW
c and MS200.
Adopting a Bayesian approach, we included in these set of
parameters two quantities that describe the counts of the unlensed
populations: N0 and α. Those “nuisance parameters” will be fitted
along the sub-structure related parameters but we established Nor-
mal priors for both, based on our measurements (Sec. 2.4). For all
the masses, we used a flat prior in the range 0 < M ≤ 6 × 1015
M⊙ that was useful only to increase the convergence speed by cut-
ting off unrealistic high masses. We set no (informative) priors at
all for the centres of the two Northern structures.
Calling the vector of NFW parameters as θ we can write the
posterior of our problem as:
P(θ,N0, α|data) ∝
Ld(data|θ)× Lm(data|θ,N0, α) Π(N0) Π(α) . (15)
The posterior defined here carries information coming from
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Table 3. Marginalized masses in 1014 M⊙ unities. Averages and 68% range
of the MCMC samples obtained using distortion only “d”, magnification
only “m” and both techniques “d+m”.
MNW200 M
NE
200 M
S
200
d 10.32+2.44−2.33 5.14
+1.37
−2.12 5.01
+1.29
−1.47
m 6.00+1.88−3.77 7.81
+2.86
−3.55 5.62
+1.76
−2.54
d+m 7.90+1.89−1.55 5.49
+1.67
−1.33 4.96
+1.08
−1.19
both image distortion and number count depletion data. One can
easily define posteriors for individual techniques by just removing
the elements not related to them off this expression.
2.6 Results
2.6.1 Masses
We have used the MCMC (Markov chain Monte Carlo) algorithm
with a simple Metropolis sampler to map this posterior through the
MCMCMETROP1R (Martin et al. 2011) that runs within the R en-
vironment (R Core Team 2014). We run four chains of 105 points
with different seed each after 104 “burn-in” iterations to ensure that
the chains starts into the stationary state. We have calculated the
potential scale reduction factor R as proposed by Gelman & Rubin
(Plummer et al. 2006) to control the convergence of the MCMC
output and found that for all (7 + 2 in the most general case) pa-
rameters R < 1.1 within 68% c.l., ensuring non divergence of the
chains. We run models using data from both techniques (d+m), dis-
tortion only (d) and magnification only (m).
In Table 3 we show the average values of the MCMC sam-
ples for the three clump masses and respective 68% intervals. The
posteriors for Northern masses, marginalized over all other param-
eters, are shown in Fig. 4. From both table and figure, it can be seen
that the independent distortion and magnification measurements are
consistent with each other, having significant overlap of their 68%
c.l. regions. This is fortunate because justifies the joint use of both
techniques. Distortion alone, as expected, clearly has more power
to constrain mass parameters, showing 68% confidence intervals
which are ∼ 67% smaller than magnification alone. The combi-
nation of both decreases the confidence intervals to ∼ 80% with
respect to distortion alone.
It can also be seen in Fig. 4 that there is an important degen-
eracy between NW & NE masses. Actually, among all parameters,
those two are the most correlated, as we can see in Fig. 5 where
we show the posteriors of all 7 parameters (d+m). In fact, it can be
noticed that the main degeneracy axis is nearly parallel to constant
masses (continuous line in the plot). To test that, we looked into the
density distributions of the sum and difference of the two Northern
masses (Fig. 6).
As it can be seen, our data strongly constrains the sum,
whose posterior can be well summarized as MNW200 + MNE200 =
13.39+1.37−1.45 × 1014 M⊙, but constrains more poorly the difference
among them, MNW200 −MNE200 = 2.41 ± 2.93 × 1014 M⊙. In other
words, our data and analysis do a good job measuring the mass
of A1758N, but perform less well in splitting this mass among the
two sub-structures (Ragozzine et al. 2012, had similar problems).
It is of interest, however, that there is a probability of ∼ 79% that
A1758NW is the more massive of the two (Fig. 6). This is relevant
Figure 4. Marginalized 2σ posterior of the Northern masses NW & NE for
distortion only (d, blue), magnification only (m, green) and combined data
(d+m, red). Despite a large mass degeneracy we can observe a good match
among them and specially between d and d+m datasets,with the last one
being the most precise result. The black line corresponds to the sum of the
masses (MNW200 + MNE200) and it is nearly parallel to the posteriors main
axes.
Figure 6. Probability distribution for the subtraction of the masses (NW–
NE, continuous line) and their sum (dotted line). Both distributions have
been normalized to peak at one. The grey region, 21% of the total, is related
to the probability that MNE200 > MNW200 .
because it may help explain why this structure shows no signs of
gas detachment.
We also checked whether or not there is any trade-offs be-
tween the masses of A1758N (NW+NE) and A1758S. The Spear-
man correlation coefficient between them is only ρ = −0.128 ±
0.003, thus there is little to none degeneracy between the mass
chains of the two A1758 main components.
2.6.2 Central positions
As mentioned before, one of the main goals of this work is to deter-
mine the central position of the clumps NW & NE, so we can attach
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Figure 5. Posteriors of all 7-NFW parameters for the combined distortion and magnification data (d+m). In the diagonal we can see the marginalized
individual posterior of each parameter whereas the correlations are presented in the lower triangle showing the confidence curves for 1σ and 2σ. A high
absolute inclination of the shape denotes a higher correlation between the two considered parameters, as we can see, for example, between the Northern
masses. All masses are in 1014 M⊙ units, whereas the positions are shown in the world coordinate system (degrees).
a more precise estimate of significance to the offsets between peaks
of X-ray emission and the actual centre of the mass halo.
We first consider the constraints from the week-lensing anal-
ysis. The location of the substructures central positions, described
in the previous section, are presented in Fig. 7, with contours of
the 95% confidence areas for the posteriors of the central position
parameters of A1758NW/NE, marginalized over all other param-
eters. As we can clearly see, magnification alone (green contours)
produces very poor constraints, therefore the combined results are
very close to those of distortion alone.
In order to determine the X-ray peaks positions, we
have downloaded the publicly available data from the Chandra
archives6. There are five pointings: 7710 (PI: Gordon P. Garmire),
2213, 13997, 15538, and 15540 (PI: Laurence David) in A1758
field. We have reprocessed and combined them into a single
broad band [0.3–7.0 keV], exposure-map corrected image using
CIAO 4.6.8, following the standard procedure described in the CXC
6 http://cda.harvard.edu
“Science Threads”7. The isophote contours from the resulting im-
age are shown in Fig. 1.
The peaks of the X-ray emission were determined by using
the barycentre technique. It consists on a search for local maxima,
around which we define a box of 0.6 × 0.6 arcmin (∼ the size of
central brightest regions). The peak is then the intensity weighted
average position.
In Fig. 8 we show a closer view of A1758N, where we can
better compare the BCG positions, X-ray distribution and mass
centre location. As in previous studies (Okabe & Umetsu 2008;
Ragozzine et al. 2012) we found no significant offsets between the
BCGs and the mass centres. Those distances are 24+10−14 and 30
+12
−18
arcsec, for NW and NE, respectively. Thus, in both cases, the BCG
position is consistent with the halo mass centre within 95% c.l.
In Fig. 8 one can also see that the position of the NE clump
centre is 96+14−15 arcsec distant from the corresponding X-ray peak.
Qualitatively similar results were reported by Okabe & Umetsu
7 http://cxc.cfa.harvard.edu/ciao/threads
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Figure 7. Confidence curves (95% c.l.) of the NW & NE centre positions
for each data set used in this work: magnification (m, green), distortion (d,
blue) and combined (d+m, red). The BCG NW was considered the origin
of our coordinate system. Crosses identify the BCGs.
(2008) and Ragozzine et al. (2012). A separation as large as this
cannot be explained by the presence of fore/background structures,
shear shape noise, nor NFW model artifacts (Dietrich et al. 2012).
For A1758NW, the position of the X-ray peak emission is compat-
ible with that of the BCG and the mass clump centre, considering
the uncertainties. A visual inspection of the Fig. 2 in Harvey et al.
(2015) has shown that about 25% of their merging clusters pre-
sented the configuration where the detachment of the ICM from
the other cluster components, as observed in the Bullet cluster, is
seen only in one of the components.
3 DYNAMICAL ANALYSIS
In this Section we will describe the analysis of the dynamics of
A1758 member galaxies based on their radial velocities. For that
we used literature data plus new spectroscopic data we describe
below.
3.1 Spectroscopic data
Spectroscopic observations were done in 2010A with the Gemini
Multi-Object Spectrograph (GMOS) mounted on the Gemini North
telescope. We used five slit masks (four targeting A1758N and one
A1758S) with a total combined of 186 slitlets. Galaxies withRC <
22 from the red sequence in a (B − z) × z space were priority
targets, but we also targeted some bluer galaxies to maximize the
number of objects per mask. For each mask the total integration
time was 66 minutes. We used the R400 grating and 1.0 arcsec wide
slits, which produces spectra with ∆λ ≈ 8 A˚ in 6500 A˚. Multi-slit
standard reduction and calibration in wavelength was done with
GEMINI.GMOS IRAF package.
Radial velocities for galaxies with absorption lines were ob-
tained by the cross-correlation technique (Tonry & Davis 1979) us-
ing the task XCSAO from RVSAO package (Kurtz & Mink 1998).
We have correlated the data with several galaxy spectra templates
of similar resolution but large S/N. For each template the code out-
puts a redshift. To select among them we used the Tonry & Davis
(1979) cross-correlation coefficient r as our primary criterion, com-
plemented by a visual inspection of the spectra, superimposed with
the positions of the main spectral lines. This last step is important to
reject some wrong solutions found occasionally in low S/N spec-
tra. As a final criterion, we discarded all data with r ≥ 3. In 14
galaxy spectra we identified emission lines. In those cases the red-
shifts were obtained by their analysis (task EMSAO). In the end of
this processes we had 165 reliable redshifts: 130 for A1758N and
35 for A1758S.
The current sample has 62 galaxies in common with
Boschin et al. (2012). The residual between estimated radial ve-
locities of 60 out of those 62 objects is 〈vour − vB12〉 = −26
km s−1, with a dispersion of σ〈res〉 = 195 km s−1. We have ex-
cluded the galaxies #108 and #119 (respectively #89 and #119 in
Boschin et al. (2012)) from this analysis for having residuals larger
than 5×103 km s−1. After careful visual inspection of both spectra
we decided to keep our own redshift measurements as the fiducial
ones for these objects. Two galaxies from the Boschin et al. (2012)
sample (#38 and #115) had their images blended with other ob-
jects in our data, which compromised the photometric data, and
thus were discarded.
Our final catalogue of A1758N field (see Appendix A) has
203 galaxies: 70 are new measurements presented by us here, 73 by
Boschin et al. (2012), plus 60 from both catalogues with consistent
measurements. For the A1758S field (see Appendix B) we present
35 new redshifts. The velocity distribution in both A1758 fields can
be seen in Fig. 9.
In order to remove outliers from the velocity distribution of
each sample (North and South), we used the 3σ-clipping method
(Yahil & Vidal 1977) iteratively, until each sample mean did not
vary by more than 1%. This procedure resulted in the identification
of 147 members centred in z¯ = 0.279 with dispersion σv/(1 +
z) = 1442 for A1758N and z¯ = 0.274 km s−1 and σv/(1 + z) =
1221 km s−1 for the 27 galaxies belonging to A1758S. The final
redshift distributions can be seen in Fig. 9.
3.2 A1758N
3.2.1 Identification of substructures
More subtle substructures (e.g. infalling galaxy groups) are in gen-
eral not identified by the 3σ-clipping procedure as they present
velocities consistent with those of the general cluster population.
However, the member galaxies of those substructures are clustered
in both projected space and velocity spaces, and this can be used to
unveil them.
There is a large amount of substructure tests but, according
to Pinkney et al. (1996), the Dressler-Shectman (DS or ∆) test
(Dressler & Shectman 1988, Eqs. 16 and 17) is the most sensitive
when 3D data (radial velocities plus projected positions) are avail-
able and thus we used it. It works by quantifying the deviation of
the local (Nnb =
√
N closest neighbours, where N is the total
number of galaxies in the cluster) systemic velocity and dispersion
to the those of the overall structure.
δi =
{(
Nnb + 1
σ2
)
[(v¯l − v¯)2 + (σl − σ)2]
}1/2
(16)
∆ =
N∑
i=1
δi (17)
When analysing a relaxed cluster one expects ∆ ∼ N
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Figure 8. Combined optical z′ band, innermost ICM distribution traced by X-ray emission observed by Chandra (red), 1σ (cyan) and 2σ (blue) confidence
contours of NW & NE mass centre positions. The “+” marks the mean position for the mass centres and the “X” shows the X-ray peak locations, each of them
related with the nearest subcluster (NW, right & NE, left). While the BCG NE position is compatible with the respective mass centre within 2σ, the X-ray
peak shows a considerable detachment (96+14−15 arcsec) for the last one, as we can expect for post-merger systems. On the other hand, in NW the positions of
the three components (BCG, mass peak and X-ray peak) are compatible within 2σ.
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Figure 9. Left: Redshift distribution in A1758 Northern field highlighting the 147 galaxies selected as probable cluster members (dashed) after 3σ-clipping.
Four galaxies with z ≥ 0.45 were excluded for clarity. Right: The same for the A1758 Southern field where we selected 27 galaxies as cluster members.
(Dressler & Shectman 1988) whereas a substructured one will have
∆ ≥ N . In an complementary approach, based on mock cata-
logues, Hou et al. (2012) argued that a p-value < 0.01 is the better
index for substructure identification, minimizing both false nega-
tive and false positive DS-test results. This p-value was calculated
as follows: we have generated n samples and in each one we have
kept the positions fixed, shuffled the velocities and applied the DS
test generating ∆s to compute
p-value =
∑
(∆s > ∆)
n
, (18)
where we have counted in how many realizations ∆s > ∆.
Our measurements with N = 147 galaxies (Nnb = 12) found
∆ = 225.6 within 99% significance and a p-value= 4.6 × 10−4
(105 resamplings). Both figures point to the presence of substruc-
tures, which can be seen in the “bubble plot” shown in Fig. 10.
To identify and remove these substructures we searched for
a threshold δc (Eq. 16) below which a galaxy i is considered part
of some substructure. For each δi ∈ {δ1, ..., δN} we remove all
galaxies having δ greater than δi and we calculated a ∆ statistic
for the remaining sub-sample. After this process, it was clear that
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Figure 10. Result of DS test. Circles indicate galaxy positions and their
sizes are proportional to eδi in the sense that the larger this value, the more
relevant is the substructure. Colors indicate the galaxy peculiar velocity vi−
v¯ and “X” marks galaxies belonging to some substructure according to our
δi > 2 criterion (see text for more details). The BCGs are marked as “+”.
Table 4. Summary of the normality tests applied on the A1758N redshift
distribution.
Test name p-value
DIP a,d 0.99
Anderson Darling b 0.15
D’agostino c 0.99e
Anscombe c 0.89f
a Maechler (2015).
b Gross & Ligges (2012).
c Komsta & Novomestky (2015).
d The DIP test is actually a uni-modality test.
e Measured skewness was −9× 10−4 .
f Measured kurtosis was 2.92.
a δc ≈ 2 works as a good threshold and thus we kept in our sam-
ple all galaxies with δ lower than this value. The remaining “main
structure” with 105 galaxies (hereafter A1758N cluster members)
is the sample that will be used hereafter.
3.3 The NE-NW velocity difference
One crucial information that is required to fully characterize the
dynamical state of the A1758NE-NW system is the radial velocity
difference between those two sub-clusters. Below we present two
attempts to divide the A1758N members between NE or NW. One
using the radial velocity data alone (1D) and another using the pro-
jected positions (2D).
3.3.1 1-D analysis
We tested the radial velocity distribution using several normality
tests. All of them fail do rule out a uni-modal (DIP) or a Normal
(A-D, Shapiro, D’agostino, Anscombe) distribution within 99 %
c.l., as none of the p-values are smaller than 0.15 (See table 4).
On a further attempt to detect an east-west bimodality in the
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Figure 11. Spatial distribution of the sub-groups recovered by PAM (cir-
cles) & MCLUST (squares) 1-D algorithms overlaid with the smoothed pro-
jected distribution of the photometric selected red sequence galaxies (black
lines, see more details in Section 3.3.2). The 1-D algorithms assign the ma-
jority of galaxies to similar groups but fail to assign the BCGs (“+”) to
different ones. Both sub-groups are spread along the field showing no signs
of the bimodality as seen in the red sequence galaxies positions. The first
one (blue symbols) has z¯1 ≈ 0.276 whereas the second one (red symbols)
has z¯2 ≈ 0.286 for PAM and z¯2 ≈ 0.281 for MCLUST
.
velocity distribution of A1758N we tried two different methods
that aim to find a given number of clusters in data-sets. Those are
the normal mixture modelling through expectation-maximization
implemented in the R package MCLUST (Chris Fraley & Scrucca
2012) and partition around “medoids” (PAM, Maechler et al.
2014). Those are methods of different approaches. MCLUST is
model-based as it models the data distribution as a sum of Gaus-
sians, whereas PAM is a partitioning method which creates subsets
of data by minimizing the Euclidean distance, in the data space,
between data points and central (“medoid”) positions.
In Fig. 11 we show the projected positions of the sub-groups
created by PAM and MCLUST. In both cases, when dividing the
sample in two sub-groups, independent of the inputs details, the
east-west bimodality has not been reproduced. In particular, both
methods fail to separate the BCGs which we consider, a priori,
to be the main representatives of each A1758N substructures. The
PAM method, moreover, produced velocity distributions that re-
semble truncated Normal distributions that are unexpected, even
for merging structures.
3.3.2 2-D analysis
Given that we cannot detect any east-west bimodality as observed
in X-rays and mass in the velocity distribution of member galax-
ies we will turn to their projected distribution in the sky. For that
we will use all spectroscopically confirmed member galaxies plus
all objects from the cluster red sequence up to RC = 22 in the
area covered by our spectroscopic masks. Those were the primary
source for spectroscopic targets and the results showed that most
of them (69%) were indeed members. We use the same methods
previously described and the results are summarized in Fig.12.
The results now show a clear east-west separation in the pro-
jected distribution, with groups that can be associated with the
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Table 5. Summary of the tests applied to A1758S data.
z¯1
σ1
1+z
z¯2
σ2
1+z
(km s−1) (km s−1)
PAM 0.2702(5) 527 0.2783(5) 588
MCLUST 1-D 0.2703(5) 565 0.2782(6) 616
MCLUST 3-D 0.2713(8) 877 0.2772(8) 877
aforementioned A1758NE and A1758NW subclusters, where each
BCG lies in a different group and with entangled velocity distribu-
tions. This is all in line with the expectations of a post-core pas-
sage collision, not far from the plane of the sky, as suggested by
David & Kempner (2004) and Machado et al. (2015).
For the MCLUST method using the simplest ellipsoidal
model EEE (equal volume, shape, and orientation) (see
Chris Fraley & Scrucca 2012, for more details), we obtained
for the A1758NE and A1758NW subclusters, respectively
z¯NE = 0.2780(7), σNE/(1 + z) = 1075 km s−1 and
z¯NW = 0.2799(6), σNW/(1 + z) = 1296 km s−1. This
gives a difference in velocity of δv/(1 + z) = 423 ± 275
km s−1. PAM results are compatible within 1σ with those of
MCLUST and its different covariance structures (a detailed de-
scription of the MCLUST’s covariance models could be seen in
Chris Fraley & Scrucca 2012). Moreover, the results are consistent
even when using only core members (within 1.3 arcminute form
each BCG).
3.4 A1758S
After the σ-clipping process already described, our A1758S sam-
ple ends up with 27 spectroscopically confirmed members, all new
measurements (see right panel of Fig. 9 and Appendix B for the
complete catalogue). The DS test founds no evidence for substruc-
tures producing ∆ = 38 and a p-value equals to 0.03 for 104 re-
samplings. Applying the same tests we used for the Northern struc-
ture, we also found that uni-modality and normality of the velocity
distribution cannot be discarded within 99% c.l. This last result is in
apparent contradiction with the claim of David & Kempner (2004)
that A1758S is a merging system happening not far from the line-
of-sight.
Given David & Kempner (2004) X-ray based results, we in-
vestigated the possibility that A1758S could be composed of two
systems with similar projected distributions but different velocity
distributions. For that we have applied the same statistical analysis
tools used with the A1758N sample (Section 3.3.1) forcing them
do find two sub-structures. The results are presented in Table 5.
In general all tests agree within 1σ, but the 3-D test shows
systematically higher values. We have chosen MCLUST 1-D as our
fiducial result, since it presents modelled values (instead of PAM
which shows data measures) with lower errors than its 3-D coun-
terpart. Redshift distribution and spatial distribution are showed in
Fig. 13. The results point into a large line-of-sight separation be-
tween the two sub-groups δv/(1 + z) = 1843 ± 228 km s−1.
Considering a velocity of 700 ± 100 km s−1 in the plane of
the sky obtained through ICM density jumps by David & Kempner
(2004), plus considerations on the difference between the shock
wave and the actual dark matter clumps (Springel & Farrar 2007),
we can estimate that the main merger axis has an angle of θ =
Table 6. Initial condition parameters of the hydrodynamical simulation.
rh rc c M200 r200
(kpc) (kpc) (M⊙) (kpc)
A1758NW 590 340 3.9 7.8× 1014 1844
A1758NE 500 230 4.2 5.4× 1014 1629
70 ± 4 degrees (see Eq. 19 below) with respect to the plane of the
sky.
4 UPDATED HYDRODYNAMICAL SIMULATIONS OF
A1758N
Having these new mass estimates – (7.9 ± 1.6) × 1014M⊙ and
(5.5± 1.6)× 1014M⊙ for the A1758NW and A1758NE substruc-
tures respectively – we updated the hydrodynamical N -body sim-
ulations described in Machado et al. (2015, see Tab. 6). The simu-
lations are carried out using the smoothed particle hydrodynamics
(SPH) N -body code GADGET-2 (Springel 2005). Here we report
on one simulation model that succeeded in reproducing the global
morphology of A1758N, using the improved mass estimates of this
paper.
The first pericentric passage takes place at t = 1.25 Gyr. At
that instant, the separation between the dark matter centroids is
approximately 80 kpc. While this distance may seem small com-
pared to cluster scales, even such modest pericentric separations
are known to bring about sizable asymmetries in cluster collisions
(e.g. Machado & Lima Neto 2015). The observed morphology is
approximately achieved at t = 1.52 Gyr, i.e. 0.27 Gyr after the
first pericentric passage.
Overall, these simulation results do not differ dramatically
from the model presented in Machado et al. (2015). In that early
model, we had explored a collision of two clusters having nearly
equal masses. We had in that way established that it is, in principle,
possible to obtain the very specific dissociative morphological fea-
tures of A1758N from such a major merger. Here, using improved
mass estimates derived from the gravitational weak lensing anal-
ysis, we obtain a similar simulation model whose outcome is in
the same regime. The present simulation thus ensures that the new
mass estimates remain quantitatively consistent with the scenario
of a merger-induced dissociation.
5 THE NATURE OF THE MERGING SYSTEM A1758N
5.1 Mass distribution
Our comprehensive weak lensing analysis has enabled us to con-
strain well the total mass of the Northern structure of A1758
(NW+NE) with a relative small error bar (∼ 10% at 68 c.l.). How-
ever, the individual mass measurements (see Fig. 6) point out that
NW is more massive than NE within a probability of ∼ 79%. This
mass asymmetry helps explaining the feature observed, as the most
massive structure was able to retain its gas whereas the subclus-
ter was not. However, as pointed by Machado et al. (2015), some
mass asymmetry is not required to explain this scenario, as it can
be caused by original differences in the gas concentration, within
some expected scatter.
We also found out that the positions of both Northern BCGs
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Figure 12. Left: Spatial distribution of the recovered groups A1758NW & A1758NE (red and blue dots, respectively) overlaid with the smoothed density of
the red sequence galaxies (black lines). Crosses indicate the galaxies where the redshift are available and the black ones indicate the BCGs positions. Right:
Redshift distribution of the recovered groups, characterized by z¯NE = 0.2780(7), σNE/(1+ z) = 1075 km s−1 and z¯NW = 0.2799(6), σNW/(1 + z) =
1296 km s−1. Upper arrows show the BCGs redshifts.
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Figure 13. Left: Histogram of PAM & MCLUST 1-D modelled sub-groups for the Southern region of A1758. According MCLUST 1-D the blue sub-group
with 13 members has z¯ = 0.2703(5) and σ/1 + z = 565 km s−1 whereas the 14 red members have z¯ = 0.2782(6) and σ/1 + z = 616 km s−1. The
velocity difference is δv/(1 + z) = 1843 ± 228 km s−1. Right: Spatial position of previously identified groups overlaid with red sequence galaxy position
contours. Southern BCG is designated as “+”.
coincides with those of the respective lensing inferred mass centres
within 2σ.
On a more technical note, we found out that the use of the
magnification bias with the distortion analysis helped decreasing
the uncertainties on the masses to ∼ 80% of the distortion only
value. On the other hand, the magnification effect showed very little
power to constrain the position of the mass centres.
5.2 Kinematics
Examining the velocity distribution of the A1758N field (Fig. 9)
we noticed two apparent galaxy concentrations, apart from the main
one: one with 13 galaxies around z¯(1) = 0.328 with σ(1)/(1+z) =
326 km s−1 and other with 12 galaxies and z¯(2) = 0.377 with
σ(2)/(1 + z) = 518 km s−1. Both sets are very significantly away
from A1758N and can be considered as separate entities. Since
background massive structures could add some spurious mass in
our mass reconstruction of A1758N, we estimated an eventual con-
tribution of these structures. In a self similar scenario, the mass
in a virialized cluster is proportional to σ3 (Carlberg et al. 1997);
using our data, we found that these structures would contribute re-
spectively with only ∼ 1% and ∼ 5% of the mass estimation of
A1758N, well within the noise.
Regarding the velocity separation of the two components, the
normality of the initial sample was a hint that it would be a very dif-
ficult task, as it could mean an absence or at least a small separation
in the line-of-sight velocity between the two collisional structures.
In fact, Pinkney et al. (1996) had argued that one-dimensional tests
are more sensitive to identify substructures in systems where the
merging is taking place close to the line-of-sight. Therefore, our
lack of success to disentangle the main structures in redshift space
may be seen as an evidence that the merging between A1758NW
& A1758NE is happening close to the plane of the sky.
In this scenario the inclusion of the galaxy projected positions
should be of help. However, the spectroscopic sample in not un-
biased in the projected space. The mask making procedure forces
a more homogeneous distribution than the underlying one, as it is
harder to assign slits for objects too close to each other. For this rea-
son we opted to use photometric selected red cluster galaxies. The
separation of the two clumps in 2-D space yielded a line-of-sight
relative velocity δv/(1+ z) = 423± 275 km s−1 between the two
Northern components. Together with our estimation of the relative
c© 2016 RAS, MNRAS 000, 1–21
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velocity between the dark matter clumps, vDM = 1100 ± 100 km
s−1, we can estimate the angle θ between the merger axis and the
plane of the sky as:
θ = arctan
(
δv
vDM
)
= 21± 12 degrees. (19)
To understand the effect of the merger on the dynamics of those
systems we can compare the pre and post-collision velocity dis-
persions. The latter is directly measured, whereas the former can
be estimated by the weak lensing masses, assuming mass conser-
vation since the pre-collision up to the observation. For that we
have used the proper scaling relations by Biviano et al. (2006) and
the full mass posteriors (Fig. 4). We thus obtained a line-of-sight
velocity dispersion (σline−of−sight = σ3D/
√
3) of 1031+80−74 km
s−1 and 912+89−82 km s−1 (for NW & NE respectively), which leads
to a boost factor, f ≡ σobs/σpre, of fNW = 1.26+0.18−0.19 and
fNE = 1.18
+0.23
−0.20 . Both values favour a young post-merger sce-
nario (Fig. 19 of Pinkney et al. 1996). One also must note that a no
boost scenario cannot be discarded within 95% c. l., considering all
the uncertainties.
5.2.1 Comparison with the previous studies
The previous weak lensing (Ragozzine et al. 2012) and dynami-
cal (Boschin et al. 2012) analysis have not classified the member
galaxies according to their host subcluster. In this paper, we have
determined the individual properties (mass and velocity dispersion)
of each structure of the merging system A1758NW & A1758NE.
As a result, we could compare quantitatively the gas, dark matter
and galaxies distribution (traced by BCG position) in addition to
constraining the inputs for a new hydrodynamical simulation.
Overall, the observed galaxy, intra-cluster gas and dark matter
distributions are qualitatively consistent among the several studies.
The identified red sequence galaxies (e.g. Fig. 12) shows a bimodal
behaviour with the clumps almost centred on the BGCs in agree-
ment with previous studies (Ragozzine et al. 2012; Boschin et al.
2012; Harvey et al. 2015). According to the mass reconstruction
presented by Ragozzine et al. (2012) the relative position in rela-
tion to the X-ray component are qualitatively coherent with our
results.
Regarding the identification of the peak of the A1758NE
X-Ray counterpart we are in disagreement with Harvey et al.
(2015) which leads to very different estimates of the gas de-
tachment. Whereas we and other authors (Okabe & Umetsu 2008;
Ragozzine et al. 2012; Boschin et al. 2012; Machado et al. 2015)
identified the peak as in Fig. 8, Harvey and collaborators choose a
local maximum of the X-ray emission substantially closer to the lo-
cal BCG. By checking the Chandra image we consider this second
choice less likely given that the overall excess emitting region is
smaller than cluster-scale and could possibly be a barely resolved
structure superimposed to the diffuse cluster emission.
However, we notice that the peak of the X-ray clump related
to A1758NE might have been misidentified in Harvey et al. (2015),
where it seems like a point source somewhat farther from the pre-
viously identified A1758NE X-Ray counterpart (e.g. Fig. 8).
5.3 The dark matter self-interaction cross section
From our weak-lensing model, we have estimated a mean surface
density Σs = 0.172 g cm−2 inside a radius of R ≤ 150 kpc8
in relation to the A1758NE mass centre. Using this value in Eq. 1
it leads to an upper limit of the dark matter self-interaction cross
section of 5.83 cm2 g−1. This limit is similar to the one found with
the “Bullet Cluster” (σ/m < 5 cm2 g−1, Markevitch et al. 2004),
the “Baby Bullet” (σ/m < 4 cm2 g−1; Bradacˇ et al. 2008) and
Abell 2744 (σ/m < 3± 1 cm2 g−1, Merten et al. 2011).
Given our analysis, we found that the BCGs and dark matter
centre positions are comparable within 95% c.l. in the sense that
it is not possible to extract trustworthy constraints to σ/m through
the methodology presented by Harvey et al. (2015).
6 SUMMARY
The main findings of this work can be summarized as follows:
– By modelling the weak gravitational lensing signals coming
from distortion and magnification we were able to constrain the
total mass of A1758N as 1.3+0.1−1.4 × 1015 M⊙.
– The two sub-structures of A1758N have comparable masses,
but there is a probability of 79% that A1758NW is more massive
than A1758NE. We measured the masses 7.90+1.89−1.55 ×1014 M⊙ and
5.49+1.67−1.33 ×1014 M⊙, respectively for A1758NW and A1758NE.
– The magnification signal helped decreasing the uncertainties
on the masses by ∼ 20%, but did not help constraining the central
positions of the sub-structures.
– In A1758NW there is a spacial coincidence between the po-
sitions of the local BCG, the peak of the X-ray emission and the
centre of the lensing modelled mass clump centre. For A1758NE
the BCG and mass centre positions are in agreement within 2σ and
both are very significantly away from the local maximum of the
X-ray emission.
– The radial velocities of A1758N have shown a Gaussian distri-
bution. However, giving this data, we cannot discard the hypothesis
of a bimodal system with a small line-of-sight separation, which is
a likely possibility if the merger is taking place near the plane of the
sky, as suggested by previous X-rays analysis (David & Kempner
2004).
– With the space projected red sequence galaxies distribution
we could find a bimodal scenario, with each structure related to
A1758NW and A1758NE; they have, respectively, σNW = 1296
km s−1 and σNE = 1075 km s−1 with a line-of-sight separation of
δv/(1 + z) = 423 ± 275 km s−1.
– The plane-of-the-sky relative velocity between the dark matter
clumps, vDM = 1100±100 km s−1, based on our numerical simu-
lation, allowed us to estimate that the merging is taking place in just
21 ± 12 degrees from the plane of the sky. Moreover, the simula-
tion pointed out that A1758N is young merger and it has been seen
0.27 Gyr after the point of the closest approach of a non head-on
collision (Machado et al. 2015).
– The 27 available radial velocities of A1758S show a unimodal
distribution. On the other hand, due to the small number of galax-
ies the bimodality cannot be discarded. Searching for two spa-
tially projected overlapped structures (as was pointed by previous
8 This radius is the same used by Markevitch et al. (2004); Merten et al.
(2011); Bradacˇ et al. (2008).
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David & Kempner (2004) X-rays analysis) we have found a sce-
nario compatible with a merging happening very close to the line-
of-sight.
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APPENDIX A: A1758N CATALOGUE
Table A1: Catalogue of the heliocentric radial velocities in A1758N field. In the
first three columns we have, respectively, the galaxy ID, the galaxy membership
ID and the ID adopted by Boschin et al. (2012), in order to ease the comparison
for common objects. B, RC and z′ magnitudes are shown in next three columns
and the radial velocity and its uncertainties are in the two last columns, in units
of km s−1. The galaxies marked with ⋆ and ♦ are the A1758NW e A1758NE
BGCs respectively.
ID IDm IDb α (J2000) δ (J2000) B RC . z′ v σv
1. - - 13:32:51.9 +50:28:02.2 22.23 21.00 20.56 210994. 330.
2. 1. - 13:32:53.4 +50:28:45.1 21.64 19.58 19.00 81008. 56.
3. 2. - 13:33:06.1 +50:29:16.4 23.12 21.19 20.71 83395. 329.
4. 3. - 13:33:03.5 +50:29:08.0 23.02 20.97 20.41 83654. 119.
5. 4. - 13:32:56.7 +50:29:25.3 23.03 20.81 20.16 83449. 189.
6. 5. - 13:33:02.9 +50:29:22.9 22.47 20.40 19.84 81707. 191.
7. 6. - 13:32:46.6 +50:29:27.2 21.30 19.33 18.72 81478. 81.
8. 7. - 13:32:47.1 +50:29:40.1 21.78 19.55 18.91 83598. 97.
9. 8. - 13:32:39.8 +50:30:20.9 23.21 21.12 20.62 83617. 264.
10. 9. - 13:32:52.8 +50:30:26.6 20.72 18.49 17.82 84154. 74.
11. - - 13:32:36.8 +50:30:33.0 21.00 18.94 18.53 112353. 306.
12. 10. - 13:33:10.7 +50:30:22.7 21.36 19.21 18.54 82001. 97.
13. - - 13:33:11.0 +50:31:05.0 23.01 21.03 20.40 69930. 101.
14. 11. - 13:32:52.5 +50:31:29.1 21.74 19.43 18.85 82615. 77.
15. 12. - 13:32:50.3 +50:31:26.2 22.27 19.96 19.27 85382. 63.
16. - - 13:32:50.2 +50:30:53.0 21.96 20.03 19.43 34122. 23.
17. 13. - 13:32:50.9 +50:30:57.2 22.74 20.73 20.12 83389. 112.
18. 14. - 13:32:45.1 +50:31:39.6 23.17 21.00 20.32 83501. 135.
19. 15. - 13:32:58.1 +50:31:35.5 22.87 20.98 20.31 84887. 99.
20. - - 13:32:51.4 +50:31:43.9 22.54 20.08 19.64 34191. 23.
21. 16. - 13:33:07.4 +50:32:10.2 22.31 20.31 19.95 82385. 179.
22. 17. - 13:32:51.9 +50:32:18.7 22.11 19.96 19.35 81904. 60.
23. 18. - 13:33:08.4 +50:32:25.4 22.82 20.93 20.52 82113. 330.
24. 19. - 13:32:46.0 +50:32:34.0 21.68 19.75 19.15 82500. 85.
25. 20. - 13:32:57.7 +50:32:36.5 23.11 21.05 20.34 83420. 136.
26. 21. - 13:32:54.4 +50:33:34.2 21.83 19.96 19.29 81817. 108.
27. 22. - 13:32:56.0 +50:32:49.1 20.57 18.39 17.69 79387. 69.
28. - - 13:32:25.8 +50:32:14.2 22.57 20.19 19.45 113112. 330.
29. 23. - 13:32:39.6 +50:32:30.1 21.78 19.99 19.40 84052. 73.
30. 24. - 13:32:38.9 +50:32:30.7 21.98 20.91 20.69 84633. 118.
31. 25. - 13:32:43.2 +50:32:47.0 23.27 21.54 20.92 83537. 202.
32. - - 13:32:47.6 +50:32:46.4 21.13 20.44 20.15 45508. 67.
33. 26. - 13:32:27.4 +50:32:36.9 21.98 19.72 19.00 83210. 118.
34. 27. - 13:32:50.2 +50:33:21.4 22.23 21.61 21.39 82346. 45.
35. 28. - 13:32:32.4 +50:33:33.8 23.06 20.91 20.20 85763. 88.
36. 29. - 13:32:46.8 +50:33:18.3 22.74 20.72 20.06 87006. 78.
37. - - 13:32:39.4 +50:33:29.7 22.73 20.50 20.52 20868. 119.
38. 30. - 13:32:37.0 +50:33:33.2 22.15 20.25 19.71 81647. 69.
39. 31. - 13:32:32.4 +50:33:49.1 21.60 19.44 18.69 83757. 97.
40. - - 13:32:30.8 +50:33:51.1 22.17 20.65 20.18 169659. 316.
41. - - 13:32:15.0 +50:33:55.9 22.12 20.74 20.20 30509. 96.
42. 32. - 13:32:43.6 +50:33:45.3 22.14 20.26 19.69 87050. 77.
43. 33. - 13:32:39.6 +50:34:00.3 21.65 19.38 18.63 84995. 100.
44. 34. - 13:32:45.0 +50:34:05.9 21.79 19.56 18.82 86582. 63.
45. 35. - 13:32:49.0 +50:34:09.3 21.65 19.61 18.94 82313. 53.
46. - - 13:32:27.4 +50:34:03.7 21.48 19.29 18.57 113537. 96.
47. - - 13:32:41.1 +50:34:44.7 22.24 20.62 19.93 113510. 96.
48. - - 13:32:36.9 +50:34:52.4 23.26 21.69 21.06 97987. 68.
49. 36. - 13:32:46.2 +50:35:08.9 22.15 20.02 19.29 85096. 65.
Continued on next page
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Table A1 – continued from previous page
ID IDm IDb α (J2000) δ (J2000) B RC . z′ v σv
50. - - 13:32:34.8 +50:35:30.3 22.81 21.21 20.63 24198. 121.
51. 37. - 13:32:38.1 +50:35:19.5 22.17 20.20 19.50 84309. 53.
52. 38. - 13:32:46.8 +50:35:28.3 22.56 20.51 19.81 85339. 76.
53. - - 13:32:33.3 +50:35:29.8 21.63 20.65 20.54 74749. 92.
54. - - 13:32:34.9 +50:35:17.2 21.20 18.99 18.25 98316. 76.
55. 39. - 13:32:35.9 +50:35:26.4 22.34 20.44 19.70 83210. 115.
56. - - 13:32:34.0 +50:35:42.8 22.72 21.18 20.56 113711. 181.
57. - - 13:32:33.6 +50:35:52.4 23.10 21.52 21.01 4210. 175.
58. 40. - 13:32:35.0 +50:35:49.5 21.51 19.95 19.38 87509. 369.
59. - - 13:32:44.7 +50:36:04.5 20.58 19.90 19.66 53333. 156.
60. - - 13:32:41.6 +50:36:08.3 20.96 19.79 19.56 98092. 60.
61. - - 13:32:38.2 +50:36:32.9 22.08 21.04 20.68 17764. 113.
62. 41. - 13:32:36.4 +50:36:50.4 23.12 21.54 20.90 86859. 314.
63. 42. - 13:32:32.4 +50:37:04.9 23.17 21.41 20.77 86401. 100.
64. 43. - 13:32:36.7 +50:37:08.6 22.76 21.59 21.23 86542. 30.
65. - - 13:33:00.3 +50:27:41.1 22.33 20.72 19.84 34410. 176.
66. - - 13:33:13.6 +50:31:11.1 19.79 17.72 17.16 70082. 100.
67. - - 13:33:11.3 +50:31:44.2 22.44 21.00 20.46 69950. 65.
68. - - 13:32:59.9 +50:33:44.5 21.49 19.77 19.04 49680. 127.
69. - 2. 13:32:14.6 +50:34:52.3 21.04 19.64 19.06 98743. 590.
70. - 11. 13:32:19.4 +50:34:11.2 22.47 20.16 19.37 112302. 330.
71. - 15. 13:32:22.5 +50:35:27.4 21.94 19.76 19.10 98439. 109.
72. 44. 16. 13:32:22.8 +50:36:04.8 22.24 20.16 19.57 85119. 74.
73. 45. 17. 13:32:25.2 +50:34:03.6 20.49 18.29 17.62 82854. 79.
74. 46. 21. 13:32:29.2 +50:34:10.1 21.42 19.46 18.88 83384. 105.
75. - 24. 13:32:30.2 +50:36:37.3 22.61 20.24 19.51 113605. 61.
76. 47. 25. 13:32:30.2 +50:33:49.2 21.96 19.74 19.06 83042. 118.
77. - 27. 13:32:31.6 +50:36:17.7 21.54 19.51 18.79 98488. 53.
78. 48. 30. 13:32:32.8 +50:36:04.6 21.98 19.89 19.17 85182. 110.
79. - 31. 13:32:33.2 +50:34:02.6 22.36 21.26 21.03 187838. 1025.
80. - 32. 13:32:33.7 +50:31:03.6 21.81 19.79 19.04 112092. 330.
81. 49. 35. 13:32:34.2 +50:33:03.2 21.32 19.26 18.59 87244. 56.
82. 50. 37. 13:32:34.4 +50:33:18.3 20.94 18.78 18.08 84919. 79.
83. 51. 39. 13:32:34.6 +50:31:39.2 22.53 20.25 19.51 84524. 141.
84. 52. 40. 13:32:34.6 +50:33:24.8 21.47 19.22 18.48 81245. 73.
85. - 46. 13:32:35.7 +50:34:50.1 22.82 20.66 19.89 114055. 97.
86. 53. 48. 13:32:36.4 +50:35:50.7 21.47 20.25 19.73 87377. 108.
87. 54. 51. 13:32:37.5 +50:33:05.8 21.41 19.18 18.41 82414. 73.
88. 55. 53. 13:32:38.3 +50:31:30.4 22.60 20.67 20.11 86371. 63.
89.⋆ 56. 55. 13:32:38.3 +50:33:35.8 19.65 17.41 16.74 83378. 88.
90. 57. 56. 13:32:38.4 +50:31:41.5 22.65 20.59 20.01 85048. 121.
91. 58. 57. 13:32:38.4 +50:32:53.2 22.08 19.99 19.24 83306. 103.
92. 59. 59. 13:32:39.4 +50:34:45.2 21.11 18.89 18.15 83187. 98.
93. 60. 61. 13:32:39.5 +50:34:32.1 20.99 18.84 18.14 87878. 62.
94. 61. 64. 13:32:39.9 +50:32:24.0 22.60 20.57 20.05 83450. 146.
95. 62. 65. 13:32:40.3 +50:34:49.7 21.30 19.34 18.59 86178. 90.
96. 63. 66. 13:32:40.4 +50:35:39.7 20.57 18.41 17.69 81678. 65.
97. 64. 68. 13:32:40.5 +50:33:15.5 21.56 19.39 18.67 80456. 103.
98. 65. 69. 13:32:40.9 +50:33:46.4 20.02 17.78 17.09 83392. 86.
99. 66. 74. 13:32:43.2 +50:29:26.1 21.11 18.85 18.19 82641. 53.
100. 67. 75. 13:32:43.4 +50:33:28.8 20.81 18.52 17.79 85425. 66.
101. 68. 76. 13:32:43.7 +50:31:14.7 21.29 19.23 18.58 83354. 118.
102. 69. 77. 13:32:44.7 +50:33:26.1 21.92 19.68 18.92 84234. 63.
103. 70. 78. 13:32:44.9 +50:31:57.5 21.94 19.82 19.12 84302. 99.
104. 71. 80. 13:32:45.9 +50:32:04.8 21.49 19.30 18.61 79987. 63.
105. 72. 86. 13:32:48.6 +50:31:54.9 22.05 19.73 19.00 82663. 79.
106. 73. 87. 13:32:48.6 +50:31:21.8 21.44 19.18 18.49 83193. 108.
107. 74. 88. 13:32:49.2 +50:31:31.2 22.14 19.90 19.16 82121. 67.
108. 75. 89. 13:32:49.2 +50:28:50.4 22.10 20.66 20.12 82981. 295.
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Table A1 – continued from previous page
ID IDm IDb α (J2000) δ (J2000) B RC . z′ v σv
109. 76. 90. 13:32:49.3 +50:33:56.1 21.80 19.91 19.29 80175. 87.
110. 77. 92. 13:32:49.9 +50:32:26.0 21.89 19.89 19.26 84321. 118.
111. 78. 96. 13:32:51.0 +50:33:08.8 21.35 19.31 18.60 84445. 71.
112. 79. 97. 13:32:51.0 +50:27:46.0 21.40 19.54 18.98 81314. 82.
113.♦ 80. 101. 13:32:52.0 +50:31:33.9 19.69 17.36 16.73 83843. 84.
114. 81. 102. 13:32:52.1 +50:31:22.0 22.02 19.99 19.48 83227. 165.
115. 82. 105. 13:32:52.9 +50:31:46.1 20.54 18.26 17.66 79625. 55.
116. 83. 112. 13:32:53.9 +50:32:20.7 20.68 19.00 18.47 79732. 77.
117. 84. 116. 13:32:55.1 +50:31:26.1 20.82 18.60 17.92 85010. 96.
118. 85. 117. 13:32:55.5 +50:31:28.5 21.09 18.84 18.15 85132. 100.
119. 86. 119. 13:32:56.0 +50:30:17.5 19.89 18.88 18.53 82859. 85.
120. 87. 120. 13:32:59.3 +50:30:20.0 22.62 20.55 19.99 83339. 141.
121. 88. 121. 13:32:59.5 +50:29:27.6 21.45 19.25 18.61 81969. 54.
122. 89. 124. 13:33:02.0 +50:29:28.0 20.14 17.89 17.22 83430. 91.
123. 90. 125. 13:33:02.1 +50:30:09.3 22.74 20.67 20.11 83480. 152.
124. 91. 126. 13:33:02.7 +50:31:42.3 20.52 18.90 18.25 80596. 63.
125. 92. 128. 13:33:06.6 +50:31:24.3 20.47 18.50 17.85 85489. 126.
126. 93. 129. 13:33:07.3 +50:29:19.6 22.28 20.15 19.80 82009. 456.
127. 94. 130. 13:33:07.4 +50:32:00.7 21.02 18.94 18.44 82459. 125.
128. 95. 132. 13:33:09.8 +50:29:02.3 22.07 20.12 19.43 83276. 161.
129. 96. 134. 13:33:10.6 +50:31:15.7 20.81 18.76 18.09 86297. 145.
130. 97. 137. 13:33:13.7 +50:29:55.2 22.79 20.68 20.00 83455. 165.
131. - 1. 13:32:13.9 +50:36:23.3 23.01 21.65 21.05 125775. 71.
132. 98. 3. 13:32:15.3 +50:35:18.2 21.92 20.23 19.54 85168. 104.
133. 99. 4. 13:32:16.8 +50:33:19.4 21.41 19.61 19.05 80993. 94.
134. - 5. 13:32:17.6 +50:37:27.2 19.89 18.99 18.64 41801. 173.
135. - 6. 13:32:17.8 +50:33:39.4 20.86 20.07 19.74 32788. 100.
136. 100. 7. 13:32:17.9 +50:37:39.5 21.62 20.08 19.48 88373. 128.
137. - 8. 13:32:18.3 +50:36:47.6 22.06 20.10 19.41 98217. 93.
138. 101. 9. 13:32:18.9 +50:36:04.4 22.48 21.01 20.48 84170. 129.
139. 102. 10. 13:32:19.2 +50:36:03.9 21.86 19.96 19.24 85959. 128.
140. - 12. 13:32:22.2 +50:35:09.1 21.63 19.64 18.93 98001. 50.
141. - 13. 13:32:22.4 +50:34:48.8 21.67 19.82 19.02 97790. 69.
142. - 14. 13:32:22.4 +50:37:04.7 23.51 21.81 21.11 97872. 100.
143. 103. 18. 13:32:25.9 +50:38:18.3 21.70 20.07 19.46 85091. 114.
144. 104. 19. 13:32:27.5 +50:33:31.7 21.96 20.15 19.48 84801. 98.
145. 105. 20. 13:32:27.5 +50:37:44.5 21.64 19.70 19.08 82907. 92.
146. - 22. 13:32:29.5 +50:35:26.0 22.00 20.46 19.71 74891. 116.
147. 106. 23. 13:32:29.9 +50:37:21.6 22.04 19.86 19.17 82044. 54.
148. 107. 26. 13:32:30.6 +50:36:25.5 21.94 19.91 19.29 82111. 66.
149. 108. 28. 13:32:31.8 +50:34:50.0 22.44 20.17 19.46 83238. 123.
150. - 29. 13:32:32.6 +50:34:28.0 20.31 18.49 17.86 53251. 53.
151. - 33. 13:32:33.8 +50:30:50.1 21.00 19.01 18.24 112310. 75.
152. - 34. 13:32:34.0 +50:30:39.8 21.87 20.03 19.45 113091. 116.
153. 109. 36. 13:32:34.3 +50:32:11.5 21.18 19.77 19.60 80234. 41.
154. 110. 41. 13:32:34.7 +50:31:43.4 21.96 20.36 19.81 86327. 79.
155. 111. 42. 13:32:34.9 +50:32:37.4 20.66 18.58 17.91 84194. 44.
156. - 43. 13:32:35.0 +50:38:30.3 21.14 19.61 19.03 98294. 119.
157. 112. 44. 13:32:35.1 +50:32:36.4 19.37 17.96 17.42 81900. 71.
158. 113. 45. 13:32:35.6 +50:33:38.2 22.22 20.03 19.31 83293. 54.
159. 114. 47. 13:32:35.8 +50:33:52.1 22.39 20.36 19.67 83709. 76.
160. - 49. 13:32:36.8 +50:30:37.7 22.21 20.48 20.06 112681. 100.
161. 115. 50. 13:32:36.8 +50:32:59.8 21.48 19.35 18.60 83963. 63.
162. 116. 52. 13:32:38.0 +50:30:57.3 22.64 20.41 19.78 84344. 79.
163. 117. 54. 13:32:38.3 +50:33:30.5 20.88 18.64 18.04 84176. 120.
164. 118. 58. 13:32:38.5 +50:33:43.5 20.72 18.67 18.08 83791. 79.
165. 119. 60. 13:32:39.5 +50:33:45.1 22.00 19.74 19.16 83880. 76.
166. 120. 62. 13:32:39.7 +50:33:14.6 22.36 20.09 19.37 82872. 128.
167. 121. 63. 13:32:39.7 +50:32:41.2 21.05 18.98 18.30 83803. 84.
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Table A1 – continued from previous page
ID IDm IDb α (J2000) δ (J2000) B RC . z′ v σv
168. 122. 67. 13:32:40.5 +50:32:16.0 23.67 21.59 20.93 85932. 182.
169. 123. 70. 13:32:41.4 +50:32:10.7 21.82 20.45 20.15 80544. 57.
170. 124. 71. 13:32:42.0 +50:34:34.8 19.62 18.05 18.16 87429. 132.
171. 125. 72. 13:32:42.1 +50:32:30.2 22.48 20.29 19.54 82939. 85.
172. 126. 73. 13:32:42.3 +50:32:33.2 22.68 20.63 19.96 81072. 91.
173. 127. 79. 13:32:45.3 +50:33:24.7 21.28 19.27 18.56 85798. 82.
174. 128. 81. 13:32:46.3 +50:36:41.7 20.89 18.83 18.12 86035. 47.
175. 129. 82. 13:32:46.8 +50:31:48.6 22.07 20.34 19.61 83825. 113.
176. 130. 83. 13:32:46.9 +50:32:02.1 21.62 19.59 18.94 84249. 76.
177. 131. 84. 13:32:47.9 +50:32:09.7 21.88 19.79 19.15 82909. 82.
178. - 85. 13:32:48.4 +50:28:06.7 21.52 19.21 18.52 109410. 85.
179. - 91. 13:32:49.7 +50:28:41.5 20.06 18.49 17.89 55954. 60.
180. 132. 93. 13:32:50.0 +50:33:53.9 21.37 20.25 19.87 81273. 60.
181. 133. 94. 13:32:50.5 +50:27:52.3 20.85 19.42 18.93 80403. 72.
182. 134. 95. 13:32:50.7 +50:27:46.7 21.37 19.40 18.83 82691. 79.
183. 135. 98. 13:32:51.4 +50:33:04.8 19.47 17.94 17.41 85536. 57.
184. - 99. 13:32:51.4 +50:33:10.4 21.58 19.62 18.82 130803. 148.
185. 136. 100. 13:32:51.7 +50:27:13.6 20.09 17.89 17.24 83197. 54.
186. - 103. 13:32:52.3 +50:27:42.9 22.43 20.54 19.87 109756. 204.
187. 137. 104. 13:32:52.3 +50:31:12.9 22.30 20.15 19.50 82717. 75.
188. 138. 106. 13:32:53.0 +50:31:35.6 21.09 18.76 18.17 83648. 63.
189. - 107. 13:32:53.2 +50:30:29.0 20.76 18.48 17.89 99000. 47.
190. 139. 108. 13:32:53.5 +50:27:36.0 22.21 20.33 19.68 83346. 94.
191. - 109. 13:32:53.6 +50:30:53.4 20.48 18.90 18.32 98877. 104.
192. - 110. 13:32:53.7 +50:26:56.2 22.32 20.78 20.01 212245. 100.
193. 140. 111. 13:32:53.8 +50:29:57.8 21.87 19.75 19.12 82041. 66.
194. - 113. 13:32:54.7 +50:30:27.4 21.57 20.51 20.39 52848. 100.
195. 141. 114. 13:32:54.9 +50:33:14.8 21.86 19.71 19.00 79373. 54.
196. - 118. 13:32:55.6 +50:30:55.5 20.17 18.67 18.02 55708. 98.
197. 142. 122. 13:32:59.7 +50:30:05.6 21.68 20.60 20.35 86250. 100.
198. 143. 123. 13:33:02.0 +50:27:17.1 21.91 19.73 19.16 82098. 54.
199. - 127. 13:33:03.6 +50:28:25.2 21.41 19.92 19.35 93943. 91.
200. 144. 131. 13:33:09.7 +50:28:33.7 20.84 19.71 19.34 87007. 100.
201. 145. 133. 13:33:10.1 +50:28:51.3 20.99 19.20 18.67 82496. 72.
202. 146. 135. 13:33:10.8 +50:28:53.6 21.75 19.71 19.03 82857. 91.
203. 147. 136. 13:33:12.9 +50:29:01.3 20.51 18.37 17.68 82798. 41.
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APPENDIX B: A1758S CATALOGUE
Table B1: Velocity catalogue of A1758S. First columns are, respectively, the
galaxy ID and the galaxy member ID . B, RC and z′ magnitudes are shown
in next three columns and the velocity and its uncertainty are in the two last
columns in units of km s−1. The galaxy marked with ⋆ is the Southern BGC.
ID IDm α (J2000) δ (J2000) B RC . z′ v σv
1. 1. 13:32:17.6 50:22:17.7 22.25 19.86 19.16 81542. 58.
2. 2. 13:32:33.5 50:22:13.7 21.75 19.65 19.11 81112. 72.
3. 3. 13:32:26.5 50:22:29.8 21.26 19.21 18.54 81540. 57.
4. 4. 13:32:34.6 50:22:41.0 21.99 20.06 19.54 83557. 127.
5. 5. 13:32:26.4 50:22:57.9 23.49 21.54 20.90 83865. 297.
6. 6. 13:32:26.0 50:22:47.0 21.06 18.62 17.88 84009. 75.
7. 7. 13:32:38.4 50:23:09.6 22.38 19.87 19.14 83719. 106.
9. 9. 13:32:18.9 50:23:36.4 23.36 21.14 20.45 83078. 162.
10. - 13:32:12.8 50:23:25.3 23.14 21.47 21.01 35622. 133.
11. 10. 13:32:12.4 50:23:43.1 22.38 20.00 19.25 83316. 125.
12. 11. 13:32:12.5 50:24:11.5 22.64 20.04 19.23 83278. 141.
13. 12. 13:32:15.1 50:24:06.3 20.67 18.61 17.96 84765. 121.
14. - 13:32:22.0 50:23:58.2 20.83 18.51 17.84 69847. 52.
15. 13. 13:32:33.2 50:24:20.6 22.75 20.41 19.84 82326. 42.
16. - 13:32:34.0 50:24:54.5 23.94 21.62 21.60 35446. 67.
17. 14. 13:32:17.4 50:24:38.6 21.60 19.42 18.76 80053. 73.
18. 15. 13:32:31.4 50:24:44.0 22.24 19.98 19.48 80716. 48.
19. 16. 13:32:33.7 50:24:49.9 21.90 19.93 19.46 82572. 78.
20. 17. 13:32:26.3 50:25:09.7 22.13 19.78 19.11 83064. 87.
21. 18. 13:32:36.0 50:25:23.4 22.83 20.77 20.17 81227. 50.
22. 19. 13:32:21.4 50:25:31.2 23.28 21.06 20.40 80550. 75.
23. 20. 13:32:33.7 50:25:36.3 22.93 21.14 20.67 79662. 78.
24. 21. 13:32:24.5 50:24:25.6 20.21 17.87 17.20 82655. 80.
25. - 13:32:36.5 50:25:56.7 23.25 21.64 21.41 50151. 115.
26. - 13:32:37.7 50:26:06.3 22.60 20.58 19.90 114113. 114.
27. 22. 13:32:41.7 50:25:15.0 21.31 19.25 18.69 82957. 50.
28.⋆ 23. 13:32:33.0 50:25:02.4 19.52 17.21 16.76 81859. 59.
29. 24. 13:32:14.4 50:25:44.0 20.99 18.65 17.97 81205. 63.
30. 25. 13:32:35.3 50:26:23.9 21.55 19.58 19.01 80391. 42.
31. - 13:32:36.1 50:26:46.1 22.97 20.76 20.07 114041. 227.
32. - 13:32:34.3 50:26:51.1 21.91 20.66 20.28 55462. 81.
33. 26. 13:32:28.8 50:26:59.3 22.28 19.75 19.05 81727. 55.
34. - 13:32:41.0 50:26:37.1 20.69 18.54 17.84 98944. 62.
35. 27. 13:32:31.0 50:27:14.0 20.45 18.60 18.15 81327. 43.
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