Abstract. We present parallel algorithms to compute the determinant and characteristic polynomial of nXn-matrices and the gcd of polynomials of degreẽ n. The algorithms use parallel time 0(10g2n ) and a polynomial number of processors. We also give a fast parallel Las Vegas algorithm for the rank of matrices. All algorithms work over arbitrary fields.
INTRODUCTION
Today's technology has motivated recent activity concerning parallel programs. Much of this activity has focussed on combinatorial questions (sorting, graph theoretic algorithms etc.) and on questions relating to the parallel architecture itself (routing, queueing etc.) . Clearly it is also of recognized importance to investigate algebraic questions, and to this end we present algorithms for some b~sic problems such as computing the determinant and the rank of matrices or the gcd of polynomials.
There are two basically different approaches to what constitutes a "fast parallel algorithm". One is to start from a good sequential algorithm and try toparallelize it with a near-optimal speedup, i.e. try to achieve parallel time close to (sequential time)/# processors. The second approach is to attempt to make the parallel time as small as possible, allowing an almost arbitrary (e.g. polynomially bounded) number of processors. While the first approach seems to be appropriate for the present technology where in effect only a rather limited amount of parallelism is available, it is not unreasonable to expect that some time in the future the "asymptotically fast algorithms" of the second approach will play an important role. The situation is not unlike the dual approach to sequential algorithms, where one is interested in both constant speed-up of known algorithms (say, by programming optimization) and the construction of The work of the first two authors was partially supported by NSERC grant A763l, and that of the third author by ONR grant NOOOI4-76-C-0018.
0272-5428/82/0000/0065$00.75 © 1982 IEEE asymptotically fast algorithms (even though the hidden constants for the computing time may be large). Perhaps the reader has guessed by now that here we pursue the second approach to parallel programming.
In this paper we discuss two basic problems: solving linear equations and simplifying rational expressions. Both have nice sequential solutionsGaussian elimination and ..Euclid's algorithm -and it is an intriguing question if there also exist fast parallel methods. While Csanky [76] has given a fast determinant algorithm over fields of characteristic zero, applications such as factoring polynomials require an algorithm that works over arbitrary fields, in particular finite fields. We present such an algorithm below, based on the general parallelization result by .
As direct corollaries we get fast methods for inverting matrices and solving nonsingular systems of linear equations. Further applications are the characteristic polynomial of a matrix and the gcd of polynomials.
Some interesting combinatorial problemsmaximal matchings, maximal flow -translate into the problem of computing the rank of matrices. That seems to be a slightly more difficult question. We present a fast parallel Las Vegas method that either returns the rank of the input matrix or reports that it failed; the latter with small probability. Applications include finding a basis for the nullspace of a matrix, finding a maximal linearly independent subset of a given set of vectors, and the solution of a general (possibly singular) system of linear equations, all this again over arbitrary fields.
THE MODEL
The algorithms described in this paper can be implemented on a synchronous shared-memory model of computation such as the PRAM ), with arithmetic and tests in F as basic operations.
2 The algorithms all use O(log n) parallel time and 0(1) n processors when n is the number of inputs.
In particular, it follows that the determinant and gcd problems are in the appropriate analogue of uniform NC (Pippenger [79] ), and the rank problem is in the Monte Carlo or non-uniform analogue of NC.
When the ground field F is~or a finite field, one can represent the inputs as strings over a finite alphabet and ask for a (say) PRAM with bit instructions solving the problem. Our algorithms show that the determinant and gcd problems are in the corresponding Boolean class NG, and the rank problem is in the Monte Carlo or non-uniform Boolean version of NC (in fact, for F=(Q in NC).' The essential point for this is that (for F=~) according to Edmonds [67] (see also Bareiss [68] ) the intermediate values in Gaussian elimination are reasonably small. The most appropriate model for our algorithms seems to be a parallel version of algebraic computation trees (Strassen [81] The fast parallel algorithms that we seek should have three properties: small parallel time, small number of processors, small size. More precisely, the parallel time should be polynomial in log n: the number of processors and the number of nodes of the tree should be polynomial in n where n is the number of inputs. The algorithms that we present have these properties, in particular time 2 O(log n).
The basic steppingstone for the whole theory is the result by . It says that any sequential program computing a polynomial of degree Sn with t steps can be converted to a parallel program with parallel time 0(logn(logn+1ogt» using O(t 3 n 6 ) processors. ». When we execute this algorithm on the nXn-identity matriX, the only divisions that occur are by 1. According to Strassen [73] we can shift the indeterminates x ij by 0ij and obtain an algorithm for det X without division using time 0(n 5 ). We can now apply the parallelization method of ValiantSkyum-Berkowitz-Rackoff [81] to obtain a~arallel algorithm for the determinant using O(log n) time and a polynomial number of processors. Neither division nor branching occurs.
DETERMINANT AND GCD
Obviously INVERSION and NONSINGULAR EQUATIONS are not harder than DETERMINANT, but they reqUire a division step at the end of the computation. For the characteristic polynomial, we execute the sequential division-free determinant algorithm on X-tI. Each step computes a polynomial in t, and we Remark. The above process of getting rid of divisions and converting toa parallel computation of cost O(logn(logn+logt» applies in principle to any sequential computation that computes a polynomial of degree~n in time~t. In avoiding divisions, one has to shift the indeterminates so that only divisions by non-zero field elements occur if the indeterminates are set to zero. Since it might not always be clear how to pick the constants required for this shift, the conversion may become nonuniform. This is particularly evident over finite fields, where one might have to make a (finite algebraic) field extension.
Theorem 2 For any field F, GCD can be computed in parallel time 0(10g2n).
deg gcd(f,g) = min{iE~:3s,tEF[xJ,deg s<n-i and deg(sf+tg)=i}.
The latter condition translates into the following (n+m-2i)x(n+m-2i)-system Si of linear equations:
In this section we discuss the following problems: DETERMINANT(n) (= computing the determinant of an nXn-matrix), CHARACTERISTIC POLYNOMIAL(n), NONSINGULAR EQUATIONS(n) (= computing the solution of a nonsingu1ar nXn-systemof linear equations), INVERSION(n) (= computing the inverse of an nxn-matrix, if it is nonsingular), GeD(n) (= computing the monic gcd(f,g), where f,g E F[x] have degree~n). We write, e.g. 
• RANK OF MATRICES
Thus RANK can be computed in parallel time 0(10g2n) for such a field. They also show that this is true if F is a sub field of t and one is allowed to use complex conjugation in the algorithm.
The rank question has some nice applications in combinatorial complexity. Consider a bipartite graph G on 2n nodes. We associate to it an nXnmatrix X over~(xll,x12,••• ,xnn) which has x ij in the (i,j)-position if node i is connected to node j, and zero otherwise. Then the maximal size of a matching in G is equal to rank(X) (Edmonds [67] ). By substituting randomly chosen integers (from a fixed finite range, see Lemma 1 below) for the indeterminates and computing the rank of such matrices over~, we get a Monte Carlo algorithm to determine the maximal size of matchings in G, and hence a (non-uniform) algorithm for this problem whose parallel time is O(log 2 n). It would be interesting to have an algorithm of this type that actually constructs a maximal matching.
Next consider a directed graph with each edge being assigned an integer capacity that is polynomially bounded by the number of nodes of the graph. Feather [81] reduces the problem of finding the maximum flow in such a graph to the above maximal matching problem, and thus obtains an 0(10g 2 n) algorithm.
It is interesting to note that without the restriction on the capacities the problem is log space complete for P (Goldschlager-Shaw-Staples [81]), and hence we do not expect it to have a solution in parallel time O(logkn) for some k.
We remark that this convention is inadequate over t, For algorithms computing the rank of matrices, i.e. the maximal size of nonsingular submatrices, we can restrict attention to square matrices (by padding with zeroes if necessary). We denote by M (S) the set of nXn-matrices with entries from a n set S. The rank cannot in general be considered as an element of the ground field, and we have to make some output convention such as the following: we require the algorithm to compute fl, ••• ,f n E F(xll,x12, ••. ,xnn) such that for any
The rank algorithm by Ibarra-Moran-Rosier provides a nice solution for fields like~. and R.
For the general case, in particular for finite fields, we have the following result.
Theorem 3 For any field F, one can compute the rank of nxn-matrices over F with a Monte Carlo algorithm with error probability~0.95 using parallel time 0(10g2n ) and a polynomially bounded total number of processors. Neither division nor branching occur.
Proof Let F be a field, nE~and AEMn(F). We assume some finite subset P~F of cardinality p such that either p~3n2 or P=F. Furthermore, we assume a "random element generator" for P that produces in one step of a processor a randomly chosen element from P with respect to the uniform distribution on P.
Ibarra Choose two matrices B,C€Mn(P) at random. independent random variables. Hence we get 2. For all i, l~i~n, compute f i = Pi(BAC).
The output s can be read off in the manner described above:
It is clear from Theorem 1 that this algorithm uses Getting back to our input matrix A, we note that there exist nonsingular matrices S,T E Mn(F) such that A=SDT. Then Prob({s=rank(A)})~0.05. The third equality follows from the. fact that the mapping
is a bijection. 0
For the two lemmas that establish the probabilistic estimates, we assume the following set-up: A field F, P~F finite with p~2 elements, and dEN. We now distinguish two cases. Lemma 2 gives a sharp estimate of the probability that a matrix of polynomials is singular. We consider indeterminates xll,xl2, ••• ,xnn over F, and an
Lemma 2. In the above set-up, let q be the probability that det(g) is zero. Then nXn-matrix g of univariate polynomials g .. E F[x .. J of degree $d. We assume that no g1.J.
1J
1J is constant. Furthermore, we introduce the function u(t,n) = 1-II (l_t i ) for O$t$l and nEN. u l$i$n is monotonely increasing in both arguments.
follows. This implies q = u(t,n). This fact is well-known, see e.g. Rotman [73J, Theorem 8.8.
= prn II (l_t i )
n-r<i~n #S r (iii) Under the hypotheses of (iii), one can 1 " r-ldn-r+l"" r-l" rep ace at most p by exactly p in the argument for (i), and Statement (iii) shows that the estimate in (i) is sharp in a certain sense. We remark that the estimate of (i) also holds when the determinant is replaced by the permanent; the proof is slightly different. u(l/p,n).
(ii) if d=l, then q < 3/4.
(iii) if d=l and P is a field, then q Proof Let t = d/p. and correctly with probability~1/20if A4U. We r can improve this behaviour to get a Las Vegas algorithm that always answers correctly and with high probability has a low parallel running time.
Probe the IXJ-minor of A is not a maximal ( ) I ) 2n(2 l09) 28n square nonsingu ar minor Vegas algorithm for the rank of nXn-matrices that 2 uses parallel time O(log n), no divisions and a polynomial number of processors and branchings and that either returns the rank of the input matrix (and a maximal nonsingular minor) or reports that it failed. The probability of the second case is $2-
where g(A) is the matrix with (i,J)-entry gij(A ij ).
For l$r$n, let T r be the set of all rXn-matrices with entries from P, and S = {AET :rank(g(A»=r}. 
0
Using the rank algorithm over R by IbarraMoran-Rosier and the above construction, we get a deterministic algorithm that uses parallel time 2 O(log n) and computes a maximal nonsingular minor. Can we have a similar improvement for arbitrary fields? Of course our Monte Carlo algorithm yields non-uniform algorithms using parallel time 0(10g2n). It would be particularly interesting to have an answer to the following: OPEN QUESTION 2:. Can RANK be computed in parallel 2 time O(log n) over finite fields, using a uniform family of deterministic algorithms?
REDUCTIONS
We have considered a number of algebraic problems whose parallel complexity is now known to be 2 O(log n). Whether or not the parallel complexity for any of these (and some closely related) problems can be reduced to O(log n)remains afundamental challenge for all~fcomplexity theory (see for example Borodin [82] and Valiant [82] ). It is natural then to study the relative complexity of these problems. Valiant [82] introduced the notion of algebraic projections as a strong type of reducibility between polynomials. For collections P = (P(n» and P' = (P'(n», we write P~P' to informally denote the fact that P can be reduced to P' essentially by multiple use of projections and possibly some simple (i.e. of O(log n)parallel complexity) arithmetic transformations. A precise definition for~will not be developed here. Given any reasonable definition of reducibility P~P', and certainly for the specific reductions given in this section, it follows that T(P) and T(P') satisfy T(P} = O(T(P'», using the fact that for all interesting collections P, log n = O(T(P(n»). We write P~P' to denote P~p' and P'~P, and we write P~. P' + pIt to denote that both P' and pIt are used in the reduction. Thus, over ¢ all four problems are equivalent.
Next, we consider the problems BASIS (= computing a maximal linearly independent subset of a given set of vectors), EQUATION (= deciding whether a (possibly singular) system of linear equations has a solution, and in the affirmative case, computing one solution) and NULLS PACE (= computing a basis for the nullspace of a matrix). b) For EQUATIONS, we again compute a maximal nonsingular minor M of the input matrix, solve the corresponding nonsingular system of linear equations, set all indeterminates not corresponding to columns of M equal to zero, and check whether this constitutes a solution. If it does not, then the input system has no solution at all. 0
Allowing non-uniform reductions, and allowing the concept of reducibility to use linear transformations, it follows (by Theorem 3 and Csanky's reductions) that RANK~CHARACTERISTIC POLYNOMIALD ETERMINANT and hence EQUATIONS :s DETERMINANT.
We also know (from Theorem 2) that GCD~DETERMINANT.
We are left with a number of potential reductionswhich are either completely unresolved or hold only in the non-uniform case. In particular, we ask the following: The latter question is also open in the sequential setting (see ).
CONCLUSION
We have laid the foundation for what might be called a "theoretical package for parallel symbolic manipulation". The problems investigated include gcd of polynomials, solution of linear equations, determinant and rank of matrices. They all can be solved in parallel time O(log2(input size»; for rank a Las Vegas method is used.
Further important routines for this "theoretical package" include factoring polynomials over finite fields (which provided the original motivation for this paper; consider the critical role of the GCD and NULLSPACE in Berlekamp's [70] factoring algorithm), continued fraction and partial fraction expansion of rational functions, Pade approximation of power series, and interpolation. They will be discussed in a forthcoming paper (von zur Gathen [82] ).
Finally, as in sequential computation, we remark that integer problems are often more difficult to understand than the corresponding polynomial problem. For example, it remains an open problem as to whether or not a fast (e.g. O(log2n » parallel algorithm exists for the gcd of 'two n-bit numbers. An even more challenging open problem concerns the parallel complexity of determining primality.
