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Estimating Process Capability IndexCPM Using
a Bootstrap Sequential Sampling Procedure
L. SANDAMALI DHARMASENA1,
P. ZEEPHONGSEKUL1, AND P. CASTAGLIOLA2
1School of Mathematical and Geospatial Sciences, RMIT University,
Melbourne, Australia
2Université de Nantes & IRCCyN, UMR CNRS, Nantes, France
Construction of a conﬁdence interval for process capability index CPM is often
based on a normal approximation with ﬁxed sample size. In this article, we describe
a different approach in constructing a ﬁxed-width conﬁdence interval for process
capability index CPM with a preassigned accuracy by using a combination of
bootstrap and sequential sampling schemes. The optimal sample size required to
achieve a preassigned conﬁdence level is obtained using both two-stage and modiﬁed
two-stage sequential procedures. The procedure developed is also validated using
an extensive simulation study.
Keywords Bootstrapping; Capability index; Conﬁdence intervals; Two-stage
sequential procedures.
Mathematics Subject Classiﬁcation 62L12; 00A72.
1. Introduction
Some form of simple, easily understandable, and quantiﬁable capability indices
based on process speciﬁcation are often used to measure the capability of a
manufacturing process. In order to achieve continuous improvement of quality and
productivity, the use of process capability indices has become an important and
integrated part in the application of statistical process control. Process capability
indices such as CP , CPK , and CPM are well-known quality control techniques that
are widely used in industry. These indices produce simple quantitative measures to
express process capability that is a vital part of an overall quality improvement
program. The applications and merits of process capability indices have been
discussed comprehensively during recent years. Several authors, such as Chan et al.
(1998), Gunter (1989a,b,c,d), Kotz and Johnson (1993), and Sullivan (1984), cited
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1098 Dharmasena et al.
the advantages of applying process capability indices in industry as a tool of quality
control. An extensive list of references on process capability analysis and process
capability ratios can also be found in Kotz and Johnson (1993).
Let us consider a random sample X1     Xn of a quality characteristic X having
a distribution, not necessarily normal, with mean  and standard deviation  with
a target value T for the production process. Traditionally, if the distribution is
symmetric, T = USL+ LSL/2 where LSL and USL are respectively the lower and
upper speciﬁcation limits for the value of the measured quality characteristic X.
Process capability index CP is deﬁned as
CP =
USL− LSL
6
(1)
which simply measures the spread of the speciﬁcations relative to the Six Sigma
spread in the process. Here, the location of the process mean  relative to the
speciﬁcations is not taken into account. An alternative index CPK was introduced as
an adjustment of CP to take into account the effect of the process mean :
CPK = min
(
USL− 
3

 − LSL
3
)
 (2)
However, CPK is an unsuitable measure for centering process mean when  is small
as it depends inversely on  and CPK becomes large as  → 0. In that case, large
value of CPK does not give us information on the location of  in the interval
LSLUSL. As a result, CPM is introduced with a better approach to centering
process mean :
CPM =
USL− LSL
6
(3)
where 2 = EX − T2	 = 2 +  − T2. We remark that the above capability
indices are special cases of a general family of indices suggested by Vännman (1995)
and deﬁned as
Cpu v =
d − u − T 
3
√
2 + v − T2 (4)
where d = USL− LSL/2 and u v are two nonnegative parameters. Note that
Cp0 0 = Cp Cp1 0 = CPK and Cp0 1 = CPM , respectively.
An estimate ĈPMn of CPM is given by
ĈPMn =
USL− LSL
6
[
S2
(
1− 1
n
)
+ X − T2
]−1/2
(5)
where
X = 1
n
n∑
i=1
Xi
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Estimating Process Capability Index 1099
and
S2 = 1
n− 1
n∑
i=1
(
Xi −X
)2

In this article, we consider ĈPMn because its sampling distribution is well
documented (for more details, refer to Chan et al., 1998; Kotz and Johnson, 1993).
One question often arises: What sample size do we need to accept or reject a
product on the basis of ĈPMn falling within a certain range of values with some
pre-speciﬁed level of accuracy? This question falls naturally into the domain of
sequential procedures, which is useful if one wants to control the error of estimation
at some preassigned level. Sequential analysis has enriched statistics in general with
its many sophisticated probability and inferential techniques (refer to Ghosh et al.,
1997). In order to make a decision with a given level of uncertainty, it generally
requires a fewer number of items to be inspected when compared with other ﬁxed
sampling plans. In addition, a sequential procedure is often more powerful, as
well as a convenient and inexpensive method when cost is involved at each stage
of sampling.
We employ Stein two-stage and modiﬁed two-stage sequential procedures to
estimate the ﬁnal sample size N , a stopping time, required to obtain a ﬁxed-width
conﬁdence interval for CPM having length 2d >0 and coverage probability 1− 

where 0 < 
 < 1; i.e.,
Pr
(∣∣∣CPM − ĈPMn∣∣∣ < d) ≥ 1− 
 (6)
Nanthakumar and Selvavel (2003) and Nanthakumar and de Silva (2004),
discussed estimating CPM using purely sequential sampling rule and piecewise
sequential methodology. Both these procedures rely on normal approximation of
pivotal quantities. Hence, the accuracy of estimate depends heavily on how good
this approximation is. At the same time, we wish to avoid lengthy computations
that plague purely sequential procedure; therefore, we introduce a method that
combines bootstrap ideas with two-stage and modiﬁed two-stage sequential
procedures. Our objective is to highlight the advantage of using a bootstrap method
especially when it is difﬁcult to obtain the theoretical distribution of estimates of
unknown quantities. The modiﬁed two-stage sequential procedure, ﬁrst introduced
in Mukhopadhyay (1980) and further studied in Ghosh and Mukhopadhyay (1981),
is also used here in order to avoid oversampling which is inherent in Stein’s two-
stage sequential procedure.
The article is structured as follows. After this Introduction, Sec. 2 contains the
methodology for constructing ﬁxed-width conﬁdence intervals with a given coverage
probability using bootstrapping. Two-stage sequential procedures involving
bootstrap percentiles are discussed in Sec. 3. In Sec. 4, the performances of the
proposed two-stage and modiﬁed two-stage procedures for small to moderate
sample sizes are discussed and compared through an extensive simulation study.
The results are also compared to those obtained when the underlying variables are
normally distributed. Finally, the article is concluded in Sec. 5.
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1100 Dharmasena et al.
2. Bootstrap Sequential Sampling Procedure
Bootstrapping is a resampling technique that has an appealing nonparametric
approach for approximating sampling distribution of a statistic based on small to
moderate sample sizes. Efron (1982) explained and explored the bootstrap method
in detail. Let ˆ be an estimate of a parameter  based on a sample X1     Xn drawn
from unknown distribution F . The standard bootstrap technique is to estimate  by
sampling method but with the samples being drawn not from F itself but from the
empirical distribution function Fn of the observed data X1     Xn; i.e., by placing
a mass of 1
n
on each of X1     Xn. A sample from Fn is generated by successively
selecting uniformly with replacement from X1     Xn to construct a bootstrap
sample X∗1      X
∗
n . For each bootstrap sample, an estimator ˆ of  is calculated.
Since arbitrarily large numbers of bootstrap samples can be constructed,  can
easily be estimated to any reasonable required accuracy from the simulated samples
provided that n is reasonably large. All the members of drawn bootstrap samples
consist of the observations from the original sample and nearly every sample
will contain repeated values. Samples drawn from empirical distribution Fn in the
bootstrap simulations may exhibit some rather unusual properties as the empirical
distribution Fn is a discrete distribution. However Efron (1979) came up with the
idea of smoothed bootstrap as a modiﬁcation to the bootstrap procedure in order to
avoid bootstrap samples with these unusual properties. In a smoothed bootstrap, the
resampling is conducted not from the empirical distribution Fn but from a smoothed
version F̂n of Fn. Some properties of the smoothed bootstrap and also some insights
into circumstances when the smoothed bootstrap will give better results than the
standard bootstrap are described comprehensively by Silverman and Young (1987).
There are many ways in which this procedure could be of considerable assistance
in estimation of process capability index CPM and an application of interest to us is
the construction of conﬁdence interval for CPM .
Since Wald’s discovery of sequential probability ratio test (SPRT) in the 1940s,
the theoretical development of sequential analysis has made rapid advances. The
primary goal of estimation based on sequential analysis is to achieve a given
accuracy speciﬁed in (6) above by using the smallest possible sample sizes. Its key
element is a stopping rule that dictates whether to stop or continue the experiment
and a decision rule that tells what terminal action is to be taken after the experiment
has terminated. The decision to terminate the sampling procedure, in contrast to
a ﬁxed sampling procedure, depends entirely at each stage on the results of the
observations previously made.
In this article, our aim is to determine the optimal sample size n in estimating
CPM by ĈPMN with the error controlled at a preassigned level according to the
criterion (6). The proposed method employs a combination of both sequential and
bootstrap sampling, which we have given the nomenclature bootstrap sequential
sampling, and it does not assume that the quality characteristic X has a normal
distribution.
Consider the asymptotic properties of ĈPMn given in Subbaiah and Tamm
(1993) and Chan et al. (1990):
(i) E
(
ĈPMn
)
=
√
n− 1
n
(
1+ 3
4
)
CPM + On−2
(ii) Var
(
ĈPMn
)
= n− 1
2n
C2PM + On−2
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Estimating Process Capability Index 1101
(iii)
√
n
(
ĈPMn − CPM
)
→ N0  as n → 
where  = 22+2−T2	22+−T2	2 C2PM and  = n
2+−T2	2
22+2−T2	2 .
From the result (iii) for some constant  > 0 it follows that
√
n
(
ĈPMn − CPM
)
√

d−→ N0 1 (7)
as n → .
Observe that a ﬁxed-width 2d >0 conﬁdence interval takes the form Ind =
ĈPMn − d ĈPMn + d If  is known, then using asymptotic normality (7), we obtain
coverage probability
Pr
(
CPM ∈ Ind
) ≈ (√n

d
)
−
(
−
√
n

d
)
= 2
(√
n

d
)
− 1 (8)
where · is cumulative standard normal distribution function.
Suppose that we want to determine the smallest possible sample size n ≥ 1 such
that coverage probability reaches at least a given value 1− 
, 0 < 
 < 1. That is,
from (8) we want

(√
n

d
)
≥ 1− 

2
 (9)
This will be assured provided that n ≥1 is chosen so that
n ≥ nopt = 
(
−11− 
/2
d
)2
(10)
where −1· is the inverse cumulative standard normal distribution function.
This optimal sample size nopt is the minimum ﬁxed sample size needed to satisfy
PCPM ∈ Ind ≥ 1− 
 when  is known. However it is clear that we cannot calculate
nopt from (10) when  is unknown. In this article, a sequential procedure based on
Stein two-stage sequential procedure (Stein, 1945) is the method we turn to under
this circumstance. However, it involves estimating  from the initial sample of size
n0 where n0 > 1 is a ﬁxed integer. We estimate  by ˆ where ˆ = ˆ
2ˆ2+2x¯−T2	
2ˆ2+x¯−T2	2 Ĉ
2
PMn
and replace the left-hand side of (7) by
√
n
(
ĈPMn − CPM√
ˆ
)
 (11)
The next step of Stein’s two-stage sequential procedure requires the knowledge
of the distribution of (11), which is not always possible to ﬁnd. Here, we employ a
different approach using bootstrap ideas similar to those ﬁrst introduced in Aerts
and Gijbels (1993) and Swanepoel et al. (1984) for ﬁnding ﬁxed width conﬁdence
intervals for the sample mean and median.
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1102 Dharmasena et al.
Deﬁne
nx = Pr
(√
n
∣∣∣ĈPMn − CPM ∣∣∣ ≤ x) (12)
where n· is the cumulative distribution function of the symmetrized estimator√
n
∣∣∣ĈPMn − CPM ∣∣∣.
Now the optimal sample size nopt which ensures the interval Ind producing at
least coverage probability 1− 
 must satisfy
Pr
(∣∣∣ĈPMnopt − CPM ∣∣∣ ≤ d) ≥ 1− 

that is,
Pr
(√
nopt
∣∣∣ĈPMnopt − CPM ∣∣∣ ≤ √noptd) ≥ 1− 
 (13)
or
nopt
(√
noptd
)
≥ 1− 
 (14)
which implies
√
noptd ≥ nopt 

or
nopt ≥
(
nopt 

d
)2
(15)
where n
 is the 1− 
th quantile of the distribution function n·; that is,
nn
	 = 1− 
. We therefore estimate nopt by
nˆopt =
(
nopt 

d
)2
 (16)
Here we consider the case of symmetric two-sided bootstrap-type conﬁdence
intervals rather than equal-tailed intervals and the motivation behind using a
symmetrized version is Hall (1981), who showed that symmetric intervals have
better coverage accuracy than equal-tailed intervals. One of main objectives of
bootstrapping is to gain information on the distribution of an estimator. Thus, ﬁxed-
width conﬁdence bands for the process capability index CPM can also be derived
from using the percentiles of the bootstrap distribution. We suggest using bootstrap
critical point ∗nopt 
 based on smaller available sample X1 X2     Xn0 of size n0 <
nopt as a estimator of nopt , which is the only unknown quantity in (16).
Let X∗1  X
∗
2      X
∗
n0
be a bootstrap sample drawn from X1 X2     Xn0 with
replacement and Pr∗n0· its corresponding distribution; that is, the empirical
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Estimating Process Capability Index 1103
distribution based on the sample. Let Ĉ∗PMn0 be the bootstrap estimator of ĈPMn0
based on bootstrap sample X∗j 
n0
j=1 and
P̂r
∗ = Pr∗n0
(√
n0
∣∣∣Ĉ∗PMn0 − ĈPMn0 ∣∣∣ ≤ d) 
From the theory of bootstrapping (Shao and Tu, 1995), it follows that∣∣∣Pr (√n0CPM − ĈPMn0  ≤ d)− P̂r∗∣∣∣ → 0
as n0 →  and therefore P̂r
∗
can be used to approximate the coverage probability.
Deﬁne
U ∗i =
∣∣∣√n0 ([Ĉ∗PMn0]i − ĈPMn0)∣∣∣ (17)
where Ĉ∗PMn0 	i is the ith bootstrap estimate of ĈPMn0 based on the ith bootstrap
sample
[{
X∗j
}n0
j=1
]
i
for i = 1     nb and nb is the number of bootstrap samples. Using
bootstrap estimator (17) the bootstrap optimal sample size equivalent to (16) is
nˆ∗opt =
(
∗n0

d
)2
(18)
where ∗n0
 is the nb1− 
th largest value of U ∗1     U ∗nb and U ∗is are the
ordered values of U ∗i for i = 1     nb. (Here, x refers to the largest integer less
than or equal to x.) Based on bootstrap critical points ∗n0
 we can deﬁne stopping
rules of two-stage and modiﬁed two-stage sequential procedures in the next section.
3. Two-Stage Sequential Procedures
The two-stage sampling procedure was ﬁrst introduced by Stein (1945) as a device
for calculating the power of the Student’s t test, which is independent of the
unknown population variance. The latter was shown to be impossible for a ﬁxed
sample size Student’s t test by Dantzig (1940). The goal of a two-stage sequential
procedure is to determine an optimum sample size under a speciﬁed stopping rule
and an optimum decision rule that would meet certain desirable criterion, which
is the objective of the problem. Here we modify the two-stage procedure given in
Ghosh et al. (1997) to develop stopping rules for sampling, which is convenient
when making an estimation of process capability index CPM using ﬁxed-width
conﬁdence intervals with preassigned coverage probability.
The two stages of the proposed two-stage sequential procedure are
Stage 1: Take an initial sample X1 X2     Xn0 of size n0 >1 and compute
∗n0
 using bootstrap samples.
Stage 2: Calculate N ∗ and if N ∗ > n0 then sample N ∗ − n0 more observations
to obtain the ﬁnal sample
{
Xj
}N ∗
j=1 where
N ∗ = max
{
n0
⌊(
∗n0

d
)2⌋
+ 1
}
 (19)
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1104 Dharmasena et al.
Finally we use the observed sample x1     xN ∗ to compute the 2d-width conﬁdence
interval IN ∗d for CPM ; that is, IN ∗d = ĈPMN ∗ − d ĈPMN ∗ + d.
3.1. Modiﬁed Two-Stage Sequential Procedure
It is a well-known fact that Stein’s procedure oversamples; i.e., N ∗ is larger then nopt
deﬁned by (10). One of the causes of this problem, according to (19), is attributed to
the fact that for small values of d, large sample sizes would result at the second stage
of the two-stage procedure given a moderate size of n0. Furthermore, large sample
sizes result at the second stage when n0 is small since ˆ may be large compared to
. Mukhopadhyay (1980) introduced the modiﬁed two-stage sequential procedure
to deal with this problem in the case of density estimation. Our modiﬁed two-stage
procedure is proposed as follows:
Stage 1: The initial sample size n0 is determined using
n0 = max
{
2
⌊(
1− 
/2
d
)2⌋
+ 1
}
(20)
where 0 <  < 1 and use this to compute ∗n0
. Note that n0 will be large when d
is small and therefore  must be selected so as not to allow the initial sample size to
be too large but large enough to provide a reasonable bootstrap sample. The most
appropriate choice is achieved after a series of simulations using different values
of .
Stage 2: Compute N ∗ given by
N ∗ = max
{
n0
⌊(
∗n0

d
)2⌋
+ 1
}
 (21)
If N ∗ > n0 then we take further N ∗ − n0 observations; otherwise, no more
observations are required in the second stage. Finally, we use the observed sample
x1     xN ∗ to construct the 2d-width conﬁdence interval for CPM ; that is ĈPMN ∗ −
d ĈPMN ∗ + d.
4. Numerical Results
4.1. Simulation Study
In our simulation study, random samples of quality characteristics Xs are generated
from
• Normal distribution X ∼ N = 0  = 05
• Lognormal distribution X ∼ LN = 132  = 007.
The two choices reﬂect our desire to compare the results between a symmetric and a
skewed distribution. The interval widths chosen are d = 007 009 011 013 015.
We set USL− LSL = 6 and T = , making CPM = 1. The initial sample size n0 is
chosen to be 50 for a two-stage procedure and Eq. (20) is used to determine n0 in
the case of a modiﬁed two-stage procedure. The conﬁdence bands investigated are
for 
 = 010 and 
 = 005. The ﬁnal sample sizes required to estimate CPM for a
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Estimating Process Capability Index 1105
Table 1
Final sample size and empirical coverage of CPM for
X ∼ N = 0  = 5: 
 = 005
n0 d nopt n
∗ Sn∗ p˜ Sp˜ ĈPM SĈPM
Two-stage procedure
50 .07 392 434.2 1.52 .940 .0019 0.999 .003
50 .09 237 262.2 0.93 .941 .0019 0.999 .004
50 .11 159 175.6 0.60 .943 .0019 0.999 .005
50 .13 114 124.9 0.43 .946 .0019 0.998 .005
50 .15 85 94.1 0.33 .947 .0018 0.998 .006
Modiﬁed two-stage procedure
206 .07 392 398.1 0.67 .946 .0018 0.999 .003
138 .09 237 242.4 0.49 .947 .0018 0.999 .004
100 .11 159 164.2 0.38 .945 .0019 0.999 .005
76 .13 114 119.7 0.33 .951 .0018 0.999 .005
61 .15 85 91.7 0.28 .955 .0017 1.001 .006
given ﬁxed-width, 2d, are obtained from 15,000 =nsim replicate samples. From
simulations, the value of  decided for the modiﬁed two-stage procedure is 0.3. The
optimal sample sizes nopt (deﬁned by Eq. (10)) are listed in column 3 of Tables 1
and 2 for a conﬁdence level 1− 
 = 095 and 1− 
 = 090, respectively. The average
ﬁnal sample size n¯∗, coverage probabilities p˜, and average of estimated CPM , ĈPM
along with their respective standard errors Sn∗ , Sp˜ and SĈPM
are reported in Tables 1
and 2 for 
 = 005 and 
 = 010, respectively.
The following are further deﬁnitions of the parameters that head some of the
columns in the tables:
• nopt = Z2
/2d−2 where  = 12 in this case.• n∗ = 1
nsim
∑nsim
j=1 n
∗
j
Table 2
Final sample size and empirical coverage of CPM for X ∼ LN = 132  = 07
n0 d nopt n
∗ Sn∗ p˜ Sp˜ ĈPM SĈPM
Modiﬁed two-stage procedure 
 = 005
206 .07 392 403.4 0.71 .948 .003 0.999 .001
138 .09 237 246.9 0.52 .947 .003 0.999 .001
100 .11 159 167.0 0.41 .950 .002 0.998 .001
76 .13 114 121.1 0.34 .951 .002 0.998 .000
61 .15 85 92.6 0.29 .955 .002 0.999 .000
Modiﬁed two-stage procedure 
 = 010
156 .07 276 281.8 0.56 .897 .003 0.998 .001
104 .09 167 170.7 0.40 .898 .003 0.998 .001
75 .11 112 115.0 0.33 .899 .003 0.998 .000
58 .13 80 83.1 0.26 .902 .002 0.999 .000
46 .15 60 62.7 0.22 .913 .002 1.001 .001
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1106 Dharmasena et al.
Table 3
Final sample size and empirical coverage of CPM for X ∼ N = 0  = 5:

 = 010
n0 d nopt n
∗ Sn∗ p˜ Sp˜ ĈPM SĈPM
Two-stage procedure
50 .07 276 286.6 0.98 .885 .0026 0.999 .004
50 .09 167 172.5 0.58 .884 .0026 0.999 .005
50 .11 112 115.3 0.38 .887 .0026 0.998 .006
50 .13 80 82.2 0.27 .901 .0024 0.999 .006
50 .15 60 62.1 0.21 .919 .0022 1.003 .007
Modiﬁed two-stage procedure
156 .07 276 276.5 0.53 .889 .0026 0.998 .004
104 .09 167 168.9 0.39 .898 .0025 0.999 .005
75 .11 112 113.9 0.31 .901 .0024 0.999 .005
58 .13 80 82.2 0.26 .905 .0024 1.000 .006
46 .15 60 62.1 0.23 .912 .0023 1.002 .007
• Sn∗ =
{
1
nsim−1
∑nsim
j=1
(
n∗j − n∗
)2}1/2
where n∗j is the estimated ﬁnal sample size for jth simulated sample.
• p˜ = nCPM /nsim• Sp˜ =
√
p˜1− p˜/nsim
where nCPM is the number of conﬁdence intervals that contain CPM among number
of simulations nsim.
• ĈPM = 1nsim
∑nsim
j=1 ĈPMnj
• S
ĈPM
=
{
1
nsim−1
∑nsim
j=1
[
ĈPMnj − ĈPM
]2}1/2
where ĈPMnj is the jth simulated estimate of CPM .
As was discussed in Sec. 2, the standard approach of applying a normal
approximation in obtaining coverage probabilities is hampered by the lack of
knowledge of some key parameters and hence we have used symmetric bootstrap
conﬁdence intervals here. From Tables 1 and 3, almost all n∗ values under a
modiﬁed two-stage procedure are lower than those of a two-stage procedure but
are slightly higher than their corresponding optimum sample sizes nopt. Coverage
probabilities p˜ of both two-stage and modiﬁed two-stage procedures are close
or above the preset conﬁdence levels 95 and 90%. ĈPM is very close to the true
value CPM = 10. Furthermore, the comparatively small values of the standard
errors of the estimates, relative to their average values, indicate the high level of
accuracy achieved by both two-stage procedures. Therefore, the bootstrap approach
performs reasonably well for a wide range of sample sizes corresponding to different
prescribed length d.
Figure 1 reﬂects the amount of oversampling %Over, which is calculated
by n∗ − nopt/nopt	100% for both two-stage and modiﬁed two-stage sequential
procedures for each coverage probability. Both procedures are oversampling, but
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Figure 1. Oversampling % vs. half-width of the interval d (x = two-stage,  = modiﬁed
two-stage).
the modiﬁed two-stage procedure shows less oversampling compared to the two-
stage sequential procedure. However, the amount of oversampling %Over in the
modiﬁed two-stage procedure increases with increasing d. This is due to the fact
that by Eq. (20), n0 will be small for large d, and we are in a similar situation to
Stein’s two-stage procedure, which, as have seen, tends to oversample.
Table 2 summarizes the ﬁnal sample sizes and coverage probabilities when data
of quality characteristic X are generated from a lognormal distribution, which is
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positively skewed in contrast to normal distribution. From the table, it can be
seen that irrespective of whether samples were generated from symmetric or skewed
distribution, the modiﬁed two-stage sequential procedure produces ﬁnal sample sizes
that are very close to their respective optimal sample sizes and coverage probabilities
that are close or just above the preset conﬁdence coefﬁcients.
From a practical point of view, our main objective is to ensure that the ﬁnal
sample size, n∗, is as close as possible to the optimal sample size, nopt, with a
reasonable coverage probability. In addition, the estimated ĈPM values should be
close to the true CPM value. From the results obtained, we may conclude that the
goal of this simulation exercise is satisﬁed. In the next section, we compare our
simulation results with results in the case where the coverage probability is known
exactly.
4.2. Comparison with Exact Results: Normal Case
When the quality characteristic X has a normal distribution with mean  and
variance 2, Vännman (1997) has derived the distribution of Ĉpu v, the estimator
of the family of capability indices Cpu v deﬁned by (4), where  and 
2 have been
replaced by their maximum likelihood estimators X and n−1
n
S2, respectively. From
this general result (refer to the Appendix of Castagliola and Vännman, 2008), the
cumulative distribution of ĈPMn is deduced as
Fx =

0 if x ≤ 0
1−
∫ L
0
F2L
2 − y2hydy if x ≥ 0
where L =
√
nUSL−T
3x  F2x refers to the cumulative distribution function of the
central chi-squared distribution with n− 1 degrees of freedom and
hy = 
(
−y −  − T

√
n
)
− 
(
y −  − T

√
n
)
where  is the probability density function of the standard normal random
variable.
Using Fx we can obtain the minimum value of n satisfying Pr
[∣∣ĈPMn − 1∣∣ <
d
]
> 1− 
. In Table 4, the minimal sample sizes n∗ and coverage probabilities
 = Pr[∣∣ĈPMn∗ − 1∣∣ < d] are obtained for d = 07 009 011 013 015 and 
 =
005 010. On comparing between relevant values in the tables, it is seen that the
average ﬁnal sample sizes using the two sequential procedures are close to the
corresponding results in the normal case. This is markedly so in case of the modiﬁed
two-stage sequential procedure, even for skewed distribution such as the lognormal
distribution. The efﬁciency of the modiﬁed two-stage procedure as a sequential
procedure has been noted and commented upon by several authors, and this has
been summarized in a recent monograph by Mukhopadhyay and de Silva (2009).
5. Summary
In this article, we present a method based on a combination of bootstrap and
sequential methodologies in obtaining a ﬁxed-width conﬁdence interval for the
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Table 4
Minimum sample size and coverage probabilities
for the normal variable case

 = 005 
 = 010
d n∗  d n∗ 
0.07 397 0.9501 0.07 279 0.9004
0.09 242 0.9501 0.09 170 0.9007
0.11 164 0.9504 0.11 115 0.9013
0.13 119 0.9506 0.13 83 0.9012
0.15 91 0.9510 0.15 63 0.9013
well-known process capability index CPM when the underlying distribution of the
quality characteristic is unknown. This approach provides an efﬁcient and viable
alternative to the conventional method based on using asymptotic theory, which
is unfortunately constrained by the requirement of having to know the values of
the parameters of the underlying distribution. Here, we apply bootstrapping to
obtain bootstrap conﬁdence intervals based on a ﬁxed initial sample size and then
improve on this by employing two-stage sequential procedures to determine the ﬁnal
optimal sample size that is required in producing an interval with a preassigned
conﬁdence level. An extensive simulation study is undertaken to compare the
performances between the two sequential procedures and the results show close
agreement between simulation and theory.
There are many quantitative measures of process capability that are used by
quality control practitioners to assess the variability of process outcomes against
their speciﬁcations. The method outlined in this article would enable them to
determine the appropriate sample sizes that are required in order to achieve a
required level of accuracy between their estimated capability indices and the true
but unknown values.
Finally, there is much scope in extending and generalizing the present work.
For example, one could extend the method proposed to multivariate quality
characteristics and to assess how this method performs with respect to coverage
probabilities and sample sizes. This will certainly extend the range of applicability
of the method proposed in this article.
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