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In 1987, Lova´sz conjectured that every brick G different from K4, C¯6, and the
Petersen graph has an edge e such that G−e is a matching covered graph with
exactly one brick. Lova´sz and Vempala announced a proof of this conjecture
in 1994. Their paper is under preparation. In this paper and its sequel (M. H.
de Carvalho, C. L. Lucchesi, and U. S. R. Murty, 2002, J. Combin. Theory Ser. B
85, 137–180) we present a proof of this conjecture. We shall in fact prove that if G
is a brick different from K4, C¯6, R8 that does not have the Petersen graph as its
underlying simple graph, then it has two edges e and f such that both G−e and
G−f are matching covered graphs with exactly one brick, with the additional
property that, in each case, the underlying simple graph of that one brick is differ-
ent from the Petersen graph. A cut C of a matching covered graph G is a separating
cut if the two C-contractions of G are matching covered. In this paper, we intro-
duce the notion of the characteristic of a separating cut in a matching covered
graph and establish some basic properties. We use those properties to first prove
our theorem for solid bricks, that is, bricks which do not have any nontrivial
separating cuts. The proof of the theorem for nonsolid bricks will be presented in
the sequel. © 2002 Elsevier Science (USA)
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1. INTRODUCTION
The study of matching covered graphs originated in the works of Kotzig
and Lova´sz and developed into a beautiful theory, mainly through the
efforts of Lova´sz and his coworkers. Figure 1 depicts four important
matching covered graphs: K4, C6, R8, and the Petersen graph.
The matching lattice of a matching covered graph is the lattice generated
by the set of incidence vectors of perfect matchings of the graph. The
crowning achievement of this theory is the characterization of the matching
lattice by Lova´sz in 1987 [9].
Let G be a matching covered graph. If w is a vector in ZE(G) and v is a
vertex of G, then w(N(v)) :=;e ¥ N(v) w(e), where N(v) is the set of all edges
incident with v. A necessary condition for a vector w in ZE(G) to belong to
the matching lattice of G is that w(N(u))=w(N(v)), for any two vertices u
and v of G. The hard part of Lova´sz’s characterization of the matching
lattice is the following theorem:
Theorem 1.1. Let G be a matching covered graph with one brick, where
the underlying simple graph of that one brick is different from the Petersen
graph. Then, a vector w in ZE(G) belongs to the matching lattice of G if, and
only if, w(N(u))=w(N(v)), for any two vertices u and v of G.
FIG. 1. Four important matching covered graphs.
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Motivated by the above Theorem, Lova´sz proposed the following
conjecture in 1987 [9]:
Conjecture 1. Every brick different from K4, C¯6, and the Petersen
graph has an edge whose deletion yields a matching covered graph with
exactly one brick.
He noted that the proof of Theorem 1.1 could be simplified significantly
if the above conjecture were true.
If G is a matching covered graph, then b(G) and p(G) denote, respec-
tively, the number of bricks of G and the number of bricks of G whose
underlying simple graphs are isomorphic to the Petersen graph. Using his
characterization of the matching lattice, Lova´sz [9] proved the following
theorem.
Theorem 1.2. The dimension of the linear space over GF(2) gener-
ated by the incidence vectors of perfect matchings of G is |E|− |V|+2−
(b(G)+p(G)).
Naddef and Pulleyblank [13] observed that if D=(G1, G2, ..., Gr=G) is
an ear decomposition of a matching covered graph G, then one can asso-
ciate with D a set of r perfect matchings whose incidence vectors are
linearly independent over GF(2). If D has d double ears, then a simple
counting argument shows that r=|E|− |V|+2−d. Thus it follows from
Theorem 1.2 that every ear decomposition of G has at least (b(G)+p(G))
double ears. (This bound can also be derived more directly.) This led
Carvalho and Lucchesi to the following conjecture:
Conjecture 2. The least number of double ears an ear decomposition of
a matching covered graph G may have is b(G)+p(G).
In particular, the above conjecture says that if G is a brick whose
underlying simple graph is different from the Petersen graph, then G has an
ear decomposition with exactly one double ear. (This was mentioned as a
problem in [13] by Naddef and Pulleyblank.) An attempt to resolve this
special case of Conjecture 2 led Carvalho and Lucchesi to the following
conjecture in 1993:
Conjecture 3. Every brick different from K4 and C¯6 and not having the
Petersen graph as its underlying simple graph has an edge whose deletion
yields a matching covered graph with exactly one brick, with the additional
property that the underlying simple graph of that one brick is different
from the Petersen graph.
Conjectures 1 and 3 turn out to be equivalent, and their validity is
adequate for establishing that every brick whose underlying simple graph is
different from the Petersen graph has an ear decomposition with exactly
one double ear. However, in trying to obtain optimal ear decompositions
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of matching covered graphs from those of bricks and braces, Carvalho and
Lucchesi were led to the following conjecture:
Conjecture 4. In every brick G whose underlying simple graph is not
the Petersen graph, there exist two subsets Q1 and Q2 of E(G) such that,
for i=1, 2, |Qi |=1 or 2, and
— if |Qi |=1, say Qi={e}, then G−e is a matching covered graph
with exactly one brick, with the additional property that the underlying
simple graph of that one brick is different from the Petersen graph,
— if |Qi |=2, then G−Qi is a bipartite matching covered graph; that
is, Qi is a removable doubleton of G.
Let G, different from K4, C¯6, and R8, be a brick with a removable
doubleton R. Then, a recent result of Lova´sz and Vempala [11] implies
that the bipartite graph G−R has two disjoint edges e and f such that
both G−e and G−f are matching covered, and, furthermore, that each of
the graphs G−e and G−f have exactly one brick. Using this result, it is
possible to show that Conjecture 4 is equivalent to the following:
Conjecture 5. Every brick G different from K4, C¯6, and R8 and not
having the Petersen graph as its underlying simple graph has two edges e
and f such that both G−e and G−f are matching covered graphs with
exactly one brick, with the additional property that, in each case, the
underlying simple graph of that one brick is different from the Petersen
graph.
Clearly, Conjecture 5 implies the following generalization of Conjec-
ture 1, which, remarkably, is equivalent to Conjecture 5.
Conjecture 6. Every brick different from K4, C¯6, R8, and the Petersen
graph has two edges such that the deletion of either of them results in a
matching covered graph with just one brick.
In 1994, Lova´sz and Vempala announced [10] a proof of Conjecture 1.
Their paper is under preparation. Carvalho’s Ph.D. thesis [1], written
under the supervision of C. Lucchesi and submitted to the University of
Campinas, Brazil, in December 1996, contains a proof of Conjecture 3. In a
version of this paper and its sequel, submitted for publication in 1998, we
presented a revised version of that proof. But we have discovered that
similar techniques to those we used for proving Conjecture 3 could be used
to obtain a proof of Conjecture 6. In these papers we present that proof.
Our proof relies on establishing an interesting new property of the
Petersen graph, which in turn involves the notion of the characteristic of a
brick. An odd cut C of a brick G is a separating cut of the brick if the two
C-contractions of G are matching covered. If C is nontrivial, then, since
bricks do not have any nontrivial tight cuts, there must exist at least one
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perfect matching ofGwhichmeetsC in more than one edge, and we define the
characteristic of C to be the smallest odd integer l(C) such that
l(C)=min |M 5 C|, where the minimum is taken over all perfect
matchings M of G which meet C in more than one edge. Not all bricks
have nontrivial separating cuts; we refer to those which do not have non-
trivial separating cuts as solid bricks. For example, odd wheels are solid
bricks. If G is a nonsolid brick, then the characteristic l(G) of G is the
smallest odd integer for which there is a nontrivial separating cut C of G
with l(C)=l(G). For example, the characteristic of the triangular prism is
three and the characteristic of the Petersen graph is five. The property of
the Petersen graph that we establish is that the only nonsolid simple brick
of characteristic greater than three is the Petersen graph.
Carvalho has used the main theorem in his thesis to provide answers to
several long-standing problems. For example, for each matching covered
graph, he has determined the minimum number of double ears needed in
an ear decomposition of the graph and has established the existence of a
basis for its matching lattice consisting of incidence vectors of perfect
matchings. These results will be presented in a separate paper [5]. Various
other results from Carvalho’s thesis pertaining to matching covered graphs
appear in [3].
2. BASIC NOTIONS
The graphs we consider in this paper may have multiple edges, but no
loops. An edge e=uv in a graph G is a multiple edge if G has more than
one edge joining u and v. In this section, we review briefly some of the
important notions used in this paper. For a history of the theory of match-
ing covered graphs, and for notation and terminology not defined here, we
refer the reader to [8, 9, 12]. All the notions in this section, except for the
notion of a separating cut and its characteristic, appear in the seminal work
of Lova´sz [8].
2.1. Theorems of Hall and Tutte
The basic problem in matching theory is the determination of necessary
and sufficient conditions for a graph to have a perfect matching. This
problem was solved for bipartite graphs by Hall in 1935 and, in general, by
Tutte in 1947. We state below the well-known theorems of Hall and Tutte
in the notation that is used in this paper.
Theorem 2.1 (Hall, see [8]). A graph G with bipartition (A, B) has a
perfect matching if, and only if, |A|=|B| and, for every subset X of B,
|I(G−X)| [ |X|, where I(G−X) denotes the set of isolated vertices of
G−X.
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Theorem 2.2 (Tutte, see [8]). A graph G has a perfect matching if, and
only if, for every subset X of V, Codd(G−X) [ |X|, where Codd(G−X)
denotes the number of odd components of G−X.
2.2. Matching Covered Graphs
An edge e in a graph G is admissible in G, if there is some perfect match-
ing M of G such that e ¥M. A nontrivial connected graph in which every
edge is admissible is called a matching covered graph. Using Tutte’s
theorem, it is possible to show that every 2-edge-connected cubic graph is a
matching covered graph. Four cubic graphs, K4, C¯6, R8, and the Petersen
graph, see Fig. 1, play special roles in this theory.4
4 The graphs K4, C¯6, and R8 are the first three members of an interesting family of cubic
matching covered graphs discovered by Carvalho and Lucchesi [6]. This family of graphs is
obtained by sequentially splicing K4’s together.
From Hall’s theorem it is easy to deduce the following properties of
bipartite graphs:
Theorem 2.3. An edge e of a bipartite graph G with bipartition (A, B)
that has a perfect matching is nonadmissible if, and only if, there exists a
partition (AŒ, Aœ) of A and a partition (BŒ, Bœ) of B such that |AŒ|=|BŒ|,
edge e joins a vertex of Aœ to a vertex of BŒ, but no edge of G joins some
vertex of AŒ to some vertex of Bœ.
Corollary 2.4. A bipartite graph G with bipartition (A, B) that has a
perfect matching is matching covered if, and only if, for every nontrivial par-
tition (AŒ, Aœ) of A and every partition (BŒ, Bœ) of B such that |AŒ|=|BŒ|, at
least one edge of G joins some vertex of AŒ to some vertex of Bœ.
2.3. Cuts and Cut-Contractions
Let G be a graph. Then, for any subset S of V, C=NG(S) (or simply
C=N(S)) denotes the (edge-) cut of G with S and S¯=V−S as its shores ;
in other words, N(S) is the set of all edges of G which have precisely one
end in S. Then, the graph obtained from G by contracting S¯ to a single
vertex s¯ is denoted by G{S; s¯} and the graph obtained from G by contract-
ing S to a single vertex s is denoted by G{S¯; s}. We shall refer to these two
graphs G{S; s¯} and G{S¯; s} as the C-contractions of G. If the names of the
new vertices in the C-contractions are irrelevant, we shall simply denote
them by G{S} and G{S¯}. Observe that this notation is similar to the nota-
tion G[S] used for the subgraph of G induced by S ; G{S; s¯} is the
subgraph induced by S, together with a new vertex s¯ such that each edge in
NG(S) joins its end in S to the vertex s¯.
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A cut C is trivial if either of its shores is a singleton. A cut C is odd (even)
if both its shores have odd (even) cardinality. If |V| is even, then every cut
C is either odd or even, and if C is odd (even), then |C 5M| is odd (even)
for every perfect matchingM of G.
2.4. Barriers
Let G be a graph with a perfect matching. Then, a subset B of V is a
barrier of G if Codd(G−B)=|B|. Clearly, the empty subset of V is a barrier
of G. But, henceforth, by a barrier we shall mean a nonnull barrier. All
singleton subsets of V are barriers of G. We shall refer to such barriers as
trivial barriers. We remark that for any (nonnull) barrier B of a matching
covered graph G, each component of G−B is odd.
A graph G is critical if, for any vertex v of G, the subgraph G−v has a
perfect matching.
The next result is an immediate consequence of Tutte’s theorem.
Corollary 2.5 (See [12]). Let G be a graph which has a perfect
matching. Then the following properties hold:
(i) An edge e of G is admissible if, and only if, there is no barrier
which contains both ends of e.
(ii) For each maximal barrier B of G, all components of G−B are
critical.
A matching covered graph G is bicritical if, for any u, v ¥ V, u ] v, the
graph G−{u, v} has a perfect matching. Equivalently, a matching covered
graph G is bicritical if all its maximal barriers are singletons.
The following theorem characterizes the maximal barriers of a matching
covered graph.
Theorem 2.6 (See [8]). Let G be a matching covered graph, and let ’
denote the binary relation on V where u ’ v if G−{u, v} has no perfect
matching. Then, the relation ’ is an equivalence relation on V and the
equivalence classes are precisely the maximal barriers of G.
The partition of V into maximal barriers is called the canonical partition of G.
Lemma 2.7. Let G be a graph that has a perfect matching. Let
C :=N(X) be an odd cut of G. Let GŒ :=G{X; x¯} be a C-contraction of G.
Then, each barrier B of GŒ that does not contain vertex x¯ is a barrier of G.
Let J be the component of GŒ−B that contains vertex x¯. Then, the compo-
nents of G−B are the components of GŒ−B which are distinct from J, plus
the components of G[(V(J)− x¯) 2 X¯].
Proof. Let B denote a barrier of GŒ that does not contain vertex x¯.
Then, vertex x¯ lies in some component, say J, of GŒ−B. Let Y :=
(V(J)− x¯) 2 X¯.
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Let n denote the number of odd components of G−B and let nŒ denote
the number of odd components of GŒ−B. Every component of GŒ−B dis-
tinct from J is a component of G−B. Therefore, the components of G−B
are the components of GŒ−B distinct from J, plus the components of
G[Y]. The parity of the number of odd components of G[Y] is equal to
the parity of J, because [X¯] is odd. Therefore, n \ nŒ=|B|. By hypothesis,
graph G has a perfect matching, whence n [ |B|. We conclude that n=|B|.
Therefore, B is a barrier of G, as asserted. L
The next result states a simple but important property of maximal
barriers.
Lemma 2.8. Let G be a graph, M a perfect matching of G, and B a
maximal barrier of G. Let K be any component of G−B and let GK denote
G{V(K); v}. Then, K is odd, M 5 E(GK) is a perfect matching of GK,
and vertex v does not lie in any nontrivial barrier of GK. Moreover, every
nontrivial barrier of GK is a (nontrivial) barrier of G.
Proof. The maximality of B implies that every component of G−B is
odd, for if L is any even component of G−B and w is any vertex of L, then
B 2 {w} is a barrier of G.
Clearly,M has precisely one edge in N(V(L)), for each (odd) component
L of G−B. Therefore,M 5 E(GK) is a perfect matching of GK.
Let BŒ denote any barrier of GK that contains vertex v. Then, set
B 2 (BŒ−v) is a barrier of G. The maximality of B implies that BŒ is the
singleton containing just vertex v. This conclusion holds for each barrier BŒ
of GK that contains vertex v. In other words, no nontrivial barrier of GK
contains vertex v.
Let BŒ denote any nontrivial barrier of GK. Vertex v does not lie in BŒ.
Therefore, vertex v lies in some component of GK−BŒ. By Lemma 2.7, BŒ is
a barrier of G, as asserted. L
FIG. 2. Barrier cuts and 2-separations cuts. (a) A barrier cut N(V(H)) associated with a
barrier B. (b) Two 2-separation cuts associated with a 2-separation {u, v}
.
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2.5. Tight Cuts
Let G be a matching covered graph. Then, a cut C=N(S) is a tight
cut of G if |C 5M|=1 for every perfect matching M of G. The two
C-contractions of a matching covered graph with respect to a tight cut C
are also matching covered. Thus, given any matching covered graph G, and
a nontrivial tight cut C in G, we can obtain two smaller matching covered
graphs G1 and G2 which are the two C-contractions of G. Moreover, infer-
ences can be made about properties of G based on the properties of G1 and
G2. For example, a vector w is in the matching lattice of G if, and only if,
the restrictions of w to E(G1) and E(G2) are in the matching lattices of G1
and G2, respectively.
In any matching covered graph G, cut N(v) is tight, for any vertex v. All
such cuts are trivial. A matching covered graph G may not have any non-
trivial tight cuts. There are two types of tight cuts, known as barrier cuts
and 2-separation cuts, which play important roles in the subject. They are
defined below:
Barrier cuts: We recall that for any (nonnull) barrier B of a matching
covered graph G, each component of G−B is odd. Thus, for any nontrivial
barrier B of G and any nontrivial component H of G−B, cut N(V(H)) is
nontrivial and tight. Such a cut is called a barrier cut. (See Fig. 2a.)
Note that a bicritical graph cannot have a barrier cut.
2-Separation cuts: By a 2-separation of G we mean a 2-vertex cut of G
that is not a barrier. Let {u, v} be a 2-separation of G. Then, all compo-
nents of G−{u, v} are even. Write G as the union of G1 and G2 in the usual
manner. Then N(V(G1)−u) and N(V(G1)−v) are both tight cuts in G. Such
cuts are referred to as 2-separation cuts. (See Fig. 2b.)
The two C-contractions of a bicritical graph G with respect to a
2-separation cut C of G are both bicritical.
A matching covered graph may have tight cuts which are not of the
above two types. However, the following deep theorem shows the impor-
tance of the above types of tight cuts.
Theorem 2.9 (See [8, 15]). If a matching covered graph has a nontrivial
tight cut, then it has either a barrier cut or a 2-separation cut.
2.6. Bricks and Braces
A brick is a 3-connected bicritical graph. Using Tutte’s theorem it can be
shown that every nonbipartite cubic graph in which all nontrivial cuts have
cardinality at least four is a brick. Bicritical graphs do not have any barrier
cuts and 3-connected graphs do not have 2-separation cuts. Thus, in view
of the above theorem, bricks do not have nontrivial tight cuts.
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Let G be a bipartite matching covered graph with bipartition (A, B), let
(A1, A2) be a partition of A into nonempty sets A1 and A2, and let (B1, B2)
be a partition of B into nonempty sets B1 and B2, such that |A1 |=|B1 |+1,
|B2 |=|A2 |+1, and there are no edges of G linking B1 with A2. Then, the
cut N(A1 2 B1) is a nontrivial tight cut of G. In fact, every tight cut in a
bipartite matching covered graph must be of this form.
A bipartite matching covered graph G with bipartition (A, B) is called a
brace if, for any two distinct vertices u1 and u2 of A and any two distinct
vertices v1 and v2 of B, the graph G−{u1, u2, v1, v2} has a perfect matching.
It can be shown that braces do not have nontrivial tight cuts.
Theorem 2.10 (See [9]). A matching covered graph has no nontrivial
tight cuts if, and only if, it is either a brick or a brace.
2.7. Uncrossing
The next assertion states a well-known relation of submodularity involving
two cuts of a graph.
Lemma 2.11. For any graph G and any two subsets X and Y of V(G) the
following equality holds,
|N(X)|+|N(Y)|=|N(X 5 Y)|+|N(X¯ 5 Y¯)|+2 |N(X 5 Y¯, X¯ 5 Y)|,
where N(X 5 Y¯, X¯ 5 Y) is the set of those edges of G that connect X 5 Y¯ to
X¯ 5 Y.
The following theorem is an important tool in proving theorems
concerning matching covered graphs.
Theorem 2.12 (See [8]). Let G be a matching covered graph and let
N(X) and N(Y) be two tight cuts such that |X 5 Y| is odd. Then N(X 5 Y)
and N(X¯ 5 Y¯) are also tight. Furthermore, no edge connects X 5 Y¯ to
X¯ 5 Y.
Proof. LetM be any perfect matching of G. For each subset Z of V(G),
denote by NM(Z) the intersectionM 5 N(Z). By Lemma 2.11,
1+1=|NM(X)|+|NM(Y)|
=|NM(X 5 Y)|+|NM(X¯ 5 Y¯)|+2 |NM(X 5 Y¯, X¯ 5 Y)| \ 1+1+0,
whence equality holds throughout, for any perfect matchingM of G. Thus,
each of N(X 5 Y) and N(X¯ 5 Y¯) is tight. Moreover, no edge ofM connects
X 5 Y¯ to X¯ 5 Y. Graph G is matching covered; therefore every edge lies in
some perfect matching of G. We conclude that no edge of G connects
X 5 Y¯ to X¯ 5 Y. L
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Two cuts N(X) and N(Y) are said to cross if the four sets X 5 Y, X 5 Y¯,
X¯ 5 Y, and X¯ 5 Y¯ are all nonempty. The above theorem says that, given
any pair of crossing tight cuts, one can uncross them and obtain two other
tight cuts which do not cross. This uncrossing procedure is essential to
many proofs in this theory.
2.8. Tight Cut Decomposition
Let G be a matching covered graph, and let C=N(X) be a nontrivial
tight cut of G. Then, as already noted, the two C-contractions G1 and G2 of
G are also matching covered. If either G1 or G2 has a nontrivial tight cut,
we can take its cut-contractions, in the same manner as above, and obtain
smaller matching covered graphs. Thus, given any matching covered graph
G, by repeatedly applying cut-contractions with respect to tight cuts,
we can obtain a list of graphs which do not have nontrivial tight cuts
(bricks and braces). This procedure is known as the tight cut decomposition
procedure.
Theorem 2.13 (See [9]). The results of any two applications of the tight
cut decomposition procedure on a matching covered graph G are the same list
of bricks and braces except possibly for the multiplicities of edges.
In particular, the numbers of bricks and braces resulting from a tight cut
decomposition of a matching covered graph G is independent of the tight
cut decomposition; we shall call these the numbers of bricks and braces of
G respectively. We shall let b(G) denote the number of bricks of G. The
number of bricks of G whose underlying simple graphs are Petersen graphs
is also an invariant of G ; we shall denote it by p(G). The numbers b(G)
and (b+p)(G)=b(G)+p(G) play important roles in our papers.
Note that b(G)=0 if, and only if, G is bipartite, and b(G)=1 if, and
only if, for every tight cut C of G one of the C-contractions of G is bipar-
tite and the other C-contraction has exactly one brick. We shall refer to a
matching covered graph G with b(G)=1 as a near-brick. Many useful
properties that bricks satisfy are quite often satisfied more generally by
near-bricks. Furthermore, for proving theorems concerning bricks, it is
often convenient to consider the wider class of near-bricks. We end this
section with the following characterization of near-bricks, which is an easy
consequence of Theorem 2.13.
Corollary 2.14. A matching covered graph G is a near-brick if, and
only if, for each (possibly trivial) tight cut C of G, precisely one of the
C-contractions of G is bipartite.
2.9. A Dependence Relation
Let G be a matching covered graph, and let e and f be any two edges of
G. Then we say that e depends on f, or that e implies f, if every perfect
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matching that contains e also contains f. (Equivalently, e depends on f if e
is not admissible in G−f.) We write eS f to indicate that e depends on f.
Clearly, S is reflexive and transitive.
Two edges e and f are mutually dependent if eS f and fS e. In this
case we write eZ f. Clearly Z is an equivalence relation on E(G). In
general, an equivalence class can be arbitrarily large. However, in a brick,
equivalence classes have cardinality at most two (see Lemma 2.15).
It is convenient to visualize S in terms of the digraph it defines on the
set of edges of G. By identifying the vertices in the equivalence classes in
this digraph, we obtain the digraph D(G) representing the dependence
relation (S) on the set of equivalence classes. Clearly D(G) is acyclic. The
sources in this D(G) are called minimal classes. (See Fig. 3.) Let e be an
edge of G ; then we shall denote the equivalence class containing e by [e].
Given an edge e of G, consider the subdigraph of D(G) induced by the set
of all equivalence classes [f] such that fS e. Then, a minimal class in this
subdigraph of D(G) is clearly a minimal class in D(G) itself; it is said to be
induced by e.
If Q is a minimal class, then every edge not in Q is admissible in G−Q.
Thus, if G−Q is connected, then G−Q is matching covered. If this is the
case, then we say that Q is a removable class. In particular, if a singleton
{e} is a removable class, then we refer to e as a removable edge. The equiv-
alence classes in a brick have the following attractive properties:
FIG. 3. A graph and its dependence digraph.
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Lemma 2.15 (See [3]). Let G be a brick and let Q be a minimal equiva-
lence class of G. Then, |Q| [ 2, and G−Q is matching covered. Moreover, if
|Q|=2, say Q={e, f}, then G−e−f is bipartite, with both parts of the
bipartition having equal cardinality, both ends of e lie in one part of the
bipartition, and both ends of f lie in the other part of the bipartition.
A pair {e, f} of edges in a brick G is a removable doubleton if G−{e, f}
is a bipartite matching covered graph. From the above theorem it follows
that every removable class in a brick is either a removable edge or a
removable doubleton.
Two distinct equivalence classes of the dependence relation on a match-
ing covered graph G are mutually exclusive if no perfect matching contains
edges in both classes. Using Lemma 2.15, we proved in [3] the following
statement:
Theorem 2.16. If a brick G has three mutually exclusive removable
doubletons then either G is K4 or its underlying simple graph is C6.
2.9.1. The monotonicity of b. The following simple theorem shows that
the function b is monotonic under deletion of removable edges.
Theorem 2.17. Let G be a matching covered graphs and let e be a
removable edge of G. Then b(G−e) \ b(G).
Proof. By induction on the number of edges. If G is bipartite, in par-
ticular, if G is a brace, then b(G−e)=b(G)=0, and the required inequal-
ity holds. If G is a brick, then G−e cannot be bipartite, and so b(G−e) \
1=b(G), and the required inequality holds.
Thus, we may assume that G is neither a brace nor a brick. In this case,
by Theorem 2.10, G has a nontrivial tight cut, say C, and let G1 and G2
denote the two C-contractions of G. Clearly, G1−e and G2−e are the two
(C−e)-contractions of G−e. Moreover, C−e is tight in G−e. By the
induction hypothesis,
b(G−e)=b(G1−e)+b(G2−e) \ b(G1)+b(G2)=b(G),
and the asserted inequality holds. L
The following important corollary can be deduced easily from the
monotonicity of function b. It is a generalization of the trivial fact that if
we add an edge to a brick, joining two vertices in the brick, then the graph
we obtain is a brick.
Corollary 2.18. If G is a near-brick, and e is an edge such that G+e is
matching covered, then G+e is also a near-brick.
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2.10. Separating Cuts and Their Characteristic
Let G be a matching covered graph. A cut C is a separating cut of G if
both C-contractions of G are matching covered. A separating cut C is
strictly separating if each C-contraction of G is nonbipartite. The following
lemma provides a useful characterization of separating cuts in a matching
covered graph.
Lemma 2.19. Let G be a matching covered graph. A cut C of G is
separating if, and only if, for each edge e of G, there exists a perfect matching
that contains e and just one edge in C.
Thus, tight cuts are separating cuts. But, in general, a separating cut
need not be a tight cut. For example, bricks do not have nontrivial tight
cuts, but they may have nontrivial separating cuts. In case of bipartite
graphs, however, every separating cut is a tight cut. This is a consequence
of the following simple lemma.
Lemma 2.20. Let S be a shore of a cut C in a graph G such that the
subgraph G[S] of G spanned by S has a bipartition, say, (A, B). Let CA and
CB denote the set of edges of C that have one end in A, or in B, respectively.
For each perfect matchingM of G, |M 5 CA |− |M 5 CB |=|A|− |B|.
It follows that if C :=N(S) is separating and G[S] is bipartite, then
G{S} is also bipartite and C is tight. In particular, for bipartite matching
covered graphs G with bipartition (A, B), the tight cuts C are precisely
those cuts whose shores S satisfy the equality |S 5 A|− |S 5 B|=±1 and all
edges of C are incident to whichever of S 5 A or S 5 B is the largest.
Corollary 2.21. For any matching covered graph G and any separating
cut C of G, if the subgraph of G spanned by one of the shores of C is bipartite
then cut C is tight in G.
Corollary 2.22. A cut in a bipartite matching covered graph is tight if,
and only if, it is separating.
A cut C is good in G if it is separating but not tight. If it is necessary to
indicate a perfect matching M of G that contains more than one edge in C
then we say that C is M-good. By Lemma 2.20, we have the following
consequence.
Corollary 2.23. If a cut is good then it is strictly separating.
From this, by Corollary 2.14, we have also the following consequence.
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Corollary 2.24. If G is a near-brick and C is a separating cut, then C
is good if, and only if, it is strictly separating.
2.10.1. The characteristic of a matching covered graph. We denote by
MG the set of perfect matchings of G, or simply by M, if G is understood.
For each odd cut C and each positive odd integer i, we define Mi(C) as
follows:
Mi(C)={M: M ¥M, |M 5 C|=i}. (1)
For each separating cut C of G, the characteristic l(C) of C is defined as
follows:
l(C) :=3min{i > 1:Mi(C) ]”}, if C is not tight
., otherwise.
The characteristic l(G) of a matching covered graph G is defined as
follows:
l(G) :=min{l(C): C is separating}.
A matching covered graph G is solid if l(G)=.. In other words, G is solid
if, and only if, each of its separating cuts is tight. In Section 2.10.3 we
describe some classes of solid matching covered graphs.
The quantity l(G) plays a significant role in this work. It turns out that
the only simple nonsolid brick of characteristic greater than three is the
Petersen graph. This is a part of the statement of our main theorem and is
an essential ingredient in its inductive proof.
The characteristic of a matching covered graph may be expressed as a
function of the characteristics of its bricks and braces. For establishing this
relationship, we need the following theorem which may be regarded as a
generalization of Theorem 2.12.
Theorem 2.25. Let G be a matching covered graph, let C :=N(X) be a
separating cut, and let D :=N(Y) be a tight cut such that |X 5 Y| is odd. Let
I :=N(X 5 Y) and U :=N(X¯ 5 Y¯). Then
• no edge joins a vertex in X 5 Y¯ to a vertex in X¯ 5 Y,
• both I and U are separating, and
• l(C)=min{l(I), l(U)}.
Proof. Let e be any edge of G, let M be a perfect matching of G that
contains e and has just one edge in C. Since D is tight,M has just one edge
in D also. By Lemma 2.11, edge e does not join a vertex in X 5 Y¯ to a
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vertex in Y¯ 5X. Moreover, each of the cuts I and U has just one edge in
M. These conclusions hold for each edge e of G. By Lemma 2.19, each of I
and U is separating, and, for each perfect matchingM of G,
|M 5 I|+|M 5 U|=|M 5 C|+|M 5 D|. (2)
If C is tight then both I and U are also tight, and l(C)=l(I)=
l(U)=.. Assume thus that C is not tight. Then, at least one of I and U is
not tight.
Let M be a perfect matching of G that contains precisely l(C) edges in
cut C. Then, |M 5 I|+|M 5 U|=l(C)+1. Therefore, the largest of |M 5 I|
and |M 5 U| is greater than 1 and at most l(C). We conclude that l(C) \
min{l(I), l(U)}.
Adjust notation so that l(I) [ l(U). Let MI be a perfect matching of G
that contains precisely l(I) edges in cut I. Let e denote the edge of MI in
D. Let MU be a perfect matching of G that contains edge e and just one
edge in U. Clearly, {e} 2 (MI 5 E(G[Y])) 2 (MU 5 E(G[Y¯])) is a perfect
matching of G that contains l(I) edges in C. Thus, l(C) [ l(I). We
conclude that l(C)=min{l(I), l(U)}, as asserted. L
The following corollary is an immediate consequence of the above
theorem.
Corollary 2.26. The characteristic of a matching covered graph G is
the minimum of the characteristics of its bricks and braces.
Equation (2) appears in various guises in many proofs in later sections.
Whenever there are cuts C, D, I, and U in a graph G, such that Eq. (2) is
valid for all perfect matchingsM of G, we say that the modularity property
holds for these cuts.
2.10.2. The monotonicity of l(G). We now establish the monotonicity
of the function l(G) under deletion of removable edges. A cut D of a
matching covered graph G precedes another cut C (written as DQ C) if
|M 5 D| [ |M 5 C| for each perfect matching M of G. If the inequality
holds for at least one perfect matching M then we say that D strictly pre-
cedes C and we indicate that fact by writing DO C. Cut D is minimal with
respect to relation Q if there is no cut D1 such that D1 O D.
Lemma 2.27. Let e be a removable edge of a matching covered graph G,
let C be a cut of G such that C−e is good in G−e, and let
C :={D: D−e is separating in G−e, lG−e(D−e) [ lG−e(C−e), DQ C}.
Every cut of C that is minimal with respect to the relation of precedence is
good in G.
MATCHING COVERED GRAPH 109
Proof. Let D be any cut of C that is minimal with respect to the rela-
tion of precedence. By hypothesis, cut C−e is good in G−e, cut D−e is
separating in G−e, and lG−e(D−e) [ lG−e(C−e) <.. Thus, cut D−e is
good in G−e. Let M0 be a perfect matching of G−e such that 1 <
|M0 5 (D−e)|=lG−e(D−e). It follows that cut D is not tight in G.
We assert that cut D is separating in G. For this, assume, to the contrary,
that some D-contraction of G is not matching covered. Let X be a shore of
D such that D-contraction G1 :=G{X; x¯} of G is not matching covered.
Graph G1−e is a (D−e)-contraction of G−e and cut D−e is separating
in G−e. Thus, graph G1−e is matching covered. But graph G1 is not
matching covered. We conclude that edge e lies in E(G1) and is the only
nonadmissible edge of G1. By Corollary 2.5(i), there exists a barrier B of G1
such that edge e is the only edge having both ends in B. Moreover, graph
G1−B has no even components. Since graph G is matching covered, set B
is not a barrier of G. Therefore, vertex x¯ lies in B.
Let K denote the set of (odd) components of G1−B. For each compo-
nent K of G1−B, let CK denote cut N(V(K)). (See Fig. 4.) For each perfect
matchingM of G,
|M 5 D|+|B|−1=2 |{e} 5M|+ C
K ¥K
|M 5 CK |. (3)
For each component K inK, cut CK is odd in G. For each perfect match-
ingM of G, |M 5 CK | \ 1.
Let f be any edge of G−e. Cut D−e is separating in G−e. By Lem-
ma 2.19, there exists a perfect matching Mf of G−e that contains edge f
and precisely one edge in D. By (3), Mf is a perfect matching of G−e that
contains edge f and precisely one edge in CK, for each K in K. This
conclusion holds for each edge f of G−e. By Lemma 2.19, cut CK is
separating in G−e, for each K inK.
FIG. 4. Illustration for the proof of Lemma 2.27.
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Recalling that |M 5 CK | \ 1 for each perfect matching M of G and each
component K inK, it follows from (3) that
|M 5 D| \ 2 |{e} 5M|+|M 5 CK |,
for each perfect matching M of G and each component K in K. We
conclude that CK O D, for each K ¥K.
Recall that M0 is a perfect matching of G−e that contains lG−e(D−e)
edges in D. By (3), there exists a component K inK such that
1 < |M0 5 CK | [ |M0 5 (D−e)|=lG−e(G−e) [ lG−e(C−e).
In sum, cut CK is separating in G−e, its characteristic in G−e is at most
that of C−e, and CK strictly precedes cut D. This is a contradiction to the
definition of D. As asserted, cut D is separating in G. Since D is not tight in
G, it is therefore a good cut in G. L
Theorem 2.28. Let G be a matching covered graph, and let e be a
removable edge of G. Then l(G−e) \ l(G).
Proof. If G−e is solid then the assertion holds trivially. Assume thus
that G−e is not solid. By definition of characteristic, this means that there
exist in G a cut C such that C−e is good and lG−e(C−e)=l(G−e). The
collection C of cuts of G defined to be
C :={D: D−e is separating in G−e, lG−e(D−e) [ lG−e(C−e), DQ C}
is thus nonempty. Let D be a cut of C that is minimal with respect to the
relation of precedence. By Lemma 2.27, cut D is good in G. Let M0 be a
perfect matching of G that contains precisely lG−e(D−e) edges in D−e. It
follows that
l(G) [ lG(D) [ lG−e(D−e) [ lG−e(C−e)=l(G−e),
whence l(G) [ l(G−e), as asserted. L
2.10.3. Odd-intercyclic matching covered graphs. We now describe some
classes of solid matching covered graphs. Bipartite matching covered
graphs are solid, by Corollary 2.22. Bipartite matching covered graphs are
a particular case of a more general class of solid matching covered graphs,
which will be described now. A graph is odd-intercyclic if any two of its
odd circuits have at least one vertex in common.
Lemma 2.29. Every odd-intercyclic matching covered graph is solid.
Proof. Let G be a nonsolid matching covered graph. Then there exists
in G a separating cut C that is not tight. Let X be one of the shores of C.
By Corollary 2.21, G[X] and G[X¯], the subgraphs of G spanned by the
two shores of C, are both nonbipartite. Thus, G has two odd circuits
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that are disjoint. We conclude that if a matching covered graph is odd-
intercyclic then it is solid, as asserted. L
Bipartite graphs are odd-intercyclic. We cite now an important class of
odd-intercyclic graphs, based on a result of Gerards et al. [7].
Lemma 2.30. Let G be a graph, R :={e1, e2, ..., en}, n \ 2, a set of edges
of G such that graph G−R is planar and bipartite, and the ends ui and vi of
edges ei (1 [ i [ n) lie in the same face of G−R, in the cyclic order
(u1, u2, ..., un, v1, v2, ..., vn). Then, graph G is odd-intercyclic.
Möbius ladders are odd-intercyclic. Let (v0, v1, ..., vn−1) and (vn, vn+1, ...,
v2n−1) be two disjoint paths, for some integer n, n \ 2. The graph obtained
from these paths by adding the edges vivi+n, for each i such that 0 [ i < n,
is a ladder. If we also add edges vn−1vn and v2n−1v0, we get a Möbius ladder
Mn of order n. Figure 5a depicts the Möbius ladder of order four.
Lemma 2.31. For each integer n, n \ 2, the Möbius ladderMn of order n
is odd-intercyclic. Moreover, if n is even thenMn is a (solid) brick.
Proof. Let R denote the set of edges vivi+n of Mn, for 0 [ i < n.
Graph Mn−R is planar and bipartite. Moreover, the Hamiltonian circuit
(v0, v1, ..., v2n−1) of Mn is a face of Mn−R. By Lemma 2.30, graph Mn
is odd-intercyclic.
Assume further that n is even. Let vi and vj denote any two vertices of
Mn. We assert that graph G :=Mn−{vi, vj} is connected and has a perfect
matching. By the symmetry ofMn, we may assume that i=0 and j [ n. Let
P and Q denote (disjoint) paths (v1, v2, ..., vj−1) and (vj+1, vj+2, ..., v2n−1) of
G. Observe that {V(P), V(Q)} is a partition of V(G). Edge v1vn+1 joins a
vertex of P to a vertex of Q. Therefore graph G is connected. If j is odd
then each of P and Q has a perfect matching; moreover the union of those
perfect matchings is a perfect hatching of G. If j is even, then, since n is
even, each of P−v1 and Q−vn+1 has a perfect matching; moreover, the
union of those two perfect matchings, plus edge v1vn+1, yields a perfect
matching of G. As asserted, graph G=Mn−{vi, vj} is connected and has a
perfect matching. This conclusion holds for each pair {vi, vj} of distinct
vertices of Mn. Therefore, graph Mn is 3-connected and bicritical. That is,
Mn is a brick. L
We have seen that the property of being odd-intercyclic is sufficient for a
matching covered graph to be solid. However, the condition is not neces-
sary. Figure 5b shows an example of a solid brick that has two disjoint odd
circuits.
We end this section with the description of an important class of odd-
intercyclic bricks. A wheel is a simple graph obtained from a circuit by
adding a new vertex and joining that vertex to each vertex of the circuit;
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FIG. 5. (a) Möbius ladderM4. (b) A solid brick that is not odd-intercyclic.
the circuit is called the rim, the new vertex the hub, and each edge joining
the hub to the rim a spoke. The order of the wheel is the number of vertices
of its rim; a wheel of order n is denotedWn. A wheel is even or odd, accord-
ing to the parity of n. Note that the hub of a wheel is uniquely identified,
except for W3, which is K4, the complete graph on four vertices; in this
case, we may say that any of its vertices is a hub. It is easy to see that every
odd wheel is an odd-intercyclic brick.
2.11. Ear Decompositions
Ear decompositions play an important role in understanding the
structure of matching covered graphs. We recall here the basic definitions
relating to ear decompositions which are helpful for understanding the
motivation for this work.
Let G be a connected graph. A single ear of G is a path P of odd length
in G whose internal vertices (if any) have degree two in G. If P is a single
ear of G then we denote by G−P the graph obtained from G by deleting
the edges and internal vertices of P. The following theorem provides a
decomposition of bipartite matching covered graphs.
Theorem 2.32. Given any bipartite matching covered graph G, there
exists a sequence
G1 … G2 … · · · … Gr=G
of matching covered subgraphs of G where (i) G1=K2, and (ii) for 2 [ i [ r,
Gi−1=Gi−Pi, where Pi is a single ear of Gi.
The sequence G1, G2, ..., Gr of subgraphs of G with the above properties is
an ear decomposition of G in which each member of the sequence is a
matching covered subgraph of G. Such decompositions do not exist for
nonbipartite matching covered graphs. For example, K4 has no ear decom-
position as in Theorem 2.32. However, every matching covered graph has an
ear decomposition with a slight relaxation of the above definition. For
describing that decomposition, we require the notion of a double ear.
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A double ear of G is a pair (P1, P2), where P1 and P2 are two vertex-
disjoint single ears of G. An ear of G is either a single ear or a double ear of
G. If R is an ear of G then we denote by G−R the graph obtained from G
by deleting the edges and internal vertices of the constituent paths of R.
An ear decomposition of a matching covered graph G is a sequence
G1 … G2 … · · · … Gr=G
of matching covered subgraphs of G where (i) G1=K2, and (ii) for
2 [ i [ r, Gi−1=Gi−Ri, where Ri is an ear (single or double) of Gi. The
following fundamental theorem was established by Lova´sz and Plummer.
See [8] and [14].
Theorem 2.33 (The two-ear theorem [8]). Every matching covered
graph has an ear decomposition.
Let G be a matching covered graph. A single ear P of G is removable if
the graph G−P is matching covered. (A removable ear of length one is a
removable edge.) The notion of a removable double ear R=(P1, P2) in G is
similarly defined. (In this case, it is to be understood that neither P1 nor P2
is a removable single ear.) A removable ear in G is either a single or double
ear which is removable. If G is a brick, then each removable edge of G
corresponds to a removable single ear, and each removable doubleton
corresponds to a removable double ear.
We show in a subsequent paper [5] that if G is any matching covered
graph and R is a removable single ear of G, then (b+p)(G−R) \
(b+p)(G), and if R is a removable double ear of G, then (b+p)(G−R)=
(b+p)(G)−1.
In trying to establish the existence of ear decomposition with special
properties, it is often convenient to find the subgraphs in the ear decompo-
sition in the reverse order starting with Gr=G. Thus, after obtaining a
subgraph Gi in the sequence which is different from K2, we find a suitable
removable ear (single or double) and obtain Gi−1 from Gi by removing that
ear from Gi. For example, to show that a matching covered graph G has an
ear decomposition, it suffices to show that every matching covered graph
different from K2 has a removable ear.
It follows from the observations made in the Introduction that the
minimum number of double ears an ear decomposition of a matching
covered graph G may have is at least (b(G)+p(G)). Thus, if (G1, G2, ...,
Gr−1, Gr=G) is an ear decomposition of a matching covered graph with
exactly (b(G)+p(G)) double ears, and Gr=Gr−1+R, then (b(Gr−1)+
p(Gr−1))=(b(Gr)+p(Gr)) if R is a single ear, and (b(Gr−1)+p(Gr−1))=
(b(Gr)+p(Gr))−1 if R is a double ear.
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As explained in the Introduction, much of this work is motivated by
Conjecture 2. The definitions in the next section are motivated by the
observations made above.
3. THE MAIN THEOREM
To give a precise statement of our main theorem, and to give an outline
of some of the main themes contained in our proof, we now introduce
some useful terminology. Recall that if G is a matching covered graph, and
R is an equivalence class of edges of G, then R is a removable class if G−R
is matching covered. If G is a brick, then every removable class R of G is
either a removable singleton (i.e., a removable edge) or a removable
doubleton, and we define the rank of R, denoted r(R), to be zero if R is a
singleton and to be one if R is a doubleton.
Let G be a brick, and let R be a removable class of G. Then R is
b-removable if b(G−R)=b(G)−r(R) and (b+p)-removable if (b+p)(G−R)
=(b+p)(G)−r(R). If R is a removable doubleton of G, then, by
Lemma 2.15, G−R is bipartite. We state a very important consequence of
this observation.
Corollary 3.1. Every removable doubleton of a brick G is both
b-removable and (b+p)-removable.
A removable edge e of G is b-removable if G−e has just one brick. If G
is a brick with p(G)=0, and e is a removable edge of G, then e is (b+p)-
removable if G−e has just one brick and the underlying simple graph of
that one brick is not the Petersen graph. A removable edge of a brick need
not be either b-removable or (b+p)-removable.
In the Petersen graph, every edge is removable, but no edge is
b-removable; the deletion of any edge results in a matching covered graph
with two bricks. However, every edge of the Petersen graph is (b+p)-
removable in it. If G is a brick whose underlying simple graph is not the
Petersen graph, then b(G)=1 and p(G)=0, and so every (b+p)-removable
edge of G is also b-removable in G. If G is an odd wheel of order greater
than three, then any spoke of G is (b+p)-removable, but no edge in its rim
is even removable.
We may now restate the main theorems as follows:
Theorem 3.2 (Lova´sz–Vempala). Every brick different from K4, C¯6, and
the Petersen graph has a b-removable edge.
Theorem 3.3. Every brick different from K4, C¯6, R8, and the Petersen
graph has two b-removable edges.
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Theorem 3.2 provides an answer to Conjecture 1, and Theorem 3.3 pro-
vides an answer to Conjecture 6. We believe that, in fact, the two theorems
are equivalent. In our efforts to find an inductive proof of Conjecture 5, we
have found it convenient to prove the following apparently more general
theorem which incorporates the property of the Petersen graph mentioned
in the Introduction.
Theorem 3.4 (The main theorem). Every brick G has two edge-disjoint
(b+p)-removable classes.
(i) If l(G)=. and G is distinct from K4 then G has at least three
edge-disjoint (b+p)-removable classes, of which at least two are singletons.
Brick K4 has three removable doubletons.
(ii) If 3 < l(G) <. then the underlying simple graph of G is the
Petersen graph and l(G)=5. Moreover, every edge of G is (b+p)-removable
in G.
(iii) If l(G)=3 and G is distinct from C6 and R8 then G has two
(b+p)-removable edges. Graph C6 has three removable doubletons and no
removable edge. Graph R8 has one (b+p)-removable edge and two removable
doubletons.
Our approach is to prove the above theorem by induction on |V(G)|+
|E(G)| and has many features in common with Lova´sz’s proof of his main
lemma in [9]. In order to prove the theorem by induction, we must find
ways of obtaining from a given brick a smaller brick to which the induction
hypothesis could be applied. Thus, it is natural to consider removable edges
in bricks.
The two small bricks K4 and C¯6 do not have removable edges. Using the
theory of ear decompositions of matching covered graphs, Lova´sz proved
the following theorem.
Theorem 3.5 (See [3, 9]). If G is any brick different from K4 and C¯6,
then G has a removable edge.
He used the above fact as a crucial tool for induction in his proof of the
main lemma in [9]. However, that lemma was (as our main theorem is) a
statement about bricks. So, the above theorem was inadequate for proving
his lemma because a removable edge in a brick need not be a b-removable
edge. In fact, the Petersen graph has no b-removable edges.
To circumvent the above difficulty, Lova´sz needed to find other means
of breaking up a brick into smaller matching covered graphs. This led him
to the notion of separating cuts introduced in the last section. (Lova´sz did
not use the term ‘‘separating cut’’.) A large part of this work consists of
establishing the existence of suitable separating cuts in bricks. A brief
general outline of our proof is given below.
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In Section 4, we derive necessary and sufficient conditions for a remov-
able edge e in a brick G to be b-removable. A barrier B in a matching
covered graph G is special if G−B has precisely one nontrivial odd
component. We show that a necessary condition for a removable edge e
in a brick G to be b-removable is that every barrier in G−e is special.
A good cut C of a matching covered graph G is a robust cut if the two
C-contractions of G are near-bricks. We show that the existence of a robust
cut in G is a sufficient condition for G to be a near-brick. Thus, if G is a
brick, and e is a removable edge of G, then a sufficient condition for e to be
b-removable in G is that G−e has a robust cut.
Using the above conditions, we show, in Section 5, that if e is a
b-removable edge in a brick G, then either e is itself (b+p)-removable
in G or there are two other edges which are (b+p)-removable in G
and, furthermore, that G has a separating cut of characteristic three
(Theorem 5.4). A consequence of this theorem is that in a solid brick, every
b-removable edge is also (b+p)-removable. Another consequence is that
Conjecture 6 implies Conjecture 5.
Every nonsolid brick G, by definition, has good cuts; in fact it has good
cuts whose characteristic is equal to that of G. Let G be a brick of G and
let e be a removable edge of G. In Section 6, we show that if e is not
b-removable, then G has good cuts of characteristic three or five
(Theorem 6.3). It follows from this that in a solid brick, every removable
edge is also b-removable (hence, from the discussion above, is also (b+p)-
removable).
We present a proof of the main theorem for solid bricks in Section 7.
The proof of the other two cases of the main theorem will be presented in
the sequel [4].
4. NECESSARY AND SUFFICIENT CONDITIONS FOR
b-REMOVABILITY
In this section, we establish necessary and sufficient conditions for a
removable edge e in a brick G to be b-removable.
4.1. Special Barriers
A barrier B of a matching covered graph H is special if H−B has exactly
one nontrivial (odd) component. Using this notion, we shall now establish
a necessary condition for a removable edge e in a brick G to be
b-removable in G.
Theorem 4.1. Let G be a brick, and let e be a b-removable edge in G.
Then, every barrier B of G−e is special.
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Proof. Let B be any barrier of G−e. Since e is b-removable in G,
b(G−e)=1. Therefore, G−e−B has exactly one nonbipartite odd com-
ponent, say K. Let L be any odd component of G−e−B different from K.
Proposition 4.2. Cut N(V(L)) is separating in G.
Proof. Clearly the cut N(V(L))−e is a tight cut of G−e. Thus, if f is
any edge of G−e, there is a perfect matching of G−e containing f and
having exactly one edge in N(V(L)). To show that there is a perfect match-
ing of G containing e and having exactly one edge in N(V(L)), consider the
cut N(V(K)). Since G is a brick, N(V(K)) is not tight in G. Let M be any
perfect matching such that |N(V(K)) 5M| \ 3. Then, an easy counting
argument shows that we must in fact have e ¥M, |N(V(K)) 5M|=3, and
|N(V(KŒ)) 5M|=1, for any odd component KŒ of G−e−B different from
K. In particular, e ¥M and |N(V(L)) 5M|=1. Thus N(V(L)) is a separat-
ing cut in the brick G. L
One of the shores of N(V(L)) is V(G)0V(L), which is nontrivial. The
other shore is V(L). If |V(L)| > 1, and L is bipartite, then, by Corollary
2.21, N(V(L)) would be a nontrivial tight cut of G. This is not possible
because G is a brick. So, L is either nonbipartite or trivial. But, as already
noted, K is the only nonbipartite component of G−e−B. Thus every odd
component L of G−e−B different from K is trivial. It follows that B is a
special barrier of G−e. L
Remark. The above necessary condition for b-removability of e is not
sufficient. For example, if G is the Petersen graph and e is any edge of G,
then e is removable and every barrier of G−e is special. However, e is not
b-removable in G. In fact, the Petersen graph has no b-removable edges.
4.2. The Subadditivity of Function b(G)
The following inequality relates the number of bricks of a matching
covered graph G with the numbers of bricks in the cut-contractions of G
with respect to a separating cut of G.
Theorem 4.3 (Subadditivity of function b(G)). Let G be a matching
covered graph. Let C :=N(X) be a separating cut of G, and let G1=G{X}
and G2=G{X¯} be the two C-contractions of G. Then
b(G) [ b(G1)+b(G2),
with equality if, and only if, C is a tight cut.
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Proof. If C is a tight cut of G then equality holds, by Theorem 2.13.
Suppose that C is not a tight cut of G. We shall prove the desired inequal-
ity by induction on |V|.
First observe that if either G1 or G2 is bipartite, then C is a tight cut. We
may therefore assume that b(G1) \ 1 and b(G2) \ 1. Now, if G is free of
nontrivial tight cuts then the desired inequality is satisfied. Therefore we
may assume that G has a nontrivial tight cut, say D=N(Y). Let H1=
G{Y} and H2={Y¯} denote the two D-contractions of G.
Adjust notation by interchanging Y with Y¯ if necessary, so that |X 5 Y|
is odd. Let I :=N(X 5 Y) and U :=N(X¯ 5 Y¯). By Theorem 2.25, each of I
and U is separating in G ; moreover, no edge joins a vertex of X 5 Y¯ to a
vertex of X¯ 5 Y. Therefore, for any perfect matchingM of G,
|M 5 I|+|M 5 U|=|M 5 C|+|M 5 D|.
But, as D is a tight cut, we in fact have
|M 5 I|+|M 5 U|=|M 5 C|+1. (4)
Every perfect matching of G1 can be extended to a perfect matching of G
that meets C in just one edge. Thus, it follows from Eq. (4) that I is a tight
cut of G1. Similarly, U is a tight cut of G2.
Let G11 :=G{X 5 Y}, and observe that G11 is one of the I-contractions
of G1. Let G12 denote the other I-contraction of G1. Similarly, let G22 :=
G{X¯ 5 Y¯}, and observe that G22 is one of the U-contractions of G2. Let
G21 denote the other U-contraction of G2. Thus, G11 and G12 are the
I-contractions of G1; similarly, G22 and G21 are the U-contractions of G2.
Note also that G11 and G21 are the I-contractions of H1; similarly, G12 and
G22 are the U-contractions of H2. See Fig. 6.
We then have
b(G)=b(H1)+b(H2), (5)
b(H1) [ b(G11)+b(G21), (6)
b(H2) [ b(G12)+b(G22), (7)
b(G11)+b(G12)=b(G1), (8)
b(G21)+b(G22)=b(G2). (9)
The validity of (5) follows from the fact that D is tight in G. Since cut I
is separating in G and D is tight in G, it follows that I is separating in H1.
Likewise, cut U is separating in H2. The validity of (6) and of (7) follows
from the inductive hypothesis; moreover, since cut C is not tight in G,
Eq. (4) implies that either I is not tight in H1 or U is not tight in H2.
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FIG. 6. Illustration for the proof of Theorem 4.3.
Therefore at least one of the inequalities (6) and (7) is strict. Finally, as
noted earlier, I is a tight cut in G1 and U is a tight cut in G2. This
establishes the validity of (8) and of (9).
Adding up inequalities (5)–(9), and simplifying, yields the asserted (strict)
inequality. L
The subadditivity of b suggests that if one could find a separating but
not tight cut C of a near-brick such that both C-contractions are near-
bricks, then C would be a certificate to the effect that G is a near-brick.
This is indeed how we often certify the property of a graph being a
near-brick.
Let G he a matching covered graph. For a perfect matching M of G, we
say that an odd cut C of G isM-robust in G if C isM-good and each of the
C-contractions of G is a near-brick. If it is not necessary to identify the
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perfect matching M we simply say that C is robust in G. The following
important theorem is an immediate consequence of the subadditivity
property proved above.
Theorem 4.4. If a matching covered graph has a robust cut then it is a
near-brick.
Using the above theorem, we can now derive a sufficient condition for
b-removability of a removable edge in a brick.
Corollary 4.5. Let G be a brick, and let e be a removable edge of G.
Then, the existence of a robust cut in G−e is a sufficient condition for e to be
b-removable in G.
Suppose that e is a removable edge of a brick G and C is a cut of G such
that C−e is a separating cut of G−e. Assume also that each (C−e)-
contraction of G−e is a near-brick. If there is a perfect matching M of
G−e such that |M 5 (C−e)| > 1, then C−e is an M-robust cut of G−e,
implying that e is b-removable in G. This is often the approach we use for
establishing the b-removability of edges in bricks.
Remark. The sufficient condition derived in Corollary 4.5 is not neces-
sary. For example, if G is a brick such that G−e is a solid brick, then
although e is b-removable in G, G−e has no robust cuts.
5. CONJECTURE 6 IMPLIES CONJECTURE 5
In this section, we use the conditions derived in the previous section to
show that Conjecture 6 implies Conjecture 5. (These conjectures are stated
in the Introduction.) For this purpose, the three case lemma proved below
is crucial. If e is a b-removable edge in a brick G, and H is the unique brick
of G−e, it says that H can be obtained from G−e by at most two (zero,
one, or two) cut-contractions with respect to barrier cuts associated with
special barriers of G.
5.1. The Three Case Lemma
For any barrier B of a matching covered graph G, we shall denote by
IG(B), or simply by I(B), if G is understood, the set of isolated vertices of
G−B. Thus, if B is special, that is, if G−B has just one nontrivial compo-
nent, then |I(B)|=|B|−1. Before stating and proving the three case lemma,
we prove an auxiliary lemma applicable to all matching covered graphs in
which every barrier is special.
MATCHING COVERED GRAPH 121
FIG. 7. Illustration for Lemma 5.1.
Lemma 5.1. Let G be a matching covered graph such that every barrier
of G is special. Then, there exists a (possibly empty) collection B of nontri-
vial (special) barriers of G such that for any two distinct barriers BŒ and Bœ
in B, the sets BŒ 2 I(BŒ) and Bœ 2 I(Bœ) are disjoint. Moreover, the graph
obtained from G by contracting, for each barrier B ¥B, the set B 2 I(B) to a
single vertex is bicritical. (See Fig. 7.)
Proof. By induction on |V(G)|. Note that G cannot be bipartite,
because if G were bipartite, then one of the parts of the bipartition of G
would be a barrier which is not special. Also, note that if G is bicritical
then the assertion holds trivially, with B the empty set.
So, let us assume that G is not bicritical. In this case, it has nontrivial
barriers. Let B0 denote any maximal nontrivial barrier of G. By hypothesis,
B0 is special. Let K denote the only nontrivial component of G−B0, and let
C :=N(V(K)). Let GŒ=G{V(K); vŒ} and Gœ=G{V(K)} denote the two
C-contractions of G. Clearly, C is a tight cut of G and Gœ is bipartite. Thus,
GŒ must be nonbipartite; otherwise, G would itself be bipartite. Moreover,
each C-contraction of G is matching covered. Thus graphs GŒ and Gœ are
both matching covered.
We shall now show that GŒ satisfies the properties which allow us to
apply induction. Toward this end, let B denote any barrier of GŒ, we shall
make use of Lemma 2.8. If vertex vŒ lies in B then B={vŒ}, a special
barrier of GŒ. Assume now that vertex vŒ does not lie in B. Then, set B is a
barrier of G itself. Moreover, let J denote the component of GŒ−B that
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contains vertex vŒ. Every matching covered graph is 2-connected. In par-
ticular, Gœ is 2-connected; therefore graph G[V(K)] is connected. Thus, by
Lemma 2.7, L :=G[(V(J)−vŒ) 2 V(K)] is a component of G−B. Every
barrier of G is special and L is clearly nontrivial. Therefore, the compo-
nents of G−B distinct from L are all trivial. By Lemma 2.7, these compo-
nents are all (trivial) components of GŒ−B. Now, if J were also trivial, GŒ
would be bipartite. This, as noted, is not possible. It follows that J is the
only nontrivial component of GŒ−B. Therefore, set B is a special barrier of
GŒ and IGŒ(B)=IG(B). Indeed, each barrier of GŒ is special.
By the induction hypothesis, applied to GŒ, there exists a collection BŒ of
nontrivial barriers of GŒ satisfying the desired properties relative to GŒ. Let
BŒ 2 {B0}. We assert that B has the desired properties.
Clearly, B is a collection of nontrivial barriers of G, by Lemma 2.8. Let
B and BŒ denote two distinct barriers in B. We wish to prove that B 2 I(B)
and BŒ 2 I(BŒ) are disjoint. First suppose that one of B and BŒ is the
barrier B0. Adjust notation so that BŒ=B0. Then, as noted above, the
vertex vŒ of GŒ lies in the unique nontrivial component of GŒ−B, and so the
two sets indicated above are disjoint. Now suppose that both B and BŒ are
in BŒ. By the induction hypothesis, sets B 2 IGŒ(B) and BŒ 2 IGŒ(BŒ) are
disjoint. But these two sets are equal, respectively, to B 2 I(B) and
BŒ 2 I(BŒ). Therefore B 2 I(B) and BŒ 2 I(BŒ) are disjoint for any two
distinct barriers B and BŒ in B.
Finally, let H be the graph obtained from GŒ by contracting, for each
barrier B in BŒ, the set B 2 I(B) to a single vertex. By the induction
hypothesis, graph H is bicritical. But vŒ, the vertex resulting from the con-
traction of B0 2 I(B0), is a vertex of H. So, H is the same as the graph
obtained from G by contracting, for each B in B, B 2 I(B) to a single
vertex. We conclude that B has all the asserted properties. L
In the remaining part of this section, we shall write, for brevity, I1 for
I(B1) and I2 for I(B2).
Lemma 5.2 (The three case lemma). Let G be a bicritical matching
covered graph and let e be a removable edge of G. If every barrier of G−e is
special then one of the following alternatives holds:
(i) graph G−e is bicritical, or
(ii) graph G−e has a nontrivial (special) barrier, B1, such that the
graph obtained from G−e by contracting B1 2 I1 to a single vertex is bicriti-
cal, and edge e has at least one end in I1, or
(iii) graph G−e has two nontrivial (special) barriers, B1 and B2, such
that sets B1 2 I1 and B2 2 I2 are disjoint, the graph obtained from G−e by
contracting each of the sets B1 2 I1 and B2 2 I2 to single vertices is bicritical,
and edge e has one end in I1 and the other in I2.
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Proof. Since edge e is removable in G, graph G−e is matching covered.
By Theorem 5.1, there exists a collection B of nontrivial (special) barriers
of G−e such that for any two barriers B1 and B2 in B, sets B1 2 I1 and
B2 2 I2 are disjoint. Moreover, the graph obtained from G−e by contract-
ing, for each barrier B in B, the set B 2 I(B) to a single vertex, is bicritical.
It now suffices to show that B contains at most two barriers and also
that edge e has at least one end in I(B), for each B ¥B. By hypothesis,
graph G is bicritical and matching covered and therefore free of nontrivial
barriers. Each barrier B of B is nontrivial; therefore edge e has its ends in
distinct components of G−e−B. By hypothesis, barrier B is special. We
conclude that edge e has at least one end in I(B). That conclusion holds for
every barrier B in B. Moreover, for any two distinct barriers B1 and B2 in
B, the sets B1 2 I(B1) and B2 2 I(B2) are disjoint. We deduce that B
contains at most two barriers. L
If G is a brick and e is a b-removable edge of G then, by Theorem 4.1,
every barrier of G−e is special. The following corollary is the appropriate
form in which the three case lemma finds its use in proving the important
theorem of this section.
Corollary 5.3. Let e be a b-removable edge of a brick G, and let H be
the brick of G−e. Then one of the following alternatives holds:
• G−e=H, or
• there is a nontrivial special barrier B1 of G−e such that the graph
obtained from G−e by contracting B1 2 I1 to a single vertex v1 is H, or
• there are two nontrivial special barriers B1 and B2 of G−e such that
sets B1 2 I1 and B2 2 I2 are disjoint and the graph obtained from G−e by
contracting these two sets to single vertices v1 and v2, respectively, is H.
Proof. Since e is a b-removable edge of G, b(G−e)=1. The corollary
follows from the three case lemma and the observation that any bicritical
graph with one brick must in fact be a brick itself. L
5.2. (b+p)-Removable Edges
A graph G is P3-transitive if, for every pair of paths (u1, u2, u3, u4) and
(u −1, u
−
2, u
−
3, u
−
4) of length three in G, there exists an automorphism s of G
such that s(ui)=u
−
i, for 1 [ i [ 4. It is well known that the Petersen graph
has diameter two and is P3-transitive (see [16]).
Theorem 5.4. Let G be a brick, let e be a b-removable edge of G. If edge
e is not (b+p)-removable then
• G has (b+p)-removable edges (in fact it has at least two nonadjacent
(b+p)-removable edges), and
• G has characteristic three.
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Proof. By hypothesis, graph G is a brick and edge e is b-removable in
G. Therefore,
b(G−e)=b(G)=1,
whence G−e is a near-brick. We note that the underlying simple graph of
G cannot be the Petersen graph because, if this were the case, e must be a
multiple edge in order for it to be b-removable. But then, e is both
b-removable and (b+p)-removable, which is precluded by the hypothesis.
We also note that the underlying simple graph of the brick of G−e must be
the Petersen graph. Otherwise,
p(G−e)=0=p(G),
whence e is (b+p)-removable. This is not possible by the hypothesis.
In the remaining part of the proof, for clarity and brevity of expression,
we shall refer to a brick whose underlying simple graph is the Petersen
graph as simply the Petersen graph. Similarly, we shall refer to a brick
whose underlying simple graph is an odd wheel as simply an odd wheel.
Since e is a b-removable edge of G, then by Theorem 4.1, every barrier of
G−e is special. And so, by Corollary 5.3 to the three case lemma, our task
reduces to examining the following three main cases and the indicated
subcases:
Case 1. G−e is the Petersen graph. (See Fig. 8.)
Case 2. G−e has a nontrivial barrier B1 such that the graph obtained
from G−e by contracting B1 2 I1 to a single vertex v1 is the Petersen graph.
FIG. 8. Case 1.
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In this case, the edge e has at least one end in I1. Let w1 denote one end
of e in I1, and let w2 denote the other end of e. We need to consider the
following three subcases depending on where w2 is:
(a) w2 is in I1,
(b) w2 is in the Petersen graph and is adjacent to v1, and
(c) w2 is in the Petersen graph and is at distance two from v1.
Taking into account the fact the Petersen graph is of diameter two and is
P3-transitive, Case 2 reduces to examining the three subcases depicted in
Fig. 9.
Case 3. G−e has two nontrivial special barriers B1 and B2 such that
sets B1 2 I1 and B2 2 I2 are disjoint, and the graph obtained from G−e by
contracting these two sets to single vertices, v1 and v2, respectively, is the
Petersen graph.
In this case, the edge e has one end in I1 and one end in I2. However,
there are two subcases depending on whether v1 and v2 are adjacent in the
Petersen graph:
(a) v1 and v2 are not adjacent in the Petersen graph, and
(b) v1 and v2 are adjacent in the Petersen graph.
Taking into account the fact the Petersen graph is of diameter two and is
P3-transitive, Case 3 reduces to examining the two subcases depicted in
Fig. 10.
We now proceed to examine the cases indicated above. Before dealing
with the individual cases, we describe the general idea that is common to
the proof of the theorem in all cases. To follow this general description, the
reader might find it helpful to refer to the figures and the two simple
special cases 1 and 2a.
FIG. 9. Case 2.
126 DE CARVALHO, LUCCHESI, AND MURTY
FIG. 10. Case 3.
The starting point in all cases is the observation that, without loss of
generality, we may assume that the vertices are labeled as shown in
the figures. In each case we find a perfect matching Me of G, a perfect
matching Ne of G, and a cut C=N(X), such that
(i) e ¥Me, and |Me 5 C|=1, and
(ii) e ¥Ne and |Ne 5 C|=3.
In fact, notation may be adjusted so that, in all cases, X={0œ, 1œ, 2œ,
3œ, 4œ}, and there are perfect matchings Me and Ne satisfying the above
properties.
Let G1=G{X, x¯} and G2={X¯, x} denote the two C-contractions of G.
Clearly G1 is an odd wheel of order five, and G2−e is a matching covered
graph with an odd wheel of order five as its only brick. (We shall denote
this brick of G2−e by W.) Thus, C is a separating cut of G−e.
The existence of matchingMe satisfying property (i) shows that C is also a
separating cut of G, and the existence of matching Ne satisfying property
(ii) shows that l(C)=3.
In the underlying simple graph of G, |C−Ne |=2. The two edges, say
f1 and f2, of C−Ne are nonadjacent, and in Cases 2 and 3, they are
not incident with the barriers B1 and B2. We shall show that f1 and
f2 are (b+p)-removable in G. Consider first the edge f1. This edge f1
is a spoke of the 5-wheel G1 and of the 5-wheel W, the unique brick
of G2−e. Thus, f1 is b-removable in both G1−e=G1 and G2−e,
and so G−e−f1 is matching covered, and C−f1 is a robust cut of
G−e−f1. Now, the existence of the perfect matching Me shows that
both G1−f1 and G2−f1 are matching covered. By Corollary 2.18 it
follows that both G1−f1 and G2−f1 are near-bricks. And so, C−f1
is a separating cut of G−f1. Since f1 does not lie in Ne, C−f1 is not
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tight in G−f1. By the subadditivity of function b, we conclude that
G−f1 is a near-brick. On the other hand, l(C−f1)=3, whence
l(G−f1)=3. Let H be the brick obtained from G−f1 by any
tight cut decomposition. By Corollary 2.26, l(H)=3; the Petersen
graph has characteristic five. Therefore, the underlying simple graph
of H is not the Petersen graph, whence p(G−f1)=0. We conclude
that (b+p)(G−f1)=1=(b+p)(G), whence f1 is (b+p)-removable in G.
Similarly, f2 is also a (b+p)-removable edge of G.
Thus, in each case, our task is to find the matchings Me and Ne satis-
fying the properties described above. We give the details in a few typical
cases and sketch the procedure for finding these matchings in the other
cases. In our figures, edges ofMe that can be explicitly shown are indicated
by solid lines, and those of Ne are indicated by dashed lines.
Case 1.
Me={e, (0Œ, 0œ), (1œ, 2œ), (3œ, 4œ), (2Œ, 3Œ)},
Ne={e, (0Œ, 0œ), (3Œ, 1œ), (2Œ, 4œ), (2œ, 3œ)},
X={0œ, 1œ, 2œ, 3œ, 4œ}, C=N(X),
f1=(1Œ, 2œ), and f2=(4Œ, 3œ).
Case 2a. LetM denote any perfect matching of G that contains edge e.
A simple counting argument shows that the vertices of I1−{w1, w2} are
matched with |B1 |−3 vertices of B1 and the remaining three vertices of B1
are matched with vertices 1Œ, 0œ, 4Œ, respectively. We conclude that M
includes a perfect matching, sayM1, of graph G[B1 2 I1 2 {1Œ, 0œ, 4Œ}] that
contains edge e. Now, we defineMe and Ne as follows:
Me=M1 2 {(2Œ, 3Œ), (1œ, 2œ), (3œ, 4œ)},
Ne=M1 2 {(2Œ, 4œ), (3Œ, 1œ), (2œ, 3œ)}.
Case 2b. LetM denote any perfect matching of G that contains edge e.
A simple counting argument shows that the vertices of I1−{w1} are
matched with |B1 |−2 vertices of B1 and the remaining two vertices are
matched with vertices 0œ and 4Œ, respectively. We conclude thatM includes
a perfect matching, sayM1, of graph G[B1 2 I1 2 {1Œ, 0œ, 4Œ}] that contains
edge e. Now, we defineMe, Ne as follows:
Me=M1 2 {(2Œ, 3Œ), (1œ, 2œ), (3œ, 4œ)}
Ne=M1 2 {(2Œ, 4œ), (3Œ, 1œ), (2œ, 3œ)}.
Case 2c. Graph G−{w1, 0œ} has a perfect matching. A simple counting
argument shows that the vertices of I1−{w1} are matched with |B1 |−2
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vertices of B1 and the remaining two vertices of B1 are matched with
vertices 1Œ and 4Œ. We conclude that M includes a perfect matching, say
M1, of graph G[B1 2 I1 2 {1Œ, 2Œ, 4Œ}] that contains edge e. We define Me
as follows:
Me=M1 2 {(3Œ, 1œ), (2œ, 3œ), (4œ, 0œ)}.
Graph G−{w1, 1Œ} has a perfect matching. A simple counting argument
shows that the vertices of I1−{w1} are matched with |B1 |−2 vertices of B1
and the remaining two vertices of B1 are matched with vertices 0œ and 4Œ.
We conclude that M includes a perfect matching, say M2, of graph
G[B1 2 I1 2 {0œ, 2Œ, 4Œ}] that contains edge e. We define Ne as follows:
Ne=M2 2 {(1Œ, 2œ), (3Œ, 1œ), (3œ, 4œ)}.
(Note that, in this case f1 and f2 are (2Œ, 4œ) and (4Œ, 3œ).)
Case 3a. Every perfect matching of graph G−{w1, 2œ} pairs two ver-
tices of B1 with vertices 0Œ and 2Œ. Therefore, graph G[B1 2 I1 2 {0Œ, 2Œ, w2}]
has a perfect matching, say, M1. Similarly, graph G[B1 2 I1 2 {0Œ, 2œ, w2}]
has a perfect matching, say, M2. Finally, graph G[B2 2 I2 2 {3Œ, 3œ, w1}]
has a perfect matching, say M3. Each of M1, M2, and M3 contains edge e.
We defineMe and Ne as follows:
Me=M1 2M3 2 {(1œ, 2œ), (4œ, 0œ)}
and
Ne=M2 2M3 2 {(2Œ, 4œ), (0œ, 1œ)}.
Case 3b. Of all the cases, this is perhaps the most difficult. So, we give
more details. The following lemma is useful for establishing the existence of
the required type of perfect matchings.
Lemma 5.5. Graph H :=G[B1 2 I1 2 B2 2 I2 2 {1Œ, 4œ, 1œ, 4Œ}] has a
perfect matching.
Proof. The graph obtained from G by removing any two vertices of B2
has a perfect matching. That perfect matching necessarily contains edge e
and matches the remaining |B2 |−2 vertices of B2 to the vertices of I2−
{w2}. Therefore, the vertices of I1−{w1} are matched with |B1 |−2 vertices
of B1. The remaining two vertices of B1 are matched with 1Œ and 4œ.
Restriction of this matching to the edges of G[B1 2 I1 2 {w2, 1Œ, 4œ}] yields
a perfect matching, sayM −1, for that graph. Moreover,M
−
1 contains edge e.
By symmetry, graph G[B2 2 I2 2 {w1, 1œ, 4Œ}] also has a perfect matching,
say M −1, that contains edge e. Then M1=M
−
1 2M'2 is a perfect matching
of H. L
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Let x −1 and x
'
1 denote distinct vertices of B1 that are adjacent to vertices
1Œ and 4œ, respectively. Similarly, let x −2 and x'2 denote distinct vertices of B2
that are adjacent to vertices 4Œ and 1œ, respectively.
By the hypothesis of the case, vertices v1 and v2 are adjacent. Let f
denote an edge of G that has one end in B1 and the other in B2. Let y1 and
y2 denote the ends of f in B1 and in B2, respectively.
By the P3-transitivity of the Petersen graph, we may assume that y1 and
x −1 are distinct and y2 and x
−
2 are also distinct: if necessary, exchange 1Œ
with 4œ or 4Œ with 1œ (or both), preserving v1 and v2 as fixed points. Let
X :={0œ, 1œ, 2œ, 3œ, 4œ}, C :=N(X). Clearly, cut C is separating in G−e.
Now the technique is similar to that used in the previous cases. Graph
G−{x −1, y1} has a perfect matching. That perfect matching necessarily
contains edge e and matches the vertices of B1−{x
−
1, y1} to the vertices of
I1−{w1}. It follows that graph G[B1 2 I1 2 {w2, y2, 1Œ}] has a perfect
matching, say M −2, that contains edges e and f. Likewise, graph G[B2 2
I2 2 {w1, y1, 4Œ}] has a perfect matching, sayM'2 , that contains edges e and
f. Then M2=M
−
2 2M'2 is a perfect matching of the graph G[B1 2 I1 2
B2 2 I2 2 {1Œ, 4Œ}] that contains edges e and f. Now, define perfect
matchingsMe and Ne of G as follows:
Me=M2 2 {(0Œ, 0œ), (1œ, 2œ), (3œ, 4œ)}
and
Ne=M1 2 {(0Œ, 0œ), (2œ, 3œ)}.
The perfect matching Me (solid lines in Fig. 10) has the property that
|Me 5 C|=1 and shows that C is a separating cut of G. And Ne (dashed
lines in Fig. 10) has the property that |Ne 5 C|=3 and shows that
l(G)=3.
Consider the edges f1=(1Œ, 2œ) and f2=(4Œ, 3œ). These edges are in C
and are not incident with the barriers B1 and B2 of G−e. Both these edges
f1 and f2 are easily seen to be b-removable in G1−e=G1 and in G2−e.
Also neither Me nor Ne contains either of these edges. The perfect match-
ing Me shows that f1 and f2 are removable in G1 and in G2, and Ne shows
that C is a robust cut of characteristic three in both G−f1 and G−f2. It
follows that f1 and f2 are both (b+p)-removable in G. L
The following important corollaries are obvious consequences of the
above theorem.
Corollary 5.6. Conjecture 6 implies Conjecture 5.
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Corollary 5.7. In a solid brick, every b-removable edge is also (b+p)-
removable.
Note that the second corollary may also be deduced directly from the
monotonicity of the function l(G).
6. GOOD CUTS
In this section, we study the structure of bricks which have removable
edges that are not b-removable. In particular, we establish that every such
brick has good cuts. This is an important first step toward establishing the
existence of robust cuts crucial for our inductive proof of the main
theorem.
6.1. Non-b-removable Edges and Good Cuts
Let G be a matching covered graph. Two odd cuts C and D of G are said
to be matching equivalent if, for every perfect matchingM of G, |M 5 C|=
|M 5 D|. The following lemma, which can be proved using a simple count-
ing argument, demonstrates the manner in which matching equivalent cuts
often manifest themselves.
Lemma 6.1. Let G be a matching covered graph, and let C=N(S) and
D=N(T) denote two separating cuts of G. Suppose that by contracting S to
a single vertex s and contracting T to a single vertex t, we obtain a bipartite
graph H. If s and t belong to different parts of the bipartition of H, then C
and D are matching equivalent in G.
The following lemma demonstrates a situation which gives rise to good
cuts in bricks which are not matching equivalent.
Lemma 6.2. Let C and D be two distinct nontrivial odd cuts of a brick G
and let e denote a removable edge of G. Assume that, for every perfect
matchingM of G,
|M 5 C|+|M 5 D| [ 2+2 |{e} 5M|. (10)
Then cuts C and D are both good, not matching equivalent, and of character-
istic 3. Moreover, each of C−e and D−e is tight in G−e.
Proof. LetM denote any perfect matching of G−e. ThusM is a perfect
matching of G that does not contain edge e. Cuts C and D are both odd.
Thus, by (10), perfect matching M has just one edge in each of C and D.
We conclude that cuts C−e and D−e are both tight in G−e.
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By hypothesis, cuts C and D are both nontrivial, and G is a brick. Thus,
neither C nor D is tight in G. LetMC andMD be two perfect matchings of
G such that |MC 5 C| > 1 and |MD 5 D| > 1. By (10), edge e lies in both
MC andMD. Moreover,
|MC 5 C|=3, |MC 5 D|=1, |MD 5 D|=3 and |MD 5 C|=1.
We conclude that each of C and D is a good cut of characteristic 3 of G.
Moreover, the two cuts are not matching equivalent. L
Theorem 6.3. Let G be a brick and let e be a removable edge of G. If
edge e is not b-removable then G has two good cuts, C and D, each of which
has characteristic at most 5. Moreover, cuts C and D are not matching
equivalent and each of C−e and D−e is tight in G−e.
Proof.
Proposition 6.4. For each nontrivial barrier B of G−e and each perfect
matchingM of G that contains edge e, there exists a connected component K
of G−e−B such that |M 5 N(V(K))|=3 and for the other connected
components KŒ of G−e−B, |M 5 N(V(KŒ))|=1.
Proof. Graph G, a brick, is free of nontrivial barriers. Graph G−e
is matching covered, whence graph G−e−B is free of even components.
We conclude that edge e has its ends in distinct (odd) components of
G−e−B. A simple counting argument then establishes the validity of the
assertion. L
To prove the theorem, observe first that by hypothesis, edge e is remov-
able but not b-removable, and graph G is a brick. By the monotonicity of
function b, we have that
b(G−e) \ 2. (11)
Consider first the case in which graph G−e has a nonspecial barrier, say B.
Graph G−e is nonbipartite, by (11). Therefore, graph G−e−B has at least
two nontrivial components, say K and L. Let C :=N(V(K)), D :=
N(V(L)), and M be any perfect matching of G. By Proposition 6.4,
|M 5 C|+|M 5 D| [ 2+2 |{e} 5M|, whence the assertion holds, by
Lemma 6.2.
We may thus assume that each barrier of G−e is special. By the three
case lemma 5.2, graph G−e has a collection B :={B1, ..., Br} of r nontri-
vial (special) barriers, 0 [ r [ 2, such that the following properties hold:
(i) If r=2 then sets B1 2 I(B1) and B2 2 I(B2) are disjoint.
(ii) For each i such that 1 [ i [ r, edge e has at least one end in I(Bi).
(iii) Let H be the graph obtained from G by contracting Bi 2 I(Bi) to a
single vertex, vi, for each i such that 1 [ i [ r. Then, graphH−e is bicritical.
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For every (special) barrier B of G−e, the set B 2 I(B) is a shore of a tight
cut of G−e ; moreover, the contraction (G−e){B 2 I(B)} is bipartite. We
conclude that b(H−e)=b(G−e). By (11), b(H−e) \ 2. Graph H−e is
bicritical. Therefore, it has a 2-separation, say {u, v}. Let K denote an even
component of H−e−{u, v}, X :={u} 2 V(K), Y :=V(H)−({v} 2 V(K)),
C :=NH(X), and D :=NH(Y).
Consider first the case in which both u and v are (original) vertices of G.
In that case, {u, v} is a 2-separation of G−e. Graph G, a brick, is free of
2-separations. Therefore, graph G−e−{u, v} has precisely two (even)
components, each of which contains an end of edge e. That is, e is the only
edge of H that has one end in X 5 Y¯ and the other in X¯ 5 Y. By Lem-
ma 2.11, |M 5 C|+|M 5 D|=2+2 |{e} 5M|, for each perfect matchingM
of G. We conclude that the assertion holds, by Lemma 6.2.
We may thus assume that at least one of u and v is not a vertex of G.
Adjust notation so that u is the vertex v1 obtained by the contraction of
B1 2 I(B1). LetM be any perfect matching of G. By Proposition 6.4,
|M 5 NH(v1)|=1+2 |{e} 5M|. (12)
Recall that edge e has at least one end in B1 2 I(B1). If vertex v is a vertex
of G then, by Lemma 2.11, |M 5 C|+|M 5 D|=2+2 |{e} 5M|, and the
assertion holds, by Lemma 6.2.
We may thus assume that r=2 and also that v is the vertex v2 obtained
by the contraction of B2 2 I(B2). In that case, an equality similar to (12)
holds for v2. Edge e has one end in B1 2 I(B1), the other in B2 2 I(B2). By
Lemma 2.11,
|M 5 C|+|M 5 D|=2+4 |{e} 5M|. (13)
Cuts C and D are both nontrivial and distinct. IfM is any perfect matching
of G−e, then the above equation implies that |M 5 C|=|M 5 D|=1.
Therefore C−e and D−e are tight in G−e. If C and D are separating cuts
of G, then they are good cuts of G. By (13) and Lemma 2.19, C and D are
not matching equivalent and are of characteristic at most 5, and hence are
a pair of cuts of the required type.
We may thus assume that one of C and D, say C, is not a separating cut
of G. Since C−e is a tight cut of G−e, this implies that edge e is not
admissible5 in at least one C-contraction of G, say in G1 :=G{Z; z¯}, where
5 This situation is similar to the one we encountered in the proof of Lemma 2.27.
Z is one of the shores of C in G. But cut C−e is tight in G−e. Therefore,
graph G1−e is matching covered. Thus, there exists a barrier F of G1 such
that e is the only edge of G1 that has both ends in F. Since G is a brick, set
F is not a barrier of G. Thus, vertex z¯ lies in F.
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Assume, to the contrary, that every component of G1−F is trivial. Then,
graph G1−e is bipartite. One of the parts of G1−e is F ; let W denote the
other. Then, |W|=|F|. Barrier F contains both ends of edge e ; thereforeW
contains at least two vertices. Vertex z¯ lies in F ; therefore each vertex of W
is a vertex of H. Thus, W is a nontrivial barrier of H−e. This is a contra-
diction to the fact that graph H−e is bicritical. We conclude that at least
one component of G1−F, say J, is nontrivial. Let CŒ :=NG(V(J)). Clearly,
for every perfect matchingM of G,
|M 5 CŒ| [ |M 5 C|−2 |{e} 5M|. (14)
From Eqs. (13) and (14), we now have:
|M 5 CŒ|+|M 5 D| [ 2+2 |{e} 5M|.
Finally, cuts CŒ and D are distinct, for cuts C and D cross whereas cuts C
and CŒ do not cross. The assertion follows, by Lemma 6.2. L
The following corollary is an immediate consequence of Theorem 6.3.
Corollary 6.5. In a solid brick, every removable edge is also b-removable.
7. PROOF OF THE MAIN THEOREM—SOLID BRICKS
In this section we shall present a proof of the main theorem for solid
bricks. It requires Lemma 7.1.
7.1. On the Number of Induced Minimal Classes
Lemma 7.1. Let C be a nonminimal class of a matching covered graph G.
If precisely one minimal class of G is induced by C then l(G)=3.
Proof. Let R be the only minimal class of G induced by C. Class C is
not minimal; therefore C and R are disjoint.
Let e be an edge of C and f an edge of R. Then, e and f are distinct.
Moreover, edge f depends on edge e. Graph G−e has a perfect matching.
By Corollary 2.5(i), graph G−e has a barrier that contains both ends of f.
Let B be a maximal barrier with this property. By Corollary 2.5(ii), graph
G−e−B has no even components. Also, since the edge f is admissible in
G, edge e has its ends in distinct components of G−e−B.
LetMf be any perfect matching of G that contains edge f. LetM(G−e)
be the set of perfect matchings of G−e. LetM denote {Mf} 2M(G−e).
We shall first see that every edge of G lies in some perfect matching in
M. To see this, let g be any edge of G. Consider first the case in which g
does not depend on edge e. In that case, edge g is admissible in G−e,
whence there exists some perfect matching in M(G−e) that contains edge
g. Now consider the case in which edge g depends on edge e. Let RŒ denote
any minimal class of G induced by the class that contains edge g. Since g
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depends on e, class RŒ is also induced by C. By hypothesis, RŒ=R. Thus,
edge f depends on g, whence edge g lies in Mf. We conclude that every
edge of G lies in some perfect matching inM, as asserted.
For each (odd) component K of G−e−B, let CK denote cut NG(V(K)).
We assert that (i) edge f is the only edge spanned by B and (ii) CK is
separating in G, for each K.
A simple counting argument shows thatMf contains both edges e and f,
does not contain any edge other than f spanned by B, and contains pre-
cisely one edge in CK, for each K. Another simple counting argument
shows that if M is any perfect matching in M(G−e), then M does not
contain edge e, does not contain any edge spanned by B, and contains pre-
cisely one edge in CK, for each K. We conclude that each matching inM (i)
contains no edge other than f spanned by B and (ii) contains precisely one
edge in CK, for each K.
We have seen that every edge of G lies in some matching in M. There-
fore, edge f is the only edge of G spanned by B. Also, given edge g of G,
there exists a perfect matching Mg containing g and meeting CK in exactly
one edge, for any component K of G−e−B. By Lemma 2.19, cut CK is
separating, for each K.
Finally, each edge of graph G−R is admissible in G−R, therefore there
exists a perfect matching of G−R, M say, that contains edge e. Edge f is
the only edge of G spanned by B, but edge f lies in R. Therefore no edge
spanned by B lies in M. A simple counting argument then shows that M
contains exactly three edges in CK, for some component K of G−e−B. We
conclude that CK is a separating cut of characteristic three in G. L
7.2. Proof of the Main Theorem: l(G)=.
We now proceed to prove the main theorem for solid bricks.
Theorem 7.2 (The main theorem for solid bricks). Every solid brick G
distinct from K4 has at least three edge-disjoint (b+p)-removable classes, of
which at least two are singletons. Brick K4 has three removable doubletons.
Proof. In a solid brick, every removable edge is b-removable, by
Corollary 6.5, and (b+p)-removable, by Corollary 5.7. Also, in every
brick, a removable doubleton is b-removable and (b+p)-removable. We
have thus to show that G has at least three removable classes and also that
if G is distinct from K4 then it has at least two removable edges.
Let v be any vertex of G. Let {e1, ..., ed} denote the set of edges incident
with v, where d is the degree of v. For i=1, ..., d, let Qi denote the class of
G that contains edge ei. Let Ri denote a minimal class of G induced by Qi.
Each Ri is removable in G ; therefore G has at least d \ 3 removable classes.
Clearly, any two classes in {R1, ..., Rd} are mutually exclusive. We assert
that at most two Ri are doubletons. To see this, assume the contrary. By
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Theorem 2.16, either G is K4 or it is C6. The latter has characteristic three.
Therefore, either G is K4 or G has at least d−2 removable edges, with
equality only if two Ri are doubletons.
Assume that G is not K4. If d > 3 or if at most one Ri is a doubleton
then we are done. Assume thus that d=3 and also that R1 and R2 are
doubletons. Then, every minimal class of G induced by Q3 is a singleton.
If Q3 is not minimal, then Q3 induces at least two minimal classes, by
Lemma 7.1. We may thus assume thatQ3 is minimal. In that case, R3=Q3=
e3. Repeat the above reasoning for some other vertex v of G, not incident
with edge e3, to obtain a second removable edge of G. Indeed, every solid
brick distinct from K4 has at least two removable edges. The proof of the
theorem is complete. L
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