In this paper we propose an investing strategy based on neural network models combined with ideas from game-theoretic probability of Shafer and Vovk. Our proposed strategy uses parameter values of a neural network with the best performance until the previous round (trading day) for deciding the investment in the current round. We compare performance of our proposed strategy with various strategies including a strategy based on supervised neural network models and show that our procedure is competitive with other strategies.
Introduction
A number of researches have been conducted on prediction of financial time series with neural networks since Rumelhart [10] developed back propagation algorithm in 1986, which is the most commonly used algorithm for supervised neural network. With this algorithm the network learns its internal structure by updating the parameter values when we give it training data containing inputs and outputs. We can then use the network with updated parameters to predict future events containing inputs the network has never encountered. The algorithm is applied in many fields such as robotics and image processing and it shows a good performance in prediction of financial time series.
Relevant papers on the use of neural network to financial time series include [5] , [6] , [8] and [14] .
In these papers authors are concerned with the prediction of time series and they to not pay much attention to actual investing strategies, although the prediction is obviously important in designing practical investing strategies. A forecast of tomorrow's price does not immediately tell us how much to invest today. In contrast to these works, in this paper we directly consider investing strategies for financial time series based on neural network models and ideas from game-theoretic probability of Shafer and Vovk (2001) [11] . In the game-theoretic probability established by Shafer and Vovk, various theorems of probability theory, such as the strong law of large numbers and the central limit theorem, are proved by consideration of capital processes of betting strategies in various games such as the coin-tossing game and the bounded forecasting game. In game-theoretic probability a player "Investor" is regarded as playing against another player "Market". In this framework investing strategies of Investor play a prominent role. Prediction is then derived based on strong investing strategies (cf. defensive forecasting in [13] ).
Recently in [9] we proposed sequential optimization of parameter values of a simple investing strategy in multi-dimensional bounded forecasting games and showed that the resulting strategy is easy to implement and shows a good performance in comparison to well-known strategies such as the universal portfolio [3] developed by Thomas Cover and his collaborators. In this paper we propose sequential optimization of parameter values of investing strategies based on neural networks. Neural network models give a very flexible framework for designing investing strategies. With simulation and with some data from Tokyo Stock Exchange we show that the proposed strategy shows a good performance.
The organization of this paper is as follows. In Section 2 we propose sequential optimizing strategy with neural networks. In Section 3 we present some alternative strategies for the purpose of comparison. In Section 3.1 we consider an investing strategy using supervised neural network with back propagation algorithm. The strategy is closely related to and reflects existing researches on stock price prediction with neural networks. In Section 3.2 we consider Markovian proportional betting strategies, which are much simpler than the strategies based on neural networks. In Section 4 we evaluate performances of these strategies by Monte Carlo simulation. In Section 5 we apply these strategies to stock price data from Tokyo Stock Exchange. Finally we give some concluding remarks in Section 6.
Sequential optimizing strategy with neural networks
Here we introduce the bounded forecasting game of Shafer and Vovk [11] in Section 2.1 and network models we use in Section 2.2. In Section 2.3 we specify the investing ratio by an unsupervised neural network and we propose sequential optimization of parameter values of the network.
Bounded forecasting game
We present the bounded forecasting game formulated by Shafer and Vovk in 2001 [11] . In the bounded forecasting game, Investor's capital at the end of round n is written as K n (n = 1, 2, . . .) and initial capital K 0 is set to be 1. In each round Investor first announces the amount of money M n he bets (|M n | < K n−1 ) and then Market announces her move x n ∈ [−1, 1]. x n represents the change of the price of a unit financial asset in round n. The bounded forecasting game can be considered as an extension of the classical coin-tossing game since the bounded forecasting game results in the classical coin-tossing game if x n ∈ {−1, 1}. With K n , M n and x n , Investor's capital after round n is written as K n = K n−1 + M n x n . The protocol of the bounded forecasting game is written as follows.
Protocol:
We can rewrite Investor's capital as K n = K n−1 × (1 + α n x n ), where α n = M n /K n−1 is the ratio of Investor's investment M n to his capital K n−1 after round n−1. We call α n the investing ratio at round n. We restrict α n as −1 < α n < 1 in order to prevent Investor becoming bankrupt. Furthermore we can write K n as
Taking the logarithm of K n we have
The behavior of Investor's capital in (1) depends on the choice of α k . Specifying a functional form of α k is regarded as an investing strategy. For example, setting α k ≡ ǫ to be a constant ǫ for all k is called the ǫ-strategy which is presented in [11] . In this paper we consider various ways to determine α k in terms of past values x k−1 , x k−2 , . . . , of x and and seek better α k in trying to maximize the future capital K n , n > k.
Let u k−1 = (x k−1 , . . . , x k−L ) denote past L values of x and let α k depend on u k−1 and a parameter ω:
Then
is the best parameter value until the previous round. In our sequential optimizing investing strategy, we use ω * n−1 to determine the investment M n at round n:
. For the function f we employ neural network models for their flexibility, which we describe in the next section.
Design of the network
We construct a three-layered neural network shown in Figure 1 . The input layer has L neurons and they just distribute the input u j (j = 1, . . . , L) to every neuron in the hidden layer. Also the hidden layer has M neurons and we write the input to each neurons as I 2 i which is a weighted sum of u j 's. As seen from Figure 1 , I 2 i is obtained as
where ω 1,2 ij is called the weight representing the synaptic connectivity between the jth neuron in the input layer and the ith neuron in the hidden layer. Then the output of the ith neuron in the hidden layer is described as
As for activation function we employ hyperbolic tangent function. In a similar way, the input to the neuron in the output layer, which we write I 3 , is obtained as where ω 1 i is the weight between the ith neuron in the hidden layer and the neuron in the output layer. Finally, we have
which is the output of the network. In the following argument we use y 3 as an investment strategy. Thus we can write
..,M . Investor's capital is written as
We need to specify the number of inputs L and the number of neurons M in the hidden layer. It is difficult to specify them in advance. We compare various choices of L and M in Section 4 and Section 5. Also in u n−1 we can include any input which is available before the start of round n, such as moving averages of past prices, seasonal indicators or past values of other economic time series data. We give further discussion on the choice of u n−1 in Section 6.
Sequential optimizing strategy with neural networks
In this section we propose a strategy which we call Sequential Optimizing Strategy with Neural Networks (SOSNN). We first calculate ω * = ω * n−1 that maximizes
This is the best parameter values until the previous round. If Investor uses α n = f (u n−1 , ω * n−1 ) as the investing ratio, Investor's capital after round n is written as
. For maximization of (2), we employ the gradient descent method. With this method, the weight updating algorithm of ω 2,3 i with the parameter β (called the learning constant) is written as
and the left superscript k to I 3 , y 2 i indexes the round. Thus we obtain
Similarly, the weight updating algorithm of ω 1,2 ij is expressed as
Thus we obtain
Here we summarize the algorithm of SOSNN at round n.
Given the input vector u
. Also we set the learning constant β. 3. Go back to step 1 replacing the weight ω n−1 with updated values.
We calculate
After sufficient times of iteration, φ in (2) converges to a local maximum with respect to ω 1,2 ij and ω 2,3 i and we set ω 1,2 ij = ω 1,2 ij * and ω 2,3 i = ω 2,3
i * , which are elements of ω * n−1 . Then we evaluate Investor's capital after round n as
Alternative investment strategies
Here we present some strategies that are designed to be compared with SOSNN. In Section 3.1 we present a strategy with back-propagating neural network. The advantage of back-propagating neural network is its predictive ability due to "learning" as previous researches show. In Section 3.2 we show some sequential optimizing strategies that use rather simple function for f than SOSNN does.
Optimizing strategy with back propagation
In this section we consider a supervised neural network and its optimization by back propagation. We call the strategy NNBP. It decides the betting ratio by predicting actual up-and-downs of stock prices and can be regarded as incorporating existing researches on stock price prediction. Thus it is suitable as an alternative to SOSNN. For supervised network, we train the network with the data from a training period, obtain the best value of the parameters for the training period and then use it for the investing period. These two periods are distinct. For the training period we need to specify the desired output (target) T k of the network for each day k. We propose to specify the target by the direction of Market's current price movement x k . Thus we set
Note that this T k is the best investing ratio if Investor could use the current movement x k of Market for his investment. Therefore it is natural to use T k as the target value for investing strategies. We keep on updating ω k by cycling through the input-output pairs of the days of the training period and finally obtain ω * after sufficient times of iteration.
Throughout the investing period we use ω * and Investor's capital after round n in the investing period is expressed as
Back propagation is an algorithm which updates weights k ω 1,2 ij and k ω 2,3 i so that the error function
decreases, where T k is the desired output of the network and k y 3 is the actual output of the network. The weight k ω 2,3
At the end of each step we calculate the training error defined as
where m is the length of the training period. We end the iteration when the the training error becomes smaller than the threshold µ, which is set sufficiently small.
Here let us summarize the algorithm of NNBP in the training period.
1. We set k = 1. 
Given the input vector
When k = m we set k = 1 and ω 1 ← ω m+1 and continue the algorithm until the training error becomes less than µ.
Markovian proportional betting strategies
In this section we present some sequential optimizing strategies that are rather simple compared to strategies with neural network in Section 2 and Section 3.1. The strategies of this section are generalizations of Markovian strategy in [12] for coin-tossing games to bounded forecasting games. We present these simple strategies for comparison with SOSNN and observe how complexity in function f increases or decreases Investor's capital processes in numerical examples in later sections. Consider maximizing the logarithm of Investor's capital in (1):
We first consider the following simple strategy of [9] in which we use α n = α * n−1 , where α * n−1 = argmax Π n−1 k=1 (1 + αx k ). In this paper we denote this strategy by MKV0.
As a generalization of MKV0 consider using different investing ratios depending on whether the price went up or down on the previous day. Let α k = α + k when x k−1 was positive and α k = α − k when it was negative. We denote this strategy by MKV1. In the betting on the nth day we use α
Here I {·} denotes the indicator function of the event in {·}. The capital process of MKV1 is written in the form of (1) as
We can further generalize this strategy considering price movements of past two days. Let u k−1 = (x k−1 , x k−2 ) and let
We denote this strategy by MKV2. We will compare performances of the above Markovian proportional betting strategies with strategies based on neural networks in the following sections.
Simulation with linear models
In this section we give some simulation results for strategies shown in Section 2 and Section 3. We use two linear time series models to confirm the behavior of presented strategies. Linear time series data are generated from the Box-Jenkins family [2] , autoregressive model of order 1 (AR(1)) and autoregressive moving average model of order 2 and 1 (ARMA(2,1)) having the same parameter values as in [15] . AR(1) data are generated as
and ARMA(2,1) data are generated as
where we set ǫ n ∼ N(0, 1). After the series is generated, we divide each value by the maximum absolute value to normalize the data to the admissible range [−1, 1].
Here we discuss some details on calculation of each strategy. First we set the initial values of elements of ω as random numbers in [−0.1, 0.1]. In SOSNN, we use the first 20 values of x n as initial values and the iteration process in gradient descent method is proceeded until |∆ω 1,2 ij | < 10 −4 and |∆ω 2,3 i | < 10 −4 with the upper bound of 10 4 steps. As for the learning constant β, we use learning-rate annealing schedules which appear in Section 3.13 of [7] . With annealing schedule called the search-then-converge schedule [4] we put β at the nth step of iteration as
where β 0 and τ are constants and we set β 0 = 1.0 and τ = 5.0. In NNBP, we train the network with five different training sets of 300 observations generated by (4) and (5) . We continue cycling through the training set until the training error becomes less than µ and we set µ = 10 −2 with the upper bound of 6 × 10 5 steps. Also we check the fit of the network to the data by means of the training error for some different values of β, L and M. In Markovian strategies, we again use the first 20 values of x n as initial values. We also adjust the data so that the betting is conducted on the same data regardless of L in SOSNN and NNBP or different number of inputs among Markovian strategies.
In Table 1 we summarize the results of SOSNN, NNBP, MKV0, MKV1 and MKV2 under AR(1) and ARMA (2, 1) . The values presented are averages of results for five different simulation runs of (4) and (5) . As for SOSNN, we simulate fifty cases (combinations of L = 1, . . . , 5 and M = 1, . . . , 10), but only report the cases of L = 1, 2, 3 and some choices of M because the purpose of the simulation is to test whether L = 1 works better than other choices of L under AR(1) and L = 2 works better under ARMA(2,1). For NNBP we only report the result for one case since fitting the parameters to the data is quite a difficult task due to the characteristic of desired output (target). Also once we obtain the value of β, L and M with training error less than the threshold µ = 10 −2 , we find that the network has successfully learned the input-output relationship and we do not test other choices of the above parameters. (See Appendix for more detail.) We set β = 0.07, L = 12 and M = 30 in simulation with AR(1) model and β = 0.08, L = 15 and M = 40 in simulation with ARMA(2,1) model.
Investor's capital process for each choice of L and M in SOSNN, NNBP and each Markovian strategy is shown in three rows, corresponding to rounds 100, 200, 300 of the betting (without the initial 20 rounds in SOSNN and Markovian strategies). The fourth row of each result for NNBP shows the training error after learning in the training period. The best value among the choices of L and M in SOSNN or among each Markovian strategy is written in bold and marked with an asterisk and the second best value is also written in bold and marked with two asterisks. Also calculation results written with "-" are cases in that simulation did not give proper values for some reasons.
Notice that SOSNN whose betting ratio f is specified by a complex function gives better performance than rather simple Markovian strategies both under AR(1) and ARMA (2, 1) . Also the result that NNBP gives capital processes which are competitive with other strategies shows that the network has successfully learned the input-output relationship in the training period.
Comparison of performances with some stock price data
In this section we present numerical examples calculated with the stock price data of three Japanese companies SONY, Nomura Holdings and NTT listed on the first section of the Tokyo Stock Exchange for comparing betting strategies presented in Section 2 and Section 3. The investing period (without days used for initial values) is 300 days from March 1st in 2007 to June 19th in 2008 for all strategies and the training period in NNBP is 300 days from December 1st in 2005 to February 20th in 2007. We use a shorter training period than those in previous researches, because longer periods resulted in poor fitting.
The data for 300 days from December 1st in 2005 to February 20th in 2007 is used for input normalization of x n to [−1, 1], which is conducted according to the method shown in [1] and the procedure is as follows. For the data of daily closing prices in the above period, we first obtain the maximum value of absolute daily movements and then divide daily movements in the investing period by that maximum value. In case x n ≤ −1.0 or x n ≥ 1.0 we put x n = −1.0 or x n = 1.0. Thus we obtain x n in [−1, 1] and we use them for inputs of the neural network. We tried periods of various lengths for normalization and decided to choose a relatively short period to avoid Investor's capital processes staying almost constant. Also in NNBP we used β = 0.07, L = 12 and M = 90 for SONY, β = 0.07, L = 15 and M = 100 for Nomura and β = 0.03, L = 15 and M = 120 for NTT with upper bound of 10 5 iteration steps. Other details of calculation are the same as in Section 4. We report the results in Table 2 .
In Figure 2 we show the movements of closing prices of each company during the investing period. In Figures 3-5 we show the log capital processes of the results shown in Table 2 to compare the performance of each strategy. Figure 3 is for SONY, Figure 4 is for Nomura Holdings and Figure 5 is for NTT. For SOSNN we plotted the result of L and M that gave the best performance at n = 300 (the bottom row of the three rows) in Table 2 . Figure 5 : NTT As we see from above figures, NNBP which shows competitive performance for two linear models in Section 4 gives the worst result. Thus it is obvious that the network has failed to capture trend in the betting period even if it fits in the training period. Also the results are favorable to SOSNN if we adopt appropriate numbers for L and M. 
Concluding remarks
We proposed investing strategies based on neural networks which directly consider Investor's capital process and are easy to implement in practical applications. We also presented numerical examples for simulated and actual stock price data to show advantages of our method.
In this paper we only adopted normalized values of past Market's movements for the input u n−1 while we can use any data available before the start of round n as a part of the input as we mentioned in Section 2.2. Let us summarize other possibilities considered in existing researches on financial prediction with neural networks. The simplest choice is to use raw data without any normalization as in [6] , in which they analyze time series of Athens Stock index to predict future daily index. In [5] they adopt price of FAZ-index (one of the German equivalents of the American Dow-Jones-Index), moving averages for 5, 10 and 90 days, bond market index, order index, US-Dollar and 10 successive FAZ-index prices as inputs to predict the weekly closing price of the FAZ-index. Also in [8] they use 12 technical indicators to predict the S&P 500 stock index one month in the future. From these researches we see that for longer prediction terms (such as monthly or yearly), longer moving averages or seasonal indexes become more effective. Thus those long term indicators may not have much effect in daily price prediction which we presented in this paper. On the other hand, adopting data which seems to have a strong correlation with closing prices of Tokyo Stock Exchange such as closing prices of New York Stock Exchange of the previous day may increase Investor's capital processes presented in this paper. Since there are numerical difficulties in optimizing neural networks, it is better to use small number of effective inputs for a good performance.
Another important generalization of the method of this paper is to consider portfolio optimization. We can easily extend the method in this paper to the betting on multiple assets. Let the output layer of the network have P neurons as shown in Figure 7 and the output of each neuron is expressed as y 3 h , h = 1, . . . , P . Then we obtain a vector y 3 = (y 3 1 , . . . , y 3 P ) of outputs. The number of neurons P refers to the number of different stocks Investor invests.
Investor's capital after round n is written as
where ω h = (ω 1,2 ij ) i=1,...,M, j=1,...,L , (ω 2,3 hi ) i=1,...,M .
Figure 6: Three-layered network for portfolio cases
Thus also in portfolio cases we see that our method is easy to implement and we can evaluate Investor's capital process in practical applications.
Appendix
Here we discuss training error in the training period of NNBP. In this paper we set the threshold µ for ending the iteration to 10 −2 , while the value commonly adopted in many previous researches is smaller, for instance, µ = 10 −4 . We give some details on our choice of µ. Let us examine the case of Nomura Holdings in Section 5. In Figure 7 we show the training error after each step of iteration in the training period calculated with (3) . While the plotted curve has a typical shape as those of previous researches, it is unlikely that the training error becomes less than 10 −2 . Also in Figure 8 we plot E k = 1 2 (T k − k y 3 ) 2 for each k calculated with parameter values ω after learning. We observe that the network fails to fit for some points (actually 9 days out of 300 days) but perfectly fits for all other days. It can be interpreted that the network ignores some outliers and adjust to capture the trend of the whole data. 
