INTRODUCTION
The Base Transceiver Stations (BTS) are the components of a cellular network that ensure the connection between the Mobile Stations (MS) and the communication network. Every BTS has an internal clock, but all these clocks are not synchronized. In other words, the BTSs do not have access to an absolute reference of time.
We are interested in proposing distributed algorithmic solutions for synchronizing these clocks. The main difficulty of our problem comes from the fact that we do not give ourselves any possibility of measuring the dephasing (i.e. the difference of phase) between a given clock and some time reference. The only informations come from random measurements of local dephasings between two clocks : one can indeed measure such dephasings (with noise) when a Mobile Station makes a handover (i.e. lies in the intersection of two cells covered by the two corresponding BTSs). Moreover only these two BTSs are informed of this measure. We also suppose that no information can be exchanged by mean of messages between the different BTSs. Note finally that there is another difficulty for designing algorithms in such a context : an algorithm must necessarily be executed in a totally asynchronous fashion on the various BTSs. Such a problem never occurs in classical situations of parallel or distributed computations.
One of the purposes of this paper is therefore to try to present some ideas that can be applied in such a constrained context. We must indeed emphasize the fact that there is clearly no unique solution to our problem. Let us also give the structure of our paper. We present in a first section the detailed specifications of our synchronization problem. The second section deals then with some algorithmic solutions.
THE SYNCHRONIZATION PROBLEM

Cellular networks
In a first approximation (that will be sufficient for the purpose of this paper), one can model a cellular communication network as follows : the Mobile Stations (MS) are connected to the network through radio communications with the so-called Base Transceiver Stations (BTS), each BTS being in charge of all the communications in a certain geographic area called a cell; the different BTSs are then organized in a hierarchic way (see Figure 1 ). During a communication, the MS is governed by the BTS that manages the cell in which the MS lies. The MS sends periodically bursts to its BTS at a frequency which is given by the internal clock of the BTS (each burst is sent during a eighth of the period of the clock). The MS synchronizes its own clock with the clock of the BTS. Each burst is composed of two parts : the first one contains standard system informations and the second one is devoted to the encoding of the voice signal.
BTS
Each BTS has its own clock. Our problem consists in finding a method for synchronizing all these clocks. This problem is rather important for several reasons. First of all, one must recall that a MS that moves is managed by several BTS during its motion. When a MS switches from one BTS to the other, it must emit shorter bursts in order to avoid perturbing the communications of its new BTS. Moreover the communication between a MS and its BTS perturbes the communications with any nearby unsynchronised BTS: whenever a burst of the communication overlaps properly in time another burst of a MS communicating with a nearby BTS, the interferences cannot be properly treated; this is not the case when the bursts totally overlap or do not overlap at all. Synchronization thus allows the network to manage more MSs.
The present GSM networks work in spite of this problem. A hardware solution would of course be possible but very expensive. This solution would require a GPS antenna to be added on each BTS. As BTSs are placed on private buildings, this would imply an enormous amount of administrative work to get the authorizations. This solution cannot be envisioned for an existing GSM network. In this paper we present simple software ways of solving the problem. During a handover, i.e. when a MS switches from one cell to another, the two corresponding BTS are informed of the dephasing of their clocks. We propose solutions to get synchronization using only this information. This information is unpredictable and is measured with some noise. An interesting point is that BTSs interfering often will also often get dephasing measures of their clocks since the interferences come from the presence of many MSs in the overlapping area of the two corresponding cells.
Each BTS can change its phase by slightly speeding or slowing its clock (it should not break the ongoing communications) 1 . We are thus looking for a distributed algorithm for controlling their actions in order to get synchronization. Each BTS must decide whether it should slow or speed its clock according to the dephasing measurements it receives.
Modeling the Problem
We model this synchronization problem using a graph constructed in the following way. The BTSs are the vertices and we put an edge between two BTSs when their clock dephasing is measured frequently enough (we simply say that they interfere). This graph is unknown but distant BTSs are generally less likely to interfere. Moreover it evolves in time with the variations of the communication traffic.
We can enhance our model by taking a discrete time. Let Ô ´Øµ be the probability that BTS gets a measurement of its clock dephasing with BTS during the unit of time Ø. This can be defined as soon as the unit of time is sufficiently long with respect to the regularities of the communications traffic (the unit of time can typically be a second since a BTS can receive dephasing measurements every few seconds during high traffic periods). We thus get a probability matrix È´Øµ modeling the dephasing measurements between the BTSs during the time. The matrix is symmetric since a dephasing measurement is made when a MS is in charge of both BTSs that receive that measurement.
The geographic positions of the BTSs are fixed and the flows of MSs are quite regular. The BTSs interfering often with a fixed BTS are almost always the same, we may thus suppose that the probability matrix is constant if we consider the problem of synchronizing the network during a long period of time (several months would be acceptable in practice) 2 . Fixing a probability threshold, we get an undirected graph modeling the dephasing measurements: two BTSs are linked if the probability that they receive a dephasing measurement is greater than the threshold. We can then see the synchronization problem as a connected components computation. Indeed, it is possible to synchronize two BTSs if there exists a path connecting them (otherwise, there is no way in our model to measure their clock dephasing). This implies that we can use some ideas from graph connected components methods: our problem consists more or less in computing the connected components of some graph in our model. However, the most classical approach consists in seeing this problem as an optimization problem: since we can for instance look for an algorithm that minimizes the sum of the squares of the dephasings. We first study this approach and then consider the connected component view for elaborating synchronization algorithms. A good solution should certainly mix these two approaches as we will see.
SYNCHRONIZATION ALGORITHMS
3.1. Gradient Algorithm We first define a global cost function whose absolute minima correspond to the exact synchronization of the BTSs. Let denote the dephasing of BTS with respect to some absolute reference time (note that cannot be measured). Now let ¡ be the dephasing between BTSs and . All the clocks have the same period Ì . As we will see, this modular aspect of the variables makes the problem difficult. For now, just notice that there are in fact two possible dephasings: a BTS can adjust its time to another BTS by speeding its clock or by slowing it (see Figure 2 ), notice that one way is shorter than the other. In some situations, a BTS must adjust its clock by the longest way as in Figure If the BTSs are approximately synchronized, the modularity problem disappears: suppose we have a very loose synchronization in the sense that there exists a reference time such that all the are in the range Ì Ì . In that case, an algorithm as simple as the Gradient Algorithm allows to achieve synchronization. We define a global cost function and a local cost function for each BTS as follows:
defines a surface in Ê Ò·½ and we are interested in its absolute minima. The simplest algorithm for finding a minimum consists in following the gradient Ö defined by:
Each BTS interferes with two neighboring BTSs. A deadlock situation: to synchronize the BTSs, one of them has to adjust it time to one of the neighboring BTSs by following the longest arc (i.e. dephase of almost Ì ).
In our case, we have:
The Gradient Algorithm consists in iterating the following operation:
where is a tunable constant.
For a fixed BTS , we can only obtain dephasing measurements with a subset Ë of BTSs that we may call the neighbours of BTS (those BTSs for which the probability Ô is greater than some threshold). We will thus consider instead the following local cost function:
we thus define:
The probability threshold should be large enough so that the considered dephasings are measured frequently enough and small enough so that the network to be synchronized remains connected with respect to the associated graph.
If and are two non-neighbour BTSs, we can still extrapolate the value of ¡ with:
is a path from to . We then get:
and thus
¼ Ò ¿ ÐÓ
If we achieve an absolute minimum according to the cost function ÐÓ , it also minimizes the cost function .
The Gradient Algorithm then becomes:
Algorithm 1 Gradient Algorithm for BTS
Repeat
Every unit of time:
Dephase the clock of BTS of Ñ along the current unit of time.
should be small enough so that it is possible to dephase a clock of Ñ at the maximum dephasing speed Ú Ñ . In practise, Ñ can be replaced by any continuous function of Ñ increasing from Ú Ñ ¢ unit of time to Ú Ñ ¢ unit of time and evaluating to ¼ when Ñ ¼. This algorithm surely minimizes the function ÐÓ since it is a simple quadratic function in the special case where the BTSs are approximately synchronized. Indeed, if there exists (virtually) a reference time such that all the are in the range Ì Ì , this situation will remain true during the execution of the gradient algorithm. The BTS with the smallest time will always adjust forward and the BTS with the greatest time will always adjust backward. When these two BTSs get the same time, synchronization is achieved. This gives a partial solution to the problem,the difficult part consists in achieving the approximate synchronization: the Gradient Algorithm then allows to achieve and to maintain a complete synchronization. This paper is mainly dedicated to proposing algorithms for achieving this approximate synchronization.
We now return to the general case. Each BTS gets some dephasing measurements. We can still compute from these measurements the shortest dephasing (it is the only value equaling this measurement or its opposite modulo Ì in the range Ì ¾ Ì ¾). But this definition is far from ensuring continuity in the general case, because a dephasing could increase up to Ì ¾ and then jump to Ì ¾ (although continuously evolving in reality). The Gradient Algorithm has little chance to minimize a non derivable function, it will rather oscillate forever (since the dephasing measurements are noisy). To overcome this problem,
where is some function ensuring at least the derivability of . Figure 4 gives some interesting functions. This trick is possible because the dephasings are measured modulo Ì in reality. Considering them as values modulo ¾Ì is thus no problem. Unfortunately, starting from a random situation, the Gradient Algorithm is likely to be blocked in a deadlock, i.e. a local minimum of the cost function ÐÓ as in Figure 3 .
Algorithm 1 supposes that at least a measurement is made every unit of time (this is no problem if the unit of time is several minutes).
To make Algorithm 1 more reliable considering that there is some noise in the dephasing measurements, we can use the mean of several recent measurements of dephasings between BTS and BTS for ¡ .
Recall that the Gradient Algorithm has now the form:
Algorithm 2 Gradient Algorithm for BTS
Repeat
This is a good solution when the BTSs are approximately synchronized. We still lack a solution for the initial phase: starting from a random situation, reach enough synchronization to launch the Gradient Algorithm.
Simulated Annealing
Simulated Annealing [5, 6 ] is a general method for finding absolute minima of a function rather than local minima. It can be seen as an enhancement of the Gradient Algorithm.
The times ¢ ´ ½ Ò µ of the BTSs are interpreted as the coordinates of a particle in a Ò-dimensional phase space. The particle is submitted to a potential given by the cost function and to a thermal energy of temperature Ø . Ø represents the time. The temperature is cooled with an appropriate function: ¼ ½ and ½ ¼. The Metropolis Algorithm [6] allows to simulate the laws of Physics which imply that the particle will end up in an absolute minima of the potential if the temperature is cooled sufficiently slowly.
Algorithm 3 Metropolis Algorithm
Repeat
Every unit of time Ø: 
´¡ µ
We may now propose a Simulated Annealing Algorithm:
Algorithm 4 Simulated Annealing Algorithm for BTS
Repeat every unit of time:
Compute Ñ ½ Ë È ¾Ë ´¡ µ. Set with equal probability « ½ or « ½. Let Õ be a random number between ¼ and ½.
If Õ « Then
Cool´ µ
The main problem in Simulated Annealing is the tuning of the cooling function Cool. Usually Ø ¼ Ø is a good choice where is a constant close to ½ (typically ¼ and thus Cool´ µ ¼ ). There is still a problem here: the BTSs are not synchronized in their computations, each BTS must have its own temperature and begin the cooling process at a different moment. Moreover, if a BTS is booted, it should get the temperature of a neighbour BTS in order to avoid perturbing the algorithm.
Connected Components Techniques
In the previous algorithms, the choice of the unit of time determines a threshold over which nearby interfering BTSs are considered as neighbours. This defines a graph whose vertices are the BTSs. Two BTSs may be able to synchronize each other if and only if there exists a path from one to the other in this graph. A synchronization algorithm can be seen as a connected component algorithm: consider the connected component number of a BTS is its time. Two BTSs are in the same connected component if they are synchronized. A synchronization algorithm thus computes the connected components of this graph in some way. Notice that two BTSs have very little chance to be synchronized if no algorithm does something for that. This approach allows us to use the numerous connected components techniques for solving our problem. We will first focus on spanning tree techniques and then propose an adaptation of the classical PRAM algorithm for computing connected components.
Spanning tree techniques
Suppose we know a spanning tree of the graph: each BTS except for the root has a father BTS . We can then use the following algorithm for synchronizing the BTSs.
Algorithm 5 Spanning Tree Algorithm for BTS
Repeat every unit of time:
Compute Ñ ´¡ µ.
This algorithm surely synchronizes all the BTSs to the root one but it is not fault tolerant. If a BTS crashes, or if the edge disappears from the graph (if ever a new building is built between the two BTSs for example), all the associated subtrees will fail to synchronize to the rest of the BTSs. Another problem with this algorithm is the stability of long chains in the tree. The noise perturbing the measurements may increase the instability along the chain.
This last problem can be overcome by mixing the gradient algorithm (which has good stability properties) and the previous one by inserting weights in the mean of the neighbours dephasings (« is a small constant, ¼ ½ for example).
Algorithm 6 Stable Spanning Tree Algorithm for BTS
Repeat every unit of time:
The fault tolerance problem comes along with the problem of computing a spanning tree. A fixed spanning tree is not desirable since it should be computed dynamically from time to time to be fault tolerant.
We can compute spanning forests by choosing a father for each BTS with a simple numerical criterium of one of the following kinds:
give a large random number Ò´ µ to each BTS and set where Ò´ µ Ñ Ò ¾Ë Ò´ µ (this number may be communicated to the neighbour BTSs by the control network at little cost), for each BTS , measure the frequency with which the dephasing ¡ is measured, and set where Ñ Ò ¾Ë . ½ ½ Ò Ò defines an oriented graph. The numerical criterium is decreasing along any chain of 3 BTSs (this assertion relies on the symmetry of the graph). This implies that
As this technique gives a spanning forest rather than a spanning tree, it may not solve the problem as there may be a deadlock between the tree components of the forest. But since it reduces the deadlock problem from the BTSs to bigger components, this may be enough to make deadlocks unprobable.
Spanning directed graph
We can generalize the previous idea. We may synchronize the BTSs by considering only the directed edges of a spanning directed graph with no directed cycle of length greater or equal than 3 and only one maximal strongly connected component. Indeed, this means that all the strongly connected component do contain at most two BTSs. These strongly connected components of one or two BTSs will synchronize in a top bottom fashion to the maximal strongly connected component (recall that every directed graph induces a directed acyclic graph over its strongly connected components).
The problem is to compute such a spanning directed graph. We can imagine a scheme for that when the BTSs know their geographic position and the positions of their neighbours. Any BTS may then synchronize to all its north west neighbours. Changing the direction from time to time will make the scheme tolerant to BTS faults.
Parallel Connected Component Algorithm
We now introduce an algorithm somehow inspired from the connected components algorithm proposed for the PRAM model [8] . However our algorithm is very different because the model of computation is very different from the PRAM model. Their algorithm computes growing connected sub-components represented by stars, i.e. a tree where all the non root nodes are children of the root. Stars are computed from classical spanning trees contracted with an operation called "pointer jumping" where a node replaces its father by its grandfather. This operation seems hard to implement in our framework since the dephasing measurement with the grandfather may have to be computed from the dephasing measurements between the node and its father and between the father and the grandfather. This would generate many message passing between the BTSs, and this resource is very limited. Moreover our framework is totally asynchronous (from the computation model point of view). The heart of the PRAM algorithm consists in "hooking" a subcomponent that is represented by a star to another subcomponent when an edge is detected between two nodes of the two subcomponents. Several hooking operations may attempt to hook a given subcomponent to different subcomponents, but only one operation succeeds.
We now introduce an asynchronous algorithm based on this last idea. Any edge between two BTSs tries to synchronize one to the other. If it cannot succeed, the reason is that some other edge is trying to synchronize the subcomponent in the other direction. In that case the edge is inactivated (i.e. ignored) for a time Í (long enough so that the BTS may synchronize itself according to the other edge). To keep the subcomponent notion, a BTS always synchronizes itself to its neighbours in the same subcomponent (i.e. those with which it has already been synchronized for a while). To get a stable algorithm, we can simulate all this by using the Gradient Algorithm and inserting weights in the mean computation. A BTS may have three types of neighbours, each type having a different weight:
¯the inactive neighbours (which correspond to an inactivated edge) have a small weight (Û ¼ ½ for example), the active neighbours (which correspond to an active edge) have a greater weight (Û ½ for example), the subcomponent neighbours have an even greater weight (Û ¾ for example).
The associated sets of neighbours are respectively denoted by Á , and for each BTS . See Algorithm 7.
Algorithm 7 Connected Components Algorithm
Initialize Á , and with , Ë and respectively. Consider the edges connecting a subcomponent (i.e. a set of synchronized BTSs). If they tend to synchronize the subcomponent in contradicting directions (both forward and backward), the subcomponent will not dephase significantly but some edges will be deactivated one after another until no contradiction remains, the subcomponent will then dephase significantly (either forward or backward) and synchronize to another subcomponent. The inactivation time of an inactivated edge must be long enough to ensure that.
In theory, the dephasing speed of a subcomponent may be very slow. Consider for example a chain of BTSs where one extremity is pulling all the others. The dephasing speed of the other extremity will be approximately Û Û ·Û slower. Í should thus increase exponentially with the diameter of the subcomponent of the BTS to ensure that one single edge may synchronize the subcomponent to another component.
In practise, Í should be long enough to break the deadlock situations of the gradient like behaviour of the algorithm. Deadlocks occur along cycles. Due to their geographic positions, actual interference graphs of BTSs have a mesh structure which is often modeled with an hexagonal mesh. This implies that a deadlock situation occurs on concentric cycles and that the smallest cycle has a bounded small length. Hence it is sufficient in practice to tune Í as if the diameter of the subcomponent was less than 6.
To show how our algorithm is different from the PRAM algorithm, notice the following. Conversely to the PRAM algorithm, we cannot compute a spanning tree from our algorithm. In the PRAM algorithm, the collection of the edges that succeed in "hooking" two subcomponents form an undirected spanning tree. In our case, we do not know which edge succeeds in synchronizing two subcomponents as there may be several such edges.
CONCLUSION
We have introduced some new algorithmic ideas for the problem of BTS synchronization. See Table 1 for a summary of the key concepts of each algorithm. These ideas are being patented by Nortel Matra Cellular.
Interesting future work resides in a probalistic study of the forests generated by the methods described in the spanning tree techniques section. Information about the number of trees, the depth of the trees could be useful.
