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CHAPTER 1. 
Introduction and Justification 
Thesis Organization 
This thesis is organized into six chapters. Chapter 1 is the introduction and research 
justification. Chapter 2 is a published journal manuscript. Chapter 3 is ajournai manuscript 
focusing on Stewart's disease field research conducted in 2002 and 2003. Chapters 4 and 5 
are journal papers that focus on forecasting for Stewart's disease of com. Finally, chapter 6 
is a general conclusions and discussion chapter. References are provided at the end of each 
chapter and are specific to that chapter. 
Literature Review 
Disease Symptoms and Losses 
Stewart's disease, caused by the bacterium Pantoea stewartii subsp. stewartii (syn. 
Erwinia stewartii), primarily affects com {Zea mays) during two crop periods each growing 
season: the early season seedling wilt phase and the late leaf blight phase (Stewart 1897; 
Smith 1914; Pepper 1967; Mergaert et al. 1993). Symptoms of Stewart's disease have been 
previously described in numerous publications (Stewart 1897; Smith 1914; Rand and Cash 
1933; Ivanoff 1933; Frutchey 1936; Pepper 1967; Munkvold 2001). Early symptoms during 
the wilt phase typically include linear, water-soaked lesions that originate from the site of 
corn flea beetle feeding scars. These lesions expand and coalesce resulting in severe plant 
stunting and wilting (Dill 1979; Pepper 1967). It is during this phase that direct plant losses 
occur as a result of seedling death. Pantoea stewartii may also invade the vascular bundles; 
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this invasion is identifiable by yellow, bacterial ooze when the vascular bundles are cut 
(Stewart 1897; Rand and Cash 1933; Pepper 1967; Munkvold 2001). The wilt phase of 
Stewart's disease may sometimes be mistaken for several abiotic stresses, including drought 
damage, nutritional deficiency, and insect feeding. 
The late leaf blight phase of Stewart's disease can be observed beginning in late July 
to August, and may become more severe as the rest of the growing season progresses. The 
early symptoms of the late leaf blight phase occur at the feeding sites of corn flea beetles, 
thereby facilitating the entry of P. stewartii into the corn plant (Pepper 1967; Dill 1979). 
Following entry, the bacterium will multiply within the xylem and linear, yellowish, water-
soaked lesions originating from the sites of corn flea beetle feeding scars will develop. These 
lesions will elongate along the corn leaf veins and may cause the eventual blighting of the 
entire corn leaf and plant. 
Economic Importance of Stewart's Disease 
Stewart's disease of corn is an economically important disease in both the seed and 
sweet corn industries in the US (Stewart 1897; Pepper 1967; Suparyono and Pataky 1989; 
Pataky et al. 1990; McGee 1995; Pataky et al. 1995). In Iowa, seed corn production is 
adversely affected by the mere presence of Stewart's disease in seed com fields due to zero 
tolerance phytosanitary regulations that limit the exportation of seed from fields infected with 
Stewart's disease (Pepper 1967; McGee 1995). Stewart's disease has been reported to occur 
in most com growing regions of the United States, and has also been found in other com 
production regions of the world, including: Central America, Europe, the former USSR, and 
China (Pepper 1967). Since seed com inspections began in Iowa in 1972, the prevalence of 
Stewart's disease has been sporadic, however, from 1994 to 2000, the prevalence of 
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Stewart's disease increased exponentially from approximately 3% in 1994 to as high as 58% 
in 2000 (Nutter et al. 1998; Esker and Nutter 2001 ; Nutter et al. 2002) (Figure 1). In this 
thesis, prevalence (%) is defined as the number of inspected seed corn fields found to have 
Stewart's disease divided, by the total number of seed corn fields inspected x 100. 
Figure 1. Prevalence of Stewart's disease in Iowa between 1972 and 2003. Prevalence is 
defined as the number of fields found to have Stewart's disease divided by the total number 
of fields inspected each year. The number of seed corn fields inspected each year ranged 
from less than 100 (in the 1970's) to over 1,300 fields inspected annually (in recent years). 
In sweet corn production, moderate-to-severe infection of sweet com by P. stewartii 
can significantly reduce yield and farmer income in susceptible and moderately-susceptible 
sweet corn hybrids (Pepper 1967; Suparyono and Pataky 1989; Pataky et al. 1990; Pataky et 
al. 1995). Stewart's disease was first recognized as a major yield-limiting factor in sweet 
com production during the 1930's, following a dramatic increase in the severity of Stewart's 
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disease on sweet corn in the Northeastern U.S. It was on the basis of these epidemics that 
Neil Stevens (New Haven, Connecticut) developed a Stewart's disease forecasting system to 
predict the seasonal severity of Stewart's disease in the Northeastern U.S. Stevens's 
empirical model was based on predicting the winter survival of the corn flea beetle 
0Chaetocnemapulicaria Melsheimer) vector (Stevens 1934; Elliot 1935; Metcalf et al. 1962; 
Dill 1979). However, it has recently been shown that the original Stevens model, as well as a 
revised Stevens model (known as the Stevens-Boewe model) (Stevens 1934; Boewe 1948) 
are both inadequate for forecasting the prevalence of Stewart's disease in Iowa (Nutter et al. 
2002, Nutter and Esker 2005). Economically, a reliable Stewart's disease forecasting system 
that accurately predicts the seasonal and site-specific risks for this disease would be of great 
value to seed com producers, as it would provide timely pre-plant disease risk information. 
For example, a reliable risk model for Stewart's disease could be used to determine if 
insecticide seed treatments are necessary and/or as a basis to identify (geographically) where 
alternative low risk planting sites are located within Iowa. Thus, the development of a 
reliable risk model for Stewart's disease could greatly reduce the risk of Stewart's disease. 
Causative Organism: Pantoea stewartii 
Stewart's disease is caused by the bacterium Pantoea stewartii, and has been 
described morphologically as a short bacillus, occurring in pairs (usually), sporeless, and 
having the ability to readily grow on nutrient, gelatin, or potato agar (Pepper 1967). The 
initial description of P. stewartii as a bacterial pathogen came from Stewart (1897), who 
observed that early sweet com was being affected by a wilt disease in which fibro-vascular 
bundles contained many bacilli, however, Stewart left the organism unnamed until 1898 
(Smith 1914). F. C. Stewart (1897) initially indicated that P. stewartii did not produce 
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gases, and therefore, was most likely an aerobic bacterium. However, Pepper (1967) later 
reported that P. stewartii actually ranges from being aerobic to facultatively aerobic, 
depending on environmental conditions. Other morphological characteristics of P. stewartii 
include: an average length of less than 4.0 jam and an average diameter of 1.0 jam, the 
bacterium is motile, and P. stewartii can be readily stained using anilin dyes (Smith 1914). 
Pepper (1967) later reported that P. stewartii was a non-motile, non-flagellated, non-spore 
forming, and capsule-forming gram-negative rod, 0.4-0.8 pm by 0.9-2.2 pm. 
Braun (1982; 1990) has shown that an extracellular polysaccharide (EPS) produced 
by the bacterium greatly contributes to the aggressiveness of this pathogen. Braun found that 
disease progression involving EPS-deficient strains of P. stewartii developed much more 
slowly than non EPS-deficient strains. Moreover, it was more difficult for these populations 
to successfully colonize host vascular tissue, and therefore, this provided a mechanism for 
resistance research. 
Nomenclature 
The history of the nomenclature used for P. stewartii is shown in Table 1. 
Table 1. Nomenclature for the taxonomic history of Stewart's disease of corn. 
Year Name Source 
1897 Unnamed Stewart 1897 
1898 Pseudomonas stewarti Smith 1909 
1914 Bacterium stewarti Smith 1914 
1918 Aplanobacter stewarti McCulloch 1918 
1920 Bacillus stewarti Holland 1920 
1923 Phytomonas stewarti 
1938 Xanthomonas stewarti/Xanothomonas stewartii Dowson 1939; Dowson 1957 
1963 Erwinia stewartii Dye 1962; Dye 1963 
1993 Pantoea stewartii Mergaert et al. 1993 
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Esker (2001) previously discussed the use of Erwinia stewartii and Pantoea stewartii, 
respectively, as the taxonomic classification for the causal organism of Stewart's disease. 
Changes in nomenclature have typically coincided with new information regarding the 
bacterium. Nomenclature changes that were made during the 1910's to the 1930's were 
based mostly upon morphological characteristics (Pepper 1967). Erwinia stewartii was the 
Latin binomial given to the pathogen by Dye (1962, 1963), and this name is still commonly 
used today. In 1993, Mergaert et al. (1993) proposed changing E. stewartii to Pantoea 
stewartii on the basis of an examination of electropherograms of soluble proteins, however, 
debate remains to this day regarding which Latin Binomial should be used (E. stewartii or P. 
stewartii) and both names are currently used in the literature. Throughout this Thesis, I will 
use the Latin Binomial proposed by Mergaert et al. (1993), Pantoea stewartii. 
Epidemiological Factors Relevant to Stewart's Disease and Disease Management 
The important epidemiological factors regarding the Stewart's disease of corn 
pathosystem, as well as the current state of disease management for Stewart's disease, will be 
described in this section. This pathosystem is quite interesting in that there is a strong 
association involving host (Zea mays), pathogen (Pantoea stewartii), and insect vector 
(Chaetocnema pulicaria Melsheimer = corn flea beetle) populations, yet our understanding 
of how these three populations interact as affected by the environment (i.e., disease risk 
assessment and disease forecasting) is largely unknown. In general, it appears that this 
pathosystem has evolved quite narrowly, especially with regards to the inability of P. 
stewartii to survive and persist in the absence of its insect vector, the corn flea beetle. Other 
than disease resistance, which is not very effective in seed corn inbreds and the use of 
insecticide seed treatments, not much is known how to best manage this disease. The 
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principle approach for disease management currently focuses on the prediction of inoculum 
levels early in the season based upon predictions concerning the likely survival of corn flea 
beetle populations following the winter months. The predicted survival of corn flea beetle 
populations as affected by the mean monthly temperatures for December, January, and 
February has been used to indicate whether or not the use of insecticide seed treatments are 
necessary to control corn flea beetle (vector) populations. Improvements can still be made 
for disease management, however, both with regards to existing management practices, as 
well as improving the disease predictions concerning when and where insecticide seed 
treatments will be necessary to reduce the risk of the early season wilt and/or late leaf blight 
phases of Stewart's disease. 
Seed Transmission 
Seed-to-seedling transmission was initially considered to be epidemiologically 
important in this pathosystem because, early research concerning Stewart's disease of corn 
indicated that seed may serve as a potential source of P. stewartii inoculum (Smith 1909; 
Rand and Cash 1993; Frutchey 1936). Historically, the possible role of seed as an important 
source of inoculum was first suggested by Stewart (1897), who stated that P. stewartii might 
be seed transmitted by the bacterium clinging to seed. This statement was based largely on 
"controlled" experiments that were thought to have eliminated other sources of inoculum 
(such as P. stewartii-infested corn flea beetles). Based upon his results, Stewart (1897) 
concluded that seed contamination must be the only source of inoculum. Smith (1909) 
further reiterated the role of seed when he obtained disease incidence levels that were eight 
times higher from "suspicious" seed than from seed that had been disinfested with a 
suspension of mercuric chloride. Later, Rand and Cash (1933) isolated P. stewartii from the 
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endosperm of seed and also showed that seed-to-seedling transmission efficiency ranged 
from 2 to 13% in studies conducted in the greenhouse. This research had reportedly been 
conducted in the absence of corn flea beetles. It was on the basis of these reports that 
phytosanitary regulations for P. stewartii-infected seed were first established, thus blocking 
the export of seed com harvested from fields thought to be infected by P. stewartii (Stewart 
1897; Smith 1909; Rand and Cash 1933; Frutchey 1936). 
The reliability of the results obtained from the early seed-to-seedling studies, 
however, have continued to be held in question. For example, Frutchey (1936) indicated that 
seed-to-seedling transmission of P. stewartii to com was negligible (almost zero) when com 
flea beetles were absent in grow-out tests, even when he was able to isolate the bacterium 
from seed. More recent research has indicated that the true risk of plant-to-seed or seed-to-
seedling transmission is actually quite low, varying from 0.0007 to 0.024% for plant-to-seed 
transmission, 0.14% for seed-to-seedling transmission (when seed was obtained from 
artificially infected com plants), and 0.022% for seed-to-seedling transmission from P. 
stewartii-infested seed obtained from naturally infected com plants in the field (Khan et al. 
1996; Block 1998; Michener et al. 2002). These results were obtained using an enzyme-
linked immunosorbent assay (ELISA) that is specific for detecting P. stewartii in plants and 
seeds (Lamka et al. 1991), as well as agar plating of seed samples (Block 1998). 
Unfortunately, even with the recent scientific evidence indicating a miniscule or nonexistent 
role of seed as an epidemiologically important source of inoculum for Stewart's disease, the 
zero tolerance phytosanitary regulations continue to be enforced (McGee 1995). The 
implications are that even if only a single com plant infected with P. stewartii is detected 
during seed com inspection surveys, the seed com from the affected field would be 
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unsaleable for overseas markets. The economic implications to seed corn producers can be 
quite devastating as seed corn producers unable to sell their seed corn overseas are left with 
one of three options: (i) sell the seed corn lots for animal feed (at a much lower dollar value), 
(ii) seed the seed com domestically if there is a market for it, or (hi) pay for costly lab tests 
(ELISA) to prove that the seedlot(s) in question are actually free of Stewart's disease, 
thereby allowing the producer to sell to export markets (Block et al. 1999). 
Insect Vector: Chaetocnema pulicaria 
In the Stewart's disease pathosystem, the com flea beetle vector is of as extreme 
importance to the pathogen, P. stewartii. The corn flea beetle is considered the sole 
overwintering niche for P. stewartii and is epidemiologically the most important factor with 
regards to the survival, dissemination, and infection by P. stewartii (Dill 1979). The com 
flea beetle is in the Order Coleoptera, Family Chrysomelidae. A native to the Western 
Hemisphere, the com flea beetle is a small (1.8-mm), shiny, black beetle with enlarged hind 
femurs (Metcalf et al., 1962; Dill, 1979). While the preferred host for the com flea beetle is 
com, it does feed on a variety of alternative host plants (Table 2) (Poos 1939; Poos 1955). 
However, little is known regarding the role of these hosts as potential host reservoirs for the 
winter survival of P. stewartii, or for the buildup of inoculum in the early spring prior to com 
emergence. 
Com flea beetles overwinter as an adult at the base of grasses found near or adjacent 
to com fields (Poos 1955; Dill 1979). In Iowa, corn flea beetles emerge during April and 
May, and it is during this period that adults mate and lay their eggs at the base of com plants 
in the field (Poos 1955; Dill 1979; Esker et al. 2002). Com flea beetle eggs are yellowish-
white and are semi-translucent. On average, it takes six days for eggs to hatch. The larval 
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Table 2. List of alternative hosts in which the corn flea beetle has been observed to feed on 
(Poos 1936; Poos 1955). 
stage of the corn flea beetle occurs almost exclusively in the soil and lasts approximately two 
weeks. The pupal stage occurs over a period of approximately five to eight days depending 
on environmental conditions (Dill 1979). Mating between adult com flea beetles can occur 
just seven days after emergence as adults. In addition to the overwintering generation, we 
have previously shown that at least two more generations of com flea beetles can occur 
during the growing season in Iowa; the first occurs during July and a second generation 
occurs in August and into September (Esker et al. 2002). Knowledge concerning the 
seasonality of com flea beetle generations is important regarding the timing of different 
management tactics, including use of seed insecticides, altering the date of planting to avoid 
overwintering generation of adult com flea beetles, and as a guide to optimize the timing of 
the potential use of foliar insecticides to coincide with com flea beetle emergence as adults 
during the corn growing season. 
Alternative host Latin name 
Orchard grass 
Crabgrass 
Fall manicum 
Redtop 
Witchgrass 
Kentucky bluegrass 
Sudan grass 
Yellow foxtail 
Gian foxtail 
Wheat 
Barely 
Oats 
Timothy 
Dactylis glomerata L. 
Digitaria sanguinalis (L.) Scrop 
Pancium dichotomiflorum Michx. 
Agrostic alba L. 
Panicum capillare L. 
Poa pratensis L. 
Sorghum vulgare var. Sudanese 
Setaria lutescens (Weigel) Hubb 
Setaria faberii Herrm. 
Triticum aestivum L. 
Hordeum distichon L. 
Avena sativa L. 
Phleum pratense L. 
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Insect Vector Transmission 
The role of the corn flea beetle in transmitting P. stewartii has been studied since the 
early 1920's. Rand (1923) initially documented that the corn flea beetle was a vector of P. 
stewartii and that the com flea beetle was a primary mechanism for both survival and 
secondary spread of P. stewartii. Further experimentation by Rand and Cash (1924) 
indicated that early season infection of com by P. stewartii was most likely due to an insect 
vector that could efficiently acquire P. stewartii from P. stewartii-infected corn plants and 
then could also efficiently transmit the pathogen to healthy com plants. In a subsequent 
study by Rand and Cash (1933), the role of other potential insect vectors, including the 12-
spotted cucumber beetle (Diabrotica duodecimpunctata Fab.) and another species of flea 
beetle (Chaetocnema denticulata 111.) were also investigated, but these researchers found that 
com flea beetles were considerably more efficient in acquiring and transmitting P. stewartii. 
Not long after Rand and Cash's work, Elliot and Poos (Poos and Elliot 1936; Elliot 
and Poos 1940) concluded that the com flea beetle was the most important vector of P. 
stewartii, as the bacterium was isolated more often (higher percentage) from corn flea beetles 
than from other insect species examined. It was also in these early papers that the first 
attempts were made to quantify the proportion of P. stewartii-infested com flea beetles by 
first surface disinfecting com flea beetles, and the crushing and plating beetle contents in 
beef peptone broth to detect the presence of P. stewartii. Elliot and Poos made the 
assumption that if there was a high overwintering population of P. stewartii-infested corn 
flea beetles, then they would expect there to be a similar high proportion of P. stewartii-
infested com flea beetles emerging from soil in the spring (although no formal statistical tests 
were performed to prove their assumptions). Robert (1955) showed that approximately 10 to 
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20% of overwintering corn flea beetles were harboring P. stewartii and that up to 75% of 
corn flea beetles tested positive for P. stewartii during the growing season. More recently, 
Esker and Nutter (2003) modified the ELISA test to detect P. stewartii in seed (Lamka et al. 
1991) and were able to detect and quantify the proportion of P. stewartii-infested corn flea 
beetles in Iowa over time. They found that the incidence of P. stewartii-infested corn flea 
beetles could be as high as 85% during the mid-to-late period of the com growing season. 
Similar results were observed in Illinois, as upwards of 75% of corn flea beetles were found 
to be infested with P. stewartii based on ELISA (Cook 2003; Cook et al. 2005). Using the 
ELISA method, Esker and Nutter (2003) also reported that the proportion of P. stewartii-
infested com flea beetles sometimes doubled or even tripled between the time that 
overwintering com flea beetles were first detected and tested in early spring and the time that 
corn seedlings first emerged from the soil, thus suggesting the existence of other mechanisms 
for com flea beetles to acquire P. stewartii in early spring. These mechanisms may involve: 
(i) alternative grass hosts that serve as reservoirs of P. stewartii, (ii) transmission of P. 
stewartii from one com flea beetle to another, or (iii), the possibility that both mechanisms 
occur (Esker and Nutter 2003). 
In greenhouse studies, Menelas et al. (2005) showed that acquisition of P. stewartii 
occurred within six hours (with a time to 50% acquisition of 36.5 ± 11.6 hours) when feeding 
on P. stewartii-infected com plants. Furthermore, transmission of P. stewartii by corn flea 
beetles also occurred in less than six hours (with a time to 50% transmission of 7.6 ± 0.87 
hours) following a post-acquisition feeding period of 48 hours on infected com plants. The 
fact that com flea beetles can quickly acquire and transmit P. stewartii indicates that it is 
possible for a rapid buildup of inoculum in the field. Therefore, in order to adequately 
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manage corn flea beetle populations, there is a need for fast-acting insecticides and a means 
to schedule well-timed foliar insecticidal applications. This is an area that requires further 
research. 
Disease Cycle 
Stewart's disease is a polycyclic disease in that there is more than one infection cycle 
during the corn growing season (Campbell and Madden 1990; Agrios 2005). The polycyclic 
nature of Stewart's disease occurs because there are multiple generations of corn flea beetles 
each year that can acquire and transmit P. stewartii (Esker et al. 2002). Esker (2001) revised 
the disease cycle that was first described by Pepper (1967) based upon new information 
concerning the seasonal periodicity of com flea beetle generations in Iowa. The revised 
disease cycle for Stewart's disease is shown in Figure 1. Thus, corn plants that become 
infected with P. stewartii during one generation of corn flea beetles can serve as sources of 
inoculum for new infections during the growing season (Esker and Nutter 2003). Menelas 
(2003) quantified the rate of increase in the incidence of Stewart's disease in inbred seed 
com plots during the 2001 and 2002 growing seasons in Iowa. The rates of infection were 
low, ranging from 0.011 to 0.022 logits-day"1. It should be noted, however, that com flea 
beetle populations in Iowa were relatively low during these two seasons, as they followed 
severe winters typical of Iowa. 
Between growing seasons, Pantoea stewartii survives and persists in the gut of adult 
com flea beetles, which itself overwinters near the soil surface in grassy areas adjacent to 
com fields (Poos 1955; Pepper 1967; Dill 1979). Com plants become infected in the spring 
when overwintering adult P. stewartii-infested corn flea beetles feed and transmit P. stewartii 
to emerging com seedlings. First, the overwintering adult generation of com flea beetles lay 
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SUMMER 
Late leaf blight phase of 
Stewart's disease occurs as 
acquisition and 
transmission of Panotea 
stewartii by com flea 
beetles continues 
Two or three or 
more summer 
generations of 
com flea beetles 
can occur in Iowa 
SPRING 
Pantoea stewartii is 
transmitted from com flea 
beetles to com seedings 
(early wilt phase) 
STEWART'S 
DISEASE OF 
CORN 
FALL 
Com flea beetles migrate 
from senescing com to 
grass borders before com 
is harvested 
Disease 
forecasting based 
upon com flea 
beetle survival to 
assess the risk of 
Stewart's disease 
WINTER 
Pantoea stewartii 
overwinters within 
dormant adult com flea 
beetles in grassy areas near 
the soil surface 
Figure 1. Revised disease cycle of Stewart's disease of corn from the original presentation 
by Esker (2001). 
their eggs at the based on corn plants in the field in late-May into June. Following larval and 
pupal stages, the newly hatched adult corn flea beetles (typically in early July in Iowa) 
acquire P. stewartii from infected corn plants and transmit the pathogen to non-infected corn 
plants (Esker et al. 2002). Mother-to-egg transmission of P. stewartii is thought not to occur 
(Dill 1979). Thus, each newly emerged individual adult corn flea beetle must acquire the 
pathogen before they can serve as a vector to transmit the pathogen. This acquisition and 
transmission process is quite fast. Menelas (2005) showed that acquisition and transmission 
of P. stewartii could occur within six hours, and that the time to 50% acquisition of P. 
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stewartii by corn flea beetles was 36.5 ± 11.6 hrs, while the time to 50% transmission was 
7.6 ± 0.87 hrs. Once acquisition of P. stewartii occurs, it is assumed that corn flea beetles 
are able to transmit the bacterium to healthy com plants for the remainder of the adult lives 
(Dill 1979). 
Typically, there are two summer generations of com flea beetles in Iowa (Esker et al. 
2002). Previous research by Rand and Cash (1933) indicated that 83% of com plants were 
infected after they had placed 12 to 50 wilt-fed com flea beetles on noninfected (healthy) 
com plants. By crushing and plating the contents of ground com flea beetles, Elliot and Poos 
(1940) showed that approximately 20-30% of 3800-5600 com flea beetles tested had 
acquired P. stewartii. Robert (1955) showed that approximately 10 to 20% of the 
overwintering com flea beetle population was infested with P. stewartii and that the summer 
generation of com flea beetles that had acquired the bacterium was as high as 75%. Similar 
results were obtained in Iowa and Illinois over multiple seasons and locations, as the 
percentage of com flea beetles testing positive for P. stewartii in early spring ranged from 8 
to 30% and upwards of 85% of corn flea beetles were found to test positive by the later 
portions of the com growing season (Esker and Nutter 2003; Cook 2005). 
Insecticide Seed Treatment 
With emphasis for Stewart's disease management in sweet and seed corn focusing on 
controlling the com flea beetle vector, the use of insecticide seed treatments has been the 
management tactic most commonly used in this pathosystem. The historical application of 
seed treatments, either with insecticides or antibiotics, was commonly done without 
quantitative information regarding their affects on com flea beetle populations (Pepper 
1967). Some success was found when Rich (1956) showed a reduction in the severity of 
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seedling wilt using using 2,4,6-trichlorophenoxyacetic acid, Crag 1 herbicide, captan, 
terramycin, streptomycin, and HD-160 (sodium S-(2-benzothiazolyl)thioglycolate). 
Furthermore, Natti (1958) observed that the use of antibiotics as a seed treatment, while 
providing some control of Stewart's disease, often resulted in phytotoxicity injury 
(bleaching) to developing corn seedling. 
Research regarding the use of antibiotics was done prior to the research by Block et 
al. (1998), who showed that seed-to-seedling transmission was extremely low. Michener et 
al. (2002), also showed that plant-to-seed transmission was very low. More recently, 
research has focused on using one of several insecticide seed treatments to reduce the 
overwintering population of corn flea beetles, in the hopes of decreasing the incidence of the 
early wilt phase of Stewart's disease. Both Munkvold et al. (1996) and Pataky et al. (2000) 
evaluated the systemic insecticide imidacloprid (Gaucho® (Gustafson LLC, Inc., Piano, TX)) 
as a seed treatment, and observed a 3 to 4-fold reduction in the total number of corn flea 
beetle feeding scars, as well as a 50-80% reduction in the incidence of Stewart's disease 
when concentrations of 3.0 and 6.0 g a.i./kg seed were applied to seed. Since then, a number 
of new seed insecticide products have been labeled to control corn flea beetles, including 
Poncho® (clothianidin, Gustafson LLC, Inc., Piano, TX) and Cruiser® (thiamethoxam, 
Syngenta Crop Protection, Greensboro, NC). Recent research by Pataky et al. (2005) 
indicated that use of clothianidin and thiomethoxam provided 50 to 90% control of Stewart's 
disease relative to nontreated seeds. 
Foliar Insecticides 
As indicated above with regards to insecticide seed treatment, the principle strategy 
for managing Stewart's disease has been to reduce early season inoculum levels by reducing 
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the overwintering adult corn flea beetle population. Reducing corn flea beetle populations in 
turn reduces the likelihood of a Stewart's disease outbreak, and this is critical to seed corn 
producers because the mere presence of Stewart's disease is sufficient for phytosanitary 
regulations to be invoked. Research regarding additional and/or more effective ways to 
further reduce corn flea beetle populations beyond the fifth-leaf growth stage (V5) would be 
beneficial to the seed and sweet corn industry. However, little research has been attempted 
to determine the efficacy and cost-benefits of also using foliar insecticides as a follow-up to 
insecticide seed treatments to further reduce corn flea beetle populations after the V5 growth 
stage. Foliar insecticides are not without their disadvantages, including the lack of 
quantitative cost-benefit information concerning the timing of foliar insecticides to optimize 
the reduction in Stewart's disease incidence and severity within seed and sweet corn fields. 
Also, potential environmental hazards, including the potential risk of health hazards to 
humans, animals, and the environment associated with the mixing and application of foliar-
applied insecticides are not well established (Pepper, 1967; Pedigo, 1999). 
In one of the few studies conducted regarding the use of foliar insecticides to manage 
Stewart's disease, Ayers et al. (1979) successfully reduced the severity of Stewart's disease in 
sweet corn by applying carbofuran (2,3-dihydro-2,2-dimethyl-7-benzo-furanyl 
methylcarbamate) at a rate of 1.12 kg a.i./ha (in-furrow) during planting. This approach, 
however, has not been recommended as a management tactic due to serious questions 
regarding potential groundwater contamination. Hoffman et al. (1995) developed a corn flea 
beetle threshold model for timing the application of foliar insecticides to manage corn flea 
beetle populations in sweet corn production fields in New York. Their approach indicated 
that foliar insecticides were needed when > 6 beetles were found per 100 sweet corn plants. 
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At present, foliar insecticides are recommended for hybrid field corn in Iowa when 50% or 
more of com plants have severe feeding injury, and there are five or more beetles per plant 
prior to the fifth-leaf stage (V5) of corn (Munkvold and Rice 1998). The action threshold for 
seed corn production fields in Iowa is lower than for hybrid com, in that only 10% of plants 
must have severe feeding injury and two or more beetles per plant must be present on corn 
inbreds. One issue regarding current foliar insecticide recommendations in Iowa has been 
that there is still no formal operational definition for "severe feeding injury", as well as the 
fact that these action thresholds have only been defined up to the V5 growth stage, yet, there 
are two summer generations of corn flea beetles occur after V5 (Esker et al. 2002). Cook et 
al. (2005) in Illinois has recently recommended a threshold of 2 corn flea beetles per trap per 
day for initiating the use of foliar insecticides to control corn flea beetle feeding and thereby, 
reduce the severity of Stewart's disease in sweet com. To date, no action thresholds have 
been developed to attempt to reduce the risk of the late leaf blight stage of Stewart's disease. 
It is my hypothesis that foliar insecticides would be most beneficial during the period of July, 
when the acquisition and transmission of P. stewartii would most likely occur. A reduction 
in the size of the two summer generations of corn flea beetles should prevent or significantly 
delay the date that the disease intensity of Stewart's disease will exceed the detection 
threshold (i.e., beyond the time that seed corn inspections are performed (early-to-late 
August)) (Esker et al. 2002). Moreover, the longer that Stewart's disease can be delayed, the 
less likely that plant-to-seed infection/infestation will occur. 
Menelas (2003) examined the use of within-season applications of the foliar 
insecticide Warrior® on the incidence and disease progress of Stewart's disease in Iowa. 
Different action thresholds were tested, including the use of a base-16°C degree-day 
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threshold model (Esker and Nutter 2002), a yellow sticky card sampling-threshold model for 
monitoring corn flea beetles, and a crop growth stage (phenology) timing method. Degree-
day thresholds of 350 and 650 were tested, as these were found to coincide with the 
emergence of first and second summer generations of corn flea beetles, respectively 
(Menelas 2003). The threshold using yellow sticky cards was based upon exceeding an 
average of 1 corn flea beetle per sticky card (when 12 yellow sticky cards were used per 
field). Finally, crop growth stage applications occurred at V5 (fifth-leaf stage), VT 
(tasseling), and R3 (milk stage). Although there were no significant differences among the 
three insecticide timing methods, the development of a more reliable and easy-to-use 
sampling method is needed to better determine if, and when, corn flea beetle populations are 
active and foliar insecticide applications are needed. 
While much of the recent research, especially for seed and sweet corn production, has 
focused on managing the corn flea beetle vector populations through both disease forecasting 
and seed insecticides, there has been minimal research regarding the use of biological control 
agents. This tactic has been particularly successful in hybrid field corn. A review of 
research involving biological control agents to manage Stewart's disease of corn includes the 
following: Dill (1979) indicated that a predatory Hymenopteran (parasitic wasp) fed on com 
flea beetles, and in laboratory studies observed that 36% of corn flea beetles were killed 
when exposed to the wasp. He also observed that a parasitic nematode fed on com flea 
beetle's ovaries, thereby reducing potential for within-season reproduction. Woods et al. 
(1991) isolated a bacteriophage of P. stewartii and found that the phage was successful 
against 8 of 13 Erwinia (Pantoea) stewartii isolates tested. Although the authors speculated 
on its potential as a biological control agent to manage P. stewartii, no further research has 
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been conducted. McCammon et al. (1985) successfully isolated avirulent mutants of P. 
stewartii using the bacteriophage Mu pf7701, but beyond that, little research has occurred. 
Disease Resistance: Research concerning the development and use of disease 
resistance in hybrid corn to manage Stewart's disease has been very successful. In terms of 
the relative susceptibility of corn plants to Stewart's disease, however, it is generally thought 
that sweet corn is the most susceptible, while inbred corn is the susceptible, and hybrid field 
minimally affected. Thus, sweet corn has the greatest risk of yield loss from Stewart's 
disease, while hybrid corn has the least. Resistant hybrids have offered the best long-term 
management tactic for managing Stewart's disease in hybrid field corn due to successful 
resistance breeding programs (Pataky and Ikin 2003). The first P. stewartii-resistant corn 
hybrid was Golden Cross Bantam, and this variety was found to outperform open-pollinated 
varieties during the Stewart's disease epidemics of 1932 and 1933 (Smith 1935). In many 
seed and sweet corn varieties, however, resistance to Stewart's disease has not been bred into 
inbred genotypes, and therefore, this corn germplasm is often more susceptible to Stewart's 
disease. Gardner and Wallin (1980) reported the presence of inbred specificity for resistance 
to P. stewartii after testing 60 corn lines (58 inbreds) selected from the Maize Research and 
Breeders Manual. In Illinois, Pataky et al. (1985; 1990; 1998), have extensively studied the 
corn-P. stewartii host-parasite interaction for Stewart's disease and the affect of Stewart's 
disease on yield. Their research has shown early-maturing hybrids are generally more 
susceptible to P. stewartii than mid- to late-season hybrids. 
Risk Assessment and Disease Forecasting 
One major area of research that is important in the Stewart's disease of corn 
pathosystem concerns the year-to-year variability of the disease due to climate. There is a 
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need to increase our knowledge of what climatic factors (environmental variables) influence 
the survival of corn flea beetle populations from fall to spring (over the winter) and into the 
ensuing growing season. The nearly exponential increase in the prevalence of Stewart's 
disease from 1995 to 2000 exemplifies the need to better understand the effects of winter 
environments on the likelihood of com flea beetle survival (and the resulting P. stewartii 
epidemics). Dill (1979) attempted to study winter survival by placing 25 corn flea beetles 
into 10-cm by 30-cm diameter containers (replicated) at two locations in Indiana. Of the 250 
corn flea beetles that were placed in the field within fescue, foxtail, and Timothy stands in 
the fall, only 4 beetles survived when the beetles were examined the following spring. Due 
to the low survival, no statistical tests were performed on these data. Dill (1979) speculated 
that a harsh winter was the reason for the low survival of the corn flea beetle and/or that a 
poor experimental design was used. Improved knowledge concerning the effects of winter 
environment on corn flea beetle survival would improve our ability to estimate the risk of 
Stewart's disease prevalence the following season. 
Disease Forecasting: Since the Stewart's disease epidemics of the 1930's, disease 
forecasting has been considered an important management tool to predict (pre-plant) the 
seasonal risk for Stewart's disease of corn (Stevens 1934; Boewe 1948; Campbell and 
Madden 1990; Nutter et al. 2002). For a disease forecasting system to be useful to producers, 
the disease should be economically important, yet sporadic as affected by the environment. 
Also, the environmental factors affecting disease risk must be known, and cost-effective 
management tactics must be readily available to mitigate disease risk (Chaub and Singh 
1991 ; Campbell and Madden 1990). Stewart's disease of corn satisfies each of these criteria 
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with one critical exception; the environmental factors affecting disease occurrence and 
progress are not well understood. 
Stevens (1934) originally indicated that for Stewart's disease epidemics to occur, 
there had to a favorable environment for com flea beetle survival through the winter months 
because the predicted amount of initial inoculum is directly related to com flea beetle 
survival following the overwintering period. At present, predicting the risk for Stewart's 
disease is based solely on the average air temperatures during the winter months of 
December, January, and February to estimate the amount of initial inoculum that is available 
(in the form of P. stewartii-infested com flea beetles) to initiate the early wilt phase of 
Stewart's disease epidemics (Stevens 1934; Shrum 1978). In essence, it is the predicted 
amount of initial inoculum that is used to predict disease risk for the entire growing season. 
The effects of climate during the growing season on both vector and disease dynamics in this 
pathosystem have largely been ignored. Although Stevens recognized that in addition to a 
mild winter, a favorable environment for secondary spread by com flea beetles during crop 
growth was also needed. To date, no research has been conducted to relate within-season 
environmental factors to secondary spread. Thus, in spite of the emphasis that has been 
placed on forecasting corn flea beetle winter survival, the within-season environmental 
effects on com flea beetle survival, feeding behavior, and population dynamics (as affected 
by environment) have not been examined. 
History of Stewart's Disease Forecasting: Using weather data preceding severe 
Stewart's disease epidemics in 1932 and 1933 in Connecticut, Stevens (1934) postulated that 
the winter temperatures preceding these growing seasons were unusually warm, relative to 
the more harsh winters that generally preceded seasons in which Stewart's disease did not 
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occur. Stevens (1934) then empirically developed the first Stewart's disease forecasting 
model. This model was based on the sum of the mean monthly air temperatures during 
December, January, and February that preceded the corn growing season. If the mean 
monthly temperatures were summed and the sum was greater than 90°F (-3.3°C), then there 
was an increased likelihood of corn flea beetle survival, and thus, an associated increased risk 
of severe Stewart's disease that growing season. Conversely, summed mean temperatures 
less than -3.3°C indicated a negligible risk for Stewart's disease during the ensuing growing 
season. 
During the 1940's in Illinois, Boewe (1949) found that Stevens' model did not 
accurately predict disease risk and that Steven's system required modifications to improve 
accuracy. The principle problem Boewe noticed in applying Stevens' model was that, while 
it accurately predicted the early wilt phase of Stewart's disease, it failed to accurately predict 
the late leaf blight phase of the disease in Illinois. A higher incidence (percentage of infected 
plants) and severity (percentage of leaf area infected) of Stewart's disease was observed in 
Illinois when the mean monthly temperatures were summed and then lowering the index 
originally set by Stevens. Thus, Steven's index was lowered to 85 to 90°F (-6.2 to -3.3 °C) 
to predict moderate disease severity, and 90 to 100°F (-3.3 to 2.2 °C) for severe disease risk; 
this revised system became known as the Stevens-Boewe system (Table 3). 
To be of use to producers, a disease forecasting system should provide timely 
information in order to enable the deployment of more cost-effective management decisions 
(e.g., to use an insecticide seed treatment, choice of low disease risk planting sites, delayed 
planting). To generate more timely risk assessments for Stewart's disease using the Stevens-
Boewe system, Castor et al. (1975) developed a computer program that allowed 
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Table 3. Comparison of the criteria for the Stevens and Stevens-Boewe disease forecasting 
systems to predict the risk of Stewart's disease of corn (Stevens 1934; Boewe 1948; Pataky 
2004). 
Winter temperature index Stevens' model 
(seedling wilt phase) 
Stevens-Boewe model 
(late leaf blight phase) 
< 80 °F (<-8.8 °C) Nearly absent Trace 
80 to 85 °F (-8.8 to -6.2 °C) Nearly absent Light 
85 to 90 °F (-6.2 to -3.3 °C) Nearly absent Moderate 
90 to 100 °F (-3.3 to 2.2 °C) Light to severe Severe 
> 100 °F(>2.2 °C) Destructive Severe 
producers to more quickly calculate the risk index for predicting Stewart's disease in 
Pennsylvania. Their system analyzed air temperature data obtained from specific weather 
stations and provided a pre-plant disease risk forecast. 
While the Stevens-Boewe system is still being used to forecast Stewart's disease in 
some parts of the US, research conducted during the early 1990's at Iowa State University 
indicated that the Stevens-Boewe forecasting system did not accurately predict the 
prevalence of Stewart's disease (the number of fields in a county with Stewart's disease 
divided by the total number of fields inspected in that county) in Iowa (Nutter et al. 1998; 
Nutter et al. 2002; Nutter and Esker 2005). For seed corn production, the mere detection of a 
single plant infected with Stewart's disease in a seed com field can limit the exportation of 
seed com harvested from that field, due to rigid phytosanitary regulations (McGee 1995). 
Records of Stewart's disease prevalence in Iowa were based on inspections of seed com 
fields by the Iowa Department of Agriculture and Land Stewardship (IDATS) (Ankeny, IA). 
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The IDALS Seed Corn inspection database contains records of disease prevalence for all 
years between 1972 and 2003. This database was originally stored as hard copies of field 
inspections at IDALS, however, with permission from seed com companies and IDALS, 
personnel from the Epidemiology Laboratory, Department of Plant Pathology, Iowa State 
University entered all seed corn inspection results into a common database. The actual 
disease prevalence data for each year was then tabulated compared with the predicted disease 
forecast that was generated using the Stevens-Boewe system. It was found that the Stevens-
Boewe system accurately predicted the prevalence of Stewart's disease in Iowa for only two 
of the eight years that actual Stewart's disease prevalence was > 9% statewide (Nutter et al. 
1998; Nutter et al. 2002; Nutter and Esker 2005). Therefore, Nutter et al. (1998; 2002) 
developed a new Stewart's disease forecasting model based on a new temperature threshold 
of 24°F (-4.4°C) for each winter month, as opposed to the Steven's-Boewe method that 
summed the mean monthly air temperature for December, January, and February (Table 4). 
This predicted risk of Stewart's disease prevalence in this system was based on the number 
of months that exceeded the -4.4°C temperature threshold. For instance, if 0 of the 3 months 
were above -4.4°C, a negligible disease risk was predicted. If 1 month was above -4.4°C, a 
low to moderate risk was predicted, and if 2 of the 3 months were above -4.4°C, a moderate 
to high risk was predicted. The disease risk for Stewart's was predicted to be highest 
(severe) when all 3 winter months were above -4.4°C. Based on chi-square analysis, this 
system proved to be much more accurate than the Stevens-Boewe method for predicting the 
risk of Stewart's disease prevalence in Iowa (Nutter and Esker 2005). 
Recently, research to further improve the accuracy of forecasts for Stewart's disease 
of com were undertaken to address the potential impacts of other environmental variables on 
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Table 4. The Iowa State Method for forecasting the disease risk for the prevalence of 
Stewart's disease in seed corn fields in Iowa (Nutter et al. 1998; Nutter et al. 2002). 
Number of Months > 24°F (-4.4 °C) Predicted Risk 
for Disease Prevalence 
0 Negligible (< 3%) 
1 Low to Moderate (4-5%) 
2 Moderate to High (6-8%) 
3 High (> 9%) 
the likelihood of corn flea beetle survival. While no experimental evidence exists regarding 
the soil depth at which corn flea beetles overwinter in grassy borders, it is my hypothesis that 
the depth is rather shallow (< 5-7 cm), given that com flea beetles overwinter as adults, and 
therefore, an increased likelihood of death due to wing damage may occur the deeper in the 
soil that com flea beetles attempt to overwinter. It is highly likely that other soil 
environmental variables, such as the number of snowfall days, maximum winter snowdepth 
(the maximum daily snow depth during December, January, or February), and/or the number 
of snowcover days may potentially influence com flea beetle survival. In preliminary 
exploratory analyses, a soil temperature threshold of-l.l°C appears to provide additional 
information that may prove useful regarding the predicted risk of Stewart's disease (Nutter 
and Esker 2005). The criteria needed to satisfy the development of a more accurate Stewart's 
disease forecasting model include: improved prediction accuracy, as well as model that 
minimizes the number of false predictions when the model does fail. Statistical methods 
exist that can help us couple the conceptual framework for a Stewart's disease forecasting 
model with the appropriate statistical tools that facilitate analyses that evaluate the predictive 
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value of different environmental variables and how they affect disease predictions for the 
prevalence of Stewart's disease in relation to actual disease prevalence (Breiman et al. 1984; 
Hastie et al. 2001; Harrell 2001; Agresti 2002). 
Iowa Seed Corn Inspection Database 
Beginning in 1972, IDALS has been conducting seed corn inspections in Iowa. 
IDALS is contracted by seed corn companies to perform inspections of seed corn fields for 
foliar diseases of corn. These inspections typically occur during the month of August, and 
from approximately 80 to over 1,300 fields have been inspected in a given year (with 
approximately 500 to just over 1,300 fields typically being inspected since the early-to-mid 
1980's). It is on the basis of these field inspections that phytosanitary regulations can be put 
into place to limit the export of seed from fields where Stewart's disease has been found 
(McGee 1995). In fact, if a field has been found to have Stewart's disease, then the company 
is required to either have the seed tested using ELISA if they wish to export the seeds (Block 
et al. 1999). This adds extra time and expense for seed com producers. Information from the 
IDALS Seed Com Inspection database regarding Stewart's disease provides an extremely 
useful and valuable asset to thoroughly examine the impact of specific environmental 
variables on the likelihood of corn flea beetle winter survival, as well as the ensuing risk for 
Stewart's disease during the growing season. 
Justification 
In spite of recent contributions concerning the epidemiology of Stewart's disease, 
there are still many research gaps that need to be filled, especially with regards to improving 
disease management. The conceptualization of risk factors that influence the likelihood of a 
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Stewart's disease epidemic will help to design appropriate studies that will increase our 
understanding of this important pathosystem, as well as to enable more accurate and better-
defined disease management tactics that can be deployed before and after the crop is seeded. 
The Stewart's disease of corn pathosystem requires a more thorough understanding the 
interaction of host, pathogen, and vector populations, as affected by environment. 
Understanding the role of the environment in influencing the interaction of these factors 
should lead to integrated disease management practices that greatly reduce or mitigate 
disease risk. In Iowa, this disease is extremely important to the seed corn industry, because 
zero tolerance phytosanitary regulations greatly affect the ability of seed producers to export 
seed corn overseas from fields where Stewart's disease has been observed (McGee 1995). 
These phytosanitary regulations occur in spite of the fact that recent research (Block et al. 
1998; Block et al. 1999; Michener 2002) has shown that the epidemiological role of plant-to-
seed and seed-to-seedling transmission is negligible. Thus, there is an economic need to 
develop more effective disease management programs to reduce the risk of Stewart's disease 
prevalence in seed corn fields occurring in the US com belt. 
Especially important for developing the most appropriate management tactics is the 
further elucidation of the role of the com flea beetle vector before, during, and after the corn 
growing season (Rand and Cash 1933; Elliot and Poos 1940; Dill 1979; Esker et al. 2002; 
Esker and Nutter 2003; Cook 2003). Management of Stewart's disease currently focuses on 
managing com flea beetle populations, for a variety of reasons. First, managing a bacterial 
pathogen with bactericides is not cost-effective. Second, because corn flea beetles are the 
primary overwintering habitat for P. stewartii, P. stewartii-mfested com flea beetles will 
serve as the primary source of initial inoculum to initiate Stewart's disease epidemics each 
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corn growing season. It has been previously shown that the use of seed insecticides greatly 
reduces com flea beetle feeding, and therefore, there is also a corresponding reduction in the 
incidence off Stewart's disease of com, at least up to the fifth-leaf stage of corn (V5 growth 
stage) (Munkvold et al. 1996; Pataky et al. 2000; Pataky et al. 2005). Recent research has 
increased our understanding of com flea beetle population dynamics (Esker et al. 2002), as 
well as the proportion of com flea beetle populations that can potentially transmit the 
bacterium to noninfected plants (Esker and Nutter 2003; Cook et al. 2005). Although this 
information has laid the foundation for examining within-season management tactics for 
Stewart's disease, further experimentation is necessary to optimize the management of 
Stewart's disease (Esker and Nutter 2002; Menelas 2003). Improvements are still necessary, 
especially with regards to developing the best sampling techniques to provide the most 
accurate estimate of corn flea beetle populations. This would further increase our ability to 
determine the most appropriate vector thresholds, and the most appropriate time(s) to apply 
foliar seed insecticides. 
For many plant disease pathosystems, the concept of avoidance has been shown to 
effectively delay disease onset (Campbell and Madden 1990). The management tactics most 
often employed to avoid plant pathogens are to: (i) alter the date of planting and/or (ii) a 
decision to plant the crop in a low risk area. However, little is known if these tactics would 
be beneficial for the Stewart's disease of corn pathosystem. Research examining the role of 
planting date, coupled with the use of insecticide seed treatments, would help us determine 
what is the most appropriate early season disease management tactics to recommend to 
producers. 
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Finally, disease management for Stewart's disease has historically emphasized the 
use of disease forecasting (Stevens 1934; Boewe 1949; Castor 1975; Nutter et al. 2002). In 
Iowa, Nutter et al. (2002) found that the Stevens-Boewe method (described in Table 3, Page 
14) did not accurately predict the risk of Stewart's disease each growing season. A new 
forecasting model (The Iowa State Model) was developed and this model emphasizes 
examination of the individual mean monthly air temperature during December, January, and 
February to develop a Stewart's disease forecast (Table 4, Page 16) (Nutter et al. 2002). 
However, neither empirical model has been tested at the county level in Iowa to determine 
how accurate they predict Stewart's disease each year. With access to the Iowa Department 
of Agriculture and Land Stewardship Seed Corn Inspection database, the evaluation, 
validation, and comparison of these forecasting models is possible. In preliminary analyses, 
other environmental factors, including soil temperature, snowfall amount, and snowcover 
amount or duration may also prove useful as additional risk factors to include in a disease 
forecasting system (Nutter and Esker 2005). The ability to link these variables with 
statistical methods, including logistic regression and classification and regression trees 
(CART) (Breiman et al. 1984; Hastie et al. 2001; Harrell 2001; Agresti 2002), should result 
in more accurate predictions regarding the risk of Stewart's disease. These statistical 
methods are quite useful and powerful in that they either make no distributional assumptions 
(CART), and/or they can better accommodate the predictive value of different explanatory 
variables more easily (logistic regression) than other statistical approaches (Breiman et al. 
1984; Hastie et al. 2001; Harrell 2001; Agresti 2002). 
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Therefore, in order to better conceptualize and link information for Stewart's disease, 
along with working towards filling the knowledge gaps of this pathosystem, the following 
research objectives are proposed: 
1. Develop an improved sampling method for corn flea beetles, the primary vector 
of the bacteria. 
2. Determine the effect of planting date and use of seed insecticide in reducing com 
flea beetle feeding and Stewart's disease of com. 
3. Validate and compare current Stewart's disease forecasting methods to determine 
their prediction accuracy at the county-level. 
4. Develop an improved pre-season disease forecasting model for Stewart's disease 
that incorporates additional environmental variables that are through to have 
predictive value. 
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CHAPTER 2. 
Trap Height and Orientation of Yellow Sticky Traps Affect Capture of Chaetocnema 
pulicaria (Coleoptera: Chrysomelidae) 
P. D. Esker, J. Obrycki, and F. W. Nutter, Jr. 
A paper published in 2004 in the Journal of Economic Entomology 
Abstract 
Field studies were conducted in Iowa during 2001 and 2002 to determine the optimal 
sampling height and orientation for using yellow sticky cards to monitor populations of 
Chaetocnema pulicaria Melsheimer, the vector of the bacterial pathogen, Pantoea stewartii 
subsp. stewartii, the causal organism of Stewart's disease of corn. Sticky cards were placed 
at five different heights (0.15, 0.30, 0.45, 0.60, and 0.90 m) and three orientations 
(horizontal, vertical, and 30°-angle) at three locations (Ames, Crawfordsville, and 
Sutherland) in 2001 and two locations (Crawfordsville and Johnston) in 2002. No statistical 
differences were observed among the placement combinations for individual sampling 
periods or for the total number of C. pulicaria captured in 2001. In 2002, the 0.30 m and 
vertical cards captured significantly (1.1 to 35 times) more C. pulicaria than any other 
placement combination during sampling throughout August at both Crawfordsville and 
Johnston. Also, the cumulative number of C. pulicaria captured by the 0.30 m and vertical 
cards was significantly higher than all other placement combinations. This information is 
important in the development of sampling protocols to aid growers in making management 
decisions. These management decisions include where and when to apply foliar insecticides 
during the com growing season to control C. pulicaria populations, thereby reducing the risk 
for Stewart's disease of com. 
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Introduction 
Stewart's disease of corn (Zea mays) is caused by the bacterial pathogen Pantoea (syn. 
Erwinia) stewartii subsp. stewartii (Smith 1914, Mergaert et al. 1993). This disease has 
tremendous economic implications in both the seed and sweet corn industries in the U.S. 
Corn Belt (Smith 1914, Rand and Cash 1933, Elliot and Poos 1940, Pepper 1967, Pataky 
1985, Suparayono and Pataky 1989). Of most importance to managing Stewart's disease is 
managing Chaetocnema pulicaria Melsheimer (Coleoptera: Chrysomelidae), the com flea 
beetle vector (Rand and Cash 1933, Elliot and Poos 1940, Dill 1979). In Iowa, the 
prevalence of Stewart's disease in sampled seed com fields (n > 1,300 fields per year) has 
been as high as 58% in both 1999 and 2000 (Nutter et al. 2002, Esker and Nutter 2003). 
Zero-tolerance phytosanitary regulations are in place to limit the exportation of seed from 
com fields where Stewart's disease has been found (McGee 1995). Thus, based upon seed 
corn field inspections, 58% of the seed corn fields in Iowa in 1999 and 2000 could not be 
exported without performing additional seed tests. 
Previously, yellow sticky cards have been used to monitor C. pulicaria populations 
(Adams and Los 1986, Esker et al. 2002). Adams and Los (1986) attempted to determine the 
optimal sampling height for the placement of sticky cards by placing cards at three different 
heights above the soil line (0.6, 1.2, and 1.8 m) and observing the number of C. pulicaria that 
were captured. They determined that the lowest height (0.6 m) captured the most C. 
pulicaria, and that sticky cards placed 3 and 6 m into a field captured more C. pulicaria then 
those placed on the field edge or in the weedy border. However, in spite of these results, 
Adams and Los (1986) indicated that it might be advantageous to place sticky cards outside 
of the field because sticky cards would not interrupt farm operations. They also indicated 
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that using sticky cards at lower heights may have improved estimates of C. pulicaria 
populations (Adams and Los 1986). Based on the Adams and Los (1986) study, Esker et al. 
(2002) used the 0.6 m height to sample for C. pulicaria in Iowa. While conducting those 
studies, it was noticed that early in the com growing season, the number of C. pulicaria 
captured was much lower on sticky cards than the number obtained using sweep netting in 
grass borders prior to corn growth stage V5. Esker et al. (2002) were unable to observe any 
noticeable gradients of C. pulicaria movement into corn fields early in the growing season. 
Therefore, it may be advantageous to attempt to sample on the field edge to quantify when C. 
pulicaria is present. 
Current recommendations specify the application of foliar insecticides to manage 
Stewart's disease in Iowa only until the fifth-leaf stage of corn (growth stage V5) (Munkvold 
2001). These recommendations rely on visual inspection of fields for C. pulicaria by scouts. 
In seed corn production fields employing susceptible inbreds, the action threshold to signal 
the application of foliar insecticides is 10% of plants with severe C. pulicaria feeding and > 
two C. pulicaria per plant (Munkvold 2001). For commercial hybrid corn, if 50% of the 
plants have severe feeding and > five C. pulicaria per plant are observed, then foliar 
insecticides are warranted (Munkvold 2001). Recommendations to apply insecticides to 
protect sweet com in the Northeastern U. S. require that six or more C. pulicaria per 100 
plants are observed (Adams and Los 1986). However, visual inspection may not provide the 
most accurate and reliable estimates of C. pulicaria populations. Chaetocnema pulicaria 
often move quickly in advance of crop scouts walking through com fields, increasing error in 
examining and counting C. pulicaria on plants (Adams and Los 1986). It may be more 
advantageous to assess C. pulicaria populations using sampling methods that do not 
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influence vector movement. Therefore, the objective of this study was to determine the 
optimal height and orientation for yellow sticky card placement to monitor C. pulicaria 
populations. 
Materials and Methods 
To determine the optimal trap height and orientation for placing yellow sticky cards 
to monitor Chaetocnema pulicaria populations, 15 cm by 15 cm sticky cards (Olson 
Products, Medina, OH) were placed at five different heights and three different orientations 
(n = 15 placement combinations) during the 2001 and 2002 growing seasons. The study 
design was a multifactorial, randomized complete block with five replications of each trap 
height and yellow sticky card orientation combination. Trap heights were 0.15, 0.30, 0.45, 
0.60, and 0.90 m (0.5, 1.0, 1.5, 2.0, and 3.0 ft), and yellow sticky card orientations were 
horizontal (parallel to the ground), vertical, or at a 30°-angle to the ground. 
In 2001, yellow sticky card traps were placed at three Iowa State University Research 
Farms: the Bruner Research Farm in Ames, the Northwest Research Farm in Sutherland, and 
the Southeast Research Farm in Crawfordsville. At Bruner, yellow sticky card traps were 
placed in grass borders that were periodically mowed, approximately 5 m east from corn 
fields and 5 m west of a grass roadway ditch. Just prior to mowing, either sticky cards were 
removed and C. pulicaria counted, or the entire trap was removed and the card changed. At 
the Northwest farm, sticky cards were placed in the middle of a grass waterway, 5 m from 
corn fields on both sides. At the Southeast farm, yellow sticky card traps were placed 
approximately 5 m west of corn fields in a grass waterway. 
In 2002, yellow sticky card traps were placed at the Southeast Research Farm in 
Crawfordsville, and at the Johnston Research Farm (Pioneer Hi-Bred, Int.), Johnston, IA. At 
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the Southeast farm, yellow sticky card traps were placed on a corn field edge (i.e., in the first 
corn row). There was an additional 15-20 m of grass waterways to the west of this corn field. 
At Johnston, yellow sticky card traps were placed in one of four areas: the first two 
replications were placed on the west edge of a corn field (i.e., in the first row of corn), the 
third replication was placed 3 m north of a corn field, the fourth replication was placed 3 m 
west of the same corn field, and the fifth replication was placed 3 m east of a corn field in a 
large grassy area. All traps were spaced approximately l-to-2 m apart. 
Yellow sticky cards were first placed in May of each year. Sticky cards were 
attached to the top of a 16 x 16 x 1.3-cm plywood square that was hammered to a wooded 
stake for each placement combination (Esker et al. 2002). Cards were collected 
approximately weekly, and the number of Chaetocnema pulicaria per trap per day was 
determined. In 2001, sticky cards were maintained (changed weekly) throughout the entire 
growing season, ending in early September. In 2002, sticky cards were deployed from 21 
May to 13 June and from 18 July to 11 September at Crawfordsville, and from 13 May to 10 
June and 1 August to 3 September at Johnston. The average number of C. pulicaria captured 
per day was calculated for each combination of trap height and orientation. Also, the 
cumulative (i.e., total) number of C. pulicaria captured throughout the growing season for 
each trap combination was determined. Chaetocnema pulicaria captured per day and the 
cumulative numbers of C. pulicaria means were compared using LSMeans comparison and 
applying a Tukey adjustment in the GLM procdure of SAS (P < 0.05) (SAS v. 8, SAS 
Institute, Inc., Cary, NC). LSMeans allow for mean comparisons of interactions, as well as 
main effects. The Tukey adjustment allows for all pairwise comparisons (i.e., differences 
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between two values) of main effect factor levels and the interaction means to be compared 
simultaneously (Neter et al. 1996). 
Results and Discussion 
In 2001, populations of C. pulicaria were extremely low in Iowa, possibly because 
the preceding winter was colder than the previous six winters (Esker and Nutter 2001). The 
cumulative number of C. pulicaria captured over the entire growing season ranged only from 
0 to 1.4 C. pulicaria at Ames, 0.4 to 2.4 C. pulicaria at Crawfordsville, and 0.6 to 2.1 C. 
pulicaria at Sutherland (Table 1). As a consequence of the low C. pulicaria populations in 
2001, minimal statistical differences were observed among the placement combinations for 
trap height and yellow sticky card orientation (data not shown). At Crawfordsville, only on 
the 15 May sampling did pairwise differences indicate that the 0.15 m and angle-facing 
sticky cards captured significantly more (2.2 to 9.0 times more) C. pulicaria per day than any 
other treatment combination (P = 0.0852, df = 8). 
Significant differences in the number of C. pulicaria captured per day were observed 
for five of ten sampling dates at Crawfordsville and two of seven sampling dates at Johnston 
in 2002 (Tables 2, 3). At both locations, C. pulicaria numbers obtained during sampling 
periods in August indicated that the 0.3 m height, vertical sticky card consistently (and 
significantly) captured more C. pulicaria per day than any other placement combination (P < 
0.05) (Tables 2, 3). Beginning with the 2 August sampling at Crawfordsville, the 0.3 m, 
vertical cards captured 1.1 to 12.2 times more C. pulicaria per day than any other placement 
combination (P = 0.0004, df = 8). On 6 August, the 0.3 m, vertical cards captured 1.3 to 
20.4 times more C. pulicaria per day than other treatment combinations (P = 0.0128, df = 8). 
On 27 August, the 0.3 m height, vertical cards captured 1.7 to 18.1 times more C. pulicaria 
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per day than other placement combinations (P = 0.0014, df = 8). On 3 September, the 0.3 m 
height, vertical cards captured 2.0 to 34.5 more C. pulicaria than any other treatment 
combination (P = 0.0015, df = 8). Finally, the 11 September sampling indicated that the 0.3 
m height, vertical cards captured 2.2 to 13.7 times more C. pulicaria per day than all other 
treatment combination (P = 0.0013, df = 8). Moreover, the cumulative number of C. 
pulicaria captured on the 0.3 m height, vertical cards was significantly higher, ranging from 
1.7 to 12.1 times more C.pulicaria captured than any other placement combination (Table 1). 
At Johnston, in 2002, the 12 August sampling indicated that the 0.3 m, vertical yellow 
sticky card combination captured from 1.5 to 27 times more C. pulicaria per day than any 
other placement combination (P = 0.0593, df = 8) (Table 3). No statistical differences were 
observed for the 27 August sampling, however, the 0.3 m, vertical placement combination 
did capture the most C. pulicaria per day (0.20 per day). Finally, on the 3 September 
sampling date, the 0.3 m height, vertical sticky cards captured from 2.8 to 12 times more C. 
pulicaria per day compared to all other placement combinations that had also captured C. 
pulicaria (four placement combinations on this sampling date did not capture any C. 
pulicaria) (P = 0.0020, df = 8). Similar to Crawfordsville, the cumulative number of C. 
pulicaria was significantly different with the vertical, 0.3 m sticky card capturing 1.8 to 9.8 
times more C. pulicaria then any other placement combination (Table 1). 
The fact that the 0.3 m, vertical yellow sticky card combination consistently captured 
more C. pulicaria than any other placement combination provides new information regarding 
an optimal trap height and orientation to monitor C. pulicaria populations using yellow 
sticky cards. This information should be useful in developing and testing different action 
thresholds to determine if and when foliar insecticides are needed during the corn growing 
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season to improve the management of C pulicaria populations as the primary tactic to reduce 
the risk of Stewart's disease. Although seed insecticides have been found to protect corn 
seedlings from C. pulicaria feeding up to the V5 growth stage (Munkvold 2001), there is not 
a reliable sampling method to determine if and when additional foliar insecticide applications 
are needed to further protect the corn crop during the remainder of the growing season. Seed 
corn production fields in Iowa are variable in size and the ability to determine if there is a 
need for a foliar insecticide to reduce the risk of Stewart's disease is problematic. However, 
to allow for effective management of Stewart's disease after the V5 corn growth stage, the 
development of sound sampling protocols are needed to accurately assess C. pulicaria 
populations and as an indirect method to quantify the risk for Stewart's disease. Munkvold 
(2001) indicated that control for C. pulicaria and Stewart's disease after the V5 corn growth 
stage is often not practical in hybrid corn because the cost of foliar insecticides is too 
expensive; in sweet com and seed corn production, however, foliar insecticides may be cost-
effective due to the higher value of these commodities. 
Tollefson (1986) indicated that sticky cards can be practical when they are used in 
conjunction with visual sampling methods. Because of the logistical difficulty in accurately 
inspecting widely scattered seed com fields that differ greatly in size, use of sticky cards 
along the edges of com fields may help to alert crop producers of periods of high risk for 
Stewart's disease. Adams and Los (1986) indicated that placing sticky cards in the weedy 
border would also help in early season monitoring of C. pulicaria populations because sticky 
cards placed in the field would often interfere with farm operations. Field scouts could then 
focus within-field inspections on the areas nearest the sticky cards having C. pulicaria 
captures exceeding a defined threshold to determine if there is a need for foliar insecticides. 
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However, field scouting still has several drawbacks, including increased vector movement 
and variation among scouts in their inherent ability to accurately count C. pulcaria. Because 
visual counts can be influeced by day-to-day or even hour-to-hour variability in weather 
conditions (i.e., temperatures, wind, rain), use of sticky cards may be important in reducing 
that variability because sampling is continuous over a longer period of time. Sticky cards 
also have advantages over visual counts because sticky card sampling is less likely to be 
influenced by environmental variation or by sampling errors due to different individuals 
(scouts) assessing insect populations within a field (Steffey et al. 1982, Karr and Tollefson 
1987, Kuhar and Youngman 1998). 
It is our experience that C. pulicaria can be found anywhere throughout the entire 
corn plant when visually inspecting com in mid-summer. This can be problematic in that 
Adams and Los (1986) observed in Connecticut, that it became more difficult to visually 
monitor C. pulicaria on com plants as sweet com developed. Moreover, DeGooyer et al. 
(1998) have reported that sticky traps were the most effective means to accurately assess 
potato leafhopper populations in alfalfa because of their low variation and high precision. 
This information was incorporated into grower-recommended sampling techniques. 
We propose that vertical yellow sticky cards placed at 0.3 m will provide a practical 
method to quantify C. pulicaria populations, because this placement combination captured 
consistently and significantly more C. pulicaria per day in 2002. Therefore, this trap height 
and orientation can be used both early and late in the season to monitor C. pulicaria 
populations as a means to predict the site-specific risk for Stewart's disease of corn. 
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Table 1. Cumulative number of Chaetocnema pulicaria captured per yellow sticky card throughout the 2001 and 2002 growing 
seasons in Iowa. 
Height (m) Card orientation Ames 
2001 
Crawfordsville 
2001 
Sutherland 
2001 
Crawfordsville 
2002 
Johnston 
2002 
0.15 Angle 0.6 NSab 1.9 NS 1.0NS 37.7 bed 6.1 ab 
0.15 Vertical 1.0 2.2 0.6 69.2 be 3.4 b 
0.15 Horizontal 1.0 1.2 1.2 22.4 d 3.8 ab 
0.30 Angle 1.4 1.6 2.1 41.2 bed 2.7 b 
0.30 Vertical 1.0 2.4 1.8 132.6 a 11.8 a 
0.30 Horizontal 0.4 1.2 1.6 18.8 d 3.4 b 
0.45 Angle 1.2 1.2 1.8 28.4 cd 6.4 ab 
0.45 Vertical 1.4 1.4 1.0 76.4 b 5.2 ab 
0.45 Horizontal 0.4 0.4 1.4 16.4 d 1.4 b 
0.60 Angle 0.7 0.8 1.4 20.9 d 3.5 b 
0.60 Vertical 1.2 0.8 1.0 44.0 bed 5.2 ab 
0.60 Horizontal 0.2 0.7 1.6 12.6 d 2.4 b 
0.90 Angle 0.3 0.9 0.8 18.3 d 3.6 b 
0.90 Vertical 0.8 1.4 2.0 24.8 cd 2.4 b 
0.90 Horizontal 0.0 1.2 0.8 11.0 d 1.2 b 
a Each value is the mean of five replications. 
b Means followed by the same letter are not significantly different using LSMEANS analysis applying a Tukey adjustment for 
multiple comparisons (P < 0.05). NS indicates means were not statistically different. 
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Table 2. Number of Chaetocnema pulicaria captured per day during the 2002 growing season at Crawfordsville, I A, when yellow 
sticky cards were placed at combinations of five heights (0.15, 0.30, 0.45, 0.60, 0.90 m) and three card orientations (30°-angle, 
vertical, and horizontal). 
Height 
(m) 
Card 
orientation 
28 May 04 June 13 June 22 July 02 Aug. 06 Aug. 21 Aug. 27 Aug. 03 Sept. 11 Sept. 
0.15 Angle 0.01NS3 0.00NS 0.00NS 0.33 ab 0.18 b 1.35 c 0.77 bed 1.00 be 1.13 bed 1.23 b 
0.15 Vertical 0.06 0.03 0.04 0.20 b 0.46 b 4.05 abc 1.46 abc 1.77 abc 1.89 b 1.56 b 
0.15 Horizontal 0.00 0.00 0.02 0.15 b 0.16 b 0.60 c 0.49 cd 0.47 be 0.80 bed 0.73 b 
0.30 Angle 0.06 0.03 0.02 0.35 ab 0.34 b 1.75 c 0.76 bed 1.02 be 1.33 bed 0.99 b 
0.30 Vertical 0.00 0.03 0.00 0.50 ab 1.46 a 8.15 a 1.54 ab 3.07 a 3.80 a 3.43 a 
0.30 Horizontal 0.00 0.03 0.02 0.30 ab 0.12 b 1.15 c 0.37 d 0.50 be 0.46 bed 0.33 b 
0.45 Angle 0.04 0.06 0.03 0.30 ab 0.43 b 1.60 c 0.54 cd 0.72 be 0.61 bed 0.40 b 
0.45 Vertical 0.03 0.09 0.00 0.75 a 1.32 a 6.20 ab 0.71 bed 1.27 be 1.69 be 1.28 b 
0.45 Horizontal 0.00 0.00 0.04 0.15 b 0.18 b 0.85 c 0.40 d 0.33 c 0.37 bed 0.35 b 
0.60 Angle 0.04 0.01 0.00 0.33 ab 0.26 b 1.35 c 0.46 d 0.33 c 0.50 bed 0.31 b 
0.60 Vertical 0.09 0.09 0.02 0.25 b 0.42 b 2.25 be 0.57 cd 0.77 be 1.49 bed 1.18 b 
0.60 Horizontal 0.00 0.03 0.00 0.10 b 0.14 b 0.70 c 0.20 c 0.40 c 0.29 cd 0.25 b 
0.90 Angle 0.06 0.04 0.01 0.30 ab 0.23 b 0.98 c 0.37 d 0.32 c 0.43 bed 0.33 b 
0.90 Vertical 0.03 0.09 0.04 0.30 ab 0.38 b 1.80 c 0.34 d 0.33 c 0.51 bed 0.43 b 
0.90 Horizontal 0.03 0.00 0.02 0.15 ab 0.18 b 0.40 c 0.34 d 0.17 c 0.11 d 0.30 b 
a Each value is the mean of five replications. 
b Means followed by the same letter are not significantly different using LSMEANS analysis applying a Tukey adjustment for 
multiple comparisons (P < 0.05). NS indicates means were not statistically different. 
Table 3. Number of Chaetocnema pulicaria captured per day during the 2002 growing season at Johnston, IA, when yellow sticky 
cards were placed at combinations of five heights (0.15, 0.30, 0.45, 0.60, 0.90 m) and three card orientations (30°-angle, vertical, 
and horizontal). 
Height (m) Card 
orientation 
20 May 29 May 03 June 10 June 12 Aug. 27 Aug. 03 Sept. 
0.15 Angle 0.10NS 0.08NS 0.06NS 0.14NS 0.13 ab 0.14 NS 0.13 ab 
0.15 Vertical 0.06 0.02 0.04 0.03 0.15 ab 0.10 0.00 b 
0.15 Horizontal 0.14 0.04 0.08 0.06 0.07 b 0.08 0.03 b 
0.30 Angle 0.07 0.02 0.10 0.04 0.05 b 0.08 0.00 b 
0.30 Vertical 0.03 0.07 0.20 0.00 0.53 a 0.20 0.37 a 
0.30 Horizontal 0.11 0.02 0.04 0.06 0.15 ab 0.03 0.00 b 
0.45 Angle 0.01 0.04 0.10 0.03 0.35 ab 0.11 0.06 b 
0.45 Vertical 0.14 0.02 0.12 0.00 0.16 ab 0.18 0.03 b 
0.45 Horizontal 0.06 0.07 0.04 0.00 0.02 b 0.00 0.00 b 
0.60 Angle 0.10 0.06 0.06 0.00 0.12 ab 0.06 0.03 b 
0.60 Vertical 0.03 0.07 0.12 0.00 0.20 ab 0.13 0.09 b 
0.60 Horizontal 0.03 0.07 0.04 0.00 0.07 b 0.03 0.06 b 
0.90 Angle 0.07 0.03 0.16 0.00 0.06 b 0.13 0.04 b 
0.90 Vertical 0.00 0.04 0.08 0.00 0.09 ab 0.05 0.03 b 
0.90 Horizontal 0.03 0.00 0.00 0.03 0.00 b 0.05 0.06 b 
a Each value is the mean of five replications. 
b Means followed by the same letter are not significantly different using LSMEANS analysis applying a Tukey adjustment for 
multiple comparisons (P < 0.05). NS indicates means were not statistically different. 
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CHAPTER 3. 
Effects of Planting Date and Seed Insecticides on the Reduction of Stewart's Disease of 
Corn in Iowa 
P. D. Esker, P. M. Dixon, and F. W. Nutter, Jr. 
A manuscript to be submitted to the journal Plant Disease. 
Abstract 
Field research studies were conducted in 2002 and 2003 to study the effect of planting date 
with and without the use of insecticide seed treatments on corn flea beetle (Chaetocnema 
pulicaria) populations to reduce both the incidence of corn flea beetle feeding scars and the 
incidence of Stewart's disease {Pantoea stewartii) in seed com (Zea mays). Treatment 
combinations included planting date and insecticide seed treatment (Nontreated control, 
Poncho®, and Cruiser®), each replicated 4 times using a randomized complete block design. 
A total of 5 planting dates in 2002 {n = 59 experimental units) and 6 planting dates (n = 61 
experimental units) in 2003 were used for data collection. The incidence of both com flea 
beetle feeding scars and Stewart's disease of com were obtained on a near-weekly basis 
beginning at the fifth-leaf (V5) com growth stage from the middle 60 plants within each plot. 
April planted com benefited from the use of an insecticide seed treatment as the incidence of 
corn flea beetle scars was significantly (P < 0.05) lower than the nontreated control. 
Analysis of area of the curve (AUC) incidence data indicated that earlier planted corn in both 
2002 and 2003 (mid-to-late April) had the highest AUC values in the nontreated control 
plots. Mid-May com plantings for the nontreated control had AUC values similar to 
insecticide treated com. For the last planting date in both years (30 May in 2002 and 3 June 
in 2003), AUC values were found to increase in all insecticide seed treatments, including the 
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nontreated control. This increase in AUC values was most likely due to an increase in corn 
flea beetle population levels due to the emergence of the first summer generation of adult 
corn flea beetles. Rates of increase in the incidence of com flea beetle feeding scars and 
Stewart's disease were quantified using a nonlinear logistic regression model and a 
nonparametric test (Kruskal-Wallis). The highest rates of increase were associated with the 
30 May 2002 planting, as well as all May plantings in 2003. These higher rates were likely 
caused by the higher com flea beetle populations associated with the emergence of the first 
summer generation. Using Spatial Analysis by Distance IndicEs analysis, no clear spatial 
patterns were detected among treatment combinations. While planting date appeared to 
reduce the early wilt phase of Stewart's disease, lower seed com yields were observed as the 
date of planting was delayed. Therefore, it appears that delaying the date of planting to avoid 
the overwintering generation of corn flea beetles is not an effective or practical disease 
management tactic to control Stewart's disease of com in Iowa. 
Introduction 
Stewart's disease of com, caused by the bacterium Pantoea stewartii subsp. stewartii 
(syn. Erwinia stewartii), is economically important for both seed and sweet corn producers 
throughout the United States (Stewart 1897; Smith 1914; Pataky 1985; Mergaert 1993; 
McGee 1995). Although direct yield losses have been observed in sweet com production 
(Pataky 1985; Suparayono and Pataky 1989), it is seed corn production that is negatively 
impacted by Stewart's disease in Iowa. This is because zero-tolerance phytosanitary 
(quarantine) regulations may be imposed for fields where Stewart's disease has been found, 
and these regulations severely restrict the export of seed (McGee 1995). For fields found to 
have Stewart's disease, seed com producers are required to submit and pay for the testing of 
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seed samples by ELIS A to verify that the seed lots in question are free from Stewart's 
disease, thus further adding to the cost of production (Block et al. 1999). 
One of the most important aspects of the Stewart's disease pathosystem involves the 
corn flea beetle vector (Chaetocnema pulicaria Melsheimer) (Rand and Cash 1924; Poos and 
Elliot 1936; Poos 1939; Elliot and Poos 1940; Poos 1955; Pepper 1967; Dill 1979). Greater 
emphasis on research to elucidate the role of the corn flea beetle has occurred in recent years 
in response to research conducted in the late 1990's that proved that seed-to-seedling 
transmission has a negligible epidemiological role in the year-to-year risk for Stewart's 
disease epidemics in the U.S. Corn Belt (Block et al. 1998; Michener 2002). Recent studies 
by Esker et al. (2002) have utilized yellow sticky cards and sweep net sampling to better 
elucidate corn flea beetle population dynamics before, during, and after the corn growing 
season. Esker et al. (2003) and Cook et al. (2005) also quantified the proportion of P. 
stewartii-mÎQStQà corn flea beetles during the corn growing season in Iowa and Illinois and 
both research groups reported upwards of 75-85% of corn flea beetles tested positive for P. 
stewartii late in the com growing season. On the basis of this new information, three critical 
periods of importance regarding Stewart's disease have been defined: (i) early spring prior to 
planting and com seedling emergence, (ii) the period of emergence of the first summer 
generation of com flea beetles in late-June and into July, and (iii) the period of emergence of 
the second generation of corn flea beetles that occurs during latter parts of the growing 
season (Esker et al. 2003). The last point pertains to the corn flea beetle generation that will 
serve as the primary source of inoculum if this generation survives the winter. 
Elucidating critical periods listed above has helped to increase our understanding of 
both the early wilt phase and the late leaf blight phase of Stewart's disease, especially with 
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regard to developing more effective disease management tactics (Smith 1914; Pepper 1967; 
Munkvold et al. 1996; Pataky et al. 2000). These two disease phases have some similarity in 
symptoms (Smith 1914; Pepper 1967), however, they have very different impacts on seed 
yield and marketing potential. A severe early wilt phase can cause direct yield loss due to 
plant death, while severe late leaf blight Stewart's disease will negatively impact the 
marketability of seed corn due to phytosanitary restrictions that are above and beyond any 
direct yield loss effects (Suparayono and Pataky 1989; Pataky et al. 1995; McGee 1995). 
Management of Stewart's disease currently focuses on management of corn flea 
beetle populations. Disease forecasting has been used to predict the pre-plant risk of 
Stewart's disease from growing season to growing season (Stevens 1934; Boewe 1948; 
Nutter et al. 2002) by estimating the probability that overwintering adult corn flea beetles 
will survive the winter. This information has been quite useful for management decisions 
regarding when insecticide seed treatments are most likely needed (Nutter and Esker 2005), 
especially over the past 7-10 years when the prevalence of Stewart's disease increased to as 
high as 58% in 1999 and 2000 in Iowa (Nutter et al. 2002). Menelas et al. (2005) recently 
quantified the length of the feeding periods required for corn flea beetles to acquire and then 
transmit P. stewartii to healthy corn plants. They found that acquisition of P. stewartii by 
com flea beetles may occur within 1 -2 days, while transmission of P. stewartii may occur 
within 7-8 hours. Previous research (Munkvold et al. 1996; Pataky et al. 2000) has shown 
that the use of insecticide seed treatments has been quite effective in reducing the early wilt 
phase of Stewart's disease by reducing the time of feeding by com flea beetles. Recently, 
Pataky et al. (2005) indicated that the use of thiomethoxan and clothianidin provided 50 to 
90% control of Stewart's disease. At present, there are three main seed insecticide products 
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are on the market for management of corn flea beetles: Gaucho® (imidocloprid, Gustafson 
LLC, Inc., Piano TX), Poncho® (clothianidin, Gustafson LLC, Inc., Piano, TX) and Cruiser® 
(thiamethoxam, Syngenta Crop Protection, Greensboro, NC). In all of the above 
experiments, however, little emphasis was placed on employing the concept of avoidance 
(i.e., altering the date of planting) with and without the use of insecticide seed treatments to 
determine if seed insecticides are always necessary. It might be hypothesized that by altering 
the date of planting of seed com, producers may be able to avoid the overwintering corn flea 
beetle generation, thereby reducing the time and expense of using seed insecticides to 
minimize the early wilt phase of Stewart's disease. Previous studies have indicated that 
Stewart's disease was reduced in delayed plantings (Elliot and Poos 1940; Heichel et al. 
1977; Pataky et al. 1995). 
During the corn growing season (after the V5 stage), management of Stewart's 
disease has been largely based upon the use of foliar-applied insecticides to control com flea 
beetle populations. Menelas (2003) observed that the use of Warrior foliar insecticides 
applied according to: (i) crop growth stage (V5, VT, R3), (ii) a degree-day model for com 
flea beetles (Esker and Nutter 2002), or (iii) according to a com flea beetle threshold (an 
average of one com flea beetle per yellow sticky trap), all resulted in lower disease levels, 
but the method of timing of insecticidal applications were not significantly different from one 
another. This may have been partially due to the fact that the rate of Stewart's disease 
progress was low during the two years that the study was conducted (rates were between 0.01 
and 0.02 logits day"'). The years this study was conducted (2001 and 2002) were also 
considered low disease risk years based on the Iowa State Forecasting Model (Nutter and 
Esker 2005). 
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In spite of the numerous research studies that have been conducted concerning 
Stewart's disease, large knowledge gaps still remain for this pathosystem with regards to the 
most effective management tactics to control Stewart's disease. Research examining the role 
of planting date, either alone or in combination with insecticide seed treatments, would help 
to determine the most effective integrated management approaches to reduce damage caused 
by the early wilt phase of Stewart's disease. Additional information regarding the temporal 
patterns of corn flea beetle populations during the growing season is also needed to develop 
integrated disease management programs that more effectively reduce or eliminate the late 
leaf blight phase of Stewart's disease. Finally, little information is available regarding the 
epidemiological effects of altering the date of planting in combination with (or without) the 
use of insecticide seed treatments to reduce the rate of Stewart's disease development or 
whether or not these tactics affect the spatial distribution of diseased plants within the field. 
Spatial information would be extremely useful in developing proper field sampling protocols, 
such as the most appropriate sampling design if aggregated spatial patterns are observed in 
the field. Spatial information would also be beneficial in the development of site-specific 
management recommendations (i.e., localized spraying of foliar insecticides in the field). 
We hypothesize that spatial patterns for com flea beetle feeding scars and Stewart's is 
aggregated, but this hypothesis needs to be tested experimentally. Therefore, the objectives 
of this study were to: (i) quantify the effects of delaying the date of planting with and without 
the use of insecticide seed treatments on the early wilt phase of Stewart's disease, (ii) 
determine if the effects of those treatments influence the spatial distribution of com flea 
beetles during the first adult summer generation, (iii) quantify the effects that time of 
planting/seed insecticide combinations have on the delay and rate of Stewart's disease 
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development, and (iv) determine if the combinations of delayed planting with and without 
use of insecticide seed treatments influence the spatial distribution of both corn flea beetle 
feeding scars and plants infected with Stewart's disease. 
Materials and Methods 
Field location and experimental design: Field studies were established in 2002 and 2003 at 
the Iowa State University Southeast Research and Demonstration Farm at Crawfordsville, 
I A. This location was selected based on the Iowa State Method for pre-season Stewart's 
disease risk forecasts that indicated a higher risk for Stewart's disease, relative to other Iowa 
State University Farm locations in Iowa for both the 2002 and 2003 growing seasons (Nutter 
et al. 2002). The previous crop in both years was soybean and general production practices 
regarding herbicides were followed. Different locations within the farm each were used each 
year. The experimental design for this study was a multifactorial, randomized complete 
block design. The first factor was seed insecticide, which included a nontreated control, 
Poncho® (clothianidin, Gustafson LLC, Inc., Piano, TX), and Cruiser® (thiamethoxam, 
Syngenta Crop Protection, Greensboro, NC). Seed treatments for Poncho® and Cruiser® 
were applied at the current recommended rates (0.25 mg AI/seed for both). The second 
factor was planting date. In 2002, ten planting dates were initially established on a weekly 
interval between 28 March and 30 May. In 2003, eight planting dates were initially 
established on a weekly basis between 15 April and 3 June. Therefore, there were 30 and 24 
different treatment combinations (insecticide type with planting date) established in 2002 and 
2003, respectively. 
Experimental units (i.e., plot) were 6 rows (4.54 m) by 9.1 m for each treatment 
combination (total of 120 plots established in 2002 and 96 plots in 2003). In 2002, the total 
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field size initially established was 4,820 m2 (0.49 ha), while in 2003, the total field size 
initially established was 3,966 m2 (0.40 ha). The Stewart's disease susceptible inbred 
Holden's A632 Ht Block (Holden's Foundation Seeds, Williamsburg, IA) was used in this 
study in both years. Plots were planted as follows: (i) prior to the first planting, rows were 
established in each plot using a tractor and empty planter box, (ii), 60 seeds were then 
individually planted by hand at 0.15 m spacing within each row, and (iii), the rows were 
covered with soil to establish a planting depth of 5.0 cm. Plots were visually monitored and 
two standcounts (number of plants per plot) were estimated at the V2 (second leaf) and V4 
(fourth leaf) growth stages by counting the number of corn seedlings in the middle four rows 
of each plot. Standcounts were then used to determine the suitability of a plot for further 
monitoring throughout the growing season, as some plots from the earliest planting dates had 
poor emergence due to cold temperatures. Only plots that had a minimum of 40 plants in 
each row, as well as replicated treatment combinations (i.e., greater than 1 experimental unit 
per treatment combination) were used for this study. Based on these criteria, data were 
collected from five planting dates in 2002 (59 plots with 1 missing plot for the five planting 
dates), and six planting dates in 2003 (61 plots monitored with 11 missing plots for those six 
planting dates) (Table 1). 
Data collection. To determine if there were significant planting date x insecticide seed 
treatment interactions on stunting caused by Stewart's disease, plant height (mm) was 
measured at the V5 (fifth leaf) growth stage in 2002, and at the V7 (seventh leaf) growth 
stage in 2003. Plant height was measured from the middle 20 plants in each plot (4 rows x 
five plants per row) from the base of the plant to the top of the whorl. Incidence data were 
collected on a near-weekly basis for both corn flea beetle feeding scars, as well as for 
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Stewart's disease. Corn flea beetle feeding scar incidence was defined as the appearance of 
veinal clearing on the leaf surface. Stewart's disease incidence was based on the presence of 
linear, watersoaked-lesions that can also cause wilting and stunting early in growing season, 
or as yellowish-watersoaked lesions that become necrotic during the late leaf blight phase of 
Stewart's (Pepper 1967). Incidence assessments were made on a whole plant basis (sampling 
unit) for both measures by assessing plants from the middle 60 plants in each plot (4 rows x 
15 plants per row). Locations of plants with corn flea beetle feeding scars and Stewart's 
disease-infected plants were marked with different colored flags to distinguish the two types 
of incidence measures. 
A total of 5 to 9 insect feeding scar and disease incidence assessments were made 
between 28 May and 22 July in 2002. Assessments ceased for a particular treatment 
combination when corn senescence was first observed. Severe weather-related incidents also 
limited data collected in 2002 as a 60-second duration wind gust of 59 km/hr and a five 
second maximum gust of 76.7 km/hr were recorded at Crawfordsville on 28 July, resulting in 
considerable lodging for the two assessments performed in August. Therefore, only 
assessments performed on or before 22 July were analyzed in 2002. In 2003, 6 to 10 
assessments were performed between 3 June and 5 August. Insect feeding scar and disease 
incidence assessments ceased on 5 August due to com senescence that began to occur after 
that date. 
On the same dates that incidence assessments were performed, the number and 
location (i.e., plant location on a (X,Y) grid) of com flea beetles was recorded for all 60 
plants in the center 4 rows. Each plant on each assessment date was thoroughly examined 
(all leaves), as we observed corn flea beetles from the crown to the tassel. 
Yield data. Ears from the center 60 plants of each plot were hand harvested between the 
period 11-25 September in 2002, and 8-22 September in 2003. Harvested ears were 
transported to the Iowa State University Agronomy Farm (Boone County, I A), and dried for 
48 hours at 27°C in grain dryers. To evaluate the effect of each treatment combination on 
various yield components of seed corn, the number of harvested ears, mean ear weight (g), 
and 100 seed weight (g) were determined for each plot. 
Effects of early wilt on plant height. To determine if there were any treatment effect on 
plant height, data were analyzed using a linear mixed model with random block effects 
(PROC MIXED, SAS v. 9.1, SAS Institute, Cary, NC). Since the number of replications was 
unbalanced in both years due to loss of some plots, multiple comparisons for treatment 
combinations were made using LSMeans with a Tukey-Kramer adjustment (Piepho 2004; 
Neter et al. 1996). 
Temporal disease progress models. The areas under the corn flea beetle feeding scar curve 
and the areas under the disease incidence progress curves for Stewart's disease were 
calculated as described by Campbell and Madden (1990). Since assessment periods for the 
treatment combinations were different, AUC values were standardized for each treatment 
combination by dividing AUC by the total sampling period (Campbell and Madden 1990). A 
linear mixed model with random block effects was analyzed for each year and multiple 
comparisons were obtained for the different treatment combinations using LSMeans with a 
Tukey-Kramer adjustment. 
Exploratory data analysis of disease progress curves indicated that there were 
different disease progress shapes, depending on the treatment combination. Previous 
research has also indicated that both the Gompertz and Logistic growth models both fit the 
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change in Stewart's disease incidence with respect to time quite well (polycyclic growth 
models) (Menelas 2003). Therefore, to determine the effect of planting date on the rate of 
disease progress, a nonlinear logistic regression model with an additive error assumption was 
fitted using PROC NLIN in SAS (Campbell and Madden 1990). Initial starting parameters 
for the two parameters of the logistic model (a constant of integration and the rate parameter) 
were selected using a grid search of starting values (Schabenberger and Pierce 2002). This 
approach selects initial starting parameters that best minimize residual sum of squares. An 
iterative regression procedure was used to fit the parameters in the logistic model, with a 
maximum number of 1,000 iterations used. If convergence for parameter estimation was not 
met, the last estimated parameter value obtained was used as the rate for comparisons. 
Because we observed numerous nonconvergence events, our confidence in the rate parameter 
estimates was questioned, and therefore, we used a Kruskal-Wallis test to compare the effects 
of date of planting on the rates of corn flea beetle feeding scar incidence and Stewart's 
disease incidence with respect to time for each insecticide seed treatment (nontreated, 
Poncho treated, and Cruiser treated) (Desu and Raghavarao 2004). Rates greater than 0.5 
were considered censored (meaning that they would be given the same rank in the Kruskal-
Wallis test) and data were analyzed in PROC NPAR1 WAY in SAS (Desu and Raghavarao 
2004). Pairwise comparisons of the different planting dates within an insecticide seed 
treatment were made using the Steel-Dwass procedure, which is similar to Tukey's 
studentized range statistic or the Tukey-Kramer statistic with unbalanced data when 
considering data to be normally distributed (Critchlow and Fligner 1991; Devu and 
Raghavaro 2004). 
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Spatial distribution of feeding scarred and Stewart's disease infected plants. To 
determine the effect of date of planting/seed insecticide treatment combinations on the spatial 
distribution of corn flea beetle feeding scar incidence and the incidence of Stewart's disease, 
within plots over time (i.e., all assessment dates and replicate plots) were examined using 
SADIE (version 1.22) (Spatial Analysis by Distance IndicEs) (Perry 1995; Perry 1998; Perry 
et al. 1999). The SADIE method has been previously described and used in a number of 
plant disease pathosystems (Perry 1995; Perry 1998; Perry et al. 1999; Perry and Dixon 
2002; Turechek and Madden 1999; Pethybridge et al. 2005). Each assessment date x 
treatment combination % replication (a possible total of 402 assessment dates in 2002 and 516 
assessment dates in 2003) was examined to test the null hypothesis of no spatial dependence. 
From the original number of assessment dates, 282 treatment combinations assessments for 
corn flea beetle scar incidence and 242 treatment combination assessments for Stewart's 
disease were analyzed in 2002; 192 treatment combination assessments for corn flea beetle 
feeding scar incidence and 276 treatment assessments for Stewart's disease were analyzed in 
2003. A one-sided test (i.e., null hypothesis was no spatial dependence (random pattern) 
versus the alternative of aggregation of infected plants) was obtained by comparing the 
observed index of aggregation with values obtained through simulated spatial patterns of the 
original data (using the default 5,967 randomizations of the original data for the SADIE 
program). A random spatial pattern was suggested when the index of aggregation (Ia) = 1, a 
regular pattern when Ia <1, or an aggregated pattern when Ia> 1 (Perry 1995; Perry 1998; 
Perry et al. 1999). 
Because each assessment date was considered an independent test of no spatial 
dependence, we first examined the distribution of P-values prior to interpretation of 
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significant (P < 0.05) SADIE tests indicating aggregation. The hypothesis that the observed 
distribution did not differ from a Uniform distribution was tested, since it might be expected 
that by random chance alone, 5% of all global tests would be significant (Steel et al. 1996). 
The observed cumulative distribution was compared to the expected distribution for a 
Uniform distribution and a one sample Kolmogorov-Smirnov test statistic was calculated as: 
D  =  max | F ( x )  -  F ( x )  \  
where, F(x) represents the actual cumulative distribution for a Uniform distribution and F(x) 
represents the observed cumulative distribution (Steel et al. 1996). A two-sided test of 
hypothesis was performed and f-values < 0.05 indicated departure from the Uniform 
distribution assumption of ^ -values. 
Results 
Effect of Seed Insecticides on Plant Height and Stewart's Disease Incidence at Growth 
Stage V5. Significant interactions (P = 0.0161) for the incidence of corn flea beetle scars 
and weakly significant interactions for Stewart's disease incidence (P = 0.086) were 
observed in 2002 (Fig. 1). Corn flea beetle feeding scar incidence ranged from 0.4 to 7.9% 
in different treatment combinations, while Stewart's disease incidence ranged from 0 to 
5.8%. The 25 April planting that did not receive an insecticide seed treatment had 
approximately 4 to 18 times more corn flea beetle feeding scars and from 3 to 14 times 
higher Stewart's disease incidence. Weakly significant interactions (P = 0.0592) for the 
effects of treatment combinations on plant height were observed, however, when examining 
data within different planting dates, no general trend was observed that would indicate a 
significant effect of Poncho or Cruiser on increasing plant height, compared to the nontreated 
control (Table 2). 
In 2003, the incidence of corn flea beetle feeding scars ranged from 0 to 64% and 
Stewart's disease incidence ranged from 0 to 22% (Fig. 2). Significant interactions (P < 
0.0001 for both incidence measures) were observed. For example, in the two earliest 
plantings (15 and 22 April), non-insecticide treated plots had the highest incidence levels 
(Fig. 2). Within these two planting dates, the insecticide treated plots had corn flea beetle 
feeding scar incidence levels ranging from 0 to 1.4% and Stewart's disease incidence levels 
ranging from 0 to 0.83%. Planting dates after 22 April had corn flea beetle feeding scar 
incidence or Stewart's disease incidence levels that were not significantly different among 
the three insecticide treatments. A weakly significant interaction (P = 0.0880) was observed 
for plant height measured at growth stage V7 (seventh-leaf stage), as there was general trend 
to increasing planting height in the latter planting dates (Table 2). However, within 
individual planting dates, no clear effects of seed treatments on plant height were observed. 
Effect of Delayed Planting With and Without Insecticide Seed Treatments on the 
Temporal Dynamics of Corn Flea Beetle Feeding Scar Incidence and Stewart's Disease 
Incidence. By the last assessment date in 2002 (22 July), the incidence of corn flea beetle 
feeding scars ranged from 20 to 100%, while Stewart's disease incidence ranged from 3 to 
28%. The lowest levels for corn flea beetle feeding scar incidence and Stewart's disease 
incidence were found in plantings from 11 April to 9 May (irrespective of seed treatment 
type), whereas the highest incidence levels (for both incidence measures) were observed for 
the 23 and 30 May plantings. In 2003, incidence of corn flea beetle feeding scars was 100% 
in all treatment combinations by 22 July, with incidence of Stewart's disease ranging 
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between 17 and 100% by 5 August. Planting dates prior to 13 May had Stewart's disease 
incidence levels that were lowest in the insecticide seed treatment plots, while plants from 13 
May planting dates through 3 June plantings had Stewart's disease incidence levels that were 
similar to all insecticide seed treatments by 5 August. 
Analyses for the areas under the curves for both incidence of corn flea beetle feeding 
scars and Stewart's disease incidence indicated significant interactions in both years (2002: P 
= 0.0007 for corn flea beetle feeding scars over time and 0.0309 for Stewart's incidence over 
time; 2003: P < 0.0001) (Figs. 3 and 4). In 2002, the highest cumulative corn flea beetle 
feeding scar incidence was observed in the earlier planted, noninsecticide-treated seed corn 
plots (Fig. 3A). No differences were observed among seed treatments during May plantings, 
however, AUC values increased in both the 23 and 30 May planting dates. Similar results 
were observed for the earlier planting dates with respect to the incidence of Stewart's 
disease. Unlike for corn flea beetle feeding scar incidence, we did not see an increase in the 
AUC values for Stewart's disease incidence for the 23 and 30 May planting dates (Fig. 3B). 
Results in 2003 were similar to 2002 for AUC, except that Stewart's disease 
incidence approached 100% by 5 August. The highest AUC values for corn flea beetle 
feeding scar incidence were observed in the noninsecticide-treated plots for early (15, 22, and 
29 April) planting dates (Fig. 4A). The lowest AUC incidence values were observed in the 
insecticide seed treated plots for the same three early planting dates. We further observed an 
increase in AUC values for com flea beetle feeding scar incidence, especially in the June 3 
planting (Fig. 4A). In terms of Stewart's disease, while the highest disease incidence values 
were observed for the 15 and 22 April plantings that were not treated with an insecticide, we 
did observe an increase in AUC values for Stewart's disease incidence for all three seed 
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treatments in the 3 June planting date (although not significantly different from earlier 
planted, seed-treated corn) (Fig. 4B). 
There were significant (P < 0.05) increases in the rates for both incidence of corn flea 
beetle feeding scars and Stewart's disease incidence with respect to time, especially with 
regards to the 30 May planting date in 2002, and for all May planting dates in 2003 (Tables 3 
and 4). The rate of increase in either the change in corn flea beetle feeding scar incidence or 
Stewart's disease incidence with respect to time was strongly influenced by the change in 
incidence values in July, as incidence levels from one assessment to the next were observed 
to increase from less than 20% incidence to 100% incidence. This was especially true for 
corn flea beetle feeding scar incidence. 
Change in Corn Flea Beetle Populations During First Summer Generation. Observations 
made during the first summer generation of corn flea beetles (Esker et al. 2002) indicated no 
significant interaction effects for the mean number of corn flea beetles per treatment 
combination (P > 0.05). However, we did find significant main effects for planting date (P < 
0.05) in both 2002 and 2003, with the number of com flea beetles being higher in the two 
latest planting dates in both years (30 May and 3 June, respectively) (Tables 5 an 6). In 
2002, by the 22 July assessment date, there were 2 to 4 times more corn flea beetles found in 
the 30 May plantings than in the 11 and 25 April, and 9 May plantings (Table 5). In 2003, by 
the 28 July assessment date, there were 2.5 to 5 times more corn flea beetles found in the 3 
June planting date, compared to the 15 and 22 April, and 13 May planting dates (Table 6). 
Effect of Planting Date and Insecticide Seed Treatments on Spatial Aggregation. In all 
four sets of data (corn flea beetle feeding scar incidence for 2002 and 2003 and Stewart's 
disease incidence for 2002 and 2003), the observed set of f-values from spatial analyses 
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using SADIE analyses was significantly different from that expected based on a Uniform 
distribution (Table 7 and Fig. 5). A higher frequency of f-values less than 0.05 than would 
be expected was observed (Table 7). Therefore, examination of the meaningful spatial 
patterns was warranted. 
Early Wilt Phase. The effects of the early wilt phase were monitored until the end of 
June when the first summer generation of com flea beetles was found. Prior to July, 
aggregated patterns for plants with either com flea beetle feeding scars (8 of 22 or 36% of 
aggregated plots) or Stewart's disease (6 of 33 or 18%) were found in plants from the 25 
April and 9 May plantings, in both nontreated and Cruiser treated plots. No evidence of 
aggregation was observed in Poncho treated plots. In 2003, 7 of 20 (35%) of aggregated 
plots for corn flea beetle feeding scars were observed prior to July and found in both the 
nontreated and Poncho treated plots. Five of twenty-nine aggregated plots (17%) were found 
for Stewart's disease plots and were found prior to July and were for nontreated and Poncho 
treated plots. 
Late Leaf Blight Phase. In 2002, 64% (14 of 22) of the observed aggregated plots for 
com flea beetle feeding scar incidence were from 2 July through 22 July. Likewise, 82% (27 
of 33) of the aggregated Stewart's wilted plots were also observed during July. In 2003, 
similar patterns were observed with 65% (13 of 20) of the aggregated plots for com flea 
beetle feeding scars being observed from 3 July to 5 August, and 83% (24 of 29) of the 
aggregated plots for Stewart's disease. However, upon examination of different treatment 
combinations, we observed an aggregated pattern at least once in all planting dates, as for all 
insecticide seed treatment types. Based on this, we could not determine any meaningful 
treatment effects. 
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Effect of Delayed Planting Date With and Without Insecticide Seed Treatment on Seed 
Corn Yield. No significant interactions (P > 0.05) of delayed planting with and without the 
use of insecticide seed treatments were observed for the number of harvestable ears, mean 
ear weight, or 100 seed weights (Table 8). In 2002, main effects for planting date were 
significant (P < 0.0001) for the number of ears and mean ear weight (Table 8). A significant 
negative linear relationship was observed for the number of ears versus planting date (day of 
year), where: number of ears = 100.22 - 0.474(DOY) (R2 = 86.7%). This indicated that for 
each day of delayed planting, we would expect the number of harvestable ears to decrease by 
almost one-half. Upon examination of mean ear weight versus planting data, a significant 
negative linear relationship was also observed, where: mean ear weight = 133.29 -
0.613(DOY) (R2=91.5%). This indicated that dry ear weight decreased by approximately 
0.61 grams for each day planting was delayed. In 2003, only the 3 June planting date had 
significantly lower numbers of ears (Table 9), with between 15 and 20% fewer ears 
compared to the earlier planting dates. Significant differences (P < 0.05) were observed for 
mean ear weight with planting dates up to 13 May on the order of 20 to 90% higher than the 
20 May or 3 June planting dates. A significant second order polynomial relationship was 
observed relating mean ear weight and day of year, where: mean ear weight = -395.2 + 
8.108(DQY) - 0.034(DQY^) (R^=97.0%). 
Discussion 
Disease management for Stewart's disease primarily emphasizes management of corn 
flea beetle vector populations, in an effort to reduce the early wilt phase of Stewart's disease, 
primarily through the use of insecticide seed treatments (Munkvold et al. 1996; Pataky et al. 
2000, Pataky et al. 2005). Previous studies have also focused on the effect of altering 
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planting date alone (Elliot and Poos 1940; Heichel et al. 1977; Pataky et al 1995), with 
indications that lower levels of Stewart's disease were observed with delayed plantings. The 
present study merged those two disease management tactics by combining date of planting 
with and without the use of an insecticide seed treatment to determine their effects on 
reducing the incidence of com flea beetle feeding scars and the incidence of the seedling wilt 
and late leaf blight phases of Stewart's disease. 
Our results at the fifth-leaf (V5) growth stage regarding the incidence of com flea 
beetle feeding scars and Stewart's disease incidence (especially for the earliest planting 
dates) were similar to observations that both Munkvold et al. (1996) and Pataky et al. (2000) 
reported for greenhouse and field experiments, respectively. In both of those studies, 
significant reductions in both total feeding scars and Stewart's disease were observed. In our 
study, we observed upwards of 90% or more reduction in the incidence of Stewart's wilt in 
the earliest planting dates (mid-to-late April). When combined with planting date, the 
disease management benefits from using an insecticide seed treatment decreased as planting 
date was delayed (Figs. 1 and 3). Levels of either corn flea beetle feeding scars or Stewart's 
disease were similar at V5 when using Poncho or Cruiser. This was especially dramatic in 
2003, where incidence of Stewart's disease in the nontreated plots on 15 April was 22%, but 
the 3 June planting was 0%. Isolating the early wilt phase of Stewart's disease from the rest 
of the season appears to indicate that use of seed insecticide is most appropriate when the 
goal is to plant com as early as possible (pre-May). This was also evident in that AUC 
values for pre-May planted com for the incidence of corn flea beetle feeding scars or 
Stewart's disease were significantly higher in the nontreated plots, compared to either the 
Cruiser or Poncho-treated plots. 
74 
The observed difference in incidence that we observed at V5 may in part be explained 
by the examination of the day of year when we observed the V5 growth stage in each 
treatment combination. In 2002, there was a 28-day difference (May 28 to June 25) between 
the earliest and latest planted corn, while in 2003, there was a 29-day difference (June 3 to 
July 2). We have previously (Esker et al. 2002) shown that a beetle-free period of 2-3 weeks 
exists in Iowa during early-to-mid June. The later planting dates coincided with that period, 
and therefore, the early wilt phase of Stewart's disease was successfully avoided. 
While delaying planting date reduces the potential impact of the early wilt phase, it 
appears to do little to affect the late leaf blight phase of Stewart's disease in the absence of 
foliar insecticides. This is also true for insecticide seed treatments in the latter planting dates. 
We observed a significant increase in the number of corn flea beetles per plant during July 
assessments, with significantly higher corn flea beetle populations in the later planted corn, 
irrespective of insecticide seed treatment. This is most likely due, in part, to a preference for 
corn flea beetles to feed on the youngest, greenish host tissue. While we did not test corn 
flea beetles for the presence/absence of P. stewartii corn flea beetles in this study (Esker and 
Nutter 2003), we did observe a dramatic increase in the rates of increase of corn flea beetle 
feeding scars and Stewart's wilt with respect to time in 2002 and 2003 (Tables 3 and 4), 
especially in the mid-to-late May (June) planting dates. This would suggest that corn flea 
beetles were actively acquiring and transmitting P. stewartii, which supports our previous 
studies regarding the population dynamics of P. stewartii-infested corn flea beetles (Esker 
and Nutter 2003). In greenhouse studies, Menelas et al. (2005) found that acquisition and 
transmission of P. stewartii by corn flea beetles could occur within 3-to-6 hours, and the time 
to 50% transmission (i.e., 50% of plants would have become infected with Stewart's disease) 
occurred between 7 and 8 hours. We observed that the incidence of corn flea beetle feeding 
scars increased from approximately 20% to 100% in just 7 days (between July 15 and 22), in 
both 2002 and 2003. While we were unable to see a similar increase in Stewart's disease in 
2002, we did observe a dramatic increase in Stewart's disease incidence between the period 
of July 28 and August 3-5 in 2003. This is extremely important new information because 
seed corn inspections in Iowa generally occur during the month of August, which would be 
after this dramatic increase. The fact that only the mere presence of Stewart's disease is 
required for phytosanitary regulations to be imposed that restrict the exportation of seed corn 
from fields with Stewart's disease (McGee 1995), delayed planting may require the need for 
foliar insecticide applications in order to minimize the risk of the late leaf blight phase. This 
may not be logistically or financially feasible as an economically effective management 
tactic given that seed corn fields in Iowa occur over 35-40 counties (of the 99 counties in the 
state) each year. 
Numerous action thresholds regarding the number of corn flea beetles needed to 
trigger the application of foliar insecticides have been proposed (Hoffman et al. 1995; 
Munkvold and Rice 1998; Cook et al. 2005), but not well-validated. These action thresholds 
primarily targeted corn flea beetle populations to control the early wilt phase of Stewart's 
disease. It was not our goal in this study to revise or develop a new action threshold, 
however, in terms of seed corn producers, such thresholds may be relevant. Although we did 
detect aggregated spatial patterns for both com flea beetle feeding scar incidence and 
Stewart's disease incidence, we did not detect differences in terms of delayed 
planting/insecticide treatment combinations. All planting dates and all insecticide seed 
treatments had evidence of aggregation during the growing season for both incidence 
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measures. The majority of aggregated spatial patterns for corn flea beetle feeding scar 
incidence and Stewart's disease were observed in July. Combined with the dramatic increase 
in the rates for both incidence measures for the late-May (June) plantings, management 
protocols for use of foliar insecticides to reduce the late leaf blight stage need further 
development. Menelas (2003) attempted to examine three different action thresholds to 
schedule foliar insecticides to manage corn flea beetle populations beyond the V5 growth 
stage. These three methods were: (i) plant growth stage, (ii) a "zero-tolerance" com flea 
beetle population threshold, and (iii) an action threshold based on growing degree-days 
(Esker and Nutter 2002). Their study, however, did not detect any differences among the 
three action threshold methods in reducing Stewart's disease 
The absence of a clear planting date/insecticide seed treatment effect on the spatial 
distribution of com flea beetle feeding scar plants or Stewart's disease infected plants may 
also have an effect on the development of sampling programs for foliar insecticide 
applications and seed corn inspections. An aggregated pattern of Stewart's disease infected 
plants may suggest the need for further sampling arms in order to detect Stewart's disease 
(Campbell and Madden 1990), especially during the early parts of July when we observed the 
majority of aggregated spatial patterns in our plots. Therefore, the development of a foliar 
insecticide spray sampling program based on the examination of a pre-specified number of 
plants, or using a minimum com flea beetle feeding scar threshold may not be the most cost-
effective approach. When coupled with the dramatic increase in the rate of corn flea beetle 
feeding scar incidence and Stewart's disease incidence during the same period, further work 
is needed to more clearly elucidate the optimal sampling scheme (whether focusing on com 
flea beetles or Stewart's disease incidence) is most accurate (Esker et al. 2004). 
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Even if we were able to significantly reduce the affect of Stewart's disease by altering 
planting date, the dramatic and significant decrease in the different yield components, as 
measured the number of harvestable ears and mean ear weight, indicated that delaying 
planting date may not be the best tactic. We observed a linear decrease in the number of 
harvested ears in 2002. We also observed a negative linear decrease in mean ear weight in 
2002 and a negative quadratic decrease in 2003. These results are similar to those observed 
by Lauer et al. (1999) where a quadratic decrease in grain yield was observed by the end of 
May for full-season corn varieties in Wisconsin, as well as recommendations made by ISU 
Extension regarding optimal planting times in Iowa (Farnham 2001). Estimating the number 
of 8OK bags of seed that would be obtained in 1 hectare of corn, between 2 and 4 times more 
bags (range: 68 to 280 bags) would be obtained by planting before 30 May in 2002, while 1.9 
to 2.7 times more bags (range: 168 to 444 bags) would be expected if planting occurred 
before 3 June in 2003. Therefore, the benefits of delayed planting in reducing the incidence 
of corn flea beetle feeding scars and in reducing the incidence of Stewart's disease is offset 
by significantly lower yields, and therefore, there would be a negative economic return if this 
management tactic was used. 
When factoring in both insect, disease, and economic factors, the lack of a beneficial 
effect by delaying planting date in our study are in close agreement with that observed by 
Krell et al. (2005) regarding bean pod mottle virus in soybean in Iowa. The bean leaf beetle-
bean pod mottle virus system closely resembles the corn flea beetle-Stewart's disease system 
in Iowa. Bean pod mottle virus is vectored by the bean leaf beetle, and the bean leaf beetle 
has almost identical generational periods in Iowa as the corn flea beetle. Krell et al. (2005) 
found that delayed planting was unreliable as a disease management tactic in their 
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pathosystem and our results for the Stewart's disease pathosystem closely mirror their 
results. 
Based on this study, further research is necessary in order to ascertain when foliar 
insecticide sprays should occur (Menelas 2003). We did not add this as a factor in our study, 
but results suggest that this tactic could be of benefit to seed corn producers in Iowa since 
corn flea beetle populations greatly increased after the V5 growth stage in all of our 
treatment combinations. Unless phytosanitary regulations are removed for Stewart's disease 
(McGee 1995), reducing the likelihood of detecting Stewart's disease during phytosanitary 
inspections in August is economically important in order to avoid the cost of additional 
testing of seed using ELISA (Block et al. 1999). Also, the linking of the results from our 
study with the development of a more accurate disease forecasting model (Nutter and Esker 
2005) would greatly benefit producers in providing a well-rounded year-to-year disease 
management program. We selected our field location based on the increased likelihood of 
having Stewart's disease (opposite of what the forecasting system typically suggests). 
Therefore, it may be interesting to expand this study to a multi-location or state study in 
order to maximize environmental effects of disease management tactics. 
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Table 1. Planting dates used in 2002 and 2003 to study the effect of planting date and/or seed 
insecticide on reducing the risk of Stewart's disease of corn at Crawfordsville, IA. 
Year = 2002 Year = 2003 
April 11 April 15 
April 25 April 22 
May 9 April 29 
May 23 May 13 
May 30 May 20 
June 3 
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Table 2. Effect of planting date with and without the use of insecticide seed treatments on 
plant height data measured at the V5 (fifth-leaf) growth stage in 2002 and at the V7 (seventh-
leaf) growth stage in 2003 at Crawfordsville, IA. Plant height data were obtained from the 
middle 20 plants in the middle four rows of the plot. 
Planting 
date 
Insecticide Plant height 
(mm) 
Planting 
date 
Insecticide Plant height 
(mm) 
April 11 Nontreated 
Poncho 
Cruiser 
121.3 a' 
125.8 a 
124.7 a 
April 15 Nontreated 
Poncho 
Cruiser 
103.6 a 
121.7 a 
129.9 a 
April 25 Nontreated 
Poncho 
Cruiser 
205.2 be 
233.6 cde 
248.2 efg 
April 22 Nontreated 
Poncho 
Cruiser 
203.9 b 
227.1 be 
210.9 b 
May 9 Nontreated 
Poncho 
Cruiser 
214.5 bde 
239.5 fd 
226.2 bde 
April 29 Nontreated 
Poncho 
Cruiser 
239.1 be 
245.2 be 
267.1 cd 
May 23 Nontreated 
Poncho 
Cruiser 
270.6 fh 
285.3 gh 
289.2 h 
May 13 Nontreated 
Poncho 
Cruiser 
302.4 de 
320.7 efg 
310.5 df 
May 30 Nontreated 
Poncho 
Cruiser 
201.5 be 
205.6 bd 
197.8 b 
May 20 Nontreated 
Poncho 
Cruiser 
356.1 fh 
350.4 efh 
360.4 gh 
June 3 Nontreated 383.5 h 
Poncho 348.7 efh 
Cruiser 363.9 h 
z Means followed by the same are not significantly different at the 0.05 level of significance 
using LSMEANS with a Tukey-Kramer adjustment. 
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Table 3. Effect of planting date with and without the use of insecticide seed treatments on 
median rates for the change in corn flea beetle feeding scar incidence over time using a 
nonlinear logistic regression model. Data were examined within individual insecticide seed 
treatments. Rates larger than 0.5 were censored to 0.5 for analysis. 
Planting 
2002 2003 
Nontreated Poncho Cruiser Planting Nontreated 
April 11 0.047 cz 0.072 b 0.083 c April 15 0.078 by 
April 25 0.053 c 0.082 b 0.112c April 22 0.062 b 
May 9 0.112b 0.132 b 0.135 c April 29 0.294 ab 
May 23 0.177 b 0.389 a 0.208 b May 13 0.500 a 
May 30 0.445 a 0.500 a 0.436 a May 20 0.500 a 
June 3 0.500 a 
z Values followed by the same letter are not statistically different at a 0.05 level of 
significance based on pairwise Steel-Dwass comparisons. 
y No analysis was performed for Poncho and Cruiser as all plot values were considered 
censored and therefore, would be determine as equal rates. 
Table 4. Effect of planting date with and without an insecticide seed treatment on the median rates for increase in Stewart's 
disease incidence based on using a nonlinear logistic regression model. Data were examined within individual insecticide seed 
treatments. Rates larger than 0.5 were censored to 0.5 for analysis. 
Planting 
2002 2003 
Nontreated Poncho Cruiser Planting Nontreated Poncho Cruiser 
April 11 0.037 bz 0.043 NSy 0.045 NJ> April 15 0.028 b 0.330 b 0.291 b 
April 25 0.024 b 0.032 0.040 April 22 0.170 ab 0.220 b 0.313 b 
May 9 0.059 b 0.171 0.157 April 29 0.218 ab 0.500 a 0.500 a 
May 23 0.081 b 0.245 0.102 May 13 0.500 a 0.500 a 0.500 a 
May 30 0.218 a 0.179 0.271 May 20 0.443 a 0.478 a 0.407 ab 
June 3 0.478 a 0.490 a 0.500 a 
z Values followed by the same letter are not statistically different at a 0.05 level of significance based on pairwise Steel-Dwass 
comparisons. 
y No significantly different pairwise comparisons were observed. 
oo 
oo 
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Table 5. Effect of planting date on the number of corn flea beetles per plant during the first 
summer generation in 2002. The number of observed corn flea beetles per plant was 
recorded and the average obtained across the different seed insecticides was obtained since 
no significant interactions were observed. 
Planting date 9 July 15 July 22 July 
April 11 0.053 a= 0.038 a 0.044 a 
April 25 0.064 ab 0.063 ab 0.082 a 
May 9 0.063 ab 0.118 be 0.094 a 
May 23 0.110b 0.171 dc 0.119 ab 
May 30 0.093 ab 0.207 d 0.196 b 
z Means followed by the same are not significantly different at the 0.05 level of significance 
using LSMEANS with a Tukey-Kramer adjustment. 
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Table 6. Effect of planting date on the number of corn flea beetles per plant during the first 
summer generation in 2003. The number of observed corn flea beetles per plant was 
recorded and the average obtained across the different seed insecticides was obtained since 
no significant interactions were observed. 
Planting date 14 July 22 July 28 July 
April 15 0.031 a 0.006 a 0.028 ab 
April 22 0.033 ab 0.007 a 0.015 a 
April 29 0.046 ab 0.019 a 0.049 ac 
May 13 0.069 ab 0.038 ab 0.030 ab 
May 20 0.070 ab 0.026 ab 0.063 be 
June 3 0.087 b 0.072 b 0.074 c 
z Means followed by the same are not significantly different at the 0.05 level of significance 
using LSMEANS with a Tukey-Kramer adjustment. 
Table 7. Summary analyses for the test of hypothesis that the observed distribution of f-values obtained from the SADIE for 
aggregated spatial patterns for different Stewart's disease treatment combinations and the incidence of corn flea beetle feeding 
scars or Stewart's disease incidence did not significantly differ from what would be expected from a Uniform distribution (thereby 
indicating that results from SADIE could not be differentiated from random chance alone). 
Spatial Assessment Year N D2 P-valuey Obs < 0.05* Exp < 0.05w 
Corn flea beetles 2002 282 0.1566 <0.0001 33 14.1 
Corn flea beetles 2003 192 0.1484 0.0004 22 12.1 
Stewart's disease 2002 242 0.1800 <0.0001 20 9.6 
Stewart's disease 2003 276 0.0800 0.0390 29 13.8 
z Kolmogorov-Smirnov test statistic: D  = max | F ( x )  -  F ( x )  | .  
y Two-sided f-value of test of hypothesis: P-value distribution is Uniform versus distribution is not Uniform. 
x Observed number of f-values from SADIE analysis < 0.05. 
w Expected number of f-values < 0.05 using 20 bins for a histogram between 0 and 1 (break points of 0.05). 
Table 8. Effect of planting date on yield data obtained from sampling quadrats (n = 60 plants per plot) for Stewart's disease of 
com in 2002 and 2003 at Crawfordsville, IA. Data collected include numbers of harvest ears, mean ear weight, and 100 seed 
weights (g) averaged across the different seed insecticide treatments (no significant interactions were observed). Five samples of 
100 seed weights were obtained from each plot that had been hand-harvest, dried for 48 hours and mechanically shelled. 
2002 2003 
Planting date Number of Weight per 100 seed Planting date Number of Weight per 100 seed 
harvested ear (g) weight (g) harvested ear (g) weight (g) 
ears ears 
April 11 49.7 dz 69.53 d 21.46 az April 15 53.4 b 78.45 c 19.13 be 
April 25 47.2 d 63.47 cd 21.69 ab April 22 55.1 b 84.61 d 19.33 c 
May 9 41.3 c 56.00 be 22.49 b April 29 55.2 b 85.94 d 19.38 c 
May 23 36.3 b 50.29 b 23.52 c May 13 55.1 b 82.06 cd 17.71 a 
May 30 24.0 a 36.20 a 22.18 ab May 20 50.3 b 65.13 b 18.00 ab 
June 3 43.1 a 44.12 a 19.75 ac 
z Means followed by the same are not significantly different at the 0.05 level of significance using LSMEANS with a Tukey-
Kramer adjustment. 
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Figures. 
Fig. 1. Effect of planting date with and without the use of insecticide seed treatments on (A) 
the incidence of com flea beetle feeding scars at growth stage V5 (fifth-leaf) in 2002 at 
Crawfordsville, I A. (B) Incidence of Stewart's disease at growth stage V5. Incidence values 
were obtained from the middle 4 rows and the middle 15 plants (n = 60) from each plot and 
data are presented as means. Means followed by the same are not significantly different at 
the 0.05 level of significance using LSMEANS with a Tukey-Kramer adjustment. 
Fig. 2. Effect of planting date with and without the use of insecticide seed treatments on (A) 
area under curve values for the incidence of corn flea beetle feeding scars in 2002 at 
Crawfordsville, IA. (B) Area under curve values for incidence of Stewart's disease at growth 
stage V5. Between 5 and 9 visual assessments were made during the growing season to 
define curves that were used for analysis . Means followed by the same are not significantly 
different at the 0.05 level of significance using LSMEANS with a Tukey-Kramer adjustment. 
Fig. 3. Effect of planting date with and without the use of insecticide seed treatments on (A) 
the incidence of corn flea beetle feeding scars at growth stage V5 (fifth-leaf) in 2003 at 
Crawfordsville, I A. (B) Incidence of Stewart's disease at growth stage V5. Incidence values 
were obtained from the middle 4 rows and the middle 15 plants (n = 60) from each plot and 
data are presented as means. Means followed by the same are not significantly different at 
the 0.05 level of significance using LSMEANS with a Tukey-Kramer adjustment. 
Fig. 4. Effect of planting date with and without the use of insecticide seed treatments on (A) 
area under curve values for the incidence of corn flea beetle feeding scars in 2003 at 
Crawfordsville, IA. (B) Area under curve values for incidence of Stewart's disease at growth 
stage V5. Between 6 and 10 visual assessments were made during the growing season to 
define curves that were used for analysis . Means followed by the same are not significantly 
different at the 0.05 level of significance using LSMEANS with a Tukey-Kramer adjustment. 
Fig 5. (A-D) Histograms of P- value from the spatial analysis of incidence data in 2002 and 
2003 using SADIE (Spatial Analysis by Distance IndicEs). (A) represents values from the 
analysis of the incidence Stewart's disease in 2002 (n = 282 assessments). (B) represents 
values from the analysis of com flea beetle feeding scar incidence in 2002 (n = 282 
assessments). (C) represents values from the analysis of the incidence of Stewart's disease in 
2003 (n = 276 assessments). (D) represents values from the analysis of corn flea beetle 
feeding scar incidence in 2003 (n = 192 assessments). 
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CHAPTER 4. 
Comparison of the Stevens-Boewe and Iowa State Model for Stewart's Disease 
Forecasting in Iowa 
P. D. Esker, J. Harri, P. M. Dixon, and F. W. Nutter, Jr. 
A manuscript to be submitted to the journal Plant Disease 
Abstract 
Disease forecasting has been an important disease management component for 
Stewart's disease (Pantoea stewartii subsp. stewartii (syn. Erwinia)) of corn (Zea mays). To 
date, forecasting for Stewart's disease has been based exclusively on the examination of 
winter air temperatures for Dec., Jan., and Feb. Three forecasting models: Stevens (predictor 
of the early wilt phase of Stewart's disease), Stevens-Boewe (predictor of the late leaf blight 
phase of Stewart's disease), and Iowa State Model (predictor of the prevalence of Stewart's 
disease), were examined for their ability to accurately predict the prevalence of Stewart's 
disease in Iowa. Prevalence data were obtained from field inspections records for seed corn 
fields conducted under the auspices of the Iowa Department of Agriculture and Land 
Stewardship for the years between 1972 and 2003. Parameter coefficients for the three 
models were obtained using weighted binary logistic regression (weights were the number of 
fields inspected each season in a county) of seed com inspection and air temperature data 
between 1972 and 1999 {n = 786 county-years). All three models indicated increased odds 
for Stewart's disease with warmer winter air temperatures. An internal bootstrap validation 
of each model indicated that the Stevens model had a maximum error between the predicted 
and calibrated probabilities of 10%, while the other two models had maximum errors of 1 % 
or less. External validation using 154 independent county-years of seed corn inspection and 
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air temperature data between 2000 and 2003 indicated that overall prediction accuracy 
ranged from 62 to 66%. However, both the Stevens and Stevens-Boewe models were overly 
optimistic in predicting that Stewart's disease would not occur, as the sensitivity of these two 
models was quite low (18 and 43%, respectively) (i.e., correctly predicting that Stewart's 
disease would occur given that it was found in a county). The Iowa State Model was much 
better with regards to sensitivity, as 67% of the counties where Stewart's disease was found 
were correctly predicted by these two models. The results of this study indicate that the use 
of the Stevens or the Stevens-Boewe forecasting model for predicting the prevalence of 
Stewart's disease at the county-level in Iowa is inaccurate and should not be used. The 
application of the Iowa State Model improves the sensitivity of predicting Stewart's disease 
of corn in Iowa, however, further work is necessary to elucidate the role that other biological 
and environmental factors have in improving the accuracy, sensitivity, and specificity of 
predicting Stewart's disease of corn in Iowa. 
Introduction 
Disease forecasting is an important component for the management of plant 
pathogens and pests that affect numerous cropping systems (Campbell and Madden 1990; 
Krause and Massie 1975; Zadoks and Schein 1979; Young et al. 1978). Although disease 
forecasting is most often associated with the optimal timing of pesticides to more cost-
effectively manage plant pathogen and pest populations (during periods when environmental 
factors are favorable for pathogen/pest development), disease forecasting information can 
also be used to influence other management decisions, such as avoidance, altered date of 
planting, and cultural and/or the use of biological management tactics. Most disease 
forecasting systems typically predict disease risk within-growing seasons based upon the 
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likelihood of infection and the rate of disease development, as affected by environmental 
variables (e.g., dew period, relative humidity, and daily mean temperature, etc.) (Campbell 
and Madden 1990; Hardwick 1998; Krause and Massie 1975). Other disease forecasting 
systems, however, attempt to predict disease risk based upon pre-plant risk factors that 
predict the potential amount of initial inoculum available to initiate and drive plant disease 
epidemics the ensuing season (Hardwick 1998). 
An important variable that may affect the accuracy of a disease forecasting system is 
the manner in which disease intensity is quantified in the field. Disease intensity assessments 
may include prevalence, incidence, and/or severity. Prevalence is defined as the number of 
fields with a specific plant disease, divided by the total number of fields assessed (Campbell 
and Madden 1990; Nutter 2001). Incidence is defined as the number of sampling units (e.g., 
leaves, stems, plants) found to be diseased by a specific pathogen, divided by the total 
number of sampling units assessed, whereas disease severity can be defined as the diseased 
area of a sampling unit, divided by the total area of the sampling unit (Campbell and Madden 
1990; Nutter 2001). When forecasting the risk of a disease outbreak for any or all of these 
disease intensity measures, the monitoring of different risk factors may be required in order 
to make the most accurate disease predictions for each type of disease measure. This is 
especially important for the Stewart's disease (Pantoea stewartii subsp. stewartii (syn. 
Erwinia)) of corn (Zea mays) pathosystem (Stewart 1897; Smith 1914). Forecasting the risk 
for Stewart's disease attempts pre-com planting is based upon the prediction of the initial 
amount of inoculum available in early spring to initiate a Stewart's disease outbreak. For 
Stewart's disease of corn, this risk is a function of the effect of winter weather (temperatures) 
on the survival of the corn flea beetle (Chaetocnema pulicaria Melsheimer) vector 
population (Stevens 1934; Boewe 1949; Campbell and Madden 1990; Nutter et al. 2002). 
Three forecasting models for Stewart's disease have been developed to predict the 
occurrence of Stewart's disease through the US Corn Belt, as well as Iowa. Two of the 
models trace back to the 1930's and 1940's (Stevens and the modified Stevens-Boewe), 
while the third has developed more recently (Iowa State Model) for application in Iowa 
(Stevens 1934; Boewe 1949) (Nutter et al. 2002). All of these forecasting models are based 
upon air temperatures during the winter months to predict disease risk (make disease 
forecasts) for Stewart's disease and all three models were developed empirically. The use of 
mean monthly air temperatures constitutes the driving variable in the three forecasting 
models, however, the method in which air temperature is used to develop a disease forecast is 
different. 
Stevens (1934) was the first to develop a forecasting model for Stewart's disease and 
his model was developed by examining the differences in winter air temperatures for years in 
which Stewart's disease was severe (during the early 1930's), compared to years when 
Stewart's was absent or of low severity. Boewe (1949) later modified Stevens' system based 
upon observations of the severity of the late leaf blight phase of Stewart's disease and this 
model became known as the Stevens-Boewe model (Table 1) (Pataky 2003). Thus, the goal 
of the Stevens-Boewe Model was to predict the late season severity of Stewart's disease 
before the upcoming growing season so that sweet corn producers could be prepared to 
employ management tactics that would reduce the level of disease severity. Severe 
epidemics of Stewart's disease in sweet corn can cause significant yield reductions and also 
affect quality (Pataky et al. 1990; Suparyono and Pataky 1989). 
103 
While the Stevens-Boewe Model had been used to predict late-season disease 
severity, Nutter et al. (2002) discovered that the Stevens-Boewe Model did not accurately 
predict the risk of the prevalence of Stewart's disease in seed com production fields in Iowa. 
The occurrence of Stewart's disease in seed com is economically important because the mere 
presence of Stewart's disease in a seed corn field will invoke phytosanitary measures that can 
severely restrict the overseas export of seed com from seed corn fields found to have 
Stewart's disease (McGee 1995). Since 1972, seed corn fields in Iowa have been inspected 
for foliar (and other) diseases of com. These inspections are conducted by the Iowa 
Department of Agriculture and Land Stewardship (Ankeny, Iowa). Nutter et al. (2002), 
using the seed com inspection information, reported that a forecasting model based upon the 
number of winter months with mean monthly temperatures for December, January, and 
February beyond a -4.4°C (24°F) temperature threshold better predicted the prevalence of 
Stewart's disease in Iowa (Table 2). This system was shown to improve the accuracy of 
predicting Stewart's disease on a statewide level in Iowa than either the Stevens or the 
Stevens-Boewe forecasting models (Nutter et al. 2002). 
In order to provide seed com producers the most accurate disease forecast possible, it 
is very important to properly evaluate and compare the accuracy of the different disease 
forecasting models at a smaller disease management scale, such as the county-level. 
Evaluating the predictive ability of these forecasting models at the county-level will help us 
determine if these three models are overly conservative (risk averse) or overly risky (under 
predicts the risk of Stewart's disease). An overly conservative Stewart's disease forecasting 
system will tend to predict a risk for Stewart's disease when, in fact, it may not occur (tends 
to high specificity) (Agresti 2002). Overprediction when using a conservative model may 
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lead the producer to wrongly consider: (i) using an insecticide seed treatment (Munkvold et 
al. 1996; Pataky et al. 2000; Pataky et al. 2005), (ii) choosing a field location with a predicted 
lower risk than one that was predicted to be at a high risk for Stewart's disease, (iii) delaying 
the date of planting to avoid the overwintering generation of P. stewartii-infested corn flea 
beetles (Esker et al. 2002; Esker 2005; Menelas 2003), and/or (iv) the deployment of foliar 
insecticides during the season, when in fact, these tactics are not actually needed (Menelas 
2003). If a Stewart's disease forecasting system is overly risky, it may not predict a risk of 
Stewart's disease, when in fact, Stewart's disease is very likely to occur (tends to have low 
sensitivity) (Agresti 2002). A missed prediction of this sort and the failure of a producer to 
implement proper management tactics may have severe consequences with regards to the 
ability to export their seed corn crop (McGee 1995). 
While the Iowa State Model (Nutter et al. 2002) was shown to improve the forecasts 
for Stewart's disease of corn at the state level (in Iowa), no extensive examining of this 
forecasting model, nor the Stevens and Stevens-Boewe models have been conducted to 
evaluate their performance (based on accuracy, sensitivity, and specificity) at the county-
level in Iowa. In order to evaluate and compare these three forecasting models for accuracy, 
and to properly validate each model (sensitivity and specificity), the true prevalence of 
Stewart's disease must be known. The Iowa Seed Corn Inspection database that contains 
data concerning the prevalence of diseases of seed corn (including Stewart's disease and by 
county) could be used as the response variable to evaluate accuracy, sensitivity, and 
specificity of these three models. Accuracy can be defined as the overall percentage of 
correct Stewart's disease predictions, sensitivity can be defined as the percentage of correct 
Stewart's disease predictions given that Stewart's disease was found in a county, and 
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specificity can be defined as the percentage of correct predictions of no Stewart's disease 
given that no Stewart's disease occurred in a county (Agresti 2002). Thus, we have yearly 
data (dating back to 1972) regarding the true (actual) prevalence of Stewart's disease for each 
year and county in which inspections occurred. Therefore, the objectives of this study were 
to: (i) evaluate and compare the Stevens, Stevens-Boewe and Iowa State Models for 
accuracy, and (ii) validate the same four models for both sensitivity and specificity using 
binary logistic regression and modeling Stewart's disease prevalence at the county-level in 
Iowa. 
Materials and Methods 
Iowa seed corn inspection database and Stewart's disease. Since 1972, the Iowa 
Department of Agricultural and Land Stewardship has been contracted by seed corn 
companies operating in Iowa to conduct phytosanitary inspections of Iowa seed corn fields 
for foliar (and other) diseases of corn. Initially, fewer than 100 fields were inspected in the 
early 1970's, however, in most years, the number of seed corn fields inspected has ranged 
from 500 to 1,300 fields per year. Of the 99 counties in Iowa, 70 (71%) were inspected 
between 1972 and 2003, with each county being inspected between 1 and 32 years. For each 
seed corn field inspected, inspectors indicate all diseases of corn that were found 
(prevalence), as well as visual disease assessments for both incidence (0 to 100%) and 
severity (low, medium, high) for each disease observed. For the purpose of our forecasting 
model comparisons, we focused on county-level disease risk predictions for prevalence in 
Iowa. The response variable of interest was the actual prevalence of Stewart's disease, as 
measured by determining the proportion of seed corn fields in a county found to have 
Stewart's disease, divided by the total number of fields inspected in that county. For the 
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evaluation and comparison of the accuracy of each forecasting model, the actual prevalence 
of Stewart's disease was coded by county as either 0 (prevalence of Stewart's disease = 0) or 
1 (prevalence of Stewart's disease > 0). A total of 940 county-years of prevalence and 
weather data were available for model evaluation and validation. 
Model development and validation. Air temperature data was obtained from the NO A A 
National Climatic Data Center (www.ncdc.noaa.gov/oa/ncdc.html) for each county where 
seed corn inspections had been performed. The air temperature variables used were the 
minimum and maximum daily temperatures. If a county had missing air temperature data for 
a specific month, this value was imputed using the mean air temperature for all available 
counties in the same climate district (there are nine climate districts in Iowa). For modeling 
purposes, the original 940 county-years of data were divided into two groups. Data regarding 
the prevalence of Stewart's disease and air temperature from 1972 to 1999 was used for 
model development and evaluation (n = 786 observations). This period coincided with the 
period that Nutter et al. (2002) used to conclude that the Stevens-Boewe model failed to 
accurately predict the actual prevalence of Stewart's disease at the state level, and therefore, 
led to the development of a new forecasting model (Iowa State Model). The range in the 
statewide (Iowa) prevalence of Stewart's disease between 1972 and 1999 was from 0 to 58% 
(Figure 1). County values for Stewart's disease prevalence and air temperature data from 
2000, 2001, 2002, and 2003 were used for external model validation, evaluation, and 
comparison (n = 154 observations). Statewide prevalence during these four years was 58, 
2.8,4.9, and 8.9 %, respectively. 
To evaluate the prediction accuracy for three Stewart's disease forecasting models at 
the county-level, we examined and validated: 
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1. Stevens Model (forecast for the early wilt phase of Stewart's disease)(Table 1) 
2. Stevens-Boewe (forecast for the late leaf blight phase of Stewart's disease 
(Table 1) 
3. Iowa State Model (Table 2) 
The original Stevens model is often presented today as part of the Stevens-Boewe Model, 
with differentiation of the early wilt phase with the late leaf blight phase (Pataky 2003). 
However, for simplicity, we separate Stevens Model from the Stevens-Boewe Model. These 
three forecasting models have categorical predictors that are obtained through determination 
of which temperature threshold category they fall into (Tables 1 and 2). For the Stevens 
Model, codes were from 1 to 3; for the late leaf blight Stevens-Boewe, the codes were from 1 
to 5; and for the Iowa State Model, the codes were from 0 to 3 (Boewe 1949; Nutter et al. 
2002; Stevens 1934). For each model, higher coding indicated higher risks of Stewart's 
disease (Tables 1 and 2). Binary logistic regression models were developed using the lrm 
function in the Design library of R (R 2.1.1, The R Project for Statistical Computing, www.r-
proiect.org') (Agresti 2002; Harrell 2001). In binary logistic regression, the probability that 
disease prevalence will occur when given a set of values that only take on the form 0 or 1 
(yes/no) is: 
(l + exp(2/,x,) 
where, x, represents the covariates or predictors in the model and b\ represents the parameters 
to be estimated (Agresti 2002; Harrell 2001; Mila et al. 2004). Maximum likelihood 
estimation was used to determine the regression coefficients in the model (Agresti 2002; 
Harrell 2002). Because the number of fields inspected in a given county and year was not 
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uniform across all county-years, all observations were weighted by the number of inspected 
fields within a county. Models were examined for their predictive ability using model fit 
statistics that are based on the number of concordant and discordant pairs. These model fit 
statistics included the probability of concordance (c) (where c = 0.5 indicates random 
predictions and c = 1.0 indicates perfect predictions) and Somers' Ay rank correlation 
(Harrell 2001). Somers' rank correlation measures the association between predicted 
probabilities and observed responses and is defined as: 
D„=2(c-0.5) 
where, is the difference between concordance and discordance probabilities and c is the 
probability of concordance. Higher values of these fit statistics imply increased predictive 
ability and this provides one method to evaluate different Stewart's disease forecasting 
models. 
For each model, two model validation procedures (internal and external) were 
applied. The first validation method was an internal bootstrap validation (Harrell 2001). 
This validation procedures helps to provide bias-corrected estimates of the prediction 
accuracy (bias may occur from model overfitting). The bootstrap procedure randomly 
resampled with replacement from the original 786 observations used for model development 
and new binary logistic regression models were obtained for comparison with the original 
model (Efron and Tibshirani 1993; Harrell 2001). The total number of bootstrap samples 
was 1000. Two fit statistics were examined, Dxy and Emax (the maximum absolute error 
between the predicted and calibrated probabilities). 
The second validation procedure applied was an external validation of each 
forecasting method using independent data obtained from the 2000-2003 inspections (i.e., 
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known prevalence data for each county inspected) (Agresti 2002). Based on air temperatures 
for each county-year, the predicted probability of Stewart's disease was obtained using each 
of the four forecasting models. A "yes" response for Stewart's disease in a county was 
considered if the predicted probability was > 0.5 (Agresti 2002). Each county was then 
compared with the corresponding actual (0/1) prevalence of Stewart's disease. We obtained 
the following measures to compare the four models: (i) sensitivity (percentage of correctly 
classified cases of Stewart's disease prevalence in a county), (ii) specificity (percentage of 
correctly classified cases of no Stewart's disease prevalence in a county), and (iii) the 
proportion of false positive and false negative predictions of Stewart's disease based on the 
differences between predicted and actual occurrences of Stewart's disease (Agresti 2002; 
Harrell 2001; Paul and Munkvold 2004). 
Results 
Model development. During the period from 1972 to 1999, the number of seed corn fields 
inspected in a given county in Iowa ranged from 1 to 579. Out of 786 county-years of seed 
corn inspection data, 193 county-years had at least 1 field with Stewart's disease (i.e., 24.6% 
prevalence of Stewart's disease over all location-years). All three empirical models 
evaluated (Stevens Model, Stevens-Boewe Model, Iowa State Model) differed in their ability 
to accurately predict Stewart's disease, even though all models were significant (P < 0.05) 
(Table 3). The Iowa State Model had the highest c values (0.720), indicating an increased 
likelihood of more accurately predicting Stewart's disease in a given county. The Stevens 
Model had a c value (0.530) that suggested random predictions at best, while the Stevens-
Boewe Model had a c value of 0.628, indicating that it may have some utility as a forecasting 
model for Iowa. One problem with fitting the models for the early wilt and late leaf blight 
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Stevens-Boewe models were that neither of the highest categories (3 for the early wilt or 5 
for the late leaf blight) had any observations and therefore, no estimate of its coefficient was 
possible. 
In all three models, increasing air temperatures indicated an increased odds (obtained 
as: exp(/?) ) of Stewart's disease occurring (Table 3). Based on these regression coefficients, 
Stewart's disease was more likely to occur if either 2 or 3 months were greater than -4.4°C 
using the Iowa State Method, or if the Stevens or Stevens-Boewe models were in the non-
negligible categories. 
Internal model validation. Internal validation of the three forecasting models indicated that 
the Iowa State Model and the Stevens-Boewe Model had maximum absolute errors between 
predicted and calibrate probabilities of 1% or less, indicated that these models were not 
overfitting the observed prevalence data, and therefore, may serve as a useful Stewart's 
disease forecast model. Similar to what we observed in fitting the Stevens Model indicating 
random predictions, internal validation of this model indicated a high Emax (~ 10%). 
External model validation. For the years 2000 to 2003, between 1 and 285 fields were 
inspected within a specific county and a total of 154 county-years were used for external 
model validation. Of the 154 county-years, 69 (44.8%) of the county-years were found to 
have had Stewart's disease. Overall, each model predicted the risk or non-risk of Stewart's 
disease comparably (Table 5), as the proportion of correct predictions ranged from 0.621 
(both Stevens and Stevens-Boewe) to 0.656 (Iowa State Method). However, when we 
examined different measures of predictive accuracy (sensitivity and specificity), large 
differences among the three models were observed. Sensitivity (conditional on the fact that 
Stewart's disease was found in a county, did the model accurately predict that Stewart's 
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disease would occur) ranged from 0.176 (early wilt Stevens-Boewe) to 0.667 (Iowa State 
method). Specificity (conditional on the fact that Stewart's disease was not found in the 
county, did the model accurately predict that no Stewart's disease would occur) ranged from 
0.647 (Iowa State Method) to 0.976 (early wilt Stevens-Boewe). The Stevens Model had the 
largest false negative prediction (failure to predict the prevalence of Stewart's disease), as 
0.824 (82.4%) of the occurrences of Stewart's disease were not predicted, while the Iowa 
State method was best, correctly classifying 0.667 (66.7%) of the actual counties where 
Stewart's disease was found. 
Discussion 
Disease forecasting is essentially an exercise in stimulus-response modeling in that it 
requires the identification of key environmental variables (stimulus) that warn of impending 
disease risk (response). Such models have two important types of error: (i) predict that 
disease will occur when in fact, it does not (false positives), and (ii) predicting that disease 
will not occur, but, in fact, disease does occur (false negatives). Since the advent of disease 
forecasting, the proper validation of such models has rarely been attempted (Knollhoff et al. 
2003). Most attempts to validate models have not actually validated the model itself, rather, 
the models were evaluated based on the impact of the forecasting model on one of the 
following: disease development (r), end-of-season disease intensity, the number of pesticide 
applications applied using a forecasting system compared to the number using a calendar or 
crop phenology schedule, the impact on crop yield and quality, and/or the impact on the 
producers net return on their investment (cost-benefit) (Cowgill et al. 2005; Mills and Nutter 
1992; Mills and Nutter 1991; Pennypacker et al. 1983). While there are examples of 
validating a forecasting model using chi-square analyses and logistic regression (Paul and 
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Munkvold 2004; Nutter et al. 1980), this is an integral component for developing a 
forecasting model that will be most applicable to the producer. The use of the Iowa Seed 
Corn Inspection database has enabled us to critically examine the prediction accuracy in 
terms of the probabilities of both false positives and false negatives for three Stewart's 
disease forecasting models that rely on air temperature to predict the likelihood of corn flea 
beetle survival (i.e., initial inoculum), and therefore, the ensuing risk for Stewart's disease 
during the next com growing season (Stevens 1934; Boewe 1949; Nutter et al. 2002). 
In this study, we found that, while all models performed similarly in overall 
prediction (62 to 66% prediction accuracy), the ability to accurately predict the occurrence 
of Stewart's disease (from external validation) was meaningfully different. Both the 
Stevens Model and the Stevens-Boewe Model were much more overly risky in predicting 
Stewart's disease in Iowa in that they tended not to predict a risk for Stewart's disease. The 
Stevens Model system predicted a non-negligible risk of Stewart's disease only 6% of the 
time (gross underprediction), while the Stevens-Boewe predicted a non-negligible risk of 
Stewart's disease 21% of the time (also underpredicted). The counter to being overly risky 
is that both of these models had higher specificity, with 98% specificity for the Stevens 
Model and 78% specificity for the Stevens-Boewe Model. Given the number of county-
years of Stewart's disease prevalence and weather data, it appears extremely doubtful that 
the Stevens or Stevens-Boewe models will accurately predict the risk of Stewart's disease 
occurring in a county in Iowa. For instance, upon examining the mean monthly air 
temperatures during the period 1971-2000, not a single climate district in Iowa would have 
been classified as having a risk of Stewart's disease based on either the Stevens or Stevens-
Boewe models. The closest the any climate district came to the lowest category that define 
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a non-negligible risk of Stewart's disease using the Stevens-Boewe Model was in the 
Southeast climate district, where the summed mean monthly air temperature for Dec., Jan., 
and Feb., was -11.0°C. 
Relying solely on the Stevens or Stevens-Boewe models as a forecasting method to 
make management decisions would adversely affect a seed corn producer's to make a profit, 
as a negligible risk prediction (probability) of Stewart's disease would imply that there may 
not be a need for any disease management tactics specifically targeted for Stewart's disease, 
such as insecticide seed treatment or the within-season application of foliar insecticides 
(Kuhar et al. 2002; Menelas 2003; Munkvold et al. 1996; Pataky et al. 2000; Pataky et al. 
2005). Although the Stevens and Stevens-Boewe models were originally developed to 
predict the severity of a Stewart's disease epidemic in sweet corn (both early and late in the 
growing season), the system had also been used to predict the risk of disease occurrence in 
seed corn (Munkvold and Rice 1996; Munkvold and Rice 1997) and still may be applicable 
in regions where a severe epidemic is directly related to yield loss (Pataky et al. 1990; 
Suparyono and Pataky 1989). However, our results suggest that the use of the Stevens and 
Stevens-Boewe models in Iowa to predict the prevalence of Stewart's disease is not reliable 
disease forecasting method. 
The Iowa State Model greatly reduced the percentage of false negative predictions 
(33%) when compared to the Stevens and Stevens-Boewe models. While this was a 
significant improvement, further research is necessary to elucidate other factors (biological, 
environmental, variability due to individual inspects) that may close this gap in improving 
the sensitivity of predicting Stewart's disease. Nutter and Esker (2005) have suggested that 
examination of other environmental variables, including, snowfall/snowcover data, soil 
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temperature, as well as information regarding knowledge of Stewart's disease occurring the 
preceding season (an indicator of corn flea beetle presence in a county) may significantly 
improve the Stewart's disease forecast. The last factor may be particularly important in that 
it provides an indirect indication of a potential local source of inoculum, if the corn flea 
beetle vector population is predicted to survive the winter, since corn flea beetles are 
necessary for season-to-season survival of P. stewartii (Pepper 1967; Dill 1979; Pedigo 
1999). 
The inability to accurately predict a risk of Stewart's disease in Iowa also has 
economic implications. If we use as an example a single 1-hectare of seed com for each 
county, we can quantify the extra cost for producers who rely on a forecasting model to 
make disease management decisions (Pepe 2003). For instance, the cost of an insecticide 
seed treatment plus one foliar application of insecticides is approximately $28/hectare. 
Conversely, the economic loss due to the inability to export the seed corn is estimated to be 
approximately $52.50, based on expected loss for an 80,000 kernel bag of seed ($60) 
standardized to a planting density of 70,000 kernels/hectare (Menelas 2003; Esker 2005). 
Economically, the Iowa State Method would have had the least economic effect (53 overall 
false predictions for an expected total cost of $2,220 using one field per county). Both the 
Stevens and Stevens-Boewe models would have a higher expected economic cost (both in 
terms of the number of missed predictions and the subsequent economic implications from 
that). What is interesting to note is that while both models had 58 overall false predictions, 
the expected economic cost was different, as the Stevens Model was $2,996 and the 
Stevens-Boewe Model was $2,580. This may indicate that a Stewart's disease forecasting 
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model that errors on not being overly conservative (i.e., high specificity) does not as 
adversely effect the economic cost as a model that is more conservative. Further research is 
necessary to examine how the expected economic cost is affected as a forecasting model 
changes with regards to different predicted probability thresholds of Stewart's disease. 
In the absence of field level information, such as seed corn variety (Pataky 1985; 
Pataky et al. 1988), the use of Stewart's disease management tactics (insecticide seed 
treatment, foliar insecticides, other insect or pathogens being managed) (Munkvold et al. 
1996; Pataky et al. 2000; Menelas 2003), predicting the risk of Stewart's disease requires 
assumptions on the biological effects due to winter environment. Therefore, further research 
on predicting the risk of Stewart's disease would benefit from the insertion of relevant 
biological information in order to reduce the assumptions. However, this paper has shown 
that predicting the risk of Stewart's disease at a finer scale (county-level) is possible and does 
have direct future applications for disease management in Iowa. 
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Table 1. The Stevens and Stevens-Boewe forecasting models for predicting the incidence 
and severity of Stewart's disease. Currently, the application of these models is for the both 
the seedling wilt phase of Stewart's disease (Stevens model) and the late leaf blight phase of 
Stewart's disease (Stevens-Boewe) (Stevens 1934; Boewe 1948; Pataky 2003). 
Winter temperature index Stevens 
(Seedling wilt phase) 
Stevens-Boewe 
(Late leaf blight phase) 
< 80 °F (<-8.8 °C) 
80 to 85 °F (-8.8 to -6.2 °C) 
85 to 90 °F (-6.2 to -3.3 °C) 
90 to 100 °F (-3.3 to 2.2 °C) 
>100°F(>2.2°C) 
Nearly absent 
Nearly absent 
Nearly absent 
Light to severe 
Destructive 
Trace 
Light 
Moderate 
Severe 
Severe 
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Table 2. The Iowa State Model for disease forecasting for Stewart's disease of corn (Nutter 
et al. 2002; Nutter et al. 1998). 
Number of Months > -4.4 °C (24°F) Predicted Risk 
0 Negligible 
1 Low 
2 Moderate 
3 High 
Table 3. Summary of binary logistic regression for each of four empirical Stewart's disease forecasting models. Each model was 
developed using seed corn inspection data from 1972 to 1999 and air temperature data obtained from NOAA. Binary logisitic 
regression models were fit using maximum likelihood and a weighted variable for the number of fields inspected in a given 
county. 
Stevens Model3 Stevens-Boewe Model Iowa State Model 
Parameter Estimate (SE) Parameter Estimate (SE) Parameter Estimate (SE) 
Intercept 
SB = Light to Severe5 
-0.5765 
(0.0164) 
1.0531 
(0.0673) 
Intercept 
LSB = Light 
-0.8502 
(0.0188) 
1.6185 
(0.0564) 
Intercept 
ISU = Low 
-1.7840 
(0.0519) 
0.6361 
(0.0592) 
LSB = Moderate 
LSB = Severe 
1.4263 
(0.0683) 
1.3268 
(0.0680) 
ISU = Moderate 
ISU = High 
2.2508 
(0.0590) 
1.9369 
(0.0687) 
Model LRC 253.4 (1 df) 1502.4 (3 df) 2815.0 (3 df) 
P <0.0001 < 0.0001 <0.0001 
cA 0.530 
0.060 
0.628 
0.256 
0.720 
0.441 
a For these forecasting models, the model would be read (using the Iowa State Method as an example): Intercept + (ISU = 1), if the predicted risk based on 
the Iowa State Method was "Low", Intercept + (ISU = 2), if the predicted risk based on the Iowa State Method was "Moderate", and Intercept + (ISU = 3), if 
the predicted risk based on the Iowa State Method was "High". If the Iowa State Method predicted 0 ("Negligible"), the model would be: Intercept. 
b No observations of the Stevens = Destructive (code = 3), or Stevens-Boewe = Severe (code = 5) were observed in the model development dataset. 
0 Model likelihood ratio. 
d c measures the probability of concordance. 
e Somers' Dxy rank correlation index ( Dry = 2(c - 0.5) ). 
Table 4. Fit statistics from boostrap validation of Stewart's disease prevalence data obtained between 1972 and 1999, including 
Somers' Dxy rank correlation and the maximum absolute error in predictive probability (Emax), for four historical Stewart's disease 
forecasting models. 
Somers' Dxv rank correlation 
Model Original Training" Testingb Optimism' Corrected11 F e max 
Stevens 0.073 0.073 0.073 0.000 0.074 0.099 
Stevens-Boewe 0.259 0.265 0.262 0.003 0.255 0.007 
Iowa State 0.411 0.428 0.417 0.011 0.401 0.010 
a Training is based on the performance of each logistic regression model using the bootstrap samples. 
b Testing is the model accuracy from using the training sample on the original data sample. 
0 Optimism is a measure of model overfitting and is the difference between the training and testing values. 
d Corrected index is obtained from correcting the original model by the subtraction of the optimism from overfitting of the original model. 
e Maximum absolute error in between predicted and calibrated probabilities. 
125 
Table 5. Correct prediction, specificity, sensitivity, false positives, and false negatives for the 
external validation of the summed mean monthly December, January, and February method, 
early wilt Stevens-Boewe, late leaf blight Stevens-Boewe, and Iowa State Method of 
predicting the prevalence of Stewart's disease Iowa counties. External validation was 
performed for independent observations of the prevalence of Stewart's disease during 2000-
2003 seed corn inspections and the preceding Dec., Jan., and Feb. air temperatures. 
Validation criteria Stevens Model Stevens-Boewe 
Model 
Iowa State Model 
Correct prediction3 95/153 (0.621)* 95/153 (0.621) 101/154 (0.656) 
Sensitivity^ 12/68 (0.176) 29/68 (0.426) 46/69 (0.667) 
Specificity0 83/85 (0.976) 66/85 (0.777) 55/85 (0.647) 
False positive^ 2/85 (0.024) 19/85 (0.223) 30/85 (0.353) 
False negative6 56/68 (0.824) 39/68 (0.574) 23/69 (0.333) 
a Correct prediction implies the proper classification of l's (Stewart's disease) and 0's (no Stewart's disease). 
b Sensitivity = correct classification of l's (prevalence of Stewart's disease). 
c Specificity = correct classification of 0's (no Stewart's disease). 
d False positive = proportion of falsely predicting the prevalence of Stewart's disease when Stewart's disease 
did not occur. 
e False negative = proportion of falsely predicting that Stewart's disease would not occur when Stewart's 
disease in fact did occur. 
f Total sample size of 153 was due to the inability to classify one validation location. 
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Figures. 
Fig. 1. Prevalence of Stewart's disease of corn in Iowa 1972-1999. Prevalence (at the state-
level) was defined as the number of fields inspected where Stewart's disease, divided by the 
total number of fields inspected in Iowa. The number of fields inspected was fewer than 100 
during the early 1970's, but in most years since then, the number of fields inspected were 
between 500 and 1,300 per year. Seed corn field sizes inspected ranged from minimum (6.4 
hectares or less) to 100 or more hectares. 
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CHAPTER 5. 
Improved Forecasting for Stewart's Disease of Corn in Iowa Using Logistic Regression 
P. D. Esker, J. Harri, P. M. Dixon, and F. W. Nutter, Jr. 
A manuscript to be submitted to the journal Phytopathology 
Abstract 
Stewart's disease of corn forecasting models have been a well-established method of 
providing producers pre-plant information regarding the risk of Stewart's disease each 
growing season. In order to improve the overall accuracy of forecasting Stewart's disease, 
we examined multiple disease forecasting models that relied on environmental and biological 
data. Improved accuracy for a disease forecasting model included the overall prediction 
accuracy, sensitivity (predicting the occurrence of Stewart's disease in a county given that 
Stewart's disease was found), and specificity (predicting that Stewart's would not occur 
given that Stewart's disease did not occur). Environmental data focused on air and soil 
temperature, snowfall, and snowcover. Biological data focused on the previous year's 
history of Stewart's disease in county. Environmental and seed corn inspection data were 
obtained between 1972 and 2003 and were used for model development (1972-1999) and 
model validation (2000-2003) (total of 940 county-years of data). This overall dataset was 
split into two groups, depending on if soil temperature was (n = 145 county-years) or was not 
(n = 795 county-years) available for a county. Using weighted binary logistic regression, 
three competing models that incorporated air temperature (Iowa State Model, frequency of 
days with minimum air temperature < -6.7°C, and sum of the mean monthly air temperatures 
for Dec., Jan., and Feb.) plus the previous year's history of Stewart's disease in the county 
were found to improve the accuracy of predicting Stewart's disease, compared to models that 
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incorporated the frequency of snowcover or the number of months with mean soil 
temperature (Dec., Jan., and Feb.) > -1.1°C. In each of these models, warmer air 
temperatures indicated increased odds of Stewart's disease, as well as increased odds of 
Stewart's disease if Stewart's disease was found the previous year in county. Using receiver 
operating characteristic curves and an expected economic cost function (economic cost = cost 
of disease management * number of false positive predictions + economic cost of not being 
able to export seed com due to Stewart's disease * number of false negative predictions), a 
probability threshold of 0.40 was determined to best predict the occurrence of Stewart's 
disease, while having the smallest expected economic cost. For the frequency of days with 
minimum air temperature < -6.7°C plus previous year's history of Stewart's disease and sum 
of the mean monthly air temperatures for Dec., Jan., and Feb. plus previous year's history of 
Stewart's disease, overall prediction accuracy was between 77 and 82%. The Iowa State 
Model plus previous year's history of Stewart's disease lower prediction accuracy and a 
higher expected economic cost than either of the other two models. There were negligible 
differences between the frequency of days with minimum air temperature < -6.7°C plus 
previous year's history of Stewart's disease and sum of the mean monthly air temperatures 
for Dec., Jan., and Feb. plus previous year's history of Stewart's disease, and therefore, both 
may serve as a useful forecasting method for Stewart's disease of corn in Iowa. 
Introduction 
In plant pathology, plant diseases are typically assessed in terms of disease (or 
pathogen) intensity. The three most common measures of disease (or pathogen) intensity are 
prevalence, incidence, and/or severity of a given plant disease (Campbell and Madden 1990; 
Nutter 2001). The development and adoption of a plant disease forecasting system requires 
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the integration of both biological and environmental components that best predicts the 
disease intensity measure of interest to producers. Overall, for a plant disease forecasting 
system to be of use to the end-user, it should meet the following criteria: (i) the disease has a 
high initial inoculum (or rate of increase), (ii) the disease is economically important, (iii) the 
initial inoculum or rate is affected by the environment (occurs sporadically), (iv) 
environmental factors are known that affect disease risk, (v) environmental factors that affect 
disease risk (and development) can be accurately measured or monitored, and (vi) disease 
management that effectively mitigate potential negative impacts of the disease are available 
and economical to apply (Chaub and Singh 1991; Campbell and Madden 1990; Krause and 
Massie 1975). The disease forecasting system should also be simple to use for the end-user. 
Based on these criteria, forecasting for Stewart's disease of corn is warranted in Iowa. 
Moreover, this pathosystem has been the subject of both historical and recent research 
concerning disease forecasting (Stevens 1934; Boewe 1949; Nutter et al. 2002; Pataky 2003; 
Esker 2005). 
Stewart's disease of com, caused by the bacterium Pantoea stewartii subsp. stewartii 
(syn. Erwinia stewartii), was first discovered by F. C. Stewart in 1897 (Stewart 1897; Smith 
1914). Between Stewart's initial discovery and until into the early 1930's, Stewart's disease 
was of minimal importance. During the 1930's, severe Stewart's disease epidemics were 
observed in the northeastern United States. It was on the basis of these Stewart's disease 
epidemics that Neil Stevens developed an empirical disease forecasting model based on mean 
monthly air temperatures during December, January, and February (Table 1) (Stevens 1934). 
The Stevens forecasting system was developed to forecast how severe Stewart's disease 
would be (based upon disease incidence and/or severity) in the ensuing growing season 
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(Stevens 1934). The Stevens forecasting model was based on the likelihood of the corn flea 
beetle (vector) (Chaetocnema pulicaria Melsheimer) populations would survive from one 
season to the next (overwinter) (Elliot and Poos 1940; Poos and Eliiot 1936; Stevens 1934). 
Because the corn flea beetle is the primary overwintering habitat for P. stewartii and also 
plays a key role in the acquisition and transmission of the bacterium to corn plants, Stevens' 
hypothesized it was the survival of this population that determined the risk of Stewart's 
disease epidemics. 
The Stevens forecasting system did not differentiate the early wilt from the late leaf 
blight phase of Stewart's disease (Stevens 1934; Pepper 1967). These phases of Stewart's 
disease occur at different times during the growing season and have different impacts on the 
economic losses experienced by producers. The early wilt phase, when severe, can lead to 
entire plant loss, which is direct effect on yield (Pepper 1967). In severe late leaf blight 
cases, an entire corn leaf may be blighted, however, entire plant loss is less likely (Pepper 
1967; Dill 1979). Boewe (1949) noted that if a forecasting model focused primarily on 
providing an accurate Stewart's disease forecast for the late leaf blight phase, the Stevens 
forecasting model performed poorly in Illinois. Therefore, Boewe (1949) modified the 
Stevens system by reducing the temperature thresholds that were required to categorize the 
risk of the late leaf blight phase of Stewart's disease (Table 1). Since then, the Stevens-
Boewe forecasting model has been employed throughout the United States to predict the 
seasonal risk for the severity of Stewart's disease, however, this model has also been 
employed to predict the prevalence of Stewart's disease. This is because in seed corn 
production, it is not the incidence and/or severity of Stewart's disease that is economically 
important; the most economically important plant disease intensity measure is the mere 
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presence (prevalence) of Stewart's disease (Nutter 2001). This is due to the fact that zero-
tolerance phytosanitary regulations limit the exportation of seed from fields in which 
Stewart's disease is found (McGee 1995). 
Recently, Nutter et al. (2002) raised questions regarding the application of the 
Stevens-Boewe forecasting system to predicting the prevalence of Stewart's disease in Iowa 
at the state level. Nutter et al. (2002) developed a new forecasting system, the Iowa State 
Model, to predict the risk of Stewart's disease in Iowa (Table 2). While the Iowa State 
Model still examines mean monthly air temperatures for December, January, and February, 
this model defined a threshold temperature of -4.4°C (24°F), whereby each month's mean air 
temperature was compared to this threshold temperature. The predicted risk of Stewart's 
disease was based on the number of months beyond the -4.4°C temperature threshold (Table 
2) (Nutter et al. 2002). The Iowa State Model improved the forecasting for the prevalence of 
Stewart's disease in Iowa at the state level. 
Furthermore, to examine the accuracy of the Stevens-Boewe and Iowa State Model at 
the county-level in Iowa, Esker (2005) observed that the Stevens-Boewe forecasting models 
failed to accurately predict the risk of Stewart's disease in a given county. Esker (2005) also 
noted that while the Iowa State Model performed much better than the Stevens-Boewe 
models at a county-level, further disease forecasting improvement was necessary, especially 
to reduce the number of false negative predictions. A false negative prediction is one in 
which the forecasting model fails to predict the occurrence of a disease. 
Since forecasting for Stewart's disease focuses on predicting the initial inoculum, 
there should be disease management tactics to reduce the risk of Stewart's disease. 
Currently, the primary disease management tactic for Stewart's disease is through the use of 
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an insecticide seed treatment that focuses on reducing the early wilt phase of Stewart's 
disease (Munkvold et al. 1996; Pataky et al. 2000; Pataky et al. 2005). An accurate 
forecasting model, however, will also enable producers to locate counties or regions of low 
Stewart's disease risk (avoidance), as well as to provide consideration for the use of a foliar 
insecticide in order to reduce the late leaf blight phase of Stewart's disease (Menelas 2003). 
An improved Stewart's disease forecasting will also benefit producers through reduced 
production costs and safety, both in terms of minimizing the human and environmental 
impact due from seed insecticides, as well as through more, well-timed usage (Hardwick 
1999; Pedigo 1999). While the Iowa State Model was much better in predicting prevalence 
than the Stevens-Boewe model, further improvements are necessary to reduce the number of 
false negative predictions (Esker 2005). This is especially important since expected costs 
due to missed predictions is not unilaterally the same, as we might expect different costs for 
false positive versus false negative predictions (Knollhoff et al. 2003; Pepe 2003). 
In preliminary research, the effect of snowfall (as measured by snowfall amount 
and/or snow depth), soil temperature, and previous crop history (was Stewart's disease found 
in a county) were all deemed important to potentially increasing the accuracy of predicting 
Stewart's disease (Nutter and Esker 2005). Air temperature (as used by both the Stevens-
Boewe and Iowa State Model) is a highly reliable measure in that it is easily obtainable. 
However, integration of other environmental variables may increase the accuracy of 
predicting Stewart's disease, especially in reducing the number of false predictions of 
Stewart's disease. Our assumption is that the combination of different winter environmental 
variables relates to factors that influence com flea beetle survival. Com flea beetles 
overwinter at the end of the season in grass borders near com fields (Poos 1955; Dill 1979). 
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Factors such as soil temperature, snowfall amount, and snowcover duration may create 
microclimates that are more favorable for com flea beetle survival (Nutter and Esker 2005). 
Integration of these factors may be accomplished using modeling approaches, such as logistic 
regression in order to develop disease forecasting models (Agresti 2002; Harrell 2002; 
Schabenberger and Pierce 2002). Since the response of interest is binary (Stewart's disease 
did or did not occur), logistic regression has an advantage over other regression methods in 
that response does not have to be normally distributed, as well as different predictor variable 
types (categorical, continuous, etc.) can be easily handled (Agresti 2002; Harrell 2002). 
Based on the examination that forecasting for Stewart's disease has improved through 
changing forecasting models (from the Stevens-Boewe to Iowa State Model) (Nutter et al. 
2002; Esker 2005), further improvement of the Iowa State Model, or the development of a 
new forecasting model will hopefully lead to increased accuracy for predicting the risk of 
Stewart's disease. Therefore, the objective of this study was to examine and model winter 
environmental variables that appear linked with environmental factors that may influence 
corn flea beetle survival in order to develop a Stewart's disease forecasting method that 
increases the accuracy of the Iowa State Model at the county-level. Improved Stewart's 
disease predictions will: (i) increase our knowledge of the risk factors that affect the year-to-
year risk of Stewart's disease epidemics and (ii) benefit producers through improved 
knowledge of high Stewart's disease risk locales in order to most effectively apply different 
management tactics. 
Materials and Methods 
Iowa seed corn inspection database. Information regarding the collection of seed corn 
foliar disease data has been described in Esker (2005, Chapter 4). Seed corn fields in Iowa 
have been inspected since 1972, and are handled by the Iowa Department of Agriculture and 
Land Stewardship. Annually, approximately less than 100 fields (mostly during the 1970s) 
to just over 1,300 fields (all occurring within the past 5-10 years) have been inspected in 
Iowa. All foliar (and other) diseases of corn that were observed and verified were noted from 
each field inspected. For our disease forecasting models, we focused on the prevalence of 
Stewart's disease between 1972 and 2003 in each county inspected. Prevalence of Stewart's 
disease was defined as the number of fields in a county with Stewart's disease divided by the 
number of fields inspected. From this prevalence, we then coded each county in which an 
inspection occurred as either 0 (no Stewart's disease found) or 1 (Stewart's disease found). 
A total of 940 county-years were available for model development and validation. 
Predictor variable development and selection. Variable selection for the development of 
forecasting models was based on preliminary exploratory analyses indicating their potential 
predictive capability with the response variable. These variables included both biological, as 
well as environmental predictor variables (Table 3). All environmental variables were 
obtained from the NO A A National Climatic Data Center (www.ncdc.noaa.gov/oa/ncdc.html"> 
and were for the period December through February for the winter preceding a given 
growing season. Air temperature data included daily maximum and minimum values. Soil 
temperature data was either daily maximum and minimum values (one location) or soil 
temperature values obtained from one or two daily observations at a depth of 5 cm. Soil 
temperature data was available for a total of 145 county-years between 1972 and 2003 (12 
counties). Disease forecasting models that incorporated soil temperature data were 
developed separately from forecasting models developed from the dataset that did not contain 
soil temperature data. Daily snowfall amount and snowcover levels were examined. Trace 
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snow amounts were defined using NOAA-NCDA criteria (1.27 mm (0.05 inches) for 
snowfall amount and 12.7 mm (0.5 inches) for snowcover amount). We assumed for our 
forecasting models that the effect of a trace snow amount was negligible, and therefore, we 
considered trace to be equivalent to 0 (no snow). 
Missing environmental values from the electronic NOAA-NCDC database were first 
compared with the monthly hard copy document. If environmental values were still missing, 
the following methods were applied to obtain daily or monthly values: 
(i) For air temperature, mean monthly air temperature was imputed using the 
mean values for maximum and minimum air temperature within a county's 
climate district (n — 9 climate districts in Iowa). 
(ii) For soil temperature, mean monthly soil temperature was imputed using the 
mean values for the monthly soil values for locations within the same climate 
district that had soil temperature data. 
(iii) For snowfall and snowcover data, three assumptions were made: 
a. If there was a period of missing days for snowcover, but snowcover was > 
25.4 both before and after the missing days and no new measurable 
snowfall was observed, then the entire period was considered to have had 
snowcover. 
b. If (a) did not hold, indicating snow events had been observed, or that the 
period succeeding the missing days had no snowcover, then snowcover 
was considered only on days when the measurable snowfall was > 25.4 
mm. 
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c. If snowfall data was missing, however, snowcover amount on the ground 
increased from one day to the next, we assumed that a snowfall event 
occurred. 
(iv) If snowfall information was still missing, snowfall was then imputed within 
single years by taking the median values from other counties within the same 
climate district that also had been inspected for corn diseases. 
To examine potential multicollinearity among predictor variables, as well as to help 
reduce the number of variables for modeling, hierarchical clustering using Spearman's rank 
correlation coefficient was performed using the varclus function in R 2.1.1 (The R Project for 
Statistical Computing, www.r-proiect.org) (Harrell 2002). 
Because air temperature historically has been used in Stewart's disease forecasting, 
we examined the Iowa State Model separately from other air temperature variables that were 
derived (also due to potential multicollinearity). Finally, because we have previously shown 
that the Stevens-Boewe did not adequately forecast Stewart's disease in Iowa (Nutter et al. 
2002; Esker 2005), we did not consider this forecasting method for further model 
development. 
Model development. Counties with no soil temperature. Of the original 940 county-years of 
Stewart's disease information, there were 795 county-years that did not have soil temperature 
data. Of these 795 county-years, we separated the observations into two groups. The first (n 
= 667 observations) group were for the inspection period 1972-1999. This period was the 
basis for Nutter et al. (2002) to question the validity of the Stevens-Boewe method for 
Stewart's disease forecasting at the state level in Iowa. This period (1972-1999) constituted 
the data set used for forecasting model development. The remaining n= 128 observations 
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from the period 2000-2003 was then used for external model validation of the developed 
disease forecasting models. 
Counties with soil temperature. From the original 940 county-years of Stewart's disease 
inspection data, there were n = 145 observations from that had 5-cm soil temperature data 
available. Identical to modeling for county-years without soil temperature, we divided the n 
= 140 county-years into two data sets, where 119 observations (1972-1999) were used for 
forecasting model development and 26 observations (2000-2003) were used for external 
forecasting model validation. 
Model development. For both groups of data, Stewart's disease forecasting models were 
constructed using binary logistic regression models (Agresti 2002; Harrell 2002). The binary 
logistic regression model has numerous useful properties, including the ability to handle 
different forms of explanatory variables (categorical, continuous, etc.). The binary logistic 
regression takes the form for the probability that Stewart's disease will occur as: 
exp(V bxs) 
P(Y = 1 (Stewart's disease occurs) ) = 
(l + exp(2^,x,) 
where x,'s indicate potential predictor covariates and the 6,'s represent logistic regression 
model parameters that will be estimated. Because the number of fields inspected was 
different for different counties and years (range: 1 to 579), we weighted the logistic 
regression model using the number of fields inspected in a county (Harrell 2001). Maximum 
likelihood estimation was used to determine the respective 6/s in each model, and the form 
of this likelihood (incorporating weights) is: 
L=flp;-r-(i-piy(1~Y,) 
/=i  
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where Pt is the Prob[7;=7 \X,] and w, is the weights (Harrell 2002). Models were fitted using 
the Irm function in the Design library of R. Initial screening for the ability of a model to 
accurately predict the risk of Stewart's disease was based on the probability of concordance 
(c) between the predicted probability and response variable (Harrell 2002). Values of c 
approximately 0.5 indicated random predictions, while values approximately 0.8 indicated 
the potential utility for predictive models. Bases on c, further fit statistics were examined to 
compare the different models, including: (i) Somers' rank correlation (D^) 
{^Dxy = 2(c -0.5)j, (ii) Kendall's Tau-a, and (iii) Goodman-Kruskal gamma. These are all 
correlation-based measures between the predicted probability and the observed response 
variable that use c, with higher values indicating better predictive ability (Harrell 2002). 
Given that we were interested in maximizing the number of forecasting models to examine, 
we also initially considered any single-factor variable forecasting model that had a 
probability of concordance > 0.6, or single factor forecasting models that had an overall 
proportion of correct predictions greater than 0.62, based on studies by Esker (2005). 
Model validation. Internal validation. Internal model validation was performed on the 
different disease forecasting models to determine these models had a tendency of overfitting 
based on the difference between predicted and calibrated probabilities (Harrell 2002). 
Internal validation was done using bootstrap resampling (with replacement) of the original 
data that was used for model development (n = 667 county-years without soil temperature 
data and «=119 county-years with soil temperature data) (Efron and Tibshirani 1998; 
Harrell 2002). One-thousand bootstrap samples were obtained, and Somers' Dxy rank 
correlation and the maximum absolute error in predicted compared to calibrated probabilities 
(Emax) were examined to compare different disease forecasting models. 
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External validation. Using the independent observations from 2000-2003, the predicted 
probability of Stewart's disease was obtained for each county that had fields inspected during 
this period. We examined forecasting model performance at different probability thresholds 
between 0 and 1 (in intervals of 0.1). An individual predicted probability for each county 
was examined and if the predicted probability was greater than the defined probability 
threshold, then a county was considered to have had Stewart's disease occurring (Pepe 2003). 
These predicted occurrences (i.e., prevalence) of Stewart's disease were then compared to the 
known county-level prevalence. For the 129 observations from the dataset with no soil 
temperature, we knew that 56 counties had Stewart's disease and 72 counties that did not 
have Stewart's disease. For 26 independent observations that had soil temperature data, there 
were 13 counties with Stewart's disease and 13 counties without. The following measures 
were obtained to compare different forecasting models: (i) the overall proportion of correct 
predictions (correctly predicting a county to have Stewart's disease or not have Stewart's 
disease), (ii) sensitivity (correctly predicting a county had Stewart's disease given that 
Stewart's disease was found in that county), and (iii) specificity (correctly predicting that a 
county did not have Stewart's disease given that no Stewart's disease was found in that 
county). Receiver operating characteristic (ROC) curves (Agresti 2002; Pepe 2003) were 
constructed to enable comparisons of the different disease forecasting models at the different 
probability thresholds. Plots of 1-specificity (X-axis) and sensitivity (7-axis) were made for 
each disease forecasting model. A forecasting model that had predictive ability was one 
observed line was above the 45° line, and best forecasting models were those that had both 
high sensitivity and specificity (Agresti 2002). 
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Because different disease forecasting models were developed from different datasets, 
as well as a means to determine if the inclusion of soil temperature greatly improved 
Stewart's disease forecasting, our best models from analyses with the n = 667 observations 
were used a baseline for comparisons with models from the «=119 observations. This was 
accomplished by predicting the response for the n = 26 independent observations at the 
different probability thresholds. Receiver operating characteristic curves were then 
compared. 
Economic effect of false Stewart's disease predictions. To quantify the expected economic 
cost of incorrect (false) predictions at different probability thresholds, as well as to improve 
determination of a probability threshold for Stewart's disease, we calculated this cost based 
on the cost of disease management (based on false positive predictions of Stewart's disease) 
plus the economic cost on not being able to export a seed corn crop (based on false negative 
predictions of Stewart's disease (Pepe 2003). We calculated (using a single 1-hectare seed 
corn field per county) the cost of either using an insecticide seed treatment plus one foliar 
application of an insecticide (estimated cost = $28/hectare), or the loss per hectare for a 1-
hectare field being deemed unexportable (estimated loss = $52.50/hectare). The combined 
expected cost function was obtained at each probability threshold as: Expected cost = number 
of false positive predictions x $28 + number of false negative predictions x $52.50. 
Results 
Collinearity of predictor variables. Counties with no soil data. Three clusters were 
identified using hierarchical clustering based on Spearman's rank correlation coefficients, 
with one for air temperature data, one for snowfall data, and the previous history of Stewart's 
disease in a county. Within each cluster, only for air temperature data were correlation 
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coefficients > 0.5, with the frequency of minimum daily temperatures less than -6.7°C highly 
correlated (r = 0.931) with the frequency of minimum daily temperatures less than -12.2°C. 
For snowfall data, Spearman rank correlation coefficients were < 0.5, and therefore, each 
individual was examined separately for model development. 
Counties with soil temperature data. Four clusters were identified based on Spearman's rank 
correlation coefficients: (i) air temperature, (ii) soil temperature, (iii) previous history, and 
(iv) snow data. Within each cluster (previous history of Stewart's disease was at a single 
node), correlation coefficients were variable, as correlation coefficients ranged between 0.51 
and 0.79 (air), 0.62 and 0.84 (soil), and < 0.45 for snow. Because soil temperature was of 
modeling interest, and that we did not know if one form of a variable was better compared to 
another form of soil temperature, we examined different soil temperature variables 
separately. 
Stewart's disease forecasting models for counties without soil temperature data. Upon 
examination of the different snowfall variables as a single-factor forecasting model, all 
indicated random predictions, as c (probability of concordance) was approximately 0.5. 
Therefore, snowfall was not considered further for model development from this data set. 
The following remaining variables indicated potential for use in a Stewart's disease 
forecasting system: (i) Iowa State Model, (ii) sum mean monthly temperatures during Dec., 
Jan., and Feb., (iii) frequency of minimum daily temperature less than -6.7°C, and (iv) 
previous history of Stewart's disease in county (Table 4). The commonality in each of the 
three air temperature forms (Iowa State Model, frequency of days with minimum air 
temperature < -6.7°C, and the sum of mean monthly air temperatures for Dec., Jan., and Feb.) 
was that as warmer air temperatures occurred, an increased odds of Stewart's disease 
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occurring was observed (determined as exp(/?.)) (Table 5). For the frequency of days with 
minimum air temperature < -6.7°C, this indicated that if fewer days < -6.7° occurred, a 
higher risk of Stewart's disease was expected. Similarly, if there was Stewart's disease the 
previous year, an increased odds of Stewart's disease occurring was also observed. If no 
record of Stewart's disease was observed, then a lower odds of Stewart's disease occurring 
was observed (Table 5). Two factor additive effects models were constructed using one of 
the three different air temperature models, plus the previous history of Stewart's disease. 
These three forecasting models further improved the probability of concordance, as c ranged 
between 0.79 and 0.81 (Table 6). Also, for each of these three models, using a probability 
threshold of 0.5 (external validation dataset), a higher percentage of overall correct 
predictions than our 0.66 baseline standard (Esker 2005) were observed. At a 0.5 probability 
threshold, the overall percentage of correct predictions were 75.8% for the Iowa State Model 
plus previous history, 81.3% for the sum mean monthly air temperature plus previous history, 
and 81.3% for the frequency of minimum daily temperature < -6.7°C plus previous history. 
For each of these three models, the combination of favorable (i.e., warm) air temperatures, 
along with the knowledge that Stewart's disease occurred in a county the previous year 
further increased the odds of Stewart's disease occurring in an upcoming season, compared 
to individual single factor models (Table 7). The use of a two-factor interaction model for 
the three two-factor models did not indicate any further predictive improvement, relative to 
two-factor additive models (data not shown). 
Internal validation using bootstrap validation indicated that the seven single- and two-
factor models had maximum absolute differences in predicted and calibrated probabilityes 
(Emax) less than 2%. Of the seven single- and two-factor models, the corrected Somers' Dxy 
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rank correlation for the three two-factor models were approximately 0.75 (based one = 
(l+Aty)/2) and were higher than the single factor models (Table 8). 
External validation of the three two-factor models using the independent data from 
2000-2003 and at different probability thresholds for predicting that Stewart's disease 
occurrence indicated that the three two-factor air temperature models performed similarly 
across the different probability thresholds, as the overall proportion of correct predictions 
were within 7% of one another (Fig. 1 A). Also, ROC curves indicated that the three two-
factor models had similar 1-specificity to sensitivity relationships, as no dominant model 
could be discerned (Fig. IB). However, when we factored the expected economic cost of 
false predictions into each of these models, the Iowa State Model plus previous history of 
Stewart's disease in a county had higher expected costs than did the other two models, 
especially between predicted probability thresholds between 0.3 and 0.5. Also, an expected 
lowest cost was observed at probability threshold 0.4 for frequency of minimum daily 
temperature < -6.7°C plus previous history of Stewart's disease (23 false predictions (18%) 
and $987) and for sum mean monthly air temperature plus previous history of Stewart's 
disease (29 false predictions (23%) and $1082). In both of these forecasting models, the 
overall proportion of correct predictions was 0.77 and 0.82, respectively. 
Stewart's disease forecasting models for counties with soil temperature data. Dissimilar 
to the data set with no soil temperature data, the frequency of snowcover days appeared to 
have the potential to be included in a Stewart's disease forecasting model (c = 0.687) (Table 
9). No soil temperature data appeared to perform well (c < 0.6), however, the number of 
months with soil temperature > -1.1°C was considered for further analysis, as its probability 
of concordance was highest amongst the different soil temperature forms (c = 0.59) (Table 
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9). Based on the frequency of snowcover model, approximately > 60 days of snowcover 
would be necessary before the risk of Stewart's disease was less than 0.5, while the 
forecasting model with soil temperature indicated that if one or more months were > -1.1°C, 
then Stewart's disease would be predicted (Table 10). 
Two-factor models with each of the three air temperatures (Iowa State Model, 
frequency of days with minimum air temperature < -6.7°C, and the sum of the mean monthly 
air temperatures for Dec., Jan., and Feb.) and the frequency of snowcover or the number of 
months with soil temperature > -1.1°C indicated higher probability of concordances (0.74 to 
0.81) (Table 11). Examination of the six different models (Table 12) indicated that the effect 
of snowcover reduced the odds of Stewart's disease occurring as more days with snowcover 
were observed. Also, as the number of months with mean soil temperatures > -1.1°C 
increased, the odds for Stewart's disease decreased (Table 12). 
Internal validation of the six models with the different air temperature forms plus 
either frequency of snowcover or the number of months with mean soil temperatures > -
1.1 °C indicated that higher errors were observed compared to our forecasting models 
developed with no soil temperature data, as Emax was as high as 10% (Table 13). External 
validation of our forecasting models also indicated that the six models developed from data 
using both air and soil temperature did not perform better than the three forecasting models 
that were developed from data using just air temperature plus knowledge of the previous 
history of Stewart's disease (Figs. 2-3). Across different probability thresholds, the lowest 
expected cost was observed for the three air temperatures (Iowa State Model, frequency of 
days with minimum air temperature < -6.7°C, and the sum of the mean monthly air 
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temperatures for Dec., Jan., and Feb.), plus previous history of Stewart's disease (Fig. 3). 
Also, as we observed in Fig. 1C, the lowest expected cost was observed at a predicted 
probability of 0.4 (Figs. 3B, 3D, 3F). 
Discussion 
Disease forecasting for Stewart's disease by using air temperature, along the previous 
history of Stewart's disease, which is a biological indicator that represents corn flea beetle 
presence in a county, led to an increased accuracy for forecasting Stewart's disease at the 
county-level in Iowa. This increase in accuracy was in terms of overall model performance 
(10-15% improvements), as well as increasing the sensitivity of the model through 
examining different predictive probability thresholds at which to define the likely occurrence 
of Stewart's disease in a county (based on ROC analyses, as well as economic analyses). 
Based on those two analyses, it appears that the use of a 40% probability threshold (e.g., if 
the predicted probability based on the model is 40% or higher, the model predicts the county 
will have Stewart's disease) increases sensitivity to approximately 75-80% (increase of 8-
13% from previous studies) from using just air temperature. Also, the expected economic 
cost to producers was found to be lowest amongst all models examined (Figs. 1C and 3) 
(Esker 2005). 
Our initial best forecasting models were developed from three different air 
temperature approaches (Iowa State Model, frequency of daily minimum temperature < -
6.7°C, and the sum of the mean monthly air temperatures during Dec., Jan., and Feb.), with 
incorporation of the previous year's history of Stewart's disease and these models all 
outperformed (based on ROC analyses and economic analyses) any two-factor models that 
were constructed using snowcover or soil temperature data. Within our three air temperature 
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plus previous year's history of Stewart's disease models, the performance for the models 
where air temperature was either the frequency of minimum daily temperature < -6.7°C or 
the sum of the mean monthly air temperatures for Dec., Jan., and Feb. had increased 
sensitivity and lower expected economic costs than the when air temperature was defined for 
the Iowa State Model. However, defining a single best model was not possible at a 40% 
probability threshold, as the lowest expected economic costs was not observed from the same 
model. When using the 129 independent observations from 2000-2003, the frequency of 
minimum daily air temperature < -6.7°C plus previous history of Stewart's disease had 
approximately a $90 lower expected cost (from false predictions) than when the two-factor 
model incorporated the sum of the mean monthly air temperatures. However, for the smaller, 
26 independent observation dataset from the same period that had soil temperature data, the 
sum of the mean monthly air temperature plus previous history of Stewart's disease had a 
lower expected cost for false predictions. When combining the predictions, since they were 
from the same period, the difference between the two models, as measured by the expected 
cost due to the false predictions was within $50. This may not be a surprise, as the 
correlation between the two air temperature measures was moderately high (0.76). 
The use of air temperature for forecasting Stewart's disease has been the primary 
variable for all models previously developed (Stevens 1934; Boewe 1949; Nutter et al. 2002). 
Entomologically, air temperature is a main variable of interest when examining survival 
characteristics for different insect species (Sinclair et al. 2003; Irwin and Lee 2003). The use 
of -6.7°C was in part due to previous research by Lam and Pedigo (2000), who examined the 
critical threshold temperature for bean leaf beetle survival in Iowa and found that 
temperatures between -5 and -10°C were important. The corn flea beetle and the bean leaf 
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beetle have parallel life cycles in Iowa, and therefore, our results using the frequency of days 
with minimum air temperature < -6.7°C would fit this framework. There is one major 
exception between these two insect systems, however, as approximately 80% of bean leaf 
beetles overwinter in woodlands (i.e., sheltered areas) that are nearby to soybean fields (Lam 
and Pedigo 2000). It is generally thought that corn flea beetles overwinter in grasses 
surrounding corn fields and as such, may have developed mechanisms to survive under cold 
air temperatures (Dill 1979; Irwin and Lee 2003). Further research is necessary to determine 
the cold tolerance for corn flea beetles, as this information would be of use in further 
refinement of a Stewart's disease forecasting method. 
Furthermore, while models that either had the frequency of snowcover or the number 
of months with the mean soil temperature > -1.1 °C did not outperform other models, the 
coefficients from their logistic regression models do suggest that increase snowcover or soil 
temperatures reduces the odds of Stewart's disease occurring in a county. Sinclair et al. 
(2003) suggested that environmental factors, such as snow, may provide insulation that 
increases an insect's metabolic rate, therefore, an insect is more susceptible to death, 
especially in situations where an insect is more apt to select a habitat that is exposed to the 
environment. While not known at what exact depth com flea beetles overwinter at, our 
assumption is that they are more likely to overwinter at a shallow (1 cm or less) depth, as the 
cost-benefit of deeper overwintering as an adult may offset exposure to cold winter 
temperatures (Dill 1979). 
The use of a biological indicator, as is our assumption of what the previous year's 
history of Stewart's disease defines, fits into the criteria outlined by Nutter and Esker (2005) 
for considering if and when to up- or downgrade a Stewart's disease forecast. In that 
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exploratory research, factors such as the corn flea beetle population the previous and the 
proportion of the corn flea beetle population that is infested with P. stewartii were found to 
be useful for year-to-year forecasting. The limitation for using the proportion of infested 
corn flea beetles is that it requires the active collection and test corn flea beetles using 
ELISA, which is both time-consuming and may not be cost-effective to collect on a county-
level (or finer) scale (Block et al. 1998; Cook et al. 2005; Esker and Nutter 2003; Lamka et 
al. 1991). However, the previous year's history of Stewart's disease provides important 
information regarding knowledge that corn flea beetle populations were found in a given 
county, as it is currently believed that in the absence of the corn flea beetle, the likelihood of 
a Stewart's disease epidemic would be quite low, since seed is not epidemiologically 
important (Block 1998; Dill 1979; Michener et al. 2002). While it may be interesting and 
useful to examine the role of consecutive years where counties have Stewart's disease (i.e., 
leading to a further increase in the likelihood of Stewart's disease), caution should be noted 
in that after six consecutive years of a high prevalence of Stewart's disease in Iowa (1995-
2000), corn flea beetle populations crashed between 2000 and 2001. 
In all of the forecasting models developed, we did not examine the role of 
neighboring counties in increasing the odds of Stewart's disease in a specific county. 
Examination of this as a factor (such as, "did a neighboring county have Stewart's disease") 
may improve prediction accuracy, however, it is generally thought that insect populations 
may not be uniform in a region, or even with counties (Pedigo 1999). Also, recent increases 
in our knowledge of managing Stewart's disease through use of insecticide seed treatments 
(Kuhar et al. 2002; Munkvold et al. 1996; Pataky 2000; Pataky et al. 2005) will affect the 
sensitivity and specificity of our current predictions, along with the use of foliar insecticides 
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during the corn growing season (Menelas 2003). Another area that requires further 
investigation is how the inspection date of a seed com field affects the accuracy of a pre-
plant disease forecasting model. In exploratory research of almost 22,000 inspected fields 
between 1972 and 2003, approximately 25% of fields with Stewart's disease were found 
prior to or on August 10. It is our belief that inspections occurring earlier in August have 
lower odds of Stewart's disease being observed (Pepper 1967). Incorporating a threshold 
inspection date may lead to developing a Stewart's disease forecasting model that is of two 
forms, one for fields inspected prior to a threshold date and a second for fields inspected after 
the threshold date. Also, consideration of individual inspections warrants, as this may 
strongly influence the likelihood of observing Stewart's disease within a field. Different 
inspectors (while all trained similarly) may recognize symptoms of Stewart's disease 
differently in the field. All of these factors are important because even with a 40% 
probability threshold (with highest accuracy and lowest expected cost), our predictions were 
still missing 1 in 4-to-5 counties based on sensitivity, and 1 in 4-to-8 counties based on 
specificity. 
Based on our studies examining different Stewart's disease forecasting models using 
logistic regression, the end-user application is one that tenable. Combined with ROC and 
economic analysis, we were able to determine a probability threshold for Stewart's disease. 
Using ROC (and then linking with an economic cost function), we were able to provide a 
more complete description of our models (through different accuracy measures) and compare 
different models (Pepe 2003). For both the frequency of minimum days < -6.7°C, plus 
previous year's history of Stewart's disease, and the sum of the mean monthly air 
temperatures for Dec., Jan., and Feb., plus previous year's history, the number of prediction 
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equations is small and one that could easily set up in a user-interface. By this, we would be 
able to provide pre-plant disease forecasting information for producers through real-time 
updates as the winter progresses. 
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Table 1. The Stevens-Boewe disease forecasting system for Stewart's disease of corn 
(Stevens 1934; Boewe 1948; Pataky 2004). 
Winter temperature index Seedling wilt phase Late leaf blight phase 
< 80 °F (<-8.8 °C) 
80 to 85 °F (-8.8 to -6.2 °C) 
85 to 90 °F (-6.2 to -3.3 °C) 
90 to 100 °F (-3.3 to 2.2 °C) 
> 100 °F (> 2.2 °C) 
Nearly absent 
Nearly absent 
Nearly absent 
Light to severe 
Destructive 
Trace 
Light 
Moderate 
Severe 
Severe 
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Table 2. The Iowa State Model for disease forecasting for Stewart's disease of corn (Nutter 
et al. 2002; Nutter et al. 1998). 
Number of Months !> -4.4 °C (24°F) Predicted Risk 
0 Negligible 
1 Low to Moderate 
2 Moderate to High 
3 High 
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Table 3. Predictor variables examined for development of empirical Stewart's disease 
forecasting models. 
Predictor variable Variable type 
Sum of mean monthly air temperatures in Dec., Jan., and Feb. Continuous 
(°C) 
Iowa State Model (Table 2) Categorical (0,1,2,3) 
Frequency of daily minimum air temperature < -6.7°C Continuous 
Frequency of daily minimum air temperature < -12.2°C Continuous 
Sum of mean monthly soil temperatures in Dec., Jan., and Feb. Continuous 
(°C) 
Number of months with mean soil temperature > -1.1°C Categorical (0,1,2,3) 
Frequency of mean daily soil temperatures < -1.1°C Discrete 
Frequency of mean daily soil temperatures < -3.9°C Discrete 
Frequency of snowfall events during Dec., Jan., and Feb.2 Discrete 
Frequency of snowcover events during Dec., Jan., and Feb/ Discrete 
Maximum snowdepth during Dec., Jan., and Feb. (mm) Discrete 
Previous history of Stewart's disease in a county" Categorical (1,2,3) 
z snowfall was measured in units of 2.54 mm (0.1 -inch increments) with a trace defined as 
values less than 1.27 mm (0.05 inches). 
y snowcover was measured in units of 25.4 mm (1-inch increments) with traced defined as 
values less than 12.7 mm (0.5 inches). 
x Previous history indicates if Stewart's disease prevalence was greater than 0(1= not found 
and 2 = found, 3 = no previous history). 
Table 4. Summary binary logistic regression statistics for single-factor Stewart's disease forecasting models that did not appear to 
be randomly predicting the prevalence of Stewart's disease in Iowa counties (i.e., these models had predictive value). These 
models were developed for counties in Iowa that did not have soil temperature information available3. 
Model statistics Iowa State Model Frequency of days Sum Dec., Jan., and Previous year's 
with minimum air Feb. mean monthly air history of Stewart's 
temperature < -6.7°C temperatures disease 
LRb 2019.64 1609.68 1639.72 2355.40 
Df 3 1 1 2 
P <0.0001 <0.0001 <0.0001 <0.0001 
cc 0.714 0.716 0.711 0.706 
zV 0.428 0.432 0.422 0.413 
Gamma6 0.563 0.441 0.424 0.649 
Tau-af 0.181 0.183 0.178 0.174 
a Model development was performed on n = 667 county-years of observations from the period 1971-1972 to 1998-1999. 
b LR = model likelihood ratio value. 
0 c = probability of concordance. 
d Dxy = Somers' rank correlation. 
e Gamma = Goodman-Kruskal gamma. 
f Tau-a = Kendall's Tau-a rank correlation. 
V£> 
Table 5. Regression coefficients for single-factor Stewart's disease forecasting models using either winter air temperature 
information (Iowa State Model, frequency of days with air temperatures < -6.7°C, or the sum of mean monthly air temperatures for 
Dec., Jan., and Feb.) or the previous year's history of Stewart's disease in a county. Coefficients were obtained from a weighted 
binary logistic regression, where weights represented the number of fields inspected in a given county. 
Iowa State Model" Frequency of days with Sum Dec., Jan., and Feb. Previous year's history of 
minimum air temperature < mean monthly air Stewart's disease 
-6.7°C temperatures 
Parameter Estimate 
(SE) 
Parameter Estimate 
(SE) 
Parameter Estimate 
(SE) 
Parameter Estimate 
(SE) 
Intercept -1.788 Intercept 2.287 Intercept 0.744 Intercept -1.356 
(0.0534) (0.0840) (0.0442) (0.0269) 
ISU = Low 0.196 Frequency of -0.061 Sum air 0.106 Previous = Yesb 1.998 
(0.0646) days (0.0016) temperatures (0.0029) (0.0458) 
ISU = Moderate 1.954 Previous = -0.337 
(0.0621) Unknown (0.0660) 
ISU = High 1.563 
(0.0738) 
a For Iowa State model and the previous year's history of Stewart's disease model, the model would be read (using the Iowa State Model as an example): 
Intercept + (ISU=1), if the predicted risk based on the Iowa State Model was Low, Intercept + (ISU=2), if the predicted risk based on the Iowa State Model 
was Moderate, and Intercept + (ISU=3), if the predicted risk based on the Iowa State Model was High. If the Iowa State Model predicted negligible, the 
model would be: Intercept. 
b 
"Yes" indicates that Stewart's disease was found in a county the previous season and "Unknown" indicates that no occurrence of Stewart's disease in a 
county was documented. 
Table 6. Summary binary logistic regression statistics for two-factor additive Stewart's disease forecasting models that incorporate 
air temperature (Iowa State Model, frequency of days with air temperatures < -6.7°C, or the sum of mean monthly air temperatures 
for Dec., Jan., and Feb.) along with the previous year's history of Stewart's disease in a county . These models were developed for 
counties in Iowa that did not have available soil temperature information3. 
Model statistics Iowa State Method + 
Previous year's history of 
Stewart's disease 
Frequency of days with 
minimum air temperature < 
-6.7°C + Previous year's 
history of Stewart's disease 
Sum Dec., Jan., and Feb. 
mean monthly air 
temperatures + Previous 
year's history of Stewart's 
disease 
LRb 4261.68 3740.43 3849.54 
Df 5 3 3 
P <0.0001 <0.0001 <0.0001 
cc 0.805 0.790 0.794 
zV 0.611 0.581 0.587 
Gamma6 0.678 0.586 0.587 
Tau-af 0.25 0.245 0.248 
a Model development was performed on n = 667 county-years of observations from the period 1971-1972 to 1998-1999. 
b LR = model likelihood ratio value. 
c c = probability of concordance. 
d Dxy = Somers' rank correlation. 
e Gamma = Goodman-Kruskal gamma. 
f Tau-a = Kendall's Tau-a rank correlation. 
Table 7. Regression coefficients for two-factor additive Stewart's disease forecasting models based upon county-level air 
temperature data plus the previous year's history of Stewart's disease. Coefficients were obtained from a weighted binary logistic 
regression, where weights represented the number of fields inspected in a given county. 
Iowa State model + Previous year's Frequency of days with minimum air Sum Dec., Jan., and Feb. mean monthly 
history of Stewart's disease3 temperature < -6.7°C + Previous year's air temperatures + Previous year's 
history of Stewart's disease^ history of Stewart's disease^ 
Parameter Estimate Parameter Estimate (SE) Parameter Estimate (SE) 
(SE) 
Intercept -2.546 Intercept 1.853 Intercept 0.339 
(0.0641) (0.0929) (0.0513) 
ISU = Low 0.337 Frequency of days -0.062 Sum air temperatures 0.114 
(0.0710) (0.0018) (0.0033) 
ISU = Moderate 2.187 Previous = Yes 1.997 Previous = Yes 2.058 
(0.0699) (0.0492) (0.0500) 
ISU = High 1.847 Previous = Unknown -0.442 Previous = Unknown -0.414 
(0.0825) (0.0681) (0.0682) 
Previous = Yes 2.184 
(0.0521) 
Previous = Unknown -0.259 
(0.0712) 
a This model solves 12 simultaneous equations given categorical information using the Iowa State model and the previous year's history of Stewart's disease. 
b
"
c These models solves 3 simultaneous equations given the frequency of days with minimum air temperature < -6.7°C and the previous year's history of 
Stewart's disease. 
Table 8. Summary statistics for boostrap internal validations for models developed using air temperature data plus the previous 
history of Stewart's disease from Iowa counties where no soil temperature information was available3. 
Somers' rank correlation (Dxv) 
Modelb Original Training Testing Optimism Corrected F c  E*max 
A 0.414 0.440 0.430 0.010 0.404 0.008 
B 0.461 0.461 0.461 0.0002 0.460 0.004 
C 0.475 0.477 0.475 0.002 0.473 0.001 
D 0.306 0.310 0.305 0.005 0.300 0.006 
E 0.508 0.552 0.537 0.015 0.493 0.014 
F 0.509 0.531 0.522 0.009 0.500 0.006 
G 0.531 0.554 0.549 0.006 0.525 0.005 
3 Internal validation of each model attempts to determine how much a model is overfitting the observed data. Bootstrap resampling was performed 1000 
times for each model. 
b A = Iowa State Model. 
B = Frequency of days with minimum air temperature < -6.7°C. 
C = Sum mean monthly air temperature (Dec., Jan., and Feb.). 
D = Previous year's history of Stewart's disease. 
E = A + D. 
F = B + D. 
G = C + D. 
° Emax = maximum absolute difference in predicted and calibrated probabilities. 
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Table 9. Summary binary logistic regression statistics for single-factor Stewart's disease forecasting models that did not appear to 
be randomly predicting the prevalence of Stewart's disease in Iowa counties for data obtained from counties in which both air and 
soil temperature data were available3. 
Model statistics Number of months with soil 
temperature > -1.1°C 
Frequency of snowcover days 
LRb 93.95 406.01 
Df 3 1 
P <0.0001 <0.0001 
c° 0.590 0.687 
zV 0.179 0.374 
Gamma6 0.240 0.381 
Tau-af 0.079 0.165 
a Models were developed on n = 119 observations between 1972-1973 and 1998-1999. 
b LR = model likelihood ratio value. 
c c = probability of concordance. 
d Dxy = Somers' rank correlation. 
e Gamma = Goodman-Kruskal gamma. 
f Tau-a = Kendall's Tau-a rank correlation. 
Table 10. Regression coefficients for two-factor additive Stewart's disease forecasting models based upon air temperature data 
plus the previous year's history of Stewart's disease. Coefficients were obtained from a weighted binary logistic regression, where 
weights represented the number of fields inspected in a given county. 
Number of months with soil temperature > -l.l°Ca Frequency of snowcover days 
Parameter Estimate (SE) Paramater Estimate (SE) 
Intercept 0.098 Intercept 2.967 
(0.0761) (0.1359) 
Soil = One monthb 0.772 Frequency of snowcover -0.050 
(0.0998) (0.0028) 
Soil = Two months 1.028 
(0.1168) 
Soil = Three months 0.700 
(0.1088) 
a This model predicts four simultaneous equations. 
b Soil = one month represents one month with mean soil temperature greater than -1.1°C, whereas soil = two months or three months represents two or three 
months with mean soil temperature greater than -1.1°C during Dec., Jan., and Feb. (soil = zero indicated no months greater than -1,1°C defines the intercept 
term). 
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Table 11. Summary binary logistic regression statistics for two-factor Stewart's disease forecasting systems that incorporate the 
number of months with soil temperature > -1.1°C or the frequency of snowcover days with air temperature data (Iowa State 
Model, frequency of days with air temperatures < -6.7°C, or the sum of mean monthly air temperatures for Dec., Jan., and Feb.). 
Forecasting Model8* 
Model statistics A B C D E F 
LRb 666.37 597.64 660.93 687.16 653.41 783.72 
Df 4 2 2 6 4 4 
P <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
c° 0.744 0.758 0.759 0.776 0.777 0.811 
zV 0.487 0.519 0.519 0.552 0.553 0.623 
Gamma0 0.490 0.520 0.520 0.600 0.560 0.623 
Tau-af 0.214 0.228 0.228 0.243 0.243 0.274 
a A = Iowa State model + Frequency of snowcover (Dec., Jan., and Feb.). 
B = Frequency of days with minimum air temperature < -6.7°C + Frequency of snowcover (Dec., Jan., and Feb.). 
C = Sum mean monthly air temperature (Dec., Jan., and Feb.) + Frequency of snowcover (Dec., Jan., and Feb.). 
D = Iowa State model + Number of months with soil temperature > -1.1 °C. 
E = Frequency of days with minimum air temperature < -6.7°C + Number of months with soil temperature > -1.1 °C. 
F = Sum mean monthly air temperature (Dec., Jan., and Feb.) + Number of months with soil temperature > -1.1°C. 
b LR = model likelihood ratio value. 
c c = probability of concordance. 
d Dxy = Somers' rank correlation. 
e Gamma = Goodman-Kruskal gamma. 
f Tau-a = Kendall's Tau-a rank correlation. 
Table 12. Regression coefficients for two-factor additive Stewart's disease forecasting models (air temperature information plus 
either snowcover data or soil temperature data). Coefficients were obtained from a weighted binary logistic regression, where 
weights represented the number of fields inspected in a given county from county information in which soil temperature was 
available. 
Model Aab Model B Model C Model D Model E Model F 
Parameter Estimate Parameter Estimate Parameter Estimate Parameter Estimate Parameter Estimate Parameter Estimate 
(SE) (SE) (SE) (SE) (SE) (SE) 
Intercept -0.432 Intercept 5.137 Intercept 3.441 Intercept -2.050 Intercept 6.918 Intercept 4.217 
(0.2855) (0.2267) (0.1436) (0.2388) (0.3431) (0.2044) 
ISU = Low 1.664 Frequency -0.063 Sum mean 0.145 ISU = Low 1.884 Frequency -0.117 Sum mean 0.230 
(0.2353) minimum (0.0047) air temp (0.0095) (0.2310) minimum (0.0057) air temp (0.0103) 
temp temp 
ISU = 2.932 Snow -0.029 Snow -0.017 ISU = 3.450 Soil = One -0.082 Soil = One 0.040 
Moderate (0.2440) (0.0031) (0.0033) Moderate (0.2371) month (0.1130) month (0.1115) 
ISU = 2.972 ISU = 4.353 Soil = Two -0.153 Soil = Two -0.340 
High (0.2949) High (0.2862) months (0.1370) months (0.1416) 
Snow -0.023 Soil = One 0.614 Soil = -1.589 Soil = -1.530 
(0.0033) month (0.1086) Three (0.1611) Three (0.1571) 
months months 
Soil = Two 0.271 
months (0.1359) 
Soil = -0.330 
Three (0.1329) 
months 
a Model A - Iowa State model + Frequency of snowcover (Dec., Jan., and Feb.). 
Model B = Frequency of days with minimum air temperature < -6.7°C + Frequency of snowcover (Dec., Jan., and Feb.). 
Model C = Sum mean monthly air temperature (Dec., Jan., and Feb.) + Frequency of snowcover (Dec., Jan., and Feb.). 
Model D = Iowa State model + Number of months with soil temperature > -1.1°C. 
Model E = Frequency of days with minimum air temperature < -6.7°C + Number of months with soil temperature > -1.1°C. 
Model F = Sum mean monthly air temperature (Dec., Jan., and Feb.) + Number of months with soil temperature > -1.1°C. 
b Model A = This model predicts four simultaneous equations. 
Model B = This model has one equation. 
Model C = This model has one equation. 
Model D = This model predicts 16 simultaneous equations. 
Model E = This model predicts four simultaneous equations. 
Model F = This model predicts four simultaneous equations. 
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Table 13. Summary statistics for boostrap internal validation for models developed that incorporate the number of months with 
soil temperature > -1.1°C or the frequency of snowcover days with air temperature data (Iowa State Model, frequency of days with 
air temperatures < -6.7°C, or the sum of mean monthly air temperatures for Dec., Jan., and Feb.). Internal validation of each 
model attempted to determine how much a model is overfitting the observed data. Bootstrap resampling was performed 1000 
times for each model. 
Somers' rank correlation (Dxv) 
Model8 Original Training Testing Optimism Corrected Emax 
A 0.377 0.456 0.388 0.067 0.309 0.073 
B 0.411 0.424 0.400 0.024 0.387 0.004 
C 0.381 0.396 0.364 0.032 0.350 0.007 
D 0.337 0.506 0.407 0.099 0.239 0.095 
E 0.372 0.454 0.381 0.073 0.299 0.062 
F 0.361 0.445 0.371 0.074 0.287 0.064 
a Model A = Iowa State model + Frequency of snowcover (Dec., Jan., and Feb.). 
Model B = Frequency of days with minimum air temperature < -6.7°C + Frequency of snowcover (Dec., Jan., and Feb.). 
Model C = Sum mean monthly air temperature (Dec., Jan., and Feb.) + Frequency of snowcover (Dec., Jan., and Feb.). 
Model D = Iowa State model + Number of months with soil temperature > -1.1°C. 
Model E = Frequency of days with minimum air temperature < -6.7°C + Number of months with soil temperature > -1.1 °C. 
Model F = Sum mean monthly air temperature (Dec., Jan., and Feb.) + Number of months with soil temperature > -1.1°C. 
b Emax = maximum absolute difference in predicted and calibrated probabilities. 
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Figures. 
Fig. 1. External validation of three Stewart's disease forecasting models (Iowa State Model 
plus previous history of Stewart's disease, frequency of days with minimum air temperature 
< -6.7°C plus previous history of Stewart's disease, and the sum of mean monthly air 
temperatures for Dec., Jan., and Feb. plus the previous history of Stewart's disease) based on 
% =128 independent county observations from 2000-2003 in Iowa. (A) Overall proportion of 
correct predictions of Stewart's disease and no Stewart's disease (by county) at different 
probability thresholds. (B) Receiver operating characteristic curve, as represented by the 
sensitivity (Y), which is the proportion of correct predictions of Stewart's disease given that 
Stewart's disease was found in a county and 1-specificity (X), where specificity is the 
proportion of correct predictions of no Stewart's disease given that no Stewart's disease was 
found in a given county. The 45° reference line (dotted line) in (B) represents a model that 
would provide random predictions. (C) Expected cost of false predictions of Stewart's 
disease or no Stewart's disease at different probability thresholds. This expected cost is 
based the number of false predictions, whereby, a single, 1-hectare seed corn field occurs in a 
county. 
Fig. 2. External validation of nine Stewart's disease forecasting models based on n = 26 
independent county observations from 2000-2003 in Iowa that had both air and soil 
temperature data available. (A) Overall proportion of correct predictions of Stewart's disease 
and no Stewart's disease (by county) at different probability thresholds with the Iowa State 
Model as the principle air temperature method with the previous history of Stewart's disease, 
the frequency of snowcover days, or the number of months > -1.1°C soil temperature 
threshold. (B) Receiver operating characteristic curves for the models in (A), as represented 
by the sensitivity (Y), which is the proportion of correct predictions of Stewart's disease 
given that Stewart's disease was found in a county and 1-specificity (X), where specificity is 
the proportion of correct predictions of no Stewart's disease given that no Stewart's disease 
was found in a given county. The 45° reference line (dotted line) in (B) represents a model 
that would provide random predictions. (C-D) Same as (A-B) except that the principle air 
temperature is the frequency of minimum daily temperature less than -6.7°C. (E-F) Same as 
(A-B and C-D) except that the principle air temperature is the sum of mean monthly air 
temperatures during Dec., Jan., and Feb. 
Fig. 3. (A-C) Expected cost due to false predictions of Stewart's disease occurring, or due to 
false predictions of Stewart's disease not occurring using the n = 26 county observations 
from 2000-2003 for counties in which both air and soil temperature data was available. (A) 
Comparison of the Iowa State Method when modeled with the previous history of Stewart's 
disease in a county, or with the frequency of snowcover events the preceding, or with using a 
-1.1 °C soil temperature threshold to determine the number of months > -1.1 °C. (B) Similar 
to (A) except that the air temperature variable was the frequency of minimum daily 
temperature < -6.7°C, while (C) was the sum mean monthly air temperature for Dec., Jan., 
and Feb. as the primary air temperature variable. 
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CHAPTER 6. 
General Conclusions 
This focus of this dissertation was improving our understanding of the epidemiology 
and disease management of Stewart's disease of com in Iowa. Through conceptualizing the 
Stewart's disease pathosystem, we identified three areas where we felt an improved 
knowledge of this pathosystem would be of benefit to producers. The questions (areas) that 
were focused on included the area of sampling (i.e., what was an effective trap height for 
yellow sticky cards to improve corn flea beetle sampling), the effect of altered date of 
planting and/or use of insecticide seed treatments on reducing Stewart's disease, and if and 
how we might improve Stewart's disease forecasting. The ultimate benchmark for this 
research is in its application the current recommendations for Stewart's disease management. 
Sampling for com flea beetles, or most insects for that matter, can be extremely 
difficult, especially when attempting to take that information and apply it for recommended 
management thresholds. We have in the past used both sweep netting and yellow sticky 
cards to increase our understanding of seasonal dynamics for corn flea beetles. However, for 
producers, simple knowledge of if and when com flea beetles are presence may be the best 
approach to impacting Stewart's disease management. The results from our study examining 
different trap heights and orientations for yellow sticky cards provides useful new 
information that we feel can be easily applied by producers. The consistently higher 
numbers of com flea beetles with yellow sticky cards placed at 0.30 m height and facing 
vertically provide new information and a potential method to be applied around seed com 
fields in Iowa. Since seed com fields vary in size from less than 7 hectares to over 100 
hectares, a standard visual inspection of com plants may not be feasible. Magnify this by the 
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fact that typically over 1,000 seed fields are found in Iowa, the time to take visual 
assessments for com flea beetles may also not be cost-effective. The placement of yellow 
sticky cards around fields may be an easier (and potentially less expensive) option. Yellow 
sticky cards cost around $1 for 15 by 30.5 cm card. Future work on this topic should work to 
link number of com flea beetles capture using yellow sticky cards with the timing of the 
prevalence (i.e., occurrence) and/or incidence of Stewart's disease. This is especially 
important for the late leaf blight phase of Stewart's disease, where no well-defined 
management tactic has been developed. 
As we further examined improving management for Stewart's disease, our focused 
shifted to the early wilt phase (effects of overwintering com flea beetles on early-season 
epidemics) and the second critical period of July (disease effects that will manifest 
themselves during the August seed com inspections = late leaf blight phase). The results 
from our two-year field study on altered planting date and/or use of an insecticide seed 
treatment indicated that delayed planting did in fact show a reduction in both the incidence of 
com flea beetle feeding scars and Stewart's disease during the early wilt phase. However, 
two problems with delayed planting were observed: (i) a higher rate of feeding and infection 
occurred during the second critical period and (ii) yield was significantly reduced in the latter 
planting dates (regardless of insecticide seed treatment). Since, in Iowa, we are typically 
more concerned with indirect yield effects (i.e., a field fails a seed com inspection, and 
therefore, cannot be exported), point (i) is critical in that it corresponds to the subsequent 
seed com inspection period. Also, point (ii) indicates that in the absence of other seed corn 
production practices that were not examined, yield (not due to Stewart's disease) is reduced. 
Producers would therefore probably prefer to apply an insecticide seed treatment. More 
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work is then needed to determine if and when foliar insecticides are used to reduce the 
likelihood of infection during the period of July (as we noticed in our studies). One thing we 
did noticed is that spatially, treatment effects were not observed in regards to aggregated 
spatial patterns. Further work could focus on spatial patterns of Stewart's disease in the 
field, linked with how foliar insecticide applications would be applied. The reason for this is 
that insecticides are costly and directed spraying may minimize the effects of Stewart's 
disease, while keeping costs manageable. 
While we have further narrowed the options for in-season management of Stewart's 
disease, two chapters of this dissertation focused on improving pre-plant forecasting for 
Stewart's disease. These chapters examined forecasting Stewart's disease at the county-
level. Our first chapter hopefully put to rest that the Stevens-Boewe forecasting models are 
not applicable for Iowa conditions. While the Iowa State Model was shown to be an 
improved model, the second chapter on disease forecasting indicated that when factor in 
multiple criteria for the forecasting (overall accuracy, sensitivity, specificity, economics), this 
model (with previous history of Stewart's disease in a county) did not outperform models 
that used as air temperature the sum of the mean monthly air temperatures (Dec., Jan., Feb.) 
or the frequency of days with minimum air temperature less than -6.7°C. Summarizing the 
disease forecasting work in terms of three competing models might over-simplify our work. 
We examined many forecasting models, including three-factor models, models with 
interaction terms, as well as attempts at classification and regression tree modeling. The 
latter approach somewhat was somewhat a disappointment, in that, if we followed 
recommended tree pruning methods, we would have a single node for our forecasting models 
(CART). The lack of interactions, using both exploratory methods and binary logistic 
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regression models, may in part explain why we observed models that did not perform 
adequately with CART. We still have some work to do on the disease forecasting models to 
improve their sensitivity (the more "cost-damaging" false prediction). We plan to examine 
the effect of inspection date on the forecasting models. Based on initial discussions, this may 
lead us to consider a two-tier forecasting model, where there is one for when seed com 
inspections occur prior to a threshold date in August, followed by a second forecasting for 
seed inspections after the threshold date. Also, our models did not incorporate an effect for 
neighboring counties. This in an area of research that could be of interest for both the 
practical application of a disease forecasting system, as well as providing an interesting 
statistical model question. 
Overall, we are currently in the process of setting up a Stewart's disease website, 
where information from our research studies will be made available, as well as a section 
focused specifically for Stewart's disease forecasting. The current idea for this section is that 
an end-user will be able to click on their county and be provided a history forecasting for 
Stewart's disease in the years in which seed com inspections occurred. This would include 
the predicted probability for Stewart's disease, as well as an indication if Stewart's disease 
was found in the county that year. We feel this information is important for increasing 
producers understanding of the year-to-year variability in forecasting Stewart's disease. 
Eventually, if we can determine an even finer scale (field-level), this may be of use to 
producers, especially for within-county site selection of seed corn fields. 
