by M. Rosenblatt "Kriging" is the name of a parametric regression method used by hydrologists and mining engineers, among others. Features of the kriging approach are that it also provides an error estimate and that it can conveniently be employed also to estimate the integral of the regression function. In the present work, the kriging method is described and some of its statistical characteristics are explored. Also, some extensions of the nonparametric regression approach are made so that it too displays the kriging features. In particular, a "data driven" estimator of the expected square error is derived. Theoretical and computational comparisons of the kriging and nonparametric regressors are offered. 0 198s Academic PWB, I~C.
BACKGROUND AND SCOPE OF THIS STUDY
Specialists in hydrology, mining, petroleum engineering, and other geoscience-based subjects have recently exhibited considerable interest and enthusiasm for a methodology known as "kriging." To name only a few recent (mostly water-resource oriented) works, we mention in this regard, Bakr et al. [2] , Chirlin and Dagan [37], David [6] , Delhomme [7, 8] , Dendrou and Houstis [9] , Hughes and Lettenmaier [20] , Gambolati and Giampiero [ 161, Gambolati and Volpi [ 151, Gelhar et al. [ 181, Huijbregts [21] , Journel [23, 24] , Journel and Huijbregts [22] , and Villeneuve et al. [45] . Alldredge and Alldredge [l] offers a bibliography of mining-oriented kriging references, numbering in the hundreds. The name "Kriging" derives, according to Joumel [23] from Krige [25] , where the basic idea was first outlined. Matheron [ 3 1 ] should be credited with its early dissemination.
In the present section, we will set forth the statistical problems which the kriging method is intended to solve, and in Section 2, we will reveal the popular kriging algorithms themselves and derive their properties. It turns out that there are certain unsatisfactory theoretical aspects of kriging, and yet prior to the present study, they appear to be the only methods appropriate for the problems in their domain. However, we intend to show that methods of nonparametric regression are certainly relevant and competitive.
In Section 3, we have provided an extension of the kernel nonparametric regression approach to enhance its applicability to kriging problems. Section 4 constitutes a brief summary of the theoretical developments of this study. In particular, it offers a comparison of the salient properties of kriging with the corresponding properties of the nonparametric regression approach. In the concluding section (Section 5), results of some computer studies are described.
Let f(x) and n(x) be real-valued functions defined on a domain x in Rd. Suppose { (xr, YJ}~= r is a sequence of "noisy" function pairs; that is, suppose The interpretation is that f(x) is a function whose values are to be estimated and n(x), a "noise," represents a random function, the distribution of which is unrelated to f(x). We discuss two problems which are central to the kriging literature. Let x* E x be specified. It may or may not be among the sample pairs. On the basis of the sample pairs {(xi, vi)}:= 1, Problem (a)-provide an estimatef,(x*) off(x*), and Problem (b)-provide an estimate of the expected squared error Jquxx*> -.0x*))' Ix, T...V %I* (1.2)
Remarks.
The goal of problem (a) coincides with the objectives of "nonparametric regression" methods, but to our knowledge, investigators in this latter area have not concerned' themselves with problem (b). Because practitioners desire to estimate piezometric head in oil and water aquifers or the grade of an ore body as a function of position, the dimension d of the domain x is often 2 or 3.
One sometimes wishes to estimate functionals of f(x), particularly integrals off(x). For through integrals, one can estimate the total weight of metal to be extracted from an ore body occupying a given region, on the basis of imperfect assay estimates of the grade at distinct locations. Therefore, at various junctures in this study, we will remark on generalizations of kriging and nonparametric regression to the functional case.
Problems (a) and (b) seem to have their roots in the forestry and geostatistics literature. In fact, it seems that "geostatistics" is almost synomymous with kriging. (It is to be noted that the recent books by Henley [ 191 and Ripley [ 361 exhibit a broader perspective, however.) We have no doubt that these problems are important and interesting. In this connection, in a review of a geostatistics book, Watson [46] has written, "The time is certainly ripe for a more serious attack on the estimation of the earth's resources....."
INTRODUCTION TO THE KRIGING METHODOLOGY AND CONVERGENCE ANALYSIS
In the kriging approach, it is presumed that f(x) and h(x) are stochastic processes uncorrelated from one another. More specifically, it is assumed that f(x) is an intrinsic random function (IRF); that is, for some functions {~i(x)}~= i known to the user and constants a, ,..., a,, for all x, h such that x, x+hEx, E[f(x + h, -ftx>J = f, uj(4j(x + h, -4jCx>) j=l (2.1) and, independently of x, with "var" signifying "variance," 4 var [f(x + h) -f(x)] = y(h). (2.2) If J= 1 and #i(x)= 1, then f(e) is a stochastic process with stationary increments. In the more general case that J > 1, one says that the intrinsic random function has "drift." The drift functions are often taken to be monomials up to some specified degree.
The constants {aj ; 1 <j < J) and the function y(h) are unknown quantities. In what follows, it is presumed always that J < N. The function y(h) is called the variogram. Even in the case in which the mean E[f(x)] exists and is known to be constant in x (i.e., J= 1, #1(x)= 1), the hypothesis of "intrinsic random function" is weaker than second-order stationarity. For example, Brownian motion is an intrinsic random function, but it is well known to be a nonstationary process. We note that in other contexts, stochastic process structure has been superimposed on function spaces to give a framework for derivation of inference rules (e.g., Kusbner [26] for sequential seach for a function maximum, and Ferguson [ 121, Leonard [27] , and Whittle [48] by different routes, in nonparmetric Bayesian density estimation).
The kriging method is composed of two activities, (i) inferring the variogram from the data and (ii) assuming that the inferred variogram is indeed exact, providing a best linear unbiased estimator and associated error variance.
Activity (ii) is a standard least-squares problem, and is consequently by far the best understood of the two facets of kriging. There are some inconsistencies in the fundamental definitions and results in the kriging literature. For example, the definitions of "intrinsic random function" given by David [6] and Matheron [30] do not coincide. The term "nugget effect" in the kriging literature refers to some mechanism for accounting either for measurement noise or extensive local variation in the function f(.) itself, such variation representing, for example, the inhomogeneity of an ore sample. This multiple use has not been carefully distinguished by kriging authors, and there has been resulting discrepancy in the mathematical representations. The equations for kriging in the presence of noise as given by Rendu [34] , for example, agrees with our calculations, but differs from formulas offered by other authors (e.g., Journal (231) . In view of these inconsistencies, we have elected to derive the "universal kriging" equations for prediction with known variogram from first principles.
Linear Estimation with Known Variograms
To begin with, suppose the noise term in (1.1) is zero. Let us assume that the variogram y(h) and the mean function components {#i(x)), of the expectation (2.1) are given. The assumption that one of these functions, say 0,) is 1, seems to be a standard and perhaps unavoidable assumption in view of the intrinsic random function hypothesis. To begin with, let us discuss the solution of Problem (a). The objective is to choose the parameters {li}yZi on the basis of the data {(xi, y,)}y' i , so that the linear estimator minimizes "Mx*)=4vl f~2.h + **-+~NYN (2 Equation (2.5) with #r = 1, implies that (2.6) Use this fact, with (2.4b), to conclude that, with "co? signifying "convariance" and f * =f(x*),
Now observe that
One makes these substitutions into (2.7) and after some algebra, sees that the Lagrange multiplier technique applied to the quadratic programming problem of minimizing E[cf(x*) -fN(x*))'] subject to (2.5) yields
The variables ,uj are the Lagrange multipliers. Joumel [23] calls the above linear equation the universal kriging system. Alternative formulations of quadratic programming problem solutions found in Chapter 10 of Fletcher [ 141 may be of use in the context of kriging. Note that the solution may fail to exist because (2.9b) cannot be satisfied. From substitution according to (2.9) into (2.7), one concludes that the mean-squared prediction error is given by E[(ff* -f,(x*))*] = 5 A,y(x* -xi) -i: pjq5j(x*). If the noise term n(x) in (1.1) is present and has zero mean, one accounts for its presence by noting that, because it is presumed uncorrelated from the f-process, cov((f*-Yi)> (f*-yj))=cov((f*-fi-ni), tf*-.fjBnj>> = COV(df* -~), df* -~)) + COV(Izi, nj).
In the above equation, we have, of course, intended that x and ni signify f(xi) and n(x,). As a result of the above, one readily sees that in the presence of noise (2.9a) should be replaced by (2.9'a):
With coefficients yi and pj obtained from (2.9a), formula (2.10) still gives the expected squared estimation error. Let us generalize the universal kriging equations to the task of estimation of functionals of the intrinsic random function. For simplicity, assume the noise is 0. Let L(.) denote a measureable linear functional on the universe of f(.) satisfying the following conditions: (i) If 1 (x) is the function equal to 1 on x, then L( 1 (x)) = 1, (ii) L commutes with the expectation operator, and
and L(#j) exist for every point x in x, and for l<j<J.
Iff(.) is continuous in the mean, then L can represent normalized Riemann integrals over bounded domains B. That is, L(f) = D-' j,f(x) G!X, where D = 1, dx. This is the customary application. The condition (i) is an annoying (because it precludes differentiation, for example) consequence of the intrinsic random function assumption. If one assumes only thatf(.) itself is a stationary process and uses covariances instead of variograms, then the domain of application can be widened.
Toward deriving the universal kriging equations for estimation of the functional L(f), proceed as in the point estimation case, writing G,= Cy=i A,y, as the linear estimator. The problem is, of course, to choose the &'s to find the unbiased minimizer of
The first variance term on the right in the above is -y(x, -xj), and after some effort, one confirms that
where L,L, indicates that the operation L is to be taken with respect to both variables x and y. With these representations in terms of the variogram, it is at last a simple matter to see that the Lagrange condition for minimizing 
Equations (2.9) and (2.10) are specializations of (2.12) and (2.13) to L determined by L(f) =f(x*).
Inference of the Variogram
The task of inferring a covariance function or power spectral density from data is known by experienced statisticians to be somewhat delicate, and one which furthermore requires a considerable quantity of data. The subtleties of the covariance inference problem translate directly to the task of inferring a variogram from data.
There are some very real difficulties with variogram estimation in the published kriging applications. To avoid effects of "nonstationarity,"
practitioners tend to have a single variogram apply only to a relatively small region x of domain points of f(x). Moreover, they have not developed procedures to ascertain whether the intrinsic random function hypothesis is tenable for their applications. A particular difftculty is that in the bounded domain case, ergodic theorems are inapplicable to the task of demonstrating consistency. More will be said on this point in Section 2.4. We now concern ourselves with outlining the present practice with regard to variogram inference. The customary procedure is to choose a parametric family of variograms from the five or six popular families mentioned in the literature, and then to select the variogram from the chosen family which agrees best, in some sense, with the data {(xi, yi)}T= 1. We list in Table I One should note that not just any family of functions will do for parametric variograms. Specifically, in view of (2.8), the function
must be nonnegative definite on x2, for any x0 in x, in order to insure that WC ~j(s(xo) -f(Xj)) b e nonnegative regardless of choice of aj's and xj's. As in Table I , practitioners prefer "isotropic" variograms, i.e., variograms which depend only on the Euclidean norm of h. If the associated process f( -) happens to be stationary, then from discussion in Wong [50, Chap. 7, Sect. 31 there are very stringent conditions that the variogram must satisfy. These conditions appear difficult to check.
There seems to be no consensus in the literature on methodology for the selection of a parametric family from Table I on the basis of an observed sample {(x1, yi)}y' 1. Some heuristic approaches for inferring the variogram off(x) + n(x) are proposed by David [6] . This differs from the variogram of f(x) by a constant term in the white noise case. Concerning the task of selection of the member ye(h) the foremost criteria seem to be (i) least squares, (ii) cross validation, and (iii) a geometric procedure (David [6] ). In the least squares approach, one selects the parameter 8" so as to minimize
the index u running over some finite collection of arguments h, and y,(h) being some sample approximation to the variogram, such as
where j(h) is an index selected so that Xj -Xj(h) = h and N(h) is the number of such points selected. The cross-validation approach to parameter selection is as follows. Let P(0, xi) be the universal kriging estimate of f(xj) on the basis of the sample points {(x~,JJ~)}~+~ and parametric variogram ye(h). One then chooses 19* to minimize the squared error of the predicted values, which is
If "drift" is thought to be present (i.e., if #j, j > I, in (2.1) is not zero), these approaches entail some serious conceptual difficulties. Matheron [30, Chap. 41 has addressed these difficulties.
Practitioners insist, quite rightly, that one should not select a variogram entirely algorithmically, but that attention should be paid to past experience with similar geostatistical data.
Estimation Convergence with Correct Variogram
With the exception of studies by Matheron [29, 30] , the literature of kriging tends to be practical and pragmatic. Major issues of consistency and convergence rates have not been investigated. In the developments to follow, we attempt to obtain initial results in these areas.
Let us begin our analysis of convergence of the kriging estimate under the simplest of conditions by assuming that and assume that the conditions above are in force. If the infinite sequence {x,} is dense at x* E x andfirf,(x*) determined by (2.9), El(f(x*) -.Mx*))'l + 0 as N-co.
(2.14)
Proof In view of assumption (iii), for every i, yi =f(xJ is itself an unbiased linear estimator of f(x*), and so for N > 1. Let x*(N) denote the member of {xi}y'r which is closest to x*. By the assumption that x* is an accumulation point of (xi}, x*(N) + x* as N + 00, and therefore
The proposition follows by observing that, in light of property (ii), y(x* -x*(N)) must converge to 0. The bound given by (2.15) may be of some practical interest in itself. The idea in this proof will serve us in other developments. I
The Brownian motion process affords an example of a situation in which the best estimate is not consistent unless x* is an accumulation point of the sample points {xi}. For Brownian motion is Markov, and the best estimate of f(x*) will depend only on the points (x,,f(x,)) and (x,,f(xb)), where x, is the largest domain sample less than x* and xb the smallest sample greater than x*.
In some applications, the following assertion may be cogent.
COROLLARY.
Assume that the hypotheses of Theorem 2.1 are in force and additionally that x is open and has finite Lebesgue measure y(h) has a continuous second derivative, and the samples {xi} are identically and independently distributed on x with pdf bounded away from 0 in a neighborhood of x*. Then
d being the dimension of the space containing x, expectation here being with respect to f (-) and {xi}.
Proof Since y(h) is an even function, the gradient at h = 0 must be 0, and we have
It is known (e.g., Yakowitz et al. [53, p. 12991 ) that under the independent, uniformly distributed sample case, for all points x* E x and some constant
From the argument in that reference, one can conclude that (2.18) holds whenever the pdf is bounded away from 0 in a neighborhood of x*. The Corollary now follows from (2.17) and (2.18). 1
On pp. 50-5 1 of Ripley [36] there is some discussion about the "smoothness" of the estimated surface and the differentiability of the sample function itself. These results do not impinge on our consistency findings above inasmuch as Ripley assumes that the number of observations N is fixed. We warn the reader that Ripley's claim that the estimated surface is at least as smooth as the sample function is not generally true. (The sample functions of the random processf(x) = sin(x + e), 0 uniformly distributed on [0, 2n], are infinitely differentiable, and yet the covariance function of this process has 01= 1, in Ripley's terminology.)
From our experience in groundwater analysis, where the domain points correspond to well locations, the hypotheses of the corollary are of some use. On the other hand, for some ore sampling strategies, it may be more reasonable to assume that the xts form a grid of similar-sized rectangles. For such regular patterns, one may conclude that (2.18) is true without expectations.
We will now discuss convergence of the kriging estimate when accounting for drift. Assume that x* is a limit point of {xi}. Assume furthermore that for some subsequence x,, ,..., x,, the matrix @ 4 {,i(X",)}~,j= I is nonsingular. (Otherwise, there is no hope of being able to obtain estimates satisfying (2. The consistency of the estimatej&x*) will follow from the argument leading to (2.15) if only we can show the sequence {AN} remains in a bounded region. Toward that end, note that after taking a Taylor's series expansion of +(x*) -+(x*(N)) and dividing aN, we may rewrite (2.21) as 
IIM G II~-'Ilw~ll + IlMx*)lll + O(l). I
If the conditions of the corollary to Theorem 2.1 are in force, the convergence rate of that corollary apply in the drift case also since the convergence of x*(N) to x* is not influenced by the constraints.
Our attention now turns to the case that noise n(x,) is present in the observation law (1.1). For simplicity, assume that J= 1 and 0, = 1. If n(e) is a continuous function, then apparently consistent identification off(x*) is not possible since local samples cannot distinguish between the effects of signal and noise. However, the linear estimate provided by the universal kriging equations is an appropriate procedure and in fact coincides with what is known to communication engineers as a "smoothing filter." If {n(xi)) are independent variables, then, as we now demonstrate, under some circumstances, consistent estimation of f(x*) is possible. Toward verifying this assertion, as in earlier arguments, we find a linear estimator whose properties are understood and then appeal to the fact that since the kriging estimate is optimal in the least squares sense, it must be at least as good as the estimator under consideration.
For the particular task at hand of verifying consistency in the presence of independent noise, it is sufficient to call attention to the fact that Stone [43] has discussed a general class of nonparametric regression rules, Here, expectation is with respect to the {xi} and {n(xi)} sequences. It may be concluded that if the noise measurements and the sample functions f are uniformly bounded, then convergence occurs without the condition of sample function f; alternatively, without the boundedness assumption, one can assert that convergence in the mean is assured outside anf-set of arbitrarily small positive measure. From results in Section 3, it may be seen that if one is willing to assume that the sample functions are twice-continuously differentiable, then convergence in the mean is on the entiref-space without the set qualification.
For certain specific NPR estimates, rates of convergence are known (e.g., Fisher and Yakowitz [ xi's, and for ddimensional xi's, the result to be demonstrated in the next section, that for &,(x*) the kernel NPR estimate for J'(x*), that with some provisos to be specified,
In evaluating the convergence statements concerning kriging up to this point, it should be emphasized that they are valid only if f(.) really is an intrinsic random function and the variogram and drift functions are known perfectly.
Let us examine the issue of convergence of estimates of linear functionals Ldf(.)) of the intrinsic random function f(e). The assumptions (i) through (iii) introduced earlier in connection with the universal kriging equation (2.12) for linear functionals will be presumed in force. The implications of the preceding results on convergence of point estimators are fairly evident once we establish part (b) of the following statement. ProoJ The idea for proving (a) is to show that G, as determined by (a) satisfies the Lagrange conditions. Toward this end, let A(x) and P(X) denote the vectors of coefticients Ai, 1 < i < n, and ,uj, 1 <j < J, of the solution of (2.9a) and (2.9b) f or x* =x. From examination of these equations, one concludes that they bear the representation Vx) ( 1 P(X) = K(w(x)), (2.27) where K is a matrix which does not depend on x, and the vector w(x) is determined in an evident manner by {y(x -xi)} and {~j(Xj)}.
From the representation (2.27), it is clear that the solution vectors I. and p of the linear functional kriging equation (2.12) are given by
That is, 5 = L@(x)), whence if y' = (y, ,..., y,,,.).
To demonstrate part (b), as before, use the subscript to distinguish the function that L is acting on and note that
We have difficulty interpreting the discussion at the bottom of p. 51 of Ripley [36] , but it may be that these remarks foresee part (a) and its proof, in the case that L represents integration.
Estimation Convergence with Incorrect Variograms
For simplicity, assume the no drift case. It is farily clear that if the variogram is in error, there is little hope of estimating E [ (f(x*) -f,(x*))*] correctly.
As has been noted earlier, even in the noiseless case, there is typically no consistent variogram estimator based on { (xi,f(xi))}yZ i for xi in a bounded domain x and f a fixed sample of an intrinsic random functionf: In short, we are unaware of consistent variogram estimates, even if y(h) is known to be a member of a given family such as listed in Table I . The essential trouble is that for consistent variogram estimation, the observed sample function Ax), x E x, must somehow contain decisive information about
To cite a contrived example where this certainly is not the case, suppose that x is the unit interval and f (x) is a birth-death process with birth intensity = death intensity = A. Then 1 must somehow be estimated by some finite number of "steps" in s(x). But the problem of inferring 1 can be translated into the problem of inferring an exponential parameter from a finite random sample, and this cannot be done perfectly.
The most promising case might be f (x) an ARMA process of known order on x. But even here, to our knowledge, there are no techniques in the identification literature which purport arbitrarily accurate parameter estimation from a finite sample segment. The measurement error and computational stability difftculties would appear to be enormous. We note that Doob [ 11, p. 53 1 ] has written, "It is important to note the R(t) [the covariance function]..., in general cannot be determined from a knowledge of sample functions in a finite interval."
On the other hand, as we will soon demonstrate, under certain circumstances, the kriging estimate will converge, with an increasing number of samples, to the correct value, even when the variogram is not correct. An interpretation of these remarks is that the kriging method is in some cases effective for estimating values on the basis of noisy samples, but that the associated error estimate need not be consistent. This interpretation is borne out by our simulation studies. The fact that the estimate of the squared error need not become more accurate with increasing data is significant because kriging practitioners and their clients place great value on the error estimation feature.
EXAMPLE.
In this example, we show that it is possible for the kriging predictor to be exact, while the variogram (and hence the error estimate) may contain significant error. Suppose yZ = by,, where b is any positive constant. If 5 = (IL1 ,..., A,) is the minimizer of (2.7), subject to the constraints (2.5), with y = y,, then h will also be the constrained minimizer of (2.7) with y = y2. Thus if a presumed variogram is to much as approximately propor-tional to the correct one, the estimatef,(x*) will be reliable. But from (2.10), one sees that (ignoring the drift term) the error estimate under yZ will differ from that under y1 by the scale factor b.
Let A(') and A(*) be the solutions of the universal kriging equation (2.9a, b) under variograms y, and yZ, respectively. Suppose that for some positive number 6 and all h, (y,(h) -y,(h) / < 6. From a standard numerical analysis formula (e.g., Szidarovszky and Yakowitz [44, p. 2141, we have that for 6 < IV Il\r(A>? 11 A(') -kC2) /I < q4)ll A"' 11 S/(1/A 11 -CqA)), (2.30) where A is the matrix determined in connection with (2.26) and w> = IV II IIA -Ill is the condition number. Some insight into the potential perniciousness of variogram error can be inferred from (2.30) by considering that the linear equation associated with least squares problems frequently is ill-conditioned because of collinearity effects. This phenomenon is evidenced by large condition number r(A).
Our objective now is to show that under some circumstances, the kriging point estimate will be consistent even when the inferred variogram is not a good approximation of the true variqgram. Our results are not as comprehensive as we would like, but they would appear to have some potential value as a guide for choosing a variogram family when physical imperatives are lacking. The idea guiding the arguments to follow is that many predictors can be demonstrated to asymptotically place increasing proportions of their prediction weights close to the prediction point x*, as the domain points {xi} become dense at x *. An unfortunate restriction of the analysis to follow is that we must assume that f(.) itself is a stationary second order random function. For now, consider the noiseless case, and let R(h) be the covariance function. That is,
Assume that R(.) has a spectral density S(W). For any square-integrable functions g(x) and h(x) of d variables, we will let (g, h) denote the inner product over Rd defined by Thus, according to terminology of Zemanian, IN--+ 1, over testing functions of rapid descent. But there is a Fourier transform continuity theorem (Zemanian [55, p. 1871 ) that assures us that as a consequence, A,,+ 6(x), over testing functions of rapid descent. Finally, it is known that continuous functions g(x) with bounded support can be uniformly approximated arbitrarily closely by testing functions. Therefore (2.31) follows. I Now we view the lemma from a kriging standpoint. THEOREM 2.3. Let x1 be a bounded subset of x containing x* and {Xj}, of which x* is presumed to be a limit point. Assume f, is the least-squares predictor off (x*) determined by {(xi, yi), 1 < i < N} and R(e), which is presumed to satisfy the hypotheses of the lemma. Finally, suppose f(e) is a stochastic process which is continuous, a.s. Then fN -+ f (x*), a.s., regardless of the covariance structure governing the process f (.).
Proof
Let f(a) be a sample function, and g(. ) any continuous function with bounded support that agrees with f(.) on x1. Then by the lemma as N-coo, I
(&I, s> = g(x*) =J'<x*>. (2.33)
The preceding analysis did not attach constraints to {A;}. The reader will be able to confirm that convergence as in (2.33) is still assurred if the weights are constrained to add to 1. More generally, the important case of covariance functions R(.) having rational spectral densities can be seen to satisfy the convergence property of Theorem 2.3. Toward this end, note that for the conclusion of the lemma to hold, it is sufficient that for any e > 0. there exist a positive constant C(e) and a set A(e) such that lIwlIQW4 > C(e),
w@A(e) and Sacej dw < e. For under these circumstances, letting $,,, denote the maximum of ] d(w) ], we have lW(l -Ld@ < Qmaxe as N-co, and the result follows inasmuch as the choice of e is arbitrary. Such spectral densities then satisfy the lemma hypothesis. The Gaussian family is a somewhat amusing case. It does not satisfy the lemma hypothesis; but furthermore it does not satisfy the usual criterion of "regular" (e.g., Doob [ Ill) second-order process. That is, for the spectral density determined by the Gaussian variogram, i O" [ln(S(w))/(l + w')] dw = --CO.
-a2
For such processes, f (x*) can be exactly determined (by Taylor's expansions) from f-values on any interval, no matter how far away from x*. Wiener [49] has argued that only regular processes make sense as physical models. We currently have no results for the case in which white noise is present. It is not enough to know that the "l-weight" asymptotically concentrates close to x*. One must also be assured that the estimate does some sort of averaging. In particular, we have mentioned that if d = 1, the exponential variogram implies a predictor that applies all weight to only two points. This would not be a sensible method in the noisy case. A technical difficulty is that in the white noise case, R(a) is discontinuous at 0, and yet essentially all spectral analysis theory assumes continuity at 0 (e.g., Doob [ 11, p. 5 181).
In the above estimation convergence analysis, it was assumed that the same fixed, possibly incorrect, covariance function R(-) was used at each stage N in computation of the predictor f, off+*).
In practice, one would "update" the estimated convariance function as more data became available, thus obtaining a sequence {RN(.)} of "random" covariance functions. Unfortunately, such a procedure seems to greatly complicate the convergence analysis. In particular, there seems to be no assurance that %[GfN -f@*>)'l + 0 as N + co, the expectation E being with respect to the points {xi, 1 < i < N} and the assumed covariance R,. While the preceding convergence results can be extended to the "random" covariance function case under certain stringent assumptions, at present we regard the situation as a (perhaps unlillable) lacuna in kriging theory.
APPLICATION OF NONPARAMETRIC REGRESSION
The purpose of the present section is to reveal extensions of nonparametric regression theory which makes this approach more suited to Problem (b), Section 1. The particular nonparametric regression (NPR) method to be investigated here is the kernel estimator proposed by Watson [47] . The two developments revealed here are (i) a formula for the asymptotic expected squared error and (ii) a data-based approximation of the mean squared error. The discussion closes by showing that the asymptotic convergence of the NPR estimates is, in a certain sense, optimal.
Comparing the hypotheses of nonparametric regression to those of kriging, there are three salient distinctions:
(1) The "target function" f(e) (in this section termed "regression function") is not presumed to be stochastic, but rather some arbitrary but unknown function which we will presume to be twice continuously differentiable.
(2) The points {xi} in (1.1) are presumed to be observations of an i.i.d. random variable X.
(3) The noise components n(xi) of (1.1) are presumed independent and to have finite variance here, but in contrast to the preceding section, we will allow that the variance may depend on position.
As a result of these assumptions, one may view the data {(Xi, yi) : 1 < i < N} as being i.i.d. observations of a random pair (X,f(X) + N(X)), X being a d-dimensional random vector, f(.) a function known to be twice continuously differentiable, and N(.) a random variable with variance u(x) continuously indexed by the argument. These assumptions are by no means universal in the nonparametric regression literature. In the section to follow, other avenues will be cited.
The kernel estimator constructed on the basis of a random sample {(xi,Yi)}YEl is
where DN(x) = x7' r k((xi -x)/a,), uN is a positive number, and k(a) is a probability density function chosen by the statistician. Since in kriging, squared-error is the essence, our analysis at this point is directed toward establishing the behavior of
as the number N of observations increases. Toward that end, let h(x, y) and g(x) be the pdfs of (X, Y) and X, respectively. Let w(x) = Iv h(x, y) dy, thusf(x) = w(x)/g(x), and define for some d-tuple x* and 1 < i <N,
Throughout this section, we will assume that the kernel pdf k(u) is selected so as to satisfy the properties (i) to (iv) below:
the functions g(x) and w(x) are twice continuously differentiable and the second partial derivatives of g(x) are bounded, (v) the second moment of Y is finite.
The pdf of the multivariate normal law satisfies properties (i)-(iii). The convergence facts we will need are given in the statement below. The hypothesis and conclusion of this theorem are similar but not coincident with results announced (but not proven) in Collomb [4] . The only term in (3.8) which is not known to the statistician is E[n(x,)']. But this can be approximated from the sample by defining a to be any positive number less than 1 and defining
where S(i, N) is the set of indices of the N" nearest neighbors in {x,}f= 1 of xi. Since in view of (3.6), f,( x ) is converging in N to f(x) = E[ YIX = x], and since with probability 1, the radii of the sets S(j, N) become vanishingly small as N -+ a~, it is evident that the estimate Note that the estimator &i(x) depends solely on the statisticians choices of k(e) and {a,}, and the observed sequence { (xj,vj)}. From the theorem, one may conclude that if uN tends to zero slightly faster than (1/N)""d+4", then the variance error part of (a) will dominate, yet need not seriously degrade the rate of convergence in (3.6). Under this circumstance, B;(x) will be an asymptotically accurate (in the sense of 3.11)) estimate of the expected square error (3.7).
Of course, asymptotic results must be further examined to provide guidance in the moderate sample size case. A procedure to be discussed in Section 5 involves using cross-validation to provide guidance in the selection of the bandwidth parameter uN. Presumably, in cross-validation, the data has helped us in finding empirically the bandwidth for which the rms error due to estimator variance approximates the bias error. A pragmatic procedure might be to assume that the trade-off has been reached and then simply double the estimated variance error B;(x) to get an estimate for the squared error of prediction. Alternatively, before using (3.10) one could decrease the parameter uN a little bit from the cross-validation "optimal" value to (hopefully) force the variance term to dominate. Our findings in controlled simulation experiments such as to be reported in Section 5 are that when the measurement error n(X,) is not insignificant, the error estimate 8;(x) does give a good idea of the actual error.
One can confirm that for any 6 > 0, as a,+ 0, the contribution in (3.10) of terms xi such that 11 x -xii\ > 6, becomes negligible, and in practice, we have found that
gives a reliable approximation of the error variance. Similarly, one can show that for any points x1, x,
is an asymptotically accurate estimate of cov(m,(x), m,(x')). This relationship is useful in applying the NPR approach to linear functionals of the regression function, as is now discussed.
Let us briefly turn our attention to NPR estimation of linear functionals L(J) of the "target function" f(x). In contrast to conventions in kriging, NPR methodology does not call for unbiased estimation (although our kernel estimator (3.3) does satisfy the condition (2.6) thatf,(x) be a convex combination of the y,'s). Thus the stipulation required in the kriging approach that L(l) = 1 need not apply here, and L can be presumed to be a differential operator, for example.
The natural approach is to choose the "kernel" density k(.) so that L(k) is well defined. and then set L (fN) = i Yi L CkCx -xi>/ahJYDh4x>>* i=l (3.14) Under this circumstance, letting the subscript of L denote the variable on which the operation is applied, we have
The final consideration regarding the kernel estimator concerns a certain optimality property. In view of (3.6) and the Chebyshev inequality, one can conclude that for r* = 2/(d + 4), and for any regression function m(x) and noise process n(x) satisfying the theorem hypothesis, if a, + 0 proportionally to N-(d+4)-', then for r = r*, Thus, in the terminology of Stone [42] , the NPR estimate achieves convergence rate I*. But according to the theorem of that work, for any NPR estimator of a twice continuously differentiable regression function of d independent variables, r* = 2/(d + 4) is the optimal rate: there is no estimator for which (3.16) holds for some r > r* over all such regression functions f(x).
A COMPARISON OF CONVERGENCE PROPERTIES OF KRIGING AND NONPARAMETRIC REGRESSION
Assume that the intrinsic random function (IRF) hypothesis holds, and there is no drift (J= 1, til = 1). If the domain points are chosen randomly and if, with probability 1, the sample functions s(x) of the IRF are continuous then the NPR estimate &(x) converges to T(x) in the mean (Devroye and Wagner [lo] ). If the sample IRF's are twice continuously differentiable, with probability 1, then Theorem 3.1 gives convergence rates. Cramer and Leadbetter [5] give conditions on covariance functions under which versions of the stochastic process can be assured to have various smoothness properties.
Toward addressing Problem (b) of Section 1, we have provided error formulas (3.10), (3.12), and (3.15) which are asymptotically accurate provided only that the sample functions are continuous at x*. These statements have been predicated on the assumption that the (~~1~~ 1 values are actually a random sample. However, under fairly lenient assumptions, Schuster and Yakowitz [40, Theorem 21 have shown in the univariate case that f,(x) converges uniformly in x to f(x) provided only that the xts are dense. Gasser and Miiller [ 171 have derived sharp convergence bounds for several nonparametric regression schemes for certain classes of real nonrandom sequences {xi}. Undoubtedly such results can be extended to bear on kriging-type problems more forcefully, and citations of related results (especially concerning the Priestly-Chao estimator) are to be found in the above references.
Now it is clear that if the variogram is known exactly, because the kriging estimator is the best unbiased linear estimator, then the expected square error of the kriging estimator f,(x) is no greater than that of the NPR estimator, which is also linear and unbiased (in the sense that the weights add to unity).
On the other hand, in the noisy case, it is not known at this point whether its asymptotic convergence rate is faster than the NPR rate given in Theorem 3.1. In summary, when the IRF hypothesis is true and the variogram is known to the statistician, the kriging estimate is at least as good in the least squares sense as the NPR estimate, and its error estimators (2.10) and (2.13) are exact, whereas the NPR error estimators are only asymptotically accurate.
In the case that the IRF hypothesis cannot be relied upon or when the assumed variogram is incorrect, in the noiseless case under fairly lenient assumptions the kriging estimate converges to f(x*) if only the assumed variogram is that of a regular stationary stochastic process. These matters were discussed at the close of Section 2. On the other hand, nothing can be said in the general case about the accuracy of the kriging estimate of error when the variogram is not correct. Moreover, if noise is present, or if the variogram assumes noise is present (by being discontinuous at 0), then the earlier convergence analysis does not apply and at this stage, we have no reason to think that the kriging estimator converges to the desired value f(x*). In Table II we have loosely summarized our findings. The reader should refer back to the relevant discussion for more precise convergence statements. The authors have engaged in extensive computational experimentation with the view of comparing the performances of the kriging and kernel NPR approaches on various types of simulated data sets. In this section we report the applications of these methods to several sets which we consider to be representative of distinctly different types of modelling assumptions. To begin with, details of the implementation of the methods are revealed, and then we present the results of the experimentation.
The Kriging Algorithm
Our extensive experimentation with one and two-dimensional domain sets x have included all the families listed in Table II . Our impression is that the exponential variogram performs about as well as any of the others, and for some data sets it performs much better than the worst case. An advantage to the exponential variogram model is that it is relatively easy to simulate realizations of the associated stochastic process.
In our computer studies, we allowed for the possibility of independent noise observations n(+) in (1.1). Thus in addition to inferring the parameters a and w of the exponential variogram, one must infer a*, where a* = E[n(x)*]. Our procedure was to simultaneously choose a, w, and c2 to provide the least squares fit with the sample convariance function. This leastsquares procedure (described in Section 2) has also been employed by David [6] . The best (in this least squares sense) variogram having thus been determined, the kriging estimates off(x*) and the estimate of square error were found by the universal kriging system (2.9a) and the square error formula (2.10).
The Kernel NPR Algorithm
In the case of the kernel estimator (3.1), there are two objects left to the user's discretion, namely the "bandwidth" parameter uN and the kernel function k(a), itself. The standard normal density function was chosen as the kernel: it has sufficient smoothness to satisfy the hypothesis of NPR convergence theorems. For bandwidth selection, the following crossvalidation technique was used: For each number j, 1 <j < N, define fN,j(x, a) to be the value of the NPR estimate (3.3) constructed from the data {(x,,~J}~+~ and "bandwidth" parameter a. Then define
Finally, a uniform search is used to choose the value a* which minimizes H(a). This number a * is used as a,. Such cross-validation procedures in this context have been shown by Rice [35] to have attractive properties for evenly-spaced values {xi}.
The reader will note that by our implementations, both the kriging and NPR algorithms are completely automatic. We used exactly the same code for all the data sets to be described.
Experiments in Univariate Case
Whereas in practice, kriging is typically a multivariate enterprise, because of our predilection for graphical representations, we have found onedimensional domain case studies informative for computational experimentation. The domain x of the four experimental real "target" functions was the unit interval, the domain points {xi} being independently and uniformly chosen from x, and the number N of observations was 50. The first function was an observation of the Ornstein-Uhlenbeck process. Thus,
where W(t) is white noise. The associated variogram for f(t) is ~(1 -exp(--a IhI)), .
i.e., it is the exponential variogram. Newman and Ode11 [32] describe how to simulate realizations off(t) which are exact, within the constraints of machine error and to the extent that one is able to provide independent Gaussian observations. These are approximated by the Box-Muller algorithms (described in Yakowitz 1541) using the CDC random number generator RANF.
Here and in the ensuing experiments, both the kriging and NPR algorithms operate on exactly the same data sets. (We note that, technically speaking, the "target" function f(x) in this example does not satisfy the conditions of our Theorem 3.1 because it is not sufficiently differentiable. On the other hand, results in Devroye and Wagner [IO] assure us of convergence of f,(x) to f(x) (but no rate is guaranteed) under conditions which include this example.) Function 2 corresponds to Function 1, except additive noise n(x,) as in (1.1) is added to the functionf(x,) in generating the data points {(xi, y,)},'" 1.
Here we are still within the hypothesis for the kriging scheme. In geostatistical terminology, discussed in Section 2, we have an intrinsic random function with the "nugget" effect. The simulated noise is i.i.d. normal, with mean 0 and standard deviation of 0.5, a noise process also used for the remaining function experiments. The third target function is f(x) = sin(3x), and thus the intrinsic random function hypothesis is not active. For the fourth function, the unit step with step at x = 0.5 serves as target. Table III effect accounted for. The fit appears satisfactory. Other sources of prediction error, however, are that the intrinsic random function hypothesis may fail to give adequate approximation and even if it does, the sample variogram may not be close to the theoretic variogram.
In Fig. 5.2 . we have plotted the kriging estimate of the fourth function, along with its standard deviation contour against the target function. We interpret the jerkiness of the krig estimate as arising from the choice of exponential variogram family, which in the noiseless case leads to a nearestneighbor estimate, as we discussed at the close of Section 2. Figure 5 .3 gives the corresponding estimate of rms error was obtained by doubling the estimated deviation (3.12). Recall the rationale, discussed in Section 3, is that at the cross-validated bandwidth, the standard deviation ought to approximately equal the bias.
Experiments in the Case of a Multivariate Domain
The dimension d = 2, and the domain x for the studies we now report was the unit square. As in all these cases, independent N(O,O.25) noise was added to the functional values. The domain points were chosen independently and uniformly from x. The number of sample points N was 50, and the rms errors to be reported were obtained at the 9 evenly spaced positions {(i/3, j/3): 1 < i, J < 3 }. The four target functions were f,(x, r> = sin(x*y), .Mx, y> = SinPx + 2y), fdX,Y) = 0 all X,Y, J&Y)= 1.4cGY) with A being the set {(x, y): x + y > 1) and 1, being the indicator function for A. Table IV reports the rms kriging and NPR prediction errors for the data sets produced by these functions, as described above. A conclusion the authors have made, and a conclusion which is exemplified if not demonstrated by the above computations, is that when the sample data does indeed satisfy the intrinsic random function hypothesis and when one does have the "true" variogram family, then the kriging estimator does perform better than the NPR approach, but only marginally better. But on the other hand, the kriging approach does not seem robust; when the data does not come from an intrinsic random function with the right variogram, the NPR approach seems consistently more reliable, especially with regard to error estimation. A side effect of our experimentation is that we were surprised at how well target functions can be approximated by a manageable number N of data points. For instance, Fig. 5.4 gives the scatter plot from which the step function was recovered in Figs. 5.2 and 5.3. Our eye did not "detect" the step function underlying the generating process.
Regarding the computational experiments and our analysis thereof, a disclaimer is in order: since kriging is an art rather than an algorithm, we cannot be assured that someone else's kriging code might not perform significantly better than ours. Commercial packages are long, expensive, presumably sophisticated, and not available to us. We would welcome the opportunity to pit nonparametric repression techniques against one of the well-known kriging packages in a carefully designed experiment.
