Abstract. We give a description of the relative Hilbert scheme of lines in the Dwork pencil of quintic threefolds. We describe the corresponding relative Hilbert scheme associated to the mirror family of quintic threefolds.
Introduction
The relative Hilbert scheme of lines in the Dwork family of quintics. For a generic Calabi-Yau threefold X in P 4 , there is a 2-dimensional locus of lines, each having contact of order at least 5 at some point of X. Here we study a special family of quintics with the curious property that the above mentioned lines actually lie inside the quintic. This family is well known as the Dwork pencil of quintics ρ : X → C whose fiber X t over t ∈ C is Interest in the Dwork pencil came mostly with the pioneering work in mirror symmetry of Candelas, de la Ossa, Green and Parkes ( [COGP] ). By the mirror principle, invariants very closely related to the expected numbers of rational curves of any degree on a quintic threefold can be computed from the variation of Hodge structure on the mirror of the quintic. This mirror is the family of desingularizations Y t of the quotients of X t by the action of the group G = {(µ 0 : µ 1 : µ 2 : µ 3 : µ 4 )/µ By the same principle, the loci of rational curves in Y t are related to variations of Hodge structures on the general quintic threefold. The study of the incidence locus of lines in the Dwork pencil was the purpose [AK2] . It builds on van Geemen's construction of 5000 special lines on each member X t of the family -since this number exceeds the known invariant of 2875 lines in the general quintic, the Dwork pencil became the only known nontrivial family of quintics having each a continuous family of rational curves. At t = 0, the Hilbert scheme of lines in the Fermat quintic had been previously described by Albano and Katz in [AK1] . In [AK2] , the locus of lines inside the family X is identified to that of lines incident to 5 given Fermat surfaces in P 4 . We notice that this last locus contains other components along with the incidence variety of X , due to the special position of the Fermat surfaces. Without solving the deeper question of consequences on the variations of Hodge structures on the quintic threefold, the present note isolates the incidence variety among the components of the above mentioned locus and answers the question on the geometrical properties of the incidence variety and the corresponding relative Hilbert scheme H posed previously by [AK2] .
On the one side, an open subset of H can be described as "contact order at least 5" incidence scheme. On the other side, to pin-point the more elusive local structure of H in an analytic neighbourhood of its zero fiber H 0 , we employ a new instrument introduced by Clemens (and extended by Thomas and Voisin -see [C1] ). We use the description of the relative Hilbert scheme of a curve in a family of Calabi-Yau threefolds as a gradient scheme (the zero-scheme of the exterior derivative of a holomorphic function). Thus we illustrate the role of the gradient scheme description in the study of the Hilbert scheme around very singular fibers.
Let π : H → C denote the relative Hilbert Scheme of lines in the family X . We show that the structure of H is
where S is a smooth irreducible surface, proper over C and for each i, π |Zi : Z i → C is an isomorphism.
The general fiber of π |S : S → C is a smooth proper curve consisting of two isomorphic components, each of genus 626.
The Stein factorization of π |S is
where β extends to a double coverβ :C 2 →C = P 1 branched at six points: t = 0 and the fifth roots of 2 7 3 . LetG(2, 5) denote the blow-up of the Grassmannian G(2, 5) of lines in P 4 , along the subvarieties parametrizing lines inside the coordinate hyperplanes of P 4 . The closureS of S inG(2, 5) × P 1 is a smooth projective surface admitting a 30-1 finite morphism to the Fermat surface 3 . The general fiber of π 2 /Ĝ is a smooth irreducible curve of genus 6. The compactificationS/Ĝ of S/Ĝ is a smooth, irreducible, rational surface. On the other hand, for d ≥ 2, little is known today about the degree d > 1 rational curves lying in the Dwork pencil and their images in the mirror family. One first step can be to isolate the contribution of H to the Gromow-Witten invariants of higher degree curves in X . The geometrical relations of these curves to the lines in X is also under focus for future study.
Notations. Throughout this paper, P n will denote the n-dimensional complex projective space, G(k +1, n+1) will denote the Grassmann variety of k-dimensional projective subspaces of P n . The Dwork pencil of quintics is denoted by X and its relative Hilbert scheme of lines by H.
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Hilbert scheme H 0 of lines in the Fermat quintic threefold
In [AK1] , H 0red is proven to be the union of 50 Fermat quintic plane curves meeting transversely in pairs at 375 points. We will start by recalling the description of the Hilbert scheme H 0 as in [AK1] and [CK] :
Notation. Let µ be a complex number such that µ 5 = 1. Let
i=0 B i is the base locus of the pencil of quintic hypersurfaces X t . Each B ij is a quintic curve in P 2 and each B ijk is a set of 5 points in P 1 . Here i, j, k, l, h will stand for pairwise different indices from 0 to 4. For each pair (i, j) with i, j ∈ {0, 1, 2, 3, 4}, the hyperplane (z i + µz j = 0) intersects X 0 in a cone C i,j,µ over the curve B ij , whose vertex is one of the five points of B khl . There are 50 such cones. Two such cones C i,j,µ and C k,l,ν intersect in a unique line iff i, j, k, l are pairwise different. Thus by counting we get 375 lines of intersection: each cone contains 15 such special lines, each special line is at the intersection of exactly 2 cones. The fact that the only lines in the Fermat quintic X 0 are those lying in one of these cones is proven in [AK1] .
From a local computation it can be seen that the Hilbert scheme H 0 is not reduced at any of its points ( see [CK] ). We will denote by l 1 one of the 375 special points of H 0 and by l 2 any point of H 0 away from the crossings. Then H 0 can be described locally analytically as
in a neighborhood of l 2 and as
in a neighborhood of l 1 . H.Clemens and H.Kley in [CK] recovered from this local structure the Gromow-Witten invariant for lines in quintic threefolds: namely, the local primary decomposition of the ideal (x 3 y 2 , x 2 y 3 ):
gives the following computation for the Gromow-Witten invariant:
where g 0 = 6 stands for the genus of the plane quintic.
In the remainder of this section we will answer the question concerning smoothness of the relative Hilbert scheme at the points l 1 and l 2 . For this purpose we compute the normal bundles N l1\X0 , N l1\X , N l2\X0 , and N l2\X . Notice also that the lines {l 1 } are contained in the base locus of the family (X t ) t∈C , thus the normal bundle N l1\Xt will also give us information on the structure of H around the corresponding points in the fiber H t . Let F t 
For simplicity, we will consider l 1 to be given by φ 1 : P 1 → P 4 φ 1 ((α : β)) := (α : β : −α : −β : 0) l 2 to be given by the morphism φ 2 :
with ab = 0, 1 + a 5 + b 5 = 0. Using the action of the group G × S 5 we can see that our computations hold for any l 1 and l 2 in H 0 .
We will use the following lemma, which is a version of lemma 1.8 in [CK] in our particular case: Lemma 1.1. Let U represent the universal family of lines over H. 2, 5) . Let I X denote the ideal sheaf of X in P 4 ×C, I U the ideal sheaf of U in H× C X and J U the ideal sheaf of U in H× C (P 4 ×C).
We will denote by ω the relative sheaf of differentials of U over H. Then there is a commutative diagram:
with j * surjective. On fibers over {l} ∈ H t , the upper morphism in the previous sequence is:
) which can be thought of, via Serre duality, as
We may think of Ω 1 H/C,{l} as the cokernel of the map ψ
Consider U 01 = G(2, 5)\{p 01 = 0} and {l} ∈ U 01 generic given by φ :
the line passing through the points x = (1 : 0 : x 2 : x 3 : x 4 ) and y = (0 : 1 : y 2 : y 3 : y 4 ), where (x 2 , x 3 , x 4 , y 2 , y 3 , y 4 ) are coordinates for U 01 . Then
In particular, if we consider the canonical basis (α, β) for H 0 (O l (1)) then ψ 2t , corresponding to the line l 2 embedded by φ 2 , is
or, in matrix form with respect to the standard bases of H 0 (O l2 (1)) and H 0 (O l2 (5)):
The determinant of this matrix is t 2 (a
ψ 1t may be obtained from the above by setting a = −1, b = 0. Thus:
, can be obtained from the exact sequence
whereψ t is obtained from ψ t by adding the row: 
Note that A.Albano and S.Katz have shown in [AK1] that the local dimension of H is 2 at each point of H 0 .
We can summarize the above results in the following: Lemma 1.2. With the above notations, we have:
and N l1\Xt = O P 1 (−1) ⊕ O P 1 (−1) for t = 0. Thus the relative Hilbert scheme H of the Dwork pencil is smooth at the points of H 0 other than its crossing points. It contains as irreducible components 375 smooth curves corresponding to the base locus of the family H t . These curves intersect the rest of H only in the 375 crossing points of H 0 .
Proof. By Grothendieck's lemma,
for any of the above mentioned lines l ⊂ X t , where a + b = −2 by adjunction. This, together with formulas (1.2)-(1.6) are enough to establish the form of N l\Xt . For N l\X , use that
with a ≤ c, b ≤ d and c + d + e = −2, since N l\X is the middle term in the exact sequence
The local proprieties of H are deduced via the identifications of the tangent spaces:
In fact, some of the above results have already been obtained via different methods in [AK2] .
2. The relative Hilbert scheme H in a neighborhood of H 0 : the Hilbert scheme as a gradient scheme
In [C2] , the relative Hilbert scheme of curves on a family of Calabi-Yau threefolds is constructed locally analytically as a (relative) gradient scheme, more precisely as the zero scheme of the exterior derivative of an analytic function on an analytic family of differentiable curves in the threefolds. In this section we will see how the description of H locally as a gradient scheme can give us information on its behavior in the neighborhood of H 0 .
The following lemma will prove useful in this context:
Lemma 2.1. Let C denote one of the 375 curves identified above as components of the relative Hilbert scheme. Let M ⊂ O C denote the maximal ideal at t = 0. Then in a neighborhood of 0, the maximal ideal M annihilates the stalk of
Proof. With the same notations as in the preceding section,
With the presentation of ψ 2t on C from Lemma 1.1
and therefore M annihilates the sections of Ω 1 H/C ⊗ O U01∩C . The preceding lemma and the fact that locally analytically the Hilbert scheme may be written as a gradient scheme can be used to establish the following proposition: Proposition 2.2. Let l 1 be one of the crossing points of H 0 . Then there exists an analytical neighborhood U of l 1 such that for t close to 0, H t ∩ U consists of two smooth disjoint curves and an isolated zero, (which is C ∩H t ). Moreover, (H\C)∩U is a smooth irreducible surface.
Proof. As mentioned before, in an analytical neighborhood of l 1 , the Hilbert scheme H 0 can be described as Spec C [[x, y] ]/(x 3 y 2 , x 2 y 3 ) (where the coordinates x, y can be thought of as coordinates in an analytic disc of dimension 2 = h 0 (N l1\X0 )). Following [C2] , an easy exercise shows that a potential function Φ 0 , whose gradient gives H 0 , can be written, after an appropriate choice of coordinates, as x 3 y 3 .
Furthermore, one can extend the function x 3 y 3 to some analytic function Φ(x, y, t) such that Φ(x, y, t) = x 3 y 3 + tg(x, y) + t 2 h(x, y, t)
and, in some analytical neighborhood U of l 1 , H is given by the zeroes of the differential of Φ in the direction of the fiber:
Moreover, we can choose coordinates x, y, such that C is given by (x = y = 0) on U . This means that g x (0, 0) = g y (0, 0) = 0, i.e.
g(x, y) = ax 2 + 2bxy + cy 2 + o(3).
In this setting,
and under these conditions Lemma 2.1. implies that
In other words, Φ x = 3x 2 y 3 + t(Ax + By),
where A, B, C, D are analytical functions in x, y, t, with AD − BC invertible in an analytic neighborhood of (0, 0, 0). Notice
where k 1 (x, y, t) := 3x 2 y(Cy − Ax) + t(CB − AD).
where k 2 (x, y, t) := 3xy 2 (Dy − Bx) − t(CB − AD). Since AD − BC is invertible in an analytic neighborhood of (0, 0, 0), it follows that the Hilbert scheme H t is given in that neighborhood by the ideal (yk 1 (x, y, t), xk 2 (x, y, t)).
On the other hand, H has at least one local component of dimension 2, that cannot be given by x = 0 or y = 0 since x = y = 0 is isolated in H t for small non-zero t. So k 1 = Ek 2 for a unit E, and the zeroes of k 1 give a smooth surface with tangent plane (t = 0) at (0, 0, 0). By inspection on k 1 and k 2 we get that E must equal 1, A = D = 0 and B = C.
Thus for U small enough, H∩U has irreducible components given by (x = y = 0) and (k 1 = 0), and H t ∩ U consists of the two smooth disjoint curves
together with the isolated point x = y = 0. Proposition 2.3. For t = 0 in an analytical neighborhood of 0, the relative Hilbert scheme H t is a smooth curve, together with 375 isolated points.
Proof. It remains to prove that as it departs from a point l 2 in the t-direction, the non-reduced curve H 0 splits locally analytically into two non-intersecting analytical open subsets of H t , both of which are smooth, 1-dimensional.
In an analytical neighborhood of l 2 , the Hilbert scheme H 0 can be described as
Here again, as in the previous proposition, the coordinates x, y can be thought of as coordinates in an analytic disc of dimension 2 = h 0 (N l2\X0 ), which is in accord with the data in [C2] . Thus one can again extend the function
For any {l} ∈ U ∩ H, dim T H,l = 3 − r(x, y, t) where r(x, y, t) is the rank of the following matrix
Since (0, 0, 0) is a smooth point of H, we necessarily have:
On the other hand, (x, y, 0) is also a smooth point of H for any x, y small enough, so
Then g y (x, y) = 0 for x = 0 and since g is analytic in x and y, this shows that g depends only on the variable x and that g x (0) = 0. Thus
where A(x, y, t) is analytic and invertible in a neighborhood of (0, 0, 0).
After an analytic change of variables we can rewrite the local equations of H on U as (x 2 − t = 0, t 2 f (x , y, t) = 0). As this should be a surface around (x, y, 0), f ∈ (x 2 − t) and this concludes the proof.
By combining the local information on the relative Hilbert scheme H and that on the associated normal function derived from the above propositions, we obtain the following Corollary 2.4. The general fiber H t of the family H is reducible.
Proof. As before, let l 1 denote a point on H 0 which is one of the 375 basepoints of H and let l 2 denote a general point of H 0 . We define the analytic function
where ω(t) is a holomorphic 3-form on X t , varying holomorphically with t. By [?] and the formulas for Φ x , Φ y in the proof of Proposition 2.3 we find that in appropriate analytic coordinates (x, y, t), F is given in a neighborhood of (l 2 , 0) by
is not constant in a neighborhood of (l 2 , 0), because of the branching given by
Since F should be constant on each component of H t , it follows that H t has at least two different connected components.
A more detailed algebraic analysis of the Stein factorization of H → C will be given in sections 6 and 7.
The van Geemen lines
In [AK2] it is proven that the generic Hilbert scheme H t has a component of dimension 1. The proof is based on identifying a particular set of 5000 points on each H t -the van Geemen lines. We know that the generic quintic threefold contains 2875 lines. Since no smooth quintic admits a 2-parameter family of lines, this shows that H t has a component of dimension 1.
Following is a brief description of how the van Geemen lines occur in the quintic X t . After that, N l3\Xt and N l3\X are computed by the methods introduced in section 1, to the effect that all van Geemen lines are smooth points of H. Also, all but those over the fibers at the fifth roots of Consider lines passing through points of the form: (1 : 1 : 1 : a : b) and (1 : ξ : ξ 2 : 0 : 0) in P 4 , where ξ is a complex number satisfying 1 + ξ + ξ 2 = 0. The conditions for such a line to be contained in one of the X t -s are:
Let l 3 denote such a line. There are 10 distinct solutions of the above equation for each t = 0. Using the action of the group G × S 5 one obtains a set of 5,000 lines in each X t (see [AK2] ). These will be called the van Geemen lines.
Consider the Plücker embedding of the Grassmannian G(2, 5) in P 9 . Notice that all the van Geemen lines correspond to points inside the 10-degree hypersurface in P 9 :
{p ij = 0}.
On the other hand, we know that H 0 ⊂ G(2, 5) consists of 50 quintic curves with multiplicity 2, thus the intersection cycle with P has number 5000. We will see shortly that, indeed, the van Geemen points in H t give exactly the above mentioned hyperplane sections on H t . We next compute the normal bundles to lines l 3 in X t , X , using Lemma 1.1. Let l 3 be given by the morphism φ 3 :
with b 5 + a 5 = 27, tba = 6. As before, one works with the exact sequence:
Then writing as before in terms of canonical bases for H 0 (O l3 (1)) and H 0 (O l3 (5)):
Since the 3-rd and the 6-th columns of the above matrix are linearly dependent, h 0 (N l3\Xt ) = dim Ker ψ 3t ≥ 1 for all t = 0. If a 5 = b 5 then rows 3 and 5 are linearly dependent and the same is true of rows 4 and 6. In this case one can immediately check that the rank of the above matrix is 4 and so
Under the condition a 5 = b 5 , the equations for the van Geemen lines:
yield solutions a = µ 1 5 27 2 , b = µ 2 5 27 2 and t = 5 2 7 3 µ where µ 1 µ 2 µ = 1 and µ 1 , µ 2 are 5-th roots of unity. Otherwise, we check that the determinant
whereψ 3t is obtained from ψ 3t by adding the row:
These results can be summarized in the following:
Lemma 3.1. With the above notations, we have:
Thus the relative Hilbert scheme H of the Dwork pencil is a smooth surface at the van Geemen points; all the fibers H t are smooth at these points except those where t is a fifth root of
4. Algebraic description of the universal line U away from U 0 and the van Geemen lines
Notation. As before, let G(2, 5) denote the Grassmannian of lines in P 4 . Let
Let U ⊂ H × P 4 denote the universal line of H. LetŪ ⊂H × P 4 denote the closure of U in F (1, 2, 5).
Let U be the projection of U ⊂ F (1, 2, 5) × P 1 to F (1, 2, 5).
Notation. For each i ∈ {0, ..., 4}, let Ψ i denote the rational map from F (1, 2, 5) to P 3 , defined by
where y = (y 0 : ... : y 4 ) ∈ l ⊂ P 4 and x = (x 0 : ... :
The restriction on U of the rational map Ψ i will be the main tool in our algebraic study of U away from the van Geemen lines and from the lines in X 0 .
We can understand the map Ψ i geometrically as follows: for a given line l ⊂
j=0 H j and a fixed point y ∈ l, we consider y to be the point at ∞ on l, and l ∩ H i to be the 0 point on l. Modulo the action of C * , this gives a parametrization on l. Thus, 4-tuples of points on l, none of which is ∞, will correspond via this structure on l to points of P 3 . We let Ψ i (({l}, y)) ∈ P 3 be given by the 4-tuple of intersection points {l ∩ H j }, where j = i. Note that this construction only works for l ⊂ 4 j=0 H j and y ∈ P 4 \ 4 j=0 H j . It extends algebraically to ({l}, y) with y ∈ H j \ k =j H k , as long as l ⊂ j =i H j . We may think of F (1, 2, 5) as the projectivization of the tangent bundle T P 4 . Over (C * ) 4 = P 4 \( 4 j=0 H j ), this bundle is trivial and any of the maps Ψ i gives a trivialization of it.
Notation. Let U ⊂ U be defined as:
Let U ⊂ U be the projection of U on F (1, 2, 5).
Notation. Consider the Plücker embedding of G(2, 5) in P 9 , with coordinates p ij . Let H ⊂ H be defined as the preimage in H of G(2, 5)\( 4 i,j=0 {p ij = 0}). The following notations will prove useful in describing the subset U ⊂ U and the morphisms
Notation. Let ({l}, y) ∈ F (1, 2, 5) be such that
Following the discussion above, if x varies in one of the coordinate hyperplanes
give coordinates for the restriction of the P 3 -bundle F (1, 2, 5) over 
be the fundamental symmetrical polynomials in (u 0 , ..., u 4 ).
For any k ∈ {0, ...4}, let
For i, j ∈ {0, ...4}, we let where
Notation. If x = y, we may consider the line l passing through x and y to be parametrized with coordinates (α : β) and embedded in P 4 by the morphism φ :
In the new coordinates ((y j ) j , (u j ) j ): 
Proposition 4.1. U is a 3-dimensional quasi-projective variety, reduced and complete intersection in
with the line l parametrized and embedded in P 4 by the morphism φ : P 1 → P 4 given in equation (4.1). The line l is in one of the X t -s, for some t ∈ C, if φ * (F t ) ≡ 0 as a degree 5 homogeneous polynomial in (α : β). This gives six equations in u = (u 0 : ... : u 4 ), y = (y 0 : .. : y 4 ): is a linear combination of the first five rows (r i ) i∈{0,...,4} :
Thus after setting u i = 0, one gets 5 equations defining a reduced complete intersection in P 3 × (C * ) 4 .
Corollary 4.2. Let y ∈ X t for some t ∈ C satisfy 4 j=0 y j = 0.
Then a line l ⊂ P 4 has contact of order ≥ 5 with X t at the point y if and only if
Proof. Looking back at the way equations (4.4) were obtained, one notices that the first k equations in (4.4) define the subset
Thus the corollary rephrases the statement that the 6-th equation in (4.4) is a combination of the other five.
Theorem 4.3. The inverse image of H /Ĝ in U/Ĝ is a smooth, irreducible, rational threefold. Thus H /Ĝ is a smooth irreducible unirational, therefore rational, surface.
Proof. If u is an element of P 4 \ j =k {u j = u k } , then the matrix M (u) is invertible. In this case, equation (4.2) can be rewritten as If one thinks of G(2, 5) as embedded in P 9 by the Plücker embedding, then, in terms of the coordinates ((y j ) j , (u j ) j ),
So, if y is such that 4 i=0 y i = 0, then the conditions y ∈ l, {l} ∈ H are equivalent to the fact that M (u) is invertible. The map γ i defined above is thus a smooth morphism at such pairs (l, {y}) and therefore the images of these points are smooth in U/Ĝ. The points of U standing over these points of U/Ĝ are also smooth.
Next we will take a closer look at the lines excluded by the previous corollary:
Theorem 4.4. Let l ⊂ X t be a line such that {l} ∈ H\H . Then either l ⊂ X 0 or l is a van Geemen line.
Proof. For symmetry reasons, it is enough to check the proposition for l with p 01 = 0. Assume that l ⊂ X 0 . Then one can choose a point y on l such that 4 i=0 y i = 0. Indeed, one can always do that as long as l is not included in one of the coordinate hyperplanes H i . But if l ⊂ H i and l ⊂ X t for some t ∈ C, then l is in the base locus of the pencil X and thus also in X 0 .
In the proof of Theorem 4.3 it is shown that the condition p 01 = 0 becomes u 0 = u 1 . By considering the map ψ 0 , one may assume
The proposition can be proven by analyzing equation (4.2) in this context. Because u 0 = u 1 = 0, all the other u j -s satisfy the following:
In particular, for k = 1 one obtains that the last 4 rows of the matrix M (u) = M (u 01 ) are linearly dependent and thus, the last 4 rows of C(u) should necessarily satisfy the same dependence relation:
Because s 4 (u 01 ) = 0, this relation simplifies to:
where ξ is a primitive third root of unity.
For symmetry reasons it is enough to study the case Notice also that if any one of the coordinates (u 2 , u 3 , u 4 ) is 0, then yet another one should be 0. But it is easy to check that there is no line inside X passing through a point four of whose coordinates are 0. Thus one obtains that u 2 u 3 u 4 = 0. This, together with equation (4.8), justifies a change of coordinates to v 01 := (v 2 : v 3 : v 4 ), where
Equation (4.8) becomes:
The u-terms involved in the algebraic description (4.5) of U transform as follows under the change v i = 1 ui :
where top = 5 for u = u and v = v, top = 4 for u = u i and v = v i etc.
Given (v 2 : v 3 : v 4 ), equations (4.5) will determine (y Alternatively, following formulas (4.10), and (4.11):
Thus one derives:
for j ∈ {2, 3, 4}. Using the identities:
But formula (4.9) implies 3s 2 (v 01 ) − s 2 1 (v 01 ) = 0 and then
or equivalently,
for j ∈ {2, 3, 4}. Thus one obtains: for some fifth roots of unity µ 2 , µ 3 , µ 4 . From here, (y 2 : y 3 : y 4 ) = (v 2 x 2 : v 3 x 3 : v 4 x 4 ) = (v 2 µ 2 : v 3 ξ 2 µ 3 : v 4 ξµ 4 ). (4.14)
In view of formula (4.9), the last statement leads to the following: If l satisfies p 01 = 0, then its projection on the last three coordinates:
is a line of equation This, together with formula (4.13), is enough to characterize a van Geemen line.
Putting together the information on smoothness gathered along these 4 sections, one may conclude:
Proposition 4.5. Outside the lines in the base locus of the family X , U is a smooth threefold.
The surface component S of H

Putting together the results of Sections 1 through 4, one can prove:
Theorem 5.1. The irreducible components of the relative Hilbert scheme H are given by:
where S is a smooth quasi-projective surface proper over C and for each i, π |Zi : Z i → C is an isomorphism. The Hilbert polynomial of the family S inside G(2,5) is p t (n) = 500n − 1250.
Proof. Consider the Plücker embedding G(2, 5) ⊂ P 9 . Let
{p ij = 0}   denote the torus in P 9 : Theorem 4.4 shows that for each t = 0, the intersection of H t with the border of the torus T consists of the 5000 points (2500 for t = 2 5 4 3 µ), representing the van Geemen lines of the quintic, together with 375 isolated points. Following the description in Section 3, the union of all the van Geemen points of the relative Hilbert scheme H gives a set of 500 smooth irreducible curves in P 2 × C satisfying equations like these:
where (a : b : c) are homogeneous coordinates in P 2 . Each of these curves is a 10-1 cover of C, branched over 0 and 2 5 4 3 µ. From the Propositions 2.2 and 2.3 one gathers that there is only one irreducible 2-dimensional component S of H containing H 0 and moreover, this is the only irreducible 2-dimensional component of H which intersects H 0 . But since all the irreducible curves of van Geemen points intersect H 0 , it follows that they are all contained in S.
On the other hand, as a result Section 4, the preimage H of G(2, 5) ∩ T in H is also irreducible. Indeed, Theorem 4.3 states that H /Ĝ is irreducible; a simple exercise starting from equations (4.5) shows that H itself is irreducible. One may also find a further verification of this fact in formula (6.6), which explicitly describes the map γ i . Theorem 4.4 shows that H\H consists of the lines in the base locus of X , plus those in H 0 and the van Geemen lines, contained, as seen above, in S. From the structure of H:
where S is a smooth quasi-projective surface proper over C and for each i, Z i corresponds to some line in the base locus of X , so π |Zi : Z i → C is an isomorphism.
The Hilbert polynomial of the family (S t ) t can be computed as
since each C i,j,µ is embedded in G(2,5) as a degree 5 plane curve, each of the 375 base-locus points is at the intersection of exactly 2 of the components of H 0 red , with intersection multiplicity 1, while the whole H 0 red is embedded in H with embedding multiplicity 2.
Theorem 5.2. The quotient S/Ĝ of the surface S is a smooth, irreducible, quasiprojective rational surface, proper over C.
Proof. The finite groupĜ acts on the smooth surface S. One needs to check whether the quotients of those points having non-trivial isotropy groups under this action are smooth points of S/Ĝ. First recall from Theorem 4.3 that the open subset H /Ĝ of S/Ĝ is smooth and rational. The complement of H in S consists of the van Geemen lines and the lines in H 0 . Each of the van Geemen lines has a trivial isotropy group, as can be easily seen from their definition. Consider now a line l 1 in the base locus of the family X , and a line l 2 contained in X 0 , but not in the base locus. The point {l 2 } ∈ H 0 has order 5 isotropy group G 2 : if, for example, l 2 passes through (1 : −1 : 0 : 0 : 0) and (0 : 0 : x 2 : x 3 : x 4 ) ∈ P 4 , then
The point {l 1 } ∈ H 0 has order 25 isotropy group G 1 : if, for example, l 1 passes through (1 : −1 : 0 : 0 : 0) and (0 : 0 : 1 : −1 : 0) ∈ P 4 , then
, with two generators (1 : 1 : µ : µ : µ) and (µ : µ : 1 : 1 : µ). Each of these generators gives a pseudoreflection of S, i.e. the set of points in S fixed by it is a divisor of S. Indeed, the set of points in S fixed by (1 : 1 : µ : µ : µ) corresponds to the lines in the cones C 0,1,ν , of vertices [ST] , the above property is sufficient for the images of l 1 and l 2 to be smooth points of S/Ĝ. Thus S/Ĝ is smooth everywhere.
Properties of the fiber (S/Ĝ) w
We are now ready to prove: Proposition 6.1. The family (S/Ĝ) has double fiber at w = 0, 
Starting from formula (4.5), we will derive the equation of the surface U i w in P 3 and then will prove that U i w has two irreducible surface components.
First, one can explicitly write down the inverse γ i of the above map. Although in this context the i-th coordinate u i = 0, we will treat it here as all the other coordinates, for symmetry purposes. If u j = u k for all j, k ∈ {0, ..., 4}, the matrix M −1 (u) has elements
where j, k ∈ {0, ..., 4}. (Indeed, starting from the identity
one finds that
where δ jl is the Kronecker delta symbol.) By formula (4.5), γ i is given by
With the identity
we further simplify:
The following lemma can be verified by direct computations:
Lemma 6.2. Let {h, i, j, k, l} = {0, ..., 4}. g(u i ) has the following proprieties:
To recap, we have shown that the inverse γ i ofψ i is given by:
By taking product of the equations (6.6) when j varies from 0 to 4 and then simplifying the 4 j=0 y 5 j -factor, one finds the pullback by γ i of the equation for (U/Ĝ) w , on the set
where w = t 5 . After simplification, here is the equation of the surface U i w in P 3 :
To prove the existence of two irreducible components of U i w , we will find a symmetric, homogeneous degree 10 polynomial P (u) such that
Equations (6.7) and (6.8) will thus show that the fiber at w = 2 7 3 appears with multiplicity 2 in the family (U/Ĝ) w . Also, equation (6.7) may be rewritten as 1 − 3w 2 7 δ 2 (u) − w 2 5 P 2 (u) = 0, (6.9) which factors as the product of two equations for each w ∈ C. Moreover, for generic w, each of these equations define an irreducible surface in P 3 . In order to write P (u) explicitly, one can consider
δ 2 (u) as a rational function in the variable u 0 and decompose it into a sum of simple fractions: (6.10) with coefficients satisfying:
Using properties (6.1) -(6.3) in lemma 6.2, one finds:
δ(u 0i ) . Next one checks that
does not depend on i and
Indeed, one can verify the last two properties by again decomposing into sums of simple fractions in new variables u i . It is enough to do it for i = 1:
after using properties (6.4) and (6.2). (Here {i, j, k} = {2, 3, 4}). On the other hand, writing
as a sum of simple fractions in the variable u 1 and using Lemma 6.2, one obtains the following:
Since this works equally well for each E i (u 0 ), we have proven formula (6.12) which in turn implies
Thus formula (6.8) is proven. We now know that for w generic, the fiber (U/Ĝ) w has two irreducible components. Going back to (S/Ĝ) w , notice that the two corresponding irreducible components must be disjoint. Indeed, formula (6.8) shows that the points of intersection of the above two components, if existent, should be among the van Geemen lines. This would contradict Lemma 3.1 which states that for t = µ 5 2 7 3 , the van Geemen lines define smooth points of S t . Also, a simple check shows that the group G acts freely on the set of these lines and they also give smooth points of (S/Ĝ) w (see also Lemma 6.3). Thus for w = 0, More information on the fiber (S/Ĝ) w can be derived by studying the action of the groupĜ on S. One can decompose this action into the action of G, which fixes the fiber, and that of µ = j µ j on t ∈ C. The group of fifth roots of unity acts freely on (C) * . The smoothness of the generic (S/G) t follows via the following lemma:
Lemma 6.3. Let the group G act on the projective space P 4 with coordinates (x 0 : ... : x 4 ). Then the only lines in P 4 with nontrivial isotropy group are those inside the hyperplanes H i = (x i = 0). Proposition 6.4. For t generic, H t /G consists of two isomorphic smooth genus 6 curves together with 15 isolated points.
Proof. By the preceding lemma, G acts freely on S t for all t = 0. Thus the generic quotient S t /G consists of two smooth curves of genus 6, as may be computed by the Hurwitz formula. Each of the 375 isolated points has an isotropy group of order 5, thus one obtains 15 isolated points in the quotient.
Remark 6.5. By Hurwitz formula, the irreducible components of H 0 /Ĝ are all rational. Indeed, with the notations of section 1 and Theorem 5.2, there is an order 5 subgroup ofĜ permuting the cones (C i,j,µ ) µ , another order 5 subgroup fixing each element of C i,j,µ , and from the order 25 remaining action: 2 · (6 − 1) = 25 · 2(0 − 1) + 15 · 4.
Since there are 10 such irreducible components of H 0 /Ĝ, intersecting two by two at 15 points, one immediately gets a total genus of 6 for the reduced H 0 /Ĝ.
Properties of the fibers S t
Proposition 7.1. The fiber of the family (S t ) t at t = 0, 2 5 4 3 µ consists of two isomorphic connected curves of genus 626 and degree 250 in G(2,5). The fibers at t = 0 and 2 5 4 3 µ are connected and are contained in the family with multiplicity 2. The set of all the connected curves in the family can be parametrized by a quasiprojective curve which extends to a genus 2 hyperelliptic curve C 2 .
Proof. Proposition 6.1 shows that for w = 0, 
where β/Ĝ extends to a double cover of P 1 branched at 0 and 2 7 3 . A similar statement is true for the fibers S t . The fact that theĜ-action does not influence the number of connected components of the generic fiber may be checked in different ways: either by recalling the behavior of H in a neighborhood of H 0 described in Section 2, or computationally be checking that the equations (6.6) are in general irreducible.
Consider the closureS of the quasi-projective surface S in G(2, 5) × P 1 . LetS be the normalization ofS. By Stein factorization theorem, the morphismSπ − −−− → P 1 factors asSπ 2 − −−− → C 2β − −−− → P 1 , whereπ 2 is a projective morphism with connected fibers andβ is a 2-1 morphism, ramified over 0 and 2 5 4 3 µ, for µ 5 = 1, while the curve C 2 must be hyperelliptic of genus 2.
The stable limitsS ∞ andS ∞ /Ĝ
Consider the following two compactifications of the surface S at t = ∞: First, letS be the closure of the quasi-projective surface S ⊂ G(2, 5) × C in G(2, 5)×P
1 . This surface is in fact not normal and the fiberS ∞ has some embedded points, as Lemma 8.2 will show.
Second, letG(2, 5) denote the blow-up of the Grassmannian G(2, 5) of lines in P 4 , along the subvarieties G i (2, 4) parametrizing lines inside the coordinate hyperplanes of P 4 . LetS be the closure of S inG(2, 5) × P 1 . The surfaceS turns out to be smooth, as will be seen in Theorem 8.3. The fiberS ∞ is the stable limit of the family S at t = ∞ and consists of two connected componentsC ξ andC Set {h, i, j, k, l} = {0, . . . , 4}. Working on the affine subsets
amounts to taking product of three separate blow-ups, in the directions (x k , y k ), (x l , y l ), and (x h , y h ):
The fibers contained in the exceptional divisors are: 3) ), where each G ij (2, 3) denotes the Grassmannian of lines in the plane (x i = x j = 0)
• P 1 × P 1 over points of G ij (2, 3) except for those corresponding to the lines
Furthermore, if one identifiesS, respectivelyS with their images in G(2, 5) and G(2, 5), one will obtain that
scheme-theoretically, where E i are the exceptional divisors inG(2, 5). This allows for a simple algebraic presentation ofS, to the effect thatS is a smooth surface. The action of the groupĜ on G(2, 5) extends canonically to an action onG(2, 5), making the morphism p :G(2, 5) → G(2, 5) G-equivariant. A brief study of this action will show thatS/Ĝ is a smooth surface and the stable limit at w = ∞ of the family S/Ĝ is
whereC ξ /Ĝ is the union of 5 smooth rational curves intersecting pairwise transversely.
Here we will keep the notations introduced at the beginning of section 1. In [AK2] , the subset I of G(2,5) consisting of all the lines incident to the 5 components of the base locus B is described as a complete intersection surface in G(2,5) given by the following equations:
for i=0,...,4. One of these five equations is a linear combination of the others, which amounts to saying that whenever a line l intersects 4 of the components B i , it automatically intersects the fifth.
According to the possible multiplicities of intersection of a line l with the various B i -s, one distinguishes the following irreducible components of I:
(1) 50 components, each of which consists of lines in a cone over one of the B l -s and having as vertex one of the points in B ijk ;
(2) 15 components, each of which consists of lines intersecting two of the curves B ij and B kl ; (3) 10 components, each of which consists of lines intersecting one B ij and B k and B l and B h (but in general not B kl , B kh or B lh , nor B ijk B ijl or B ijh ); (4) The image ofS ∈ G(2, 5) × P 1 through projection on the Grassmannian G(2, 5).
We will start with a description ofS initiated by [AK2] :
Proposition 8.1.S is isomorphic onto its image in G(2, 5), which is the closure of the set
Proof. Indeed, if one considers the line l embedded as φ : P 1 → P 4 , then {l} ∈ H if and only if the pull-back φ * f of the rational map on P x 0 x 1 x 2 x 3 x 4 is a constant map, i.e. φ
and on the other handS is contained in the variety I of all the lines intersecting the B i -s. SinceS is irreducible, it is the closure of the above open set.
Lemma 8.2. The reduced structure ofS ∞ is given by:
where all C ξ i and C ξ 2 i are smooth irreducible curves of genus 76, and they intersect pairwise transversely as follows: for each i, j ∈ {0, ..., 4},
All the components C Proof. Let G i (2, 4) denote the Grassmannian of lines contained in the hyperplane H i = (x i = 0) in P 4 . By the description ofS given above, the reduced structure of S ∞ consists of five copies of L i , the closure in G i (2, 4) of the set
Take for example i = 4. Again, L 4 is a subvariety of the complete intersection curve C 4 in G(2,4), which consists of all the lines in (x 4 = 0) intersecting the curves B 4j . C 4 is given by the following homogeneous ideal implies the existence of the following irreducible components of C 4 , each appearing with multiplicity 1:
• 30 curves, corresponding to 30 cones in P 3 , one through each of the points of B 4ij , i, j ∈ {0, ...3}; (recall that each B 4ij is a union of 5 points B µ 4ij , one for each fifth root of unity µ). For example, the prime ideal of one of these curves would be: • 2 other smooth irreducible curves: .
These last two components will be part ofS ∞red . By working with the affine cover of principal open sets U ij = (p ij = 0) of G(2,4), we can verify that these are all the irreducible components of C 4 , that they are smooth, they appear with multiplicity 1 and the multiplicity of intersection of two components at a point of intersection is always 1. For example, on the affine set U 01 , with coordinates
for i ∈ {2, 3}, the local equations of C 4 are: 3 ) + +5x 2 x 3 y 2 y 3 (x 2 y 3 + ξx 3 y 2 )(x 2 y 3 + ξ 2 x 3 y 2 ).
The components of C 4 intersect at the following points:
• 25 × 3 = 75 points l µ,ν (n) and p S∞ (n) in G(2, 5) ⊂ P 9 :
{i,j}⊂{0,1,2,3},µ
(n) = 5n−5, since these curves embed in P 9 as plane quintics,
(n) and p C4 (n) = 250n − 1375, since C 4 is a (5, 5, 5, 2) complete intersection in P 5 ⊂ P 9 . Thus l , where {0, ..., 4}\{i, j, k, l, h}). There are 250 such points when {i, j, k} ⊂ {0, ..., 4}. These points will also be denoted by {P s lh } l =h∈{0,...,4} , with s ∈ {1, . . . 25}. In our example h = 4.
Notice also that none of the 375 points l µ,ν (ij),(hk) in the base locus is contained in S ∞red . From here pS ∞red (n) = 500n − 2250.
Comparison with the formula for the Hilbert polynomial of the family (S t ) t in Proposition 4.4 shows that the fiberS ∞ must be embedded with multiplicity 1 inside the family (S t ) t . It also shows that there must be some embedded points in S ∞ , which will give singular points ofS. We will see shortly that these points are exactly {P s lh } , thus each appearing with multiplicity 5 inS ∞ .
We now proceed with the description of the strict transformS ofS: Theorem 8.3. The surfaceS is smooth.
The fiberS ∞ is the stable limit of the family S at t = ∞ and consists of two connected componentsC ξ andC ξ 2 , which are isomorphic and reducible:
withC ξ i smooth isomorphic curves of genus 76, intersecting pairwise transversely at 25 points each.
Proof. By examining the morphism p :G(2, 5) → G(2, 5) locally, we will see that no fibers of the exceptional divisors are contained inS, that for each pair C ξ i and C ξ 2 i , the two components are separated and p desingularizesS. We will work over A 6 ∼ = U 01 ∈ G(2, 5). Looking at the restriction of p:
one finds two types of affine charts, which after all possible permutations cover the entireṼ 01 :
(1) A 6 with coordinates {u i , y i } i∈{2,3,4} , where the original coordinates {x i , y i } i∈{2,3,4} on U 01 satisfy:
x i = u i y i . The exceptional divisor E i = (y i = 0) and u i is the coordinate along the fiber of the exceptional divisor over the corresponding component of the blow-up locus.
(2) A 6 with coordinates {u 2 , y 2 , u 3 , y 3 , x 4 , v 4 }.
(y 2 ), (y 3 ) and (x 4 ) give the exceptional divisors.
Case (1) As before, one sees that the fourth row of the augmented matrix is just a linear combination of the others. After removing the exceptional divisors E 2 , E 3 , E 4 , one is left with the irreducible surfaceS given by:
Consider the intersection with the exceptional divisor E 4 : Then y 4 = 0 and σ 1 , σ 2 , σ 3 satisfy in this case the identity:
which in terms of the equations (8.1) is equivalent to:
The conditions u 2 = −ξu 3 and u 2 = −ξ 2 u 3 , where ξ 2 + ξ + 1 = 0, give the direct 4 do not intersect, because condition σ 5 + 1 = 0 excludes the case u 2 = u 3 = 0. Also, in this open setS contains no fibers in the exceptional divisor E 4 : such fibers would satisfy σ 1 = 0, which would also imply σ 2 = 0. But these two equations in u 2 , u 3 , y 2 , y 3 have no common solutions with σ 5 + 1 = σ 0 + 1 = 0. The intersectionS ∩ E 4 ∩ E 3 immediately gives:
for two fifth roots of unity µ and ν. Also, σ 2 − Proof. Working locally over A 6 ∼ = U 01 ∈ G(2, 5), and considering forG(2, 5) the local coordiantes set up in the proof of Theorem 8.3, it is not difficult to derive the action ofĜ onG(2, 5): If g = (1 : µ 1 : µ 2 : µ 3 : µ 4 ) ∈Ĝ and {l} ∈ G(2, 5) is the line passing through (1 : 0 : x 2 : x 3 : x 4 ), (0 : 1 : y 2 : y 3 : y 4 ), then g * (x i ) = µ i x i and g * (y i ) = µ i y i /µ 1 and since x i = u i y i , it follows that g * (u i ) = µ 1 u i for all i ∈ {2, 3, 4}.
Recall from Theorem 5.2 that S/Ĝ is smooth. The proof that all points ofS ∞ /Ĝ are smooth inS/Ĝ follows the same argument as in the proof of Theorem 5.2. A general point ofC respectively. Again following [ST] ,S/Ĝ is smooth. The Hurwitz formula for the genus g ofC Here we will use the incidence variety I and the description of its components from Section 8 to compute the class [S] ofS in the cohomology ring of the Grassmannian, and the degree of V as threefold in P 4 . The method is to compute the class of each component of I and then eliminate the irrelevant components to get S.
Lemma 9.1. Let I be given in the Grassmannian G(2, 5) by the ideal I = ( Then all the 2-dimensional components of I appear with multiplicity 1 in the ideal I.
Proof. The proof of Proposition 8.1 implies the present lemma for those components of I contained in one of the Grassmannians G i (2, 4). In particular,S appears with multiplicity 1. Consider now the ideal I localized on U 01 = (p 01 = 0), with the usual coordinates {x i , y i } i∈{2,3,4} . The generators of I: Proof. Recall the morphism p : F (1, 2, 5) → P 4 . Let H = p * O P 4 (1). The degree of V is:
By projection formula and the identity q * (H 3 ) = σ 2 :
deg ( To compute the degree of ϕ i , set i = 0 and consider a generic point x of B 0 . We consider the projection of vertex x down to H 4 and count 125 points where the images of the surfaces B 1 and B 2 intersect B 4 . Now we count how many of these lines are in components of type (1) Another set of lines have been counted twice: those 15 through x and intersecting two curves B ij and B kl with {i, j, k, l} = {1, 2, 3, 4}.
Adding everything up, one obtains 30 lines through x which are in the universal family U.
The special fibers of the morphism ϕ i occur at the special lines studied before: those in S 0 and the van Geemen lines.
Let V t = p * q * (S t ), for any t ∈ P 1 . V t is a degree 500 surface in P 4 , as can be easily checked either at t = 0 or t = ∞.
Notice that by our computations, V ∩ X t = V t ∪ ( 4 i=0 B i ) is a reduced surface of degree 250 · 5 = 1250. As expected, each of the 5 surfaces B i appears with multiplicity 30 in V ∩ X t .
Remark 9.5. In unpublished work, G.Pacienza has computed the degree of the the 2-dimensional locus of points where lines intersect a generic quintic threefold X with multiplicity at least 5, to be 650. If X = X t is one of the quintics in the Dwork pencil, the above locus is reducible to the degree 500 surface V t and the 5 components of the base locus of X , each appearing with multiplicity 6.
