On the asymptotic behaviour of Laplace-type multiple integral solutions of linear differential equations  by Breen, Sinéad & Wood, Alastair
Journal of Computational and Applied Mathematics 171 (2004) 103–112
www.elsevier.com/locate/cam
On the asymptotic behaviour of Laplace-type multiple integral
solutions of linear di(erential equations
Sin+ead Breena, Alastair Woodb;∗
aDepartment of Mathematics, National University of Ireland, Maynooth, Co. Kildare, Ireland
bSchool of Mathematical Sciences, Dublin City University, Glasnevin, Dublin 9, Ireland
Received 7 July 2003; received in revised form 25 September 2003
Abstract
Multiple integral solutions of two classes of nth-order di(erential equations are considered. These represen-
tations have been known since the 19th century. This note points out the connection between these integrals
and recent work of the 5rst author and of Paris and Liakhovetski (Frac. Calc. Appl. Anal. 3(1) (2000) 63).
The asymptotic behaviour is 5rst obtained by rewriting these multiple integrals as Mellin–Barnes integrals.
We then show how such integrals may be transformed into a generalised Fax+en integral and an expansion of
wider validity obtained.
c© 2004 Elsevier B.V. All rights reserved.
1. Introduction
In 1871, Spitzer [12] constructed a double integral solution of the equation
y(n)(x)−
2∑
r=0
arxry(r)(x) = 0; (1)
where the coeBcients ar are real numbers. In 1967, W.N. Everitt drew this result to the attention
of the second author, who made use of it in his Ph.D. Thesis [13]. A student of Wood, R. Saxton,
in 1978 extended this result to the n–p equation
y(n)(x)−
p∑
r=0
arxry(r)(x) = 0 (n¿p¿ 0): (2)
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These results are described in [11, pp. 130–133]. The solution may be expressed in terms of a p-tuple
integral and its leading asymptotic behaviour as x →∞ found. The method entails substituting the
integral
y(x; s) =
∫ ∞
0
∫ ∞
0
· · ·
∫ ∞
0
×t11 t22 : : : tpp esxt1t2 :::tp−(1=n)(t
n
1+t
n
2+:::+t
n
p) dt1 dt2 : : : dtp (where sn = ap); (3)
into the original equation, then using integration by parts and recurrence relations to 5nd i in terms
of ai. A power series solution may thus be found. The n − 1 case is investigated initially, then
integrated to deduce the n− 2 case and by induction the n–p case may be determined. Riemann’s
saddle point method may then be used to compute the leading asymptotic behaviour, having 5rst
determined when saddles or endpoints contribute. Finding a complete expansion would be possible
theoretically, using the steepest descent method, but would be considerably more involved. (No
added diBculty is introduced by allowing the asymptotic parameter, x, to become complex.) An
alternative method using the properties of generalised hypergeometric functions is also given in [11,
Chapter 3].
The importance of 5nding the asymptotic behaviour of such solutions can be seen in the occurrence
of these di(erential equations both in the Kuid dynamics and magnetohydrodynamics problems of
theoretical mechanics and in the de5ciency index problem for symmetric di(erential operators of pure
mathematics where leading order terms are adequate [3,4,8]. Obviously there are alternative methods
for 5nding the asymptotic expansion of y(x) directly from the di(erential equation, including the
standard WKB approach, but such results were not widely known in the 19th century. The asymptotic
expansion of y(x; s) was found by a di(erent method by the 5rst author in her Ph.D. Thesis [2]:
this procedure is outlined in Section 3.
The second class of nth-order di(erential equation to be considered is
y(n)(x)− xpy(x) = 0; (p¿ 0); (4)
consisting only of the highest derivative and an arbitrary positive integer power multiplying the
unknown function. In 1876, Molins [9] found solutions, y(x), for Eq. (4) as linear combinations of
integrals of the form
y(x; s) =
∫ ∞
0
∫ ∞
0
· · ·
∫ ∞
0
t−1+1=(n+p)1 t
−1+2=(n+p)
2 : : : t
−1+p=(n+p)
p e
sx(t1t2 :::tp)1=(n+p)−(t1+t2+···+tp)=(n+p)
dt1 dt2 : : : dtp; (5)
where s is a root of sn+p − 1. In Section 4, we similarly review the methods which have been used
in [2,11] to treat such integrals asymptotically.
Finally, in Section 5, we show how both integrals (3), (5) may be transformed into special cases
of the multidimensional Fax+en integral, whose asymptotics have recently been given by Paris and
Liakhovetski [10]. The advantage of this approach is that it readily gives the expansion for general
complex values of z= sx. For values of z for which there is a purely algebraic expansion, the results
agree with the expansions given in Sections 3 and 4. We recall that the integrals are solutions of
the di(erential Eq. (2) when sn = ap, and of Eq. (4) when sn+p = 1. It remains an open question
whether there are other choices of parameters which make the generalised Fax+en integral a solution
of a higher order di(erential equation with power coeBcients.
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2. Method of Kaminski and Paris
The results in Sections 3 and 4 are obtained by a modi5cation of a method of Kaminski and Paris
for the asymptotics of a class of Laplace-type, double and triple integrals with an isolated, though
possibly degenerate, critical point at the origin [5,6]. These double integrals are of the form
I(x) =
∫ ∞
0
∫ ∞
0
e−xf(t1 ; t2) dt1 dt2; (6)
where f can be written as
f(t1; t2) = t

1 +
k∑
i=1
cit
mi
1 t
ni
2 + t

2
using nonnegative exponents and coeBcients only, and x is the large asymptotic parameter. The
method follows [11] in using the formula
e−z =
1
2i
∫ i∞
−i∞
()z− d; |arg z|¡ 
2
; z = 0; (7)
on each factor
e−xcit
mi
1 t
ni
2
in the integrand in order to represent I(x) in terms of iterated Mellin–Barnes integrals. Then residue
theory and the Newton polygon of f(t1; t2) are used to 5nd the asymptotic expansion. The use of the
Newton polygon in this context was an important innovation in [5,6]. The diBculties encountered
by representing I(x) as an integral transform of a function de5ned by an integral over a lower
dimensional object, as has often been attempted, is avoided.
Consider the case when f has one internal point (i.e. k = 1). Then (6) becomes
I(x) =
x−1=−1=
2i
∫ i∞
−i∞
()
(
1− m1

)

(
1− n1

)
x−1 d;
where 1 is given by 1 = 1 − m1= − n1= and c1 = 1 has been chosen for simplicity. It can
be seen that the dimensionality of the resulting integral depends on the number of internal points
(k) in the phase function and not the dimensionality of the original integral. The contributions to
the asymptotic expansion of the integral from the poles of the gamma functions are computed by
consecutively shifting the contours of integration left or right as appropriate, a technique which was
widely applied in [11]. The relationship between the asymptotic scales of x in the expansion and
the features of the Newton diagram, such as remoteness, 1 are noted in [5].
The triple integral approach follows along the same lines except now there is an extra gamma
function with contributing poles to be considered. Also, the relationship between the geometry of
the Newton diagram and the form of the asymptotic expansion is more complicated. Otherwise,
increasing the dimension of the integral to 3 or higher requires little modi5cation of the double
integral method.
1 If d is the distance from the origin to the Newton diagram, −1=d is termed the remoteness of the diagram.
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The same approach has recently been extended [7] to
I(x) =
∫ ∞
0
∫ ∞
0
g(t1; t2) e−xf(t1 ; t2) dt1 dt2; (8)
where g(t1; t2) possesses a Maclaurin series about the critical point at the origin. One such class of
functions is g(t1; t2) = t

1t

2 with ¿ − 1; ¿ − 1. In fact, in this case integral (8) can easily be
transformed into one of the earlier type (6) and the results follow from [5].
3. Spitzer integral
Although the double integral solution of the di(erential equation (1) considered by Wood [13]
does not strictly 5t into the class of integrals suggested by Kaminski and Paris [5,6] for their method,
the same procedure can be followed. This just serves to illustrate that the method is appropriate for
a wider class of Laplace integrals
I(x) =
∫ ∞
0
∫ ∞
0
g(t1; t2)e−f(t1 ; t2;x) dt1 dt2; x →∞; (9)
though the limitation that f(t1; t2; x) can only have a single critical point at the origin still applies. 2
The double integral
y(x;−1) =
∫ ∞
0
∫ ∞
0
t11 t
2
2 e
−xt1t2−(1=n)(tn1+tn2 ) dt1 dt2
is a particular solution of the di(erential equation (1), where 1 and 2 are related to the coeBcients
by
(−1)na0 = (1 + 1)(2 + 1); (−1)na1 = (1 + 1) + (2 + 2); (−1)na2 = 1:
The variables of integration are assumed to be real in this case. Thus, the phase function has a
single critical point within the domain of integration occurring at the origin and identity (7) can be
used on the factor e−xt1t2 in the integrand. Then y(x;−1) can be written, after some manipulation,
as
y(x;−1) = 1
2i
n(1+2+2(1−n))=n
∫ i∞
−i∞
n−(2=n)()
(
1 + 1 − 
n
)

(
1 + 2 − 
n
)
x− d: (10)
It can be veri5ed that this integral converges when the inequality
|arg x|¡
(
1 +
2
n
)

2
is satis5ed. (Here x is real but could be considered to be complex once these restrictions on arg x
hold.)
If we set =  ei! with |!|¡=2 in the integrand of (10), an estimate of the dominant real part
of the logarithm of the integrand can be shown to be(
1− 2
n
)
 cos ! log  ;
2 The e(ect of this restriction is to ensure that the algebraic expansion obtained by the method is not dominated by
contributions from other saddlepoints in the domain.
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which tends to ∞ as  tends to ∞ (when n¿ 2). 3 This estimate is obtained using the results
log |(+ ")| ∼ " cos ! log ("  )− "  (! sin !+ cos !) + (Re()− 12) log ("  );
log |(− ")| ∼−" cos ! log (" ) + " (! sin !+ cos !) + (Re()− 12) log (" )
−log|sin (− ")|;
from Paris and Wood [11, p. 18]. Thus the asymptotic behaviour of the integral is governed by the
poles which arise in displacing the contour of integration to the right. Poles of ((1 + 1 − )=n)
occur at
1 + 1 − 
n
=−k; k = 0; 1; 2; : : : ;
giving (1)=1+1+nk. Likewise poles of ((1+2−)=n) occur when (2)=1+2+nk; k=0; 1; 2; : : :.
Provided 1 − 2 = ln for l∈Z, all such poles are simple and the asymptotic series arising from
these sequences can be added. Thus, the asymptotic expansion of y(x;−1) as x →∞ is obtained as
y(x;−1)∼ n(1+2−n)=n
∞∑
k=0
(−1)k
k!
[
(1 + 1 + nk)
(
2 − 1 − nk
n
)
n−(2(1+nk))=n x−(1+1+nk)
+(1 + 2 + nk)
(
1 − 2 − nk
n
)
n−(2(2+nk))=nx−(1+2+nk)
]
; (11)
whose leading behaviour is given by
y(x;−1)∼ n(2−1)=n−1(1 + 1)
(
2 − 1
n
)
x−(1+1)
+n(1−2)=n−1(1 + 2)
(
1 − 2
n
)
x−(1+2):
If 1 − 2 = ln for some integer l, then double poles will emerge (possibly together with simple
poles) and this must be taken into account when computing the residues.
The same technique can be applied to the p-tuple integral
y(x;−1) =
∫ ∞
0
∫ ∞
0
· · ·
∫ ∞
0
t11 t
2
2 : : : t
p
p e−xt1t2 :::tp−(1=n)(t
n
1+t
n
2+···+tnp) dt1 dt2 : : : dtp; (12)
whose dominant behaviour, as x →∞, can be shown to be
y(x;−1) ∼
p∑
r=1
n$r (1 + r)

 p∏
i=1; i =r

(
i − r
n
) x−(1+r)
with
$r =
1
n

∑
i =r
i − (p− 1)r

− (p− 1):
3 As multiple integral solutions are of interest here, p¿ 2 and so n¿ 2.
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This estimate holds whenever i− j is not an integer multiple of n (for i = j). The full asymptotic
expansion in this case is given by
y(x;−1) ∼
p∑
r=1
n$r
∞∑
k=0
(−1)k
k!
n−pk(1 + r + nk)

 p∏
i=1; i =r

(
i − r − nk
n
) x−(1+r+nk): (13)
It should be noted that the leading behaviours obtained here agree with those found by Saxton using
the method outlined in Section 1. The p-tuple integral (12) is the solution of the Eq. (2), where
the k are related to the ak by
(−1)nak =
k∑
j1=0
j1∑
j2=0
· · ·
jp−k−1∑
jp−k=0
p−k∏
r=1
(p−k−r+1+jr + jr + 1):
4. Molins integral
In this section we consider the double integral
y(x; s) =
∫ ∞
0
∫ ∞
0
t−1+1=(n+2)1 t
−1+2=(n+2)
2 e
sx(t1t2)1=(n+2)−(t1+t2)=(n+2) dt1 dt2; (14)
which, as s varies through the allowed values, provides a basis of solutions of
y(n)(x)− x2y(x) = 0;
and we follow the same procedure as in Section 3. This equation has also been considered by
Braaksma [1] and for convenience we consider the case of n even and s=−1. Then (14) is of form
(9), where again the only critical point of
f(t1; t2; x) = x(t1t2)1=(n+2) +
1
n+ 2
(t1 + t2)
lying within the domain of integration for real t1; t2, occurs at the origin. First of all, the identity (7)
is applied to e−x(t1t2)1=(n+2) . Thus, after various substitutions and a change of the order of integration,
we obtain y(x;−1) as
y(x;−1) = 1
2i
∫ i∞
−i∞
(n+ 2)(3−2)=(n+2)
(
1− 
n+ 2
)

(
2− 
n+ 2
)
()x− d:
This integral converges whenever
|arg x|¡
(
1 +
2
n+ 2
)

2
holds, which it does for all x∈R. If we set  =  ei! with |!|¡=2, the dominant real part of the
logarithm of the integrand is given by(
1− 2
n+ 2
)
 cos ! log  as  →∞;
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and the factor (1− 2=(n+ 2)) is positive for any n. Thus, by the technique from [11] of displacing
the contour of integration to the right across the poles of the integrand, we may show that the
expansion of y(x;−1) is
y(x;−1)∼ (n+2)
∞∑
k=0
(−1)k
k!
{
((n+2)k+1)
(
1− (n+2)k
n+2
)
n(3−2((n+2)k+1))=(n+2)x−(n+2)k−1
+((n+ 2)k + 2)
(−1− (n+ 2)k
n+ 2
)
n(3−2((n+2)k+2))=(n+2)x−(n+2)k−2
}
: (15)
Likewise, if y(x;−1) represents the p-tuple integral∫ ∞
0
∫ ∞
0
· · ·
∫ ∞
0
t−1+1=(n+p)1 t
−1+2=(n+p)
2 : : : t
−1+p=(n+p)
p e
−x(t1t2 :::tp)1=(n+p)−(t1+t2+···+tp)=(n+p)
dt1 dt2 : : : dtp; (16)
it 4 can be written as
y(x;−1)= 1
2i
∫ i∞
−i∞
(n+ p)((1+2+···+p)−p)=(n+p)
(
1− 
n+ p
)
×
(
2− 
n+ p
)
: : : 
(
p− 
n+ p
)
()x− d;
and using the same technique as for (15), the asymptotic behaviour is given by
y(x;−1)∼
p∑
i=1
(n+ p)!i
∞∑
k=0
(−1)k
k!
(n+ p)−pk
p∏
l=1; l =i

(
l− i − (n+ p)k
n+ p
)
×((n+ p)k + i)x−(n+p)k−i; (17)
with !i = (p(p+ 1))=(2(n+ p))− ip=(n+ p) + 1.
An alternative method for 5nding the asymptotic behaviour of solutions of Eq. (4), using hyper-
geometric functions and, in particular, Meijer G-functions, is given in [11, Chapter 4].
5. Transformation to the generalised Fax$en integral
In their recent paper [10], Paris and Liakhovetski consider the asymptotic expansion for large '
of the p-dimensional integral
Jp('; c) =
∫ ∞
0
∫ ∞
0
· · ·
∫ ∞
0
xb1−11 x
b2−1
2 : : : x
bp−1
p e−'f(x1 ; x2 ; :::; xp) dx1 dx2 : : : dxp; (18)
where f(x1; x2; : : : ; xp) =
∑p
j=1 x
j
j − cxm11 xm22 : : : xmpp and j ¿mj ¿ 0; j = 1; 2; : : : ; p; c is a complex
constant and Re(bj)¿ 0. To make the integral converge for Re(')¿ 0 and all arg c they further
4 When n and p have the same parity, y(x;−1) features in a basis of solutions to (4).
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require that the parameter
* = 1−
p∑
j=1
mj
j
(19)
satis5es 0¡*¡ 1.
Let ' be a positive real number and make the transformation xj = tj=('n)1=n; j = 1; 2; : : : ; p, for
some 5xed integer n¿p. Write b =
∑p
j=1 bj and set j = n; mj = 1 for all j. Then (19) gives
* = 1− p=n which satis5es 0¡*¡ 1 as required for convergence. Integral (18) becomes
('n)−b=n
∫ ∞
0
∫ ∞
0
· · ·
∫ ∞
0
tb1−11 t
b2−1
2 : : : t
bp−1
p e−1=n(t
n
1+t
n
2+···+tnp)+('*=np=n) ct1t2 :::tp dt1 dt2 : : : dtp:
The further substitutions x = '*=np=n; c = s; j = bj − 1; j = 1; 2; : : : ; p and =
∑p
j=1 j lead to
x(+p)=(n*)n(+p)(n*+p)=(n
2*)Jp(x1=*np=n*; s)
=
∫ ∞
0
∫ ∞
0
· · ·
∫ ∞
0
t11 t
2
2 : : : t
p
p esxt1t2 :::tp−(1=n)(t
n
1+t
n
2+···+tnp) dt1 dt2 : : : dtp; (20)
which is the Spitzer integral (3). Notice that in this formulation there is no restriction sn = ap,
although the integral is only a solution of (2) for these values of s.
Suppose |arg(−sx)|¡ 12 (1+ pn ). It follows from (2.2) of [10] that Jp(x1=*np=(n*); s) has asymptotic
expansion
Hp(x1=*np=(n*); s) =
x−(+p)=(n*)n−p(+p)=(n2k)
np
n
p∑
r=1
(e−isxnp=n)−r−1Sp(e−isxnp=n; r); (21)
where
Sp(e−isxnp=n; r) =
∞∑
k=0
(−1)k
k!
(r + 1 + nk)
p∏
j=1; j =r

(
j − r − nk
n
)
(se−i)−nkn−pkx−nk :
When the multiplicative prefactor on the left-hand side of (20) is taken into account, the Spitzer
integral on the right-hand side has asymptotic expansion which agrees with (13) in the case s=−1.
Now let |arg sx|6 12 (1 − p=n). In this case (2.2) of [10] shows that Jp(x1=*; np=(n*); s) has a
combined exponential and algebraic asymptotic expansion of the form
Ep(x1=*np=(n*); s) + Hp(x1=*np=(n*); s):
The algebraic expansion Hp is given by (21) with e−i replaced by ei whenever arg(sx)¡ 0. Using
(2.5) in [10], the exponential expansion is given by
Ep(x1=*np=(n*); s) =
(x1=*np=(n*))−(+p)=n
np
AX #eX
∞∑
j=0
cjX−j; (22)
where
A= (2)p=2*−1=2−#
p∏
j=1
(
1
n
)(j+1)=n−1=2
= (2)p=2(n− p)−(1=2)−#n1=2; #= 
n
+
p
n
− p
2
;
X = *(sx)1=*:
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The coeBcients cj depend on the parameters n; p and bj (with c0 = 1) and can be computed using
an algorithm given in [10, Section 3].
Similarly, if the transformation xj= tj=('(n+p)); j=1; 2; : : : ; p (for some 5xed integer n) is made
in (18) with b=
∑p
j=1 bj; j = 1; mj = 1=(n+ p) for all j, then Jp('; c) becomes
('(n+ p))−b
∫ ∞
0
∫ ∞
0
· · ·
∫ ∞
0
tb1−11 t
b2−1
2 : : : t
bp−1
p
×e−[1=(n+p)](t1+t2+···+tp)+['*=(n+p)p=(n+p)] c(t1t2 :::tp)1=(n+p) dt1 dt2 : : : dtp;
where *=1−p=(n+p). Then substituting x= '*=(n+p)p=(n+p); c= s; bj = j=(n+p); j=1; 2; : : : ; p
shows (x(n+ p))b(n+p)=n Jp(x1+p=n(n+ p)p=n; s) to be∫ ∞
0
∫ ∞
0
· · ·
∫ ∞
0
t−1+1=(n+p)1 t
−1+2=(n+p)
2 : : : t
−1+p=(n+p)
p e
sx(t1t2 :::tp)1=(n+p)−(t1+t2+···+tp)=(n+p)
dt1 dt2 : : : dtp;
which is simply the Molins integral (5). (Again it should be noted that there is no restriction on s
in this formulation.)
As before, it follows from [10] that
Jp(x1+p=n (n+ p)p=n; s)
∼


Ep(x1+p=n(n+ p)p=n; s) + Hp(x1+p=n(n+ p)p=n; s) in |arg(sx)|6 2
(
1− p
n+ p
)
;
Hp(x1+p=n(n+ p)p=n; s) in |arg(−sx)|¡ 2
(
1 +
p
n+ p
)
:
In this case, it can be shown that
Hp(x1+p=n(n+ p)p=n; s) = x−(p(p+1))=(2n)(n+ p)−(p
2(p+1))=(2n(n+p))
×
∞∑
r=1
(e∓is)−rx−r(n+ p)1−(pr=(n+p))Sp(e∓isx(n+ p)(p=(n+p)); r)
(23)
with Sp(e∓isx(n+ p)p=(n+p); r) given by
∞∑
k=0
(−1)k
k!
(r + k(n+ p))
p∏
j=1; j =r

(
j − r − k(n+ p)
n+ p
)
(e∓isx(n+ p)p=(n+p))− k(n+ p);
whereas
Ep(x1+p=n(n+ p)p=n; s) = (x(n+ p)p=(n+p))−(p(p+1))=2nAX #eX
∞∑
j=0
cjX−j; (24)
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with
A= (2)p=2*−1=2−#
p∏
j=1
(
1
n+ p
)j=(n+p)−1=2
= (2)p=2n−1=2−#(n+ p)1=2; #=
p(p+ 1)
2(n+ p)
− p
2
;
X = *x1=*(n+ p)p=n−p=(*(n+p)) s1=* = *(sx)1=*:
and the coeBcients cj depending on bj, n and p (with c0 = 1) as before.
The asymptotic behaviour of (x(n + p))b(n+p)=nJp(x1+p=n(n + p)p=n;−1) when |arg(x)|¡=2(1 +
p=(n+ p)), agrees with expression (17) obtained in Section 4.
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