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Introdution
C
ette thèse regroupe une série de travaux ayant tous trait à des systèmes hamilto
niens non linéaires spatialement étendus présentant une bifuration n÷ud-ol. Elle
est onstituée de deux parties. La première est onsarée à l'étude de systèmes unidimen
sionnels qui permettent une ompréhension analytique des phénomènes en présene, ar
il est possible d'en obtenir des solutions exates. La seonde partie de la thèse onerne
l'étude numérique de deux types d'éoulements bidimensionnels de uides parfaits baro
tropes (la pression ne dépend que de la densité du uide) : un éoulement superuide régi
par l'équation de Gross-Pitaevskii (ou équation de Shrödinger non linéaire) et un éou
lement à surfae libre dans l'approximation eau peu profonde, en tenant ompte d'eets
dispersifs. Lorsque la longueur aratérisant la dispersion des ondes sonores tend vers zéro,
es deux éoulements ont en ommun de se réduire à l'éoulement d'un uide eulérien om
pressible autour d'un disque.
De nombreux travaux ont été onsarés à la détermination de la vitesse ritique à partir
de laquelle l'hélium perd sa superuidité [1℄. Un modèle mathématique des éoulements
superuides est elui de l'équation de Shrödinger non linéaire (ESNL), également appelée
équation de Gross-Pitaevskii (EGP) [24℄. En étudiant un superuide bidimensionnel au
tour d'un ylindre par simulation direte de l'ESNL, Frish, Pomeau et Ria ont observé
une transition vers un régime dissipatif [5℄. Ils ont interprété leurs simulations en terme
d'une bifuration n÷ud-ol de solutions stationnaires [6℄. An de tenir ompte du minimum
roton dans la relation de dispersion, absent de l'ESNL, ils ont également modié l'équa
tion de Shrödinger non linéaire et trouvé que les omportements étaient radialement
modiés [7℄.
À la suite de es travaux, Hakim a obtenu ette bifuration n÷ud-ol analytiquement,
en étudiant la stabilité d'un éoulement régi par l'ESNL unidimensionnelle (et sans mini
mum roton) traversé par un obstale [8℄. Il a alulé les expressions expliites des solutions
stationnaires et a étudié la dynamique à la transition : au-delà du seuil de bifuration, le
système émet spontanément des solitons gris. Plus réemment, en utilisant des tehniques
de suivi de branhes, Huepe et Brahet ont obtenu le diagramme de bifuration orrespon
dant à un superuide bidimensionnel autour d'un disque [9,10℄, une branhe stable et une
branhe instable venant oïnider par bifuration n÷ud-ol. Ils ont étudié les solutions sta
tionnaires et la fréquene d'émission des vortex dans le régime superritique ('est-à-dire
au-dessus du seuil de la bifuration). Cette dernière suit une loi d'éhelle en raine arrée
de l'éart au seuil.
Dans un domaine voisin, les ondensats de Bose-Einstein sont produits expérimentale
ment depuis 1995 [11,12℄. Ces uides non linéaires ompressibles, à température susam
ment basse an de négliger les eets de la fration d'atomes non ondensés, sont dérits
de façon préise par l'ESNL, e qui permet des omparaisons quantitatives diretes entre
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théorie et expériene [13℄. Dans une expériene du MIT du groupe de Ketterle [14℄, les
auteurs ont trouvé l'existene d'un nombre de Mah ritique omme seuil de dissipation
dans un ondensat de Bose-Einstein traversé par un laser.
La loi d'éhelle trouvée par Huepe [10℄ est inhabituelle dans le as d'une bifuration
n÷ud-ol apparaissant dans des systèmes hamiltoniens (on s'attend génériquement à trou
ver des lois d'éhelles typiques en l'éart au seuil à la puissane 1=4 dans le adre de
systèmes réversibles). Les premiers travaux de ette thèse ont onsisté à omprendre e
omportement inattendu. Pour ela, nous avons reonsidéré en détail le problème unidi
mensionnel d'Hakim, en étudiant les lois d'éhelles près de la bifuration. Nous avons ainsi
trouvé une loi d'éhelle suivie par la période d'émission des solitons identique à elle de
la période d'émission de vortex trouvée par Huepe. Nous avons également proédé à une
analyse de stabilité linéaire et alulé les valeurs propres et veteurs propres instables du
systèmes près de la bifuration et mis en évidene une déloalisation spatiale des modes
propres instables à l'approhe de la bifuration. Notre système, bien qu'hamiltonien, pré
sente tous les omportements typiques de systèmes dissipatifs (ainsi, auune osillation
autour de la branhe de solutions stables n'est observée ; des perturbations de solutions
stables relaxent exponentiellement vers zéro). Nous avons alors émis l'hypothèse que la
dynamique du système se ouple ave les ondes sonores, qui jouent alors le rle d'une dis
sipation eetive. Celles-i peuvent en eet être émises à n'importe quelle fréquene, ar
leur relation de dispersion ne possède pas de fréquene de oupure.
An de tester ette hypothèse, nous avons onsidéré un système méanique très simple :
une haîne de pendules ouplés  dérite par l'équation de sine-Gordon  que l'on fore
loalement à l'aide d'un ouple onstant. La relation de dispersion de e système physique
présente alors une fréquene de oupure ; ainsi, ne peuvent se propager des ondes sonores en
dessous d'une ertaine fréquene. Ce système permet une ompréhension (presque) totale
des phénomènes au moyen de aluls analytiques. Nous avons ainsi alulé analytiquement
les branhes stationnaires de solutions stables et instables qui disparaissent par bifuration
n÷ud-ol, les veteurs et valeurs propres du système. Les phénomènes d'amortissement du
as de l'ESNL n'existent plus et l'on retrouve tous les omportements typiques de systèmes
non dissipatifs. En outre, nous avons mis en évidene que la transition vers le régime
superritique présentait une hystérésis (la transition est sous-ritique), déjà observée dans
des systèmes étendus dissipatifs par Argentina, Coullet et Mahadevan [15℄. C'est la première
fois à notre onnaissane qu'elle est renontrée dans des systèmes étendus hamiltoniens.
Nous avons proédé également à des modiations de nos systèmes unidimensionnels
an d'ajouter une fréquene de oupure à l'ESNL ou bien de l'enlever dans le as de l'équa
tion de sine-Gordon. L'ajoût de la fréquene de oupure dans l'ESNL entraîne bien le
rétablissement de toutes les lois d'éhelle réversibles. De plus, l'hystérésis est enore pré
sente. En revanhe, l'absene de fréquene de oupure dans la haîne de pendules modiée
permet en partie de retrouver un aratère dissipatif de la dynamique, tout en onservant
ertaines lois d'éhelle hamiltoniennes. On retrouve également, à fréquene de oupure
nulle, le phénomène de déloalisation des modes propres instables à la bifuration. Ainsi, le
ouplage (ou non) ave les ondes sonores près de la bifuration est responsable du aratère
dissipatif (ou non) de nos quatre systèmes.
Nous nous sommes alors posé la question de savoir si ette propriété de déloalisation
des modes propres instables était onservée au seuil d'une bifuration n÷ud-ol survenant
dans des éoulements bidimensionnels de uides parfaits autour d'un obstale ylindrique.
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En dimension 2, l'utilisation de odes, fondés sur des disrétisations spatiales périodiques,
est inadaptée à l'étude de tels phénomènes, propres au aratère étendu de nos systèmes.
An de mener une telle étude, nous avons développé des outils numériques originaux an de
tenir ompte de la géométrie innie de nos domaines d'étude, en développant nos hamps
sur une base de polynmes de Thebyhe.
Nous nous sommes intéressés à deux systèmes physiques, en ommençant par le pro
blème de l'éoulement superuide déjà abordé en onsidérant des boîtes périodiques [5,9℄.
Notre méthode numérique a l'avantage d'imposer diérentes onditions aux limites au ni
veau de l'obstale. Nos odes permettent aussi de traiter des onditions aux limites de type
Dirihlet (onformes aux expérienes dans les ondensats de Bose Einstein), de façon bien
mieux ontrlées que les travaux antérieurs. Ils permettent aussi de traiter des onditions
aux limites de type Neumann. En utilisant une méthode de suivi de branhes, développée
par Mamun et Tukerman pour étudier à l'origine l'éoulement de Couette sphérique [16℄,
nous avons alulé les diagrammes de bifuration omplets pour les deux types de ondi
tions aux limites, e qui nous a permis de faire des omparaisons entre les deux types de
onditions aux limites. Nous montrons que dans un as omme dans l'autre, le phénomène
de déloalisation des modes propres instables à la bifuration est bien onservé à deux
dimensions. Nos odes permettent en outre d'explorer de façon bien ontrlée des régimes
opposés à eux de Huepe, à savoir des situations où l'obstale devient petit devant la taille
typique des vortex quantiques. De plus, en nous plaçant à faible Mah, nous avons alulé
analytiquement la forme des ouhes limites dues au terme dispersif de pression quantique.
Nous avons ensuite étudié un seond système physique plus prohe de problèmes d'hy
drodynamique lassique, à savoir, un éoulement à surfae libre d'un uide non visqueux
autour d'un obstale, en tenant ompte des eets dispersifs dus à la tension superielle.
Dans le as d'une épaisseur de uide susamment faible, et éoulement tridimension
nel inompressible se ramène, dans l'approximation dite eau peu profonde, à l'étude d'un
éoulement bidimensionnel d'un uide ompressible autour d'un obstale irulaire.
Dans une géométrie diérente (profondeur de liquide innie), il est onnu qu'il existe
une vitesse ritique omme seuil de traînée par des ondes gravito-apillaires derrière un
obstale [4,17,18℄. Une ontroverse subsiste sur l'ordre de la transition. Dans la limite de
profondeur innie, des premiers travaux théoriques dus à Raphaël et de Gennes [19℄ et
expérimentaux dus à Browaeys et al. [20℄ ont été en faveur d'une transition disontinue.
Puis des expérienes réalisées par Burghelea et Steinberg ont penhé pour une transition
ontinue [21,22℄. Enn, Chevy et Raphaël ont souligné l'importane du rle de la profondeur
à laquelle était plongé l'obstale sur l'ordre de la transition [23℄. Lorsque la hauteur de
uide est innie, la vitesse de phase des ondes de surfae possède un minimum. Il a été
remarqué [21,22℄ que e phénomène présente une forte analogie ave la perte de superuidité
de l'hélium dans un modèle où la relation de dispersion inlut le minimum roton [7℄.
En nous plaçant dans l'approximation eau peu profonde, lorsque la hauteur de uide
est susamment faible, la relation de dispersion ne présente alors plus et équivalent des
rotons, devenant identique à la relation de dispersion de l'ESNL. Les équations hydrodyna
miques des deux systèmes dièrent alors seulement au niveau du terme dispersif : le terme
de pression quantique dans l'ESNL est remplaé, dans l'éoulement en eau peu profonde,
par un terme de tension superielle. Nous avons herhé les solutions stationnaires de et
éoulement par la même méthode de suivi de branhe que elle de l'éoulement superuide
et mis en évidene l'existene d'une vitesse ritique à laquelle la branhe de solutions sta
tionnaires stables venait se onfondre ave une branhe de solutions stationnaires instables
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via une bifuration n÷ud-ol. Comme dans le as de l'éoulement superuide, nous alu
lons les ouhes limites réées par les termes de tension superielle. Enn, en étudiant le
régime dynamique, nous mettons en évidene l'existene d'une singularité de démouillage,
où la surfae du uide vient atteindre le fond du bassin.
Les deux éoulements onsidérés admettent la même limite lorsque les termes dispersifs
tendent vers zéro : l'éoulement bidimensionnel d'un uide eulérien ompressible autour
d'un obstale. Dans le as de l'ESNL omme dans elui de l'eau peu profonde, nous avons
eetué des aluls des ouhes limites qui viennent s'ajouter aux solutions de l'éoulement
eulérien. Ce dernier éoulement, non dispersif, présente une singularité de type ho au-delà
d'une ertaine vitesse de déplaement de l'obstale. Cette singularité disparaît dans nos
deux systèmes (qui présentent de la dispersion), remplaée par une bifuration n÷ud-ol.
Au passage, nous avons déterminé, grâe à nos odes, le nombre de Mah ritique auquel
apparaît la singularité dans l'équation d'Euler, en améliorant grandement la préision de
e résultat déjà trouvé par Ria [24℄.
Le manusrit de ette thèse s'artiule omme suit.
Le hapitre I présente le modèle de haîne unidimensionnelle de pendules loalement
forée par un ouple onstant. Nous modions ensuite notre modèle an de supprimer
dans la relation de dispersion la fréquene de oupure, permettant ainsi le ouplage de la
dynamique de notre système près de la bifuration ave l'émission d'ondes sonores, e qui
onfère un aratère dissipatif à notre nouveau système, bien qu'hamiltonien.
Le hapitre II porte sur l'étude détaillée de la dynamique près de la bifuration n÷ud-ol
de l'éoulement superuide unidimensionnel. Le système, bien qu'hamiltonien, se omporte
omme un système dissipatif. Nous modions ensuite les équations de e système an
d'ajouter à la relation de dispersion une fréquene de oupure, en ajoutant une harge au
superuide, e qui a pour eet de rétablir le omportement non dissipatif de la dynamique.
Ce hapitre se onlut par une omparaison des diérents systèmes présentés dans ette
première partie.
Le manusrit se poursuit alors ave l'étude de systèmes bidimensionnels. Le hapitre III
expose les méthodes numériques employées dans ette seonde partie : représentation des
hamps, méthode de suivi de branhes employée pour aluler les diagrammes de bifura
tion, exposé des performanes des algorithmes utilisés.
Nous présentons ensuite dans le hapitre IV l'équation d'Euler ompressible, qui est
la limite non dispersive des éoulements superuide ou en eau peu profonde que nous
étudierons dans les hapitres suivants. Ce hapitre montre les très bonnes performanes de
notre méthode numérique.
Le hapitre V est onsaré à notre étude du problème bidimensionnel d'un éoulement
superuide autour d'un obstale. Nous alulons le diagramme de bifuration de et éou
lement pour deux types de onditions aux limites, et pour des rapports taille de vortex sur
taille de l'obstale grands et petits. De e rapport dépend la nature des exitations nuléées
en aval de l'obstale, dans le régime superritique.
Enn, le hapitre VI aborde le problème d'un éoulement en eau peu profonde où la
tension superielle est susamment grande pour que le minimum de vitesse de phase soit
la vitesse des ondes de gravité. Nous alulons le diagramme de bifuration des solutions
stationnaires et aratérisons la singularité de démouillage qui apparaît dans ertaines
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situations.
Nous terminons l'ensemble de es six hapitres par une onlusion générale du manus
rit, ainsi qu'un exposé des perspetives liées aux travaux présentés.
Les six hapitres sont aompagnés de six appendies, ertains ont un rle plus qu'an
nexe et sont néessaires à la ompréhension de ertains points du manusrit.
L'appendie A est une desription des bifurations que nous avons renontrées dans
ette thèse (bifuration n÷ud-ol, bifuration fourhe et bifuration d'Andronov homo
line). L'aent est mis sur la bifuration n÷ud-ol et les lois d'éhelle qui la aratérisent.
L'appendie B introduit la fontion d'Evans et la méthode de la matrie omposée
utilisée dans le hapitre II pour le alul des valeurs propres instables de l'ESNL 1d.
L'appendie C présente les méthodes employées dans ette thèse pour résoudre numé
riquement des équations. Il débute par la méthode de Newton et sa vitesse de onvergene
et s'ahève par l'exposé de l'algorithme de gradient bi-onjugué (BiCGSTAB) utilisé pour
résoudre de gros systèmes linéaires.
L'appendie D onerne les termes de bords que nous ajoutons à ertaines fontionnelles
an de garantir que les solutions stationnaires que nous alulons sont bien des extrema
des fontionnelles d'énergie dont elles dérivent.
L'appendie E est un exposé détaillé du alul de ouhes limites des deux éoulements
bidimensionnels étudiés. Nous ommençons par la méthode de alul générale, puis l'appli
quons aux deux systèmes physiques en fontion des onditions aux limites onsidérées. Nous
ferons référene, de manière fréquente, à et appendie, dont les expressions analytiques
pourront sembler rebutantes au premier abord.
L'appendie F, enn, est une liste des artiles publiés ou en préparation. Nous préisons
à quelles parties du manusrit ils sont reliés.

Première partie
Systèmes unidimensionnels

Chapitre I
Un modèle de haîne de pendules
forée
L
e premier hapitre de e manusrit présente des modèles élémentaires de haîne de
pendules ouplés que l'on fore loalement par un ouple. Ce ouple est le paramètre de
ontrle du système. Nous étudions dans un premier temps une haîne de pendules ouplés
lassique régie par une équation de sine-Gordon (SG). Ce système physique possède une
relation de dispersion ave fréquene de oupure : en dessous d'une ertaine fréquene, les
ondes sonores ne peuvent alors plus se propager. Dans un deuxième temps, nous avons
modié le potentiel sinusoïdal de l'équation de sine-Gordon de façon à obtenir une haîne
de pendules dont la relation de dispersion ne présente plus de fréquene de oupure (SGm).
Nos deux systèmes présentent haun une bifuration n÷ud-ol : en dessous d'un ouple
ritique, il existe deux branhes de solutions stationnaires (l'une stable, l'autre instable) qui
disparaissent à la bifuration. Au-delà de e ouple ritique, le système se met à émettre
des ondes à l'inni et subit une transition à la dissipation : le système, hamiltonien, se
met à rayonner de l'énergie vers l'inni. Nous avons alulé expliitement les solutions sta
tionnaires de nos systèmes et proédé à une analyse de stabilité linéaire de es solutions.
En étudiant les lois d'éhelles des omportements dynamiques au voisinage de la bifura
tion, nous mettons en évidene une diérene de omportement selon qu'une fréquene
de oupure existait ou non dans la relation de dispersion. Dans le as de l'équation de
sine-Gordon (relation de dispersion ave fréquene de oupure), on retrouve tous les om
portements habituels d'un système hamiltonien. En revanhe, dans le as d'une absene de
fréquene de oupure dans la relation de dispersion (SGm), tout en onservant ertaines lois
d'éhelle typiques des systèmes hamiltoniens, la haîne de pendules modiée présente des
omportements aratéristiques des systèmes dissipatifs : une perturbation d'une solution
stationnaire stable présente des osillations amorties. Enn, une transition à la dissipation
ave hystérésis a été mise en évidene quelle que soit la relation de dispersion.
Le hapitre I s'artiule omme suit. La partie I.A présente l'équation de sine-Gordon,
ses solutions solitons élémentaires et leurs propriétés. La partie I.B est onsarée à une
équation de sine-Gordon que nous perturbons par une distribution delta de Dira. Nous
en alulons les solutions stationnaires, étudions leur stabilité linéaire et en analysons les
lois d'éhelle dynamiques. Les méanismes mis en jeu dans e système ont l'avantage de
pouvoir être ompris au moyen de aluls analytiques. La partie I.C aborde le problème
d'une haîne de pendules dont nous avons supprimé la fréquene de oupure de la relation
de dispersion. Nous menons le même type d'étude que dans la partie I.B.
4 Chapitre I Un modèle de haîne de pendules forée
I.A Présentation du modèle de sine-Gordon
Considérons la haîne d'osillateurs ouplés suivante : haque pendule pesant est élas
tiquement lié à son voisin par des ressorts (gure I.1). Un ouple de torsion apparaît alors
lorsque les pendules sont éartés l'un de l'autre dans un plan normal à l'axe du ressort.
L'équation du n-ième pendule de la haîne est donnée par
m`
2
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2
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(I.1)
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est le moment exeré par le poids du pendule n et  
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, le ouple de torsion exeré
sur e dernier par ses voisins. 
n
est l'angle de rotation du pendule n, ` la longueur du
pendule, g la onstante de gravitation et  la onstante de torsion du ressort. On note a
la distane qui sépare haque pendule.
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Dans le as d'un ouplage fort (a 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Figure I.1 : Shéma du modèle méanique de sine-Gordon.
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dite des milieux ontinus, i.e. lorsque 
n
varie lentement d'un pendule à l'autre. On dénit
alors (x; t), pour x = na, par (x; t) = (na; t) = 
n
(t). On a

n1
(t) = (x a; t) (I.5)
= 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
x
(x; t) +
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a
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3!

3

x
3
(x; t) +    (I.6)
Le nombre d(=

0
!
0
) peut être onsidéré omme le paramètre de disrétisation du sys
tème. Ainsi, si d  a, l'angle de rotation varie brusquement d'un pendule à l'autre et
l'approximation des milieux ontinus ne peut être utilisée. En revanhe, si d a, le déve
loppement préédent est valable et l'équation du système peut se réérire,

2

t
2
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2
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2
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2
0
sin = 0: (I.7)
En onsidérant des variables adimensionnées T = !
0
t et X = !
0
=
0
x, l'équation peut alors
se mettre sous la forme (en revenant en notation (t; x))

2

t
2
 

2

x
2
+ sin = 0: (I.8)
Cette équation est appelée équation de sine-Gordon et est utilisée omme modèle de
nombreux problèmes physiques, tels que le modèle de Frenkel-Kontorova en théorie des
disloations.
Remarquons qu'en onsidérant une perturbation autour de (x; t) = 0 de la forme
" exp(i(!t+ kx)), on obtient, pour " petit, la relation de dispersion
!
2
= 1 + k
2
; (I.9)
e qui signie que e système de haîne de pendules ne peut pas propager d'ondes planes
à une fréquene inférieure à 1.
I.A.1 Quantités onservées
Le système dérit par l'équation de sine-Gordon est un système hamiltonien, réversible
dans le temps t 7!  t, il peut être dérit par la densité lagrangienne [25℄
L =
1
2


:

+ os (I.10)
ave la métrique
(
g
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0
= t;
g
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=  1; x
1
= x:
(I.11)
L'ation dont dérivent les équations du mouvement est donnée par
A =
Z
dx
0
dx
1
L =
Z
dt
Z
dx

1
2

tt
 
1
2

xx
+ os

: (I.12)
L'invariane par translation dans le temps et translation dans l'espae de l'ation entraîne
l'existene des ourants de N÷ther suivants :
T

=  g

:L + 

:

 pour ;  = 0; 1; (I.13)
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soit :
T
00
=
1
2

(
t
)
2
+ (
x
)
2

  os; (I.14)
T
01
= T
10
= 
t

x
; (I.15)
T
11
=
1
2

(
t
)
2
+ (
x
)
2

+ os; (I.16)
qui ont pour équations de onservation

t
T
00
+ 
x
T
10
= 0; (I.17)

t
T
01
+ 
x
T
11
= 0: (I.18)
Ces équations traduisent la onservation de l'énergie et la onservation de l'impulsion du
système.
I.A.2 Solutions kink de l'équation de sine-Gordon
Cherhons des solutions loalisées de l'équation de sine-Gordon en translation uniforme,
de prol onstant. Elles sont don de la forme (s) = (x  ut), ave s = x  ut où u est
une vitesse de propagation arbitraire. On a

x
=

s

t
=  u

s
: (I.19)
Ainsi (I.8) devient une équation diérentielle ordinaire
(1  u
2
)
d
2

ds
2
= sin: (I.20)
En multipliant (I.20) par
d
ds
et en intégrant le résultat, on obtient
1
2
(1  u
2
)

d
ds

2
= C   os; (I.21)
où C est une onstante d'intégration, d'où
d
ds
= 
r
2(C   os)
1  u
2
: (I.22)
Or, on herhe une onde loalisée ; on doit don avoir
lim
s!1
d
ds
(s) = 0; (I.23)
Nous imposerons en plus à es solutions soit de satisfaire lim
s!+1
(s) = 0; soit de satis
faire lim
s! 1
(s) = 0: Nous sommes onduits à hoisir C = 1 et juj < 1. Les solutions
de (I.20) peuvent don s'érire

s  s
0
p
1  u
2
=
Z
(s)
(s
0
)
d
p
2(1   os)
; (I.24)
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ave s
0
= X
0
  uT
0
. X
0
est la position à T
0
du entre de symétrie du kink. L'intégrale
donne, en nous limitant aux as où  > 0,

s  s
0
p
1  u
2
= ln tan

4
ave (s
0
) = : (I.25)
Ainsi, on a obtenu une lasse de solutions de l'équation de sine-Gordon
(x; t) = 4 artan

exp


x  ut
p
1  u
2

: (I.26)
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Figure I.2 : (a) Solitons kink et antikink statiques (u = 0) ; (b) Solitons kinks pour
u = 0, u = 0;75 et u = 0;95.
Le signe  dans l'exponentielle détermine la forme de l'onde solution de l'équation de
sine-Gordon. Le signe + orrespond à un soliton kink, le signe   à un soliton antikink
(gure I.2(a)). Remarquons que la présene du fateur 1=
p
1  u
2
, lorsque la vitesse du
kink s'approhe de 1, entraîne un phénomène de ontration de type Lorentz omme le
montre la gure I.2(b).
I.A.3 Propriétés des kinks sine-Gordon
Considérons les expressions des ourants de N÷ther (I.14). T
00
est la densité d'énergie.
On peut ajouter une onstante à ette densité, pour aboutir à
E = T
00
+ 1 =
1
2
[(
t
)
2
+ (
x
)
2
℄ + (1  os): (I.27)
L'énergie d'un kink est don E
k
=
R
+1
 1
E dx où  est de la forme (I.26); e qui donne
E
k
=
m
0
p
1  u
2
ave m
0
= 8: (I.28)
Les kinks sont des solitons à qui l'on peut assoier une masse eetive m
0
[26℄, une
 énergie  de type partiule relativiste E
k
ainsi qu'une  impulsion 
p
k
=
m
0
u
p
1  u
2
: (I.29)
Ainsi, on a la relation énergie-impulsion
E
2
k
= p
2
k
+m
2
0
: (I.30)
Ce paragraphe onlut la partie introdutive des systèmes physiques abordés dans e ha
pitre. Nous passons maintenant à la présentation de nos propres travaux.
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Dans ette partie, nous nous proposons d'étudier le système dérit par la fontionnelle
d'ation suivante
A[℄ =
Z
dt

Z
dx
1
2
(
t
)
2
  E

: (I.31)
Dans ette fontionnelle,  est un hamp réel et la fontionnelle d'énergie E s'érit
E [℄ =
Z
dx

1
2
(
x
)
2
+ (1  os)  Æ(x)(x)

: (I.32)
L'équation d'Euler-Lagrange assoiée à (I.31), ÆA=Æ = 0 , donne l'équation de sine-Gordon
ave un terme en Æ(x) supplémentaire

tt
  
xx
+ sin   Æ(x) = 0; (I.33)
ave les onditions aux limites lim
x!1

x
(x) = lim
x!1
(x) = 0.
On peut se poser la question de la pertinene de l'équation (I.33), du fait de la présene
de la distribution Æ de Dira et de la fontion sin. Cette distribution Æ(x) signale une
disontinuité en x = 0 de la dérivée partielle (x; t) 7 !

x
. Une disontinuité de la fontion
(x; t) 7 ! (x; t) en x = 0 aurait onduit à une dérivée de Æ(x), e qui n'est pas le as
ii. Intégrons ette équation selon la variable x, pour x variant de  
"
2
à +
"
2
. On a alors,
sahant que l'appliation (x; t) 7 ! (x; t) est ontinue, ainsi que t 7 !

2

t
2
(x; t) pour
tout x
Z
+
"
2
 
"
2

2

t
2
(x; t) dx 
Z
+
"
2
 
"
2

2

x
2
(x; t) dx+
Z
+
"
2
 
"
2
sin((x; t)) dx 
Z
+
"
2
 
"
2
 Æ(x) dx = 0: (I.34)
Faisons tendre " vers 0, on a alors
lim
"!0
Z
+
"
2
 
"
2

2

t
2
(x; t) dx = 0 = lim
"!0
Z
+
"
2
 
"
2
sin((x; t)) dx; (I.35)
lim
"!0
Z
+
"
2
 
"
2

2

x
2
(x; t) dx = lim
"!0


x
(x; t)

+
"
2
 
"
2
=


x
(0
+
; t) 

x
(0
 
; t)

; (I.36)
lim
"!0
Z
+
"
2
 
"
2
:Æ(x) dx = : (I.37)
Ainsi, on a la ondition de disontinuité

x
(0
+
; t)  
x
(0
 
; t) =   (I.38)
qui ompense la singularité Æ(x) à tout instant t. Du point de vue de la haîne de pendules,
ei revient à onsidérer un ouple de torsion onstant s'exerçant sur un pendule n
0
.
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I.B.1 Solutions stationnaires
Nous nous intéressons maintenant aux solutions stationnaires de l'équation (I.33). On
retrouve alors, au signe près, l'équation du pendule (A.2) sans frottement, dont la variable
temporelle t a été remplaée par la variable spatiale x, ave un terme en Æ(x) en plus.
En l'absene du Æ(x), on a un portrait de phase (; 
x
) déalé de  (gure I.3(a)). La
ourbe séparant la zone où la solution est bornée de elle où la solution ne l'est plus est
appelée séparatrie ou orbite hétéroline (ar elle relie deux points xes diérents du ot,
à la diérene d'une orbite homoline qui relie un même point xe). Elle orrespond à une
solution kink ou antikink.
En l'absene de ouple extérieur, la solution stationnaire vériant les onditions aux
limites est la solution nulle, e qui orrespond à une haîne de pendules où tous les pendules
sont au repos. Dès qu'on lui applique un ouple extérieur, le pendule foré s'éarte de la
position vertiale et entraîne ses voisins par ouplage. À l'inni, les pendules sont au repos
et dans l'espae des phases (spatial), ela orrespond au point (0; 0) de l'hétéroline. La
solution stationnaire, dans le as d'un ouple non nul, orrespond don à la réunion de
deux portions symétriques d'hétérolines f(
(1)
; 
x

(1)
)g et f(
(2)
; 
x

(2)
)g rassemblées de
telle sorte que 
x

(1)
  
x

(2)
= . Cela se produit à deux endroits diérents à ondition
que le ouple ne soit inférieur à 4 (voir gure I.3). Pour l'une, le pendule foré fait un angle
inférieur à , (solution stable), l'autre un angle supérieur à  (solution instable).
Les solutions stationnaires de (I.33) s'obtiennent analytiquement en raordant deux
moreaux de solitons kink et antikink statiques. Indexées par un indie , elles s'érivent


(x) = 4 artan[exp (  x)℄ pour x ? 0; (I.39)
sahant que la ondition de saut (I.38) impose de vérier la relation
() =
4
osh()
: (I.40)
Cette fontion atteint un maximum 

= 4 en  = 0. Ainsi, pour  < 4, on peut inverser
la relation () en


=  argosh(



): (I.41)
Les deux solutions stationnaires 


(x) oïnident en  = 

via une bifuration n÷ud-ol
(dont nous rappelons la dénition en appendie A.I). L'énergie des solutions stationnaires



(x) peut être alulée en utilisant (I.32) e qui donne
E [


℄ = 8(1 + tanh 

)   


(0); (I.42)
ave 

 
(0) = 2 arsin



et 

+
(0) = 2   2 arsin



:
Le diagramme de bifuration est montré sur la gure I.4, on y voit également que les
solutions stationnaires 

 
et 

+
sont respetivement énergétiquement stable et instable.
I.B.2 Stabilité linéaire
Maintenant qu'ont été alulées es solutions, étudions leur stabilité linéaire. Pour ela,
onsidérons une perturbation des solutions stationnaires de (I.39) de la forme
(x; t) = 

(x) + " (x)e
i!t
; (I.43)
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Figure I.3 : En haut, (a) : portrait de phase de l'équation de sine-Gordon ; (b) : Allure
des solutions stationnaires qui peuvent être vues omme une haîne de ressorts ouplés
posée sur une tle ondulée (représentant le potentiel sinusoïdal). En l'absene de ouple,
la solution stationnaire stable est une haîne située au fond d'une des vallées de potentiel.
En imposant un ouple loal, la haîne de ressorts s'éarte de sa position d'équilibre. Au
milieu, représentation dans l'espae des phases des solutions stationnaires stable () et
instable (d). En bas, solutions stable (e) et instable (f) du point de vue de la haîne de
pendules (f. gure I.1).
e qui donne les équations
!
2
 +


xx
+ (2 seh
2
(  x)  1)

 = 0 pourx ? 0: (I.44)
Le mode neutre  
0
(x) (mode propre orrespondant à !
2
= 0) s'obtient aisément de la
manière suivante. On sait que 

(x) vérie l'équation (I.33)

tt


  
xx


+ sin

  () Æ(x) = 0: (I.45)
En dérivant ette dernière équation par rapport à  en  = 0, sahant que  est une fontion
de  qui atteint son maximum en  = 0, on voit alors que  
0
(x) =
d
d


j
=0
vérie (I.44)
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Figure I.4 : (a) Fontionnelle d'énergie E (f. équation (I.42)) des solutions stationnaires
de l'équation (I.33), en fontion de . Branhe du bas : E [

 
℄, branhe du haut : E [

+
℄.
(b) Solutions stationnaires stable () et instable (- - -), orrespondant à  = 3;5.
pour !
2
= 0 et l'on a
 
0
(x) = 2 seh(x): (I.46)
Remarquons enn que
f(y) = exp(
p
1  !
2
y)[
p
1  !
2
  tanh y℄ (I.47)
est une solution de
!
2
f + [
yy
+ (2 seh
2
y   1)℄f = 0: (I.48)
Posons pour x < 0, y = x +  ; en symétrisant autour de 0, on obtient alors la solution
exate de (I.44), normalisée arbitrairement,
 

(x) = e
p
1 !
2
(x)
h
p
1  !
2
  tanh(  x)
i
pour x ? 0; (I.49)
!
2
= !
2
() =
1
2
tanh
2


1
q
otanh
2
 + 3 oseh
2


pour  ? 0; (I.50)
où (I.50) est obtenue en imposant d 

(x)=dxj
x=0
= 0 par parité spatiale des modes propres.
La fontion !
2
() et quelques modes propres  (x) sont montrés sur la gure I.5. On peut
remarquer que !
2
possède un unique minimum !
2
min
, que l'on peut aluler en résolvant
d!
2
=d = 0. Le minimum est atteint en 
min
= argseh
p
2=3 qui orrespond à !
2
min
=  1=3
et 
min
= 4
p
2=3.
Les omportements asymptotiques lim
! 1
!
2
= 1
 
et lim
!+1
!
2
= 0
 
peuvent
être aisément ompris grâe aux arguments qui suivent. Autour de la branhe stable, loin
de la bifuration, les solutions stationnaires tendent vers une haîne de pendules au repos.
Une osillation en phase de haque pendule de la haîne orrespond alors à la fréquene
!
2
= 1. Autour de la branhe instable, loin de la bifuration, la solution stationnaire tend
vers un état où la haîne de pendules possède une paire kink-antikink telle que les solitons
sont inniment éloignés l'un de l'autre. Cette onguration est stable. Ce mode propre
orrespond à nouveau à un mode neutre qui hange la distane kink-antikink orrespondant
à nouveau à !
2
= 0.
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À la bifuration, les modes neutres sont loalisés et l'on peut passer ontinûment d'un
mode propre stable à un mode propre instable et inversement. Tous es modes propres ont
une forme similaire ontrairement à d'autres situations que nous renontrerons ultérieure
ment dans les parties I.C et II.B.3. Au voisinage de  = 0 , l'équation (I.50) entraîne que
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Figure I.5 : (a) Traé de !
2
fontion du paramètre de translation  (f. équation (I.50)).
Remarquons l'existene d'un minimum !
2
min
; (b) Mode propre stable (ourbe 1, !
2
= 0;5),
mode neutre (ourbe 2, !
2
= 0) et modes propres instables (ourbes 3, 4, 5) orrespondant
respetivement à !
2
=  0;2; !
2
min
; 0;2. Notons que les ourbes 3 et 5 orrespondent à
deux valeurs diérentes du paramètre  pour une même valeur de !
2
.
!
2
=  + o(). Comme (f équation (I.41)) 

= 
p
2Æ
1=2
+ o(Æ
1=2
), ave Æ =


 


, nous
pouvons onlure que
!
2
= 
p
2Æ
1=2
+ o(Æ
1=2
): (I.51)
Cette loi d'éhelle entraîne don une loi d'éhelle du type j   

j
 1=4
pour la période
des osillations autour de la solution stable et pour le temps aratéristique de roissane
2=j!j sur la branhe instable. De plus, es lois d'éhelle sont typiques de bifurations
n÷ud-ol hamiltoniennes (f. A.I.1).
I.B.3 Résultats dynamiques
Dans ette partie, nous étudions la dynamique du système près des solutions station
naires par intégration numérique de l'équation (I.33).
Les dérivées spatiales sont alulées ave un shéma numérique de diérenes nies
entrées du seond ordre. Le pas de temps est eetué par un algorithme de Runge-Kutta
d'ordre 4. Les aluls indiqués par la suite ont été réalisés ave des disrétisations spatiale
et temporelle x = 0;01 et t = 0;0002.
Nous avons vérié que le shéma numérique reproduit eetivement les résultats de
la setion I.B.2 en étudiant la dynamique d'une perturbation près des branhes stable
et instable. Nous avons trouvé un exellent aord entre les résultats analytiques et les
résultats numériques. Ainsi, par exemple, sur la branhe stable, à !
2
= 0;3 et  =  0;2778
(f. gure I.5), paramètres qui orrespondent à () = 3;64 (équation I.40), les résultats
numériques donnent la valeur !
2
num
= 0;301. Cette erreur inférieure de 1% est due à la
disrétisation.
À des valeurs sous-ritiques de  ( < 

), des onditions initiales prohes de la solution
stationnaire instable onduisent à une relaxation vers la solution stable, aompagnée de
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l'émission à l'inni d'une paire kink-antikink (f. gure I.6(a)). Tandis que les solitons
partent vers l'inni, les pendules situés entre les deux solitons relaxent puis osillent autour
de leur position d'équilibre stable augmentée de 2.
Lorsque l'on se trouve dans le régime superritique  > 

, le système subit une
transition à la dissipation : des paires kink-antikink sont émises spontanément de façon
périodique (f. gure I.6(b)).
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Figure I.6 : À gauhe (a) : nuléation d'une paire kink-antikink après perturbation
d'une solution stationnaire instable. Les deux solitons partent vers l'inni et le pendule
foré se met à osiller autour de sa position stable augmentée de 2. À droite (b), émission
périodique de paires kink-antikink pour  > 
0

. Cette émission est sous-ritique.
Ce phénomène peut se omprendre aisément en prenant le modèle de la haîne de pen
dules. Pour un ouple extérieur susamment fort, le pendule foré passe par la valeur .
Il eetue alors une rotation de 2, entraînant ave lui l'ensemble de la haîne. De ette
façon, le système émet périodiquement des paires kink-antikink, évauant ainsi de l'énergie
vers l'inni sous la forme de paires de solitons. Remarquons que l'énergie équivalente au
travail fourni par le ouple du pendule foré (E
ouple
= 8) est stritement plus grande
que l'énergie d'une paire kink-antikink statique, qui vaut E
0
= 16 (f. (I.28)). Ainsi par
onservation d'énergie, on peut armer que la vitesse de déplaement des solitons de la
paire est non nulle.
Nous avons mis de plus en évidene un résultat inattendu, montré sur la gure I.7 : si
l'on ommene dans le régime superritique ( > 

) et que l'on fait déroître le ouple
, le système ontinue à émettre des solitons jusqu'à  = 
0

= 3;888. Ainsi on a de la
sous-ritialité. La période d'émission de solitons diverge lorsque  tend vers 
0

. En dessous
de 
0

, le système relaxe vers la solution stable en n'émettant qu'une paire kink-antikink.
On peut remarquer enn qu'à  = 
0

, l'énergie fournie par le ouple extérieur est toujours
supérieure à l'énergie d'une paire kink-antikink statique. Les périodes spatiale et temporelle
des kink-antikink divergent toutes deux à 
0

, alors que leur vitesse reste non nulle. Nous
avons vérié que la valeur de 
0

n'était pas sensible à la disrétisation x.
Un méanisme pour la sous-ritialité est un sénario du type bifuration d'Andronov
homoline, qui est une bifuration globale (f. appendie A.III). Près de ette bifuration,
les temps aratéristiques suivent la loi d'éhelle suivante :
T =  
1

+
log(  
0

) + o(log(  
0

)); (I.52)
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où 
+
est la valeur propre instable du système en 
0

. Cette bifuration a déjà été renontrée
dans des systèmes étendus dissipatifs [15,27℄.
Nous avons mesuré la période d'émission des solitons et nous avons fait un ajustement
des résultats selon la loi d'éhelle T =  +
1

th
log(  
0

) ave 
0

= 3;888, 
th
= 0;454 et
 = 15;5, f. gure I.7. La valeur de 
+
(voir I.5(a)) est 0;450, ainsi 
th
et 
+
dièrent de
moins de 1%.
Ce très bon aord ainsi que la qualité de l'ajustement montré sur la gure I.7 sont de
forts arguments en faveur de l'hypothèse d'un méanisme de type bifuration d'Andronov
homoline pour expliquer la sous-ritialité. À notre onnaissane, 'est la première fois
qu'un tel phénomène est trouvé dans le as d'un système hamiltonien étendu.
5
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35
40
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Figure I.7 : Chaîne de pendules. Lois d'éhelle dynamiques près du seuil de bifuration
(

= 4). () : temps aratéristique de roissane 2=j!j sur la branhe instable,
(  ) : période des osillations autour de la branhe stable, ((f. gure I.5(a)), } : période
d'émission de paires kink-antikink. Les ourbes en trait plein représentent des ajustements
aux lois d'éhelle j  

j
 1=4
et log(  
0

), voir texte sous l'équation (I.52) .
I.B.4 Disussion
Nous avons trouvé au seuil de la bifuration n÷ud-ol ( = 

) une loi d'éhelle pour
les valeurs propres instables du problème linéaire du type 
I
 (

  )
1=4
. Cette loi
d'éhelle peut être retrouvée au travers de la forme normale de la bifuration n÷ud-ol
hamiltonienne (f. appendie A.I.1) qui s'érit
m
e

Q = Q
2
  Æ: (I.53)
Les paramètres apparaissant dans (I.53) peuvent être déterminés par les onsidérations
qui suivent. Érivons la forme normale sous la forme m
e

Q =  
V
Q
, où V (Q; Æ) = 
Q
3
3
 
ÆQ+ V
0
+ Æ, les solutions stationnaires sont alors Q

= (Æ=)
1=2
. Ainsi
V (Q

; Æ) = 
2Æ
3=2
3
1=2
+ V
0
+ Æ; (I.54)
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En omparant (I.54) ave d'une part le développement asymptotique de (I.42)
E(


) = 4[2   +  Æ 
4
3
Æ
3=2
℄ (I.55)
où Æ =


 


, et d'autre part ave l'équation (I.51), on trouve m
e
= 1 et  = 1=2. Cette
forme normale peut également être expliitée en utilisant une approhe de type oordon
nées olletives [28℄ dérite dans le paragraphe suivant.
Considérons l'ansatz suivant
(x) = 4 artan exp((t)  x) pour x ? 0: (I.56)
En le réinjetant dans l'expression du lagrangien de l'ation I.32, on aboutit à
L[; 
t
℄ =
Z
R
 
dx

2
_

2
seh
2
(x+ )  2 seh
2
(x+ )  (1  os))

+
Z
R
+
dx

2
_

2
seh
2
(x  )  2 seh
2
(x  )  (1  os))

+ 4 artan exp ;
(I.57)
sahant que
1  os(4 artan exp y) = 2 seh
2
y: (I.58)
On se retrouve ave
L[; 
t
℄ = 2(2
_

2
  4)(tanh  + 1) + 4 artan exp  (I.59)
= L(;
_
): (I.60)
On a don transformé notre densité lagrangienne en un lagrangien d'un système pontuel
de oordonnées (;
_
). C'est e que l'on appelle la méthode des oordonnées olletives. Les
équations de Lagrange pour  s'érivent 

L 
d
dt

_

L = 0, 'est-à-dire
4

(1 + tanh ) + (2
_

2
  4) seh
2
    seh  = 0 (I.61)
On se plae près de la bifuration, don   1 et en érivant  = 4(1  Æ) ave Æ  1, on
se retrouve ave, après onservation des termes dominants

 = Æ  

2
2
(I.62)
qui est la forme normale de notre système. Cette approhe donne la bonne forme nor
male, en revanhe elle utilise un ansatz disutable, ar elui-i ne satisfait pas les bonnes
onditions de disontinuité en 0.
I.B.5 Conlusion
Nous avons mis en évidene un phénomène de sous-ritialité dont les deux seuils sont
elui d'une bifuration n÷ud-ol hamiltonienne et elui d'une bifuration homoline d'An
dronov. Cette dernière est une bifuration globale qui ne peut don pas être alulée ave
les mêmes approhes que elles utilisées pour les bifurations loales.
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I.C Étude d'une haîne de pendules généralisée
Nous venons de voir, en I.B, qu'une haîne de pendules perturbée par un ouple loal
était soumise à une bifuration n÷ud-ol hamiltonienne. Le aratère hamiltonien a été
aratérisé notamment par ses lois d'éhelles typiques de systèmes réversibles. Au-delà du
seuil de bifuration n÷ud-ol, a lieu une transition vers la dissipation.
Dans l'artile [10℄, les auteurs ont trouvé, pour un autre système hamiltonien, une tran
sition à la dissipation, qui survenait lors d'une bifuration n÷ud-ol ette fois-i dissipative.
Sa nature dissipative a aussi été mise en évidene au travers des lois d'éhelle renontrées.
Une origine possible de es omportements réversible et irréversible pourrait résider
dans la diérene entre les relations de dispersion des deux systèmes, ar l'un possède
une fréquene de oupure (la haîne de pendules), l'autre non (le superuide). Ainsi, en
présene d'une fréquene de oupure, auune onde sonore ne peut se propager en dessous
d'une ertaine fréquene. Le système étudié dans la référene [10℄, quant à lui, possède une
relation de dispersion sans fréquene de oupure. La dynamique du système se ouplerait
alors ave une émission d'ondes qui jouerait le rle d'un amortissement eetif.
Nous nous proposons de tester ette hypothèse dans la suite de e hapitre, en étudiant
une haîne de pendules généralisée dont la fréquene de oupure est variable et peut être
mise à zéro.
I.C.1 Dénition du système
Dans ette partie, nous onsdérons le système déni par la fontionnelle d'ation sui
vante
A[℄ =
Z
dt

Z
dx
1
2
(
t
)
2
  E

: (I.63)
Dans ette équation,  est un hamp réel et la fontionnelle d'énergie s'érit
E [℄ =
Z
dx

1
2
(
x
)
2
+ V ()  Æ(x)(x)

; (I.64)
où
V () =
A
4
(1  os) +
B
4
(1  os)
2
: (I.65)
A et B sont des nombres positifs ou nuls. Ce potentiel possède la même allure qu'un
potentiel sinusoïdal (il est 2-périodique). On retrouve dans le as (A;B) = (4; 0), le
potentiel sinusoïdal de sine-Gordon étudié préédemment. Pour (A;B) = (0; 4), le potentiel
se omporte aux minima en ( 
min
)
4
, e qui a pour eet d'enlever la fréquene de oupure
de la relation de dispersion (f. infra).
L'équation d'Euler-Lagrange assoiée à (I.63), ÆA=Æ = 0 , donne l'équation

tt
  
xx
+
V

   Æ(x) = 0; (I.66)
que nous étudierons en onsidérant les onditions aux limites lim
x!1

x
(x) = lim
x!1
(x) =
0, et où la ondition de saut

x
(0
+
; t)  
x
(0
 
; t) =   (I.67)
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devra être vériée an de ompenser la singularité Æ(x) à tout instant t.
Remarquons que, pour  = 0, on obtient, par linéarisation de l'équation autour de
 = 0, la relation de dispersion
!
2
= A=4 + k
2
(I.68)
qui possède une fréquene de oupure A=4 que l'on fera varier à loisir. Pour A non nulle,
le système ne peut propager d'ondes à une fréquene inférieure à !
0
=
p
A=2.
I.C.2 Solutions stationnaires
Les solutions stationnaires de (I.66) sans le potentiel delta peuvent être alulées analy
tiquement par  quadrature  [29℄. Dans es onditions, les solutions stationnaires vérient

xx
 
V

() = 0: (I.69)
Après multipliation par 
x
 et intégration selon x en tenant ompte des onditions aux
limites à l'inni, on est amené à résoudre l'équation
1
2
(
x
)
2
  V () = V ((+1)); (I.70)
qui se résout par séparation des variables. Considérons
F (x) = aros
"
2(A +B) tanh
2
(
p
Ax=2) A
2B tanh
2
(
p
Ax=2) +A
#
; (I.71)
alors une solution s'érit
(x) = F (x) pour x 6 0; (I.72)
(x) = 2   F ( x) pour x > 0: (I.73)
Pour trouver les solutions de l'équation (I.66) ave le potentiel delta, il sut alors de
reoller deux moreaux de es dernières solutions. On obtient alors la famille de solutions
indexées par le paramètre  suivante


(x) = (  x); pour x ? 0: (I.74)
La ondition de saut (I.67) impose la relation


() = 2=
p
A argtanh
A(1 + S())
2(A +B)  2BS()
; (I.75)
ave
S() = 1=2B
h
A+ 2B  
p
A
2
+ 2B
2
i
: (I.76)
On peut inverser la relation (I.75) en

2
() = 2

A+B   (A+ 2B)U() +BU()
2

(I.77)
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ave
U() =
2(A+B) tanh
2
(
p
A=2)  A
2B tanh
2
(
p
A=2) +A
: (I.78)
Cette fontion atteint son maximum 

= 2(A+2B)
1=2
en  = 0. En 

les deux solutions
stationnaires oïnident par bifuration n÷ud-ol.
Dans toute la suite, nous étudierons le as (A;B) = (0; 4) orrespondant au potentiel
V () = (1  os)
2
: (I.79)
Ce potentiel permet de onserver la même forme de potentiel extérieur que elui de sine-Gordon
à ei près qu'on a annulé la fréquene de oupure de la relation de dispersion.
I.C.3 Cas d'une relation de dispersion sans fréquene de oupure
Dans le as (A;B) = (0; 4), les solutions stationnaires de (I.66) sont, en l'absene de
potentiel delta
(x) =  + 2artan(
p
2x): (I.80)
Ainsi que nous l'avons déjà fait préédemment, pour trouver les solutions de l'équation
(I.66), il sut de reoller deux moreaux des solutions préédentes ; on obtient ainsi


(x) =  + 2artan
h
p
2(  x)
i
x ? 0; (I.81)
où (I.67) impose la relation
() =
4
p
2
1 + 2
2
: (I.82)
Cette fontion atteint son maximum 
SGm

= 4
p
2 en  = 0. Ainsi, pour  < 
SGm

, ()
peut être inversée en


= 
r

SGm

=   1
2
: (I.83)
Les deux solutions stationnaires 


(x) disparaissent à 
SGm

, via une bifuration n÷ud-ol
omme indiqué préédemment.
L'énergie des solutions stationnaires 


(x) peut-être alulée en utilisant (I.64), e qui
donne
E [


℄ = 4=
p
2 

8=
p
2  2

artan
q

SGm

=  1
q

SGm

=  1 ; (I.84)
Le diagramme de bifuration est montré à la gure I.8 où l'on peut observer que les solutions
stationnaires 

 
et 

+
sont respetivement stable et instable énergétiquement.
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Figure I.8 : (a) Traé de la fontionnelle d'énergie E (f. équation (I.84)) des solutions
stationnaires de (I.66) en fontion de  dans le as (A;B) = (0; 4). Branhe inférieure :
E [

 
℄, branhe supérieure : E [

+
℄. (b) Solutions stationnaires stable () et instable
(- - -) orrespondant à  = 4. Ces solutions déroissent à l'inni plus lentement (de façon
algébrique) que les solutions stationnaires de la haîne de pendules de sine-Gordon (f. gure
I.4(b)) qui tendent exponentiellement à l'inni vers 0 (voir équations (I.80) et (I.39)).
I.C.3.a Stabilité linéaire
Maintenant que nous avons alulé les solutions stationnaires du système, on peut
maintenant étudier leur stabilité linéaire. Pour ela, linéarisons (I.66) autour de la solution
stationnaire donnée par l'équation (I.81) ave une perturbation de la forme
(x; t) = 

(x) + " (x)e
i!t
: (I.85)
On trouve alors une équation pour  (x)
!
2
 +


xx
  4
6(  x)
2
  1
(2(  x)
2
+ 1)
2

 = 0 x ? 0: (I.86)
En prenant la dérivée selon  de (I.81) en  = 0, nous obtenons, omme en I.B.2, le mode
neutre (!
2
= 0)
 
0
(x) =
1
1 + 2x
2
: (I.87)
Analysons l'équation (I.86). À l'inni, le système est équivalent à l'équation
!
2
 + 
xx
 = 0: (I.88)
Un mode propre stable (orrespondant à !
2
> 0) ne peut don être loalisé, ar elui-i
osille spatialement. Ce résultat sera à mettre en rapport ave le résultat trouvé en [30℄, que
nous présenterons au hapitre suivant. En revanhe, le mode propre instable est loalisé.
Nous pouvons même en donner l'allure près de la bifuration. C'est e que nous présentons
maintenant.
Nous herhons à présent des modes propres temporellement roissants (!
2
< 0) autour
de la branhe instable. Les orretions à !
2
en  & 0 peuvent être alulées en utilisant
la méthode usuelle de perturbation en méanique quantique [31℄. Pour  petit, l'équation
(I.86) peut être érite pour x ? 0 sous la forme
!
2
 =

 
xx
+ 4
6x
2
  1
(2x
2
+ 1)
2

 + 4


12x
(2x
2
+ 1)
2

8x(6x
2
  1)
(2x
2
+ 1)
3

 (I.89)
= H
0
 + V
0
 ; (I.90)
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ainsi
!
2
=
<  
0
jV
0
j 
0
>
<  
0
j 
0
>
=  
16
p
2

: (I.91)
Comme on a sur la branhe instable 
+
= (Æ=2)
1=2
+ o(Æ
1=2
), ave Æ = (
SGm

  )=
SGm

,
on peut en onlure que la valeur propre suit une loi d'éhelle en j   
SGm

j
 1=4
. Cette
loi d'éhelle est diérente de elle que l'on trouvera dans le hapitre suivant sur l'équation
de Shrödinger non linéaire, où l'on a plutt une loi d'éhelle du type raine arrée de
l'éart au seuil Æ. An d'aller au-delà de ette théorie de perturbation, nous avons intégré
au moyen d'un algorithme sympletique, dérit en [32℄, l'équation linéaire
!
2
 +


yy
  4
6y
2
  1
(2y
2
+ 1)
2

 = 0 (I.92)
obtenue à partir de (I.86) au travers d'un hangement de variable y = x+ , x < 0.
En partant de la variété instable y[ A℄ = ", y
0
[ A℄ = "! en x =  A susamment
grand, nous avons trouvé le maximum y(x) en x = . Cet algorithme nous a ainsi permis
de trouver la fontion !
2
(), traée sur la gure I.9 ainsi que les modes propres  (x). Ces
modes propres sont tous loalisés et déroissent exponentiellement à l'inni, alors que le
mode neutre déroît lui de manière algébrique : nous avons une divergene de la taille
aratéristique des modes propres à mesure que l'on se rapprohe de la bifuration. Nous
retrouverons ette propriété dans le hapitre suivant, dans le as d'un superuide (neutre)
1d traversé par un obstale.
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Figure I.9 : (a) Traé de !
2
en fontion du paramètre de translation  superposé au
résultat perturbatif (équation (I.91)) ; (b) Mode neutre (!
2
= 0) et modes propres instables
orrespondant à !
2
=  0;25 et !
2
=  0;64.
I.C.3.b Résultats dynamiques préliminaires au voisinage de la bifuration
Nous présentons dans ette partie les résultats préliminaires d'une étude numérique
de la dynamique du système autour de la bifuration. Nous avons ommené par étudier
la dynamique de notre système au voisinage des solutions stationnaires par intégration
numérique de l'équation (I.66) pour (A;B) = (0; 4). Les dérivées spatiales sont alulées
ave un shéma numérique de diérenes nies entrées du seond ordre. Le pas de temps
est eetué par un algorithme sympletique [32℄. Les aluls indiqués par la suite ont été
réalisés ave des disrétisations spatiale et temporelle x = 0;1 et t = 0;001.
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En étudiant la dynamique d'une perturbation près de la branhe instable, nous avons
onstaté que le shéma numérique reproduit qualitativement les résultats préédents. Ainsi,
par exemple, sur la branhe instable, à ! =  0;656 i (ave i
2
=  1) et  =  0;10 (f. gure
I.9), paramètres qui orrespondent à () = 5;60 (équation (I.82)), les résultats numériques
donnent la valeur !
num
= 0;724 i. Cette erreur, de l'ordre de 10%, est due à la disrétisation.
Nous avons mesuré le taux de roissane  ('est-à-dire la valeur propre instable  =  i!)
de es solutions instables. Près de la bifuration, ette valeur propre  suit une loi d'éhelle
en l'éart au seuil puissane 1=4 (loi d'éhelle hamiltonienne). Ce résultat est présenté sur
la gure I.10(a) : près de la bifuration 
4
déroît linéairement vers 0.
I.C.3.b.1 Modes propres stables Nous avons expliqué en I.C.3.a pourquoi l'on ne
pouvait avoir de modes propres osillants autour de la branhe stable, ar eux-i ne seraient
pas loalisés. Il s'agit de nuaner e propos. Nous avons étudié la dynamique de notre
système près de la branhe stable, et, à la diérene de la setion I.B.3, nos premières
simulations numériques montrent que le système ne présente pas d'osillations autour de la
solution stable, mais des osillations amorties ("  e
i!t rt
ave r > 0). Nous avons mesuré
les pulsations (!) de es osillations ainsi que les taux de délin (r) et trouvé pour lois
d'éhelle que !  Æ
1=4
(loi d'éhelle hamiltonienne) et que r suit une loi d'éhelle atypique
linéaire en l'éart au seuil. Tous es résultats sont montrés sur la gure I.10(a).
Il serait intéressant de déterminer es modes propres par des aluls semblables à eux
utilisés pour le alul des états de Gamov [33℄. Une telle étude est laissée pour un travail
ultérieur.
I.C.3.b.2 Problème de la sous-ritialité Nos premiers résultats suggèrent l'exis
tene, de même qu'en I.B.3, d'un phénomène d'hystérésis montré sur la gure I.10(b) :
si l'on ommene dans le régime superritique ( > 
SGm

) et que l'on fait déroître le
ouple , le système ontinue à émettre des solitons jusqu'à  = 
0
SGm

= 5;4. Ainsi on a
de la sous-ritialité. La période d'émission de solitons diverge lorsque  tend vers 
0
SGm

.
En dessous de 
0
SGm

, le système relaxe vers la solution stable en n'émettant qu'une paire
d'ondes solitaires semblables à des paires kink-antikink. Les périodes spatiale et temporelle
des pseudo kink-antikink divergent toutes deux à 
0
SGm

, alors que leur vitesse reste non
nulle. Ce phénomène n'est pas sensible à la disrétisation de notre système.
I.C.4 Conlusion
En modiant le potentiel sinusoïdal de l'équation de sine-Gordon pour obtenir un po
tentiel de la forme (I.65), nous avons pu obtenir la relation de dispersion (I.68) dont la
fréquene de oupure est variable. Les solutions stationnaires peuvent être alulées de fa
çon analytique (équations (I.39) et (I.74)) ainsi que leur diagramme de bifuration (gures
I.4 et I.8) dans le as sans fréquene de oupure. On a montré qu'une déloalisation des
modes propres instables se produisait dans le as d'une relation de dispersion sans fréquene
de oupure. Ce résultat sera à omparer ave elui trouvé en II.B. De plus, des perturba
tions des solutions stationnaires stables osillent en s'amortissant. Tout en gardant des lois
d'éhelles aratéristiques d'une bifuration n÷ud-ol hamiltonienne, le système manifeste
des omportements propres aux systèmes dissipatifs. Le système onserve néanmoins la
propriété d'une transition à la dissipation ave hystérésis. Cela ne sera plus le as en II.B
(superuide neutre).
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Figure I.10 : Chaîne de pendules généralisée. (a) : Pulsation à la puissane 4 (!
4
) des
osillations amorties autour de la branhe stable, taux d'amortissement autour de la branhe
stable (r) et valeur propre instable à la puissane 4 (
4
) (voir texte). Le taux de délin r
a été multiplié par 10 pour plus de lisibilité. On remarquera la variation linéaire près du
seuil des quantités montrées. ! et  varient ainsi omme l'éart au seuil à la puissane 1=4
onformément à la nature hamiltonienne du système. (b) : En fontion du ouple, période
(!
 1
, ) des osillations amorties autour de la branhe stable, temps aratéristique (
 1
,
M) de roissane d'un veteur propre instable et période d'émission d'exitations (T , Æ) :
le système présente une hystérésis.
Chapitre II
Un modèle de superuide
unidimensionnel traversé par un
obstale
E
n étudiant un superuide bidimensionnel autour d'un ylindre par simulation direte
de l'équation de Shrödinger non linéaire (ESNL), Frish, Pomeau et Ria ont observé
une transition vers un régime dissipatif [5℄, interprété en terme de bifuration n÷ud-ol
de solutions stationnaires [6℄. Une telle bifuration n÷ud-ol a été obtenue analytiquement
par Hakim en étudiant la stabilité d'un éoulement régi par l'ESNL unidimensionnelle
traversé par un obstale dérit par un potentiel [8℄. Il a obtenu des expressions expliites
des solutions stationnaires et a étudié la dynamique à la transition. Plus tard, grâe à des
tehniques de suivi de branhes, Huepe et Brahet ont obtenu le diagramme de bifuration
orrespondant à un superuide bidimensionnel autour d'un disque [9, 10℄, une branhe
stable et une branhe instable venant oïnider par bifuration n÷ud-ol. Ils ont étudié
en partiulier la fréquene d'émission superritique des vortex. Cette dernière suit une loi
d'éhelle en raine arrée de l'éart au seuil.
Dans e hapitre, nous essayons de omprendre l'origine de ette loi d'éhelle  in
habituelle dans le as d'un système hamiltonien au voisinage d'une bifuration n÷ud-ol
 en étudiant l'ESNL unidimensionnelle près du seuil de bifuration. Nous en alulons
les modes propres instables et leur taux de roissane à l'aide d'une méthode de tir et
de la méthode appelée méthode de la matrie omposée [34, 35℄. Enn, le omportement
dynamique du système est étudié en eetuant des simulations numériques diretes.
Nous avons trouvé que les éhelles de temps aratéristiques divergent près de la bifur
ation omme l'éart au seuil à la puissane  1=2 (omme dans le as bidimensionnel),
loi d'éhelle typique de systèmes dissipatifs. Comme dans la partie I.C, l'ESNL possède
une relation de dispersion sans fréquene de oupure (toute onde sonore de fréquene aussi
petite que l'on veut peut être émise). An de vérier si l'émission de son était responsable
de e omportement dissipatif, nous avons alors ajouté une harge à nos partiules qui a
pour eet de faire apparaître une fréquene de oupure dans la relation de dispersion du
système. Les eets notables de la fréquene de oupure sont de rétablir les lois d'éhelles
en l'éart au seuil puissane 1=4 près de la bifuration propre aux systèmes hamiltoniens,
ainsi que l'hystérésis de la transition vers les régimes instationnaires, hystérésis absente du
as d'un superuide neutre.
Le hapitre II se déompose selon le plan suivant. Dans un premier temps, en II.A nous
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présentons l'équation de Shrödinger non linéaire. Dans le domaine des ondensats de Bose,
elle est appelée équation de Gross-Pitaevskii. Par la transformation de Madelung, l'ESNL
possède une desription hydrodynamique, toute la partie II.A.2 y est onsarée. Ensuite,
nous rappelons quelques propriétés élémentaires de l'ESNL et présentons des solutions
solitons de ette équation. Dans un deuxième temps, nous étudions en II.B le problème d'un
superuide 1d traversé par un obstale (relation de dispersion sans fréquene de oupure).
Enn, nous exposons le même problème dans le as d'un superuide hargé (relation de
dispersion ave fréquene de oupure) dans la partie II.C. Le hapitre se termine par une
onlusion (partie II.D) qui fait la synthèse des hapitres I et II.
II.A Une présentation générale de l'équation de Shrödinger
non linéaire
II.A.1 Équation de Gross-Pitaevskii
Considérons un système de bosons dont l'hamiltonien à N orps s'érit dans le forma
lisme de la seonde quantiation
^
H =
Z
dr
^
	
y
(r)

 
~
2
2m
r
2

^
	(r) +
1
2
Z
drdr
0
^
	
y
(r)
^
	
y
(r
0
)V (r  r
0
)
^
	(r)
^
	(r
0
): (II.1)
Les opérateurs
^
	(r) et
^
	
y
(r) sont les opérateurs de hamp bosonique d'annihilation et de
réation d'une partiule à la position r, m est la masse d'un boson et V (r r
0
) le potentiel
à deux orps d'interation interatomique. Les deux opérateurs obéissent aux relations de
ommutation
h
^
	(r);
^
	
y
(r
0
)
i
= Æ
3
(r  r
0
); (II.2)
h
^
	(r);
^
	(r
0
)
i
= 0; (II.3)
h
^
	
y
(r);
^
	
y
(r
0
)
i
= 0: (II.4)
Le prinipe de onsidérer une approhe de hamp moyen du gaz de Bose est dû à
Bogoliubov [36℄. L'idée de base onsiste à isoler la partie ondensée du reste de l'opérateur
de hamp. En général, l'opérateur de hamp peut s'érire omme
^
	(r) =
X

	

(r)a

; (II.5)
où les 	

(r) sont les fontions d'onde à une partiule et les a

sont les opérateurs d'anni
hilation. Les opérateurs d'annihilation a

et de réation a
y

se dénissent dans l'espae de
Fok par
a
y

jn
0
; n
1
; : : : ; n

; : : :i =
p
n

+ 1jn
0
; n
1
; : : : ; n

+ 1; : : :i; (II.6)
a

jn
0
; n
1
; : : : ; n

; : : :i =
p
n

jn
0
; n
1
; : : : ; n

  1; : : :i; (II.7)
où n

sont les valeurs propres de l'opérateur n^

= a
y

a

. Ce dernier donne le nombre de
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partiules dans l'état . Ils suivent aussi les relations de ommutation
h
a

; a

i
= 0; (II.8)
h
a

; a
y

i
= Æ
;
; (II.9)
h
a
y

; a
y

i
= 0: (II.10)
La ondensation de Bose-Einstein a lieu lorsque le nombre d'atomes n
0
d'un état partiulier
à une partiule devient très grand : n
0
' N
0
 1 et que le rapport N
0
=N reste ni
dans la limite thermodynamique N ! 1. Dans ette limite, les états à N
0
ou N
0
+ 1 '
N
0
partiules orrespondent à une même onguration physique. Les opérateurs a
0
et a
y
0
peuvent alors être traités omme des nombres : a
0
= a
y
0
=
p
N
0
. Pour un gaz uniforme
dans un volume V , la ondensation de Bose apparaît dans l'état à une partiule 	
0
=
1=
p
V d'impulsion nulle. L'opérateur de hamp peut alors se déomposer sous la forme
^
	(r) =
p
N
0
=V +
^
	
0
(r). En onsidérant
^
	
0
(r) omme une petite perturbation, Bogoliubov
a développé une théorie au premier ordre des exitations d'un gaz de Bose en interation.
On peut généraliser ette approhe au as où le gaz est non uniforme et dépendant du
temps en érivant
^
	(r; t) = (r; t) +
^
	
0
(r; t): (II.11)
Les opérateurs sont dérits par la représentation d'Heisenberg. Ii (r; t) est une fontion
à valeurs omplexes, dénie omme la valeur moyenne de l'opérateur de hamp (r; t) 
h
^
	(r; t)i. Son module donne la densité du ondensat omme n
0
(r; t) = j(r; t)j
2
. La fon
tion (r; t) est un hamp lassique jouant le rle de paramètre d'ordre. Elle est ouramment
appelée fontion d'onde du ondensat.
La déomposition (II.11) se révèle partiulièrement utile lorsque le terme de déplétion
^
	
0
(r; t) devient faible. Alors, l'équation qui régit le paramètre d'ordre peut être failement
obtenue en développant la théorie aux ordres les plus bas en
^
	
0
, omme dans le as uniforme.
La diérene prinipale est que les termes d'ordre zéro sont non triviaux.
An d'obtenir le résultat herhé, érivons l'équation d'évolution temporelle suivie par
l'opérateur
^
	(r; t) en utilisant l'équation de Heisenberg du problème à N orps
i~

t
^
	(r; t) =
h
^
	;
^
H
i
=

 
~
2
r
2
2m
+ V
ext
(r) +
Z
dr
0
^
	
y
(r
0
; t)V (r
0
  r)
^
	(r
0
; t)

^
	(r; t):
(II.12)
On peut ensuite remplaer l'opérateur
^
	 par le hamp lassique . Cette substitution
dans l'intégrale ontenant le terme d'interation interatomique peut poser des problèmes à
ourte distane. Cependant, dans le as de gaz dilués à très faible température, les seules
interations qui importent sont les interations à deux orps qui sont aratérisées par un
paramètre appelé longueur de diusion des ondes s. Cei permet de remplaer V (r
0
  r)
par une interation eetive
V (r
0
  r) = gÆ(r
0
  r); (II.13)
où la onstante de ouplage g est liée à la longueur de diusion a par
g =
4~
2
a
m
: (II.14)
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Remarquons que si l'on hoisit que jj
2
ait la dimension d'une masse volumique et non elle
d'un nombre de partiules par unité de volume, il faut remplaer m par m
2
. On obtient
ainsi l'équation du paramètre d'ordre
i~

t
(r; t) =

~
2
r
2
2m
+ V
ext
(r) + gj(r; t)j
2

(r; t): (II.15)
Cette équation est appelée équation de Gross-Pitaevskii et a été obtenue indépendamment
par Gross [37℄ et Pitaevskii [3,38℄. Elle est valable tant que la longueur de diusion est bien
plus petite que la distane moyenne interatomique et que le nombre de partiules ondensées
est très grand devant 1. Ainsi l'équation de Gross-Pitaevskii peut être utilisée à basse
température pour étudier le omportement marosopique du système aratérisé par les
variations du paramètre d'ordre sur des distanes supérieures à la distane interatomique.
On généralise ette équation aux systèmes denses de bosons (
4
He superuide) [38℄.
Bien que ontroversée (et nous n'entrerons pas dans la polémique), l'utilisation de l'ESNL
pour dérire les éoulements superuides permet de tenir ompte de l'existene des vortex
quantiques, omme nous le verrons dans la partie suivante.
Le nombre sans dimension ontrlant la validité de l'hypothèse des gaz dilués, requise
pour l'obtention de l'équation de Gross-Pitaevskii, est le nombre de partiules dans un
 volume de diusion  ja
3
j. Cei peut s'érire omme na
3
où n est la densité moyenne
du gaz. Les expérienes réentes de mesure des longueurs de diusion des gaz atomiques
utilisés pour la ondensation de Bose donnent a = 2;75 nm pour
23
Na, a = 5;77 nm pour
87
Rb et a =  1;45 nm pour
7
Li.
Pour davantage de détails sur la physique des ondensats de Bose, on se référera à
l'artile de revue de Dalfovo et al. [13℄.
II.A.2 Hydrodynamique de l'équation de Shrödinger non linéaire
Nous présentons, dans ette partie, le point de vue hydrodynamique de l'ESNL [39,40℄.
Considérons la fontionnelle d'ation suivante, dénie à partir d'un hamp omplexe  (x; t),
ave

 son onjugué
A = 2dt

Z
d
3
x

i
2
 

 
t
    
t

 


 F

(II.16)
ave
F =
Z
d
3
x

jr j
2
+ f(j j
2
)

; (II.17)
où  est une onstante positive et f une fontion polynmiale en j j
2
=  

 à oeients
réels
f(j j
2
) =  
j j
2
+

2
j j
4
+ f
3
j j
6
+   + f
n
j j
2n
: (II.18)
La dynamique non linéaire du système du hamp  est donnée par les équations d'Eu
ler-Lagrange

t
 =  i
ÆF
Æ

 
; (II.19)
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soit

t
 = i

    f
0
(j j
2
)

(II.20)
et l'on retrouve l'équation de Gross-Pitaevskii que l'on nomme également équation de
Shrödinger non linéaire (ESNL). Le point lé de l'approhe hydrodynamique repose sur
la transformation de Madelung
 =
p
 exp

i

2

(II.21)
qui transforme l'équation dynamique préédente en les équations du mouvement d'un uide
de densité  et de vitesse v = r. En eet, via la transformation de Madelung, la fon
tionnelle A devient
A =  
Z
dtd
3
x


t
+
1
2
(r)
2
+ 2f() +
1
2
[2r(
p
)℄
2

(II.22)
et les équations d'Euler-Lagrange deviennent alors

t
+r  (v) = 0; (II.23)

t
+
1
2
(r)
2
+ 2f
0
()  2
2

p

p

= 0: (II.24)
Le dernier terme de la dernière équation est appelé terme de pression quantique et l'on
reonnaît à e terme près une équation de ontinuité et une équation de Bernoulli d'un
uide ompressible, irrotationnel et isentropique [4℄.
En utilisant ette analogie, on peut dénir les fontions thermodynamiques d'un tel
uide barotrope (seule la densité joue un rle dans la dénition du système au repos).
Ainsi, on peut dénir l'énergie interne par unité de masse omme
e =
2f()

(II.25)
et l'équation de Bernoulli fournit diretement l'enthalpie par unité de masse du uide
h = 2f
0
(): (II.26)
L'identité thermodynamique
h = e+ p= (II.27)
nous fournit la pression du uide
p = 2[f
0
()  f()℄: (II.28)
Les grandeurs utilisées dans les équations (II.16II.18) ont pour dimension [j j
2
℄ = [℄
et [℄ = L
2
T
 1
. Enn, l'équation (II.25), montre que [f()=℄ = T
 1
et don, d'après
(II.18), [
℄ = T
 1
; [℄ = T
 1

 1
; et [f
i
℄ = T
 1

1 i
. Dans le as d'un ondensat de Bose
de partiules de masse m,  vaut ~=2m.
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II.A.2.a Solutions élémentaires de l'ESNL
Dans e paragraphe, nous étudierons ertaines solutions élémentaires de l'ESNL. Com
mençons par le as d'un uide au repos de densité onstante ; ei revient à herher les
solutions de l'équation
f
0
() = 
 + + 3f
3

2
+    + nf
n

n 1
= 0: (II.29)
Remarquons que le terme onstant 
 qui apparaît alors dans l'équation de Bernoulli (II.24)
importe peu ar il peut être éliminé en hangeant la phase  en  + 2
t, 'est-à-dire
hanger  en  e
i
t
dans l'ESNL. La fontion  est alors modiée au travers d'un terme
de phase près.
Une autre lasse de solutions indépendantes du temps de l'ESNL ontient e qu'on
appelle les vortex quantiques. Par hypothèse, le superuide est irrotationnel. Cependant,
la irulation du hamp de vitesse peut ne pas être nulle autour d'un point où la densité
du uide s'annule, ar, à et endroit, la phase n'est pas univaluée
I
d`  v =
I
d`  r = 2
I
d`  r

2
= 4n ave n 2 Z: (II.30)
L'annulation de la densité du uide néessite l'annulation simultanée de la partie réelle
et imaginaire de  . Elle ne peut don se produire génériquement qu'en des points en
2d et le long de lignes en 3d. Remarquons ainsi que la transformation de Madelung est
inadaptée pour dérire la présene de vortex ar les zéros de la fontion réelle  sont alors
génériquement des ourbes en 2d et des surfaes en 3d.
Enn, on peut herher la relation de dispersion des ondes aoustiques se propageant
dans un superuide de densité onstante 
0
. Pour ela, posons  = 
0
+ Æ, sahant que
f
0
(
0
) = 0, r = Æu dans l'équation (II.23) et dans le gradient de l'équation (II.24) 
les détails du alul seront fournis infra au ours d'un as plus général , on trouve alors,
après linéarisation, l'équation

tt
Æ = 2
0
f
00
(
0
)Æ  
2

2
Æ (II.31)
qui fournit la relation de dispersion pour une onde de la forme Æ = " exp[i(!t   k  x)℄
(" 1)
!
2
= 2
0
f
00
(
0
)k
2
+ 
2
k
4
: (II.32)
L'eet dispersif du terme de pression quantique devient ainsi non négligeable à ourte
longueur d'onde. Pour de grandes longueurs d'onde, la relation de dispersion est linéaire
et l'on obtient pour la vitesse des ondes aoustiques

2
=

p


= 2
0
f
00
(
0
): (II.33)
Remarquons la néessité pour la fontion f d'avoir une dérivée seonde positive (et au
passage, une densité 
0
toujours positive...), sans quoi le système présenterait une instabi
lité. Enn, les eets du terme de pression quantique se font ressentir lorsque 
2
k
4
est du
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même ordre que 2
0
f
00
(
0
)k
2
. Cela se produit lorsque k '
p
2
0
f
00
(
0
)= soit pour une
longueur aratéristique
 =
r


0
f
00
(
0
)
; (II.34)
ommunément appelée longueur de ohérene. D'un point de vue physique, elle orrespond
aussi à la taille aratéristique du ÷ur d'un vortex quantique. Typiquement,  va de
quelques angström pour
4
He à quelques entaines de nanomètres pour le lithium 7.
On prendra la plus simple des non linéarités orrespondant à un uide ompressible, à
savoir
f() =  
+

2

2
; (II.35)
e qui onduit aux quantités
e =
2


 
+

2

2

; (II.36)
h = 2( 
+ ); (II.37)
p = 
2
(II.38)
et l'on a don en terme de grandeurs physiques
 =
p
2
; (II.39)
 =
p
=
; (II.40)

0
= 
=: (II.41)
Communément, on xe 
0
= 1 et les équations se dénissent en terme de  et  selon les
relations
 = =
p
2 ; (II.42)
 = =(
p
2
0
) = =(
p
2); (II.43)

 = =(
p
2): (II.44)
II.A.2.b Aoustique de l'ESNL en présene d'un terme non loal
Enn, on peut se poser la question de savoir quel est l'eet d'un potentiel à longue
portée sur la relation de dispersion [7,41℄. Supposons que l'on rajoute à la fontionelle F
un terme non loal F
nl
F
nl
[ ;

 ℄ =
Z
d
3
x
1
d
3
x
2

1
2
j j
2
(x
1
)V
 
jx
1
  x
2
j

j j
2
(x
2
)

: (II.45)
Ce potentiel non loal rajoute un terme à l'équation de Gross-Pitaevskii. On a
ÆF
nl
=
Z
d
3
x
1
d
3
x
2

 (x
1
)Æ

 (x
1
)V
 
jx
1
  x
2
j

j j
2
(x
2
)

+
Z
d
3
x
1
d
3
x
2


 (x
1
)Æ (x
1
)V
 
jx
1
  x
2
j

j j
2
(x
2
)

:
(II.46)
30 Chapitre II Un modèle de superuide unidimensionnel traversé par un obstale
Nous obtenons don une nouvelle équation dynamique en  en remplaement de (II.20)

t
 = i

    f
0
(j j
2
)   
Z
d
3
x
2

V (jx  x
2
j)j j
2
(x
2
)
	

: (II.47)
Ne dépendant que du module de  , le terme non loal n'ajoutera rien à l'équation de
ontinuité du uide (II.23). En revanhe, l'équation de Bernoulli (II.24) devient

t
+
1
2
(r)
2
+ 2f
0
()  2
2

p

p

+ 2
Z
d
3
x
2

V
 
jx  x
2
j

(x
2
)
	
= 0: (II.48)
Posons à nouveau  = 
0
+ Æ, sahant que l'on a f
0
(
0
) = 0 et r = Æu. Le gradient de
l'équation de Bernoulli au premier ordre donne

t
Æu+ 2f
00
(
0
)rÆ 

2

0
rÆ+ 2
Z
d
3
x
2

V
 
jx  x
2
j

rÆ(x
2
)
	
= 0 (II.49)
et l'équation de ontinuité linéarisée est

t
Æ+ 
0
r  Æu = 0; (II.50)
d'où l'équation généralisée
 
tt
Æ+2f
00
(
0
)Æ 
2

2
Æ  2
0

x
Z
d
3
x
2

V
 
jx  x
2
j

Æ(x
2
)
	
= 0: (II.51)
Érivons
Æ = "e
i(kx !t)
; (II.52)
on a alors
Z
d
3
x
2
n
V
 
jx  x
2
j

"e
i(kx
2
 !t)
o
=
Z
d
3
y
n
V
 
jyj

"e
i(k(x y) !t)
o
(II.53)
= Æ(x)
Z
d
3
yV
 
jyj

e
 iky
(II.54)
= Æ(x)
^
V (k); (II.55)
où
^
V (k) désigne la transformée de Fourier du potentiel V . La relation de dispersion en
présene d'un terme non loal est alors
!
2
= 2
0
f
00
(
0
)k
2
+ 
2
k
4
+ 2
0
k
2
^
V (k): (II.56)
Remarquons que, si V (x) = Æ(x), sa transformée de Fourier vaut 1, et l'on retrouve la
relation de dispersion habituelle à des onstantes multipliatives près.
II.A.3 Propriétés de base de l'équation de Shrödinger non linéaire
On distingue généralement deux types d'équation de Shrödinger non linéaire selon
le produit du signe de la non linéarité ave elui du oeient plaé devant le laplaien.
Dans le as où le produit est positif (oeients de même signe), on parle d'équation de
Shrödinger non linéaire foalisante (en anglais, fousing NLSE), dans l'autre as, on parle
d'équation de Shrödinger non linéaire défoalisante (defousing NLSE). Dans le adre des
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ondensats de Bose-Einstein, les deux as de gure existent selon le signe de l'interation
entre bosons. L'équation est foalisante dans le as des gaz de Bose attratifs (longueur de
diusion a négative). Elle est défoalisante dans le as des gaz de Bose répulsifs (longueur
de diusion a positive). Des expérienes fondées sur des résonanes Feshbah permettent
de passer d'un as attratif à un as répulsif [42℄. Dans tout e manusrit, nous nous
plaerons dans le as des ondensats de Bose répulsifs, 'est-à-dire dans le as de l'équation
de Shrödinger non linéaire défoalisante.
L'ESNL possède diverses invarianes sous plusieurs transformations de symétries. Ci
tons entre autres les invarianes par
 translation dans le temps : t 7! t+ t
0
ave t
0
onstant ;
 translation dans l'espae : r 7! r+ r
0
ave r
0
onstant ;
 rotation de  :  7!  e
i
0
ave 
0
onstant ;
 hangement de repère de Galilée :  (r; t) 7!  (r   v
0
t; t) exp(i(v
0
 r 
v
2
0
2
t))
ave v
0
onstant.
Ces invarianes onduisent à des équations de onservation, grâe au théorème de Noe
ther [25,40,43,44℄.
II.A.4 Cas partiulier de la dimension 1 : solution soliton de l'équation
de Shrödinger non linéaire
Dans le as partiulier où la dimension d'espae est égale à 1, l'équation de Shrödinger
non linéaire
i
t
 =  

p
2

xx
 +

p
2
( 1 + j j
2
) ; (II.57)
que nous érirons sous sa forme hydrodynamique

t
 = 
x
(
x
); (II.58)

t
 =  
1
2
(
x
)
2
+ 
2
(1  ) + 
2

2

xx
p

p

; (II.59)
admet des solutions solitons dont nous nous proposons d'expliiter une lasse dans le as
defousing (le signe de la non linéarité est opposé au signe du laplaien). Cherhons-en une
solution de prol onstant en translation uniforme. Celle-i s'érit alors sous la forme
(x; t) = (x  vt); (II.60)
(x; t) = (x  vt) (II.61)
et vérie

x
((
x
  v)) = 0; (II.62)
v
x
 
1
2
(
x
)
2
+ 
2
(1  ) + 
2

2

xx
p

p

= 0: (II.63)
Choisissons pour onditions aux limites à l'inni
(+1) = 1; (II.64)

x
(+1) = 0: (II.65)
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L'équation de ontinuité (II.62) permet d'exprimer 
x
 omme une fontion de 

x
 = v
  1

(II.66)
et l'équation de Bernoulli s'érit dans es onditions, en posant  = R
2

2

2

xx
R+
1
2
v
2
R+ 
2
(R  R
3
) 
v
2
2R
3
= 0: (II.67)
On peut la résoudre par quadrature omme en I.C.2 en la multipliant par 
x
R puis en
l'intégrant puis en la multipliant par R
2
, en tenant ompte des onditions aux limites à
l'inni. Nous obtenons alors
1
4
v
2
R
4
 
v
2
2
R
2
 

2
4
R
2
(R
2
  1)
2
+
v
2
4
+

2

2
2
(R
x
R)
2
= 0: (II.68)
En revenant en variable , on a l'équation
v
2

2
  
2
(  1)
2
+ v
2
  2v
2
+

2

2
2
(
x
)
2
= 0 (II.69)
qui se résout par séparation des variables. On trouve alors la solution soliton
(x) =
v
2

2
+ (1 
v
2

2
) tanh
2
 
r
1
2
(1 
v
2

2
)
x  x
0

!
(II.70)
ave jvj < .
On obtient enn l'expression de  en résolvant (II.66) e qui donne
(x) =
p
2 artan
2
v

q
1 
v
2

2
exp

q
2(1  
v
2

2
)(
x x
0

)

+ (2
v
2

2
  1)
: (II.71)
Ces solutions sont appelées solitons gris. Ces ondes solitaires, lorsqu'elles sont mobiles
(v 6= 0), ont une densité qui ne s'annule jamais. Remarquons que dans le as d'un soliton
immobile (v = 0), elui-i a pour expression
(x) = tanh
2
x  x
0
p
2
; (II.72)
(x) = 0 (II.73)
et sa densité s'annule alors.
Il existe également d'autres types de solitons, entre autres eux appelés solitons enve
loppes [45℄ , que l'on renontre en optique non linéaire. Dans e domaine, l'ESNL est telle
que 
 = 0 [46℄. Pour en savoir davantage, le leteur pourra par exemple se référer au livre
très pédagogique de Remoissenet [26℄.
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II.B Superuide unidimensionnel en présene d'un obstale
mobile
II.B.1 Dénition du système
Considérons une impureté pontuelle se déplaçant à la vitesse v au milieu d'un super
uide 1d. Si l'on se plae dans le repère de ette impureté, le système peut être dérit au
travers de la fontionnelle d'ation
A[ ;

 ℄ =
Z
dt

i
2
Z
dx (

 
t
    
t

 ) K

: (II.74)
Dans ette expression,  est un hamp omplexe,

 son onjugué et la fontionnelle d'éner
gie K s'érit
K = E   vP + v

R
2
(+1)(+1) R
2
( 1)( 1)

; (II.75)
ave
E =
Z
dx

j
x
 j
2
+
1
2
(j j
2
  1)
2
+ gÆ(x)(j j
2
  1)

; (II.76)
P =
Z
dx
1
2i


 (
x
 )   (
x

 )

; (II.77)
 = R exp(i): (II.78)
Remarquons que nous avons eetué un hoix de normalisation tel que les grandeurs phy
siques des équations (II.39II.41) soient
 = 1; (II.79)
 =
p
2; (II.80)

0
= 1; (II.81)
an d'être ohérent ave la normalisation adoptée par Hakim [8℄ (dans la deuxième partie
de e manusrit, nous hoisirons  = 1=
p
2;  = 1; 
0
= 1, e qui revient à renormaliser les
éhelles de longueur d'un fateur
p
2). La vitesse du superuide s'érit alors U = 2
x
 v.
La distribution de Dira gÆ(x) dans l'équation (II.76) représente le potentiel de l'impu
reté et g sa fore. Le dernier terme de l'équation (II.75) impose la ondition aux limites à
l'inni pour la phase . La ondition aux limites pour R à l'inni est R
2
(1) = 1. L'équa
tion d'Euler-Lagrange assoiée à (II.74), ÆA=Æ

 = 0, onduit à l'équation de Shrödinger
non linéaire (ESNL)
i
t
 =   
xx
 + iv 
x
    + j j
2
 + gÆ(x) ; (II.82)
Nous herhons des solutions de (II.82) dérivables partout sauf en x = 0 où elles sont
seulement dérivables à droite et à gauhe. Si l'on intègre (II.82) sur un "-voisinage de
x = 0 et si l'on prend la limite de l'expression obtenue pour " tendant vers 0, la ondition
de disontinuité sur la dérivée en 0 de  s'érit

x
 (0
+
; t)  
x
 (0
 
; t) = g (0; t); (II.83)
ainsi la singularité gÆ(x) de l'équation (II.82) est ompensée par le terme  
xx
 à tout
instant t.
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Notre système dérit par (II.82) dépend de deux paramètres v et g. Dans la setion
suivante, nous onsidérerons une famille indexée par  de solutions stationnaires de (II.82)
où  dépend ontinûment de g et v. Il sera utile d'inverser ette dépendane et de onsidérer
g omme une fontion de  pour un v donné.
II.B.2 Solutions stationnaires
Dans e sous-hapitre, nous présentons les solutions stationnaires de l'ESNL (II.82)
alulées par Hakim [8℄. Il est plus faile de les trouver en eetuant la transformation de
Madelung (II.78)  = R exp(i). L'ESNL devient alors

t
R = v
x
R R
xx
  2
x
R
x
 ; (II.84)

t
 = v
x
  (
x
)
2
+ 1 R
2
  gÆ(x) +

xx
R
R
; (II.85)
et la ondition en x = 0 (II.83) devient

x
R(0
+
; t)  
x
R(0
 
; t) = gR(0; t) ; (II.86)

x
(0
+
; t)  
x
(0
 
; t) = 0 : (II.87)
Les solutions stationnaires des équations (II.84) et (II.85) peuvent être alulées en
raordant des solutions stationnaires des équations (II.84) et (II.85) sans le potentiel gÆ(x),
alors appelées solitons gris, selon une terminologie d'optique non linéaire (voir II.A.4). Sous
les normalisations adoptées ii, es déplétions de densité loalisées s'érivent omme
R
2
sg
(x) = v
2
=2 + (1  v
2
=2) tanh
2
[
p
1=2   v
2
=4 x℄; (II.88)

sg
(x) = artan
 
v
p
2  v
2
exp[
p
2  v
2
x℄ + v
2
  1
!
: (II.89)
En raordant des moreaux de es solutions, on trouve alors une famille indexée par
 de solutions des équations (II.84) et (II.85), en présene du potentiel gÆ(x)
R

(x) = R
sg
(x ) x ? 0; (II.90)


(x) = 
sg
(x )  
sg
() x ? 0: (II.91)
La ondition (II.86) et (II.87) impose une valeur de g orrespondant à une valeur de  selon
la relation
g() =
p
2(1  v
2
=2)
3=2
tanh[
p
1=2  v
2
=4 ℄
v
2
=2 + sinh
2
[
p
1=2   v
2
=4 ℄
(II.92)
représentée gure II.1.
La fontion g() atteint un maximum g

= g(

) à


=
argosh(
1+
p
1+4v
2
2
)
p
2  v
2
(II.93)
ave
g

= 4(1  v
2
=2)
[
p
1 + 4v
2
  (1 + v
2
)℄
1=2
2v
2
  1 +
p
1 + 4v
2
: (II.94)
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Figure II.1 : Dépendane de g ave  et v (équation (II.92)). Nous nous sommes plaés
dans le as où v est xé, ainsi g admet-elle un maximum g

en 

. Si l'on avait xé g et
fait varier v, on voit sur les lignes de niveau équi-g qu'on aurait eu une bifuration en un
maximum v

des valeurs possibles de v.
Les deux solutions stationnaires de (II.82) orrespondant à 
+
(g) > 

et 
 
(g) < 

obtenues en inversant (II.92) pour g < g

disparaissent, en oïnidant par bifuration
n÷ud-ol à la fore ritique g

. Cette bifuration peut également être obtenue en faisant
varier v en gardant g xé. Par la suite, la fore g de la distribution de Dira sera utilisée
omme paramètre de ontrle de notre système, et v sera onsidéré omme onstante.
La gure II.2 représente le diagramme de bifuration orrespondant à la fontionnelle
d'énergie (II.75) ainsi que les solutions énergétiquement stable et instable  on a en eet
K(
 
(g)) > K(
+
(g)).
Remarquons que la phase 

(x) dénie dans l'équation (II.91) dière de elle de l'artile
[8℄ d'une onstante : dans l'artile [8℄, la phase est hoisie nulle en x = +1, alors que la
phase dénie par (II.91) est antisymétrique. Ce hoix est arbitraire de par l'invariane des
équations (II.84) et (II.85) sous la transformation
(x) 7! (x) + ' (II.95)
pour ' onstante, omme déjà évoqué en II.A.3.
La suite du hapitre est maintenant onsarée à nos propres travaux.
II.B.3 Stabilité linéaire
Après avoir étudié les solutions stationnaires, on peut se demander quels sont les om
portements du système lorsqu'est perturbée une solution stationnaire instable près de la
bifuration. Pour ela onsidérons un mode propre de la forme
(e
t
r(x); e
t
'(x)): (II.96)
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Figure II.2 : (a) Module R de la solution stationnaire stable (), instable (- - -) de
l'équation (II.82) (voir équation (II.90)) pour g = 1;250 et v = 0;5. Figure insérée : fon
tionnelle d'énergie K des solutions stationnaires en fontion de g pour v = 0;5 (voir l'équa
tion (II.75)) ; branhe inférieure : branhe énergétiquement stable, branhe supérieure :
branhe énergétiquement instable. La bifuration a lieu pour g = 1;5514. (b) Phase  des
solutions stationnaires stable () et instable (- - -) (voir équation (II.91)), pour les mêmes
paramètres qu'en (a).
En posant
R(x; t) = R

(x) + "e
t
r(x); (II.97)
(x; t) = 

(x) + "e
t
'(x); (II.98)
en injetant es équations dans (II.84) et (II.85) puis en linéarisant es dernières autour de
(R

(x); 

(x)) pour " petit, on obtient deux équations du deuxième ordre en x que vérient
r et '
r = (v   2
x


)
x
r   
xx


r  R


xx
'  2
x
R


x
' ; (II.99)
' = (v   2
x


)
x
'  2R

r +

xx
r
R

 

xx
R

R
2

r: (II.100)
Les onditions de saut (II.86) et (II.87) s'appliquent également à (r(x); '(x)) entraînant
l'absene de la singularité de la fontion Æ de Dira dans les deux termes naux de (II.100).
Cherhons à présent à résoudre es deux dernières équations. En x = 0, une solution
doit alors vérier
0
B
B

'(0)
d'
dx
(0)
r(0)
dr
dx
(0

)
1
C
C
A
=
0
B
B

'
0
'
0
0
1
r
0

g
2
1
C
C
A
: (II.101)
On peut dès à présent déterminer des modes neutres, 'est-à-dire les solutions de (II.99),
(II.100) ave  = 0, et e analytiquement. D'une part, l'invariane par déalage de phase
(II.95) implique que (R

(x); 

(x)+) est une famille de solutions de (II.84),(II.85) indexée
par la phase . En réinjetant ette solution dans (II.99), (II.100) et, en prenant une dérivée
en , on trouve le mode neutre de phase
(r
NP
(x); '
NP
(x)) = (0; 1): (II.102)
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Un deuxième mode neutre moins évident peut être obtenu en appliquant la même
méthode, en onsidérant la famille de solution indexée par  (R

(x); 

(x)). Comme en
I.C.3.a, onsidérons la dérivée selon  des équations (II.84), (II.85), en y injetant l'expres
sion de (R

(x); 

(x)). On obtient les équations (II.99), (II.100) sans les termes en  et
ave un terme supplémentaire dû à la dépendane en  de la onstante g (équation (II.92)).
Remarquons alors qu'à la bifuration ( = 

), dg=d(

) = 0, ainsi (r
CN
(x); '
CN
(x)) =
d
d
(R

; 

)j


est le mode neutre qui s'érit expliitement
r
CN
(x) = 
(2  v
2
)
3=2
seh
2
(
p
2 v
2
(x

)
2
) tanh(
p
2 v
2
(x

)
2
)
4
q
1 + (v
2
=2  1) seh
2
(
p
2 v
2
(x

)
2
)
x ? 0; (II.103)
'
CN
(x) = 
v( 2 + v
2
) sinh(
p
2  v
2
x=2)
( 1 + v
2
+ osh(
p
2  v
2
(x 

)))

sinh(
p
2  v
2
(x 2

)=2)
( 1 + v
2
+ osh(
p
2  v
2
(

)))
x ? 0:
(II.104)
Par la suite, nous nous restreindrons aux valeurs de  positives. La possible existene
de modes propres instables ave un taux de roissane omplexe sera disutée plus loin, en
II.B.4.
Nous allons maintenant ommener par omprendre le omportement (spatial) asymp
totique de es modes propres instables, puis nous les aratériserons entièrement par une
méthode de tir. Nous nirons ette sous-setion par une ourte disussion sur les modes
propres instables que nous avons trouvés.
II.B.3.a Comportements asymptotiques des modes propres instables
Cherhons don les modes propres temporellement roissants ( > 0) de la branhe
énergétiquement instable  < 

. Ces veteurs propres doivent posséder quelque relation
de ontinuité ave le mode neutre ( = 0) sus-mentionné. Considérons la limite x ! 1
des équations (II.99) et (II.100). Le système d'équations se réduit alors à
du
dx
= Mu (II.105)
ave
u =
0
B
B

'
d'=dx
r
dr=dx
1
C
C
A
M =
0
B
B

0 1 0 0
0 0   v
0 0 0 1
  v 2 0
1
C
C
A
: (II.106)
Le polynme aratéristique de ette matrie 
M
() = det(M    Id) a alors pour
expression

M
() = 
4
+ (v
2
  2)
2
  2v+ 
2
: (II.107)
Remarquons qu'eetuer les substitutions  = ik et  = i! dans (II.107) donne la
relation de dispersion
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! = vk +
p
2k
2
+ k
4
; (II.108)
qui orrespond à l'émission d'onde sonore (voir [40℄ et infra (II.84), (II.85)).
Pour de petites valeurs de  > 0, la matrie M a quatre valeurs propres distintes (les
raines de 
M
), deux positives (
+
1
; 
+
2
) et deux négatives (
 
1
; 
 
2
). En eet, 
M
(0) =

2
> 0, 
M
(=v) = (
4
  2
2
v
2
)=v
4
< 0 pour  susamment petit et 
M
( d=v) =

2
=v
4
 (
2
d
4
+ v
2
[(v
2
  2)d
2
+ 2v
2
d+ v
2
℄) < 0 pour v <
p
2, d grand et  susamment
petit (en o(d
 2
)). Cei fournit deux raines réelles positive et négative par le théorème des
valeurs intermédiaires. Les deux autres raines possibles s'en déduisent ar 
M
()! 1
pour ! 1.
Cette propriété peut être étendue au-delà du voisinage de  = 0. En eet, onsidérons
le disriminant de 
M
, qui est le résultant de 
M
et de son polynme dérivé (selon ) 
0
M
,
P
R
= Res(
M
; 
0
M
), qui vaut alors
P
R
= 16
2
 
16
4
  2( 2 + v
2
)
3
+ 
2
( 32   40 v
2
+ v
4
)

: (II.109)
On sait que le polynme 
M
() admet des raines multiples si et seulement si 
M
()
n'est pas premier ave 
0
M
(), 'est-à-dire, si et seulement si P
R
= 0 [47℄. Résolvons ette
équation en . Les raines de P
R
sont


1
= 
s
1 +
5v
2
4
 
v
4
32
 
v(16 + v
2
)
3=2
32
; (II.110)


2
= 
s
1 +
5v
2
4
 
v
4
32
+
v(16 + v
2
)
3=2
32
; (II.111)

3
= 0 (raine double). (II.112)
Pour toute valeur de v vériant 0 6 v <
p
2 , es raines vérient 0 6 
+
1
6 
+
2
. En
onséquene, pour une valeur xée de v et pour des valeurs réelles de  dans ℄0; 
+
1
[, 

1;2
sont réels et distints. Dans et intervalle de valeurs de , M est ainsi diagonalisable, ave
pour base de veteurs propres (u
+
1
; u
+
2
) et (u
 
1
; u
 
2
).
An d'être bornées, les solutions de (II.99), (II.100) doivent don avoir des omposantes
nulles selon les veteurs (u

1;2
) en x! 1. Cette ondition, appliquée aux veteurs propres
spatialement roissants fournit alors quatre onditions asymptotiques qui sont à la base de
la méthode de tir que nous présentons maintenant.
II.B.3.b Méthode de tir
An de trouver les modes propres instables, nous avons développé une méthode de tir
qui fontionne omme suit. À un ertain paramètre  < 

(voir (II.93)) de la branhe de
solutions instables, quatre nombres doivent être spéiés pour résoudre (II.99) et (II.100) :
les onditions initiales '
0
, '
0
0
, r
0
de l'équation (II.101) et le taux de roissane .
En partant d'une ondition initiale d'essai, nous intégrons numériquement au moyen
de Mathematia les équations (II.99) et (II.100) sur l'intervalle [ A;A℄. le veteur solu
tion est alors exprimé dans la base de veteurs propres au point x = A. L' erreur ,
'est-à-dire les omposantes de la solution sur les sous-espaes (roissants spatialement)
Vet(v
 
1
; v
 
2
) en x =  A et Vet(v
+
1
; v
+
2
) en x = +A sont alors alulées. Des itérations
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du type Newton-Raphson [48℄ sont alors eetuées an de réduire ette erreur à zéro en
modiant les veteurs de départ et la valeur propre . Cette méthode fournit les fontions
propres (r(x); '(x)) sur l'intervalle  A < x < A. Les omposantes de la solution sur le
sous-espae déroissant spatialement en x = A et les solutions (exponentielles) exates
de l'équation (II.105) sont utilisées pour étendre (r(x); '(x)) au-delà de x = A. La ondi
tion initiale utilisée pour amorer l'algorithme est obtenue en disrétisant spatialement les
équations (II.99) et (II.100) et en diagonalisant la matrie obtenue ainsi.
Les résultats mentionnés infra ont été obtenus en onsidérant A = 8. Nous avons vérifé
que les résultats étaient insensibles au hoix de A.
En pratique, ette méthode de tir s'est révélée marher orretement aussi bien près que
loin de la bifuration. Cependant, le problème du alul de veteurs dont des omposantes
appartiennent à une variété instable de dimension au moins 2 est un problème mal posé
numériquement [49℄. Il existe ependant un moyen  simple  d'intégrer numériquement
ette équation d'une manière robuste et stable. Cette méthode appelée méthode de la
matrie omposée est dérite en détail dans les référenes [34,35,50℄. Nous en donnons les
prinipes généraux en appendie B.I.
Cette méthode fournit la valeur propre omme le zéro de e qu'on nomme la fontion
d'Evans [51℄. L'élément lé est l'utilisation d'algèbres extérieures qui permettent de ramener
notre problème de variété instable 2d à un problème de variété instable 1d. Cette méthode
nous a permis de aluler les valeurs propres sur toute la branhe instable et de vérier
que notre méthode de tir était valable.
Les taux de roissane, orrespondant à v = 1=2 obtenus à la fois par la méthode de
tir et la méthode de la matrie omposée sont présentés sur la gure II.3 ave les modes
propres, trouvés uniquement dans le adre de la méthode de tir. On voit sur la gure II.3(a)
que le taux de roissane  admet un maximum 
max
' 0;263. Remarquons également que

max
< 
+
1
' 0;536. Ainsi, pour toutes les valeurs alulées de , les veteurs propres de la
matrie M (u

1;2
) forment une base de veteurs propres non dégénérée (voir la disussion
sous l'équation (II.112)). Les onditions asymptotiques utilisées à la fois pour la méthode
de la matrie omposée et la méthode de tir sont don pertinentes. Remarquons enn que
les taux de roissane déterminés par les deux méthodes sont en très bon aord.
Le taux de roissane tend vers 0 lorsque  tend vers 0. Dans ette limite g() = 0 (f.
équation (II.92)) et la solution stationnaire (II.90), (II.91) se réduit à un soliton gris qui
sont onnus pour être des solutions stables des équations (II.84) et (II.85) (ave g = 0)
[52℄. Il était don prévisible de trouver que  soit nul dans ette limite.
On voit sur la gure II.3 que le taux de roissane  s'annule également à la bifuration,
linéairement ave    

. Cette loi d'éhelle linéaire implique une loi du type jg   g

j
1=2
pour le temps aratéristique de roissane sur la branhe instable (f. équation (II.92)).
Comme on peut le remarquer sur la gure II.3, les modes propres onvergent vers le mode
neutre. Cependant la onvergene de la phase est non uniforme en x. Ce omportement
peut être ompris par les onsidérations suivantes. Si l'on eetue un développement de
Taylor des raines de (II.107), on obtient alors des formules qui sont, pour v = 0;5

+
1
() =
p
7
2
+
2
7
+O(
2
); 
+
2
() =
2(2
p
2  1)
7
+O(
3
); (II.113)

 
1
() =
 
p
7
2
+
2
7
+O(
2
); 
 
2
() =
 2(1 + 2
p
2)
7
+O(
3
): (II.114)
Pour  > 0, les taux de roissane spatiale 

2
tendent vers zéro mais restent toujours
non nuls. Par onséquent, pour  6= 0, la phase des modes propres onverge vers zéro à
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l'inni, alors que le mode neutre (qui orrespond à  = 0) possède un saut de phase.
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Figure II.3 : Solutions des équations de stabilité linéaire (II.99), (II.100). (a) Taux de
roissane  en fontion de  pour v = 0;5. Trait plein : résultats trouvés par la méthode
de la matrie omposée [34, 35℄ ; Æ : méthode de tir dérite sous l'équation (II.108). (b)
Phase ' du mode instable pour  = 0;287; 0;382; 0;440; 0;459 et 0;478 ; () module r du
mode instable. La fontion r () qui est symétrique est le mode neutre (équation (II.103)).
Remarquons la onvergene non uniforme vers la phase du mode neutre (équation (II.104))
et la loi d'éhelle linéaire du taux de roissane  des modes propres (voir texte). Les valeurs
de  sont ii les mêmes qu'en (b).
II.B.3. Disussion
On peut noter que les résultats trouvés pour les modes propres ne peuvent être pro
longés à la branhe stable par simple prolongement analytique. En eet, supposons que
l'on remplae la valeur propre instable 
U
par 
S
= i
U
an de résoudre (II.105) autour
de la branhe stable. Alors deux des quatre valeurs propres données par (II.113, II.114)
deviennent imaginaires pures. Comme l'on herhe des modes propres bornés, on doit an
nuler les omposantes du veteur propre orrespondant à 
+
1
(i
U
) en +1 et 
 
1
(i
U
) en
 1, les deux autres omposantes devant demeurer bornées. Ainsi, ontrairement au as
traité autour de la branhe stable, deux degrés de liberté sont libres dans le hoix du mode
propre. Par onséquent, on peut s'attendre dans e as à un ontinuum de veteurs propres
osillants non loalisés. Nous n'avons pas essayé de aluler es modes propres, semblables
aux modes de Gamov (situation à rapproher du I.C.3.b.1).
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Passons maintenant à une disussion sur la possible existene de modes propres in
stables ave un taux de roissane  omplexe. Notre but prinipal dans e travail est de
omprendre les lois d'éhelle dynamiques sur la branhe instable près de la bifuration
( ! 

). Dans ette limite, la fontion d'Evans suggère que les valeurs propres sont réelles
et isolées. Les simulations numériques (voir II.B.4) suggèrent fortement que l'on a aaire à
des valeurs propres réelles, du moins à partie réelle dominante. Cependant, bien que nous
n'ayons trouvé auune indiation évidente de l'existene d'un mode propre instable ave
un taux de roissane omplexe, nous ne pouvons armer leur inexistene.
II.B.4 Résultats dynamiques
Dans ette setion, nous étudions la dynamique du système dans le régime superritique
(g > g

) en intégrant numériquement l'équation (II.82).
Les dérivées spatiales sont évaluées par un shéma aux diérenes nies entré. Le
pas de temps est alulé en utilisant un algorithme de Crank-Niolson semi-impliite (on
impliite le laplaien, les termes non linéaires sont alulés de façon expliite)
i( 
n+1
   
n 1
)=t = L
n+1
+ L
n 1
+ 2NL
n
; (II.115)
où L
n
et NL
n
sont respetivement les parties linéaires et non linéaires du membre de droite
de l'équation (II.82) évaluées en  
n
=  (t
0
+ nt), 'est-à-dire
L
n
=  
xx
 
n
+ iv
x
 
n
; (II.116)
NL
n
=   
n
+ j 
n
j
2
 
n
+ gÆ(x) 
n
: (II.117)
Le premier pas de temps est alulé par une itération de la méthode d'Euler. Enn, tous les
N
mix
pas de temps (de l'ordre de quelques dizaines), on eetue un mélange des itérations
paires et impaires
 (kN
mix
t)  
1
4
[2 ((kN
mix
)t) +  ((kN
mix
  1)t) +  ((kN
mix
+ 1)t)℄ : (II.118)
Les aluls présentés infra ont été eetués ave un pas de disrétisation spatiale x =
0;005 et temporelle t = 0;001.
Nous avons vérié que le shéma numérique reproduisait bien les résultats de stabilité
linéaire de la setion II.B.3 en étudiant la roissane d'une perturbation d'une solution
stationnaire instable. À v = 0;295 et g = 3, le résultat trouvé dans notre étude de stabilité
linéaire est  = 0;07827 et notre shéma numérique donne 
num
= 0;0803. Nous avons
vérié que ette erreur de 2;5 % était due à la disrétisation.
Comme Hakim l'avait observé [8℄, une ondition initiale égale à une solution stationnaire
instable relaxe vers une solution stationnaire stable en émettant vers l'amont et l'aval de
l'éoulement une paire de solitons gris (voir gure II.4).
L'étude du omportement dynamique du système autour de la solution stable montre
que la perturbation d'une solution stable onduit à une relaxation exponentielle vers la
solution stable aompagnée de l'émission d'ondes sonores. Le temps aratéristique de
délin T diverge selon la loi d'éhelle T  jg   g

j
 1=2
à la bifuration. On montre nos
résultats sur la gure II.5. Ce délin exponentiel est assez inattendu dans le as d'un
système hamiltonien pour lequel on s'attendrait plutt à avoir des osillations. Cependant,
loin de x = 0, la relation de dispersion (II.108) est valable. Cela signie que des ondes
sonores peuvent être émises à n'importe quelle fréquene. Ainsi ette émission d'ondes
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Figure II.4 : Superuide neutre. En haut (a) Nuléation de solitons gris après perturba
tion d'une solution stationnaire instable pour g < g

. En bas (b) Émission périodique de
solitons pour g > g

. Cette émission est sous-ritique. Les ourbes représentent l'état de la
densité à diérents temps, déalés vers le haut, suessivement. Dans les deux as, en aval
se propage une onde dispersive.
sonores se ouple à la dynamique du système aussi près que l'on veut du seuil ritique.
Elle joue ainsi le rle d'une dissipation eetive dans notre système d'où les lois d'éhelles
aratéristiques d'un système dissipatif. À la diérene de la partie I.C.3 où le système
de haîne de pendules sans fréquene de oupure présentait des osillations amorties tout
en gardant des lois d'éhelle en l'éart au seuil puissane 1=4, ii on est en présene d'un
système également sans fréquene de oupure mais qui présente des lois d'éhelles typiques
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de systèmes purement dissipatifs.
Enn, nous avons étudié le système dans le régime superritique g > g

. Nous avons
trouvé, omme Hakim l'avait déjà observé dans [8℄, une transition à la dissipation, à la
quelle le système se met à émettre périodiquement des solitons gris vers l'amont et l'aval de
l'éoulement. Nous avons trouvé que la période d'émission T près de la bifuration diverge
selon la loi d'éhelle T  jg g

j
 1=2
(voir gure II.5). Cette transition s'eetue sans hysté
résis. Ce omportement est aratéristique d'une bifuration d'Andronov de type n÷ud-ol
apparaissant lorsqu'il existe une onnexion homoline au point de bifuration [53℄.
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Figure II.5 : Superuide neutre. Lois d'éhelle dynamiques près du seuil de bifuration
(g

= 1;551404, v = 0;5).  : temps aratéristique de roissane T = 1= (voir gure
II.3(a)) sur la branhe instable, 4 : temps de relaxation sur la branhe stable , } : période
d'émission de solitons. La ourbe (- - -) représente un ajustement de la loi d'éhelle jg  
g

j
 1=2
.
II.C Généralisation : un modèle de superuide hargé
II.C.1 Dénition du système
Dans tout e qui suit, nous onsidérerons le système déni par la fontionnelle d'ation
suivante
A[ ;

 ; V ℄ =
Z
dt

i
2
Z
dx (

 
t
    
t

 ) K
0

; (II.119)
où  est un hamp omplexe,

 son onjugué, V un hamp réel et K
0
est la fontionnelle
d'énergie du système égale à K de l'équation (II.75) ave un terme supplémentaire
K
0
= K +
Z
dx

qV
 
j j
2
  hj j
2
i

 
1
2
(
x
V )
2

: (II.120)
hj j
2
i est la valeur moyenne spatiale de j j
2
, valant 1 dans le as d'un système inni.
Les équations d'Euler-Lagrange, ÆA=Æ

 = 0 et ÆA=ÆV = 0, onduisent à l'équation de
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Shrödinger non linéaire suivante
i
t
 =  
xx
 + iv 
x
    + j j
2
 + g Æ(x) + qV  ; (II.121)

xx
V =  q
 
j j
2
  hj j
2
i

: (II.122)
Ce système peut ainsi être onsidéré omme un superuide hargé 1d s'éoulant à travers
un obstale et dont le hamp életrostatique rétroagit sur elui-i [54℄. C'est également
l'équation dynamique d'un supraonduteur 1d en présene d'une impureté [55℄. Nous
avons hoisi omme terme de soure j j
2
  hj j
2
i an d'assurer une harge globale neutre
de telle sorte que 0 = rV (+1) = rV ( 1).
La relation de dispersion du système loin de l'obstale peut être trouvée en onsidérant
que qV = U est un terme non loal de l'ation (qV = q
2

 1
[j j
2
  hj j
2
i℄). On a alors
montré en II.A.2.b que e potentiel ajoute un terme supplémentaire à la relation de dis
persion qui devient ! = vk +
q
k
2
^
U(k) + 2k
2
+ k
4
, où
^
U(k) est la transformée de Fourier
de U . Comme
^
U(k) = q
2
=k
2
, le hamp életrostatique ajoute une fréquene de oupure
!

= q à la relation de dispersion
! = vk +
p
!
2

+ 2k
2
+ k
4
: (II.123)
Aussi omme dans le as du modèle de sine-Gordon, auune onde sonore ne peut se propager
à des fréquenes inférieures à !

.
II.C.2 Solutions stationnaires
Nous nous sommes trouvés dans l'impossibilité de aluler analytiquement les solutions
stationnaires du as hargé pour q 6= 0. Une méthode simple pour obtenir numériquement
les solutions stables de (II.121), à g, v et q donnés est de laisser le système relaxer suivant
l'équation de Ginzburg-Landau 
t
 = ÆK
0
=Æ

 :

t
 = 
xx
   iv 
x
 +    j j
2
   g Æ(x)   qV  ; (II.124)

xx
V =  q
 
j j
2
  hj j
2
i

: (II.125)
Remarquons que les solutions stationnaires de (II.124) sont les mêmes que elles de (II.121).
Cette méthode ne donne ependant pas aès aux solutions instables du système.
Néanmoins, on peut remarquer que g joue le rle d'un multipliateur de Lagrange
qui impose la valeur j (0)j = R
0
lors de la minimisation de K
0
0
= K
0
j
g=0
. Cei revient
nalement à intégrer (II.124) ave g = 0 ave la ondition aux limites j (0)j = R
0
. On
aède enn à la valeur de g orrespondante en utilisant le fait que l'on a la ondition
de saut (II.83). Le diagramme de bifuration obtenu et les solutions stationnaires alulés
par ette méthode sont montrés sur la gure II.6. Cette manière de proéder peut aussi se
omprendre en faisant une analogie ave la haîne de pendules. Fixer j (0)j = R
0
, dans le
adre de l'ESNL, revient à xer l'angle du pendule foré dans la haîne de pendules. En
appliquant une dynamique de relaxation (il sut d'ajouter un terme visqueux susamment
élevé), en partant d'une haîne au repos sauf pour le pendule foré dont on impose l'angle,
la haîne nira à temps long par atteindre son état d'équilibre.
On peut voir sur ette gure que, ontrairement aux solutions stationnaires du as non
hargé q = 0, les solutions stationnaires du as hargé possèdent deux bosses de part et
d'autre de la singularité. Cei est dû à un érantage oulombien qui tend à aumuler
les harges positives autour de la déplétion située à la disontinuité. Le diagramme de
bifuration de K
0
montre que la branhe supérieure de K
0
est instable énergétiquement.
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Figure II.6 : (a) Module R des solutions stationnaires stable () et instable(- - -) de
l'équation (II.121) pour g = 5;53, v = 0;15, q = 0;5. En insertion : fontionnelle d'énergie K
0
des solutions stationnaires en fontion de g pour v = 0;15 (f. équation (II.120)) ; branhe
inférieure : branhe énergetiquement stable, branhe supérieure : branhe énergétiquement
instable. La bifuration a lieu à g = 6;06222. (b) Phase  des solutions stable () et
instable (- - -) des solutions stationnaires, aux mêmes paramètres que dans (a).
II.C.3 Stabilité linéaire
Comme expliqué en I.B.2 ou enore en II.B.3, le mode neutre peut être obtenu en
prenant la dérivée selon un paramètre régulier de la bifuration de la famille de solutions
stationnaires. Nous avons ainsi évalué le mode neutre omme étant
 (

+)  (

 )
2
où
 (

) sont les solutions stationnaires alulées pour un module en zéro égal à 

.
Pour obtenir le mode neutre de phase et de densité (les équivalents de r et ' de la setion
II.B.3), nous proédons de la manière suivante.
Notons 	
neu
le mode neutre. On a don
	
neu
(r; ) =
 (r; ; )

j
=

: (II.126)
D'où l'égalité
 j


+"
=  j


+ "	
neu
: (II.127)
De plus on a
 j


+"
= Rj


+"
e
ij


+"
(II.128)
= (Rj


+ "r
neu
)e
i[j


+"'
neu
℄
: (II.129)
En linéarisant ette expression, on obtient
	
neu
 (

)
=
r
neu
Rj


+ i'
neu
(II.130)
et l'on en déduit les modes neutres orrespondant à la densité et à la phase
r
neu
= Re(
	
neu
 j
=

)Rj
=

; (II.131)
'
neu
= Im(
	
neu
 j
=

): (II.132)
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La phase '
neu
et le module r
neu
de e mode neutre obtenus par ette méthode sont
traés sur la gure II.7. On peut remarquer que le mode neutre possède un déphasage ni.
Nous avons également intégré des solutions stationnaires perturbées an d'obtenir les
modes propres stables et instables. Le mode propre roissant et le mode propre osillant
(f. II.C.4) ont une forme très semblable (gure II.7). Ces modes propres possèdent tous
deux un déphasage à l'inni. Ainsi, ontrairement au as du superuide non hargé (f.
II.B.3), les modes propres passent uniformément d'une branhe à l'autre du diagramme de
bifuration. Ce résultat est le même que elui trouvé dans la as du modèle de sine-Gordon
(f. I.B.2)
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Figure II.7 : Superuide hargé. Modes propres de (II.121). (a) Module r pour v = 0;15
et q = 0;5 du mode neutre () orrespondant à g = g

= 6;06222 et des modes propres
stable (. . .) et instable (- - -) pour g = 6;0622. (b) Phase ' des mêmes modes propres
(mêmes onditions qu'en (a)). Remarquons la ontinuité des modes propres à la bifuration.
II.C.4 Résultats dynamiques
La méthode utilisée pour ette étude dynamique du système est la même que elle
utilisée en II.B.4, ave x = 0;05 et t = 0;001.
La perturbation d'une solution stationnaire stable onduit à des osillations olletives
autour de elle-i. Nous avons alulé la période de es osillations que nous avons fait
gurer sur la gure II.8. Ces données peuvent être ajustées par une loi d'éhelle de la
forme T =  + (g

  g)

, ave  =  1=4, e qui orrespond à une bifuration n÷ud-ol
hamiltonienne (f. équation (I.53)). Ainsi, omme nous avons déjà pu le mentionner, le
système a le même omportement que la haîne de pendules de sine-Gordon vue au hapitre
I.B.
Le système présente également, omme dans le as sine-Gordon, une hystérésis. Pour
g supérieur à g
0

(< g

), une solution instable perturbée donne lieu à l'émission périodique
d'ondes solitaires. Sur la gure II.8 sont traées en fontion de g la période des osillations
du système autour des solutions stationnaires stables et la période d'émission des ondes
solitaires, ainsi qu'un ajustement de es derniers résultats ave la loi d'éhelle T =   
1

log(g   g
0

) qui est très satisfaisant. Nous retrouvons à nouveau les mêmes résultats
que dans le as sine-Gordon, 'est-à-dire un méanisme de type bifuration Andronov
homoline.
Enn, nous avons étudié la dépendane en q de l'intervalle de sous-ritialité
g

 g
0

g

en
eetuant diverses séries de simulations. Les résultats sont résumés sur le tableau II.1. On
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Figure II.8 : Superuide hargé. Lois d'éhelle dynamiques près des seuils de bifuration
(g

= 6;06222, g
0

= 3;64, v = 0;15, q = 0;5). 4 : période des osillations sur la branhe
stable, } : période d'émission des ondes solitaires. Les ourbes représentent des ajustements
suivant les lois d'éhelle (g

  g)
 1=4
(...), et log(g   g
0

) (- - -), f. texte.
peut alors y voir que et intervalle déroît ave q. Ces données sont ompatibles ave une
loi en q
1=4
, un ajustement fournissant l'exposant 0;27.
Tableau II.1 : Dépendane en q de l'intervalle réduit de sous-ritialité
g

 g
0

g

.
q 1 0;5 0;25
g

  g
0

g

48% 40% 33%
II.D Disussion et onlusion
La première partie de ette thèse a été onsarée à l'étude de quatre systèmes non
linéaires hamiltoniens présentant haun une bifuration n÷ud-ol (le paramètre de bifur
ation sera noté par la suite Æ et le seuil ritique Æ

). Dans le régime superritique, es
systèmes émettent spontanément et de façon périodique des ondes solitaires. Par alul
analytique ou par simulation numérique, nous avons mis en évidene l'importane du rle
joué par les ondes sonores dans es systèmes. Ainsi nos quatre systèmes peuvent se ranger
dans deux atégories selon que leur relation de dispersion possède ou non une fréquene de
oupure.
La relation de dispersion de l'équation de sine-Gordon (ESG, f. équation (I.33)) et elle
de l'ESNL dans le as du superuide 1d hargé (ESNL, f. équation (II.121)) s'érivent
!
2
= !
2

+ k
2
!

= 1 (ESG); (II.133)
! = vk +
p
!
2

+ 2k
2
+ k
4
!

= q (ESNL): (II.134)
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Elles présentent toutes deux une fréquene de oupure !

égale respetivement à 1 et q
(f. équations (I.9) et (II.123)). Dans ette situation, auune onde sonore de fréquene
inférieure à !

ne peut se propager. En analysant les lois d'éhelles de es sytèmes près
de la bifuration, nous avons aratérisé la nature de elle-i. Il s'agit d'une bifuration
n÷ud-ol hamiltonienne, de forme normale m
e

Q = Æ   Q
2
(f. appendie A.I) : les
modes propres stables osillent autour d'une solution stationnaire stable et leur période
d'osillation T
osill
près du seuil de bifuration diverge omme
T
osill
 jÆ   Æ

j
 1=4
: (II.135)
La valeur propre  du mode propre instable tend vers zéro omme l'éart au seuil à la
puissane 1=4, e qui fait que le temps aratéristique de roissane de es modes propres
diverge à la bifuration selon une même loi d'éhelle que la période d'osillation. On om
prend alors bien la raison pour laquelle les ondes sonores ne jouent pas de rle au voisinage
de la bifuration : tous les temps aratéristiques de la dynamique divergent à la bifura
tion, ainsi, pour des temps aratéristiques tels que T > 2=!

, le système ne peut plus
être ouplé ave l'émission d'ondes sonores.
De plus, la transition du régime stationnaire au régime instationnaire où les sytèmes se
mettent à émettre spontanément des ondes solitaires à l'inni possède une hytérésis : en
partant du régime d'émission périodique Æ > Æ

et en baissant le paramètre Æ, e régime
ontinue d'exister jusqu'à un nouveau seuil Æ
0

< Æ

. Le méanisme de sous-ritialité a
été identié omme résultat d'une bifuration globale Andronov homoline (f. appendie
A.III), grâe à sa loi d'éhelle aratéristique suivie par la période d'émission d'exitations
T
emission
T
emission
=  
1

+
log(Æ   Æ
0

) + o(log(Æ   Æ
0

)): (II.136)
Une telle bifuration dans des systèmes étendus a été trouvée dans le adre de systèmes
dissipatifs [15℄. Ii nos études onernent des systèmes hamiltoniens. L'ensemble de es
résultats est illustré sur les gures II.8 et I.7(b).
Pour nir, les modes propres instables possèdent les mêmes omportements spatiaux à
l'inni que le mode neutre (f. gures I.5(b) et II.7).
Les deux autres systèmes que nous avons étudiés possèdent une relation de disper
sion sans fréquene de oupure. Celle-i s'érit dans le as de la haîne de pendules mo
diée (régie par l'équation de sine-Gordon modiée  ESGm, f. équation (I.66) ave
(A;B) = (0; 4)) et du superuide 1d neutre (dont l'équation dynamique est l'ESNL (II.82))
respetivement omme
!
2
= k
2
(ESGm); (II.137)
! = vk +
p
2k
2
+ k
4
(ESNL): (II.138)
En l'absene de fréquene de oupure, une onde sonore de n'importe quelle fréquene peut
se propager dans le système. Ce phénomène se traduit dans la dynamique de nos systèmes
omme une dissipation eetive. Ainsi, dans le as de l'ESGm, tout en onservant des lois
d'éhelle propres aux systèmes hamiltoniens (valeur propre tendant vers 0 omme l'éart
au seuil à la puissane 1=4), les modes propres stables ne présentent plus d'osillations,
mais des osillations amorties. Le taux d'amortissement s'annule à la bifuration, de façon
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inattendue et pas enore omprise, en suivant une loi linéaire en l'éart au seuil. De plus
la transition vers le régime d'émission périodique présente à nouveau de la sous-ritialité,
dont l'intervalle déroît lorsque la fréquene de oupure tend vers 0. Tous es résultats sont
résumés sur la gure I.10(a).
L'absene de fréquene de oupure a des eets enore plus manifestes dans le as de
l'ESNL. Ii, la dynamique perd totalement sa nature hamiltonienne. Ainsi, auune osilla
tion autour de la branhe stable n'est observée. Une perturbation d'une solution station
naire stable relaxe exponentiellement vers ette dernière, la valeur propre stable s'annule
à la bifuration selon une loi d'éhelle en raine arrée de l'éart au seuil, de même pour
la valeur propre instable du système (alulée par la méthode de la matrie omposée, f.
gure II.3(a)). Ces omportements sont typiques d'une bifuration n÷ud-ol dissipative,
dont la forme normale s'érit m
e
_
Q = Æ   Q
2
(f. A.I). La transition, ontrairement aux
trois autres systèmes, ne présente plus d'hystérésis (f. gure II.5).
Dans un as omme dans l'autre, à la diérene des systèmes ave fréquene de ou
pure, les modes propres instables subissent une déloalisation à la bifuration. Ainsi, les
modes propres instables de l'ESGm déroissent exponentiellement à l'inni, d'autant plus
lentement que l'on se rapprohe du seuil de bifuration. Le mode neutre déroît quant à
lui algébriquement (déroissane en 1=x
2
) (f. II.3(b)).
Dans le as de l'ESNL, les modes propres instables de densité ne subissent pas de dé
loalisation à la bifuration e qui n'est pas du tout le as du mode propre instable de
phase. Celui-i tend exponentiellement vers 0 à l'inni tandis que le mode neutre de phase
possède un déphasage ni (f. I.9(b)).
L'ensemble de es résultats est résumé sur le tableau II.2.
En présene d'une fréquene de oupure dans la relation de dispersion, les sytèmes
onservent leur nature hamiltonienne ; a ontrario, l'absene de fréquene de oupure rend
les systèmes dissipatifs (en partie pour l'ESGm, omplètement dans le as de l'ESNL). Il
apparaît, dans le as de l'ESGm, que l'eet des ondes sonores n'est pas susant pour rendre
le système totalement dissipatif, et empêher l'hystérésis de la transition à la dissipation.
On peut omprendre ette diérene en reprenant l'exemple élémentaire de bifuration
n÷ud-ol de l'appendie A.I.
Notre pendule simple foré peut être vu omme une partiule de masse m, repérée par
sa oordonnée , soumise à un potentiel V () tel que
V () = m!
2
0
(1  os)   
ext
 : (II.139)
Nous onsidérons le problème en présene d'un terme de frottement dont le oeient de
frition est  (f. équation (A.2)). La bifuration n÷ud-ol de notre système orrespond à
la disparition du minimum et maximum loal (à 2 près) de notre potentiel, 'est-à-dire,
lorsque le ouple extérieur  
ext
vaut m!
2
0
=  
rit
ext
et que les deux extrema oïnident. Pour
 
ext
>  
rit
ext
, V () ne possède plus d'extrema, il n'y a plus de solutions stationnaires (f.
gure II.9).
En l'absene de dissipation ( = 0), dans le régime superritique, notre masse m dévale
le potentiel (le pendule a un mouvement de révolution). Partant d'une telle situation, si
l'on diminue le ouple extérieur, e mouvement de révolution ontinuera d'être, pour des
raisons énergétiques. Dans le as non dissipatif, la transition présente don toujours de la
sous-ritialité. Si le frottement  est non nul mais faible, la dissipation sera insusante
pour empêher la masse de s'arrêter lorsque  
ext
.  
rit
ext
: l'hystérésis existera enore.
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6= 0 !

= 0
ESG ESNL ESGm ESNL
Solutions stationnaires analytiques numériques analytiques analytiques
Comportement
autour de la e
i!t
e
 rt+i!t
e
 t
branhe stable
Lois d'éhelle !  jÆ   Æ

j
1=4
!  jÆ   Æ

j
1=4
  jÆ   Æ

j
1=2
r  jÆ   Æ

j
Résultats analytiques numériques numériques numériques
Comportement
autour de la e
+t
branhe instable
Loi d'éhelle   jÆ   Æ

j
1=4
  jÆ   Æ

j
1=2
Résultats analytiques numériques analytiques numériques
Déloalisation des
modes propres instables non oui
à la bifuration
Hystérésis oui non
Période d'émission
T 
1

log(Æ   Æ
0

) T  jÆ   Æ

j
1=2
des exitations
Tableau II.2 : Tableau réapitulatif des résultats de la première partie.
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 
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< m!
2
0
 
ext
= m!
2
0
 
ext
> m!
2
0
-25
-20
-15
-10
-5
0
5
0
 
 
 
PSfrag replaements

2 3 4 5
6
Figure II.9 : Potentiel V () selon que  
ext
< m!
2
0
,  
ext
= m!
2
0
ou  
ext
> m!
2
0
. Lorsque
 
ext
< m!
2
0
, deux extrema loaux (à 2 près) existent. Ils oïnident à  
ext
= m!
2
0
, au-delà
( 
ext
> m!
2
0
), le potentiel n'a pas d'extrema loaux, il n'y a plus de solutions stationnaires.
En revanhe, dans le as sur-amorti ( très grand) , la dissipation sera telle que, dès que
 
ext
<  
rit
ext
, la massem s'arrêtera dès le premier minimum loal de potentiel. L'ESNL serait
don équivalente au as sur-amorti ( très grand), tandis que l'ESGm orrespondrait au
as  faible.


Deuxième partie
Systèmes bidimensionnels

Chapitre III
Méthodes numériques
A
lors que les problèmes 1d ne posent guère de diultés pour une étude de système
étendu  pour ela, une méthode de diérenes nies ave susamment de points
de grille onvient, ainsi que nous avons pu le voir dans la première partie , l'appliation
de e type de méthode est inenvisageable à partir de la dimension 2, pour des raisons
évidentes de oûts en mémoire et en temps de alul. Dans ette partie, nous aurons à
traiter des problèmes bidimensionnels d'éoulements autour d'un obstale ylindrique (en
2d, il s'agit d'un disque de rayon r
0
que nous hoisirons égal à 1). De tels problèmes ont déjà
été abordés, soit en onsidérant des boîtes périodiques [9℄ e qui néessite de très grandes
boîtes si l'on veut étudier les omportements à l'inni des systèmes, soit en utilisant une
transformation des oordonnées d'espae [56℄ qui permet de tenir ompte des phénomènes
à l'inni. Dans tous es travaux, l'obstale était matérialisé par un potentiel susamment
fort.
Pour notre part, tout en utilisant une transformation des oordonnées d'espae pour
tenir ompte de la géométrie innie de nos systèmes, nous avons développé une nouvelle
méthode adaptée à l'étude au voisinage de l'obstale et e, en imposant les onditions
aux limites diretement sur les frontières de l'obstale. Cela nous a permis de onsidérer
des onditions aux limites aussi bien de type Dirihlet (qui xent les valeurs du hamp
sur l'obstale) que de type Neumann (qui xent les valeurs des dérivées des hamps sur
l'obstale).
Ce hapitre est onsaré dans un premier temps  partie III.A  à la struture nu
mérique des hamps utilisés. Ensuite nous exposerons dans la partie III.B les méthodes
numériques d'implémentation des onditions aux limites, les méthodes de suivi de branhes
stationnaires ainsi que leurs performanes.
III.A Struture des hamps
III.A.1 Transformation d'un domaine inni en un domaine borné
Appelons D le disque D(0; r
0
). Nous nous intéresserons dans toute la suite à un uide
qui s'éoule autour de et obstale. Notons alors 
 = C n D le domaine de dénition du
problème. Étant donné les symétries du problème, il est naturel de se plaer en oordonnées
polaires (; r) 2 [0; 2℄f[ 1; r
0
℄[ [r
0
;+1℄g. (La représentation, à dessein, est double.)
An de tenir ompte de la nature innie du domaine, nous avons ramené numérique
ment l'étude du problème déni sur 
 à une étude dans le disque unité en utilisant la
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transformation sur les oordonnées radiales
r : [ 1;+1℄  ! [ 1; r
0
℄ [ [r
0
;+1℄ (III.1)
z 7 ! r(z) =
r
0
z
(III.2)
la oordonnée angulaire  n'étant pas modiée. Cette transformation peut s'inverser via
z(r) = r
0
=r. À partir de maintenant, nous onsidérons le as r
0
= 1. C'est une transfor
mation onforme qui permet de ramener l'étude des problèmes à l'inni au point 0 [57℄,
les points prohes de l'obstale orrespondant pour leur part au voisinage de jzj = 1. On a
don pour (x; y) dans 

x = z
 1
os  ; y = z
 1
sin  (III.3)
et la transformation inverse s'érit
z = 
1
p
x
2
+ y
2
z 2 [ 1;+1℄; (III.4)
 = artan(
y
x
) +
  
2
 2 [0; 2℄: (III.5)
Un hamp réel  (x; y) peut alors s'exprimer en terme de variables (; z) omme
 (; z) =  (x(; z); y(; z)) (III.6)
ave x(; z) et y(; z) donnés par (III.3). Remarquons que l'on a
x(; z) = x( + ; z); y(; z) = y( + ; z); (III.7)
e qui fait que le domaine 
 est en fait dérit deux fois en les variables (; z). Ainsi un
hamp  (; z) doit vérier
 (; z) =  ( + ; z): (III.8)
Nous verrons dans le paragraphe suivant les réperussions d'une telle symétrie sur la repré
sentation numérique de nos hamps. Remarquons enn qu'ave une telle transformation,
les opérateurs diérentiels en (x; y) peuvent s'érire simplement au travers des opérateurs
diérentiels en (; z) omme
 
x
=  z sin 
 

  z
2
os 
 
z
; (III.9)
 
y
= +z os 
 

  z
2
sin 
 
z
; (III.10)
 = +z
2

2
 

2
+ z
4

2
 
z
2
+ z
3
 
z
: (III.11)
III.A.2 Représentation spetrale des hamps  Propriétés
Maintenant que nous avons ramené le problème d'un domaine inni à un domaine
ompat, une méthode adaptée à un tel domaine est d'utiliser des méthodes spetrales pour
représenter des hamps : transformée de Fourier pour e qui est de la variable angulaire
 et polynmes de Thebyhe pour la variable radiale z = z(r), 'est-à-dire développer
les hamps sur une base de fontions fe
in
; 0 6 n 6
N

2
g et une base de polynmes de
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Thebyhe fT
p
(z); 0 6 p 6 N
r
g dont les points de olloations respetifs (les points où
l'on dénit les valeurs des fontions de base) sont les

m
=m
2
N

pour 0 6 m 6 N

; (III.12)
z
k
= os k

N
r
pour 0 6 k 6 N
r
+ 1 : (III.13)
Rappelons que l'on a la relation T
p
(os ) = os(p) qui permet de développer les hamps
en z en utilisant des transformées de Fourier rapides osinus. Développés sur une telle base,
de tels hamps vérient
 (; z) =
N

2
X
n= 
N

2
+1
2
4
N
r
X
p=0
 
n;p
e
in
T
p
(z)
3
5
: (III.14)
Dans nos travaux, nous aurons à traiter des hamps réels (quitte à onsidérer leurs
parties réelle et imaginaire dans le as d'un hamp omplexe), ainsi les oeients  
n;p
du
développement (III.14) sont omplexes-onjugués
 
 n;p
=

 
n;p
: (III.15)
Nous avons également une relation supplémentaire onséquene de (III.8) : posons z =
os 
0
, les hamps doivent être invariants selon la transformation (; 
0
) 7! ( + ; 
0
+ ),
e qui se traduit dans l'espae spetral par
 
n;p
= ( 1)
n
( 1)
p
 
n;p
: (III.16)
Par onséquent, les oeients sont nuls pour les ouples d'indies (n; p) de parité diérente.
Cette symétrie permet de gagner un fateur 2 en temps de alul des transformées de Fourier
en utilisant des transformées de Fourier paires ou impaires ad ho.
La pertinene du hoix d'un tel développement des hamps sur ette base de polynmes
s'expliquera par la suite par le fait que le développement sur les polynmes de Thebyhe
permet d'étudier ave beauoup de préision e qui se passe au voisinage des premiers
points de olloation (dans notre as le voisinage de l'obstale). Cela permet d'analyser les
ouhes limites près du ylindre. En eet, pour k petit devant N
r
, on a z
k
' 1 
1
2
(k

N
r
)
2
,
e qui donne en terme de grandeur r pour de tels k
r
k
= r(z
k
) ' r
0
:[1 +
1
2
(k

N
r
)
2
℄ ; (III.17)
ainsi, en doublant la résolution, on se retrouve ave quatre fois plus de points prohes de
l'obstale.
De plus, le développement en polynmes de Thebyhe permet de bien dérire les
omportements à l'inni en puissane de 1=r, ar les polynmes de Thebyhe forment
une base de polynmes en z. Nous verrons dans les hapitres suivants à propos de e dernier
point que les hamps des systèmes que nous étudions ont exatement un omportement
polynmial en z = 1=r.
Enn, nous aurons à aluler des intégrales de nos hamps. Notre méthode permet
d'eetuer es aluls sur les points de olloation grâe à la formule
Z


rdrd (r; ) =  
2
N


N
r
N

 1
X
m=0
N
r
2
 1
X
k=0
 (
m
; z
k
)
q
1  z
2
k
dr
dz
(z
k
)r(z
k
): (III.18)
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III.A.3 Généralisation de la méthode
Nous avons vu que notre hoix de représentation spetrale a pour intérêt de résoudre
extrêmement bien les ouhes limites près du ylindre et de tenir ompte de e qui se passe
à l'inni. Néanmoins, pour résoudre des problèmes possèdant des éhelles de longueurs bien
supérieures à r
0
(nous aurons à étudier des problèmes de ouhes limites d'épaisseur   r
0
)
il faudra augmenter la résolution. Cela a l'inonvénient d'ajouter des points de olloations
supplémentaires tout à fait inutiles. L'idée est alors de hanger la transformation z(r) an
de dilater l'éartement des points de olloation près du ylindre, tout en onservant un
omportement à l'inni semblable à l'inversion d'origine. Pour e faire, nous avons hoisi
la transformation suivante, paramétrée par ,
r

: [ 1;+1℄  ! [ 1; r
0
℄ [ [r
0
;+1℄ (III.19)
z 7 ! r
0
[

z
+ (1  )z℄ (III.20)
et qui s'inverse en
z

:[ 1; r
0
℄ [ [r
0
;+1℄  ! [ 1; 1℄ (III.21)
r 7 !
1
2(  1)

 
r
r
0

r
(
r
r
0
)
2
+ 4(  1)

pour r ? 0: (III.22)
L'inversion utilisée préédemment orrespond à  = 1. Pour les points de olloation
prohes de 1, on a alors
r
k
= r

(z
k
) ' r
0

1 +
2  1
2
(k

N
r
)
2

: (III.23)
Les premiers points de olloation sont dilatés d'un fateur 2   1 par rapport au as de
l'inversion ( = 1). Quant aux points situés vers l'inni (orrespondant aux z
k
prohes de
0), ils ont été dilatés d'un fateur  (z

(r)  r
0
=r pour r ! +1).
III.A.4 Notion de spetres
Nous dénissons les spetres en r et en  d'un hamp  représenté spetralement par
les  
n;p
omme la suite de nombres donnée respetivement par
Sp
r
(p) =
N

2
X
n= 
N

2
+1
j 
n;p
j
2
0 6 p 6 N
r
; (III.24)
Sp

(n) =
N
r
X
p=0
j 
n;p
j
2
0 6 n 6
N

2
: (III.25)
On ne onsidérera que la moitié des spetres en , ar la représentation en  est omplexe
onjuguée (f. équation (III.15)).
Lorsque l'on utilise une méthode spetrale, une bonne onvergene typique de hamps
analytiques implique une déroissane exponentielle des spetres (Sp(k)  e
 Æk
), où Æ est
le taux de délin des spetres. On onsidère usuellement que la onvergene des spetres
est atteinte lorsque Æk
max
est susamment grand [58℄.
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III.B Pas de temps et méthode de suivi de branhe
III.B.1 Pas de temps et onditions aux limites
Nous aurons à étudier la dynamique de systèmes bidimensionnels, au travers de simu
lations numériques des équations que l'on pourra mettre de façon générique sous la forme
(quoique dans le as d'algorithmes de type de Crank-Niolson, quelques aménagements
soient à eetuer)
	
t
= L	+W(	); (III.26)
où 	 est un hamp, L, un opérateur linéaire et W, un opérateur non linéaire. Les hamps
seront de dimension double 2N

N
r
ar de la forme 	 = (; ) ou 	 = (Re; Im) (Re et
Im étant les parties réelle et imaginaire d'un hamp omplexe). Dans le as d'algorithmes
de relaxation, L sera de la forme
L =

 0
0 

(III.27)
une matrie diagonale par blos, de blo laplaien (dans le as de l'équation d'Euler, il n'y
aura qu'un seul blo) tandis que dans le as des algorithmes de dynamique hamiltonienne
(algorithme de Crank-Niolson), l'opérateur L sera de la forme
L =

0  
 0

(III.28)
modulo quelques onstantes multipliatives. Nous implémentons numériquement l'équation
(III.26) à l'aide d'un pas de temps semi-impliite, où les termes non-linéaires sont alulés
expliitement, et qui se met sous la forme, ave  l'inrément temporel
	(t+ ) 	(t)

= L	(t+ ) +W(	(t)) (III.29)
ou enore en notant Id l'opérateur identité
	(t+ ) = (Id L)
 1
(Id+W)	(t): (III.30)
Le fait d'avoir impliité l'opérateur linéaire permet d'imposer les onditions aux limites
des hamps reherhés de la manière qui suit (méthode tau). En développant les hamps
dans notre représentation spetrale, nous avons besoin an de résoudre (III.30) d'inverser
l'opérateur  = [Id L℄ dont on onnaît la matrie, e qui revient à résoudre un système
de la forme
x = b (III.31)
d'inonnue x = (x
1
; : : : ; x
n
) et de seond membre b = (b
1
; : : : ; b
n
) qui représente le terme
(Id+W)	(t). L'idée est alors de substituer les oeients des deux derniers polynmes
de Thebyhe T
N
r
 1
et T
N
r
par les équations orrespondant aux onditions aux limites
du système en z = 1 [59℄.
Nous aurons à traiter deux types de onditions aux limites, des onditions aux limites
de type Dirihlet
	j


= f() (III.32)
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et des onditions aux limites de type Neumann

r
	j


= g(): (III.33)
De façon pratique, ela revient à remplaer b par b
modif
de telle manière que les deux
derniers termes de b sont hangés en les onditions aux limites sur le bord du domaine et
à remplaer les deux dernières lignes de la matrie  de  par les T
k
(1) ou les T
0
k
(1),
dérivées des polynmes de Thebyhe en le premier et le dernier point de olloation. Une
telle matrie modiée 
modif
appliquée en x donne sur les deux dernières oordonnées du
veteur ainsi alulé la valeur de x ou de la dérivée radiale de x au ylindre. Ainsi
x = 
 1
modif
b
modif
(III.34)
possède les bonnes onditions aux limites.
Remarquons que, dans notre représentation, les opérateurs 
modif
sont diagonaux par
blos, haque blo diagonal orrespondant à un mode de Fourier n en . D'une matrie
de taille (N

N
r
)  (N

N
r
), nous nous retrouvons ave N

sous-matries à inverser de
taille N
r
 N
r
. Lors de nos simulations numériques, nous utilisons systématiquement le
même inverse 
 1
modif
que nous alulons une fois pour toutes par la méthode LU (dont la
omplexité est en O(N
3
)).
III.B.2 Méthode de suivi de branhe
Les équations de relaxation que nous renontrerons ne permettent d'aéder qu'aux
solutions stationnaires stables de nos systèmes. An d'obtenir des branhes d'états station
naires instables, nous avons utilisé une méthode de suivi de branhe [16,60,61℄ fondée sur
un algorithme de Newton que nous rappelons en appendie C.I.2. Elle revient à herher
les points xes de (III.30), 'est-à-dire les zéros de la fontion
F(	) =

(Id L)
 1
(Id+W)  Id

	 (III.35)
pour L de la forme (III.27). L'algorithme onsiste, à haque itération, à soustraire à la
solution approhée 	 l'inrément Æ	 tel que (voir l'équation (C.17))
dF  Æ	 = F(	); (III.36)
où dF est la diérentielle de F alulée en 	. En notant dW la diérentielle de W alulée
en 	, on a ainsi
dF = (Id L)
 1
(Id+dW)  Id : (III.37)
La résolution de l'équation (III.36) néessite l'inversion de l'opérateur linéaire dF. Notons
M = (N

N
r
) (N

N
r
) le nombre d'éléments de la matrie de dF. Cette matrie n'est pas
reuse, aussi le oût du alul diret d'un inverse serait en O(M
3
) e qui est impossible
à mener en pratique pour de grosses matries. L'utilisation de méthodes itératives de
gradient bionjugué néessite a priori le même oût : une solution du système linéaire est
suessivement approhée à la suite de M multipliations d'un veteur par une matrie,
multipliation qui se fait elle-même en O(M
2
) opérations. Néanmoins, si la matrie est
bien onditionnée ('est-à-dire si le rapport du plus grand et du plus petit module des
valeurs propres est prohe de 1), l'algorithme de gradient bi-onjugué néessite beauoup
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moins d'opérations que les M multipliations de veteurs par une matrie pour arriver à
une bonne approximation de l'inverse de la matrie.
Dans la mesure où l'opérateur linéarisé de L + W est très mal onditionné (les plus
grandes valeurs propres du laplaien dans notre as sont en O(N
4
r
) à ause du nombre de
points près de l'obstale en N
2
r
), il est peu judiieux de résoudre diretement l'équation
(L+W)	 = 0. Il s'agit alors de trouver un préonditionnement de L+dW, 'est-à-dire un
inverse approhé.
Remarquons alors les deux hoses suivantes. D'une part, les points xes du pas de temps
obtenus sont indépendants du hoix de  , en eet
F(	) = 0() (Id+W)	 = (Id L)	()W	 =  L	; (III.38)
indépendamment de  . D'autre part, remarquons que l'équation (III.36) est équivalente à
(Id L)
 1
[(Id+dW)  (Id L)℄ Æ	 = (Id L)
 1
[(Id+W)  (Id L)℄ 	:
(III.39)
Pour  grand, on se retrouve ave l'égalité
L
 1
(L + dW)Æ	 = L
 1
(L +W)	 (III.40)
et l'opérateur L
 1
(L + dW) = Id+L
 1
dW est ette fois-i bien onditionné pour  su
samment grand, L
 1
W pouvant alors être vu omme une perturbation de l'identité. Dans
nos simulations, nous ferons varier le pas de temps  empiriquement pour optimiser e pré
onditionnement. Enn, nous inversons l'opérateur dF à l'aide d'un algorithme de gradient
bionjugué BiCGSTAB [62℄ que nous dérivons brièvement en appendie C.II.
L'algorithme de Newton est un algorithme très performant, sa onvergene est quadra
tique, 'est-à-dire que la déroissane de l'erreur ommise sur les zéros de F déroît plus
vite qu'exponentiellement (f. appendie C.I.2). Sur toutes les branhes de solutions sta
tionnaires, nous avons pu atteindre une erreur alulée omme k F(	) k = k 	 k où 	 est
un hamp approhé donné par l'algorithme. On dénit la norme sur un hamp 	 représenté
spetralement par les 	
n;p
par
k 	 k=
n
X
n;p
j	
n;p
j
2
o
1=2
: (III.41)
Quant au as de l'algorithme BiCGSTAB, on alule l'erreur ommise sur la solution ap
prohée du système Ax = b omme k Ax  b k = k b k.
Considérons un éoulement de type eau peu profonde (abordé au hapitre VI) dont les
paramètres physiques et numériques sont =D =
p
2=40, à la résolution N

N
r
= 12864
et un angle de ontat tel que 
0
0
=  1. À e régime, le Mah ritique estM

= 0;419055.
Nous illustrons le phénomène de onvergene quadratique sur la gure III.1(a) où nous
montrons deux as de onvergenes typiques dans le as d'un éoulement de type eau
peu profonde selon que l'on est parti d'une solution approhée du système ou bien d'une
solution quelonque (hamps  = 1  1=r,  = 0) à MahM = 0;4, ainsi que la vitesse de
onvergene d'une solution stationnaire stable très près de la bifuration, pour un éart au
seuil de la bifuration (M

 M)=M' 1;2 10
 5
.
Pour le même système, sur la gure III.2, nous montrons des onvergenes typiques de
l'algorithme BiCGSTAB en fontion des diérents onditionnements possibles, en distin
guant le as où l'on est loin ou prohe de la bifuration. Il existe un pas de temps  pour
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iterations
M = 0;4, CI approhee
M = 0;4, CI arbitraire
M'M
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Figure III.1 : Exemple de vitesse quadratique de onvergene de l'algorithme de Newton
(f appendie C.I.2) : l'algorithme de Newton onverge plus vite qu'une exponentielle. On
atteint une erreur (f. texte pour la dénition) de 10
 13
en moins de 10 itérations de
l'algorithme de Newton. Nous onsidérons trois as : les deux premiers as, loin de la
bifuration, selon que l'on part d'une solution approhée ou d'une solution quelonque,
ainsi qu'un troisième as alulé très près du seuil de bifuration en prenant une solution
de départ approhée (f. texte).
lequel le gradient bionjugué onverge de façon optimale. De plus, près de la bifuration,
la rapidité de onvergene de BiCGSTAB se dégrade.
Dans le as des éoulements en eau peu profonde, le gradient bionjugué a toujours
onvergé en moins de 100 itérations pour atteindre une préision de l'ordre de 10
 5
. L'algo
rithme de Newton onverge également extrêmement bien, jusqu'à une préision inférieure
à 10
 12
, et ela, quelle que soit la valeur de 
ap
. En revanhe, dans le as du superuide, à
mesure que la longueur de ohérene 
SNL
diminue, le gradient bionjugué a besoin d'ee
tuer quelques entaines d'itérations (typiquement 400) avant de onverger ave une erreur
en 10
 3
 10
 4
, et l'algorithme de Newton onverge moins eaement, pour une préision
de l'ordre de 10
 8
 10
 9
.
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Figure III.2 : Exemple typique de onvergene de l'algorithme de gradient bionjugué
BiCGSTAB en fontion de  paramètre empirique de onditionnement. En haut (a), on
est loin de la bifuration ; en bas (b), on en est très prohe. Il existe une valeur optimale
de  pour la rapidité de onvergene de l'algorithme. Notons que ette rapidité se dégrade
lorsqu'on se rapprohe de la bifuration.

Chapitre IV
Éoulement stationnaire d'un uide
parfait ompressible autour d'un
disque  Équation d'Euler
C
e hapitre est onsaré à un problème lassique de méanique des uides, elui
de l'éoulement bidimensionnel d'un uide ompressible régi par l'équation d'Euler
autour d'un obstale. Cette équation est une équation non linéaire non dispersive qui
présente un ho à un ertain nombre de Mah ritique : le nombre de Mah loal du
uide vaut alors 1 et l'éoulement est loalement supersonique. Elle onstitue la limite non
dispersive des systèmes physiques que nous aborderons dans les hapitres V et VI.
Nous alulons les solutions stationnaires de et éoulement par les méthodes présentées
dans le hapitre III. La méthode fontionne remarquablement bien et l'on retrouve un
résultat d'un artile de Ria [24℄. Ce dernier a déterminé analytiquement le nombre de
Mah ritique de ette équation par une méthode de développement en nombre de Mah
des solutions stationnaires. Nous atteignons la même préision de alul que lui en utilisant
seulement 16 points de grille en r. Nous montrons ainsi que notre méthode est très eae
pour dérire des hamps déroissant à l'inni en polynmes en 1=r. Au passage, nous
déterminons le Mah ritique de l'équation d'Euler ave 10 hires signiatifs, à très peu
de frais.
IV.A Dénition du système
Considérons l'éoulement d'un uide non visqueux ompressible irrotationnel autour
d'un obstale de rayon r
0
(égal à 1 dans toute la suite) se déplaçant à vitesse onstante
v = +ve
x
: (IV.1)
Plaçons-nous dans le référentiel lié à l'obstale. Comme l'éoulement est supposé irrota
tionnel, l'éoulement est potentiel et la vitesse du uide U dans e référentiel s'exprime
omme le gradient d'un ertain potentiel des vitesses que nous noterons 
0
. Posons en outre

0
=   v  r. On a alors
U = r
0
= r  v: (IV.2)
L'éoulement possède don une vitesse à l'inni U(1) =  v.
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Pour des raisons de représentation spetrale de nos hamps expliquées en IV.B, nous
utiliserons essentiellement le potentiel . Ce système physique peut être dérit par la fon
tionnelle d'ation A
Euler
dénie de la manière suivante en fontion des hamps  et 
E
Euler
[; ℄ =
Z


d
2
x

1
2
(r)
2
+

2
2
(  1)
2

; (IV.3)
P
Euler
[; ℄ =
Z


d
2
x

(  1)r

+
I


d`n; (IV.4)
F
Euler
[; ℄ = E
Euler
  v  P
Euler
; (IV.5)
A
Euler
[; ℄ =  
Z
dt

Z


d
2
x 
t
+ F
Euler

: (IV.6)
Le terme de bord dans la fontionnelle P
Euler
n'a auune inidene sur les équations du
mouvement (f. appendie D). Il est égal à
R


d
2
x( r). La présene de (   1) plutt
que  assure la onvergene de l'intégrale omme nous le verrons en IV.B. Les équations
de Lagrange
ÆA
Euler
Æ
= 0 et
ÆA
NLS
Æ
= 0 deviennent

t
 =  
1
2
(r)
2
+ 
2
(1  ) + v  r; (IV.7)

t
 =   r  r+ v  r: (IV.8)
On reonnaît une équation de Bernoulli et une équation de ontinuité. Remarquons qu'en
terme de variables  et 
0
les fontionnelles et les équations du mouvement s'érivent omme
F
Euler
[; 
0
℄ =
Z


d
2
x

1
2
(r
0
)
2
 
1
2
v
2
+

2
2
(  1)
2

; (IV.9)
A
Euler
[; 
0
℄ =  
Z
dt

Z


d
2
x 
t

0
+ F
Euler

; (IV.10)

t

0
=  
1
2
(r
0
)
2
+
1
2
v
2
+ 
2
(1  ); (IV.11)

t
 =  r  (r
0
): (IV.12)
Les onditions aux limites sur la vitesse se traduisent sur 
0
ou  par

r

0
j


= v  e
r
= 0 () 
r
j


= v os : (IV.13)
IV.B Développement en nombre de Mah des solutions sta
tionnaires
Ria a eetué un alul systématique des premiers termes du développement en puis
sane du nombre de Mah des solutions stationnaires de l'équation d'Euler [24℄. Nous pré
sentons maintenant ette méthode, qui justie le développement spetral de nos hamps,
présentée au hapitre III.A . Tout d'abord onsidérons les équations vériées par les solu
tions stationnaires. Elles s'érivent
0 =  
1
2
(r
0
)
2
+
1
2
v
2
+ 
2
(1  ); (IV.14)
0 = r  (r
0
): (IV.15)
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Dénissons le nombre de MahM omme le rapport de la vitesse v du uide à l'inni sur
la vitesse du son à l'inni , 'est-à-dire
M = jvj=; (IV.16)
et le potentiel des vitesses renormalisé ', déni à nombre de Mah non nul, omme
' =  
0
=v: (IV.17)
Par (IV.14), on a alors expliitement l'expression de la densité  en fontion du potentiel
renormalisé '
 = 1 +
M
2
2
[(1  r')
2
℄: (IV.18)
En réinjetant ette expression dans l'équation (IV.15), ei entraîne l'équation
0 = r 

1
M
2
+
1
2
[1  (r')
2
℄

r'

(IV.19)
ave omme onditions aux limites

r
' = 0 pour r = r
0
= 1; (IV.20)
' = r os  pour r ! +1: (IV.21)
Rappelons qu'une fontion
~
f(x; y) à valeurs réelles peut aussi s'érire omme une fontion
f(; ) à valeurs réelles (mais de variables omplexes onjuguées) en posant  = x+ iy et
 = x  iy, relation qui s'inverse omme x = ( + )=2 et y = (   )=2i, e qui donne


f =
1
2
(
x
  i
y
)
~
f; 
x
~
f = 

f + 

f; (IV.22)


f =
1
2
(
x
+ i
y
)
~
f; 
y
~
f = i[

f   

f ℄; (IV.23)
ainsi les opérateurs diérentiels usuels s'érivent
r
~
f = 2

f; (IV.24)
r  (~ue
x
+ ~ve
y
) = 2

(u+ iv); (IV.25)

~
f = 4

f; (IV.26)
(r
~
f)
2
= 4(

f)(

f) = 4j

f j
2
: (IV.27)
Enn on peut de la même façon érire pour une fontion
^
f(r; ), ave  = re
i
et  = re
 i

r
^
f = e
i


f + e
 i


f: (IV.28)
Après passage en variables (; ), les équations à résoudre deviennent don en supposant
désormais le hamp ' omme une fontion de variables omplexes (la notation :: désignant
le fait qu'on prend l'expression onjuguée de e qui préède)


' =
1
4
M
2



(4j

'j
2
  1)

'

+ ::; (IV.29)


'+ 

' = 0 pour  = e
i
et  = e
 i
; (IV.30)
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la dernière équation étant elle vériée par les onditions aux limites sur le ylindre du
potentiel ' (gradient normal nul, 'est-à-dire vitesse normale nulle sur le disque). On peut
transformer l'équation (IV.29) en une équation intégro-diérentielle
'(; ) = H() +
M
2
4
Z
d
 
4j

'j
2
  1



'+ ::

; (IV.31)
la fontion H() étant une fontion holomorphe en  qui impose les onditions aux limites
sur le disque. À partir de ette équation, on peut alors faire un développement en puissane
du nombre de Mah M
' = '
h0i
+M
2
'
h1i
+M
4
'
h2i
+    : (IV.32)
Les premiers termes du développement en Mah donnent ainsi
'
h0i
= r os  +
os 
r
; (IV.33)
'
h1i
= os 

13
12r
 
1
2r
3
+
1
12r
5

+ os 3

 
1
4r
+
1
12r
3

: (IV.34)
On peut don remarquer dès à présent que 
0
=  v' peut se séparer en une partie en
 vr os  qui diverge à l'inni et une partie    v os =r qui tend vers zéro à l'inni.
Cei explique les raisons pour lesquelles nous travaillerons ave le potentiel  plutt que

0
. Nous nous inspirerons de ette méthode dans les setions V.C et VI.C lorsque nous
eetuerons des aluls de ouhes limites. Remarquons que e développement indique que
le hamp  possède un développement polynmial en r
 1
qui rend légitime la représentation
spetrale des hamps. Remarquons également qu'au premier ordre en M
2
on a
 ' 1 M
2

1
2r
4
 
os 2
r
2

; (IV.35)
v  r '
os 2
r
2
: (IV.36)
Aussi la présene de (  1) plutt que  dans la fontionnelle P
Euler
(f. équation (IV.4))
assure-t-elle la onvergene de ette dernière, omme annoné en début de hapitre.
IV.C Calul numérique des solutions stationnaires
IV.C.1 Méthode de alul
Les équations de ontinuité et de Bernoulli déoulent d'un prinipe variationnel. Comme
nous sommes à la reherhe des solutions stationnaires du système, ela revient à résoudre
les équations
0 =  
1
2
(r)
2
+ 
2
(1  ) + v  r; (IV.37)
0 = +r  r  v  r : (IV.38)
Observons d'une part que, dans le as stationnaire,  est donné expliitement par
 = 1 
1

2

1
2
(r)
2
  v  r

; (IV.39)
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ainsi, dans le as stationnaire, il sut de trouver  pour que  s'en déduise. D'autre part,
on remarque que es solutions stationnaires peuvent aussi s'interpréter omme les solutions
stationnaires d'équations diusives :

t
 =  
1
2
(r)
2
+ 
2
(1  ) + v  r; (IV.40)

t
 = +r  r  v  r : (IV.41)
Les solutions stationnaires que l'on reherhe peuvent don être trouvées en faisant évoluer
le système sous ette dynamique de relaxation, qui relaxera vers le minimum de F
Euler
. En
utilisant es deux remarques, nous avons numériquement implémenté ette dynamique de
relaxation en utilisant une méthode d'Euler impliite. En notant  le pas de temps Euler,
 = 1 + %, ela revient à érire

n+1
  
n

= L
n+1
+W(%
n
; 
n
); (IV.42)
où %
n
= %(
n
) est donné par
% =  
1

2

1
2
(r)
2
  v  r

(IV.43)
et
L = ; (IV.44)
W(%; ) = %+r%  r  v  r% ; (IV.45)
e qui peut s'exprimer omme

n+1
= 
 1
[
n
+ (%
n

n
+r%
n
 r
n
  v  r%
n
)℄ ; (IV.46)
 = [1  ℄ : (IV.47)
Et enn, on alule la solution stationnaire en herhant les zéros de la fontion F() (f.
équation III.35 par la méthode de Newton, pour plus d'eaité).
Nous présentons maintenant les résultats de notre méthode numérique.
IV.C.2 Résultats numériques
Nous avons alulé la branhe de solutions stationnaires (dont nous montrons la densité
et la phase d'une solution sur la gure IV.1) de l'équation d'Euler en nous intéressant en
partiulier au Mah loal de es dernières. Le Mah loal se dénit omme le rapport entre
la vitesse du uide en un point et la vitesse du son loale 
lo
=
p
 en e point, soit
M
lo
=
jUj

lo
=
jr
0
j
p

: (IV.48)
La nature de l'équation d'Euler hange lorsque M
lo
> 1 (l'éoulement devient loalement
supersonique). L'équation d'Euler, d'hyperbolique, devient elliptique [4℄ et présente don
une singularité. Cette singularité se traduit par une perte d'analytiité en variable  de ,
e qui aura pour eet de faire perdre le aratère exponentiel des spetres en  de  (f.
gures IV.2(a) et IV.2(b)).
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Figure IV.1 : Densité  et phase  d'une solution stationnaire de l'équation d'Euler à
v = 0;3. De part et d'autre du ylindre ((; r) = (=2; 1) soit x = 0 et y = 1), la densité
est minimale. C'est là que la vitesse du son est la plus faible. C'est aussi en es points que
la vitesse (le gradient de ) est maximale. C'est en es points que le Mah loal (voir texte)
est don le plus élevé.
En fontion du nombre de MahM (f. équation (IV.16)), nous nous sommes intéressés
aux points  = i ('est-à-dire (; r) = (=2; 1) ou enore (x; y) = (0;1)), ar 'est là
que la vitesse est la plus élevée et la densité la plus faible. Nous avons alulé en es points
le Mah loalM
lo
et herhé pour quel Mah ritiqueM

, on avaitM
lo
= 1. Dépendant
de la résolution, le Mah ritique déroît à mesure que la résolution en  et en r augmente.
Pour arriver à une préision de 11 hires signiatifs, il faut onsidérer la résolution
minimale N

N
r
= 51232. Le Mah ritique trouvé vaut alorsM

= 0;36969705259(9).
Pour arriver au seuil donné par Ria (M
Ria

= 0;36969(7)), il sut de onsidérer une
résolution N

 N
r
= 128  16, soit seulement 16 points de olloation en r, 'est-à-dire
8 points de maille dans l'espae physique. Le tableau IV.1 montre l'erreur ommise sur
notre Mah ritique de référene en fontion de la résolution en  et en r. On y remarque
que les erreurs sont essentiellement ommises par une insusane du nombre de modes de
Fourier en . Lorsque l'on dispose de susamment de modes de Fourier en , augmenter
la résolution en r permet de gagner en préision.
N

16 32 64 128 256 512
16 4;45 10
 3
3;72 10
 4
1;02 10
 5
2;59 10
 7
2;27 10
 7
2;27 10
 7
N
r
24 4;45 10
 3
3;72 10
 4
9;97 10
 6
3;34 10
 8
5;87 10
 10
2;22 10
 10
32 4;45 10
 3
3;72 10
 4
9;97 10
 6
3;32 10
 8
2;70 10
 12
0
Tableau IV.1 : Erreur en fontion de la résolution sur le nombre de Mah ritique
alulé en prenant pour référene le Mah ritique alulé à la résolution (51232). À ette
résolutionM

= 0;36969705259(9). Les erreurs sont essentiellement ommises à ause d'une
insusane du nombre de modes de Fourier en . Lorsque l'on dispose de susamment de
modes de Fourier en , augmenter la résolution en r permet de gagner en préision.
Du point de vue de la onvergene spetrale de nos hamps, leurs spetres déroissent
exponentiellement pour e qui est de la variable radiale (32 points de olloation sont
largement susants (f. gure IV.2(a))) alors que la rapidité de déroissane des hamps
en  déroît à mesure que l'on se rapprohe de la singularité.
IV.D Conlusion 71
p
(a)
M = 0;05
M = 0;2
M = 0;3
M = 0;35
M =M

Sp
r
(p)
1e-40
1e-35
1e-30
1e-25
1e-20
1e-15
1e-10
1e-05
1
0 5 10 15 20 25 30 35
 
 
 
 
 
n
(b)
M = 0;05
M = 0;2
M = 0;3
M = 0;35
M =M

Sp

(n)
1e-40
1e-35
1e-30
1e-25
1e-20
1e-15
1e-10
1e-05
1
0 20 40 60 80 100 120
 
 
 
 
 
Figure IV.2 : Spetres des solutions alulées à diérentes vitesses à l'inni v, pour
 = 1, à une résolution N
t
hetaN
r
= 256 32. (a) : Spetre en r, Sp
r
(p). (b) : Spetre
en , Sp

(n). On perd la déroissane exponentielle des spetres en  lorsque l'on atteint
le Mah ritique.
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Figure IV.3 : (a) : Spetres en r des solutions alulées au Mah ritique pour N

= 256
xé. Une résolution de N
r
= 64 est inutile pour le alul des solutions stationnaires (32
polynmes de Thebyhe susent) ; la déroissane des spetres est toujours exponentielle.
(b) : Spetres en  des solutions alulées au Mah ritique pour N
r
= 64 xé. Au Mah
ritique, quelle que soit la résolution en , la déroissane des spetres perd son aratère
exponentiel, signe de l'apparition d'une singularité.
IV.D Conlusion
Au regard des résultats exposés dans e hapitre, nous pouvons onlure que notre mé
thode permet de très bien traiter des hamps dont la déroissane à l'inni est polynmiale
en 1=r, dans un domaine inni au entre duquel est plaé un obstale. Nous verrons dans
les hapitres V et VI que notre méthode est également très bien adaptée à des systèmes
dont les hamps possèdent un tel omportement à l'inni ainsi qu'une ouhe limite au
voisinage de l'obstale, grâe au resserrement des points de olloation des développements
en polynmes de Thebyhe.
Par la suite, nous allons voir qu'en ajoutant à l'équation d'Euler un terme dispersif,
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elui-i fait disparaître le ho. La branhe de solutions stationnaires est alors remplaée
par une autre branhe de solutions stationnaires stables qui disparaît à un ertain nombre
de Mah ritique, non plus par apparition d'un ho mais par bifuration n÷ud-ol ave
une seonde branhe de solutions stationnaires (instables).
Chapitre V
Éoulement superuide autour d'un
disque
N
ous abordons dans e hapitre le problème d'un superuide bidimensionnel au milieu
duquel se déplae un obstale à symétrie ylindrique. Notre méthode numérique nous
permet de traiter à la fois des onditions aux limites de type Dirihlet, dérivant bien les
expérienes dans les ondensats de Bose traversés par un laser, et des onditions aux limites
de type Neumann. Nous alulons analytiquement l'allure des solutions stationnaires à
faible Mah pour es deux onditions aux limites et les omparons ave les solutions de
l'équation d'Euler. Par les méthodes de suivi de branhe préédemment présentées, nous
alulons les diagrammes de bifuration des solutions stationnaires là enore pour les deux
types de onditions aux limites. Propriété robuste, la bifuration n÷ud-ol, déjà onnue
pour des onditions aux limites de type Dirihlet [9℄, est aussi présente dans le adre des
onditions aux limites Neumann.
Nos odes nous permettent d'étudier à la fois la limite des obstales grands devant la
longueur de ohérene  et les as où l'obstale devient petit devant elle-i. Nos odes ont
été onçus en outre pour l'étude du omportement spatial des modes propres du système
au voisinage du seuil de la bifuration, résultat à mettre en rapport ave la propriété de
déloalisation des modes propres instables à la bifuration, trouvée aux hapitres I et II.
Le hapitre ommene par la dénition du système et les équations que nous aurons à
résoudre. Ensuite, nous présentons les diérentes onditions aux limites que nous traiterons
ainsi que la façon hoisie pour les implémenter numériquement. Le hapitre se poursuit par
les résultats de nos aluls analytiques de ouhes limites. La méthode et le détail des
aluls ont été reportés dans l'appendie E. Nous passons ensuite aux résultats numériques
de e hapitre. Nous omparons tout d'abord les eets des onditions aux limites sur les
diagrammes de bifuration et disutons de la nature des solutions stationnaires dans le as
des obstales petits devant la longueur de ohérene (en nous restreignant aux onditions
aux limites de type Dirihlet). Enn, nous traitons de la dynamique du système près de la
bifuration et retrouvons la propriété de déloalisation des modes instables à la bifuration,
trouvée aux hapitres I et II. Enn, nous abordons le problème de la nuléation d'exitations
au-delà d'une vitesse ritique de l'obstale et montrons que es exitations peuvent être de
deux types diérents : des paires de vortex ou des solitons gris selon que le rapport de 
sur le diamètre de l'obstale est petit ou non.
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V.A Dénition du système
Un superuide, omme un ondensat de Bose 2d, en présene d'un obstale se déplaçant
à vitesse v peut être modélisé, dans le référentiel de l'obstale, par la fontionnelle d'énergie
suivante
E
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Cela onduit à la fontionnelle d'ation
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L'équation d'Euler-Lagrange
ÆA
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Æ
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= 0 nous donne les équations dynamiques du système
à savoir l'équation de Shrödinger non linéaire :
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dont l'équivalent diusif est l'équation de Ginzburg-Landau 
t
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. C'est ette der
nière équation que l'on onsidérera pour aluler les solutions stationnaires du problème.
Elle s'é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tuant la transformation de Madelung
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es expressions deviennent
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et en es variables hydrodynamiques, les équations de Lagrange
ÆA
SNL
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= 0 et
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Æ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deviennent
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
t
 =   r  r+ v  r : (V.12)
Les termes de bord présents dans les fontionnelles sont là pour assurer que les solutions
stationnaires que nous alulerons sont bien des extrema de F
SNL
(f. appendie D).
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V.B Conditions aux limites et implémentation numérique
Dans notre système, nous ferons le hoix de deux types de onditions aux limites. Un
premier hoix onsiste à onsidérer les onditions aux limites de type Dirihlet qui xent
les valeurs des hamps au bord du domaine
 j


= 0: (V.13)
C'est un hoix onforme aux expérienes [14℄ qui ont mis en évidene l'existene d'une vi
tesse ritique dans un ondensat de Bose en l' agitant  ave un faiseau laser. Ce faiseau
peut être en eet modélisé par un potentiel répulsif qui annule la densité du ondensat.
Un deuxième hoix de onditions aux limites est elui des onditions Neumann qui xent
la valeur de la dérivée des hamps au bord du domaine. Pour e faire, nous avons hoisi
d'appliquer des onditions aux limites ompatibles ave les lois habituelles de l'hydrodyna
mique standard, à savoir que la vitesse du uide doit rester tangentielle à l'obstale, don
ne pas avoir de omposante radiale. La vitesse du uide est donnée par
U = r  v: (V.14)
Sa omposante radiale est
U
?
= 
r
  v os : (V.15)
Nous voulons don qu'au bord du ylindre,

r
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= v os  : (V.16)
Quant à la densité du uide, nous lui imposerons d'être telle que

r
j
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= 0: (V.17)
'est-à-dire d'avoir sa omposante radiale du gradient nulle.
Remarquons que les onditions aux limites de type Dirihlet impliquent également la
ondition aux limites sur la vitesse (V.15). En eet, si l'on érit l'équation de ontinuité
en terme de la raine arrée de la densité, R =
p
, on a

t
R =  
1
2
Rr U  (rR) U: (V.18)
La fontion R étant onstante (égale à zéro) sur le ylindre en ondition Dirihlet, on a
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= 0 et 
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= 0. Cela entraîne, étant donné (V.18), que 
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équivaut bien à (V.15), ar 
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R 6= 0.
Dans nos simulations, an de rendre ompte de la possibilité d'avoir des vortex, nous
utiliserons le hamp omplexe  et non les hamps  et , mal adaptés à l'existene desdits
vortex. Ce hoix en revanhe n'est pas ompatible ave un traitement de onditions aux
limites de type hydrodynamique (
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e qui entraînerait d'imposer les onditions aux limites suivantes sur  
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ondition non triviale à traiter numériquement. Aussi avons-nous proédé à un hangement
de fontion qui transforme nos hamps  en de nouveaux hamps  
m
ayant pour onditions
aux limites sur l'obstale
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= 0: (V.21)
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ela, posons

0
(; r) = v
os 
p
2r
; (V.22)
 
m
=  e
i
0
; (V.23)
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Sahant qu'au bord du domaine  vérie (V.20), on obtient alors des onditions aux limites
homogènes
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= 0: (V.25)
Les équations du mouvement (V.5) en la nouvelle variable  
m
s'érivent alors
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sahant que 
r
 
m
j


= 0. Remarquons enn que l'on peut également imposer des ondi
tions aux bords nulles sur les hamps  
m
(onditions Dirihlet) dans la mesure où les hamps
 et  
m
ne dièrent que d'un terme de phase. Nous verrons, dans la setion V.D, tout l'in
térêt d'utiliser dans nos simulations numériques e hangement de fontion dans le as des
onditions aux bords Dirihlet.
V.C Expressions analytiques des ouhes limites
On peut aluler, à faible Mah et petite longueur de ohérene , des expressions
approhées des solutions stationnaires. Le détail de la méthode et des résultats est renvoyé
en appendie E. Nous nous limiterons ii aux résultats essentiels. Nous ommenerons par
le as des onditions aux limites Dirihlet, pour ensuite nous intéresser au as des onditions
aux limites Neumann.
V.C Expressions analytiques des ouhes limites 77
V.C.1 Cas des onditions aux limites de type Dirihlet
Au premier ordre en la longueur de ohérene (supposée petite) et à l'ordre 0 enM
2
,
les solutions stationnaires s'érivent pour la densité omme
(r; ) = tanh
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p
2
(V.27)
et le potentiel des vitesses a pour expression
(r; ) =  v

os 
r
+
os 
2
p
2

1
r
Z
r
1
f
1
(x)dx 
1
r
Z
+1
1
f
2
(x)dx  r
Z
+1
r
f
2
(x)dx

; (V.28)
ave
f
1
(x) = 2(x
2
  1) seh
2
x  1
p
2
tanh
x  1
p
2
; (V.29)
f
2
(x) = 2(
1
x
2
  1) seh
2
x  1
p
2
tanh
x  1
p
2
: (V.30)
Loin de l'obstale et pour  ! 0, le potentiel  s'érit au premier ordre en 
(r; ) 
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 v(1 + 2
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: (V.31)
Par onséquent, loin du ylindre, l'éoulement équivaut, au premier ordre en la longueur
de ohérene , à un éoulement d'Euler autour d'un obstale de rayon eetif
r
2
e
= 1 + 2
p
2: (V.32)
V.C.2 Cas des onditions aux limites de type Neumann
Les premières orretions dues à la pression quantique interviennent au premier ordre
en M
2
, ontrairement au as des onditions aux limites Dirihlet où elle-i apparaissait
dès l'ordre 0. L'expression de  s'érit à et ordre
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Le potentiel des vitesses  s'érit quant à lui, loin de l'obstale, omme
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où '
h1i
Euler
est donné par l'équation (IV.34). Comme dans le as Dirihlet, l'eet de la
pression quantique est de rajouter une ouhe limite de taille  et de hanger le potentiel
des vitesses, équivalent à elui de l'équation d'Euler, en elui d'un éoulement autour d'un
obstale de rayon eetif
r
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au lieu de 1 (en onsidérant le terme os =r omme dominant). Ce rayon eetif dépend
du Mah, e qui n'était pas le as des onditions aux limites Dirihlet.
Nos aluls numériques de solutions stationnaires (parties suivantes) sont en exellent
aord ave tous es résultats, pour les deux onditions aux limites.
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V.D Résolution numérique du problème
Dans toute ette partie onsarée à la résolution des équations, nous avons hoisi de
travailler à l'aide des hamps  
m
(f. setion V.B), que e soit ave des onditions aux
limites de type Dirihlet ou Neumann. Nous avons déjà vu l'intérêt, voire la néessité d'un
tel hoix de hamps pour traiter les onditions aux limites Neumann. Nous allons montrer
pourquoi e hoix est tout aussi pertinent numériquement dans le as des onditions aux
limites Dirihlet.
Dans le as des onditions aux limites Dirihlet, le terme d'advetion, qu'on traitera
expliitement dans les simulations, s'érit en la variable  
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Sur le ylindre, les termes 
r
p
 et 

p
 sont suseptibles de diverger ar la densité y est
nulle. L'emploi des nouveaux hamps  
m
permet d'éviter d'avoir à aluler e terme au
bord du ylindre, en eet
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qui vaut bien zéro sur l'obstale.
Les solutions stationnaires de l'équation de Shrödinger non linéaire sont des minima
de la fontionnelle F
SNL
. On ne peut les trouver en onsidérant la dynamique donnée par
l'ESNL, ar 'est une dynamique hamiltonienne, qui onserve l'énergie. En revanhe, si l'on
onsidère l'équation de Ginzbug-Landau 
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qui est une équation de relaxation. On peut don obtenir numériquement les solutions
stationnaires du système en intégrant ette équation grâe à une méthode de type Euler
impliite de pas de temps 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en imposant les onditions aux limites Dirihlet ou Neumann omme expliqué dans la
partie III.B. Pour plus d'eaité et pour aéder aux branhes stationnaires instables du
système, nous avons reherhé les zéros de l'équation
F ( ) =   
 1
[ +NL( )℄ (V.44)
par une méthode de Newton (f. III.B.2). Nous en présentons maintenant les résultats.
V.E Diagrammes de bifuration
V.E.1 Obstales grands devant la longueur de ohérene
Nous avons alulé les solutions stationnaires stables et instables par notre méthode
numérique de suivi de branhes pour les deux types de onditions aux limites, Neumann
et Dirihlet.
V.E.1.a Solutions stationnaires pour des onditions aux limites Dirihlet
Pour des onditions aux limites Dirihlet, nous retrouvons l'existene d'une branhe de
solutions stables et d'une branhe de solutions instables disparaissant à un Mah ritique
M

par bifuration n÷ud-ol. La branhe de solutions instables, qui vient oïnider à
la bifuration n÷ud-ol ave la solution stable, est onstituée de solutions symétriques
par transformation y 7!  y. Elle orrespond à une solution de nuléation d'une paire
de vortex. Il existe une troisième (double) branhe de solutions stationnaires instables,
résultant d'une bifuration fourhe (que nous présentons brièvement en appendie A.II).
Une telle bifuration orrespond à une brisure de symétrie : les solutions stationnaires de
ette branhe sont des solutions de nuléation à un vortex, situé d'un té ou de l'autre de
l'axe y = 0. Notons que la méthode de suivi de branhe, pour passer d'une branhe stable à
une branhe instable, doit onserver la irulation de l'éoulement. Cette dernière est nulle.
La solution à deux vortex ontrarotatifs onserve bien la nullité de ette irulation. Quant
à la solution à un vortex, il existe en fait un vortex  image  à l'intérieur du ylindre.
Ces mêmes résultats (dans une situation équivalente aux onditions aux limites Diri
hlet) ont été trouvés par des méthodes pseudo-spetrales en géométrie périodique [9,10℄.
Cependant, notre méthode permet une meilleure gestion des onditions aux limites Diri
hlet : les auteurs, pour représenter l'obstale, ont utilisé un potentiel répulsif de la forme
V (r) =
V
0
2
tanh[4(r   r
0
)=℄; (V.45)
ave r
0
le rayon de l'obstale et V
0
hoisi de façon ad ho an qu'à ette valeur, la densité du
uide pour r < r
0
devienne négligeable. Les auteurs herhant des solutions stationnaires
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dans un régime où =D est petit, la résolution spatiale de leurs simulations doit alors
résoudre la ouhe limite d'épaisseur . L'inonvénient de ette méthode est de tenir ompte
de points inutiles (eux du entre de l'obstale) et de passer par un hoix quelque peu
arbitraire de la hauteur V
0
de potentiel. Notre méthode est ainsi mieux adaptée à l'étude
du régime =D petit (soit des obstales grands devant la longueur de ohérene). On verra
qu'elle permet en plus de tenir ompte des grands rapports =D : l'emploi d'un potentiel
tel que elui de l'équation (V.45) néessiterait dans e régime de résoudre orretement le
petit obstale, e qui a pour onséquene d'ajouter des points de olloation inutiles dans
la ouhe limite.
V.E.1.b Solutions stationnaires pour des onditions aux limites Neumann
Notre méthode permet également, omme expliqué dejà, de onsidérer des onditions
aux limites Neumann. Les résultats restent les mêmes : les solutions stationnaires n'existent
qu'en deçà d'un ertain Mah ritique. Au Mah ritique, deux branhes de solutions sta
tionnaires viennent oïnider par bifuration n÷ud-ol. Comme dans le as Dirihlet, il
existe aussi une troisième branhe de solutions stationnaires, apparaissant par bifuration
fourhe ; 'est enore une branhe à un vortex. Nous montrons les diérents types de solu
tions stationnaires sous les deux onditions aux limites, sur la gure V.1 pour un rapport
=D = 1=20. Nous avons onstaté un très bon aord de notre alul de ouhes limites du
V.C ave les solutions alulées numériquement à faible Mah (de même pour les onditions
aux limites Dirihlet).
V.E.1. Diagrammes de bifuration
La gure V.2 présente les diagrammes de bifuration des fontionnelles E   E(0) et
F   F(0) (f. équations (V.1) et (V.3)) en fontion du Mah, pour diérentes valeurs de
=D faibles. À es fontionnelles, nous avons soustrait leur valeur à Mah nul, an de tenir
ompte des eets de ouhe limite dans le as Dirihlet. Dans le as Neumann, les termes
soustraits sont nuls. Du fait de la présene de la ouhe limite plus importante, la branhe
de solutions stationnaires stables, dans le as Dirihlet, est moins prohe de la branhe
Euler que elle des onditions Neumann. La diérene d'énergie entre une solution stable
et une solution instable, à un Mah donné, est la barrière d'énergie néessaire à franhir
pour nuléer une exitation. On onstate ainsi que ette barrière pour une solution instable
symétrique (solution de nuléation à 2 vortex) est approximativement deux fois elle de la
branhe non symétrique (solution de nuléation à 1 vortex).
V.E.1.d Dépendane du nombre de Mah ritique ave =D
Nous avons omparé la dépendane Mah ritique pour les deux types de onditions
aux limites en fontion du rapport =D. Les résultats en sont présentés sur la gure V.3.
Pour un type de onditions aux limites donné, le nombre de Mah ritique déroît lorsque le
rapport =D diminue. Comme nous avons pu le voir dans la partie V.C, les onditions aux
limites de type Dirihlet entraînent une renormalisation eetive de la taille de l'obstale
plus importante que elle du as Neumann : le rapport =D
e
est don plus petit dans le
as Dirihlet que dans le as Neumann. Le Mah ritique des onditions Dirihlet est don
plus faible que elui des onditions aux limites Neumann, pour un même rapport =D.
C'est bien e que nous onstatons sur la gure.
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Figure V.1 : Solutions stationnaires typiques pour le as des grands obstales. Densité
 = j j
2
de solutions stationnaires de l'ESNL pour =D = 1=20 à M = 0;3. À gauhe,
onditions aux limites Dirihlet, à droite, onditions aux limites Neumann. De haut en bas,
solutions stationnaires stable, à un vortex (solution de nuléation asymétrique) et à deux
vortex (solution de nuléation symétrique).
V.E.1.e Convergene numérique des solutions à faible =D
On a vu, dans la partie V.C, que le terme de pression quantique ajoutait une ouhe
limite d'épaisseur  près du ylindre qu'il s'agit de résoudre. Notre méthode numérique
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Figure V.2 : Diagrammes de bifuration pour de grands obstales. À gauhe : onditions
aux limites Neumann ; à droite : onditions aux limites Dirihlet. En haut : E(M)  E(0) ;
en bas : F(M) F(0) en fontion du nombre de MahM. Nous avons ajouté, dans le as
=D = 1=20, la branhe de solutions stationnaires instables orrespondant à une solution
de nuléation à un vortex. La diérene d'énergie à un même Mah ave la branhe stable
est alors approximativement moitié elle d'une branhe à deux vortex.
bâtie sur des développements en polynmes de Thebyhe permet, omme annoné en III
de très bien résoudre es ouhes limites, pourvu que la résolution soit susante. Aussi,
plus  est-il faible, plus la résolution en r doit être élevée. De plus, la résolution en 
dépend également de la valeur de . En eet, notre méthode pour imposer les onditions
aux limites néessite la multipliation de nos hamps par un terme de phase

0
(; r) = v
os 
p
2r
; (V.46)
 
m
=  e
i
0
: (V.47)
Aussi 
0
est un terme qui devient très grand lorsque  est très petit. Il s'agit don de
disposer de susamment de résolution en  pour tenir ompte de es variations de phase
qui peuvent être brutales. Nous indiquons les résolutions néessaires pour eetuer un
suivi de branhe omplet dans le tableau V.1 et présentons une série de spetres typiques
de solutions stationnaires sur la gure V.4.
V.E.2 Obstales petits devant la longueur de ohérene
Notre méthode numérique permet également d'explorer le régime des grands rapports
=D. Pour ela, nous avons modié la transformation r(z) an d'éloigner les uns des autres
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Figure V.3 : Nombre de Mah ritique en fontion du rapport =D. On voit que les
solutions ave onditions aux limites Dirihlet ont un Mah ritique qui se rapprohe plus
vite du Mah ritique de l'équation d'Euler que dans le as des onditions aux limites
Neumann. Cei est dû à l'existene d'un rayon eetif plus grand dans le as Dirihlet que
dans le as Neumann : plus le diamètre du ylindre est grand, plus le Mah ritique se
rapprohe du Mah ritique de l'équation d'Euler.
=D 1=2 1=20 1=40 1=80 1=120
N

N
r
64 64 64 64 128  128 128 128 256  128
Tableau V.1 : Résolution néessaire au alul d'une diagramme de bifuration à  donné.
Ces résolutions ne hangent pas selon le type de onditions aux limites hoisies.
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Figure V.4 : Cas des grands obstales. Spetres de solutions stationnaires du superuide.
Ii, =D = 1=20,N

N
r
= 6464, et les onditions aux limites sont de type Neumann. Les
spetres en  (a) et en r (b) orrespondent aux solutions stationnaires suivantes : solution
stable, loin de la bifuration ; solution à la bifuration ; solution (instable) de nuléation à
deux vortex ; solution (instable) de nuléation à un vortex. La onvergene spetrale est
assurée tout le long des branhes stationnaires.
les premiers points de olloation prohes du ylindre (f. III.A.3). Nous avons alulé les
diagrammes de bifuration, en nous limitant aux onditions aux limites de type Dirihlet,
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pour des rapports =D allant de 1=2 jusqu'à 20. Là enore, nous trouvons deux branhes
de solutions stationnaires stable et instable qui viennent bifurquer à un Mah ritique qui
tend vers 1 à mesure que =D devient de plus en plus grand. Rappelons que les solutions
stationnaires instables sont des solutions de nuléation. Lorsque l'on perturbe une solution
stationnaire instable, elle-i peut relaxer vers la solution stationnaire stable en émettant
une exitation [10℄. Nous verrons en V.F.2 que, pour de grands rapports =D, des exita
tions diérentes des vortex quantiques peuvent être émises. Nous montrons les diagrammes
de bifurations alulés pour de grands rapports =D sur la gure V.5 et quelques solutions
stationnaires typiques.
Il existe enore une solution non symétrique y 7!  y. Rappelons qu'une telle solution
est l'assoiation d'un vortex entré hors de l'obstale et d'un vortex image entré  à l'in
térieur  du ylindre. On ne peut don voir son existene lorsque le ylindre a une taille
bien plus grande que la longueur de ohérene (f. gure V.2). Or, nous nous trouvons
exatement dans la limite inverse, elle d'un obstale petit devant la taille d'un vortex. La
gure V.5 montre lairement la solution asymétrique ave un vortex sorti et l'autre entré
au niveau de l'obstale. On retrouve une situation analogue dans le as des solutions sta
tionnaires de l'ESNL 3d en présene d'un obstale sphérique mobile [56℄ : deux branhes de
solutions stationnaires instables existent : une branhe ave un anneau de vortiité ener
lant l'obstale (solution symétrique), l'autre branhe onstituée d'un anneau de vortiité
qui renontre l'obstale (solution asymétrique). Remarquons enn que ontrairement au
as des obstales grands devant , l'énergie de es solutions asymétriques n'est plus la moi
tié de elle des solutions symétriques : on est ii en présene de deux vortex qui ont émergé
du ylindre et dont on alule la somme des énergies.
Sur la gure V.5 sont montrés les spetres d'une solution instable symétrique à =D =
20, alulée ave un paramètre de dilatation  = 80 à deux résolutions diérentesN

N
r
=
128128 et N

N
r
= 128512. On a bien onvergene spetrale en  et en r. Il faut une
résolution susamment grande pour résoudre les grands obstales, mais bien inférieure à
elle qui aurait été néessaire en nous restreignant à une simple inversion z(r) = 1=r.
V.F Dynamique
Dans ette partie, nous étudions la dynamique du système. Nous avons utilisé, pour
simuler la dynamique hamiltonienne du système, un algorithme de type Crank-Niolson
saute-mouton
i
 
n+1
   
n 1
2
=  

p
2


 
n+1
+  
n 1
2

 NL( 
n
); (V.48)
où NL( 
n
) est donné par (V.43). Ce pas de temps peut se réérire
 
n+1
= 
 1

1 + i

p
2


 
n 1
+ 2iNL( 
n
)

; (V.49)
 =

1  i

p
2


: (V.50)
Cet algorithme est réversible t 7!  t.
Au bout d'un ertain nombre de pas de temps (N
mix
), nous eetuons un mélange des
pas de temps pairs et impairs (f. équation (II.118)).
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Figure V.5 : Cas des petits rapports =D. (a) : Diagrammes de bifuration pour dié
rents rapports =D, ave la branhe asymétrique pour =D = 20. (b), () et (d) : Pour
=D = 20,M = 0;25, densités  de solutions stationnaires respetivement stable, instable
symétrique (2 vortex de part et d'autre de l'obstale), instable non symétrique (2 vortex
dont un détahé de l'obstale et l'autre entré sur l'obstale). (e) : Spetre en  d'une solu
tion stationnaire instable symétrique pour deux résolutions diérentes (N

N
r
= 128128
et 128512). (f) : Spetre en r d'une solution stationnaire instable symétrique à es mêmes
résolutions. On a bien onvergene spetrale.
V.F.1 Mode neutre et modes propres instables (as des grands obs
tales)
En partant de solutions stationnaires instables symétriques, Huepe a étudié le ompor
tement dynamique dans le régime superritique (M > M

) [10℄. Le système subit alors
une transition à la dissipation et se met à émettre de façon périodique des paires de vortex
ontrarotatifs, à une période qui suit une loi d'éhelle en Æ
1=2
(Æ = (M M

)=M

). Nous
avons trouvé e même omportement à une dimension (f. hapitre II).
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Nous avons vu dans la première partie qu'en dessous du seuil, les modes propres in
stables d'un système hamiltonien, dont la relation de dispersion ne omporte pas de fré
quene de oupure, subissent une déloalisation à la bifuration (f. gures I.9(b) et II.3(b),
ainsi que le texte s'y rattahant). Le mode neutre possède alors un omportement à l'inni
radialement diérent de elui des modes propres instables. Ces derniers sont loalisés, dé
roissant à l'inni exponentiellement vers 0, alors que le mode neutre, ou bien possède une
déroissane algébrique dans le as de la haîne de pendules modiée, ou bien ne tend même
pas vers 0 à l'inni, s'agissant du superuide unidimensionnel. Nous herhons maintenant
à savoir si ette propriété s'étend à un système bidimensionnel.
Tout d'abord, il s'agit d'obtenir le mode neutre. Pour ela, on proède omme expliqué
en II.B.3. Les solutions stationnaires sont indexées par un paramètre régulier  (par exemple
 = E
SNL
) à la bifuration ( = 

). Le mode neutre est alors donné par
	
neu
(r; ) =
 (r; ; )

j
=

: (V.51)
Notre étude 1d a montré que 'était le mode neutre de phase qui subissait une déloalisa
tion. Nous expliquons maintenant omment nous obtenons les modes neutres de phase et
de densité à partir de 	
neu
. Érivons
 (

+ ") =  (

) + "	
neu
: (V.52)
De plus, on a
 (

+ ") =
p
(

+ ")e
i(

+")
(V.53)
=
p
(

) + "
neu
e
i[(

)+"
neu
℄
: (V.54)
En linéarisant ette expression, on a
	
neu
 (

)
=
1
2

neu
(

)
+ i
neu
: (V.55)
Les modes neutres orrespondant à la densité et à la phase sont don dénis par

neu
= 2Re(
	
neu
 j
=

)j( j
=

)j
2
; (V.56)

neu
= Im(
 
neu
 j
=

): (V.57)
L'allure des modes neutres 
neu
et 
neu
est montrée sur la gure V.6. Elle est identique
pour les deux types de onditions aux limites pour le mode neutre de phase, elle dière
près de l'obstale selon les onditions aux limites pour le mode neutre de densité. Pour
les deux types de onditions aux limites, e mode neutre de densité a une déroissane à
l'inni algébrique en 1=r
2
, tandis que le mode neutre de phase possède une déroissane
algébrique en 1=r. De part et d'autre du ylindre ((; r) = (=2; 1) ou (x; y) = (0;1)),
e mode neutre de phase s'apparente à un diple. Le mode neutre de densité quant à lui
rappelle la forme d'une paire de vortex. Il est invariant sous l'eet des symétries x 7!  x
et y 7!  y, alors que le mode neutre de phase est symétrique y 7!  y et antisymétrique
x 7!  x.
Nous avons alulé les modes propres instables en perturbant une solution stationnaire
symétrique instable et en regardant le mode qui se mettait à roître exponentiellement en
V.F Dynamique 87
-3
-2
-1
0
1
2
-2 -1
0 1
2 3
P
S
f
r
a
g
r
e
p
l
a

e
m
e
n
t
s
Dirihlet
N
e
u
m
a
n
n
N
e
u
m
a
n
n

neu

n
e
u
x
y
v
-3
-2
-1 0 1 2 3 -3
-2
-1
0 1
2
3
P
S
f
r
a
g
r
e
p
l
a

e
m
e
n
t
s
D
i
r
i

h
l
e
t
Neumann
N
e
u
m
a
n
n

neu

n
e
u
x
y
v
-3
-2
-1 0 1 2
-3
-2
-1
0
1
2
3
P
S
f
r
a
g
r
e
p
l
a

e
m
e
n
t
s
D
i
r
i

h
l
e
t
N
e
u
m
a
n
n
Neumann

n
e
u

neu
x
y
v
Figure V.6 : En haut, mode neutre de densité 
neu
pour des onditions aux limites
Dirihlet (à gauhe) et Neumann (à droite). En bas, mode neutre de phase 
neu
pour des
onditions aux limites Neumann (les modes neutres de phase ont la même allure pour les
deux types de onditions aux limites). Le mode neutre de densité déroît en 1=r
2
à l'inni
tandis que le mode neutre de phase possède une déroissane algébrique en 1=r.
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Figure V.7 : Modes propres instables de densité (à gauhe), de phase (à droite), repré
sentés en variables (x; y). Ils sont symétriques y 7!  y en revanhe ne possèdent pas de
symétrie x 7!  x. Ces modes propres sont alulés pour =D = 1=20 et pour des onditions
aux limites Neumann, àM = 0;4001 (le nombre de Mah ritique estM

= 0;4445).
temps. Sur la gure V.7, on voit que le mode propre de phase et le mode propre de densité
onservent leur symétrie y 7!  y mais perdent leur (anti)-symétrie x 7!  x, omme dans
le as 1d (f. gure II.3(b)).
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Nous avons omparé leur omportement spatial à l'inni ave eux des modes neutres
(gure V.8). Le mode neutre de phase déroît algébriquement (en 1=r) alors que le mode
propre instable de phase a une déroissane exponentielle, d'autant plus lente que l'on
se rapprohe de la bifuration. Nous retrouvons don bien la même propriété que dans
le as unidimensionnel : en se rapprohant de la bifuration, les modes propres instables
(ii le mode propre de phase) se déloalisent. Cette propriété de déloalisation de modes
instables près de la bifuration n÷ud-ol semble don générique des systèmes hamiltoniens
ave relation de dispersion sans fréquene de oupure.
Quant aux modes de densité, ils tendent spatialement à l'inni vers 0, plus rapidement
qu'une loi de puissane en 1=r
2
. Cependant, nous ne sommes pas parvenus à déterminer s'il
s'agit d'une loi de puissane en 1=r
n
ave n > 2 ou bien d'une loi exponentielle, à ause de
la qualité insusante de ltrage de es modes propres. En eet, la roissane de es modes
propres instables s'aompagne d'une émission d'ondes sonores qui vient se superposer au
mode propre instable de densité. Une méthode plus rigoureuse d'étude de modes propres
instables serait de les aluler numériquement par une méthode de type Arnoldi [63℄. Cette
étude est laissée pour un travail futur.
V.F.2 Nature des exitations émises
Nous avons vu, dans la partie II.A.4, que dans le as unidimensionnel, un seul type
d'onde solitaire en translation uniforme est solution de l'équation de Shrödinger non li
néaire, il s'agit de solitons gris. À deux dimensions, il a été montré que l'ESNL (en l'absene
d'obstale) admet deux types de solutions non uniformes en translation uniforme à la vi
tesse U , selon la valeur de U [64,65℄ :
 les paires de vortex quantiques ontrarotatifs qui ont une densité nulle en leur entre
et possèdent don de la vortiité ;
 les ondes de raréfation, qui sont des déplétions de densité : leur minimum de densité
est ni et elles ne possèdent pas de vortiité.
Les deux types d'ondes sont dynamiquement stables. Leur spetre en énergie-impulsion,
représenté sur la gure V.9, est ontinu.
Considérons maintenant ette famille de solutions omme paramétrée par leur vitesse U .
La limite U ! 0 orrespond à une paire de vortex inniment éloignés l'un de l'autre ; à
mesure que U augmente, les vortex se rapprohent. Pour U= & 0;61, les solutions de
l'ESNL perdent leur vortiité, e sont des ondes de raréfation. Lorsque U tend vers , leur
spetre tend vers elui des phonons.
Nous nous sommes posés la question de la nature des exitations émises en fontion
du rapport =D. Lorsque l'obstale est grand devant la longueur de ohérene, une solu
tion de nuléation perturbée émet une paire de vortex (de taille aratéristique ). Les
vortex ommenent par longer le ylindre puis s'en séparent en diminuant leur éartement.
Nous montrons un exemple d'une telle dynamique dans le as des onditions aux limites
Neumann, sur la gure V.10.
Plaçons-nous maintenant dans le as des onditions aux limites Dirihlet et dans le
as où la taille de l'obstale devient petite devant la longueur de ohérene. Nous avons
perturbé une solution de nuléation stationnaire à un nombre de MahM <M

et observé
quelles étaient les exitations nuléées. Pour =D ompris entre 10 et 17;5, on passe d'une
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Figure V.8 : Modes propres de densité (à gauhe), de phase (à droite), représentés
en variables (; z = 1=r) pour des onditions aux limites Neumann et un rapport =D =
1=20. Cette représentation permet d'étudier les omportements à l'inni (qui orrespond au
voisinage de z = 0). En haut : les modes neutres. La déroissane à l'inni du mode neutre
de phase est linéaire en z = 1=r, alors que les modes propres instables de phase déroissent
exponentiellement. Le mode neutre de densité quant à lui déroît algébriquement en 1=r
2
.
Les modes propres instables de densité déroissent plus rapidement qu'une loi en 1=r
2
(voir
texte).
paire de vortex (=D = 10) à une onde de raréfation (=D = 17;5). Nous montrons la
désexitation d'une solution de nuléation symétrique sur la gure V.11 pour un rapport
=D égal à 17;5.
Ce hangement de nature des exitations émises peut se omprendre par l'argument
qualitatif suivant. Les ondes de raréfation peuvent être vues omme le résultat du rap
prohement trop important de deux vortex. Ceux-i n'ont alors plus la plae pour annuler
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E
P
(E
V
;P
V
)
U ! 
U ! 0
... Onde de rarefation
Paire de vortex
Figure V.9 : Spetre en énergie-impulsion des ondes solitaires d'un ondensat de Bose
bidimensionnel [64,65℄. Pour P > P
V
, les ondes possèdent de la vortiité (paires de vortex),
alors qu'en dessous de P
V
, on a des ondes de raréfation sans vortiité. U est la vitesse de
déplaement.
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Figure V.10 : Nuléation d'une paire de vortex 2d, à =D = 1=20. Densité en fontion
du temps (les unités sont arbitraires). Les onditions aux limites sont de type Neumann.
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Figure V.11 : Nuléation d'une onde de raréfation 2d, à =D = 17;5. À diérents temps
en unités arbitraires, densité  en fontion du temps (ave  =
p
 exp(i)). On n'a pas
de saut de phase  (gure en bas à gauhe). L'onde nuléée possède un seul minimum de
densité, égal approximativement à 0;081, est symétrique y 7!  y et se déplae, par rapport
au référentiel au repos, à un nombre de Mah égal à 0;80.
leur densité. Imaginons maintenant deux vortex ontrarotatifs quittant l'obstale. Déta
hés du ylindre, ils seront éartés d'une distane de l'ordre de D, qui si elle est insusante
omparée à , onduit à l'émission d'une onde de raréfation.
Nous n'avons pas étudié le aratère périodique de l'émission d'exitations dans le
régime superritique M > M

, nos odes n'étant pas adaptés à une telle étude. Notre
grille de disrétisation est en eet de plus en plus éartée à mesure que l'on s'éloigne de
l'obstale, alors que résoudre un train de paires de vortex ou un train d'ondes de raréfation,
néessiterait une grille de points régulière et susamment ne pour résoudre spatialement
les exitations. Nous n'avons pas onçu nos odes à destination de e type d'étude.
Le rapport ritique de =D (ompris entre 10 et 17;5) à partir duquel le système se met
à nuléer des ondes de raréfation reste enore à être déterminé.
V.G Conlusion
Dans e hapitre, nous avons étudié l'éoulement d'un superuide autour d'un disque
en onsidérant deux types de onditions aux limites : des onditions aux limites de type
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Dirihlet qui annulent la densité du uide aux bords de l'obstale et des onditions aux
limites de type Neumann, prohes de l'hydrodynamique. Les équations dynamiques se
réduisent à l'équation d'Euler lorsque l'on supprime le terme de pression quantique (e
qui revient à onsidérer une longueur de ohérene  nulle). Dans la limite  ! 0, nous
avons alulé les solutions stationnaires de notre éoulement, à faible nombre de Mah et
regardé quels étaient les eets de la pression quantique sur les solutions stationnaires de
l'équation d'Euler. Ces eets se traduisent par l'ajout d'une ouhe limite d'épaisseur  au
niveau de l'obstale et par un eet de renormalisation eetive de la taille de l'obstale,
eet plus sensible dans le as des onditions aux limites de type Dirihlet que dans le as
des onditions aux limites de type Neumann.
Grâe à notre méthode de développement spetral des hamps et notre méthode de
suivi de branhe, nous avons alulé les diagrammes de bifuration n÷ud-ol du système,
pour des rapports =D aussi bien petits que grands. Dans la limite des petits rapports =D,
nous avons analysé l'inuene des onditions aux limites sur la valeur du Mah ritique de
disparition des solutions stationnaires.
Nos odes ont permis d'étudier le omportement spatial des modes propres linéaires
instables près de la bifuration, dont la taille aratéristique diverge à mesure que l'on
se rapprohe de elle-i. Les modes propres instables se déloalisent omme dans le as
1d (f. I.C.3.a ou II.B.3). Cette propriété de déloalisation, trouvée dans des systèmes
bidimensionnels dont la relation de dispersion ne possède pas de fréquene de oupure,
semble se généraliser à deux dimensions.
Enn, nous avons mis en évidene l'inuene du rapport =D sur la nature des exi
tations dans le régime superritique. Lorsque le rapport =D est susamment grand, le
système émet non plus des paires de vortex, mais des ondes de raréfation.
Chapitre VI
Éoulement en eau peu profonde
autour d'un obstale
B
ien que soit onnue l'existene d'une vitesse ritique omme seuil de traînée par
des ondes gravito-apillaires derrière un obstale [4,17,18℄, une ontroverse subsiste
sur l'ordre de la transition. Dans la limite de profondeur innie, des premiers travaux
théoriques [19℄ et expérimentaux [20℄ ont été en faveur d'une transition disontinue. Puis des
expérienes [21,22℄ ont penhé pour une transition ontinue. Enn, des travaux théoriques
[23℄ ont souligné l'importane du rle de la profondeur à laquelle était plongé l'obstale
sur l'ordre de la transition. Lorsque la hauteur de uide est innie, la vitesse de phase
des ondes de surfae possède un minimum, et il a été remarqué [21,22℄ que e phénomène
présentait une forte analogie ave la perte de superuidité de l'hélium dans un modèle où
la relation de dispersion inluait le minimum roton [7℄.
Ce hapitre est onsaré au problème de l'éoulement d'un uide parfait autour d'un
obstale, dans une géométrie diérente des travaux ités i-dessus. Nous nous plaçons dans
le as où la hauteur de uide est nie. Dans une telle géométrie, l'éoulement peut être
ramené à un éoulement bidimensionnel ompressible en utilisant l'approximation dite eau
peu profonde [18℄. Dans ette approximation, lorsque l'épaisseur moyenne du uide est suf
samment faible, la relation de dispersion du système devient alors identique à elle des
superuides (équation (II.32)). Lorsque les eets dispersifs n'existent pas, on se retrouve
alors ave l'équation d'Euler ompressible 2d abordée au hapitre IV. Par la méthode
numérique de suivi de branhe présentée au hapitre III, nous alulons les solutions sta
tionnaires du système et montrons que les eets dispersifs régularisent la singularité de
l'équation d'Euler : omme dans le hapitre V, deux branhes de solutions stationnaires
(stable et instable) disparaissent à un ertain Mah ritique. Pour des obstales grands
devant la longueur apillaire, les solutions stationnaires stables tendent vers les solutions
de l'équation d'Euler auxquelles vient s'ajouter une ouhe limite que nous alulons ana
lytiquement. Enn, nous mettons en évidene l'existene d'une singularité de démouillage
à temps ni dans le régime superritique.
Notre hapitre ommene par la présentation physique du problème (partie VI.A) où
nous alulons la relation de dispersion des ondes de surfae en présene ou non d'eets
apillaires. Nous analyserons en outre les diérents régimes possibles lorsque les eets a
pillaires sont présents. Nous exposons ensuite en VI.A.3 omment passer d'un problème
tridimensionnel à un problème bidimensionnel dans l'approximation eau peu profonde.
Notre hapitre se poursuit (partie VI.B) par la présentation du système étudié. Il se ter
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mine par l'ensemble de nos résultats : alul des solutions stationnaires, alul des ouhes
limites, problème de la singularité à temps ni. Une onlusion termine e hapitre ; elle
met en regard les résultats de e hapitre ave eux du hapitre V onsaré à l'éoulement
superuide bidimensionnel autour d'un obstale.
VI.A Physique du problème et mise en équation
Considérons l'éoulement d'un uide parfait (non visqueux) inompressible et irrota
tionnel, de masse volumique  et de tension apillaire s dans un bassin dont le fond est à la
hauteur z =  H. On repère la surfae du uide par la fontion z = (x; y; t) supposée nulle
lorsque le uide est au repos. Pour plus de simpliité, on onsidérera un problème invariant
dans la diretion y (voir gure VI.1). L'éoulement étant irrotationnel, on peut alors dénir
x
z
a
H
densité 
0
y
Figure VI.1 : Éoulement à surfae libre d'un uide. H désigne la hauteur moyenne de
uide. Le fond du bassin est situé à une profondeur  H . La surfae libre est repérée par
rapport à sa hauteur au repos.
la fontion (x; z; t) telle que la vitesse du uide soit v = r. L'inompressibilité du uide
entraîne que r  v = 0, 'est-à-dire

xx
+ 
zz
 = 0: (VI.1)
Notons u = 
x
 et w = 
z
 et résolvons ette équation de Laplae. Quelles en sont les
onditions aux limites ? Au fond du bassin, la vitesse doit être tangentielle à la surfae e
qui donne :
w(x; z =  H; t) = 
z
(x; z =  H; t) = 0 8(x; t): (VI.2)
La surfae libre est dérite par l'équation z   (x; t) = 0, 'est l'équation que doit vérier
une partiule uide pour être à la surfae du uide. Cette partiule se déplae ave le uide
ainsi x = x(t) et z = z(t). An qu'elle reste sur la surfae, on doit avoir
d
dt
(z   (x; t)) = 0 =
d
dt
z  
d
dt
([(x(t); t)℄ =
d
dt
z
|{z}
=w
 
x
:
d
dt
x
|{z}
=u
 
t
 ; (VI.3)
d'où
wj
z=
  uj
z=

x
   
t
 = 0; (VI.4)
soit

t
 + 
x

x
 = 
z
 en z =  pour tout t: (VI.5)
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Jusqu'à présent, on n'a parlé que de inématique, il faut ajouter une ondition aux
limites dynamique à savoir l'équation de Bernoulli :

t
+
1
2
(r)
2
+
p

+ gz = F (t): (VI.6)
La fontion F est indépendante de x et z, ainsi, quitte à remplaer  par    '(t) ave
'
0
(t) = F (t) on peut onsidérer F (t)  0. Désignons par p
a
la pression au-dessus du uide,
alors la loi de Laplae s'érit, pour un liquide de tension superielle s,
p  p
a
=  s; (VI.7)
où  est la ourbure de l'interfae (x; t). Elle s'érit
 = 
x
(

x
[1 + 
2
x
℄
1=2
): (VI.8)
On peut toujours prendre p
a
= 0 quitte à hanger à nouveau  e qui nous donne

t
+
1
2
(r)
2
+ g  
s


x
(

x
[1 + 
2
x
℄
1=2
) = 0: (VI.9)
Réapitulons. Nous avons à résoudre

xx
+ 
zz
 = 0 8(x; z; t); (VI.10)

z
 = 0 8(x; t) en z =  H; (VI.11)

t
 + 
x

x
   
z
 = 0 8(x; t) en z = ; (VI.12)

t
+
1
2
(r)
2
+ g  
s


x
(

x
[1 + 
2
x
℄
1=2
) = 0 8(z; x; t): (VI.13)
VI.A.1 Relation de dispersion en l'absene de tension de surfae
On suppose dans ette setion l'absene d'eet apillaire (s = 0) et l'on ne onsidérera
que de petits déplaements pour ne garder que les termes linéaires. Considérons alors les
équations (VI.1), (VI.2), (VI.5) et (VI.6). Les équations (VI.1) et (VI.2) restent les mêmes,
l'équation (VI.5) devient

z
 = 
t
 à z =  ; (VI.14)
or, pour  petit, 
z
j
z=
= 
z
j
z=0
+ 
zz
j
z=0
' 
z
j
z=0
e qui entraîne qu'on a

z
 = 
t
 à z = 0: (VI.15)
De même l'équation de Bernoulli donne par le même argument

t
+ g = 0 à z = 0: (VI.16)
Pour réapituler, nous devons résoudre

xx
+ 
zz
 = 0 8(x; z; t); (VI.17)

z
 = 0 8(x; t) à z =  H; (VI.18)

z
 = 
t
 8(x; t) à z = 0; (VI.19)

t
+ g = 0 8(x; t) à z = 0: (VI.20)
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Posons  = a os(kx !t). Que signie alors  petit  pour  et  ? Soit  la longueur d'onde
de  et  sa période. On a v  a= , rv  v=. Les linéarisations que l'on a eetuées
équivalent à la linéarisation habituelle de l'équation d'Euler :

t
v  vrv ()
1

a


a

a

; (VI.21)
d'où a   ave, de plus, a  H (la surfae libre ne touhe pas le fond). Sous es
hypothèses, (VI.19) et (VI.20) entraînent

z
(x; 0; t) = a! sin (kx  !t); (VI.22)

t
+ ga os(kx  !t) = 0: (VI.23)
Posons (x; z; t) = f(z) sin (kx  !t), alors l'équation (VI.17) onduit à l'égalité
 k
2
f(z) sin(kx  !t) +
d
2
f
dz
2
(z) sin(kx  !t) = 0: (VI.24)
Ainsi f(z) = A exp(kz) +B exp( kz). Comme l'équation (VI.18) implique
(Ake
 Hk
 Bke
+Hk
) sin(kx  !t) = 0 8(x; t); (VI.25)
on a alors
A = B exp(2Hk) (VI.26)
et (VI.19) nous donne
(A B)k = a!: (VI.27)
Ainsi on trouve l'expression de (x; z; t)
(x; z; t) =
a!
k
osh k(z +H)
sinhHk
sin(kx  !t): (VI.28)
Enn l'équation (VI.20) donne la relation de dispersion
!
2
(k) = gk tanh(Hk): (VI.29)
Faisons quelques remarques à propos de ette relation de dispersion et de la vitesse de
phase (k) = !(k)=k. Toutes deux dépendent de la hauteur de uide H. Ainsi on peut
aratériser deux limites diérentes :
(i) H tend vers l'inni : on parle d'un éoulement en eau profonde et la relation de
dispersion devient
!
2
(k) = gk; (VI.30)
(k) =
r
g
k
; (VI.31)
(ii) H tend vers zéro : on parle d'un éoulement en eau peu profonde (en anglais, shallow
water) et la relation de dispersion devient pour k pas trop grand
!
2
(k) = gHk
2
; (VI.32)
(k) =
p
gH ; (VI.33)
qui est une relation de dispersion linéaire valable à grande longueur d'onde.
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VI.A.2 Relation de dispersion en présene de tension superielle
Lorsque la tension apillaire du uide est non nulle, seule l'équation de Bernoulli est
modiée et devient après linéarisation, pour  petit (toujours sous l'hypothèse a )

t
+ g  
s


xx
 = 0: (VI.34)
En onsidérant enore  = a os(kx !t) et en réinjetant ette expression dans l'équation
de Bernoulli, on voit que l'on retrouve (VI.20) en remplaçant g par g + sk
2
= et le même
raisonnement qu'en l'absene de apillarité tient. D'où la relation de dispersion
!
2
(k) = gk(1 +
1
2
`
2

k
2
) tanhHk; (VI.35)
`

=
r
2s
g
: (VI.36)
La longueur `

est appelée longueur apillaire. Elle mesure le rapport des eets de tension
de surfae sur les eets de la pesanteur. La relation !(k) n'est pas linéaire et le système
est don dispersif.
Dans la limite H ! +1 de profondeur innie, l'équation s'érit
!
2
(k) = gk(1 +
1
2
`
2

k
2
) (VI.37)
et la vitesse de phase (k) = !(k)=k admet un minimum loal 
m
en k
m
qui s'érivent
k
m
=
p
2=`

; (VI.38)

m
= 2
1=4
p
g`

: (VI.39)
Plaçons-nous dorénavant dans le as de la profondeur nie. Si l'on développe autour de
k = 0 la fontion tanhx en érivant tanhx = x   x
3
=3 + o(x
3
), la relation de dispersion
devient
!
2
= gHk
2

1 + (
1
2
`
2

 
1
3
H
2
)k
2
+ o(k
2
)

: (VI.40)
Par onséquent, si l'on pose
H

=
p
3=2`

; (VI.41)
alors lorsque H = H

le terme en k
4
s'annule et la relation de dispersion au voisinage de
0 est linéaire jusqu'à l'ordre 4 en k. Remarquons qu'en k ! +1, la fontion !
2
(k) est
onvexe (ar le terme en tanh vaut 1). Près de k ! 0, la fontion !
2
(k) est onvexe lorsque
H < H

et ne possède don pas d'inexion. La vitesse de phase (k) = !(k)=k ne peut
don avoir de minimum loal. Dans le as opposé où H > H

, la ourbe !
2
(k) est onave
au voisinage de k = 0 et doit se raorder à une fontion onvexe (en k ! +1). Aussi
possède-t-elle un point d'inexion et (k) possède un minimum (voir gure VI.2).
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!(k)=
0
k
k

m
k=
0
H = H

=
p
3=2`

H < H

H > H

0
1
2
3
4
5
0 1 2 3
 
 
 
Figure VI.2 : Relation de dispersion !(k)=
0
(f. équation (VI.42)) dans le as de pro
fondeur faible (H <
p
3=2`

) et de la profondeur élevée (H >
p
3=2`

). Dans e dernier
as, la ourbe possède une inexion, e qui onduit à l'existene d'un minimum de la vitesse
de phase. En pointillé, droites k et 
m
k=
0
.
Dans le as où H > H

, la relation de dispersion (VI.35) peut s'exprimer, en fontion
de la vitesse des ondes de gravité 
0
=
p
gH , omme
!
2
(k) =

2
0
H
k(1 +
1
2
`
2

k
2
) tanh(Hk): (VI.42)
Sous es hypothèses, la vitesse de phase (k)(= !(k)=k) admet un minimum en k
m
si sa
dérivée s'annule, e qui se produit lorsqu'est vériée la relation
`
2

=
2
k
2
m

1 
4Hk
m
2Hk
m
+ sinh(2Hk
m
)

: (VI.43)
En réinjetant ette expression dans (VI.42), on trouve alors une vitesse de phase minimum

2
m
= 
2
0
4 sinh
2
(Hk
m
)
Hk
m
[2Hk
m
+ sinh(2Hk
m
)℄
: (VI.44)
De la relation (VI.43), nous pouvons tirer plusieurs remarques. Tout d'abord, pour onser
ver la positivité de `
2

, on doit vérier l'inégalité
sinh2Hk
m
> 2Hk
m
; (VI.45)
e qui est toujours vrai. Fixons H et regardons la limite k
m
! 0. De (VI.43), on obtient
alors
`
2


k
m
!0
2
3
H
2
: (VI.46)
Aussi, lorsque H tend par valeur supérieure vers H

, k
m
tend-il vers 0 et le minimum de
vitesse de phase 
m
tend vers 
0
d'après (VI.44).
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Passons maintenant au as où H < H

, la relation de dispersion au premier ordre de
dispersion s'érit alors
!
2
(k) = 
2
0

k
2
+ k
4
(
1
2
`
2

 
1
3
H
2
)

: (VI.47)
À et ordre de dispersion, on voit alors que les eets dispersifs sont ontrlés par une éhelle
de longueur apillaire renormalisée par les eets de profondeur nie
 =
r
`
2

 
2
3
H
2
: (VI.48)
VI.A.3 D'une desription 3d à une desription 2d : l'approximation eau
peu profonde
Cette partie est onsarée à l'approximation dite eau peu profonde [18℄ qui nous permet,
lorsque la hauteur de uide est faible, de ramener notre éoulement tridimensionnel en un
éoulement ompressible bidimensionnel. Considérons à nouveau les équations du mouve
ment (VI.10)(VI.13) dont nous linéarisons les termes de tension de surfae. Rappelons
qu'on ne onsidère qu'une variable horizontale pour plus de failité. On obtient alors

xx
+ 
zz
 = 0 8(x; z; t); (VI.49)

z
 = 0 8(x; t) en z =  H; (VI.50)

t
+
1
2
(r)
2
+ g  
s


xx
 = 0 8(x; t) en z = ; (VI.51)

t
 + 
x

x
   
z
 = 0 8(x; t) en z = : (VI.52)
En toute rigueur, le terme (s=)
xx
 devrait être (s=)
x
où  est la ourbure de l'interfae
(équation (VI.8)). Néanmoins, ette linéarisation, à laquelle nous proédons dès à présent
an alléger les notations, est orrete, à l'ordre du développement qui va suivre. Soit a la
hauteur typique des variations de  et ` les longueurs d'onde typiques du système. Posons
 =
p
gH; " =
a
H
; Æ =
H
2
`
2
; 

=
H
a`
; (VI.53)
x

=
x
`
; 

=

a
; t

=
t
`
; z

=
z
H
: (VI.54)
On verra que Æ ontrle les eets dispersifs alors que " ontrle les eets non linéaires. On
a alors après adimensionnement et en enlevant tous les astérisques
Æ
xx
+ 
zz
 = 0 8(x; z; t); (VI.55)

z
 = 0 8(x; t) en z =  1; (VI.56)

t
+
1
2
"(
x
)
2
+
1
2
"
Æ
(
z
)
2
+   
1
2
(
`

`
)
2

xx
 = 0 8(x; t) en z = "; (VI.57)
Æ f
t
 + "(
x

x
)g   
z
 = 0 8(x; t) en z = ": (VI.58)
Dans un premier temps, donnons-nous  sous la forme
(x; z; t) =
+1
X
n=0
(1 + z)
n
f
n
(x; t); (VI.59)
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de sorte qu'au fond de l'éoulement, on ait (x; z =  1; t) = f
0
(x; t). En réinjetant ette
expression dans (VI.55) on se retrouve ave
0 = Æ(
+1
X
n=0
(1 + z)
n

xx
f
n
) +
+1
X
n=2
n(n  1)(1 + z)
n 2
f
n
(x; t); (VI.60)
e qui entraîne par identiation des oeients des z
n
que
 Æ
xx
f
n
= (n+ 2)(n+ 1)f
n+2
; (VI.61)
or, d'après (VI.56), on a f
1
 0, d'où
f
2n+1
 0 f
2n
(x; t) = ( 1)
n
Æ
n
(2n)!

2n
f
0
x
2n
(x; t) 8n > 0; (VI.62)
e qui donne
(x; z; t) =
+1
X
n=0
( 1)
n
Æ
n
(1 + z)
2n
(2n)!

2n
f
0
x
2n
(x; t): (VI.63)
À partir de maintenant, nous allons regarder e qu'entraîne une telle expression de  au
niveau des équations (VI.57) et (VI.58) lorsque l'on en eetue un développement en Æ.
On a

x
 = 
x
f
0
  Æ
(1 + z)
2
2

xxx
f
0
+ Æ
2
(1 + z)
4
24

xxxxx
f
0
+ o(Æ
2
); (VI.64)

z
 =  Æ(1 + z)
xx
f
0
+ Æ
2
(1 + z)
3
6

xxxx
f
0
+ o(Æ
2
); (VI.65)

t
 = 
t
f
0
  Æ
(1 + z)
2
2

xxt
f
0
+ Æ
2
(1 + z)
4
24

xxxxt
f
0
+ o(Æ
2
) (VI.66)
et (VI.57) et (VI.58) donnent alors à des termes d'ordre Æ
2
près

t
f
0
+
"
2
(
x
f
0
)
2
 
Æ
2
(1 + ")
2


xxt
f
0
+ "(
x
f
0
)(
xxx
f
0
)  "(
xx
f
0
)
2

+   
1
2
(
`

`
)
2

xx
 +O(Æ
2
) = 0;
(VI.67)

t
 + 
x
f(1 + ")
x
f
0
g
  Æ(1 + ")
2

1
2
"(
x
)(
xxx
f
0
) +
1
6
(1 + ")
xxxx
f
0

+O(Æ
2
) = 0:
(VI.68)
Remarquons qu'à l'ordre 0 en Æ, on se retrouve ave les équations d'éoulement en eau peu
profonde (l'épaisseur du uide H est inniment faible) ave pour seul terme dispersif elui
dû à la tension apillaire

t
f
0
+
"
2
(
x
f
0
)
2
+   
1
2

`

`

2

xx
 = 0; (VI.69)

t
 + 
x
f(1 + ")
x
f
0
g = 0: (VI.70)
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Nous allons maintenant voir qu'en négligeant les termes d'ordre Æ
2
et "Æ on pourra ramener
les équations (VI.67) et (VI.68) à une équation de Bernoulli et une équation de ontinuité.
Pour e faire, remarquons qu'au premier ordre en Æ
(x; z; t) = f
0
(x; t)  Æ
(1 + z)
2
2

xx
f
0
(VI.71)
et qu'en moyennant ette fontion entre z =  1 et z = 0, on obtient en notant
~
 la valeur
moyenne de 
~
 = f
0
 
Æ
6

xx
f
0
: (VI.72)
Cela permet d'érire également f
0
, au premier ordre en Æ, sous la forme
f
0
=
~
+
Æ
6

xx
~
: (VI.73)
Les équations (VI.67) et (VI.68) au premier ordre deviennent ainsi en négligeant les termes
d'ordre "Æ

t
~
+
Æ
6

xxt
~
+
"
2
(
x
~
)
2
 
Æ
2

xxt
~
+   
1
2

`

`

2

xx
 = 0; (VI.74)

t
 + 
x
f(1 + ")
x
~
+
Æ
6

xxx
~
g  
Æ
6

xxxx
~
 = 0: (VI.75)
Remarquons alors que les termes d'ordre Æ s'éliminent dans (VI.75) et qu'à l'ordre 0 en Æ
et ", on a

t
~
 =   +
1
2
(
`

`
)
2

xx
; (VI.76)
e qui donne au nal

t
~
+
"
2
(
x
~
)
2
+  +

Æ
3
 
1
2
(
`

`
)
2


xx
  
Æ
6

`

`

2

xxxx
 = 0: (VI.77)
Nous herhons à rendre ompte des eets au premier ordre de la dispersion sur l'équa
tion d'Euler, aussi ne onsidérerons-nous plus désormais le dernier terme en 
xxxx
. On
se retrouve, dans l'approximation eau peu profonde en présene de dispersion, ave des
équations 2d de ontinuité et de Bernoulli. Nous les érirons en variables dimensionnées
respetivement, sahant que les opérateurs de dérivation spatiale portent sur les oordon
nées x et y,

t
~
+
1
2
(r
~
)
2
+ g  
s
e

 = 0; (VI.78)

t
 +rf(H + )r
~
g = 0 (VI.79)
et nous retrouvons une tension superielle eetive s
e
positive, dénie omme
s
e
= s 
1
3
gH
2
; (VI.80)
(VI.81)
prenant en ompte les eets de profondeur nie, ainsi qu'une longueur apillaire eetive

e
=
q
2s
g
 
2
3
H
2
(dénie ainsi exatement omme dans l'équation (VI.48)).
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VI.B Dénition du système
À partir de maintenant, nous étudions, dans un régime eau peu profonde, l'éoulement
autour d'un ylindre de rayon unité d'un liquide se déplaçant à une vitesse onstante
v = +ve
x
. Dans le référentiel de l'obstale, en onsidérant désormais la hauteur de uide
, mesurée à partir du fond du bassin, en notant (x; y; t) = (x; y; t)=H, les équations de
Bernoulli et de ontinuité se mettent sous la forme

t
 =
1
2

2

2
 
1
2
(r)
2
+ 
2
(1  ) + v  r; (VI.82)

t
 =   r  r+ v  r: (VI.83)
Nous supposerons que l'on a pour onditions aux limites sur l'obstale (f. gure VI.3)

r
j


= otan 
0
=H = 
0
0
; (VI.84)

r
(  v  r)j


= 0: (VI.85)

0
obstale
Figure VI.3 : Angle de ontat 
0
fait par le liquide sur un obstale.
Rappelons qu'en posant

0
=   v  r; (VI.86)
la vitesse U s'exprime omme
U = r
0
= r  v: (VI.87)
Comme expliqué dans les parties préédentes, le terme  est une longueur apillaire renor
malisée par les eets de profondeur nie, qui orrespond à une tension apillaire elle aussi
renormalisée
s =
1
2

2

2


H

; (VI.88)
enn,  =
p
gH est la vitesse des ondes de gravité. L'angle 
0
est l'angle de ontat du
liquide au ylindre mesuré selon la vertiale asendante (voir gure VI.1). Il est ompris
entre 0 et =2 (soit 
0
0
> 0) dans le as d'un obstale hydrophobe et il est ompris entre
=2 et  (soit 
0
0
< 0) dans le as hydrophile. Nous onsidérerons également le as limite
où 
0
0
= 0 ('est-à-dire 
0
= =2).
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Les équations préédentes déoulent des équations d'Euler-Lagrange
ÆA
ap
Æ
= 0 et
ÆA
ap
Æ
= 0 alulées à partir de la fontionnelle d'ation dénie omme
E
ap
=
Z


d
2
x

1
2
(r)
2
+
1
2

2
(  1)
2
+
1
2

2

2
(r)
2

 
1
2

2

2
I


d`n  r ;
(VI.89)
P
ap
=
Z


d
2
x

(  1)r

+
I


d`n ; (VI.90)
F
ap
= E
ap
  v  P
ap
; (VI.91)
A
ap
=  
Z
dt f
t
+ F
ap
g : (VI.92)
La présene des termes de bord dans E
ap
et P
ap
est néessaire pour s'assurer que les
solutions stationnaires des équations sont bien des minima de la fontionnelle F
ap
(f.
appendie D).
VI.C Expressions analytiques des ouhes limites
Cette partie est onsarée au alul des ouhes limites des solutions stationnaires à
faible Mah et pour de faibles longueurs apillaires. Les détails de la méthode employée à
ette n et ses résultats sont rassemblés dans l'appendie E. Nous rappelons ii les résultats
prinipaux.
VI.C.1 Cas où 
0
0
6= 0
La densité , au premier ordre en  et à l'ordre 0 en M
2
, s'érit
(r; ) = 1 

0
0

p
2
K
0
(
p
2r

) =K
1
(
p
2

) (VI.93)
et pour  ! 0, le potentiel des vitesses s'exprime loin de l'obstale omme
(r; ) 
r!+1
 v
os 
r
(1 + 
2

0
0
): (VI.94)
De ette expression, nous pouvons onlure que l'eet de la tension apillaire est de rajouter
une ouhe limite de taille  et de hanger le potentiel des vitesses de l'équation d'Euler
en transformant le rayon unité de l'obstale en un rayon eetif
r
2
e
= 1 + 
0
0

2
: (VI.95)
Ainsi, le rayon eetif est-il plus grand que le rayon réel du ylindre dans le as d'un
obstale hydrophobe (
0
0
> 0), alors qu'il est plus petit dans le as hydrophile (
0
0
< 0). Les
onséquenes de et eet de l'angle de ontat se retrouveront dans les valeurs du Mah
ritique selon l'angle de ontat (f. gure VI.8). Cet eet de renormalisation du rayon du
ylindre par la tension apillaire pour 
0
0
6= 0 est ainsi qualitativement le même que elui
de la pression quantique dans le as de onditions aux limites Dirihlet. Dans le as de
l'eau peu profonde, ependant, la dépendane en  du rayon eetif est quadratique, alors
qu'elle est linéaire dans le as du superuide.
Nos aluls numériques de solutions stationnaires (parties suivantes) sont en très bon
aord ave tous es résultats (données non montrées), pour les deux onditions aux limites.
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VI.C.2 Cas où 
0
0
= 0
Les résultats sont identiques au as de l'éoulement superuide ave des onditions aux
limites Neumann. On se référera don au V.C.2 et à l'appendie E.
VI.D Calul numérique des solutions stationnaires
Les solutions stationnaires de notre système sont des minima de la fontionnelle F
ap
et
ne peuvent don être trouvées par une dynamique hamiltonienne, qui onserve l'énergie du
système. En revanhe, de la même façon que dans le as de l'ESNL (f. V.D) où l'on avait
onsidéré l'équation de Ginzburg-Landau pour aluler les solutions stationnaires, nous
pouvons, de façon ertes artiielle dimensionnellement, étudier les équations de relaxation
suivantes

t
 =
1
2

2

2
 
1
2
(r)
2
+ 
2
(1  ) + v  r ; (VI.96)

t
 = +r  r  v  r : (VI.97)
Une telle dynamique de relaxation donne asymptotiquement aès aux solutions station
naires stables du système. Pour impliiter le laplaien de l'équation de diusion de ,
érivons, de la même façon qu'en IV.C  = 1 + %. Cela onduit au pas de temps

%
n+1

n+1

=


 1
%
0
0 
 1


%
n
+ NL
%
(%
n
; 
n
)

n
+ NL

(%
n
; 
n
)

(VI.98)
ave

%
= Id 

2

2
2
 NL
%
(%; ) =  
1
2
(r)
2
  
2
%+ v  r ; (VI.99)


= Id  NL

(%; ) = %+r%  r  v  r% : (VI.100)
On peut alors appliquer la méthode de Newton du hapitre III. Nous en présentons les
résultats dans les parties suivantes.
VI.E Convergene numérique des solutions
Dans la partie VI.C, nous avons vu que les solutions stationnaires de notre problème à
faible Mah s'apparentaient aux solutions de l'équation d'Euler (que notre méthode numé
rique permet de très bien aluler) auxquelles s'ajoute une ouhe limite exponentiellement
déroissante. Fondée sur des développements en polynmes de Thebyhe, notre méthode
numérique utilise des points de olloation très resserrés près du ylindre. Cela permet ainsi
de bien résoudre les ouhes limites de faible épaisseur. Pour vérier ela, nous nous sommes
plaés à faible Mah (M = jvj= = 0;05) ave un angle de ontat tel que 
0
0
=  0;5. La
résolution en  a été xée à N

= 16 (susante pour avoir les solutions stationnaires de
l'équation d'Euler à un Mah aussi faible). En fontion de la longueur apillaire , nous
avons alulé
E
ap
(N
r
) =
R


dx [(r
(N
r
)
ap
)
2
  (r
(N
r
)
Euler
)
2
℄
R


dx [(r
(N
r
)
Euler
)
2
℄
(VI.101)
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en faisant varier la résolution N
r
. La quantité
R


(r
(N
r
)
ap
)
2
alule l'énergie due aux eets
apillaires et nous la omparons à e qu'en donnerait une solution Euler.
Nous montrons les résultats d'une telle étude dans le tableau VI.1. Lorsque la résolu
tion est susante, la quantité E
ap
onverge vers une ertaine limite (dépendant de ).
Rappelons que le rayon de l'obstale est toujours égal à 1. Ainsi, pour =
p
2 supérieur à
10
 2
, 64 points de olloation en r sont susants. Pour =
p
2 = 10
 4
, il faut plus de 512
points de olloation pour résoudre orretement la ouhe limite (au moins 768 points de
olloation). On peut alors remarquer que la résolution doit roître omme 
 1=2
pour bien
résoudre la ouhe limite, e qui est onforme au fait que le nombre de points de olloation
près du ylindre roît omme le arré de la résolution.
=
p
2D
1=2 1=2  10
 1
1=2 10
 2
1=2  10
 3
1=2 10
 4
16 11907 1241 22;12 3;07 10
 2
2;36 10
 4
24 11821 1279 79;67 3;53 10
 2
7;02 10
 4
32 11798 1292 106;3 1;03 10
 1
1;42 10
 3
48 11782 1301 120;4 1;74 3;06 10
 3
64 11777 1304 124;8 5;38 4;27 10
 3
N
r
96 11773 1307 127;8 10;23 5;30 10
 3
128 11771 1308 128;8 11;57 6;70 10
 2
192 11770 1308 129;6 12;38 0;4582
256 11770 1308 129;8 12;65 0;8680
384 11770 1308 129;9 12;84 1;139
512 11770 1308 130;0 12;91 1;212
Tableau VI.1 : En fontion de  et N
r
, éart relatif E
ap
(N
r
) entre
R


(r
(N
r
)
ap
)
2
et
R


(r
(N
r
)
Euler
)
2
(voir texte) à N

= 16,M = 0;05 pour un angle de ontat tel que 
0
0
=  0;5.
À  xé, on voit que la ouhe limite est bien résolue lorsque ette erreur se met à saturer
à partir de N
r
susamment grand. Ainsi, on ne ommene à bien résoudre la ouhe limite
pour =
p
2D = 1=2  10
 4
que pour une résolution supérieure à N
r
= 512. Enn, on
remarque que la résolution doit roître omme 
 1=2
pour bien résoudre la ouhe limite.
VI.F Diagrammes de bifuration
Grâe à notre méthode de suivi de branhe, nous avons alulé les solutions station
naires. Celles-i n'existent qu'en dessous d'un ertain Mah ritique M

. Comme dans le
as de l'ESNL, la dispersion a pour eet de supprimer la singularité de l'équation d'Euler
en la remplaçant par une bifuration n÷ud-ol. Deux types de solutions stationnaires là
enore existent. L'une est stable, l'autre est instable. Les résolutions néessaires au alul
de l'ensemble des solutions stationnaires sont indiquées dans le tableau VI.2. Des spetres
typiques en  et en r sont montrés sur la gure VI.4.
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=(
p
2D) 1=2 1=(2
p
10) 1=20 1=40 1=80
N

N
r
64 32 64 32 64 64 128 128 128  256
Tableau VI.2 : Résolutions néessaires au alul d'un diagramme de bifuration à
=(
p
2D) donné. Ces résolutions sont valables que l'on ait 
0
0
nul ou non.
n
(a)
stable,M = 0;3
M =M

' 0;4841
instable,M = 0;3
Sp

(n)
1e-35
1e-30
1e-25
1e-20
1e-15
1e-10
1e-05
1
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p
(b)
stable,M = 0;3
M =M

' 0;4841
instable,M = 0;3
Sp
r
(p)
1e-35
1e-30
1e-25
1e-20
1e-15
1e-10
1e-05
1
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Figure VI.4 : Spetres typiques en  (à gauhe, (a)) et r (à droite, (b)) pour diérents
Mah lorsque l'on parourt les deux branhes de solutions stationnaires. Les aluls ont été
eetués dans le as N

N
r
= 64 64, =(
p
2D) = 1=20 et 
0
0
=  5.
VI.F.1 Cas où 
0
0
= 0
Pour ommener, nous présentons diérents diagrammes de bifuration dans le as

0
0
= 0 sur la gure VI.5. À mesure que le rapport =D diminue, les solutions stationnaires
stables de l'éoulement gravito-apillaire tendent vers les solutions stationnaires de l'équa
tion d'Euler. La fontionnelle F
ap
fait bien un point de rebroussement à la bifuration, e
qui indique qu'on a bien minimisé la bonne fontionnelle.
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Figure VI.5 : Diagramme de bifuration pour diérentes valeurs de =(
p
2D) pour

0
0
= 0. Les branhes de solutions stationnaires stables tendent vers la branhe de solutions
stationnaires de l'équation d'Euler. (a) : Fontionnelle E
ap
. ; (b) : fontionnelle d'énergie
F
ap
.
Graphiquement, les solutions stationnaires dans le as 
0
0
= 0 ont la même allure que
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les solutions de l'équation d'Euler présentées sur la gure IV.1. Les minima de densité
sont situés sur le ylindre en (; r) = (=2; 1) omme dans l'équation d'Euler. Nous
avons également trouvé que les solutions stationnaires de la branhe instable, au fur et à
mesure que l'on s'éloigne de la bifuration, nissent par atteindre le fond du bassin (
min
=
(=2; 1) = 0), et ontinuent d'exister même pour une hauteur de uide négative. Cette
solution stationnaire, bien que non physique, reste néanmoins une solution de nos équations.
En eet, rien n'interdit, dans le as stationnaire, aux équations (VI.82) et (VI.83) de
posséder des solutions où  est négatif. En revanhe, de telles solutions sont dynamiquement
inaeptables : la vitesse du son loale à grande longueur d'onde vérie

lo
=
p
gH ; (VI.102)
le système devient alors instable (ar antipropagatif), lorsque 
2
lo
< 0. Sur la gure VI.6,
nous montrons la densité  et la phase  au niveau du ylindre. L'une et l'autre passent
ette singularité de façon ontinue. Cette singularité apparaît quelle que soit la longueur
apillaire hoisie (f. gure VI.7(a)). Enn, le Mah ritique est une fontion roissante de
, sahant que lorsque  tend vers zéro, e Mah ritique tend vers le Mah ritique de
l'équation d'Euler qui vautM
Euler

' 0;36969705259(9) (voir pour ela la partie IV.C.2).
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Figure VI.6 : Solutions stationnaires pour =
p
2D = 1=2 et 
0
0
= 0 sur le ylindre. (a)
Densité j


et (b) phase j


alulées sur le ylindre. On remarque que la densité de la
solution stationnaire peut devenir négative après être passée par la valeur zéro. La phase
est ontinue à e passage. Elle devient de plus en plus raide, omme si l'on nuléait un
vortex (déphasage de 2).
VI.F.2 Cas où 
0
0
6= 0
Passons maintenant au as où 
0
0
6= 0. L'angle de ontat du liquide au ylindre a alors
pour eet de réer une ouhe limite déroissant exponentiellement, omme on peut le
voir sur la gure VI.9. À nouveau, on trouve deux branhes de solutions stationnaires qui
viennent disparaître à un Mah ritique par bifuration n÷ud-ol.
Comme on peut s'y attendre, lorsque 
0
0
> 0 (as d'un obstale hydrophobe), les mi
nima de densité restent sur le ylindre, alors que dans le as où 
0
0
< 0 (as d'un obstale
hydrophile) les minima se trouvent à une distane nie du ylindre. Cette propriété est
valable pour les solutions stationnaires stables et instables. De plus, les solutions station
naires instables, lorsque l'on s'éloigne du Mah ritique, présentent, omme dans le as

0
0
= 0, une annulation de la densité, le minimum se rapprohant du ylindre à mesure que
l'on s'éloigne deM

dans le as hydrophile (f. gure VI.9).
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Figure VI.7 : Cas des onditions aux limites 
0
0
= 0. (a) : Valeur de 
min
en fontion
du nombre de Mah M et de =D. (b) : Mah ritique en fontion de =
p
2D. Le
Mah ritique tend en déroissant vers le Mah ritique de l'équation d'Euler (M
Euler

'
0;369697).
La gure VI.8 montre enn la dépendane du Mah ritique en fontion de 
0
0
. Cette
dépendane du Mah ritique est linéaire. Lorsque l'on a 
0
0
> 0 (obstale hydrophobe),
le Mah ritique est plus petit que elui du as 
0
0
= 0. Cette situation rappelle le as du
superuide où pour une même valeur de =D, le Mah ritique pour des onditions aux
limites Dirihlet est inférieur au Mah ritique orrespondant aux onditions aux limites
Neumann. On a vu dans le as 
0
0
= 0 que le Mah ritique diminue ave le rapport =D.
En notant D
e
= 2r
e
le diamètre eetif donné par nos aluls de ouhe limite (équation
(VI.95)), on voit que dans le as hydrophobe, =D < =D
e
, et l'on retrouve ainsi que
M

(
0
0
= 0) <M

(
0
0
> 0) et inversement pour un obstale hydrophile (le as hydrophile
est sur le prinipe équivalent aux onditions aux limites de type Dirihlet dans le as d'un
superuide).
0.4
0.425
0.45
0.475
-6 -4 -2 0 2 4 6
ρ
′
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Figure VI.8 : Variation du Mah ritique en fontion de 
0
0
pour =(
p
2D) = 1=10. La
dépendane du Mah ritique en fontion de 
0
0
est linéaire. Lorsque l'on a 
0
0
> 0 (obstale
hydrophobe), le Mah ritique est plus petit que elui du as 
0
0
= 0.
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Figure VI.9 : Solutions stationnaires  et  (respetivement à gauhe et à droite) pour
plusieurs nombres de Mah. Les solutions stationnaires annulent leur densité à distane
nie de l'obstale, dans le as d'un obstale hydrophile (ii, 
0
0
=  5 et =
p
2D = 1=20).
De haut en bas :M =M

= 0;4841; 0;4 et 0;36. Au nombre de Mah ritique, la hauteur
de uide n'est pas nulle. Les minima de densité sur la branhe instable se rapprohent du
ylindre, à mesure que l'on s'éloigne sur la branhe instable de la bifuration. Ils nissent
par devenir négatifs (gure du bas).
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VI.G Dynamique
Dans ette partie, nous étudions la dynamique du système. Comme dans les simulations
de la dynamique du hapitre V, nous avons à nouveau utilisé, pour simuler la dynamique
de l'éoulement en eau peu profonde, un algorithme de type saute-mouton Crank-Niolson

n+1
  
n 1
2
=
1
2

2

2


%
n+1
+ %
n 1
2

+NL
%
(%
n
; 
n
); (VI.103)
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); (VI.104)
qui peut se réérire
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ave
 =

Id  
1
2

2

2

+ Id

; (VI.106)
et NL
%
et NL

, donnés par les équations (VI.99) et (VI.100). Au bout d'un ertain nombre
de pas de temps (N
mix
), nous eetuons un mélange des pas de temps pairs et impairs (f.
équation (II.118)).
VI.G.1 Mode neutre
Nous avons pu voir que notre éoulement en eau peu profonde était régi par des équa
tions très semblables à elles d'un éoulement superuide bidimensionnel : nous sommes
en présene d'un système hamiltonien bidimensionnel, dont la relation de dispersion est
identique à elle du superuide, et qui présente une bifuration n÷ud-ol. On peut se poser
la question de savoir à nouveau si, à la bifuration, les modes propres instables subissent
une déloalisation.
Nous étudions don, de la même manière qu'en V.F.1, le omportement spatial des
modes neutres qui s'obtiennent (plus immédiatement que dans le as de l'ESNL) omme la
dérivée à la pointe de la bifuration selon un paramètre de bifuration régulier  (E
ap
par
exemple) de la famille (

; 

). Quelle que soit la valeur de 
0
0
, les modes neutres de phase et
de densité ont la même allure. De plus, on retrouve exatement les mêmes phénomènes que
dans le as du superuide. Les modes neutres déroissent algébriquement à l'inni en 1=r
2
pour le mode neutre de densité et en 1=r pour le mode neutre de phase. De plus, ils sont
en tout point semblables aux modes neutres de l'éoulement superuide ave onditions
aux limites Neumann.
Il nous reste à omparer leur omportement spatial ave eux des modes propres in
stables.
VI.G.2 Singularité à temps ni de démouillage
Nous avons également étudié e qui se passe au-delà du régime linéaire de l'instabilité.
Lorsque l'on perturbe une solution stationnaire instable, soit elle-i relaxe vers la solution
stable en faisant remonter les minima de densité vers les valeurs de la solution stationnaire
stable (données non montrées), soit elle se déstabilise en faisant diminuer les minima de
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la densité jusqu'à e que ette dernière s'annule : le liquide touhe le fond du bassin.
Une situation où la densité devient négative rend le système antipropagatif, don instable
(f. équation (VI.102) et texte autour). Le système présente ainsi une singularité à temps
ni. Cette singularité rappelle le phénomène de démouillage d'un uide s'éoulant sur un
substrat hydrophobe. On peut observer un tel phénomène par exemple dans des expérienes
où un uide visqueux s'éoule sur un plan inliné non mouillant [66℄. Dans un ertain régime
de débit en amont, les auteurs réent une petite zone sèhe en souant sur l'interfae de
uide, zone sèhe qui s'agrandit jusqu'à former des arhes paraboliques sèhes stationnaires.
Notre singularité existe quelle que soit la valeur de 
0
0
. Elle a lieu soit sur le ylindre (as
hydrophobe 
0
0
> 0, f. gure VI.10), soit à distane nie du ylindre (as hydrophile 
0
0
< 0,
f. gure VI.11). Ce phénomène n'est pas sans rappeler le problème de nuléation de vortex
dans l'ESNL. Plusieurs diérenes notables sont ependant à mentionner. L'éoulement de
notre hapitre a été traité en variables (; ), alors que l'éoulement NLS le fut en variable
 . Les vortex de l'ESNL ne sont alors rien d'autre qu'une annulation de la fontion  ,
qui n'induit auune singularité dans la dynamique de nos simulations. Il aurait été peu
judiieux de traiter l'ESNL en variables (; ) : en le faisant, d'une part la presription de
positivité sur  aurait été, là aussi, néessaire pour assurer la stabilité du système, mais
surtout, nous n'aurions pas pu rendre ompte de la nuléation des vortex : eux-i sont des
singularités génériques de la phase qui subit un saut de 2n autour de l'endroit où j j
2
s'annule (qui orrespond à des points en lesquels la phase n'est pas dénie) alors que le lieu
où  = 0 orrespondrait à une ligne (la transformation de Madelung ne tient pas ompte
de l'existene des vortex). Pour rendre ompte du fait que le liquide démouille dans notre
éoulement, il faudrait empêher la hauteur de uide de devenir négative et tenir ompte
du problème de la ligne de ontat, non dérit par nos odes.
On peut étudier plus qualitativement la nature de ette singularité dans le as où

0
0
= 0. Sous ette ondition, le minimum de la densité, situé en (; r) = (
min
; 1) est tel
que
r(
min
; 1) = 0: (VI.107)
En notant v
min
, la vitesse de déplaement de e minimum, on a
D
Dt
(
min
; 1) =

t
(
min
; 1) + v
min
 r(
min
; 1) =

t
(
min
; 1); (VI.108)
ompte tenu de la ondition (VI.107). Si l'on note maintenant 
min
= (
min
; 1) et 
0
min
=

0
(
min
; 1) et l'on onsidère l'équation de ontinuité (VI.83), 
min
vérie alors l'équation

t

min
=  
min

0
min
: (VI.109)
Ainsi 
min
s'érit

min
(t) = 
min
(t
0
) exp[ 
Z
t
t
0

0
min
(u) du℄: (VI.110)
A priori, le minimum 
min
déroît de manière exponentielle. La seule façon qu'a 
min
pour
s'annuler serait que 
0
min
(t) tende vers +1.
Remarquons que l'équation dynamique pour 
0
est l'équation de Bernoulli

t

0
=  
1
2
(r
0
)
2
+
1
2
v
2
+ 
2
(1  ) +
1
2

2

2
 : (VI.111)
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Cette équation en l'absene de tension superielle équivaut à l'équation d'Euler qui pré
sente une singularité de type ho. Voyons maintenant s'il s'agit aussi d'une telle singularité
dans notre as.
Nous avons don herhé à étudier la déroissane de 
min
et la roissane de 
0
au
minimum. Les résultats sont présentés sur la gure VI.12. Remarquons que le laplaien
du potentiel des vitesses 
0
est qualitativement négatif en aval. Cependant, son zéro sur
le ylindre se déplae plus vite en aval que ne le fait le minimum de . Aussi, 
0
min
est-il positif au ours de l'instabilité et est une fontion positive roissante, divergeant à
la singularité. Aussi  déroît-il, et e, non exponentiellement (sur la gure VI.12(a), est
traé le logarithme de 
min
et l'on voit que sa variation n'est pas linéaire ave le temps).
Nous avons vérié que e ho n'était pas un eet de disrétisation de notre système.
Remarquons enn que ette singularité est propre à nos équations aux dérivées par
tielles. Elle sort du adre physique dérit par nos équations en eau peu profonde, l'hy
pothèse de base étant que les variations de hauteur de l'interfae restent toujours faibles
devant la hauteur de uide.
VI.H Conlusion
Nous avons onsaré e hapitre à l'étude d'un éoulement en eau peu profonde autour
d'un obstale, pour diérents angles de ontat au niveau de l'obstale, en ommençant par
aluler les solutions stationnaires de l'éoulement (de la même façon que pour l'éoulement
superuide 2d), dans la limite où tendent vers zéro les eets dispersifs due à la tension
superielle, renormalisée par les eets de profondeur nie, à faible nombre de Mah. Nous
avons regardé quels étaient les eets de la tension superielle sur les solutions stationnaires
de l'équation d'Euler. De la même manière que dans le as de l'éoulement superuide, es
eets se traduisent par l'ajout d'une ouhe limite d'épaisseur  au niveau de l'obstale et
par un eet de renormalisation eetive de la taille de l'obstale.
Grâe aux odes que nous avons développés, nous avons montré que deux branhes
de solutions stationnaires existent en dessous d'un ertain nombre de Mah ritique, pour
venir oïnider à elui-i par bifuration n÷ud-ol. Le mode neutre, trouvé à la pointe
de la bifuration, deroît à l'inni selon une loi algébrique. Une étude dynamique par
perturbation d'une solution instable, semblable à elle menée dans le as du superuide 2d
(f. V.F.1), devrait onrmer le phénomène de déloalisation des modes propres instables
à la bifuration.
Enn, par perturbation d'une solution instable, ou bien en se plaçant dans le régime
superritique, nous avons observé une singularité de démouillage de type ho. Cette sin
gularité sort du adre de l'approximation eau peu profonde (qui suppose des variations
de hauteur de uide faibles devant la hauteur de uide à l'inni) ; elle est propre à nos
équations aux dérivées partielles.
Cette annulation est le pendant, dans le as de l'éoulement superuide, de la nuléa
tion de vortex, singularité d'annulation de la densité du uide quantique. Remarquons que
ette singularité se traite sans problème en onsidérant la fontion d'onde du uide, qui
omprend la notion de vortex quantique. En revanhe, si nous avions dérit la dynamique
de l'éoulement par les équations hydrodynamiques fournies par transformation de Made
lung, la desription de la nuléation de vortex n'aurait pu être assurée : les vortex sont des
singularités pontuelles (les parties réelle et imaginaire de la fontion d'onde en dimension
2 ne peuvent s'annuler simultanément qu'en des points, lesdits vortex) alors qu'une annu
lation de la densité, fontion réelle à deux variables, se produirait, elle, le long d'une ligne.
VI.H Conlusion 113
-6
-4
-2
 0
 2
 4
 6 -6
-4-2
 0  2
 4  6
 0
 0.4
 0.8
 1.2
P
S
f
r
a
g
r
e
p
l
a

e
m
e
n
t
s
x


y
v
t = 0
t
=
9
=
1
0
t

t
=
t

-6
-4
-2
 0
 2
 4
 6 -4
-2  0
 2  4
 6
-2
-1
 0
 1
 2
P
S
f
r
a
g
r
e
p
l
a

e
m
e
n
t
s
x


y
v
t = 0
t
=
9
=
1
0
t

t
=
t

-6
-4
-2
 0
 2
 4
 6 -6
-4 -2
 0  2
 4  6
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
P
S
f
r
a
g
r
e
p
l
a

e
m
e
n
t
s
x


y
v
t
=
0
t = 9=10 t

t
=
t

-6
-4
-2
 0
 2
 4
 6 -4
-2  0
 2  4
 6
-2
-1
 0
 1
 2
P
S
f
r
a
g
r
e
p
l
a

e
m
e
n
t
s
x


y
v
t
=
0
t = 9=10 t

t
=
t

-6
-4
-2
 0
 2
 4
 6 -6
-4 -2
 0  2
 4  6
 0
 0.4
 0.8
 1.2
P
S
f
r
a
g
r
e
p
l
a

e
m
e
n
t
s
x


y
v
t
=
0
t
=
9
=
1
0
t

t = t

-6
-4
-2
 0
 2
 4
 6 -4
-2  0
 2  4
 6
-2
-1
 0
 1
 2
P
S
f
r
a
g
r
e
p
l
a

e
m
e
n
t
s
x


y
v
t
=
0
t
=
9
=
1
0
t

t = t

Figure VI.10 : Conditions aux limites 
0
0
= 0, =D = 1=
p
2. Dynamique d'assèhement
pour les temps t = 0; t = 9=10t

; t = t

où t

est le moment où la singularité a lieu.
L'assèhement a lieu au niveau de l'obstale, la phase près de la singularité se raidit,
omme dans le as d'un ho. À gauhe la densité, à droite, le potentiel des vitesses .
Nous nous serions retrouvé, omme dans le as de l'eau peu profonde, ave une densité
pouvant devenir négative, e qui est interdit dynamiquement.
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Figure VI.11 : Conditions aux limites 
0
0
=  0;5 (obstale hydrophile), =D = 1=
p
2.
Dynamique d'assèhement pour les temps t = 0; t = 3=4t

; t = t

où t

est le moment où la
singularité a lieu. L'assèhement a lieu à distane nie de l'obstale. À gauhe la densité,
à droite, le potentiel des vitesses .
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Figure VI.12 : Singularité de démouillage à 
0
0
= 0. À gauhe : Variations de log 
min
,

0
min
et de l'énergieF
ap
au ours du temps. Jusqu'à la singularité, l'énergie du système est
onservée numériquement. La déroissane de 
min
n'est pas exponentielle et le laplaien
de 
0
au minimum est positif et diverge à la singularité. À droite : Le laplaien de 
0
sur le ylindre (en absisse : ) subit un ho de type équation de Burgers. Les points
orrespondent aux lieux où  est minimum.

Conlusion et perspetives
A
fin de omprendre omment un système hamiltonien pouvait présenter des ompor
tements dynamiques aratéristiques de systèmes dissipatifs [10℄, nous avons, dans
la première partie de ette thèse, étudié un ensemble de quatre systèmes hamiltoniens
unidimensionnels présentant une bifuration n÷ud-ol et mis en évidene l'importane du
ouplage de la dynamique de es systèmes ave l'éventuelle émission d'ondes sonores, au
voisinage de la bifuration.
Lorsqu'une fréquene de oupure existe dans la relation de dispersion, les omporte
ments dynamiques sont aratéristiques de systèmes hamiltoniens (as de la haîne de
pendules ou du superuide hargé), ainsi une perturbation autour d'une solution stable
osille autour de ette dernière et auune émission d'ondes sonores n'aompagne ette
dynamique. La transition du régime stationnaire vers le régime d'émission périodique d'ex
itations est sous-ritique et nous avons identié e méanisme omme dû à une bifuration
d'Andronov homoline.
A ontrario, lorsque la relation de dispersion ne présente pas de fréquene de oupure,
des ondes sonores de fréquene arbitrairement basse peuvent se propager. Se ouplant ave
la dynamique du système, elles tiennent lieu de dissipation eetive. Ainsi, dans le as
de la haîne de pendules, sans fréquene de oupure dans la relation de dispersion, le sys
tème osille autour de la branhe de solution stable en s'amortissant. Il onserve ertaines
lois d'éhelles hamiltoniennes ainsi que la sous-ritialité de la transition vers le régime
d'émission périodique d'exitations. Les eets dissipatifs deviennent bien plus importants
dans le as du superuide neutre, au point d'en dominer la dynamique : les lois d'éhelle
deviennent aratéristiques de systèmes purement dissipatifs, l'hystérésis de la transition à
la dissipation n'existe plus. Dans un as omme dans l'autre, les modes propres instables
subissent une déloalisation à la bifuration : le mode neutre possède un omportement
spatial radialement diérent de elui des modes propres instables.
Il nous reste à poursuivre les études numériques amorées dans le adre de la haîne
de pendules modiée 1d, an de lairement identier le méanisme de sous-ritialité. De
plus, il serait instrutif de savoir omment se omportent les modes propres stables près de
la bifuration. Une étude de es modes propres par des méthodes prohes de elles utilisées
pour le alul d'états de Gamov est envisageable [33℄. Enn, on peut se poser la question
de savoir omment trouver la forme normale de nos deux systèmes dissipatifs.
Le résultat de déloalisation des modes propres instables près de la bifuration en di
mension 1 a été l'une des motivations de nos travaux sur les éoulements bidimensionnels
de uides barotropes autour d'un obstale. À l'aide d'une méthode pseudo-spetrale fondée
sur des développements sur une base de polynmes de Thebyhe, nous avons étudié deux
systèmes physiques, pour plusieurs onditions aux limites : un éoulement superuide et un
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éoulement à surfae libre dans l'approximation eau peu profonde (en tenant ompte des
eets de tension superielle). Nous en alulons l'allure des solutions stationnaires à faible
nombre de Mah, dans la limite d'eets dispersifs faibles. Pour une dispersion nulle, es
deux éoulements se réduisent à l'équation de l'éoulement d'un uide parfait bidimension
nel eulérien. Les solutions stationnaires (à faible nombre de Mah) des deux éoulements
étudiés ajoutent aux solutions stationnaires de l'équation d'Euler une ouhe limite près
de l'obstale. Cette ouhe limite a pour eet de renormaliser de manière eetive la taille
de l'obstale.
Grâe à nos odes numériques, nous avons alulé les solutions stationnaires des éou
lements. Dans les deux as, nous trouvons qu'il existe une branhe de solutions station
naires stables qui rejoint une branhe de solutions stationnaires instables par bifuration
n÷ud-ol, à un ertain nombre de Mah ritique, au-delà duquel plus auune solution sta
tionnaire n'existe. Nous avons omparé, dans haun de deux éoulements, l'inuene des
onditions aux limites sur le nombre de Mah ritique et sur l'allure des diagrammes de
bifuration.
Nous avons étudié le régime des grandes longueurs de ohérene dans le as du super
uide et mis en évidene la diérene de nature des exitations émises ave le as des petites
longueurs de ohérene : à partir d'un ertain rapport entre la longueur de ohérene et la
taille de l'obstale, le système se met à émettre des ondes de raréfation et non plus des
paires de vortex.
Dans le as de l'éoulement en eau peu profonde, au-delà du nombre de Mah ritique,
le système quitte le régime stationnaire pour aboutir à une singularité de démouillage,
singularité de type ho qui se manifeste à temps ni.
Enn, en proédant à une étude dynamique autour de la branhe instable, nous avons
mis en évidene le même type de déloalisation des modes propres instables qu'à une di
mension : les modes propres instables déroissent à l'inni exponentiellement, alors que le
mode neutre déroît algébriquement. La propriété de déloalisation semble ainsi se généra
liser.
Obtenus en étudiant la dynamique d'une perturbation d'une solution stationnaire in
stable, la qualité des modes propres instables soure du problème de ltrage des ondes
sonores qui aompagnent la roissane de es modes propres. Il serait intéressant de déter
miner exatement es modes propres en utilisant des méthodes de type Arnoldi [63,67,68℄.
Appendies

Appendie A
Quelques résultats sur les
bifurations
D
ans et appendie, nous présentons quelques notions de physique non linéaire que
nous renontrerons dans e manusrit. Dans un premier temps, nous aborderons
les prinipaux résultats relatifs aux bifurations n÷ud-ol, leurs formes normales, leurs lois
d'éhelles propres ainsi que les allures aratéristiques des diagrammes de bifuration. Nous
présentons rapidement la notion de bifuration fourhe. Enn, nous évoquons la notion de
bifuration globale et en donnons un exemple au travers de la bifuration d'Andronov
homoline.
A.I Bifuration n÷ud-ol
A.I.1 Exemple du pendule simple
Considérons un lassique pendule simple, modélisé par une masse m pontuelle soumise
à la pesanteur g =  ge
z
, retenu par une tige rigide sans masse de longueur `, subissant un
frottement visqueux  ( = 0 dans le as non dissipatif). On lui applique en plus un ouple
extérieur  
ext
:`
2
(f. gure A.1(a)). (Le paramètre  
ext
a pour dimension [ 
ext
℄ = M:L
 2
.)
Le pendule a alors pour équation du mouvement
m
d
2

dt
2
=  
d
dt
 
mg
`
sin+ 
ext
(A.1)
=  
d
dt
 m!
2
0
sin+  
ext
ave !
0
déf
=
r
g
`
: (A.2)
Étudions les solutions du problème stationnaire. Cela revient à résoudre
!
2
0
sin =
 
ext
m
: (A.3)
Celle-i admet des solutions si
j
 
ext
m!
2
0
j 6 1: (A.4)
La ondition (A.4) étant vériée, on trouve alors deux solutions qui s'érivent dans le as
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 
ext
> 0

S
= arsin
 
ext
m!
2
0
; (A.5)

I
=    arsin
 
ext
m!
2
0
: (A.6)
Ces solutions forment deux branhes d'une sinusoïde et sont respetivement stable et in
stable. En eet, perturbons es solutions sous la forme (t) = 
S=I
+ "(t), et en linéarisant
les équations en ", on aboutit à
m
d
2
"
dt
2
+ 
d"
dt
 m!
2
0
: os(arsin
 
ext
m!
2
0
): " = 0; (A.7)
ave+ et   respetivement pour 
S
et 
I
. La fontion " est don soit une fontion osillante
(as du signe +, osillations qui sont en outre amorties si  6= 0), soit exponentiellement
roissante (as du signe  ).
Comme annoné, en fontion du paramètre  
ext
, on a don bien une solution stable et
une solution instable qui suivent les branhes d'une sinusoïde (f. gure A.1b, représentée
en terme de la fontion Q, voir plus bas), et qui viennent oïnider lorsque  
ext
atteint la
valeur ritique  

= m!
2
0
, pour laquelle, don, 
S
= 
I
=

2
. Pour  
ext
>  

, il n'existe
plus de solution stationnaire. On dit qu'on a aaire à une bifuration.
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Figure A.1 : (a) Shéma du modèle méanique de bifuration n÷ud-ol. (b) Diagramme
de bifuration des formes normales de la bifuration n÷ud-ol (voir équation (A.9)).
Posons maintenant Æ
déf
=
 

  
ext
 

; Q
déf
=

2
   et 
déf
= !
0
t. L'équation (A.2) devient
alors
 m!
2
0
d
2
Q
d
2
  !
0
dQ
d
= m!
2
0
(1  osQ  Æ); (A.8)
'est-à-dire
d
2
Q
d
2
+

m!
0
dQ
d
=  2 sin
2
Q
2
+ Æ: Pour Q petit (i.e.  prohe de

2
), en
approhant sin
Q
2
par
Q
2
, on obtient une expression de la forme
m
e

Q+ 
_
Q = Æ  
Q
2
2
; (A.9)
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où

Q désigne la dérivée seonde de Q par rapport à  . Cette mise en équation de e qui se
passe au voisinage du point de bifuration s'appelle la forme normale de la bifuration. Une
telle forme normale aratérise une bifuration appelée bifuration n÷ud-ol hamiltonienne
si  = 0 ; dans le as sur-amorti (m
e
= 0) on l'appelle bifuration n÷ud-ol dissipative.
Nous montrons sur la gure A.1(b) les branhes de solutions stationnaires de es formes
normales.
Étudions ette forme normale dans le as général où m
e
6= 0 et  6= 0. Les solutions
stationnaires sont 
p
2Æ
1=2
. Posons maintenant Q = 
p
2Æ
1=2
+", la forme normale devient
au premier ordre en "
m
e
"+  _"
p
2Æ
1=2
" = 0: (A.10)
Dans un premier temps, onsidérons le signe ( ). La solution stationnaire est alors toujours
instable. L'équation aratéristique de ette équation diérentielle est en eetm
e
r
2
+r 
p
2Æ
1=2
= 0 et son disriminant est  = 
2
+ 4
p
2m
e
Æ
1=2
. Ses raines sont alors
r = ( 
q

2
+ 4
p
2m
e
Æ
1=2
)=2m
e
: (A.11)
La raine orrespondant au signe + est néessairement positive, e qui fournit une solution
" exponentiellement roissante, don temporellement instable. Dans le as hamiltonien
( = 0), ette raine r suit une loi d'éhelle en Æ
1=4
, alors que dans le as dissipatif, r suit
une loi d'éhelle en Æ
1=2
.
Analysons maintenant le as où l'on a le signe (+) et montrons que la solution de ette
équation est stable. L'équation aratéristique de l'équation diérentielle linéaire est alors
m
e
r
2
+ r +
p
2Æ
1=2
= 0 dont les raines sont
r = ( 
q

2
  4
p
2m
e
Æ
1=2
)=2m
e
: (A.12)
Ii on peut distinguer deux as
(i) on a l'inégalité 
2
 4
p
2m
e
Æ
1=2
< 0 'est-à-dire 4
p
2m
e
Æ
1=2
> 
2
qui est toujours
vériée dans le as hamiltonien ( = 0). On se retrouve alors ave des osillations
amorties, ave un taux d'amortissement égal à  =2m
e
et une pulsation égale à
! =
p
4
p
2m
e
Æ
1=2
  . Dans le as hamiltonien, on a don ! =
p
4
p
2m
e
Æ
1=4
, la
pulsation possède une loi d'éhelle en l'éart au seuil à la puissane 1=4 ;
(ii) on a l'inégalité 
2
  4
p
2m
e
Æ
1=2
> 0 (impossible dans le as hamiltonien, toujours
vraie dans le as dissipatif, pour Æ susamment petit), on se retrouve alors ave
deux valeurs propres r négatives dont la plus prohe de zéro a pour développement
asymptotique r   Æ
1=2
=, lorsque Æ tend vers zéro.
Pour résumer, dans le as d'une bifuration n÷ud-ol hamiltonienne, près de la bifuration,
les temps aratéristiques (période des osillations) suivent une loi d'éhelle en l'éart au
seuil à la puissane  1=4, tandis que dans le as d'une bifuration n÷ud-ol dissipative,
les taux de délin aratéristiques suivent une loi d'éhelle en l'éart au seuil à la puissane
 1=2.
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A.I.2 Minimisation de l'ation et point de rebroussement du diagramme
de bifuration
Considérons la forme normale (A.9) dans le as où le oeient de frottement  est
nul, soit l'équation
m
e

Q = Æ  
1
2
Q
2
: (A.13)
On peut la réérire omme une équation de Lagrange orrespondant au lagrangien
L (Q;
_
Q) =
1
2
m
e
_
Q
2
  V (Q; Æ) =
1
2
m
e
_
Q
2
 

1
6
Q
3
  ÆQ+ 
0
+ 
1
Æ

(A.14)
où les termes 
0
et 
1
sont les premiers termes d'un développement en Æ d'une fontion
indépendante de Q. Ils ne jouent auun rle dans les équations du mouvement. Les solutions
stationnaires de notre système sont don les Q qui extrêmalisent V (Q; Æ) 'est-à-dire telles
que

Q
V (Q; Æ) = 0: (A.15)
Ce sont bien entendu les Q

= 
p
2Æ, en lesquels V vaut alors
V (Q

; Æ) = 
p
2
3
Æ
3=2

p
2Æ
3=2
+ 
0
+ 
1
Æ = 
2
p
2
3
Æ
3=2
+ 
0
+ 
1
Æ ; (A.16)
ei entraîne l'existene d'un point de rebroussement de première espèe (en anglais usp)
dans le diagramme de bifuration de V en fontion de Æ.
Aussi surprenant que ela puisse paraître, e résultat est tout à fait générique des bifur
ations n÷ud-ol. Considérons en eet un système hamiltonien déni par une fontionnelle
F [ ;M ℄, dépendant d'un paramètre M et présentant une bifuration en M = M

. No
tons  
0
(M ) les solutions stationnaires et donnons-nous une fontionnelle P[ ;M ℄ qui ne
fait pas de point de rebroussement à la bifuration (f. gure A.2(a)). On peut onsidérer
M omme une fontion régulière M (P).
On peut alors onsidérer les solutions stationnaires  
0
du système (qui vérient ÆF=Æ =
0) omme dépendant du paramètre P. La fontionnelle F [ ;M ℄, alulée en M (P) et
 
0
(M ), peut don aussi être vue omme une appliation dépendant de P, dont la dérivée
selon P est
dF
dP
=
Z
dxf
ÆF
Æ 
 
0
P
+
F
M
dM
dP
g: (A.17)
Or, les fontions  
0
(M ) annulent ÆF=Æ et de plus, à la bifuration P =P

, on a
0 =
dM
dP
j
P=P

: (A.18)
Aussi, à la bifuration, la dérivée
dF
dP
s'annule-t-elle en P =P

. Cela onduit aux formes
possibles traées sur les gures A.2(b) et (d). Néessairement, on a l'existene d'un usp
dans la fontion F (M ). En eet, on peut érire, au voisinage de la bifuration et en
supposant M

et P

nuls pour plus de simpliité
M (P) =  P
2
+O(P
2
); (A.19)
F (P) = 
k
P
k
+ 
k+1
P
k+1
+O(P
k+1
) ave k > 2: (A.20)
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FigureA.2 : Allures possibles d'une bifuration n÷ud-ol d'un système dont le paramètre
de bifuration est M (on pourrait tout aussi bien avoir un minimum). (a) On a l'allure
anonique de la dépendane de e paramètre en fontion d'une grandeur salaire P du
système. La fontionnelle F en fontion de P a deux allures possibles représentées sur les
gures (b) et (d), e qui entraîne les formes de la fontion F en fontion du paramètre
M traées sur les gures () et (e).
On a don par (A.19) P ' (M =  )
1=2
e qui donne en réinjetant dans (A.20)
F (M ) = 
k
 
 (M =  )
1=2

k
+ 
k+1
 
 (M =  )
1=2

k+1
(A.21)
dont le premier ou le seond terme, selon la parité de k, donne le usp (f. gures A.2()
et (e)).
A.II Bifuration fourhe
Nous présentons rapidement un exemple élémentaire de système physique faisant inter
venir une bifuration fourhe. Cette bifuration est aratérisée par une brisure de symétrie.
Considérons pour ela un grand erle de rayon R pouvant tourner autour de son diamètre
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à la vitesse angulaire 
. L'axe de rotation (le diamètre) est vertial. Sur e erle, une masse
m vient oulisser sans frottement. On repère la masse par son angle  ave la vertiale (voir
gure A.3(a)).
Dans le référentiel tournant du erle, la masse est soumise au moment de son poids et
au moment de la fore d'inertie d'entraînement. L'équation dynamique satisfaite par  est
alors
mR
2

 =  mgR sin  +m

2
R
2
os  sin  (A.22)
qui se simplie sous la forme

 =  
g
R
sin (1 
R

2
g
os ): (A.23)
Les solutions stationnaires 
0
de notre problème satisfont l'équation
0 = sin 
0
(1 A os 
0
); (A.24)
ave A = R

2
=g.
Nous nous bornerons aux solutions telles que j
0
j < =2. Si A 6 1, il n'y a qu'une
solution stationnaire

0
= 0: (A.25)
Si A > 1, on a trois solutions stationnaires

0
= 0; (A.26)

0
=  aros(
1
A
): (A.27)
D'une solution stationnaire unique (stable), on passe, après bifuration, à une situation où
l'on a trois solutions stationnaires. La solution nulle qui était stable devient instable, tandis
que les deux nouvelles solutions stationnaires, symétriques l'une par rapport à l'autre, sont
stables (il sut de faire une analyse de stabilité linéaire omme en A.I). Nous sommes en
présene d'une bifuration fourhe (en anglais pithfork).
Une étude autour du seuil de bifuration A

= 1 permet d'aéder à la forme normale
de la bifuration fourhe qui s'érit, dans le as hamiltonien,
m
e

Q = Q(Æ  Q
2
) (A.28)
dont nous montrons le diagramme bifuration sur la gure A.3(b).
A.III Bifurations globales
Considérons un ot autonome dans R
n
, noté
_
~x = F

(~x); ~x 2 R
n
: (A.29)
On parle de ot autonome quand l'appliation de ot F ne dépend pas expliitement du
temps. On suppose que e ot est sous la dépendane de tout un ensemble de paramètres
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Figure A.3 : (a) Modèle méanique de bifuration fourhe. (b) Diagramme de bifura
tion de la bifuration fourhe. Pour Æ < 0, la branhe de solutions stationnaires est Q = 0 ;
elle est stable. Pour Æ > 0, elle devient instable et deux branhes de solutions stationnaires
stables apparaissent.
repérés symboliquement par  ( 2 R
k
s'il y a k paramètres), par exemple, le ouple
extérieur  
ext
dans le as du pendule foré en A.I. Les solutions du système d'équations
F

(~x) = 0 (A.30)
représentent les points xes du ot, 'est-à-dire les points singuliers du hamp de veteurs
assoié, ou enore les états stationnaires du système physique. Dans l'espae des para
mètres, l'existene d'une ertaine solution est repérable à l'aide d'un graphe (en fait, une
variété) qui en dérit la dépendane en fontion de . Elle onstitue e que l'on appelle
une branhe de solution. Un point de l'espae d'où émergent plusieurs branhes est, par
dénition, un point de bifuration.
La plupart du temps, on limite le hamp d'investigation au voisinage immédiat du
point de bifuration, en eetuant des développements de Taylor du ot (voir par exemple
le alul de forme normale en A.I.1). Lorsque les phénomènes en jeu sont bien dérits par
une telle restrition au voisinage de la bifuration, on parle de bifuration loale [69℄.
On appelle odimension de la bifuration, la odimension de l'intersetion des variétés
solutions ; 'est le nombre minimum de paramètres néessaires à la desription de la bifur
ation. Dans le as du présent manusrit, toutes les bifurations sont de odimension 1.
Considérons un point xe instable de type ol. Celui-i est aratérisé par une variété stable
(ensemble des orbites qui tendent vers e point ol en t = +1), et par une variété instable
(ensemble des orbites qui tendent vers e point ol en t =  1). Un point ol possède une
variété stable de odimension 1 et une variété instable de dimension 1.
Bifuration d'Andronov homoline
Dans e qui suit, nous présentons un as de bifuration non loale que nous renon
trons dans ette thèse, la bifuration d'Andronov homoline. Cette bifuration se produit
lorsqu'un yle 
-limite apparaît par homolinisation : une branhe de la variété instable
vient s'inlure dans la variété stable, lorsque le paramètre de ontrle  du système atteint
une valeur ritique  = 
0

. Près de la bifuration, pour  & 
0

, la dynamique du yle
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-limite est ralentie à mesure que l'on se rapprohe du seuil de la bifuration ; sa période
est dominée par le temps de passage du ot près du point ol. Si l'on dit que la bifuration
est globale, 'est pare que toute la dynamique repose sur l'existene de e yle 
-limite,
qui est toujours à distane nie du point ol. La période se omporte omme
T   
1

+
log(  
0

); (A.31)
où 
+
est la valeur propre positive du point ol. La gure A.4 permet de se rendre ompte
des phénomènes. Il s'agit d'une  représentation  de l'espae des phases, du moins une
partie de elui-i, vue en projetion. En eet, dans un système spatialement étendu, l'espae
des phases est de dimension innie.
(c)(b)(a)
Figure A.4 : Une projetion de l'espae des phases lors d'une bifuration d'Andronov
homoline. (a)  < 
0

, avant la bifuration, (b)  = 
0

, on a formation d'une orbite
homoline, ()  > 
0

, on a un yle limite autour duquel une orbite instable vient tendre.
Il faut distinguer deux aspets du problème auquel nous nous intéressons. On aura
aaire dans un premier temps à une bifuration n÷ud-ol hamiltonnienne, qui est une
bifuration loale et qui nous a fourni un premier seuil de bifuration 

, résultat de la
oïnidene d'une solution stationnaire stable et d'une solution stationnaire instable. En
 = 
0

< 

; on a homolinisation d'une variété instable, e qui donne une bifuration
d'Andronov homoline, qui est une bifuration globale. Il faut bien omprendre que lors de
ette bifuration, il existe enore et toujours un point stable, que l'on n'a pas représenté
sur la gure A.4.
Appendie B
Fontion d'Evans et méthode de la
matrie omposée
R
eherher la stabilité linéaire des solutions stationnaires de l'équation de Shrödinger
non linéaire en présene du potentiel delta (équation (II.82)) onduit à résoudre les
équations (II.99) et (II.100). Nous avons proédé pour ela à une méthode de tir qui revenait
à annuler les omposantes instables des solutions de es équations à l'inni. Lorsque es
sous-espaes instables sont de dimension supérieure à 2, le problème devient habituellement
mal posé. Il se trouve néanmoins que dans notre as, la méthode de tir fontionne très bien.
Cet appendie est onsaré à la présentation d'une méthode robuste pour aluler le
taux de roissane  des veteurs propres instables vu omme un zéro d'une fontion appelée
fontion d'Evans. Le alul numérique de ette fontion s'eetue aisément en utilisant la
méthode dite de la matrie omposée, présentée dans la seonde partie de l'appendie.
B.I Fontion d'Evans  Approhe théorique
Nous herhons à résoudre les équations diérentielles (II.99) et (II.100), que l'on peut
mettre sous la forme
du
dx
= A(x; )u (B.1)
ave
u =
0
B
B

'
d'=dx
r
dr=dx
1
C
C
A
: (B.2)
On résout don une équation diérentielle linéaire du premier ordre sur un espae à n = 4
dimensions. Asymptotiquement, on a en x! 1
A(x; )  A
1
() =
0
B
B

0 1 0 0
0 0   v
0 0 0 1
  v 2 0
1
C
C
A
: (B.3)
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On note alors pour tout  2  (où  est une partie ouverte simplement onnexe de C )
E
s
() =

 2 C
n
; lim
x!+1
e
A
1
()x
 = 0

; (B.4)
E
i
() =

 2 C
n
; lim
x! 1
e
A
1
()x
 = 0

: (B.5)
Les ensembles E
s
() et E
i
() sont des sous-espaes vetoriels de C
n
de dimensions res
petives m
s
() et m
i
(). Ils orrespondent aux sous-espaes dynamiquement stables et
instables de A
1
().
On suppose alors que  est tel que pour tout  dans , es dimensions restent les
mêmes de sorte que l'on peut dénir 8 2 ;m
s
() = dimE
s
() et dimE
i
() = m
i
().
On suppose de plus que l'on a
m
s
() +m
i
() = n: (B.6)
Par onvention, nous noterons 
 
1
(); : : : ; 
 
k
(); 
+
k+1
(); : : : ; 
+
n
() les valeurs propres de
A
1
() en les indexant de telle sorte que l'on ait
Re(
 
1
()) 6 Re(
 
k
()) < 0 < Re(
+
k+1
()) 6 : : : 6 Re(
+
n
()): (B.7)
Proposition B.1. Si
R
+1
 1
k A(x; ) A
1
() k dx < +1, alors pour tout  2 , il existe
k appliations linéairement indépendantes fu
1
(x; ); : : : ;u
k
(x; )jx 2 R;  2 g telles que
la dépendane en  soit analytique et qui satisfont (B.1). Ces veteurs satisfont
lim
x!+1
e
 
 
j
x
u
j
(x; ) = 
j
() pour 1 6 j 6 k (B.8)
où les (
j
)
16j6k
sont les veteurs propres de A
1
() assoiés à la valeur propre 
 
j
().
De même, il existe u
k+1
(x; ); : : : ; u
n
(x; ) linérairement indépendants et dépendant
analytiquement de  tels que
lim
x! 1
e
 
+
j
x
u
j
(x; ) = 
j
() pour k + 1 6 j 6 n (B.9)
où les (
j
)
k+16j6n
sont les veteurs propres de A
1
() assoiés à la valeur propre 
+
j
().
Remarque B.1. Dorénavant, remarquons que l'exposant   se réfèrera à des phénomènes
asymptotiques situés en +1 tandis que l'exposant + se réfèrera à des phénomènes asymp
totiques situés en  1.
Remarque B.2. Notons que l'on dispose dans notre problème de quatre valeurs propres
distintes 

1;2
ave 
 
1
< 
 
2
< 0 < 
+
1
< 
+
2
(voir équations (II.113) et (II.114)) et l'on
a ainsi m
s
() = m
i
() = n=2 = k.
Posons
U
 
(x; ) = u
1
(x; ) ^    ^ u
k
(x; ) 2
^
k
(C
n
); (B.10)
U
+
(x; ) = u
k+1
(x; ) ^    ^ u
n
(x; ) 2
^
n k
(C
n
): (B.11)
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Ces deux formes satisfont les asymptotiques
lim
x!+1
e
 
 
()x
U
 
(x; ) = U
 
1
() 2
^
k
(C
n
); (B.12)
lim
x! 1
e
 
+
()x
U
+
(x; ) = U
+
1
() 2
^
n k
(C
n
); (B.13)
ave

 
() = 
 
1
() +   + 
 
k
(); (B.14)

+
() = 
+
k+1
() +   + 
+
n
(): (B.15)
Dénition B.1. La fontion d'Evans se dénit pour tout  omme
~
D() = e
 
R
x
0
TrA(s;)ds
U
+
(x; ) ^U
 
(x; ): (B.16)
Théorème B.1. La fontion d'Evans
~
D() ne dépend pas de x ; elle ne dépend que de .
De plus, si
~
D() = 0 pour un ertain  2 , alors il existe une solution à l'équation (B.1)
déroissant exponentiellement ave x! 1 de arré sommable sur R.
La démonstration de e théorème peut être trouvée en [51℄.
Remarque B.3. La fontion
~
D() appartient par dénition à l'ensemble des n-formes
V
n
(C
n
) et s'érit don omme D()V où V est la forme volume e
1
^    ^ e
n
.
Le alul des zéros de la fontion d'Evans permet ainsi (théoriquement) d'aéder aux
valeurs propres  du système. En pratique, il existe une manière de aluler numérique
ment et de façon robuste les zéros de la fontion d'Evans par la méthode dite de la matrie
omposée que nous présentons dans la setion suivante. Elle onsiste à remplaer l'intégra
tion de n équations diérentielles (en partant de haque veteur propre de A
1
()) par
l'intégration de deux équations diérentielles linéaires, en se plaçant dans des espaes plus
gros,
V
j
(C
n
); pour j = k ou n  k.
B.II Méthode de la matri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omposée
B.II.1 De la méthode de la matrie omposée à la fontion d'Evans
Soit (e
1
;    ; e
n
) une base orthonormale de C
n
. Alors fe
i
1
^    ^ e
i
k
; (i
1
; : : : ; i
k
) 2
J1; nK
k
g forme une base veteurs de
V
k
(C
n
) de ardinal d =
n!
(n k)!k!
(qui est au reste la
dimension de
V
k
(C
n
)), que l'on note (!
j
)
16j6d
et ordonne selon l'ordre lexiographique.
Ainsi tout veteur U de
V
k
(C
n
) s'érit
U =
d
X
j=1
U
j
!
j
: (B.17)
La méthode dite de la matrie omposée revient à ramener l'équation diérentielle (B.1)
dans
V
k
(C
n
) en l'érivant
U
x
= A
(k)
(x; )U (B.18)
ave U 2
V
k
(C
n
) ' C
d
, A
(k)
(x; ) :
V
k
(C
n
)!
V
k
(C
n
) étant une matrie dd. Le point
lé est de onstruire la matrie A
(k)
(x; ) à partir de A(x; ) 2 C
nn
.
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Pour ela, on utilise la struure d'espae vetoriel de
V
k
(C
n
). Le produit salaire naturel
de C
n
induit un produit salaire sur
V
k
(C
n
) que l'on onstruit de la façon suivante. Soit
h; i déni par hu;vi =
P
n
j=1
u
j
v
j
pour u;v 2 C
n
. PourU = u
1
^  ^u
k
etV = v
1
^  ^v
k
(u
i
;v
j
2 C
n
;8i; j 2 1;    ; k), on pose
JU;VK
k
= det
2
6
4
hu
1
;v
1
i    hu
1
;v
1
i
.
.
.
.
.
.
hu
k
;v
1
i    hu
k
;v
k
i
3
7
5
: (B.19)
On étend ette dénition à tout U et V dans
V
k
(C
n
) par bilinéarité.
AinsiA
(k)
:
V
k
(C
n
) !
V
k
(C
n
), est la matrie dd telle que fA
(k)
g
i;j
= J!
i
;A
(k)
!
j
K
k
,
pour i; j = 1; : : : ; d sahant que pour U = u
1
^    ^ u
k
2
V
k
(C
n
)
A
(k)
U =
k
X
j=1
u
1
^    ^Au
j
^    ^ u
k
: (B.20)
Considérons le as partiulier qui nous oupe, à savoir le as où n = 4 et k = 2 (d'où
d = 6) et érivons A une matrie sous la forme
A =
0
B
B

a
11
a
12
a
13
a
14
a
21
a
22
a
23
a
24
a
31
a
32
a
33
a
34
a
41
a
42
a
43
a
44
1
C
C
A
: (B.21)
Pour (e
1
;    ; e
4
) la base anonique de C
4
, notons !
1
; : : : ; !
6
la base de
V
2
(C
4
) ave
!
1
= e
1
^ e
2
; !
2
= e
1
^ e
3
; !
3
= e
1
^ e
4
;
!
4
= e
2
^ e
3
; !
5
= e
2
^ e
4
; !
6
= e
3
^ e
4
:
(B.22)
Cette base est orthonormale pour le produit salaire J; K
2
. Par onséquent, on a
fA
(2)
1;1
g = J!
1
;A
(2)
!
1
K
2
= Je
1
^ e
2
;Ae
1
^ e
2
+ e
1
^Ae
2
K
2
(B.23)
= det

he
1
;Ae
1
i he
1
; e
2
i
he
2
;Ae
1
i he
2
; e
2
i

+ det

he
1
; e
1
i he
1
;Ae
2
i
he
2
; e
1
i he
2
;Ae
2
i

(B.24)
= he
1
;Ae
1
i
C
+ he
2
;Ae
2
i
C
= a
11
+ a
22
(B.25)
et en répétant le même genre de aluls, on trouve
A
(2)
=
2
6
6
6
6
6
6
4
a
11
+ a
22
a
23
a
24
 a
13
 a
14
0
a
32
a
11
+ a
33
a
34
a
12
0  a
14
a
42
a
43
a
11
+ a
44
0 a
12
a
13
 a
31
a
21
0 a
22
+ a
33
a
34
 a
24
 a
41
0 a
21
a
43
a
22
+ a
44
a
23
0  a
41
a
31
 a
42
a
32
a
33
+ a
44
3
7
7
7
7
7
7
5
: (B.26)
À l'inni, on note A
(k)
1
= lim
x!1
A
(k)
(x; ). Il est alors aisé de voir que ette matrie
possède une unique valeur propre minimale

 
() =
k
X
j=1

 
j
(); (B.27)
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où 
 
j
() sont les valeurs propres de A
1
() négatives (l'exposant   implique qu'elles sont
assoiées aux fontions bornées lorsque x ! +1). Ainsi la fontion 
 
() représente le
taux de roissane du sous-espae (à k dimensions) des solutions bornées à l'inni. Cette
valeur propre est simple. En eet on a
A
(k)
U =
k
X
j=1
u
1
^  ^Au
j
^  ^u
k
; pour tout U = u
1
^  ^u
k
2
^
k
(C
n
); (B.28)
de sorte que les valeurs propres de A
(k)
1
sont les sommes de k valeurs propres de A
1
()
assoiées au veteur propre égal au produit extérieur des k veteurs propres assoiés à es
valeurs propres de A
1
(). Remarquons enn qu'un sous-espae vetoriel de C
n
de dimen
sion k, dont une base est par exemple fu
j
g
16j6k
, peut don être vu omme un veteur U
de
V
k
(C
n
), en posant U = u
1
^    ^ u
k
. La réiproque est fausse.
Passons maintenant à la façon de aluler la fontion d'Evans par la méthode de la
matrie omposée.
Lorsque x ! +1, l'espae des solutions bornées est de dimension k et l'on intègre,
entre x = +1 et x = 0, le système
U
x
= A
(k)
(x; )U (B.29)
ave pour ondition en +1
U(x; )j
x=+1
= 
 
() 2
^
k
(C
n
); (B.30)
A
(k)
()
 
() = 
 
()
 
(): (B.31)
De même, lorsque x !  1, l'espae des solutions bornées est de dimension n   k et
l'on intègre, entre x =  1 et x = 0, le système
V
x
= A
(k)
(x; )V (B.32)
ave
V(x; )j
x= 1
= 
+
() 2
^
n k
(C
n
); (B.33)
A
(n k)
()
+
() = 
+
()
+
(): (B.34)
La valeur propre 
+
() étant la somme des n  k valeurs propres de parties réelles les plus
grandes (les valeurs propres positives dans notre as).
Ainsi qu'on l'a admis en B.I (Théorème B.1), un salaire  2  sera une valeur propre
du système linéarisé si l'espae des solutions bornées en x! +1,U
 
(x; ) possède une in
tersetion non triviale ave l'espae des solutions qui sont bornées pour x!  1,U
+
(x; ),
'est-à-dire si
U
+
(x; ) ^U
 
(x; ) = 0 8x 2 R: (B.35)
Et l'on retrouve bien (une partie de) la fontion d'Evans
~
D() (voir équation (B.16)). En
quelque sorte, ette fontion d'Evans est le wronskien de notre système linéaire, qui est nul
lorsque les deux solutions en 1 sont liées.
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B.II.2 Calul expliite de la fontion d'Evans
L'expression telle quelle de la fontion d'Evans n'est pas très pratique pour des aluls
numériques. Une méthode fondée sur la notion de dualité de Hodge et l'opérateur étoile de
Hodge permet de aluler aisément la fontion d'Evans dans le as général [35, 50℄. Dans
le as partiulier qui nous oupe, où l'on a n = 4, k = n  k = 2, on démontre, sans avoir
à introduire de telles notions, la propriété suivante
Proposition B.2. On a D() =
D
U
+
(0; );U
 
(0; )
E
ave
 =
0
B
B
B
B
B
B

0 0 0 0 0 1
0 0 0 0  1 0
0 0 0 1 0 0
0 0 1 0 0 0
0  1 0 0 0 0
1 0 0 0 0 0
1
C
C
C
C
C
C
A
; (B.36)
le veteur U
+
(0; ) étant le omplexe onjugué du veteur U
+
(0; ).
En eet, nous pouvons érire
U

(x; ) =
6
X
j=1
U

j
(x; )!
j
; (B.37)
ave les !
i
donnés par (B.22). Cei entraîne
U
+
(x; ) ^U
 
(x; ) =
6
X
i=1
6
X
j=1
U
+
i
(x; )U
 
j
(x; )!
i
^ !
j
(B.38)
=
D
U
+
(0; );U
 
(0; )
E
V (B.39)
qui est bien l'expression reherhée en utilisant la matrie  dont l'expression est donnée
par l'équation (B.36).
Appendie C
Méthodes de résolution numérique
d'équations
C
et appendie est onsaré aux méthodes numériques de résolutions d'équations. Il
débute par un exposé des méthodes itératives lassiques qui permettent la résolution
numérique d'équations non linéaires (méthode de Newton et sa généralisation au as de
plusieurs variables, la méthode de Newton-Raphson). Nous examinerons en partiulier la
vitesse de onvergene de es méthodes. Pour nir, nous présentons la méthode de gradient
bionjugué (BiCGSTAB) que nous utilisons dans nos travaux an de résoudre de gros
systèmes linéaires.
C.I Résolution d'équations non linéaires
Les méthodes les plus eaes pour résoudre numériquement une équation du type
f(x) = 0 (C.1)
sont les méthodes itératives, en partiulier la méthode de Newton. L'idée de es méthodes
est de partir d'une valeur approhée grossière de la solution et d'en améliorer la préision
par l'appliation itérée d'un algorithme bien hoisi.
C.I.1 Prinipe des méthodes itératives
Dénition C.1. Soit (E; d) un espae métrique omplet et ' : E ! E une appliation.
On dit que a 2 E est un point xe de ' si '(a) = a. On dit que ' est ontratante si elle
est lipshitzienne de rapport k < 1 'est-à-dire s'il existe k < 1 tel que
8(x; y) 2 E
2
; d('(x); '(y)) 6 kd(x; y): (C.2)
Théorème C.1 (Théorème du point xe). Soit (E; d) un espae métrique omplet,
soit ' : E ! E une appliation ontratante. Alors ' admet un unique point xe a 2 E.
De plus, pour tout point initial x
0
, la suite (x
p
) dénie par x
p+1
= '(x
p
) onverge vers a.
En outre, la vitesse de onvergene de la suite est exponentiellement rapide.
Uniité du point xe. S'il y avait deux points xes a et b ave a 6= b, alors on aurait
d(a; b) = d('(a); '(b)) 6 kd(a; b) < d(a; b), e qui est absurde.
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Existene du point xe.On a d(x
p+1
; x
p
) 6 kd(x
p
; x
p 1
), on en déduit par réurrene
que pour p > 1 d(x
p+1
; x
p
) 6 k
p
d(x
1
; x
0
). Ainsi pour tout p > q, il vient
d(x
p
; x
q
) 6
p 1
X
i=q
d(x
i+1
; x
i
) (C.3)
6
p 1
X
i=q
k
i
d(x
1
; x
0
) = k
q
1  k
p q
1  k
d(x
1
; x
0
) (C.4)
6
k
q
1  k
d(x
1
; x
0
) ; (C.5)
aussi la suite (x
n
) est-elle de Cauhy, d'où la onvergene vers un point a tel que a = '(a)
par ontinuité de '.
Vitesse de onvergene. L'inégalité
d(x
p
; a) = d('(x
p 1
); '(a)) 6 kd(x
p 1
; a) (C.6)
entraîne par réurrene que d(x
p
; a) 6 k
p
d(x
0
; a): La onvergene est don exponentielle
ment rapide.
C.I.2 Fontions d'une variable : méthode de Newton
C.I.2.a Points attratifs, points superattratifs
Soit I un segment de R et ' : I ! I une appliation de lasse C
1
. Soit a 2 I un point
xe de '. Supposons que j'
0
(a)j < 1. Soit k tel que j'
0
(a)j < k < 1. Par ontinuité de '
0
,
il existe un intervalle J = [a   h; a + h℄ sur lequel j'
0
j 6 k, don ' est ontratante de
rapport k sur J . On a néessairement '(J)  J et par onséquent
8x
0
2 [a  h; a+ h℄; lim
p!+1
x
p
= a: (C.7)
On dit que a est un point attratif. Dans e as, la onvergene de la suite (x
p
) est au
moins exponentiellement rapide : jx
p
  aj 6 k
p
jx
0
  aj.
Cas partiulier : '
0
(a) = 0
Supposons de plus ' de lasse C
2
, '
0
(a) = 0 et que j'
00
j 6 M sur I. La formule de
Taylor-Lagrange donne
'(x) = a+
1
2
'
00
()(x  a)
2
;  2℄a; x[; (C.8)
d'où j'(x)   aj 6
1
2
M jx   aj
2
, soit enore
1
2
M j'(x)   aj 6 [
1
2
M jx   aj℄
2
. Par réurrene
on en déduit que
jx
p
  aj 6
2
M

1
2
M jx
0
  aj

2p
: (C.9)
En partiulier si x
0
est hoisi tel que jx
0
  aj 6
1
5M
, on obtient
jx
p
  aj 6
2
M
10
 2p
: (C.10)
On voit ainsi que le nombre de déimales exates double environ à haque itération. Ce
phénomène est appelé phénomène de onvergene quadratique, et le point xe a est alors
appelé parfois point xe superattratif.
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C.I.2.b Méthode de Newton
On herhe maintenant à évaluer numériquement une raine a d'une équation f(x) = 0,
en supposant que l'on dispose d'une valeur grossière x
0
de ette raine. L'idée est de
remplaer la ourbe représentative de f par sa tangente au point x
0
qui a pour équation
y = f
0
(x
0
)(x  x
0
) + f(x
0
): (C.11)
L'absisse x
1
du point d'intersetion de ette tangente ave l'axe y = 0 est donnée par
x
1
= x
0
 
f(x
0
)
f
0
(x
0
)
; (C.12)
x
1
est en général une meilleure approximation de a que x
0
(voir gure C.1). On est don
amené à itérer la fontion
'(x) = x 
f(x)
f
0
(x)
: (C.13)
.
.
y
x
0
1
x
0
0
x
1
x
0
x
Figure C.1 : Prinipe de la méthode de Newton. Si l'on part du point initial x
0
et que
l'on itère la méthode de Newton, la suite (x
n
) onvergera vers un zéro de f . Par ontre, la
ondition initiale x
0
0
ne permet pas l'appliation de la méthode de Newton, ar f
0
(x
0
1
) = 0.
Supposons que f soit de lasse C
2
et que f
0
(a) 6= 0: La fontion ' est alors de lasse
C
1
au voisinage de a et
'
0
(x) =
f(x)f
00
(x)
f
0
(x)
2
; (C.14)
e qui donne '(a) = a; '
0
(a) = 0: La raine reherhée a de f(x) = 0 est don un point
xe superattratif de '.
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C.I.3 Fontions de plusieurs variables : méthode de Newton-Raphson
C.I.3.a Résultats préliminaires
Soit 
 un ouvert de R
m
et ' : 
 ! R
m
une appliation de lasse C
1
. Soit a 2 
 un
point xe de '. Alors les deux propriétés suivantes sont équivalentes :
(i) Il existe un voisinage fermé V de a tel que '(V )  V et une norme N sur R
m
telle
que j
V
soit ontratante pour N .
(ii) La plus grande valeur propre en module de '
0
(a) est stritement inférieure à 1.
On dit alors que le point xe a est attratif. Pour une démonstration de ette équiva
lene, qui repose sur le théorème des aroissements nis et sur la notion de rayon spetral,
on se référera à [70℄. Remarquons que si ' est de lasse C
2
et si '
0
(a) = 0, la formule de
Taylor montre qu'il existe une onstante M > 0 telle que
k'(x)   ak6M kx  ak
2
; x 2 B(a; r): (C.15)
Le phénomène de onvergene quadratique a don enore lieu ii.
C.I.3.b Méthode de Newton-Raphson
Nous herhons à nouveau à résoudre numériquement une équation f(x) = 0 où f :

 ! R
m
est une appliation de lasse C
2
dénie sur un ouvert 
  R
m
. Comme dans la
méthode de Newton, l'idée est d'approher f par sa partie linéaire au point x
0
:
f(x) = f(x
0
) + f
0
(x
0
)  (x  x
0
) +O(k x  x
0
k): (C.16)
On résout alors l'équation f(x
0
) + f
0
(x
0
)  (x   x
0
) = 0. Si f
0
(x
0
) 2 L(R
m
;R
m
) est
inversible, on a une solution unique x
1
telle que x
1
  x
0
=  f
0
(x
0
)
 1
 f(x
0
), soit
x
1
= x
0
  f
0
(x
0
)
 1
 f(x
0
): (C.17)
On va don itérer ii l'appliation de lasse C
1
'(x) = x  f
0
(x)
 1
 f(x): (C.18)
Théorème C.2. On suppose que f est de lasse C
2
, que f(a) = 0 et que l'appliation
linéaire tangente f
0
(a) 2 L(R
m
;R
m
) est inversible. Alors a est un point xe superattratif
de '.
En eet, alulons un développement limité à l'ordre 2 de '(a+ h) quand h tend vers
0. On a
f(a+ h) = f
0
(a)  h+
1
2
f
00
(a)  (h)
2
+ o(k h k
2
) (C.19)
= f
0
(a)  [h+
1
2
f
0
(a)
 1
 (f
00
(a)  (h)
2
+ o(k h k
2
))℄; (C.20)
f
0
(a+ h) = f
0
(a) + f
00
(a):h + o(k h k) (C.21)
= f
0
(a) Æ [Id+f
0
(a)
 1
Æ (f
00
(a)  h) + o(k h k)℄; (C.22)
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f
0
(a+ h)
 1
= [Id+f
0
(a)
 1
Æ (f
00
(a)  h) + o(k h k)℄
 1
Æ f
0
(a)
 1
(C.23)
= [Id f
0
(a)
 1
Æ (f
00
(a)  h) + o(k h k)℄ Æ f
0
(a)
 1
: (C.24)
Enn on a
f
0
(a+ h)
 1
 f(a+ h) = [Id f
0
(a)
 1
Æ (f
00
(a)  h) + o(k h k)℄
 [h+
1
2
f
0
(a)
 1
 (f
00
(a)  (h)
2
) + o(k h k
2
)℄
(C.25)
= h 
1
2
f
0
(a)
 1
 (f
00
(a)  (h)
2
) + o(k h k
2
); (C.26)
d'où nalement
'(a+ h) = a+ h  f
0
(a+ h)
 1
 f(a+ h) (C.27)
= a+
1
2
f
0
(a)
 1
 (f
00
(a)  (h)
2
) + o(k h k
2
): (C.28)
On en déduit '
0
(a) = 0 et '
00
(a) = f
0
(a)
 1
Æ f
00
(a). En partiulier
k'(a + h)  ak6
1
2
(M + "(h)) khk
2
(C.29)
où M = jjj'
00
(a)jjj. Cqfd.
C.II Résolution de systèmes linéaires : une méthode du gra
dient bi-onjugué
L'algorithme de Newton-Raphson passe par un alul de l'inverse de f
0
(x) 2 L(R
m
;R
m
),
e qui néessite de résoudre un système du type
Ax = b: (C.30)
Un alul par déomposition de Gauss ou par la méthode LU est bien adapté pour de petits
systèmes mais pas pour de gros systèmes linéaires qui néessitent l'utilisation de méthodes
de type gradient onjugué. Nous avons utilisé la méthode du gradient bi-onjugué Bi-
gstab dérite dans la référene [62℄, dont nous indiquons l'algorithme :
x
0
est une solution de départ arbitraire
r
0
= b Ax
0
r^
0
est un veteur arbitraire tel que (r^
0
; r
0
) 6= 0 par exemple r^
0
= r
0

0
=  = !
0
= 1
v
0
= p
0
= 0
pour i = 1; 2; 3 : : :

i
= (r^
0
; r
i 1
)

i
= (
i
=
i 1
):(=!
i 1
)
p
i
= r
i 1
+ 
i
(p
i 1
  !
i 1
v
i 1
)
v
i
= Ap
i
 = 
i
=(r^
0
; v
i
)
s = r
i 1
  v
i
t = As
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!
i
= (t; s)=(t; t)
si x
i
est susamment préis
alors
on sort de la boule
x
i
= x
i 1
+ p
i
est la solution de Ax = b
sinon
x
i
= x
i 1
+ p
i
+ !
i
s
r
i
= s  !
i
t
n de la boule pour i = 1; 2; 3 : : :
Pour que et algorithme de gradient bionjugué fontionne orretement, il faut que
l'opérateur A soit bien onditionné, 'est-à-dire que le rapport entre le plus grand et le
plus petit module des valeurs propres de A ne soit pas trop grand. La méthode de suivi
de branhe utilisée dans ette thèse permet d'avoir un bon onditionnement empirique des
opérateurs linéaires à inverser (f. III.B).
Appendie D
Quelques résultats de théorie
lassique des hamps
L
e présent appendie expose les quelques résultats de théorie des hamps néessaires
à l'obtention des équations du mouvement issues d'un prinipe d'ation stationnaire.
On verra notamment que dans le as de onditions aux limites de type Neumann l'extréma
lisation d'une fontionnelle néessite l'ajoût de termes de bord n'ayant auune ontribution
aux équations du mouvement.
En théorie lassique des hamps, la donnée d'une ation
A['℄ =
Z
dtL['; 
t
'℄ (D.1)
dépendant d'un hamp salaire ' déni sur un domaine spatial 
  R
n
fournit, grâe aux
équations de Lagrange
ÆA
Æ'
= 0; (D.2)
les équations du mouvement suivies par '.
La fontionnelle L['; 
t
'℄ peut en général se déomposer en une partie omportant
des dérivées temporelles et une autre partie n'en omportant pas que nous noterons F ['℄
qui s'érit omme une intégrale sur le domaine 
 d'une fontion de ' ainsi que de ses
dérivées spatiales. La dérivée fontionnelle
ÆA
Æ'
peut don se déomposer omme la somme
d'une partie omportant des dérivées temporelles et d'une autre dénie par la dérivée
fontionnelle de F ['℄ selon '. Rappelons que la dérivée fontionnelle selon ' notée
ÆF
Æ'
vérie par dénition
F ['+ Æ'℄  F ['℄ =
Z


d
n
x

ÆF
Æ'
Æ'

au premier ordre en Æ' ; (D.3)
où la fontion Æ' est une fontion  petite  devant ' et qui doit être ompatible ave les
onditions aux limites imposées sur la fontion '.
Dans e travail de thèse, nous renontrerons deux types de onditions aux limites dif
férentes dans les systèmes bidimensionnels étudiés : des onditions aux limites de type
Dirihlet qui xent la valeur du hamp au bord du domaine 
 et des onditions aux li
mites de type Neumann qui xent la valeur des dérivées des hamps. Plus préisément, en
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désignant par g une fontion xée, dénie sur le bord du domaine 
, nos onditions aux
limites de type Dirihlet seront de la forme
'j


= g (D.4)
et l'on devra imposer Æ'j


= 0 pour onserver le fait que (' + Æ')j


= g tandis que,
dans le as de onditions aux limites de type Neumann, nous aurons

r
'j


= g (D.5)
et l'on devra avoir 
r
Æ'j


= 0 pour onserver le fait que 
r
('+ Æ')j


= g.
Les fontionnelles que nous renontrerons par la suite à partir du hapitre II seront
dénies à l'aide de deux hamps salaires réels (; ) ou omplexes onjugués ( ;

 ) dénis
sur 
 = R dans le as 1d et 
 = C n D où D désigne le disque entré en 0 de rayon r
0
.
À partir de maintenant, nous nous bornerons dans le adre de ette setion au as d'un
ouple de hamps salaires, le as des hamps omplexes se traitant de façon tout à fait
similaire et nous nous limiterons au as 2d. Nos fontionnelles omporteront des termes de
la forme
F
1
[; ℄ =
Z


d
2
xf(); (D.6)
F
2
[; ℄ =
Z


d
2
x
1
2
(r)
2
; (D.7)
F
3
[; ℄ =
Z


d
2
xr : (D.8)
Érivons la variation de es termes due aux variations Æ et Æ sur les hamps  et .
ÆF
1
= F
1
[+ Æ; + Æ℄  F
1
[; ℄ =
Z


d
2
xff(+ Æ)  f()g (D.9)
=
Z


d
2
xf
0
()Æ ; (D.10)
ainsi on a
ÆF
1
Æ
= f
0
(): (D.11)
Il en va de même de toute fontionnelle ne dépendant que d'un hamp seul et pas de ses
dérivées spatiales.
Nous allons voir maintenant que, lorsque les fontionnelles dépendent des dérivées spa
tiales des hamps, le fait d'annuler leurs variations au premier ordre néessite l'ajoût de
termes de bord. Ainsi alulons la variation de F
2
. Elle s'exprime au premier ordre omme
ÆF
2
= F
2
[+ Æ; + Æ℄  F
2
[; ℄ =
Z


d
2
xf
1
2
(r(+ Æ))
2
 
1
2
(r)
2
g (D.12)
=
Z


d
2
xfr  rÆg (D.13)
=
Z


d
2
x fr  [(r)Æ℄  [()Æ℄g (D.14)
=
Z


d
2
x( )Æ +
I


d`n  f(r)Æg: (D.15)
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Le premier terme nous donne la dérivée fontionnelle habituelle déoulant d'une telle fon
tionnelle, à savoir l'opposé du laplaien du hamp. Analysons maintenant le deuxième
terme qui est un terme de bord. Il vaut zéro dans le as de onditions aux limites de type
Dirihlet, ar Æj


= 0. Plaçons-nous dans le as de onditions aux limites Neumann. Ce
terme, dans la mesure où les valeurs de Æ sur 
 sont quelonques, n'a auune raison a
priori d'être nul, sauf dans des as tels que r n = 0, e qui sera le as lorsque 
r
j


= 0.
Rappelons que l'on herhe à annuler les variations de l'ation sous des variations
innitésimales des hamps. Il faut don se débarrasser de tels termes de bord non nuls a
priori. Dans ertains as renontrés dans ette thèse, es termes seront ompensés par
d'autres termes de bord provenant d'autres termes de la fontionnelle d'ation totale.
Néanmoins, il restera des as où les termes de bord subsisteront malgré tout. C'est le
as de termes de type F
2
. Pour y remédier, hangeons F
2
en F
0
2
dénie omme
F
0
2
[; ℄ =
Z


d
2
x
1
2
(r)
2
 
I


d`n  r ; (D.16)
le veteur n désignant la normale extérieure du bord de 
 (dans notre as, n =  e
r
). Sa
variation vaut alors
ÆF
0
2
= F
0
2
[+ Æ;  + Æ℄ F
0
2
[; ℄ (D.17)
= ÆF
2
 
I


d`n  fÆr+ (rÆ)g (D.18)
=
Z


d
2
x( )Æ (D.19)
sans terme de bord. En eet le terme
H


d`n  f(rÆ)g est nul ar soit n  rÆj


=
0 dans le as Neumann, soit j


= 0 dans le as Dirihlet. En onlusion, le terme
 
H


d`n  fÆrg ompense elui trouvé dans ÆF
2
. Un tel terme de bord dans les fon
tionnelles sera présent dans le problème d'éoulement en eau peu profonde (f. équation
(VI.89)).
Passons maintenant à la fontionnelle F
3
. Par le théorème de Stokes, elle vaut
F
3
[; ℄ =
I


d`n (D.20)
où n désigne à nouveau la normale extérieure du bord de 
. Ce terme est nul pour des
onditions aux limites Dirihlet ; il est non nul a priori dans le as des onditions aux li
mites Neumann. Nous le renontrerons en tant que terme néessaire à rajouter pour assurer
la onvergene d'intégrales fontionnelles (f. équations (IV.4), (V.2) et (VI.90)).
D'une façon similaire, le problème d'un terme de bord supplémentaire à ajouter ap
paraîtra en II.B, dans la fontionnelle (II.75). La néessité de e terme provient du même
type de raisonnements que eux que nous venons de présenter. Ii, le bord du domine, n'est
plus l'obstale, mais l'inni.

Appendie E
Expression des ouhes limites
N
ous onsarons et appendie aux expressions des ouhes limites alulées dans les
parties V.C et VI.C. Nous ommenerons par une présentation générale de la mé
thode que nous appliquerons ensuite au as d'un éoulement superuide puis au as d'un
éoulement en eau peu profonde.
E.I Prinipe général du alul
Qu'il s'agisse d'un éoulement bidimensionnel d'un superuide ou d'un éoulement en
eau peu profonde, les solutions stationnaires que nous herhons à résoudre se mettent sous
la forme
0 = 
2
D(%)  %+
M
2
2
[1  (r')
2
℄; (E.1)
0 = '+r%  r'+ %' ; (E.2)
sahant que  = 1 + %, M = jvj= et ' =  
0
=v =  (   vr os )=v. Dans le as d'une
vitesse à l'inni nulle (v = 0), nous supposerons ' = 0. L'opérateur D est responsable du
terme de dispersion dans nos systèmes, il s'érit
D
SNL
(%) =

p
1 + %
p
1 + %
; (E.3)
D
ap
(%) =
1
2
% ; (E.4)
pour le as du superuide et le as eau peu profonde respetivement. D
SNL
(%) est le terme
de pression quantique et D
ap
(%), le terme de tension apillaire.
Lorsque  vaut 0, nos équations sont équivalentes aux équations d'un uide parfait
ompressible 2d non dispersif (équation d'Euler ompressible) du hapitre IV (équations
(IV.7) et (IV.8)). Nous allons aluler, dans la limite  ! 0, les eets de la dispersion sur
l'allure des solutions stationnaires des équations (E.1) et (E.2). Ceux-i se traduiront sur
les solutions de l'équation d'Euler par l'ajoût de termes supplémentaires.
Les onditions aux limites pour le potentiel des vitesses ' dans tous nos systèmes sont

r
'j


= 0 (E.5)
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et elles sont pour la densité  = 1 + %, selon les as

r
j


= 
0
0
eau peu profonde, (E.6)
j


= 0 ESNL, onditions aux limites de type Dirihlet, (E.7)

r
j


= 0 ESNL, onditions aux limites de type Neumann. (E.8)
Pour résoudre es équations, nous eetuerons un développement en nombre de Mah,
à la manière du hapitre IV. Nous poserons alors
% = %
h0i
+M
2
%
h1i
+   +M
2k
%
hki
+    ; (E.9)
' = '
h0i
+M
2
'
h1i
+   +M
2k
'
hki
+    : (E.10)
De fait, au vu de l'équation (E.1), si l'on onnaît ' à un ertain ordre M
2k
, on peut en dé
duire le terme en % à l'ordre M
2(k+1)
. Ensuite, l'équation (E.2) fournit la solution à l'ordre
M
2(k+1)
en ' en réinjetant dans %, son expression à l'ordre M
2(k+1)
que l'on vient de
aluler, moyennant quelques approximations. Dans et appendie, nous n'irons pas plus
loin que l'ordre M
2
, le but de nos aluls étant de omprendre les premiers eets de la
dispersion sur les solutions stationnaires et non d'en donner un développement omplet.
Lorsque le nombre de Mah est nul, remarquons que ' = 0 est bien solution des
équations stationnaires et que % vérie, pour sa part, l'équation
0 = 
2
D(%)  % : (E.11)
en tenant ompte des onditions aux limites. Cela implique de distinguer deux as :
(i) Conditions aux limites de type Neumann dans le as de l'ESNL ou bien as 
0
0
= 0
pour l'éoulement en eau peu profonde. Ces deux onditions aux limites se ramènent
à la ondition aux limites 
r
j


= 0
(ii) Conditions aux limites de type Dirihlet dans le as de l'ESNL ou bien as 
r
j


6=
0 pour l'éoulement en eau peu profonde.
E.I.1 Cas 
r
j


= 0 ou as des onditions aux limites de type Neumann
Dans le as (i), % admet omme solution triviale % = 0 (f. gure E.1), les eets dispersifs
ne peuvent don apparaître qu'à nombre de Mah non nul. En supposant maintenant
M 6= 0, les solutions à l'ordre 0 sont don %
h0i
= 0 et '
h0i
tel que '
h0i
= 0 ave les
bonnes onditions aux limites. On trouve alors
'
h0i
= '
h0i
Euler
= r os  +
os 
r
: (E.12)
On trouve ensuite %
h1i
en résolvant l'équation

2
D(%
h1i
)  %
h1i
=  
1
2
[1  (r')
2
℄ =  
1
2
[1  (r'
h0i
Euler
)
2
℄; (E.13)
puis '
h1i
, via l'équation
'
h1i
=  r%
h1i
 r'
h0i
  %
h1i
'
h0i
=  r%
h1i
 r'
h0i
Euler
; (E.14)
en s'assurant des bonnes onditions aux limites (rappelons que '
h0i
Euler
= 0).
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E.I.2 Cas 
0
0
6= 0 ou as des onditions aux limites de type Dirihlet
Dans le as (ii), les eets dispersifs se manifestent déjà à nombre de Mah nul par le
biais des onditions aux limites (f. gure E.1). Au lieu de l'interfae plane du as (i), nous
nous retrouvons ave une ouhe limite qui permet de raorder une solution uniforme
( = 1) à l'inni à l'obstale, en vériant les bonnes onditions aux limites (f. gure E.1,
en antiipant sur les résultats analytiques). À nombre de Mah non nul, nous ne alulerons
don les solutions stationnaires qu'à l'ordre 0 en M
2
.
Étant donné le hoix de notre développement, à nombre de Mah non nul, à l'ordre 0
enM
2
, %
h0i
est égal à la solution à nombre de Mah nul. Le potentiel des vitesses '
h0i
doit
pour sa part satisfaire l'équation
'
h0i
=  r%
h0i
 r'
h0i
  %
h0i
'
h0i
: (E.15)
Le seond membre de ette égalité sera traité omme une perturbation en =D, en rempla
çant '
h0i
par le terme '
h0i
Euler
, e qui nous onduit à résoudre (sahant que '
h0i
Euler
= 0)
'
h0i
=  r%
h0i
 r'
h0i
Euler
: (E.16)
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Figure E.1 : Forme de l'interfae (r) = 1 + %(r) à nombre de Mah nul, pour les
diérentes onditions aux limites de nos problèmes. Ii,  = 0;02 et 
0
0
= 20. Les eets de
la dispersion se font ressentir dès nombre de Mah non nul pour des onditions aux limites
de type Dirihlet ou bien 
0
0
6= 0: Pour les onditions aux limites de type Neumann ou le as

0
0
= 0, la solution stationnaire à nombre de Mah nul est la solution uniforme (x) = 1.
Ii s'ahève la présentation générale de la méthode. Nous allons en présenter les résul
tats, pour haque as, dans la partie suivante. En outre, tehniquement, nous aurons à
utiliser les fontions de Bessel K

qui vérient l'équation diérentielle
x
2
d
2
y
dx
2
(x) + x
dy
dx
(x)  (x
2
+ 
2
)y(x) = 0: (E.17)
Elles tendent vers 0 en l'inni et admettent le développement en série
K

(z) 
z!1


2z

1=2
e
 z
1
X
n=0

n
z
 n
; (E.18)

0
= 1; 
n
=
(4
2
  1
2
)(4
2
  3
2
)(4
2
  5
2
) : : : (4
2
  (2n  1)
2
)
8
n
n!
; (E.19)
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que nous approherons en ne gardant que le premier terme, 'est-à-dire
K

(z) '


2z

1=2
e
 z
: (E.20)
Cette approximation sera légitime dans nos aluls, dans la mesure où les arguments de la
fontion K

(z) seront toujours grands.
La fontion erreur Erf sera également renontrée ; elle se dénit omme
Erf(x) =
2
p

Z
+1
x
e
 t
2
dt =
1
p

Z
+1
x
2
e
 t
p
t
dt: (E.21)
Un développement asymptotique de ette fontion peut être obtenu par intégrations par
parties suessives. Il s'érit alors
Erf(x) =
1
p

e
 x
2

1
x
 
1
2x
3
+
3
4x
5
 
15
8x
7
+
105
16x
9
 
945
32x
9
+ O
x!+1
(
1
x
9
)

: (E.22)
Enn, nous aurons à résoudre des équations au laplaien qui se mettront sous la forme
d
2
y
dx
2
(x) +
1
x
dy
dx
(x) 
n
2
x
2
y(x) = f(x): (E.23)
Pour une fontion f identiquement nulle (équation diérentielle homogène), les solutions
de e type d'équations sont de la forme
y(x) = Ax
n
+Bx
 n
; (E.24)
où A et B sont des onstantes à ajuster pour avoir les bonnes onditions aux limites.
Lorsque f est non nulle, elles se alulent formellement par méthode de variation de la
onstante omme
y(x) =
x
n
2n
Z
x
C
1
u
1 n
f(u) du 
x
 n
2n
Z
x
C
2
u
1+n
f(u) du; (E.25)
où C
1
et C
2
sont enore des onstantes xées par les onditions aux limites. Par la suite,
nous renontrerons les onditions aux limites y(+1) = 0 et y
0
(1) = 0, e qui entraîne, sous
des hypothèses susantes du omportement à l'inni de f(u), l'expression suivante pour
les solutions y(x)
y(x) =  
x
 n
2n
Z
+1
1
(u
1 n
+ u
1+n
)f(u) du
+
x
 n
2n
Z
+1
x
u
1+n
f(u) du 
x
n
2n
Z
+1
x
u
1 n
f(u) du:
(E.26)
E.II Cas du superuide
Nous ommenerons par le as le plus simple, elui des onditions aux limites de type
Dirihlet. Nous verrons en partiulier que le as des onditions aux limites de type Neumann
se ramène à des équations identiques à elles en eau peu profonde, pour la ondition aux
limites partiulière 
0
0
= 0.
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E.II.1 Conditions aux limites de type Dirihlet
Comme expliqué dans la méthode générale, il s'agit, pour traiter le as des onditions
aux limites de type Dirihlet, de onnaître l'expression de la solution stationnaire à nombre
de Mah nul. Dans es onditions, le potentiel des vitesses (non renormalisé) est nul : 
0
= 0
(le superuide n'a pas de vitesse). La densité  = R
2
vérie pour sa part l'équation (E.11)
qui se réérit sous la forme

2
R+R R
3
= 
2
(
rr
+
1
r

r
)R+R R
3
= 0; (E.27)
ave, pour onditions aux limites, R(1) = 0. On peut remarquer que l'on peut approher
la solution d'une telle équation en prenant la solution du problème unidimensionnel (II.72)

1d
(r) = R
2
1d
(r) = tanh
2
r   1
p
2
(E.28)
qui vérie 
2

rr
R+R R
3
= 0. En eet, le terme supplémentaire (
2
=r) 
r
, dû au laplaien
à 2d, donnera alors un terme d'ordre , don petit devant les autres termes lorsque  ! 0.
Nous avons vérié à l'aide de nos odes que ette approximation était bien satisfaisante.
Une expression approhée de %
h0i
pour  petit est don
%
h0i
= tanh
2
r   1
p
2
  1: (E.29)
L'allure de 
h0i
= 1 + %
h0i
est montrée sur la gure E.2
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Figure E.2 : Allure de la densité 
h0i
= 1+ %
h0i
(voir équation (E.29)) d'un éoulement
superuide, au voisinage de l'obstale pour  = 1=10. Les onditions aux limites sont de
type Dirihlet.
Pour trouver '
h0i
, il sut maintenant de trouver les solutions de l'équation (E.16)
'
h0i
=  r%
h0i
 r'
h0i
Euler
: (E.30)
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Le seond membre  r%
h0i
 r'
h0i
Euler
de ette équation vaut alors
 r%
h0i
 r'
h0i
Euler
=  
p
2(r
2
  1) os  seh
2
r 1
p
2
tanh
r 1
p
2
r
2
: (E.31)
On peut résoudre analytiquement ette équation en tenant ompte des onditions aux
limites. Le terme d'ordre 0 du potentiel des vitesses vaut alors, en utilisant la méthode de
variation des onstantes rappelée dans l'équation (E.26),
'
h0i
= '
h0i
Euler
+
os 
2
p
2

1
r
Z
+1
1
[f
1
(x)  f
2
(x)℄ dx 
1
r
Z
+1
r
f
1
(x)dx  r
Z
+1
r
f
2
(x) dx

;
(E.32)
ave
f
1
(x) = 2(x
2
  1) seh
2
x  1
p
2
tanh
x  1
p
2
; (E.33)
f
2
(x) = 2(
1
x
2
  1) seh
2
x  1
p
2
tanh
x  1
p
2
: (E.34)
Dans la limite  ! 0, en eetuant des intégrations par parties suessives, on a
1
2
p
2
Z
+1
1
[f
1
(x)  f
2
(x)℄ dx = 2
p
2   4
2
log 2 +O(
3
): (E.35)
De même, on a, en posant r = 1 +
p
2s
in
,
 
1
2
p
2

1
r
Z
+1
r
f
1
(x)dx+ r
Z
+1
r
f
2
(x)dx

= 4
2
s
in
[tanh s
in
  1℄  8
2
[log 2 + log osh s
in
  s
in
℄ +O(
3
):
(E.36)
Ce dernier terme tend exponentiellement vers zéro loin de l'obstale. Seule subsiste alors
une ontribution due à l'équation (E.35) qui vient s'ajouter à l'expression du potentiel
des vitesses de l'éoulement eulérien. Rappelons que les solutions à l'ordre 0 de l'équation
d'Euler, pour un éoulement autour d'un ylindre de rayon r
0
, sont
'
h0i
Euler
= r os  +
r
2
0
os 
r
(E.37)
(les onditions aux limites sur '
h0i
Euler
devenant alors 
r
'
h0i
Euler
j
r=r
0
= 0;8 ). Par onséquent,
au premier ordre en la longueur de ohérene , notre éoulement superuide peut être vu
loin du ylindre omme un éoulement d'Euler autour d'un obstale de diamètre eetif de
taille
r
2
e
= 1 + 2
p
2 +O(
2
): (E.38)
Rappelons que nous nous sommes plaés dans le as d'un obstale de taille r
0
= 1, et que
pour un yloindre de rayon r
0
, le rayon eetif devient alors

r
e
r
0

2
= 1 + 2
p
2

r
0
+O


r
0

2

: (E.39)
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E.II.2 Conditions aux limites de type Neumann
En se plaçant dans le as de onditions aux limites de type Neumann, le système à
nombre Mah nul possède pour solutions stationnaires  = 1 et 
0
=  = 0. Lorsque le
Mah devient non nul, la densité subit alors une perturbation petite devant 1. Sahant que
 = 1 + %, ave j%j  1, le terme de dispersion D
SNL
% s'érit alors, au premier ordre en %,
D
SNL
% =
1
2
% (E.40)
qui est identique à D
ap
%.
À l'ordre 0 enM
2
, %
h0i
= 0 et '
h0i
= '
h0i
Euler
. On trouve l'ordre suivant %
h1i
en résolvant
l'équation (E.13)
1
2

2
%
h1i
  %
h1i
=  
1
2
M
2
[1  (r'
h0i
)
2
℄: (E.41)
La solution ave les bonnes onditions aux limites (
r
%
h1i
j


= 0) en est à l'ordre le plus
bas en 
%
h1i
=
 1
2 r
4
+
os 2
r
2
+
p
2
K
0
(
p
2r

)
K
1
(
p
2

)
  2
3=2

K
2
(
p
2r

)
K
1
(
p
2

) + K
3
(
p
2

)
os 2 +O(
2
):
(E.42)
L'allure de %
h1i
est montrée sur la gure E.3.
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Figure E.3 : Éoulement superuide en onditions aux limites de type Neumann ou
bien éoulement en eau peu profonde pour la ondition aux limites 
0
0
= 0. Allure près du
ylindre de %
h1i
(sahant que  = 1 +M
2
%
h1i
à l'ordre 1 enM
2
). Ii,  =
p
2=10.
On érit maintenant ' omme
' = '
h0i
Euler
+M
2

'
h1i
1
+ '
h1i
1;renorm
+ '
h1i
3
+ '
h1i
3;renorm

(E.43)
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et l'on trouve '
h1i
en résolvant l'équation (E.14)
'
h1i
=  r%
h1i
 r'
h0i
= SM : (E.44)
L'expression du seond membre est
SM =
2
r
7
K
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p
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
K
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(
p
2

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p
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4
os 3
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;
(E.45)
expression qui, après remplaement des fontions de Bessel par l'approximation (E.20), se
simplie en
SM
approx
=

 
2  4 r
2

+ e
p
2(1 r)


 r
9
2
+ r
13
2
+
p
2

r
7
2
+ r
11
2


os 
r
7
+

2
p
r   e
p
2(1 r)


 r + r
3
+
p
2 +
p
2r
2


os 3
r
7
2
:
(E.46)
Sous es approximations, en appliquant la formule (E.26), les termes du développement de
' à l'ordre 1 en M
2
s'érit omme la somme des termes suivants
'
h0i
Euler
= r os  +
os 
r
; (E.47)
'
h1i
1
=
 2
3
4
os 
120 e
p
2r

r
5

3
2

(
 
6
2
1
4
e
p
2

r
7
2

1
2

16 
2
  3 r
2
 
8 + 5
2

+

p
2
r

12 +
35
2

2

+ e
p
2r

h
10
2
3
4
 
 1 + 6 r
2


3
2
i
  3 e
p
2(1+r)

p
 r
4

12 r
2

4 +
5
2

2

+
5
2

2

 20 +
7
2

2

Erf(2
1
4
r
1
2

1
2
)
)
;
(E.48)
'
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(E.49)
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(E.50)
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(E.51)
Nous montrons l'allure de ' sur la gure E.4
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Figure E.4 : Éoulement superuide en onditions aux limites de type Neumann ou
bien éoulement en eau peu profonde pour la ondition aux limites 
0
0
= 0. Allure près du
ylindre de '
h1i
(sahant que ' = '
h1i
Euler
+M
2
'
h1i
à l'ordre 1 enM
2
). Ii,  =
p
2=10.
Ces expressions (très ompliquées) de la densité et du potentiel des vitesses peuvent
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être onsidérablement simpliées en en eetuant un développement asymptotique, lorsque
la longueur de ohérene  devient très petite. Ainsi, pour  tendant vers 0, on a les
développements asymptotiques suivants
'
h1i
1
= os 
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 
1
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+
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12r
5
+
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2
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; (E.52)
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
: (E.55)
La première orretion de ' due à la pression quantique (ou à la tension apillaire, dans
la mesure où les équations, don les expressions des solutions, sont identiques) intervient
au premier ordre enM
2
, ontrairement au as des onditions aux limites de type Dirihlet
où elle-i apparaissait dès l'ordre 0. À e stade du alul, le potentiel des vitesses s'érit
pour résumer, loin du ylindre ('est-à-dire en supprimant les termes exponentiellement
déroissants)
' =
(r!+1)
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2
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
: (E.56)
Rappelons que l'expression de % à l'ordre en M
2
et en tenant ompte de la première
orretion en  s'érit
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(E.57)
Il nous faut remarquer que la orretion en 
2
dans '
h1i
1
n'est pas omplète, il reste une
ontribution en 
2
, due à un terme d'ordre 
2
dans % tel que
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(E.58)
Le terme additionnel dans % apporte alors à ' une ontribution supplémentaire M
2
'
h1i
suppl
qui vérie
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p
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K
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p
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K
1
(
p
2

)
3
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 r'
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En utilisant la méthode de la variation de la onstante (E.26), on trouve alors
'
h1i
suppl

r!+1
3
2

2
os 
r
+O(
3
): (E.60)
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En onlusion, l'expression omplète du potentiel des vitesse est à l'ordre M
2
et 
2
et
loin du ylindre
' =
(r!+1)
'
h0i
Euler
+M
2
'
h1i
Euler
+M
2

 
3
2

2
os 
r
  
2
os 3
r
3
+O(
3
)

: (E.61)
Comme dans le as Dirihlet (ou dans le as 
0
0
6= 0, omme nous le verrons juste après),
l'eet de la pression quantique est de rajouter une ouhe limite de taille  et de hanger
le potentiel des vitesses, équivalent à elui de l'équation d'Euler, en un éoulement autour
d'un obstale de rayon eetif
r
2
e
= 1 
3
2
M
2

2
(E.62)
au lieu de 1 (en onsidérant le terme os =r omme dominant). Ce rayon eetif dépend
du nombre de Mah e qui n'était pas le as pour des onditions Dirihlet.
E.III Cas de l'éoulement en eau peu profonde
Passons maintenant au as de l'éoulement en eau peu profonde. On doit à nouveau
distinguer deux types de onditions aux limites.
E.III.1 Cas où 
0
0
= 0
Comme expliqué dans la méthode générale (E.I), les termes à l'ordre zéro en M
2
sont
identiques à eux de l'équation d'Euler (à l'ordre zéro en M
2
), 'est-à-dire %
h0i
= 0 et
'
h0i
= '
h0i
Euler
. Les premières dépendanes en la longueur apillaire apparaissent alors à
l'ordre 1 en M
2
. Pour les obtenir, nous avons à résoudre d'abord l'équation
1
2

2
%
h1i
  %
h1i
=  
1
2
M
2
[1  (r'
h0i
)
2
℄ (E.63)
puis
'
h1i
=  r%
h1i
 r'
h0i
: (E.64)
Nous venons de résoudre es mêmes équations dans le as du superuide pour des onditions
aux limites de type Neumann ; les résultats sont don évidemment les mêmes.
E.III.2 Cas où 
0
0
6= 0
Pour nir, passons au as où 
0
0
6= 0. Ainsi que nous l'avons exposé dans la présentation
de la méthode générale, nous devons ommener par herher la solution à nombre de Mah
nul %
h0i
, 'est-à-dire résoudre l'équation
1
2

2
%
h0i
  %
h0i
= 0; (E.65)
ave pour onditions aux limites 
r
%
h0i
j


= 0. Cette équation admet pour solution
%
h0i
(r; ) =  

0
0

p
2
K
0
(
p
2r

) =K
1
(
p
2

); (E.66)
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Figure E.5 : Éoulement en eau peu profonde pour la ondition aux limites 
0
0
=  1.
Allure près du ylindre de %
h0i
(sahant que  = 1+%
h0i
à l'ordre 0 enM
2
). Ii,  =
p
2=10.
où les K

sont les fontions de Bessel d'ordre  (f. équation (E.17) et les suivantes). Son
allure est montrée sur la gure E.5.
On trouve alors à nombre de Mah non nul, l'expression de '
h0i
en résolvant l'équation
(E.16)
'
h0i
=  r%
h0i
 r'
h0i
Euler
= SM: (E.67)
Le seond membre SM vaut
SM =  
0
0
os  (1 
1
r
2
)K
1
(
p
2r

)=K
1
(
p
2

): (E.68)
Nous remplaçons les fontions de Bessel intervenant dans SM par leur développement
asymptotique (E.20) et SM se simplie alors en
SM
approx
=  
0
0
os  e
p
2(1 r)


r
 1=2
  r
 5=2

: (E.69)
Sous es approximations, en résolvant l'équation (E.16), grâe à la formule (E.26), on a,
ave les bonnes onditions aux limites
' = (r os  +
os 
r
) + 
0
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(E.70)
On aboutit alors à l'expression de ' à l'ordre 0 en M
2
' = '
h0i
Euler
+ '
h0i
1
+ '
h0i
1;renorm
; (E.71)
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ave
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L'allure de ' à et ordre est montré sur la gure E.6.
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Figure E.6 : Éoulement en eau peu profonde pour la ondition aux limites 
0
0
=  1.
Allure près du ylindre de '
h0i
(ordre 0 enM
2
). Ii,  =
p
2=10.
On peut maintenant simplier es expressions en en alulant des développements
asymptotiques pour  ! 0. On obtient alors
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Cela entraîne que le potentiel des vitesses ' a pour expression
' = r os  +
os 
r
(1 + 
2

0
0
) +
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0
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os  e
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Rappelons l'expression de %
% =  

0
0

p
2
K
0
(
p
2r

) =K
1
(
p
2

): (E.79)
Des expressions (E.78) et (E.79) de ' et %, nous pouvons onlure que l'eet de la ten
sion apillaire est de rajouter une ouhe limite de taille  et de hanger le potentiel des
vitesses de l'équation d'Euler en un potentiel équivalent où le rayon unité de l'obstale se
transformerait en
r
2
e
= 1 + 
0
0

2
: (E.80)
Ainsi, le rayon eetif est-il plus grand que le rayon réel du ylindre dans le as d'un
obstale hydrophobe (
0
0
> 0), alors qu'il est plus petit dans le as hydrophile (
0
0
< 0). Les
onséquenes de et eet de l'angle de ontat se retrouvent dans les valeurs du nombre de
Mah ritique selon l'angle de ontat (f. tableau VI.8). Cet eet de renormalisation du
rayon du ylindre par la tension apillaire pour 
0
0
6= 0 est ainsi qualitativement le même
que elui de la pression quantique dans le as de onditions aux limites de type Dirihlet
pour le superuide. Dans le as de l'eau peu profonde, la dépendane en  est quadratique
alors qu'elle est linéaire dans le as du superuide.
Appendie F
Artiles publiés et en préparation
Déjà parus ou aeptés
[Publiation 1℄ Un artile, intitulé  Dynamial saling laws in two types of extended
Hamiltonian systems at dissipation onset  a été publié dans Physia D [30℄. Il ras
semble les travaux du hapitre I onsarés à la haîne de pendules lassique et eux
du hapitre II.
[Publiation 2℄ Nous avons publié un ate de onférenes [71℄ sur le hapitre I : en
rappelant les résultats sur l'équation de sine-Gordon de la setion I.B, nous avons
présenté les re±ultats analytiques de la setion I.C.
En préparation
[Publiation 3℄ L'ensemble du hapitre VI, onsaré à notre modèle d'éoulement en
eau peu profonde, est en phase de rédation avanée an d'être soumis à Physis of
Fluids.
[Publiation 4℄ Un artile doit être érit, onernant le hapitre V, onsaré à l'éoule
ment superuide bidimensionnel autour d'un obstale ylindrique.
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Abstrat
This thesis presents a series of works all dealing with extended nonlinear Hamil
tonian systems inluding a saddle-node bifuration.
In the rst part of this manusript, we study the transition to dissipation
of one-dimensional systems subjeted to a loal foring and desribed by
sine-Gordon or nonlinear Shrödinger equations (NLSE). We analytially om
pute the stationary states of these equations and haraterize the dynamial
behavior near these stationary solutions lose to the bifuration. When a gap
in the dispersion relation exists, the dynamis is that of Hamiltonian systems.
Conversely, when there is no gap in the dispersion relation, the dynamis of the
system is oupled with the emission of sound waves that stands for an eetive
damping. The behavior is then typial of dissipative systems; we also show
that the temporal eigenmodes undergo a spatial deloalization.
The seond part of this thesis is devoted to the study of two types of
two-dimensional ow past an obstale of perfet barotropi uids: a superow
desribed by the NLSE and a free surfae ow in the shallow water limit, with
dispersive eets due to apillary fores. When the dispersive eets tend
to zero, both ows have the limit of an Eulerian ompressible ow with a
boundary layer lose to the obstale that an be omputed analytially. Using
branh following methods based on pseudo-spetral methods, we alulate the
bifuration diagram of both ows. At superritial regime, we show that in
the ase of the NLSE, the system starts emitting exitations, the nature of
whih depends on the ratio of the oherene length on the obstale size. In
the ase of the shallow water ow, this emission is replaed by a nite time
singularity at whih dewetting ours.
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ing  nonlinear S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Résumé
Cette thèse regroupe une série de travaux ayant tous trait à des systèmes
hamiltoniens non linéaires spatialement étendus présentant une bifuration
n÷ud-ol.
Nous étudions dans une première partie la transition à la dissipation de
systèmes unidimensionnels soumis à un forçage loal et régis par des équations
de type sine-Gordon ou Shrödinger non linéaire (ESNL). Nous en alulons
analytiquement les solutions stationnaires et aratérisons le omportement
dynamique au voisinage de elles-i près de la bifuration. Lorsque la relation
de dispersion des systèmes possède une fréquene de oupure, le omportement
dynamique est aratéristique de systèmes hamiltoniens. A ontrario, lorsque
la relation de dispersion ne possède pas de fréquene de oupure, la dynamique
du système se ouple ave l'émission d'ondes sonores qui joue le rle d'un
amortissement eetif. Elle devient alors typique de systèmes dissipatifs. En
outre, les modes propres temporels du système subissent une déloalisation
spatiale.
La seonde partie de la thèse onerne l'étude de deux types d'éoule
ments bidimensionnels de uides parfaits barotropes autour d'un obstale : un
éoulement dérit par l'ESNL et un éoulement à surfae libre dans l'approxi
mation eau peu profonde, où sont pris en ompte les eets dispersifs dus aux
eets de tension de surfae. Lorsque la longueur aratérisant la dispersion des
ondes sonores tend vers zéro, es deux éoulements se réduisent à l'éoulement
autour d'un disque d'un uide eulérien ompressible, auquel se superpose une
ouhe limite que nous alulons analytiquement. Par des méthodes de suivi
de branhes fondés sur des développements pseudo-spetraux, nous alulons
le diagramme de bifuration omplet des deux éoulements. En étudiant la
dynamique des deux systèmes au-delà de la bifuration, nous mettons en
évidene une émission d'exitations (dans le as de l'ESNL) dont la nature
dépend du rapport de la longueur de ohérene sur la taille de l'obstale. Dans
le adre de l'éoulement en eau peu profonde, ette émission est remplaée
par une singularité à temps ni de démouillage.
Mot-lés : Systèmes hamiltoniens étendus  Transition à la dissipation 
Bifuration  Condensation de Bose-Einstein  Eau peu profonde  Suivi de
branhes  Équation de Shrödinger non linéaire  Démouillage  Superuide
 Équation de sine-Gordon
