We define a new model of automata for the description of bidirectional parsing strategies for tree adjoining grammars and a tabulation mechanism that allow them to be executed in polynomial time. This new model of automata provides a modular way of describing bidirectional parsing strategies for TAG, separating the description of a strategy from its execution.
New trees are derived by adjoining: let γ be a tree containing a node N γ labeled by A and let β be an auxiliary tree whose root and foot nodes are also labeled by A. Then, the adjoining of β at the adjunction node N γ is obtained by excising the subtree of γ with root N γ , attaching β to N γ and attaching the excised subtree to the foot of β.
The operation of substitution does not increase the generative power of the formalism but it is usually considered when we are dealing with lexicalized tree adjoining grammars. In this case, nonterminals can also label leaf nodes (called substitution nodes) of elementary trees. An initial tree can be substituted at a substitution node if its root is labeled by the same non-terminal that labels the substitution node.
Bidirectional Push-Down Automata
Push-Down Automata (PDA) are the operational devices for parsing context-free grammars. Following [4] , we define a PDA as a tuple (V T , V S , Θ, $ 0 , $ f ) where V T is a finite set of terminal symbols, V S is a finite set of stack symbols, $ 0 ∈ V S is the initial stack symbol, $ f ∈ V S is the final stack symbol and Θ is a finite set of SWAP, PUSH and POP transitions. A configuration of a PDA is usually defined as a pair (ξ, a l . . . a n ), where ξ ∈ V * S is the stack attained and a l . . . a n the part of the input string a 1 . . . a n to be read. We consider an alternative and equivalent definition in which the position l is stored in the top element of ξ. Thus, a configuration is given by the contents ofξ, a stack of pairs in V S × AE. 1 The initial configuration is ($ 0 , 0). Other configurations are attained by applying transitions as follows:
• The application of a SWAP transition of the form C a −→ F to a configurationξ(C, l) yields a configurationξ(F, l + |a|) as a result of replacing C by F and scanning the terminal a = a l+1 or the empty string a = ǫ.
• The application of a PUSH transition of the form C −→ C F to a configurationξ(C, l) yields a configurationξ(C, l)(F, l) as a result of pushing F onto C.
• The application of a POP transition of the form CF −→ G to a configurationξ(C, l)(F, m) yields a configurationξ(G, m) as a result of popping C and F , which are replaced by G.
where C, F, G ∈ V S and a ∈ V T ∪ {ǫ}. An input string a 1 . . . a n is successfully recognized by a PDA if the final configuration ($ 0 , 0)($ f , n) is attained. Only SWAP transitions can scan elements from the input string. This is not a limitation, as a scanning push transition C a −→ C F could be emulated by the consecutive application of two transitions C −→ C F ′ and F ′ a −→ F , while a scanning pop
We call transitions SWAP, PUSH and POP r-transitions as they can only read the input string from the left to the right. Thus, push-down automata can only be used to implement unidirectional parsing strategies that read the input string in the same way.
Bidirectional parsing strategies can start computations at any position of the input string and can span to the right and to the left to include substrings which were scanned in a bidirectional way by some subcomputations. As a first step towards the definition of a Bidirectional Push-Down Automata (BPDA), we must adapt configurations in order to be able to represent the discontinuous recognition of the input string. Thus, configurations of a BPDA will be given by the contents of Ξ, a stack of triples in V S × AE × AE. The initial configuration is ($ 0 , 0, 0). Other configurations are attained by applying transitions as follows:
• The application of a SWAP R transition of the form C a −→ R F to a configuration Ξ(C, k, l) yields a configuration Ξ(F, k, l + |a|) as a result of replacing C by F and scanning the terminal a = a l+1 or the empty string a = ǫ to the right of the substring spanned by C.
• The application of a SWAP L transition of the form C a −→ L F to a configuration Ξ(C, k, l) yields a configuration Ξ(F, k − |a|, l) as a result of replacing C by F and scanning the terminal a = a k or the empty string a = ǫ to the left of the substring spanned by C.
• The application of a PUSH R transition of the form C −→ R C F to a configuration Ξ(C, k, l) yields a configuration Ξ(C, k, l)(F, l, l). It is expected that F will span a substring inmediatly to the right of the substring spanned by C.
• The application of a PUSH L transition of the form C −→ L C F to a configuration Ξ(C, k, l) yields a configuration Ξ(C, k, l)(F, k, k). It is expected that F will span a substring inmediatly to the left of the substring spanned by C.
• The application of a PUSH U transition of the form C a −→ U C F to a configuration Ξ(C, k, l) yields a configuration Ξ(C, k, l)(F, m, m + |a|) as a result of pushing F onto C and scanning the terminal a = a m+1 or the empty string a = ǫ. PUSH U transitions are undirected in the sense that the substring spanned by F is not necessarily adjacent to the substring spanned by C.
• The application of a POP R transition of the form CF −→ R G to a configuration Ξ (C, k, l) (F, l, m) yields a configuration Ξ(G, k, m). The substring spanned by F is adjacent to the right of the substring spanned by C.
• The application of a POP L transition of the form CF −→ L G to a configuration Ξ(C, k, l)(F, m, k) yields a configuration Ξ(G, m, l). The substring spanned by F is adjacent to the left of the substring spanned by C.
[INIT] An input string a 1 . . . a n is successfully recognized by a PDA if the final configuration
is attained. SWAP R , PUSH R and POP R transitions are the r-transitions corresponding to unidirectional PDA. SWAP L , PUSH L and POP L transitions are l-transitions that advance "to the left" in the reading of the input string. However, the union of r-transitions and l-transitions is not sufficient to implement bidirectional parsers, we need PUSH U transitions of the form C a −→ U C F to start subcomputations at any position of the input string. In any computation recognizing the input string, we guarantee that each terminal in the input string is read only once by means of the definition of SWAP R and SWAP L transitions (they can not re-read elements which are in the span of the top element of the stack) and the definition of POP R and POP L transitions (they can not pop stack elements spanning overlapping substrings). Thus, BPDA accept exactly the class of context-free languages.
We define a Bidirectional Push-Down Automata (BPDA) as a tuple (V T , V S , Θ BPDA , $ 0 , $ f ) with Θ BPDA containing SWAP R , SWAP L , PUSH R , PUSH L , POP R , POP L and PUSH U transitions. As an example of the kind of parsers that can be implemented using BPDA, a compilation schema 2 of a context-free grammar into a bidirectional push-down automaton implementing a bottom-up bidirectional parsing strategy is derived. In the resulting automaton, V T is equal to the set of terminals of the source grammar, V S is the union of {$ 0 , $ f } and a set of dotted productions, 3 the initial element $ 0 is used to start computations, the final element $ f is (S → •δ•) and Θ BPDA contains the set of transitions derived by the compilation rules shown in transitions concatenate a new part of a production to the right and to the left of the part already recognized, respectively. Once a production having B on its left-hand side has been completely recognized, a [INC] transition continues with the recognition of a production having B on its right-hand side
The direct execution of a BPDA may be exponential with respect to the length of the input string and may even loop. To get polynomial complexity, we must avoid duplicating computations by tabulating traces of configurations called items. To determine the right amount of information to keep in an item is the crucial point to get efficient executions. From [4] we know that extensions of push-down automata can be tabulated using S 2 items that store the two elements on the top of the configuration stack. Therefore, we can use S 2 items [B, i, j; C, k, l], indicating the part of the input string a k+1 . . . a l recognized by the top element C and the part a i+1 . . . a j recognized by the element B placed immediately under C, to design a tabular framework for BPDA. 4 New items are derived from existing items by means of inference rules of the form antecedents consequent conditions similar to those used in grammatical deduction systems [12] , meaning that if all antecedents are present and conditions are satisfied then the consequent item should be generated. Conditions usually refer to transitions of the automaton and to terminals from the input string. The set of inference rules for S 2 items is the following:
The worst case complexity with respect to the length n of the input string is O(n 5 ). 5 This complexity can be reduced by considering more compact kinds of items. From [4] we know that if the results of the non-deterministic computation are constrained only by bottom-up propagation of computed facts (e.g. bottom-up and Earley strategies, but not pure top-down strategies) S 1 items storing only the top element of the configuration stack can be used to derive a sound and complete tabular interpretation. In the case of BPDA, S 1 items are of the form [C, k, l] . The set of inference rules for S 1 items is derived from the previous set, obtaining the following one:
This set of inference rules, when used to interpret an automaton resulting from the compilation schema shown in table 1, is equivalent to the set of deduction steps of the parsing schema 6 dVH1 defined in [13] , corresponding to a bidirectional parsing strategy:
considering that in the parsing schemata framework [13] , the antecedent
and [SCAN ǫ ] steps can be filtered out as it does not restrict their application, and that steps [CONC-L] and [CONC-R] can be collapsed into a single one, as order of antecedents is not relevant in a parsing schema.
Bidirectional Linear Indexed Automata
Linear Indexed Automata (LIA) [1, 11] are an extension of push-down automata in which each stack symbol has been associated with a list of indices. Right-oriented Linear Indexed Automata (R-LIA) [10] are a subclass of linear indexed automata that can be used to implement parsing strategies for TAG in which adjunctions are recognized in a bottom-up way. As bidirectional parsing strategies for TAG described in literature recognize adjunctions bottom-up [8, 14, 6] , we take R-LIA as the starting point for the development of a bidirectional automata for TAG.
We define Bidirectional Right-oriented Linear Indexed Automata (BR-LIA) as an extension of BPDA in which each stack symbol has been associated with a list of indices. Formally, a BR-LIA is a tuple 
As an example of the kind of parsers that can be implemented using BR-LIA, a compilation schema of a tree adjoining grammar into a bidirectional right-oriented linear indexed automata implementing a bottom-up bidirectional parsing strategy is derived. We consider each elementary tree γ of a TAG as formed by a set of context-free productions P(γ): a node N γ and its g children N γ 1 . . . N γ g are represented by a production N γ → N γ 1 . . . N γ g . The elements of the productions are the nodes of the tree, except for the case of elements belonging to V T ∪ {ε} in the right-hand side of a production. Those elements may not have children and are not candidates to be adjunction nodes, so we identify Table 2 : Compilation schema for TAG such nodes labeled by a terminal with that terminal. We use β ∈ adj(N γ ) to denote that a tree β ∈ A may be adjoined at node N γ . If adjunction is not mandatory at N γ , then nil ∈ adj(N γ ). If a tree α ∈ I may be substituted at node N γ , then α ∈ subs(N γ ). We consider the additional productions ⊤ → R α , ⊤ → R β and F β → ⊥ for each initial tree α and each auxiliary tree β, where R α is the root node of α and R β and F β are the root node and foot node of β, respectively.
In the resulting automata, V T is equal to the set of terminals of the source grammar, V S is the union of {$ 0 , $ f } and a set of dotted productions, V I is the set of adjunction nodes, the initial element As in the case of BPDA, the direct execution of a BR-LIA may be exponential and even loop. To get polynomial complexity, we can extend the tabular interpretations based on S 2 and S 1 items developed for BPDA. Towards this aim, we need to extend items to store information about the indices lists. Instead of storing a list in each item, we obtain a better sharing by storing only the top element and a logical pointer to other items [10] . Following the chains of pointers it is possible to retrieve the entire lists of indices. Therefore, S 2 items are of the form [B, i, j; C, k, l | p | D, r, s; E, t, u] , where p is the top element of the list of indices associated with C, and (D, r, s; E, t, u) is the logical pointer. In the case that C is associated with an empty list of indices, we let p be the dummy index ♦, D = E the dummy stack symbol and r = s = t = u the dummy input position −.
To the best of our knowledge, all bidirectional parsing algorithms for TAG presented in the literature perform a bottom-up traversal of trees [14, 6, 9] , which can be combined with an Earley-like traversal of some parts of a tree [8] . Therefore, a tabular interpretation based on S 1 items of the form [C, k, l | p | E, t, u] is sound and complete for these strategies. The set of inference rules is the following one:
order of antecedents is not important in a parsing schema. In the step [SUBS] it can be shown that p = ♦, E = and t = u = − since α is an initial tree.
It is interesting to remark that some components of items are redundant. This fact is clear when we observe the [ADJ] step. The element M γ → •δ• of the item [⊤ → •R β •, k, l | M γ | M γ → •δ•, t, u] is redundant, because it is the production associated to M γ , already present in the item. The element M γ is itself redundant, as the item is valid for all node M γ of an elementary tree such that β can be adjoined at M γ . With this refinement of items, we obtain exactly the schema dVH for TAG proposed in [6] .
Conclusions
In order to provide a common framework for the description of bidirectional parsing algorithms for TAG, we have defined a new class of bidirectional automata which works in polynomial time and we have shown how tabular parsing algorithms can be derived from the automaton describing the parsing strategy and the tabulation technique associated to the automata model. As illustration, we have considered the case of the bottom-up bidirectional strategy for TAG proposed in [6] but the approach can be applied to the other bidirectional strategies defined in the literature. A study of the performance of this strategy and a comparison with other uni-and bidirectional strategies for TAG can be found in [5] . The use of bidirectional automata to define parsers allowed us to concentrate on the parsing strategy itself, abstracting for details of implementation such as the input positions spanned by the elements in a production.
