Abstract. We introduce stacks classifyingétale germs of pointed n-dimensional varieties. We show that quasi-coherent sheaves on these stacks are universal D-and O-modules. We state and prove a relative version of Artin's approximation theorem, and as a consequence identify our stacks with classifying stacks of automorphism groups of the n-dimensional formal disc.
Introduction
Vertex algebras and vertex operator algebras have been studied and applied fruitfully in a number of areas, ranging from physical disciplines such as conformal field theory and string theory to finite group theory and the geometric Langlands correspondence. Beilinson and Drinfeld [BD04] reformulated the axioms of a vertex algebra in geometric language in terms of chiral algebras, and showed that these are equivalent to factorization algebras-both geometric objects which take the form of D-modules over a complex curve equipped with additional structure. The sophisticated machinery of factorization and chiral algebras elegantly captures the data of vertex algebras in an often more intuitive way-for example, Francis and Gaitsgory [FG12] showed that Beilinson-Drinfeld's definitions can be extended to higher dimensions in a natural way, whereas the vertex algebra picture is much less clear (see for example Borcherds [Bor98] ).
In the one-dimensional setting, Frenkel-Ben-Zvi [FBZ04] explain the relationship between vertex algebras and chiral algebras over curves. To make this relationship precise, we need adjectives on both sides. First, we require our vertex algebras to be quasi-conformal, or equipped with a one-dimensional infinitesimal translation. On the other hand, the chiral algebras we obtain are universal : they are defined over all smooth families of curves, and are compatible with pullback byétale morphisms of these families.
In this paper, we study universal families of D-modules and O-modules. These are rules assigning to each n-dimensional variety a D-module or an O-module in a way compatible withétale morphisms. In particular, we introduce stacks classifyingétale germs of n-dimensional varieties, and show that the universal modules are quasi-coherent sheaves on these stacks. Moreover, we show that these stacks are isomorphic to the classifying stacks of automorphism groups of the formal ndimensional disc Spf k[[t 1 , . . . , t n ]], and hence that the categories of quasi-coherent sheaves on our stacks are the same as the representation categories of the automorphism groups. The difference between D-modules and O-modules amounts to an action by infinitesimal translations, present only in the case of D-modules; in the case of the stacks in this paper, this difference is manifested in the automorphism groups as follows: the group corresponding to O-modules contains only those automorphisms of Spf k[[t 1 , . . . , t n ]] preserving the origin, while in the case of D-modules all automorphisms are considered.
Following Francis-Gaitsgory, we know that chiral algebras over a scheme X are certain Lie algebra objects in the category of D-modules on the Ran space of X, which is equipped with a monoidal structure called the chiral monoidal structure. In the universal setting, we introduce a Ran version of the stack ofétale germs, and define chiral monoidal structures on the associated categories of quasi-coherent sheaves. We can then interpret this monoidal structure in terms of the classifying stack to obtain higher-dimensional analogues of vertex algebras as Lie algebra objects in the representation category with this chiral monoidal structure. This will be explained in a forthcoming paper.
Let us now describe the structure of this paper. In general, we will focus on the story of universal D-modules, which is slightly more complicated than the Omodule setting and is also the setting needed for working with universal chiral algebras, but will give the definitions required for both. We will begin in section 2 by defining and discussing the stack M n of unpointedétale germs of n-dimensional varieties, as well as the stack M pt n of pointedétale germs. In section 3 we introduce the automorphism groups G and K of the formal disc Spf k[[t 1 , . . . , t n ]] and see that there is a natural map F from our stack M n to the classifying stack BG. In section 4, we state and prove a generalization of Artin's Approximation Theorem [Art69] to the relative setting, and show as a corollary that the map F is an isomorphism of stacks. This allows us to conclude that the category of quasi-coherent sheaves on M n is just the category of representations of G; similarly, quasi-coherent sheaves on M pt n are just representations of K. Finally, in section 5 we give an equivalence between the category U D n of universal D-modules of dimension n and the category of quasi-coherent sheaves on M n , and analogously between the category U n of universal O-modules and the category of quasi-coherent sheaves on M pt n . Combining our results, we obtain the following equivalences of categories:
That is, we have an alternative proof to the following statement:
Theorem 1.1 (Proposition and Exercise 2.9.9, [BD04] ). We have the following equivalences of categories:
Note that this question is also discussed in a more restricted setting by Jordan and Orem (see Section 4 of [JO] ).
1.1. Conventions. We work in the framework of (∞, 1)-categories, and will usually say "category" when in fact we mean (∞, 1)-category; ultimately we hope to consider derived schemes but so far we stay in the category Sch of (classical) schemes of finite-type over k, where k is an algebraically closed field of characteristic zero.
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Stacks ofétale germs
We fix a natural number n, and are interested in studying smooth families of dimension n up toétale morphism. We will define the stack M n classifying such families-in fact, we will first introduce the prestack (M n ) pre classifying trivial n dimensional varieties, and then will define M n to be its stackification. We will also introduce an intermediate prestack M n , which also has M n as its stackification, but which is somewhat more manageable. We begin with some preliminary definitions on n-dimensional families.
Definition 2.1. Given two smooth families π i : X i → S i a fibrewiseétale morphism between them is given by a commutative diagram
fS such that for any s ∈ S 1 with s ′ . .= f S (s) ∈ S 2 , the induced morphism on fibres
Notation 2.2. We will often use the subscripts X and S to distinguish between the two maps comprising a fibrewiseétale morphism, even when neither of the smooth families involved is X/S.
We are interested in pointed n-dimensional varieties; in the relative setting this is formalized as follows: Definition 2.3. Fix a base scheme S ∈ Sch. A pointed n-dimensional family over S is a scheme X equipped with
• a morphism π : X → S, smooth of relative dimension n; and • a section σ : S → X.
Notation 2.4. We shall denote such a family by π : X ⇄ S : σ, but will often abbreviate to (π, σ) or X ⇄ S when there is no risk of confusion.
A particular n-dimensional family which will be of special importance to us is the trivial n-dimensional family A n S = S × A n over S. We will often work with the zero section z : S → S × A n , induced by the inclusion of the origin in A n .
Whenever we write S × A n ⇄ S without specifying the maps, we will always mean the canonical projection and the zero section.
Our goal is to define a groupoid of pointed n-dimensional families over a fixed base scheme S up toétale morphism. When S = Spec k is a point, we have the notion of a commonétale neighbourhood of pointed varieties, which plays the role of isomorphism in the groupoid, and we generalize this notion to the relative setting as follows:
Definition 2.5. Let (π i : X i ⇄ S : σ i ), i = 1, 2 be smooth n-dimensional families over S. A commonétale neighbourhood is given by a third pointed n-dimensional family ρ : V ⇄ S : τ together with a pair ofétale maps (φ : V → X 1 , ψ : V → X 2 ) such that φ and ψ are compatible with the projections, and furthermore are compatible with the sections on the level of reduced schemes. That is, we require
, where ι S : S red → S denotes the canonical closed embedding. Diagrammatically, we depict this unpointed commonétale neighbourhood as follows, where the section τ is denoted by a dotted line to remind us that it is only compatible with the sections σ i up to the reduced part:
Definition 2.6. In the case that the diagram is actually commutative, and not just up to precomposing with ι S , we will say that the commonétale neighbourhood is strict.
Remark 2.7. We can also introduce another variation on the definition of commoń etale neighbourhood: rather than requiring the middle family to live over S, we allow smooth families over any scheme T equipped with anétale morphism to S which is compatible with the projections. There are both strict and non-strict versions of suchétale-locally-defined commonétale neighbourhoods.
We introduce an equivalence relation on the set of commonétale neighbourhoods as follows.
Definition 2.8. We will say that two commonétale neighbourhoods (V i , φ i , ψ i ) between X ⇄ S and X ′ ⇄ S are similar if there exists a pointed family W ⇄ S andétale maps f i : W/S → V i /S compatible with the sections on the level of S red , such that
Definition 2.9. Two commonétale neighbourhoods (V i , φ i , ψ i ) are equivalent if for each s ∈ S there is a Zariski open neighbourhood S ′ of s such that the restrictions of
Definition 2.10. Let (M n ) pre be the prestack that sends a test scheme S to the groupoid whose only object is the trivial pointed n-dimensional variety π : S×A n ⇄ S : z, and whose automorphisms are given by commonétale neighbourhoods of S × A n with itself, modulo the equivalence relation generated by ∼.
We will discuss the composition of morphisms in detail in a more general setting below.
There is a distinguished class of commonétale neighbourhoods of S × A n , characterized as follows: Definition 2.11. A commonétale neighbourhood (V, φ, ψ) between the trivial pointed family and itself will be called split if there exists an n-dimensional variety W together with maps φ, ψ :
, an open embedding V ֒→ S × W , and a point w ∈ W such that the following diagram commutes:
n is the formal neighbourhood of 0 ∈Â n . This makes split commonétale neighbourhoods much simpler to work with, and fortunately we will see in Corollary 4.7 that all commoń etale neighbourhoods of the trivial pointed variety are equivalent to a commonétale neighbourhood which is split. Definition 2.13. Let M n be the stackification of (M n ) pre in theétale topology. We call M n the stack ofétale germs of n-dimensional varieties.
In fact we will find it convenient to work with an intermediate prestack M n , which lies in between (M n ) pre and its stackification M n .
Definition 2.14. Let M n be the subprestack of M n sending a test scheme S to the subcategory of M n (S) whose objects are pointed n-dimensional varieties over S and whose morphisms are represented by commonétale neighbourhoods.
Remark 2.15. A crucial difference between the stack M n and the prestack M n (and an example of a way in which it is simpler to work with M n ) is that the groupoid M n (S) contains isomorphisms represented by commonétale neighbourhoods which are only definedétale-locally over the base as in Remark 2.7.
Let us now discuss the groupoid structure of M n (S) in a little more detail. Given a commonétale neighbourhood, its inverse is represented by the mirror image diagram:
Given two commonétale neighbourhoods
representing morphisms X/S → X ′ /S → X ′′ /S, we would like to define their composition using the fibre product V 1 × X ′ V 2 , but it requires a little care to show that this is well-defined. It is clear that this is a smooth scheme of relative dimension n over S, but what is not immediate is the existence of a suitable section. However, we can define a map from S red → V 1 × X ′ V 2 using the compatibility of the sections τ 1 • ι S and τ 2 • ι S ; this map then extends to the desired section using formal smoothness of V 1 × X ′ V 2 → S. Although the choice of extension is not unique, any two choices differ only up to nilpotence, so the resulting commonétale neighbourhoods will be equivalent. Therefore, the composition of the morphisms X/S → X ′ /S → X ′′ /S is indeed represented by the pullback:
Under the equivalence relation, and with the composition and inverses described above, M n (S) is a groupoid. We see that this gives a prestack whose stackification is M n : indeed, when constructing the stackification of (M n ) pre explicitly, as in [Sta14, Tag 02ZM], we must add in locally defined objects, which include all of the additional objects of M n . It follows that we have a morphism from M n into M n , and hence by the universal property, a map from the stackification of M n into M n . The quasi-inverse to this map is induced by the obvious inclusion of (M n ) pre into M n . We will be interested in studying the category of quasi-coherent sheaves on the stack M n . Since the categories of quasi-coherent sheaves on a prestack and its stackification are equivalent, we have the following equivalences:
We will find it convenient to work in the realisation of the category given by QCoh M n . (For more details, see for example Gaitsgory's notes on quasicoherent sheaves on prestacks [Gai] .) Concretely, an object M of QCoh M n consists of a collection of quasi-coherent sheaves together with coherences: for each map S → M n (i.e. for each X ⇄ S smooth of relative dimension n), we have an object M X⇄S ∈ QCoh (S). Moreover, we require compatibility under pullbacks in the following sense. Suppose that for i = 1, 2 we have S i (πi,σi) − −−− → M n , two n-dimensional families, together with a map α : S 1 → S 2 making the diagram of prestacks commute:
Recall that in PreStk, commutativity of a diagram is a structure, not a property, in this case amounting to an automorphism α V in M n (S 1 ) between the objects corresponding to (π 1 , σ 1 ) and (π 2 , σ 2 )• α, represented by a commonétale neighbourhood of the form
We require that in such a situation, we have an isomorphism
in QCoh (S 1 ). We also require coherences giving the compatibility of these isomor-
Let us introduce the following strict analogues, which will be important in the setting of universal O-modules.
Definition 2.16. Let (M pt n ) pre be the prestack that sends a test scheme S to the groupoid whose only object is the trivial pointed n-dimensional variety π : S×A n ⇄ S : z, and whose automorphisms are given by strict commonétale neighbourhoods of S × A n with itself, up to equivalence.
Definition 2.17. Let M pt n be the stackification of (M pt n ) pre in theétale topology. We call M pt n the stack of pointedétale germs of n-dimensional varieties.
As in the non-strict setting, we will also work with an intermediate prestack M pt n , lying in between the prestack (M pt n ) pre and its stackification. Namely, for a given test scheme S, an object of the groupoid M pt n (S) is a pointed n-dimensional family over S, π : X ⇄ S : σ. Given two such pointed families (π i , σ i ), i = 1, 2, a morphism between them is represented by a strict commonétale neighbourhood (V, φ, ψ). Similarly to in the groupoid M n (S), inverses are given by mirror-image diagrams, and composition is given by pullback.
The difference between the strict and non-strict definitions lies in whether we require morphisms to preserve the distinguished points of the n-dimensional varieties (in the strict setting), or allow infinitesimal translations (in the non-strict setting). As we will see in section 5, this is what gives quasi-coherent sheaves on M pt n the additional structure of an action of the sheaf of differential operators.
Classifying stacks
, and let G = AutÔ n be the group formal scheme of continuous automorphisms ofÔ n . Explicitly, for S = Spec(R), G(S) is the group of automorphisms of the R-algebra R[[t 1 , . . . , t n ]], continuous with respect to the topology corresponding to the ideal generated by (t 1 , . . . , t n ).
Let K = G red = AutÔ n : an automorphism ω ∈ G(S) lies in K(S) if and only if it preserves the ideal generated by (t 1 , . . . , t n ). Concretely, a continuous automorphism of R[[t 1 , . . . , t n ]] is determined by its values on the topological generators t i . The condition that ω be continuous implies that the constant term of each power series ω(t i ) must be a nilpotent element of R; ω lies in K(S) if these constant terms are in fact all zero.
Let g denote the Lie algebra of G; it is equal to the Lie algebra DerÔ n of k-linear derivations ofÔ n . Since (g, K) form a Harish-Chandra pair, the category Rep(G) of G-representations is equivalent to the category Mod(g, K) of (g, K)-modules.
Observation 3.1. Fix a base scheme S = Spec(R) and suppose that we have a commonétale neighbourhood of the trivial family:
Taking completions along the embeddings of S, we obtain isomorphisms over Ŝ φ,ψ : V
and hence, composing, an isomorphism
Notice that ω V lies in K(R) precisely if the commonétale neighbourhood is strict.
Recall that given a group H we can define the prestack BH pre classifying trivial principal H-bundles: for a test scheme S, BH pre (S) is a groupoid containing only one object, the trivial bundle S × H → S. The automorphism group Aut BHpre(S) (S × H → S) is the group H(S).
Motivated by the discussion above we formulate the following:
Proposition 3.2. We have a natural morphism of prestacks:
Proof. On objects, we define
. On morphisms, we would like to set F S ([V, φ, ψ]) . . = ω V as in the above discussion. We need to show that this is well-defined and respects composition; for both of these we will use that taking completions of morphisms respects composition.
First, suppose we have (V, φ, ψ), and
and hence ω V ′ = ω V . Since this construction of pulling back alongétale morphisms f X generates the relation of similarity, it follows that any two commoń etale neighbourhoods which are similar will give rise to the same isomorphism on the completions. Since any two commonétale neighbourhoods which are equivalent are locally similar, the resulting isomorphisms of completions are locally equal, and hence equal. It follows that F S is well-defined. Now suppose that we have morphisms A n /S → A n /S → A n /S represented by two commonétale neighbourhoods (V i /S, φ i , ψ i ), i = 1, 2. Their composition is represented by the pullback (V 1 × A n V 2 , φ 1 • pr V1 , ψ 2 • pr V2 ), and we have
, and F S respects composition. (Note that the order of composition in G(S) is the opposite of that in Aut S (S ×Â n ).)
Restricting our attention to strict commonétale neighbourhoods, we obtain the following analogous result: Proposition 3.3. We have a morphism of prestacks
Relative Artin Approximation
In this section, our goal is to show that the morphisms F and F ′ from Propositions 3.2 and 3.3 are in fact isomorphisms of prestacks. It suffices to show that the group homomorphisms F S and F ′ S are bijective-that is, given an automorphism of S ×Â n we need to show that we can lift it to a commonétale neighbourhood; moreover we need to show that if the automorphism preserves the zero section S → S ×Â n then we can lift it to a strict commonétale neighbourhood; and finally we need to show that in both cases the lifting is unique up to equivalence.
In the case that S = Spec k is a point, this follows from a well-known result of Artin:
Theorem 4.1 (Corollary 2.6, [Art69] ). Let X 1 , X 2 be schemes of finite type over k, and let x i ∈ X i be points. Suppose there is an isomorphism of the formal neighbourhoodsα
over k. Then X 1 and X 2 areétale locally isomorphic: i.e. there is a commonétale
with φ, ψétale, such that φ(u) = x 1 and ψ(u) = x 2 . Moreover, we can choose φ and ψ such that the resulting maps of completions satisfyψ
We are interested in the relative setting: π i : X i ⇄ S : σ i (i = 1, 2) are pointed n-dimensional families, and we ask when an isomorphism of the formal completions (X i ) ∧ S can be lifted to an actual morphism of schemes, at leastétale locally. We are not able to prove a relative version of Theorem 4.1 in full generality; however, we can show that it does hold when X 1 is a product S × Y for Y any n-dimensional k-variety, and σ 1 is a constant section. This suffices for the applications we have in mind.
Therefore let us fix S a quasi-compact and quasi-separated scheme of finite type over k, and let Y be a smooth n-dimensional variety over k, with y ∈ Y some fixed point. Then we can form a pointed n-dimensional family π 1 : S × Y ⇄ S : σ 1 , where π 1 is the first projection, and σ 1 = id S ×i y is induced by the inclusion of the point y in Y . LetŶ . .= Y ∧ y denote the completion of Y at the point y, and note
Proposition 4.2 (Relative Artin Approximation). Let (π 2 : X 2 ⇄ S : σ 2 ) be any pointed n-dimensional family, and suppose that we have an isomorphismα :
∧ x2(S) preserving both the projections to S and the embeddings of S:
Then there exists some affineétale neighbourhood (U, u) φ − → (Y, y) that gives a strict commonétale neighbourhood of the S-families of n-dimensional varieties as follows:
where V ⊂ S × U is a Zariski open subset containing S × {u}, φ S is the restriction of id S ×φ to V , and the section τ : S ֒→ V is induced by the inclusion i u of the point u in U .
Furthermore, this commonétale neighbourhood can be chosen such that when we take completions along the closed embeddings of S,
The proof is very similar to the original proof of Theorem 4.1 in [Art69] ; however we will give the generalisation explicitly below, in particular to demonstrate the equality (1), which is only implicit in [Art69] . Both theorems rely on the notion of a functor locally of finite presentation, which we introduce now. Definition 4.3. Let Y be a scheme of finite type over k. A functor
is said to be locally of finite presentation if it preserves filtered colimits of affine schemes over Y . That is, if I is a filtered index category and {Y i } i∈I is a family of affine schemes over Y , then
The following proposition gives a useful class of functors which are locally of finite presentation:
be a diagram of schemes over X such that Z is quasi-compact and quasi-separated, and Y i are of finite presentation over Z (i = 1, 2). Let Hom Z (Y 1 , Y 2 ) denote the functor:
This functor is locally of finite presentation.
The following proposition illustrates the usefulness of functors locally of finite presentation. op → Set be a contravariant functor locally of finite presentation, and assume we haveξ ∈ F (Ŷ ). Then for any natural number c, there exists anétale neighbourhood (U, u) of y in Y , and an element ξ ′ ∈ F (U ) such that
Here the congruence (2) in interpreted as follows: since U is anétale neighbourhood of Y , we have a canonical morphism
inducing a function
and the content of (2) is that the images of ξ ′ andξ agree after applying the canonical function Proof of Proposition 4.2. Recalling the notation from the statement of the Proposition, we define a functor
Note that
Therefore, applying Proposition 4.4 to the diagram
we conclude that F is locally of finite presentation. In particular, F (Ŷ ) = Hom S (S ×Ŷ , X 2 ), and we have an elementξ ∈ F (Ŷ ) given by the composition:
Now we apply Proposition 4.5 and conclude that there exists anétale neighbourhood φ : (U, u) → (Y, y) and an element ξ ′ ∈ F (U ) approximatingξ modulo m 2 y , where m y is the maximal ideal in O Y,y . The element ξ ′ corresponds to a diagram of S-schemes:
− → X 2 because it agrees with the isomorphismα on the second formal neighbourhood. Therefore, for each s ∈ S, ξ ′ induces an isomorphism (S × U )( s,u) s,u) ) , and so ξ ′ must beétale in some neighbourhood of (s, u), since ξ ′ is locally of finite presentation.
Having fixed such a neighbourhood V , we have a candidate for the left side of the diagram (2.5) immediately:
Indeed, it is clear that φ S isétale and respects the sections and the projections. To complete the right side of the diagram, it remains to show that the restriction ψ S of ξ ′ to V commutes with the sections, i.e.
Observe first that since (U, u) is anétale neighbourhood of (Y, y) we have a canonical morphism ǫ U :Ŷ → U . Moreover, the fact that ξ ′ ≡ξ (mod m 2 ) amounts to the commutativity of the following diagram:
Now the result follows easily, once we note that the inclusion i u : pt ֒→ U factors through the inclusion of the point y in its second infinitesimal neighbourhood Y (2) y and its formal neighbourhoodŶ via the map ǫ U . Indeed, we have
Finally, we have to check thatψ S •φ
For this, we again use the compatibility of ξ ′ and α, which tells us that the following two compositions are equal:
Taking completions along S, we obtain
This completes the proof, becauseǫ U =φ −1 .
We shall need this theorem in the following two instances:
Corollary 4.6.
(1) Suppose we have an automorphism of S ×Â n over S which does not necessarily preserve the sectionẑ:
Then it can be lifted to a commonétale neighbourhood
(2) Suppose we have an automorphism of S ×Â n preserving the sectionẑ:
It can be lifted to a commonétale neighbourhood as above which is also strict.
Proof. To prove the first part, we apply Proposition 4.2 to the following diagram: To prove the second part, notice that the additional assumption thatα preserves the section is equivalent to the statement that z 2 = z. It follows that the commoń etale neighbourhood is strict, as required.
Applying Propositions 4.4 and 4.5, we can also prove the following useful results:
Lemma 4.7. Every commonétale neighbourhood of the trivial pointed family over S is equivalent to a split commonétale neighbourhood.
Proof. Let ρ : V ⇄ S : τ be a pointed n-dimensional family withétale maps φ, ψ : V /S → (S × A n )/S giving a commonétale neighbourhood. Using standard results on standard smooth andétale n-dimensional morphisms (see for example [Mil80] 3.14), we can show that for every s ∈ S there is a Zariski open neighbourhood T of s in S, and an open neighbourhood U of τ (s) ∈ ρ −1 (T ) such that we have a commutative diagram as follows:
The same arguments used in the proof of Theorem 4.2 show that we can liftλ −1 : T ×Â n → U : that is, we can find (W, w)étale over (A n , 0) and
is a split commonétale neighbourhood, similar to the restriction of (V, φ, ψ) to T . Lemma 4.8. Let (y, Y ) be a pointed n-dimensional variety, and π : X ⇄ S : σ be a pointed n-dimensional family over S. Suppose that we have two morphisms φ, ψ : Y × S → X compatible with the projections, and compatible with the sections on S red , such thatφ =ψ :
In particular, the liftings provided by Corollary 4.6 are unique up to equivalence.
Proof. We apply Proposition 4.4 to the diagram
and obtain that the functor 
Since F is locally of finite presentation, Theorem 4.1 applies, and we obtain ań etale neighbourhood f X : (U, u) → (Y, y) and an element ξ ′ ∈ F (U ) which agrees withξ modulo m 2 y . Now we remark that for any Y -scheme f : T → Y , F (T ) is non-empty if and only if φ • (f, id S ) = ψ • (f, id S ) (and moreover, in that case F (T ) consists of a single point).
Indeed,
is given by three maps
This α is an element of F (T ) if and only if it is compatible with the maps
, or equivalently if and only if
Therefore, the only possible candidate for an element of F (T ) corresponds to the triple (pr T S T , (f, id S ), (f, id S )), which only gives a map α in the case that the equations (3) are satisfied. This amounts exactly to the condition
It follows that the existence of ξ ′ ∈ F (U ) means that f : U → T gives the desired etale neighbourhood.
Combining Corollary 4.6 and Lemmas 4.7 and 4.8, we obtain Proposition 4.9. For any base-scheme S, the group homomorphisms F S and F ′ S of Propositions 3.2 and 3.3 are bijective.
Proof. Corollary 4.6 shows that the homomorphisms are surjective. Lemma 4.8 implies that the homomorphisms are injective when restricted to the set of automorphisms represented by split commonétale neighbourhoods. By Lemma 4.7, this implies that they are injective.
It follows that F and F ′ give equivalences of prestacks, and using the uniqueness of stackification, we obtain the following: Theorem 4.10. We have isomorphisms of stacks:
Universal modules
In this section, we consider quasi-coherent sheaves on the stack M n ; we will see that they are equivalent to universal D-modules of dimension n. Similarly, we will see that quasi-coherent sheaves on the stack M pt n are just universal O-modules. Let us begin by recalling the definitions of universal modules, given by Beilinson and Drinfeld (see [BD04] 2.9.9).
Definition 5.1. A universal O-module U in dimension n consists of the following data:
(1) For each smooth family X π − → S of relative dimension n, we have an O Xmodule U(X → S).
(2) For each fibrewiseétale morphism f = (f X , f S ) : (X ′ /S ′ ) → (X/S) of smooth n-dimensional families, we have an isomorphism
of O X ′ -modules. These isomorphisms are required to be compatible with composition in the following sense. Suppose we are given three smooth n-dimensional families with fibrewisé etale morphisms between them:
We require the following diagram of isomorphisms to commute:
Since we work in the (∞, 1)-categorical setting, this amounts to specifying a natural isomorphism
indexed by n-dimensional families, compatible with the structure isomorphisms. That is, for any fibrewiseétale morphism f = (f X , f S ) : (X ′ /S ′ ) → (X/S), the following diagram should commute:
In this way we obtain a category U n of universal O-modules of dimension n. Similarly, we can define the category U D n of universal D-modules of dimension n: Definition 5.2. A universal D-module of dimension n is a rule V which assigns:
(1) to each smooth X → S of relative dimension n a (left)
compatible with composition.
Let us be a little more precise. The category D(X/S) is (by definition) the (∞, 1)-category of quasi-coherent sheaves on (X/S) dR , where (X/S) dR is the following fibre-product:
(Recall that to any prestack Y we associate its de Rham prestack Y dR :
Then we define the category of left D-modules on Y to be the (∞, 1)-category QCoh (Y dR ). The forgetful functor from D-modules to O-modules is given by pullback along the natural map p dR,Y : Y → Y dR . See [GR] for more details, as well as the full definition in the derived setting.) This means that the object V(X → S) is given by a collection of objects V(X → S) T →(X/S) dR ∈ QCoh (T ) indexed by affine schemes T and morphisms T → (X/S) dR , along with isomorphisms describing compatibility with pullbacks and higher coherence data.
If we have a fibrewiseétale morphism of n-dimensional families
Then the compatibility isomorphism f associated to V is an isomorphism between f * X/S (V(X → S)) and
Notation 5.3. We will always use the subscript • X/S to denote the morphism of relative de Rham prestacks induced by a fibrewiseétale morphism between two smooth families, even when neither of the smooth families involved is actually denoted by X/S.
Lemma 5.4. The category of universal D-modules of dimension n is equivalent to the category of quasi-coherent sheaves on M n .
Proof. Recall that it suffices to show that QCoh M n ≃ U D n . The idea behind the proof is quite simple, but there are many technical details to be checked. We proceed by defining functors in both directions and checking that they are quasiinverse to each other.
First we define the functor θ : U n → QCoh M n . Given a universal D-module V, we wish to define a quasi-coherent sheaf θ(V) on M n . That is, given any S and any morphism (π, σ) : S → M n representing a pointed n-dimensional family (π : X ⇄ S : σ), we need to define a quasi-coherent sheaf θ(V) X⇄S on S. We have V(X → S) ∈ QCoh ((X/S) dR ), and σ : S → X induces a section σ : S → (X/S) dR , so we simply set
Next we need to define the compatibility isomorphisms. Suppose we have a commutative diagram in PreStk of schemes mapping to M n :
We need to specify an isomorphism
it arises naturally from the universality of V. Indeed, from the definition of V we have isomorphisms
Note that φ X/S • τ = σ 1 and ψ X/S • τ = α * σ 2 , so that
We also have an isomorphism
pulling back by α * σ 2 and composing with the isomorphism (4) gives an isomorphism
as required. Let us now check that θ(V)(α, V α ) is independent of the choice of commonétale neighbourhood taken to represent the isomorphism between (X 1 ⇄ S 1 ) and (
as morphisms of quasi-coherent sheaves on S. It is enough to show that they agree on an open cover of S, and hence we can assume that (V α , φ α , ψ α ) and (V In this case, using the compatibility of (•) with respect to composition, we have
and so the assignment α V → θ(V)(α, V α ) is well-defined with respect to the equivalence relation on commonétale neighbourhoods. One can also check that the θ(V)(α, V α ) are compatible under composition, and hence θ(V) is indeed an object of QCoh M n . See Appendix A for the details of the proof.
The definition of θ on morphisms is straightforward: given a morphism
Now we will construct the quasi-inverse functor
Let M ∈ QCoh M n , and let X → S be smooth of relative dimension n.
We need to define an object Ψ(M )(X → S) ∈ QCoh ((X/S) dR ). More precisely, for any T → (X/S) dR , we need to define Ψ(M )(X → S) T →(X/S) dR together with isomorphisms describing the compatibility with pullbacks. By definition of (X/S) dR , a morphism T → (X/S) dR is given by a pair of morphisms (g, h) as in the following commutative diagram:
To define an object of QCoh (T ) using M , we need an object of M n (T ), i.e. a pointed n-dimensional family over T . An obvious candidate is T × S X, which is smooth of dimension n over T . To define a section, note that we can define σ
Then we have the following commutative diagram:
where formal smoothness of T × S X → T allows us to lift σ • to a section σ. This gives us an object of M n (T ).
Of course, σ is not unique, but any other choice σ ′ of lifting will yield an object of M n (T ) canonically isomorphic to the original one. Indeed, we have the following commonétale neighbourhood:
Hence up to a canonical isomorphism, we obtain M T ×SX⇄T ∈ QCoh (T ), and we define
To complete the construction of Ψ(M )(X → S) ∈ QCoh ((X/S) dR ), we need to specify the compatibilities under pullback. Assume we have a commutative diagram in PreStk:
To do this, it suffices to show that the following diagram commutes canonically in PreStk:
i.e. to exhibit a canonical (up to equivalence) commonétale neighbourhood between T 1 × S X ⇄ T 1 and T 1 × T2 (T 2 × S X) ⇄ T 1 . The obvious candidate is where the morphism T → (X/S) dR corresponds to the pair (f X • g, f S • h). So we can rewrite (5) as
To define such an isomorphism, it suffices to exhibit an isomorphism of the corresponding objects in M n (T ), i.e. an unpointed commonétale neighbourhood between (T × S ′ X ′ ⇄ T ) and (T × S X ⇄ T ). We can take the following representative:
The reduced commutativity of the right side of the diagram follows from noting that σ • ι T = (ι T , f X • g) while σ ′ • ι T = (ι T , g). These isomorphisms are clearly compatible with pullback along maps T ′ → T , and hence give the desired isomorphism
Indeed, this compatibility with pullbacks amounts to the commutativity of the following diagram:
In turn, the maps f are themselves compatible with composition: this amounts to the fact that given any two fibrewiseétale morphisms X ′′ /S ′′ → X ′ /S ′ → X/S and any T → (X ′′ /S ′′ ) dR , we have
where T × S ′′ X ′′ represents a morphism from T × S ′′ X ′′ /T to T × S ′ X ′ /T in the first instance and from T × S ′′ X ′′ to T × S X in the second, and T × S ′ X ′ represents a morpism from T × S ′ X ′ /T to T × S X/T . We conclude that Ψ(M ) is indeed a universal D-module.
The definition of Ψ on morphisms of QCoh M n is clear: a morphism F : M → N of quasi-coherent sheaves on M n amounts to a compatible family of morphisms where σ is a section T → T × S X such that σ • ι T = (id T , g). Notice that f . .= (pr X , h) gives a fibrewiseétale map (T × S X)/T → (X/S), so that we have f : f * X/S V(X → S) ∼ −→ V(T × S X → T ). Finally, unwinding the definitions of f X/S and σ shows that f X/S • σ : T → (X/S) dR agrees with (g, h); hence we have σ * (V(T × S X → T )) ≃ σ * f * X/S V(X → S) ≃ V(X → S) T →(X/S) dR as required. These isomorphisms gives the desired natural isomorphisms between Ψ • θ and Id U D n . The proof is complete.
We have an analogous result in the case of universal O modules:
Lemma 5.5. The category U n of universal O-modules of dimension n is equivalent to the category QCoh M pt n and hence to the category QCoh (M pt n ).
Proof. The idea behind the proof is similar to the case of universal D modules: we proceed by defining functors in both directions and checking that they are quasiinverse to each other. In brief, we have θ : U n → QCoh M pt n (6) U → ((π : X ⇄ S : σ) → σ * (U(X → S)))
We leave the details to the reader-the definitions and arguments are along the same lines as those used in the proof of Lemma 5.4, but simpler. which is, by definition, θ(V)(α, V ) • α * θ(V)(β, W β ), as required.
