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Abstract
In the max algebra system, the eigenequation for an n× n irreducible nonnegative matrix
A = [aij ] is A⊗ x = µ(A)x. Here (A⊗ x)i = maxj aij xj and µ(A) is the maximum circuit
geometric mean. The complexity of the power method given in [L. Elsner, P. van den Dries-
sche, Linear Algebra Appl., to appear] to compute µ(A) and x is considered. Under some
assumptions on the critical matrix, it is shown that the algorithm may have time complexity
O(n4). A modified power method, based on Karp’s formula, is presented. For this new al-
gorithm, with no assumptions on the critical matrix, µ(A) and x can be computed in O(n3)
time. Furthermore, this algorithm can be used to compute all linearly independent eigenvectors
corresponding to µ(A). © 2001 Elsevier Science Inc. All rights reserved.
1. Introduction
In [5], a power method algorithm is given to compute the eigenvalue µ(A) and
eigenvector x of an n× n irreducible nonnegative matrix A = [aij ] in the max alge-
bra system. The eigenequation of this system is A⊗ x = µ(A)x, where (A⊗ x)i =
maxj aij xj for i = 1, . . . , n. Letting G(A) be the directed graph corresponding to
A, i.e., G(A) = (V ,E), where V = {1, . . . , n} and E = {(i, j) : aij > 0}, the eigen-
value µ(A) is the maximum circuit geometric mean in G(A). Our aim here is to find
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the complexity of the power method given in [5] and to present a modified algorithm,
based on Karp’s formula, that is in general more efficient.
Following the notation in [1,5], the critical matrix AC = [aCij ] is formed from the
principal submatrix of A on rows and columns containing a critical circuit (i.e., a
circuit with product equal to µ(A)) by setting aCij = aij if (i, j) lies on a critical cir-
cuit, and aCij = 0 elsewhere. Vertices on a critical circuit are called critical vertices.
The critical graph G(AC) has vertex set V C = {critical vertices}; thus V C ⊆ V .
In the max algebra, (A⊗ B)ik = maxj aij bjk for compatible matrices A,B; the
notation A2⊗ means A⊗A and similarly for higher powers. An identity matrix is
denoted by I, a matrix with every entry 1 by J, and a vector with every entry 1 by
e, thus J = eeT; dimensions are specified by subscripts when necessary. Inequalities
are componentwise, thus A  Jn means that aij  1 for all i, j = 1, . . . , n.
In Section 2, we consider the power method algorithm given in [5, Algorithm
3.4]. We assume that V = V C and that AC is the direct sum of primitive matrices.
Recall that matrix B  0 is primitive if Bh > 0 for some integer h. Under these
assumptions, we show that A∞ := limk→∞Ak⊗/(µ(A))k = Ap⊗/(µ(A))p, where a
bound for p depends only on the structure of AC, and p  n2. When A is scaled so
that µ(A) = 1 and A  Jn, then we give the entries of A∞. Even under the above
assumptions on A, the power method may have the time complexity O(n4).
In Section 3, we give a modified power method (Algorithm 3.4) that follows in
spirit Karp’s formula [8] for µ(A). With this algorithm, which assumes only that A
is nonnegative and irreducible, µ(A) and an eigenvector can be computed in O(n3)
time. We conclude by showing, in Section 4, that if G(AC) has r strongly connected
components, then Algorithm 3.4 can be used to compute the r linearly independent
eigenvectors corresponding to µ(A).
2. A bound for the power method
In [5, Theorem 2.2], we used tools from nonnegative matrix theory to prove that if
AC is the direct sum of primitive matrices, then limk→∞Ak⊗/µ(A)k, denoted by A∞,
exists, and Ak⊗ = µ(A)kA∞ for k large enough. This led to a power method algo-
rithm for finding µ(A) and an eigenvector. This algorithm is based on the following
result, see [5, Theorem 3.3].
Theorem 2.1. Let A  0 be irreducible, and consider the sequence x(t + 1) = A⊗
x(t), t = 0, . . . , where x(0) > 0 is given. If the critical matrix AC is the direct sum
of primitive matrices, then x(t) is an eigenvector of A for some finite t0 (and hence
for all t  t0).
In [5], we left unresolved the question of a bound for t0, which is equivalent
to the number of steps in the algorithm (Algorithm 3.4 in [5]). The condition for
convergence of the powers Ak⊗ given above is well known in the max plus-alge-
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bra (see, e.g. [1, Section 3.7.4]). But as noted there, the convergence can be very
slow.
Example 2.2 (cf. [1, Example 3.110]). Let
A =
[
1 1
e−1 e−1/m
]
,
where m is a large positive integer. Here V = {1, 2} and V C = {1}. Only after k = m
steps
Ak⊗ = A∞ =
[
1 1
e−1 e−1
]
with µ(A) = 1. Thus an arbitrary large power is needed to give convergence, and
this power depends on the magnitude of the entry a22.
The above example shows that in order to obtain a bound on t0 that is independent
of the entries of A, we must restrict attention to the case V = V C. To obtain a bound
in this case, we introduce some needed notation.
For a connected directed graph G = (V ,E) and i, j ∈ V let d(i, j) = min{l :
there exists a path of length l from i to j }. Then
d(G) = max{d(i, j) : i, j ∈ V, i /= j }
is the diameter of G. When G consists of a single vertex, set d(G) = 0. When A
is a nonnegative primitive matrix, then the exponent of A is defined as exp(A) =
min{k : Ak > 0}. It is convenient to define exp(G) = exp(A(G)), where A(G) is
the adjacency matrix of G; see, e.g. [4, Chapter 3].
To formulate our result, we make the following assumptions on the n× n irreduc-
ible matrix A  0.
(A1) V C = V = {1, . . . , n}.
(A2) The matrix AC is the direct sum of r primitive matrices, i.e.,
AC = AC11+˙AC22+˙ · · · +˙ACrr .
Assumption (A2) leads to further notation. For r  2 the vertex set V is parti-
tioned by the matrices ACss , that is V = V1 ∪ V2 ∪ · · · ∪ Vr , where ACss = AC[Vs],
the principal submatrix of AC with rows and columns in Vs . Also |Vs | = ns with∑r
s=1 ns = n. This leads to a block decomposition A = [Ast ], s, t = 1, . . . , r , of A.
For each such block, let Ast  bsteseTt with bst minimal.
Assume now that A is scaled so that µ(A) = 1 and A  Jn. Then bss = 1 and
bst  1 for s /= t . Define the r × r matrix B by B = [bst ] and
B∞ = lim
k→∞B
k⊗ = Bq⊗ = [βst ] (2.1)
with βss = 1. The existence of this limit is ensured by the result of Lemma 2.1 in [5],
and q  r − 1 since any path of length r must contain a cycle, and all cycles have
weight1.
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For each matrix ACss , let Gs = G(ACss), with ds = d(Gs) and σs = exp(Gs) for
s = 1, . . . , r . Finally we define
p = r − 1 +
r∑
h=1
dh + max{σh − dh : dh  2}. (2.2)
The existence of A∞ := limk→∞Ak⊗/µ(A)k = Aw⊗/µ(A)w for some w is in
Theorem 2.2 of [5] under Assumption (A2). Under the additional assumption (A1),
the following result shows that p is an upper bound on w. Note that the value of the
bound p depends only on the structure of AC.
Theorem 2.3. Let A  0 be an n× n irreducible matrix satisfying assumptions
(A1) and (A2) with block decomposition A = [Ast ] for s, t = 1, . . . , r . Then A∞ :=
limk→∞ Ak⊗/µ(A)k = Ap⊗/µ(A)p, where p is given by (2.2).
If, in addition, A is scaled to have µ(A) = 1 and A  Jn, then
A∞ = [βsteseTt ], (2.3)
where for s, t = 1, . . . , r the numbers βst are defined by (2.1).
Proof. Assume that µ(A) = 1 and A  Jn. Observe that in this case AC is a (0,1)-
matrix. To find the entries of A∞, we show that
(i) Al⊗  [βsteseTt ] for all l,
(ii) Al⊗  [βsteseTt ] for all l  p.
Then (i) and (ii) together imply, under these assumptions that Ap⊗ = A∞ =
[βsteseTt ], as required in (2.3). For a general A, a scaling can be applied to give
µ(A) = 1. A diagonal similarity can then be applied to achieve A  Jn; see, e.g.
[6], or the similarity displayed in our Algorithm 3.4 in Section 3.
To prove (i), let C = [cij ] = Al⊗ for a given l. We need to show that cij  βst for
any pair i ∈ Vs, j ∈ Vt . For such a pair, cij =∏l−1g=0 aigig+1 with i0 = i, il = j for
a suitable sequence i0, . . . , il . Let ig ∈ Vyg , g = 0, . . . , l. Then cij 
∏l−1
g=0 bygyg+1 ,
implying cij  βst , by the definition of βst in (2.1) and by the fact that the powers
of B form a monotonically increasing sequence. This proves (i).
For given i ∈ Vs, j ∈ Vt we prove (ii) by constructing a path in A from i to j of
length p with path product βst in the following way. In the construction we twice use
the following simple observation. Given any two vertices a, b ∈ Vs and any number
l  σs , we find a path within ACss of length l connecting a to b.
For s = t , as p  σs , such a path of length p exists. Its path product is 1, be-
cause all nonzero entries in ACss are 1 and 1 = βss . For r  2, if s /= t , let βst =
bs0s1bs1s2 · · · bsvsv+1 , where s0 = s, sv+1 = t . The length of this path in B is v +
1, hence v + 1  q  r − 1. Each term is of the form bsgsg+1 = amgm˜g+1 , for g =
0, . . . , v, where mg ∈ Vsg and m˜g+1 ∈ Vsg+1 . In addition set m˜0 = i,mv+1 = j . The
path connects the following vertices in V: i = m˜0 → m0 → m˜1 → m1 → · · · →
mv → m˜v+1 → mv+1 = j . Here each pair (m˜g,mg) for g = 0, . . . , v + 1 can be
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connected within ACsgsg by a path of length  dsg (it is possible that m˜g = mg,
so there is no connection necessary), while (mg, m˜g+1) is an edge in G(A). This
path has path product βst and length pˆ  r − 1 +∑rh=1 dh  p. We need to ex-
tend the length of this path to p. If on this path at least one dh = 0, then we can
use this diagonal entry with weight one to extend the path to any length without
changing the path product. If on the path all dh  1, then we extend the length of
the path in the first block ACss . Let p˜ be the length of the path from m0 to j, thus
p˜  r − 1 +∑rh=1 dh − ds. Note that p − p˜  max{σh − dh : dh  1} + ds  σs .
By the observation above we find a path of length p − p˜ in ACss from i to m0. Adding
the path above with length p˜ from m0 to j gives the required path from i to j of length
p and product βst . This path can be extended in the same way to any length  p.
If dh = 1 then σh = 1, thus we can in (2.2) restrict the max to those blocks with
dh  2. This completes the proof of (ii). 
We now consider some special cases.
Corollary 2.4. Let A satisfy all the assumptions of Theorem 2.3, and in addition as-
sume that ACss = eseTs for all s = 1, . . . , r . Then A∞ = Ap⊗ with p  r − 1 + p1 
n− 1, where p1 is the number of blocks that have ns  2.
Proof. If all ACss = eseTs , then ds = 1 if ns  2, ds = 0 if ns = 1, and all σs = 1.
Thus from (2.2),p  r − 1 + p1. This bound is always n− 1, since the case when
r = n, p1 = 0 gives the maximum value of r − 1 + p1. Theorem 2.3 now gives the
result. 
In particular, if ns = 1 for all s, then r = n and Corollary 2.4 gives p  n− 1.
This bound n− 1 is tight for A tridiagonal with aii = 1, aij = a < 1 for |i − j | = 1
and aij = 0 otherwise. The bound in Corollary 2.4 can also be tight when ns  2, as
the following example shows.
Example 2.5. Let
A =


1 1 a 0
1 1 0 0
a 0 1 1
0 0 1 1

 ,
with a < 1. Then A2⊗ /= A∞, A3⊗ = A∞, and Corollary 2.4 gives p  3.
Corollary 2.6. Let A satisfy the assumptions (A1) and (A2) of Theorem 2.3 and
µ(A) = 1. Then A∞ = Ap⊗, where p  n2 − 1.
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Proof. From Theorem 2.3 and (2.2), p  n− 1 + n+ (n2 − 2n+ 2)− 2 = n2 −
1, since r  n,
∑r
h=1 dh  n, and n2 − 2n+ 2 is Wielandt’s bound for the exponent;
see e.g. [4, Theorem 3.5.6]. 
Thus, in the case when A has maximum exponent (i.e., AC is a Wielandt matrix),
O(n2) steps may be needed to compute A∞. Accordingly the power method may
need O(n2) matrix–vector multiplications. Thus the time for the power method dis-
cussed in [3] or [5] may be O(n4). In Section 3, we give a modified power method,
that is one order better, and is independent of the structure of AC.
We conclude this section by noting that if the assumption (A2) is dropped, then
the convergence of the powers of A is not guaranteed. In general, we have only
AC = AC11+˙AC22+˙ · · · +˙ACrr ,
with each ACii irreducible with index of imprimitivity si . As shown in [5, Theorem
2.3], there is periodic behaviour with period d = l.c.m.(s1, . . . , sr ), and (Ad⊗)C is
equal to the direct sum of
∑r
i=1 si primitive matrices. If V = V C, then Theorem 2.3
can be applied to Ad⊗ to give a bound on the number of steps of the power method
given in Algorithm 3.4 in [5].
3. A modified power method
We begin by proving a generalization of Karp’s formula (see [1, Theorem 2.19;
8]) for µ(A).
Theorem 3.1. Let A  0 be an n× n irreducible matrix and x0  0, x0 /= 0 be
an n-vector. Define xi = A⊗ xi−1, i = 1, . . . , n, with xi = [x1i, . . . , xni ]T for i =
0, . . . , n. Then the eigenvalue µ(A) is given by
µ(A) = max
i=1,...,n mink=0,...,n−1
(
xin
xik
)1/(n−k)
. (3.1)
Proof. If A is replaced by tA, then both sides of (3.1) are multiplied by t. Thus we
can assume that µ(A) = 1. Every entry in An⊗ is a product of n entries of A, and must
therefore contain a cycle (which has product of at most one) with remaining terms
that are not greater than a term in a previous power. Hence
I ⊕ A⊕ A2⊗ ⊕ · · · ⊕ An−1⊗  An⊗. (3.2)
Notice that (3.2) also holds for µ(A)  1. Let ui be the n-vector with 1 in position i
and 0 everywhere else. Then from (3.2)
uTi ⊗ (I ⊕ A⊕A2⊗ ⊕ · · · ⊕ An−1⊗ )⊗ x0  uTi ⊗ An⊗ ⊗ x0,
equivalently
max
k=0,...,n−1 xik  xin.
L. Elsner, P. van den Driessche / Linear Algebra and its Applications 332–334 (2001) 3–13 9
As A is irreducible the left-hand side is positive, hence
xin
maxk=0,...,n−1 xik
= min
k=0,...,n−1
xin
xik
 1.
So we have shown that in (3.1) the inequality  holds.
For equality, we need to show that there exists i such that xin = max{xik : k =
0, . . . , n − 1}. Assume that no such i exists, that is
xin < max
k=0,...,n−1 xik
for all i, equivalently
xn < x0 ⊕ x1 ⊕ · · · ⊕ xn−1.
Using the definitions of xi , this is
An⊗ ⊗ x0 < (I ⊕ A⊕ A2⊗ ⊕ · · · ⊕ An−1⊗ )⊗ x0,
and multiplying both sides from the left by yT, where yT ⊗A = yT, leads to a
contradiction. 
Note that in computing µ(A) by (3.1), 0/0 must be regarded as 0. Observe that
we have used the irreducibility of A only to ensure the positivity of maxk xik. This
holds also in the reducible case if we assume that x0 > 0. Hence Theorem 3.1 also
holds in the general case, if we require x0 to be positive. Note that if x0 = uj , then
the formula (3.1) reduces to Karp’s formula. For x0 = e and A replaced by AT, (3.1)
can be found also in [10, Theorem 4; 11], where no irreducibility is required.
To find an eigenvector, we introduce some notation, see [1, Section 1.2.1]. Let A
be an n× n nonnegative matrix with µ(A)  1. Define
A+ = A⊕ A2⊗ ⊕ · · · ⊕An⊗,
A∗ = I ⊕ A⊕ A2⊗ ⊕ · · · ⊕ An−1⊗ .
Then A⊗ A∗ = A+ and by (3.2) An⊗  A∗, which implies that
I ⊕ A⊗ A∗ = A∗ (3.3)
and A+  A∗. These relations are used in the following lemma.
Lemma 3.2. LetA  0 be irreducible with µ(A)  1, x  0, x /= 0, and z = A∗ ⊗
x. Then z > 0. If D = diag(zi), then D−1AD  Jn, i.e., each entry has magnitude
less than or equal to 1.
Proof. z > 0 follows from the irreducibility of A. Also
A⊗ z = A⊗A∗ ⊗ x = A+ ⊗ x  A∗ ⊗ x = z.
This inequality means that aikzk  zi for all i, k; that is aikzk/zi  1. 
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The following result is proved in the max-plus algebra in [1, Theorem 3.17], so
we omit the simple proof.
Lemma 3.3. Let A  0 be irreducible with µ(A)  1, and x  0. Then a solution
of
y = A⊗ y ⊕ x
is given by y = A∗ ⊗ x. If µ(A) < 1, then this solution is unique.
We now give the steps of an algorithm to compute µ(A) and an eigenvector,
followed by a theorem that proves the validity of the algorithm and shows that it
stops in O(n3) time.
Algorithm 3.4. For A  0 an n× n irreducible matrix and x0  0, x0 /= 0, follow
the Steps 1–6 below.
1. Calculate xi = A⊗ xi−1 for i = 1, . . . , n.
2. Denoting xk = [x1k, . . . , xnk]T, find
µ(A) = max
i=1,...,n mink=0,...,n−1
(
xin
xik
)1/(n−k)
.
3. Calculate
y = x0 ⊕ 1
µ(A)
x1 ⊕ · · · ⊕ 1
µ(A)n−1
xn−1.
If A⊗ y = µ(A)y, then set x = y, otherwise proceed further.
4. Form A˜ = 1/µ(A)D−1y ADy , where Dy = diag(yi).
5. Find a principal submatrix of A˜, which by a permutation can be A˜11 of dimension
t × t , such that A˜11 ⊗ et = et , t < n. Hence (by permutation, if necessary)
A˜ =
[
A˜11 A˜12
A˜21 A˜22
]
,
where A˜21 is (n− t)× t .
6. Form the (n− t)-vector z0 = A˜21 ⊗ et and calculate
zi = zi−1 ⊕ A˜22 ⊗ zi−1, i = 1, . . . , n− t − 1.
Set z = zn−t−1 and form x = Dy
[
et
z
]
.
Remark. Step 5 can be achieved by a simple algorithm. Let I0 = {1, . . . , n} and for
v  1, Iv = {i ∈ Iv−1 : (A˜[Iv−1] ⊗ e)i = 1}. If Iv = Iv+1, then stop and set A˜11 =
A˜[Iv]. Since Iv ⊇ Iv+1, and all Iv contain a critical circuit, this algorithm stops after
at most n− 1 steps. This algorithm produces the largest t at Step 5.
Theorem 3.5. LetA  0 be an n× n irreducible matrix. Thenµ(A) and x produced
by Algorithm 3.4 satisfy A⊗ x = µ(A)x.
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Proof. The fact thatµ(A) as produced by Steps 1 and 2 is an eigenvalue of A follows
from Theorem 3.1. Since A is irreducible, the vector y computed in Step 3 is positive.
By Lemma 3.2 applied to the matrix A/µ(A) and x = x0, every entry of A˜ is less
than or equal to 1. Also µ(A˜) = 1. The vector z calculated in Step 6 is z = A˜∗22 ⊗
A˜21 ⊗ et , hence it satisfies (by Lemma 3.3) the equation z = A˜21 ⊗ et ⊕ A˜22 ⊗ z.
Also A˜11 ⊗ et ⊕ A˜12 ⊗ z = et , which gives
A˜⊗
[
et
z
]
=
[
et
z
]
.
It follows that A⊗ x = µ(A)x. 
The time complexity of Algorithm 3.4 is O(n3), or more exactly O(nm), where m
is the number of nonzero entries of A. Here Steps 1 and 6 need at most nm operations
each, while Steps 2–5 each take O(n2) operations. This algorithm is thus an order
of magnitude better than the worst case of the power method analyzed in Section 2.
Also note that Algorithm 3.4 is valid for any nonnegative irreducible matrix, whereas
Theorem 2.3 requires the additional assumptions (A1) and (A2). In fact under the
assumption (A1), namely V = V C, Algorithm 3.4 stops after Step 3. The difference
between the two algorithms is illustrated by the following example.
Example 3.6. Let
A =


a a 1 1
1 a a a
a 1 a a
a a 1 a


with a < 1. Then AC is a Wielandt matrix with n = 4, satisfying (A1) and (A2)
with r = 1. As predicted in Section 2, since exp(AC) = 10, it takes 10 steps to com-
puteA10⊗ ⊗ x0 = A∞ ⊗ x0 when x0 = [0, 0, 0, 1]T. Applying Algorithm 3.4 with the
same initial vector x0, gives x1 = [1, a, a, a]T, x2 = [a, 1, a, a]T, x3 = [a, a, 1, a]T,
and y = [1, 1, 1, 1]T in Step 3, which is an eigenvector. Thus, only three matrix–
vector multiplications are required.
4. Finding all eigenvectors
IfG(AC) has r  2 strongly connected components, then A has r linearly indepen-
dent eigenvectors corresponding to µ(A), see, e.g.[2, Theorem 5]. A set of vectors is
linearly independent (in the max algebra) if no vector is a nonnegative linear combi-
nation of the others. We show in the following that by starting with different choices
of A˜11 in Step 5 of Algorithm 3.4, r linearly independent eigenvectors are computed.
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It suffices to consider only the algorithm starting from Step 5, so we may assume
that A = A˜, µ(A) = 1 and A  Jn.
Theorem 4.1. Let A  0 be an n× n irreducible matrix with µ(A) = 1, A  Jn,
and its critical matrix
AC = AC11+˙AC22+˙ · · · +˙ACrr , (4.1)
with each ACii irreducible. If in Step 5 of Algorithm 3.4, A11 is taken as A[Vs] for
s = 1, . . . , r, then the algorithm yields r linearly independent eigenvectors of A.
Each eigenvector computed in this way is a column of A∗ and A+.
Proof. We start from Step 5 of Algorithm 3.4 with
A =
[
A11 A12
A21 A22
]
,
where we take A11 = A[Vs]. Note that A11 ⊗ et = et , where t = |Vs |. It is easy to
see by using A  Jn that in A∗ the left-upper block is Jt . Hence
A∗ =
[
Jt X
Z Y
]
,
where X,Y,Z have all entries  1. From (3.3) for the (2,1)-block
Z = A21 ⊗ Jt ⊕ A22 ⊗ Z,
since I does not contribute to this block. Each column z of Z satisfies the same
equation z = A21 ⊗ et ⊕ A22 ⊗ z. If µ(A22) < 1, then by Lemma 3.3 the solution
is unique, and hence coincides with the solution z = A22 ⊗ A21 ⊗ et computed by
the algorithm. For µ(A22) = 1 the same result is obtained by a continuity argument.
In particular, all columns of A∗ belonging to the same Vs are identical. Thus the
eigenvector calculated is a column of A∗ belonging to a critical vertex. As this
column has diagonal entry equal to 1, it is also a column of A+. By [2, Theorem
5], the set of r eigenvectors generated in this way is linearly independent. 
We have thus shown that Algorithm 3.4 can also be used to find all eigenvectors.
The complexity of this procedure seems however not to be optimal. In addition, the
decomposition (4.1) has to be determined; for an algorithm see, e.g. [7, pp. 18–20].
An alternative to calculate the maximal set of linearly independent eigenvectors as in
Theorem 4.1 uses the Floyd–Warshall procedure, see, e.g. [7, p. 58] or [9, Theorem
1] and is of complexity O(n3). For completeness we give a short description.
For A = A0  0 with µ(A) = 1 calculate
Ak+1 = Ak ⊕ (Ak ⊗ uk+1)(uTk+1 ⊗ Ak), k = 0, . . . , n− 1. (4.2)
(Ak)ij is the maximum path product of all paths connecting i and j, where the in-
ner vertices are in {1, . . . , k}. These paths are of length  k + 1. Then obviously
An = A+, and it is clear from (4.2) that we need n3 multiplications and compari-
sons. Now if we start with a matrix A satisfying also A  Jn, then according to the
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considerations above the columns corresponding to indices i ∈ V C , characterized
by (An)ii = 1, are eigenvectors and columns corresponding to indices in the same
connected component of V C are equal. Hence by at most n2(n− 1)/2 comparisons,
the maximal number of r linearly independent eigenvectors is found.
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