In a network, a node is said to incur a delay if its encoding of each transmitted symbol involves only its received symbols obtained before the time slot in which the transmitted symbol is sent (hence the transmitted symbol sent in a time slot cannot depend on the received symbol obtained in the same time slot). A node is said to incur no delay if its received symbol obtained in a time slot is available for encoding its transmitted symbol sent in the same time slot.
I. INTRODUCTION
In a multimessage multicast network (MMN), each source sends a message and each destination wants to decode all the messages. The set of source nodes and the set of destination nodes may not be disjoint. A node in the network is said to incur a delay if its encoding of each transmitted symbol involves only its received symbols obtained before the time slot in which the transmitted symbol is sent. In constrast, a node is said to incur no delay if its received symbol obtained in a time slot is available for encoding its transmitted symbol sent in the same time slot. The discrete memoryless MMN (DM-MMN) under the classical model [1, Chapter 18 .4], which we will abbreviate as classical MMN, is characterized by one channel and every node in the network incurs a delay. On the other hand, the DM-MMN under our generalized model [2] , which we will abbreviate as generalized MMN, can be characterized by multiple channels and some nodes in the network may incur no delay. For the generalized MMN, the input symbols of each channel may consist of some symbols transmitted by the nodes as well as some symbols output from the other channels while for the classical MMN, the input symbols of the channel consist of only symbols transmitted by the nodes.
The capacity region of the generalized MMN is defined to be the set of rate tuples achievable by all feasible schemes that do not include deadlock loops, and the positive-delay region [3] is defined to be the set of rate tuples achievable by all classical schemes under the constraint that each node incurs a delay (and hence deadlock loops are automatically excluded). By this definition, the capacity region always contains the positive-delay region as a subset. In particular, the capacity region is strictly larger than the positive-delay region for the relay-without-delay channel studied by El Gamal et al. [4] , the causal relay network studied by Baik and Chung [5] and the BSC with correlated feedback studied by Fong and Yeung [3] . Therefore, we are motivated to classify the set of generalized MMNs into the following two categories:
Delay-independent MMNs whose capacity regions coincide with their positive-delay regions.
(ii) Delay-dependent MMNs whose capacity regions are strictly larger than their positive-delay regions.
For each generalized MMN in Category (i), the set of achievable rate tuples does not depend on the amount of delay incurred by each node in the network. On the other hand, for each generalized MMN in Category (ii), the set of achievable rate tuples shrinks if we impose the additional constraint that each node incurs a positive delay. It is important to decide which category a given generalized MMN belongs to because the category of the MMN affects how the delays should be handled and how the transmissions in the network should be synchronized to achieve optimal performance.
A. Main Contribution
The main contribution of this work is the identification of three classes of delay-independent MMNs and the complete characterization of their capacity regions. The first class is called the deterministic MMN dominated by product distribution. Being a subclass of MMNs consisting of deterministic channels, the deterministic MMN dominated by product distribution is a generalization of the deterministic relay network with no interference in [6] and the finite-field linear deterministic network in [7, 8] . The second class is called the MMN consisting of independent DMCs, which is a generalization of the classical MMN in [9] . The third class is called the the wireless erasure network, which is a generalization of the classical wireless erasure network in [10] . We successfully evaluate the capacity regions for the above classes of generalized MMNs and show that the capacity regions coincide with the positive-delay regions, which implies that the above classes of MMNs belong to the category of delay-independent MMNs. A natural consequence of our result is that for any generalized MMN belonging to one of the above three classes, using different methods for handling delays and synchronization in the network does not affect the capacity region.
Given a generalized MMN belonging to one of the above three classes, in order to show its delay-independence, we first evaluate an achievable rate region for the generalized MMN by utilizing the noisy network coding (NNC)
inner bound [11, Theorem 1] . The achievable rate region is contained in the positive-delay region because the NNC
III. DISCRETE MEMORYLESS MULTIMESSAGE MULTICAST NETWORK
We consider a DM-MMN that consists of N nodes. Let I {1, 2, . . . , N } be the index set of the nodes, and let V ⊆ I and D ⊆ I be the sets of sources and destinations respectively. We call (V, D) the multicast demand on the network. The sources in V transmit information to the destinations in D in n time slots (channel uses) as follows. Node i transmits message
for each i ∈ V and node j wants to decode {W i : i ∈ V} for each j ∈ D. We assume that each message W i is uniformly distributed over {1, 2, . . . , M i } and all the messages are independent. For each k ∈ {1, 2, . . . , n} and each i ∈ I, node i transmits X i,k ∈ X i and receives Y i,k ∈ Y i in the k th time slot where X i and Y i are some alphabets that depend on i. After n time slots, node j declaresŴ i,j to be the transmitted
To simplify notation, we use the following conventions for each T ⊆ I: For any random tuple
be a subtuple of (X 1 , X 2 , . . . , X N ). Similarly, for any k ∈ {1, 2, . . . , n} and any random tuple
be a subtuple of (Ŵ 1,1 ,Ŵ 1,2 , . . . ,Ŵ N,N ).
Similar to the formulation of the generalized discrete memoryless network in [2] , we formally define the generalized DM-MMN in the following six definitions.
October 24, 2014 DRAFT For any (S 1 , S 2 , . . . S α ) which is an α-partition of I, we let
for each h ∈ {1, 2, . . . , α} to facilitate discussion.
Definition 2:
The discrete network consists of N finite input sets X 1 , X 2 , . . . , X N , N finite output sets Y 1 , Y 2 , . . . , Y N and α channels characterized by conditional distributions q
, where
and
are two α-dimensional partitions of I. We call S and G the input partition and the output partition of the network respectively. The discrete network is denoted by (X I , Y I , α, S, G, q) where
The delay profile is said to be positive if its elements are all positive.
When we formally define a code on the discrete network later, a delay profile B = (b 1 , b 2 , . . . , b N ) will be associated to the code and b i represents the amount of delay incurred by node i for the code. Under the classical model, B can only be positive, meaning that the amount of delay incurred by each node is positive. In contrast, under our generalized model some elements of B can take 0 as long as deadlock loops do not occur. Therefore our model is a generalization of the classical model. The essence of the following definition is to characterize delay profiles which will not cause deadlock loops for the transmissions in the network.
Definition 4:
Let (X I , Y I , α, S, G, q) be a discrete network. For each i ∈ I, let h i and m i be the two unique integers such that i ∈ S hi and i ∈ G mi . Then, a delay profile (b 1 , b 2 , . . . , b N ) is said to be feasible for the network if the following holds for each i ∈ I:
Under the classical model, Definition 4 is trivial because any delay profile is positive and hence feasible for the network. We are ready to define codes that use the network n times as follows. 
→ X i for each i ∈ I and each k ∈ {1, 2, . . . , n}, where f i,k is the encoding function at node i in the k th time slot such that
Given a (B, n, M I )-code, it follows from Definition 5 that for each i ∈ I, node i incurs a delay if b i > 0, where b i is the amount of delay incurred by node i. If b i = 0, node i incurs no delay, i.e., for each k ∈ {1, 2, . . . , n}, node i needs to receive Y i,k before encoding X i,k . The feasibility condition of B in Definition 4 ensures that the operations of any (B, n, M I )-code are well-defined for the subsequently defined discrete memoryless network; the associated coding scheme is described after the network is defined. 
) be the collection of random variables that are generated before the k th time slot.
Then, for each k ∈ {1, 2, . . . , n} and each h ∈ {1, 2, . . . , α},
Following the notation in Definition 6, consider any (B, n, M I )-code on the DM-MMN. In the k th time slot, X I,k and Y I,k are generated in the order
by transmitting on the channels in this order q (1) , q (2) , . . . , q (α) using the (B, n, M I )-code (as prescribed in
It is shown in [2, Section IV] that the encoding of X S h ,k before the transmission on q (h) and the generation of Y G h ,k after the transmission on q (h) for each h ∈ {1, 2, . . . , α} are well-defined.
We are now ready to formally define the capacity region and the positive-delay region through the following three standard definitions.
Definition 7:
For a (B, n, M I )-code on the DM-MMN, the average probability of decoding error P n err is defined as If C = C + , the DM-MMN is said to be delay-independent. If C C + , the DM-MMN is said to be delay-dependent.
Definitions 3, 4 and 9 imply that C ⊇ C + , which implies that each DM-MMN is either delay-independent or delay-dependent.
IV. INNER AND OUTER BOUNDS FOR THE CAPACITY REGION
We start this section by stating an achievability result for classical DM-MMNs in the following theorem, which is a specialization of the main result of noisy network coding by Lim, Kim, El Gamal and Chung [11] .
Theorem 1: Let (X I , Y I , α, S, G, q) be a DM-MMN, and let
Then,
Proof: For every (classical) ((1, 1, . . . , 1), n, M I )-code, (X I , Y I , α, S, G, q) is equivalent to
) by Lemma 4 in [3] , which implies that any achievable rate region of
) lies in C + . Consequently, (4) follows from applying Theorem 1 in [11] on
Following similar procedures for proving Theorem 1 in [2] , we can prove an outer bound on C stated in the following theorem.
Theorem 2: Let (X I , Y I , α, S, G, q) be a DM-MMN, and let
Proof: Let R I be an achievable rate tuple for the DM-MMN denoted by (X I , Y I , α, S, G, q). By Definitions 8 and 9, there exists a sequence of (B, n, M I )-codes on the DM-MMN such that
for each i ∈ I. Fix any
where the last inequality follows from Fano's inequality (cf. Definition 7). Following similar procedures for proving
, we can show by using (6), (7) and (8) that there exists a joint distribution p XI ,YI which depends on the sequence of (B, n, M I )-codes but not on T such that
Since p XI ,YI depends on only the sequence of (B, n, M I )-codes but not on T , (9) holds for all T ⊆ I such that
This completes the proof.
V. CLASSES OF DELAY-INDEPENDENT MMNS
In this section, we will use our inner and outer bounds developed in the previous section to calculate the capacity regions for some classes of generalized MMNs and then show that the MMNs are delay-independent, i.e., C = C + .
In the process of calculating their capacity regions, we will use the following proposition extensively to characterize an important property of Markov chains.
Proposition 1:
Suppose there exist two probability distributions r X,Y and q Z|Y such that
for all x, y and z whenever p Y (y) > 0. Then
forms a Markov chain. In addition,
Proof: The proof of (11) is contained [13, Proposition 2.5]. It remains to show (12) . Summing x and then z on both sides of (10) 
A. Deterministic MMN Dominated by Product Distribution

1) Problem Formulation and Main Result:
Definition 10: A conditional distribution q Y |X is said to be deterministic if for each x * ∈ X , there exists a unique y * ∈ Y such that q Y |X (y * |x * ) = 1.
With the help of the following definition, we can completely characterize the capacity region for a class of generalized deterministic MMNs.
Definition 12: The deterministic MMN (X I , Y I , α, S, G, q) is said to be dominated by product distributions if the following holds for each distribution p XI :
Define s Xi to be the marginal distribution of p XI for each i ∈ I, i.e., s Xi (
The following is our main result in this section.
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and hence the network is delay-independent. In particular, (14) holds for the deterministic relay network with no interference in [6] and the finite-field linear deterministic network in [7, 8] , which implies that they are delayindependent.
In the following, we provide the proof of Theorem 3. Since the last statement of the theorem follows from the fact that the deterministic relay network with no interference and the finite-field linear deterministic network are dominated by product distributions [11, Section II.A], it suffices to prove (14). To this end, it suffices to prove the achievability statement
and the converse statement
2) Achievability: In this subsection, we would like to show (15) by using Theorem 1 and Definition 11. Since
, it suffices to prove that
Fix any p XI ,YI that satisfies
Marginalizing (18), we have
Therefore,
by (18) and (19). Since q
is deterministic for each h ∈ {1, 2, . . . , α}, it follows from (20) that p YI |XI is deterministic and hence
which then implies that
Consequently, (17) follows from (3), (13) and (21).
3) Converse:
In this subsection, we will show (16). Given a (B, n, M I×I )-code on the deterministic MMN and the messages W I , a careful inspection of Definitions 5, 6 and 11 will reveal that (X n I , Y n I ) is just a function of W I , which is formally proved in the following lemma.
Lemma 2: Let (X I , α, Y I , S, G, q) be a deterministic MMN. For any (B, n, M I×I )-code on the network, 
) be the collection of random variables that are generated before the k th time slot for the (B, n, M I×I )-code. In order to prove (22), it suffices to show that
holds for each k ∈ {1, 2, . . . , n} and each h ∈ {1, 2, . . . , α}, which will then imply that
= 0.
Fix a k ∈ {1, 2, . . . , n}. We prove (23) by induction on h as follows. For h = 1, the LHS of (23) is
where (a) follows from Definitions 4 and 5 that X S 1 ,k is a function of U k−1 for the code.
(b) follows from the fact that q (1) is deterministic (cf. Definition 11).
If (23) holds for h = m, i.e.,
then for h = m + 1 such that m + 1 ≤ α, the LHS of (23) is
where (a) follows from Definitions 4 and 5 that X Sm+1,k is a function of (U k−1 , Y G m ,k ) for the code.
(b) follows from the fact that q (m+1) is deterministic (cf. Definition 11).
For h = 1, it follows from (24) that (23) holds. For all 1 ≤ m ≤ α − 1, it follows from (25) and (26) that if (23) is assumed to be true for h = m, then (23) is also true for h = m + 1. Consequently, it follows by mathematical induction that (23) holds for all 1 ≤ h ≤ α.
In order to show that the capacity region of the generalized deterministic MMN lies within the classical cut-set bound, we will prove in Theorem 4, the theorem following the proposition below, that the generalized deterministic MMN is equivalent to some classical deterministic MMN. The following proposition is an important step for proving Theorem 4.
if some u, x I and y I satisfy
then there exists some h ∈ {1, 2, . . . , α} such that q (h) (y G h |x S h , y G h−1 ) = 0 (where x S h is a subtuple of x I , and y G h is a subtuple of y I ).
October 24, 2014 DRAFT contrary. Assume
for all h ∈ {1, 2, . . . , α}. We now prove by induction on h that
for each h ∈ {1, 2, . . . , α}. For h = 1, the LHS of (30) is
where (a) follows from Definitions 6 and 11.
(b) follows from (27) and (29).
If (30) holds for h = m, i.e.,
then for h = m + 1 such that m + 1 ≤ α,
(b) follows from Lemma 2 that
(c) follows from (32), (29) and (27).
Consequently, it follows from (31), (32) and (33) that (30) holds for h = α by mathematical induction, which then
Surprisingly, each generalized deterministic MMN is equivalent to some classical deterministic MMN, which is proved as follows.
Theorem 4:
For any (B, n, M I×I )-code, the deterministic MMN specified by (X I , Y I , α, S, G, q) is equivalent to the deterministic MMN specified by (X I , Y I , 1, I, I, q (1) q (2) . . . q (α) ).
Proof: Fix a (B, n, M I×I )-code, and let U k−1
) be the collection of random variables that are generated before the k th time slot. To prove the theorem statement for this code, it suffices to show that the following two statements are equivalent for each k ∈ {1, 2, . . . , n} (cf. (1)):
Statement 1: For each h ∈ {1, 2, . . . , α},
Statement 2:
Fix a (B, n, M I×I )-code and a k ∈ {1, 2, . . . , n}. We first show that (34) implies (35). Suppose (34) holds for each h ∈ {1, 2, . . . , α}. Consider the following three mutually exclusive cases:
Both the LHS and the RHS of (35) equal zero.
For this case, the LHS of (35) equals zero. By Proposition 3, there exists some h ∈ {1, 2, . . . , α} such that
, which implies that the RHS of (35) equals zero.
For this case,
where (a) follows from Lemma 2 that for the (B, n, M I×I )-code, X I,k is a function of U k−1 . Therefore, the LHS and the RHS of (35) are equal.
Combining the three mutually exclusive cases, we obtain that (34) implies (35). We now show that (35) implies (34). Suppose (35) holds. Then for each h ∈ {1, 2, . . . , α} and each m ∈ {1, 2, . . . , h},
where (a) follow from the fact that m ≤ h. Then, for each h ∈ {1, 2, . . . , α}, the equality in (34) can be verified by substituting (36) into the LHS and the RHS.
The following lemma simplifies the outer bound in Theorem 2 for the deterministic MMN.
Proof: Suppose R I is an achievable rate tuple for (X I , Y I , α, S, G, q). It follows from Definition 8 that there exists a sequence of (B, n, M I )-codes on (X I , Y I , α, S, G, q) such that lim n→∞ log Mi n ≥ R i for each i ∈ I and
code on the deterministic DMN by Theorem 4, it follows from Definition 5 that R I is achievable for
, which then implies from Theorem 2 that there exists some p * XI ,YI satisfying
such that for any T ⊆ I such that
where (a) follows from the fact that
is deterministic. Consequently, it follows from (37), (38) and (39) that R I ∈ R det out .
We are now ready to prove (16) as follows. Using Lemma 4, we obtain C ⊆ R det out where R det out is defined in (37). In addition, it follows from (13) 
and a DMC denoted by q Yi,j |Xi,j is associated to every edge (i, j) ∈ Ω, where X i,j and Y i,j are the input and output alphabets of the DMC carrying information from node i to node j. The definition of Ω in (40) ensures that q
can be well-defined for each h ∈ {1, 2, . . . , α}. For each (i, j) ∈ Ω, the capacity of channel q Yi,j |Xi,j , denoted by C i,j , is attained by somep Xi,j due to the channel coding theorem, i.e.,
For all the other (ĩ,j) ∈ Ω c , we assume without loss of generality that
and Cĩ ,j = 0. Then, we define the input and output alphabets for each node i in the following natural way:
for each i ∈ I. In addition, we define
for each h ∈ {1, 2, . . . , α}, i.e., the random transformations (noises) from X i,j to Y i,j are independent and each channel q
is in a product form. We call the network described above the DM-MMN consisting of independent DMCs. The classical MMN consisting of independent DMCs studied in [9] is a special case of this network model when α = 1 and Ω = I × I. The following is the main result in this section.
Theorem 5:
For the DM-MMN consisting of independent DMCs, define
and hence the network is delay-independent.
In the following, we provide the proof of Theorem 5. To this end, it suffices to prove the achievability statement
2) Achievability: In this subsection, we would like to prove (47). Since the DMCs q Yi,j |Xi,j are all independent and each of the DMC can carry information at a rate arbitrarily close to the capacity, it is intuitive that R 
Therefore, it remains to show that
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is a deterministic MMN dominated by product distributions, which implies from Theorem 3 that
Combining (51) and (53), it remains to show
To this end, we let u 
and consider the following chain of equalities for each L ∈ N: 
(d) follows from applying (43) and (44) Using (46), (52) and (54), we have
, which implies from (53) that (51) holds, which then implies from (50) that (47) holds.
3) Converse of Theorem 5: In this subsection, we would like to prove (48). Define
R
DMCs out
It follows form Theorem 2 that C ⊆ R DMCs out . Therefore, it remains to show that
For any
), it follows from (45) that
Marginalizing (57), we have
for each m ∈ {1, 2, . . . , α}. Relabeling symbols in (58) and using (43) and (44), we have
for each h ∈ {1, 2, . . . , α}, which implies from Proposition 1 that for each h ∈ {1, 2, . . . , α} and each
forms a Markov chain. Following (55), we consider the following chain of inequalities for a fixed
) and a fixed T ⊆ I :
= α h=1 i∈I,j∈T c ∩G h
where (a) follows from the fact that for each h ∈ {1, 2, . . . , α} and each
(40)) and hence
(b) follows from the fact that for each h ∈ {1, 2, . . . , α} and each
(c) follows from the fact that for each h ∈ {1, 2, . . . , α} and each
Consequently, it follows from (46), (55) and (60) that (56) holds.
C. Wireless Erasure Network 1) Problem Formulation and Main Result:
Consider a DM-MMN (X I , Y I , α, S, G, q) defined as follows: Similar to the MMN consisting of independent DMCs discussed in the previous section, we let
characterize the edge set of the network so that q
can be well-defined for each h ∈ {1, 2, . . . , α}.
To simulate the broadcast nature of wireless networks, we assume that in every time slot, each node i broadcasts a symbol X i for each i ∈ I and we let X i denote the finite alphabet of X i . For each (i, j) ∈ Ω, we assume that node j receives X i with erasure probability ε i,j ∈ [0, 1], and we let Y i,j and Y i,j X i ∪ {ε} denote the received symbol and its alphabet respectively where ε denotes the erasure symbol. For every edge (i
we set its erasure probability ε i ′ ,j ′ to be 1 and
indicating that no information can be transmitted from i ′ to j ′ . We let q Yi,j |Xi characterize the channel corresponding to edge (i, j) such that for each x i ∈ X i and each y i,j ∈ Y i,j ,
The symbols transmitted on the edges in Ω are assumed to be erased independently, i.e.,
for each x I ∈ X I and each |Ω|-dimensional tuple (y i,j :
For each (i, j) ∈ I × I, let E i,j and E i,j be the indicator random variable for the erasure occurred on edge (i, j)
and its alphabet respectively such that
Let
be the N 2 -dimensional random tuple containing all the E i,j 's so that E I×I characterizes the network erasure pattern, and let E I×I denote the alphabet of E I×I . Recalling that (V, D) is the multicast demand, we assume that the following two statements hold:
(ii) The network erasure pattern E I×I in each time slot is accessible by each destination node in D.
Since E I×I is a function of Y I by (65), there exists some conditional distribution χ EI×I |YI such that
for all y I and e I×I . We are now ready to formally define X I , Y I and q as follows: For each i ∈ I, recalling that X i is the finite alphabet of the symbol X i,k broadcast by node i, we define
Recalling that Y i,j = X i ∪ {ε} is the alphabet of the noisy version of X i,k that is received by node j in each time slot for each (i, j) ∈ Ω, we define for each h ∈ {1, 2, . . . , α} and each
The definition of Y m in (68) is divided into two cases because we assume according to Statements (i) and (ii) that the destination nodes in D ⊆ G α have access to the network erasure pattern. After defining Y m for each m ∈ I in (68), we define
Based on the definitions of X I and Y I in (67) and (69) respectively and recalling (63) and (66), we define
for each h ∈ {1, 2, . . . , α} as
for all x S h ∈ X S h , y G h ∈ Y G h and e I×I ∈ E I×I , where for each m ∈ G h
We call the network described above the wireless erasure network. The random variables X I and Y I in the wireless erasure network are generated according to this order (2)), which implies from (68), (69) and (70) that X I , {Y i,j } (i,j)∈Ω and E I×I are generated according to this
It may not be obvious from (71) that X I and E I×I are always independent, but it follows from (63), (64) and (66) that for any e I×I ∈ E I×I and x I ∈ X I ,
which implies the independence between X I and E I×I , i.e.,
for any e I×I ∈ E I×I and x I ∈ X I . The classical wireless erasure network studied in [10] is a special case of our model when α = 1 and Ω = I × I. The following theorem is the main result in this section.
Theorem 6: For the wireless erasure network, let
In the following, we provide the proof of Theorem 6. To this end, it suffices to prove the achievability statement
2) Achievability: In this subsection, we would like to prove (75). Let u Xi be the uniform distribution on X i for each i ∈ I and let
Fix any T ⊆ I such that
In order to apply Theorem 1, we consider
where (a) follows from Statements (i) and (ii) in the previous subsection and (78) that Y T c contains the random variable
(b) follows from (63) and (65) that Y T is a function of (X I , E I×I ).
(c) follows from Statements (i) and (ii) in the previous subsection and (78) that Y T c contains the random variable (d) follows from (73) that X I and E I×I are independent, i.e.,
(e) follows from (63) and (65) that {Y i,j } (i,j)∈T c ×T c is a function of (X T c , E I×I ).
In order to further simplify (80), consider the following chain of inequalities for any T 1 , T 2 ⊆ I such that T 1 ∩T 2 = ∅:
where (a) follows from the fact that {Y i,j } (i,j)∈T1×T2 is a function of (X T1 , E I×I ).
(b) follows from (73) that X I and E I×I are independent.
(c) follows from (77) that X T1 and X T2 are independent.
Following (80), consider the following chain of inequalities:
where (a) follows from (82) by letting T 1 = T and T 2 = T c .
(b) follows from (63) and (65) that {Y m,ℓ } m∈T,m<i,ℓ∈T c is a function of ({X m } m∈T,m<i , E I×I ) .
(c) follows from the fact that
(d) follows from (63) and (65) that Y {i}×T c is a function of (X i , E {i}×T c ).
Following (83) and letting 1 T c denote the |T c |-dimensional all-1 tuple, we consider the following chain of equalities for each i ∈ T :
where (a) follows from (65) that for each j ∈ I,
(c) follows from (77) that X i is uniform on |X i |.
(d) follows from (72) and (73).
Combining (80), (83) and (84), we have
Using Theorem 1, (74), (79) and (85), we have R WEN in ⊆ C + .
3) Converse:
In this subsection, we would like to prove (76). We will first prove the following counterpart of Theorem 2 to show an outer bound on C, and then show that the outer bound is contained in R WEN in .
Theorem 7: Let (X I , Y I , α, S, G, q) be a wireless erasure network, and let
where E I×I , the network erasure pattern, is a function of Y I defined by (65). Then,
Proof: Let R I be an achievable rate tuple for the wireless erasure network denoted by (X I , Y I , α, S, G, q).
Then, there exists a sequence of (B, n, M I )-codes on the network such that and let E I×I,k denote the network erasure pattern occurred in time slot k for each k ∈ {1, 2, . . . , n}. Then, we consider the following chain of inequalities:
where (a) follows from the fact that the N messages W 1 , W 2 , . . . , W N are independent.
(b) follows from the fact that W I and E n I×I are independent. (c) follows from Fano's inequality.
Following similar procedures for proving Theorem 1 in [2] , we can show by using (87), (88) and (89) that there exists a joint distribution p XI ,YI which depends on the sequence of (B, n, M I )-codes but not on T such that
Since p XI ,YI depends on only the sequence of (B, n, M I )-codes but not on T , (90) holds for all T ⊆ I such that
by Theorem 2 and our goal is to prove C ⊆ R
WEN in
, it remains to show that
), it follows from (63) and (65) that for each h ∈ {1, 2, . . . , α} and each
is a function of (X i , E I×I ) and hence 
where (a) follows from the fact that for each h ∈ {1, 2, . . . , α} and each i ∈ T c ∩ S h , (c) follows from (63) and (65) that Y {i}×(T c ∩G h ) is a function of (X i , E I×I ). 
VI. CONCLUSION
We have investigated under the generalized model three classes of delay-independent multimessage multicast networks (MMNs), namely the deterministic MMN dominated by product distributions, the MMN consisting of independent DMCs and the wireless erasure network respectively. We are able to evaluate the capacity regions for the above classes of generalized MMNs and demonstrate that their capacity regions coincide with the positive-delay regions, which implies that the above classes of MMNs belong to the category of delay-independent MMNs. In other words, for each generalized MMN which belongs to one of the above three classes, the set of achievable rate tuples does not depend on the amount of delay incurred by each node in the network. This is in contrast to the fact that for some generalized MMNs, the set of achievable rate tuples shrinks if we impose the additional constraint that each node incurs a positive delay. An important implication of our result is that for each MMN belonging to one of the above three classes, using different methods for handling delay and synchronization does not affect the network capacity.
One direction for future research is continuing the theme of this work -to identify other important classes of delay-independent and delay-dependent MMNs under the generalized model. Another direction is exploring more general connection types such as multiple-unicast and multiple-multicast demands for different networks under the generalized model.
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