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PREFACE
Of the material contained in this thesis, only Chapter One is based 
on joint work. This chapter is a considerably modified version of a 
joint paper with D. Vere-Jones, viz.
1. "On quasi-stationary distributions in discrete-time Markov chains with 
a denumerable infinity of states." J . Appl. Prob., ß, ^03-3  ^ (1966)
written over a long period of several months, during which the co-authors 
contributed equally to its contents. The author's contribution to this 
chapter is therefore believed to be roughly in the same proportion.
With this proviso, to the best of the author's knowledge and belief, 
the thesis contains no material previously published or written by any 
other person, except when due reference is made in the text of the thesis; 
and is the result of original investigations carried out by the author.
Most of the material of Chapters Two to Five has either also been 
published, or is awaiting publication in the near future. Thus, these 
chapters roughly correspond to the following papers, respectively (the 
details given are those available at the time of submission of the 
thesis):
2. "Finite approximations to infinite non-negative matrices." Froc.
Cambridge Philos. Soc., oßj, (1967).
iii
3. "On the maxima of absorbing Markov chains." Aust« J. Statist.,
Id-io* (I96T).
4. "The Galton-Watson process with mean one." J . Appl. Prob., 4,
(1967).
5. "On asymptotic properties of sub-critical branching processes."
J« Aust. Math. Soc., (to appear).
In addition, Chapter Six is based in part on portions of the two 
papers
6a. "Quasi-stationary distributions and time-reversion in genetics." 
(with Discussion) J. Roy. Statist. Soc., Ser. B, 253-77 (1966).
6b. "On the transient behaviour of a Poisson branching process."
J. Aust. Math. Soc.. 465-80 (1967).
Since the first, and the last two, of these papers (i.e. 1, 6a, and 
6b) are only partly represented within the thesis, these are included 
in the Bibliography (and reference is made to them when necessary).
signed
(E, Seneta)
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SUMMARY
The dissertation which follows is concerned with various aspects 
of behaviour within a set of states, J, of a discrete-time Markov 
chain, {X }, on a denumerable state space, S. A basic assumption 
with regard to J is that escape from any state of J into S-J may 
occur in a finite number of steps with positive probability. Since we 
are concerned only with behaviour within J, we may in general take 
J = {1,2,3,...} and represent S-J as a single absorbing state {0}. 
Thus without loss of generality S = {0,1,2,,..} with the states 
1,2,3,... being transient. In addition, we frequently assume in 
the sequel that J is a single irreducible (i.e. intercommunicating) 
class, and sometimes that this class is aperiodic, these assumptions 
corresponding to the situations of greatest theoretical and practical 
importance.
The subject matter which we treat falls naturally into two parts, 
according to which the thesis is divided. The aim of Part One is to 
develop results and techniques applicable to a wide class of problems, 
under general assumptions. This is done in the first three chapters, in 
which specific chains enter only as examples. On the other hand, 
specialized techniques are often applicable to specific chains of wide 
interest, such as certain models in genetics. This is particularly true
ix
of the Galton-Watson process, which is the subject of the following 
three chapters (Part Two) of the thesis.
Three distinct but related aspects of transient behaviour within J 
are studied in the first part, each corresponding to a chapter.
Chapter One is concerned with the behaviour of {Xr} within J 
after a large number of steps, given that the chain started within J 
and conditional on its remaining in J, by means of quasi-stationary 
distributions. The concept of such distributions, and the accompanying 
theory when J is finite, has been discussed by Darroch and Seneta 
(1965), largely on the basis of the author’s thesis (Seneta (196I4)).
The present extension of these results to denumerable J is, as usual, 
accompanied by many situations which have no counterpart in the finite 
case. Further, the subject of quasi-stationary distributions is closely 
related to the finiteness of time to absorption, which is therefore 
treated simultaneously to some extent. The content of the chapter 
depends heavily on the extension by Vere-Jones (1962), (1967) of the Perron 
Frobenius theory to denumerable non-negative matrices. (Elements of this 
extension are contained in the Appendix.)
Chapter Two treats behaviour within the finite set J(n) = {l,2,...,n} 
as n -*■ 00. More concretely, we are interested in the general question of 
how the ergodic properties, defined by a denumerably infinite stochastic 
or substochastic matrix on the index set J = {l,2,3..*}, are related 
to those of its n x n (n = 1,2,3,...) truncated corner submatrices,
Xa problem motivated by certain work of Sarymsakov (195*0« In probabilistic 
terms, we thus consider the approximative properties of finite ’expanding* 
sets of states in relation to a Markov chain on the denumerably infinite 
state space J (with possibly an adjoined absorbing state {0} in the 
substochastic case) - providing the sets J(n) satisfy e.g. our basic 
assumption, in which case all the remaining states play the role of 
the 'absorbing state’, for each n. In fact, it is no more difficult 
to treat the analogous problems for denumerably infinite arbitrary non­
negative matrices satisfying mild regularity conditions, and then specialize 
to the probabilistic situation; we adopt this approach. A link with 
the first chapter occurs in that certain of the results obtained describe 
how quasi-stationary distributions on the sets j(n) approximate 
genuine stationary distributions on J, in a certain sense.
The final chapter of Part One deals with the (possibly improper) 
distribution of the maximum excursion within the set J. Two distinct but 
related methods for obtaining the distribution function are discussed.
The first is a generalization of the usual method for specific models; 
the second leads to results analogous to those of Urbanik (1957) for the 
maxima of continuous-time discrete-state Markov processes. The subject 
matter moreover relates in quite a simple way to the truncation theory 
of Chapter Two, and provides a slightly different view of some aspects
of it.
xi
Part Two, dealing with the Galton-Watson process, utilizes a rather 
different format. It deals with the same topics, roughly speaking, 
but with differing emphasis, this being determined to some extent by 
their relative importance in view of the process as a model.
Chapter Four is concerned with extensions of certain limit theorems, 
both classical and recent, (which in view of Chapter One may be interpreted 
as basically a study of quasi-stationary distributions) and certain 
consequences of these results. In particular, these last include 
asymptotic expressions, under conditions of extreme generality, of 
Perron-Frobenius type for the n-step transition probabilities. The tool 
used here is the especially appropriate recent theory associated with the 
Schröder-Abel functional equation, particularly the results of Kuczma 
(I96U), (1965)* These enable us to first present a unified treatment 
of the supercritical (m > l) and subcritical (m < l) processes, where 
m is the mean of the offspring distribution. The Yaglom-type limit 
theorem for this ’non-critical’ case both complements and supplements 
results obtained via the techniques of Chapter One, since no further 
moment conditions are imposed on the offspring distribution. Second, 
similar theory developed for the critical case, also without auxiliary 
moment conditions, generalizes in a simple way several recent results 
of Kesten, Ney and Spitzer (1966) (who assume finite variance), while 
avoiding their use of Martin boundary theory.
The following chapter (Chapter Five) treats only subcritical processes 
(m < l), in which case absorption is certain, and in fact all moments
xii
of the absorption time, N, are finite. Since, in general, information 
concerning the distribution of N, as well as quasi-stationary 
distributions, is difficult to obtain, we restrict ourselves to a class 
of processes which, roughly speaking, depend on the parameter m, and 
in such a way that the statement Mm -+ 1" makes sense, in order to 
consider these topics. For this class, we obtain asymptotic expressions 
for the integral moments of N, as well as for other quantities of 
interest, as m -+ 1-, This treatment somewhat resembles the work of 
Kingman (l96l) in queueing theory, in which the traffic intensity parameter 
is made to approach unity from below, to deduce "heavy traffic" 
approximations.
The final chapter (Chapter Six) is different in nature from the 
preceding two, and from the rest of the thesis, in that we use diffusion 
(and so rather heuristic) methods in an attempt to obtain approximate 
explicit expressions for various quantities in the subcritical process, 
possibly permitting immigration. In particular we consider quasi­
stationary distributions, and the maximum excursion (i.e. the maximum 
population size before extinction). Since approximating diffusion 
equations, following Feller (1951)» are obtained by rescaling the time and 
state variables suitably, in terms of A = (l-m) as a unit, and then 
letting m 1-, a comparison with the results of the previous chapter 
is possible. Specifically, the chapter is a demonstration of how, in 
special situations, the techniques and results of the previous chapters
may sometimes be adapted to obtain at least approximations to the 
quantities of interest. For quasi-stationary distributions only, 
general approximate theory of this kind has been given by Seneta 
(1966).
PART ONE
GENERAL THEORY OF TRANSIENT BEHAVIOUR
CHAPTER ONE
QUASI-STATTONARY DISTRIBUTIONS
1.1 Formulation of the Problem, In the present chapter we are concerned 
with the description of long-term behaviour of a completely discrete 
Markov chain {X^}, within a single irreducible aperiodic class of 
states J, from which escape may occur with positive probability 
into the set S-J, when S is the state space.
For this purpose it is sufficient to take J = {1,2,3,*..}, with 
an adjoined (absorbing) state {0} (representing S-J) accounting 
for the possible escape from J, and we shall do this throughout the 
chapter.
When J is finite, an approach to such a study which has proved
fruitful in the work of Darroch and Seneta (1965), is to consider only
those realizations of {X } for which it stays within J for at leastn
a specified time n, and then let n -*■ 00 in various distributions 
associated with this event. Some further theoretical discussion also 
occurs in the early part of Seneta (1966), while a consideration of the 
intuitive concepts and difficulties involved in such formulations is 
given in Seneta (1964). It is also important to mention that an earlier 
paper of Mandl (1959) has treated a theoretical aspect of the same 
problem, without assuming that J is irreducible.
1
2We s h a l l  i n  f a c t  adopt th e  approach o f  D arroch and S en e ta  in  th e
more g e n e r a l ,  denum erab le , s i t u a t i o n  a l s o ,  and , fu r th e rm o re ,  pass
r a p i d l y  on to  th e  m a th em a tica l  a s p e c t s  o f  th e  th e o ry .
Let Q deno te  th e  m a tr ix  o f  t r a n s i t i o n  p r o b a b i l i t i e s ,  r e s t r i c t e d
t o  th e  s e t  J  ( Q = {p . }, i , j  £ J ) .  In  accordance w ith  th e  above,
1 »J
Q, i s  s t r i c t l y  s u b s t o c h a s t i c , so t h a t  E. T p. < 1 ,  w ith  s t r i c t
i n e q u a l i t y  f o r  a t  l e a s t  one i  e J .  (We s h a l l  p e rm it  Q to  be s t r i c t l y
s t o c h a s t i c  som etim es, when e x p l i c i t l y  s t a t e d . )  Moreover in  accordance
w ith  th e  c o r re s p o n d in g  c o n d i t io n s  on J ,  Q i s  i r r e d u c i b l e  and a p e r io d ic .
We n o te  a l s o  t h a t  th e  m a tr ix  o f  n - s t e p  t r a n s i t i o n  p r o b a b i l i t i e s  w i th in
J  i s  g iven  by Qn ={pfn !}.
1 j J
Two ty p e s  o f  l i m i t i n g  d i s t r i b u t i o n  a r e  d e s c r ib e d  by Darroch and 
S e n e ta  when J  i s  f i n i t e  -  in  which case  i t  i s  well-known t h a t  a b s o rp t io n  
from J  i s  c e r t a i n .  The f i r s t  o f  th e se  i s  t h e  l i m i t i n g  v a lu e  o f  th e  
p r o b a b i l i t y ,  a .  . (n)  ( j  £ J ) ,  t h a t  th e  system  i s  in  s t a t e  j  £ J  a t
1 9 J
th e  n - t h  s t e p ,  g iven  t h a t  i t  s t a r t e d  from th e  s t a t e  i  e J  and has n o t  
been abso rbed  by tim e n:
( 1. 1) (n)
(n)
i , k
The second can be g iven  s e v e r a l  ( l i m i t i n g )  i n t e r p r e t a t i o n s .  In  th e  f i r s t  
p l a c e ,  i t  appea rs  as th e  l i m i t i n g  v a lu e  o f  th e  ex p ec ted  p ro p o r t io n  o f  
t im e ,  T. , ( n ) ,  s p e n t  in  th e  s t a t e  j  £ J ,  under  th e  same c o n d i t io n in g  
as b e f o r e ;  th u s
3(1.2) T (n) 1 » J
- En p(V?{L P^.n"v)} n y=l ^i,j 1 keJ .1 ,k
(n) 
keJ ^i,kZ.-T P
It is also related to the probability, a. .(m,n), that the system will
-1- j  J
be in state j e J at the m-th step conditional on its not leaving J
until after a later time (n+m):
(m) y (n)
(1.3) a. ,(m,n) = Pl»Ji,j (n+m)
keJ pi,k
If in fact we let first n -*• °° and then m -+ <» in (1.3) its limit 
coincides with the limit of (1.2). Moreover the limits of (l.l) - (1.3) 
are very closely related to the unique positive left and right eigenvectors 
{a^}, {3^} corresponding to the PeJron-Frobenius eigenvalue of Q, and 
are independent of the initial state i. Specifically,
a
(l.U) lim a. .(n) = -— ^—  
n+°° ^  ZicJai
a 3, 
J .1> 0; lim t. .(n) -
n -  ^  Ziejaißi
> 0
so that the limits form distributions ('quasi-stationary' distributions)
over J .
When Q is finite and strictly stochastic in which case the 
conditioning in (l.l) - (1.3) becomes trivial, (3^) = (l) and the two 
limits coincide; in the strictly substochastic case this is not in 
general true.
Passing now to the denumerably infinite situation, if in fact Q 
is strictly stochastic, and corresponds to a positive recurrent Markov 
chain, then the limits of (l.l) and (1.2) are well-known to be positive,
coincident, and independent of the initial state, as in the finite case: 
the coincidence merely expresses that the limiting probability of being 
in the j-th state is the limiting proportion of visits to it. If the 
chain is transient or null-recurrent both limits are zero.
When Q is strictly substochastic on the other hand, we may expect 
that, under conditions on Q analogous to positive-recurrence, together, 
possibly, with some further restrictions, dictated by comparison with 
what is true in the finite case, results analogous to (1.4) may hold. 
Further, by comparison with the finite case, we expect this to involve a 
theory extending to denumerable non-negative matrices the classical 
theorems of the Perron-Frobenius theory.
The main purpose of the chapter then, is to find simple conditions 
which will ensure the validity of assertions such as (1.4) in the 
denumerable case. We also consider the problem of extending these 
conditions, when the system begins from a given initial distribution 
over J.
It is useful to mention at the outset the chief possibility which 
has no counterpart for finite Q and which creates some initial difficulty. 
There may be a non-zero probability of the system remaining forever 
among the states of J (i.e. absorption is not certain). In this case 
the quantities (l.l) - (1.3) all tend to zero, since their numerators do, 
while the denominators are bounded away from zero. Thus a necessary 
condition for these limits to exist and be non-zero is that absorption 
is certain. When absorption is not certain, a slight redefinition of
5( l . l )  -  ( 1 .3 )  i s  n e c e s s a ry  to  en su re  t h a t  b o th  num era to rs  and denom inators 
approach  z e ro ;  namely we must c o n d i t io n  a l s o  on c e r t a i n  a b s o rp t io n .
Let q .  denote  th e  p r o b a b i l i t y  o f  u l t im a te  a b s o r p t io n ,  g iven  t h a t  
J
th e  system  s t a r t s  from s t a t e  j .  I t  i s  well-known ( F e l l e r  (1957) p .  364,
Theorem l )  t h a t  th e  q u a n t i t i e s  y .  = ( l  -  q ) s a t i s f y  th e  system  of
J J
l i n e a r  e q u a t io n s
( 1 .5 )  E P i  k yk = y i  ( i  £ J ) , 
k £J
and t h a t  a b s o rp t io n  i s  c e r t a i n  i f  and on ly  i f  th e s e  e q u a t io n s  have no 
n o n - t r i v i a l  bounded s o l u t i o n .  Hence t o  cover th e  p o s s i b i l i t y  o f  non­
c e r t a i n  a b s o r p t io n ,  ( l . l )  -  (1 .3 )  shou ld  be r e p la c e d  by th e  more g e n e ra l  
r a t i o s
( 1 . 6 ) i . . (n)
> )  n
° i > J q.i 
(nJ
(n )
jyi J  M
U )
Zk £J p i , k  qk q i"’ ^1"*^keJp i , k ^
i  p‘Vi Zk£j p ' . T  V
(1 .7 )  t .  . (n )  = ■ ■ -------
1  f  d  Tr» \  ^  /
ZkeJ  p i , k  qk
( 1. 8)
(m) (n)
Pl..1 £keJ  qk
y ( n+m)
k e J  p i , k  qk
which reduce  t o  ( l . l )  -  (1 .3 )  when a b s o rp t io n  i s  c e r t a i n  (q = 1 ,  j £ J ) ,
j
and in  which th e  denom inators  behave a p p r o p r i a t e l y ,  as dem onstra ted  by 
th e  r i g h t  hand s id e  o f  ( 1 . 6 ) ,  o b ta in e d  from ( 1 . 5 ) .
I t  i s  n e c e s s a ry  to  m ention t h a t  th e  id e a  o f  c o n d i t io n in g  on c e r t a i n  
a b s o rp t io n  i s  n o t  new. In  p a r t i c u l a r ,  Waugh (1958) has g iven  a
6com prehensive d i s c u s s io n ,  f o r  con t inuous  t im e ,  o f  Markov p ro c e s s e s
c o n d i t io n e d  on c e r t a i n  a b s o r p t io n .  An a d a p ta t io n  o f  h i s  argument to
our s i t u a t i o n  shows t h a t  th e  Markov cha in  {X^} c o n d i t io n e d  on a b s o rp t io n
a t  z e ro + , i s  s t i l l  a Markov cha in  { ^  }, on th e  same s t a t e  s p a c e ,  in
which a b s o rp t io n  i s  now c e r t a i n ,  and f o r  which th e  t r a n s i t i o n  p r o b a b i l i t i e s
p. . a r e  g iven  by p. . = p. . q /q .  ( i , j  £ J )  in  term s o f  th e  o ld  
1 » J 1 »J 1 »J <J 1
p r o b a b i l i t i e s . F u r th e r  i t  i s  now easy t o  check t h a t  th e  q u a n t i t i e s
( l . l )  -  ( 1 . 3 ) f o r  th e  c o n d i t io n e d  cha in  {X } c o in c id e  w ith  th en
q u a n t i t i e s  (1 .6 )  -  (1 .8 )  f o r  th e  o r i g i n a l  cha in  {X^}.
A s i m i l a r  s i t u a t i o n  a r i s e s  when J  i s  f i n i t e ,  when i n s t e a d  o f  a 
s i n g l e  a b so rb in g  s t a t e  {0}, t h e r e  i s  an a d d i t i o n a l  ab so rb in g  s t a t e .
In  t h i s  case  th e  cha in  c o n d i t io n e d  on a b s o rp t io n  in  e . g .  {0 }, has been 
i n v e s t i g a t e d  by Breny ( l 962 ) ( c f .  Kemeny and S n e l l  ( i 960 ) ,  p .  6U).
Using h i s  r e s u l t s  th e  a u th o r  (S e n e ta  (1966))  has remarked t h a t  th e  
q u a n t i t i e s  (1 .6 )  -  ( 1 .7 )  where th e  q ^ 's  a re  now p r o b a b i l i t i e s  o f  
a b s o rp t io n  a t  zero  r a t h e r  th a n  in  th e  o th e r  f i n i t e  ab so rb in g  s t a t e , 
have th e  l i m i t i n g  b e h a v io u r  ( f o r  i , j  £ J )
a .  q , a  . 3 .
( 1 .9 )  l im  a (n) ■ j ;  ■;  . Um t  (n) -  *  j j -'- .
n-*30 0 i£  J  1 1  i e J  1 1
(Thus, comparing w i th  ( l . U ) ,  th e  second l i m i t  i s  unchanged.)  S ince  
in  th e  denumerable case  when a b s o rp t io n  i s  n o t  c e r t a i n ,  " i n f i n i t y "  
p la y s  th e  r o l e  o f  th e  second a b so rb in g  s t a t e ,  ( 1 .9 )  g iv es  some i n d i c a t i o n
+ in  o th e r  w ords, th e  d i s c r e t e  s t o c h a s t i c  p ro cess  on th e  same s t a t e  sp a c e ,  
whose f i n i t e  sample p a th s  c o in c id e  w i th  th o s e  o f  {X } which e v e n tu a l ly  
t e rm in a te  a t  0 ,  th e  p r o b a b i l i t i e s  o f  which c o in c id e  w ith  th e  r e l e v a n t
c o n d i t io n e d  p r o b a b i l i t i e s  o f  f i n i t e  p a th s  o f  {X^} (c o n d i t io n e d  on 
c e r t a i n  a b s o rp t io n  a t  z e r o ) .
7of results we may hope to obtain - at least when Q is well-behaved 
to the extent of possessing quantities corresponding to the Perron- 
Frobenius eigenvectors {ol}, {ß^ }. This is in contrast to when absorption 
is certain, in which case as mentioned before, results of type (l.U) may 
be expected.
However, in general, just as the transition probabilities in a 
transient or null-recurrent chain tend to zero, we may expect to find 
often that (l.l) - (1.3), or their appropriate counterparts, (1.6) - (1.8), 
tend to zero. This is in fact so; however, unfortunately, the situation 
does not appear as clear cut as a subdivision of all possible behaviour 
into the analogues of positive and null recurrence, and transience. 
Moreover, we find that a sufficiently irregular initial distribution 
may cause the limits of the ratios to differ from those where the chain 
begins from an initial fixed state, again in contrast to the strictly 
stochastic case. In fact, with respect to a systematic classification 
of possible behaviour, the following treatment may be regarded only 
as an initial stage, in a theory still to be developed.
1.2 Preliminary Remarks. When the matrix Q is finite, the discussion 
of the ratios (l.l) - (l.3), leading to results (l.U), can be based on 
the spectral representation of the matrix Q (substochastic, irreducible 
and aperiodic), using the Perron-Frobenius theory of non-negative matrices
8(see Darroch and Seneta (1965)). We shall use an analogous approach 
for the denumerable situation, utilizing the extension to denumerable 
matrices of non-negative matrix results developed particularly by Vere- 
Jones (1962X1967). For convenience, we have given in the Appendix 
the scope and definitions of this theory, together with the basic 
classification results.
Since a finite irreducible substochastic matrix Q is R-positive 
with R > 1 (see Appendix) we expect that denumerable matrices Q 
with these properties will yield analogous results. The following two 
lemmas indicate the extent to which the properties of R-recurrent
matrices Q coincide with those of the corresponding finite ones. The
first shows that it is meaningful to speak of non-negative right and 
left eigenvectors corresponding to the eigenvalue l/R in the R-recurrent 
case, while the second shows that it is not necessary to assume both
that Q is R-positive (or R-recurrent) and that R > 1.
LEMMA 1.1« If Q is an R-recurrent matrix, a non-negative non-trivial 
left-vector {om}, satisfying
R Z ai pik - \  (k e J)i£J
is unique (up to a constant multiple) and satisfies the corresponding 
equalities. A similar assertion holds for the analogous system involving 
a right non-negative non-trivial vector (3 )^.
t Such vectors always exist, whether a matrix is R-recurrent or R-transient.
9Proof, Pruitt (1961+)* Theorem 1. (Note that the result holds for a.n 
arbitrary R-recurrent matrix, not necessarily a substochastic or stochastic 
one.)
LEMMA 1,2. Suppose Q, is either stochastic or substochastic, and is 
R-recurrent. Then either R > 1 ,  or R = 1  and the matrix is stochastic 
(and corresponds to a recurrent Markov chain).
Proof. As pointed out in the Appendix R >_ 1. If R = 1 the vector 
{ß^} (ßi = 1, i e J )  is a solution of
R Z p. . ß, £ 3. (i e J).
jeJ 1,J J 1
Hence it follows from Lemma 1.1, that
Z p. . = 1 (i £ J)
1,J
and from the R-recurrence of Q (with R = l) that the corresponding 
Markov chain is recurrent.
There remains the possibility R > 1 which completes the proof.
N.B. We shall produce, in connection with a random-walk example in §1.U, 
a substochastic matrix Q, for which R = 1, so that the lemma is 
"sharp" in a sense. (Such a matrix is of course R-transient.)
Finally we shall need the two simple results:
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LEMMA 1.3« If Q is irreducible and for some r > 0 there exists
non-negative non-trivial vector {y } such thatn____________
r E \  Pk < < Y, (J e J) kej k J
then y. > 0 for all k. 'k
Proof. This is a direct consequence of the irreducibility of Q, and 
does not depend on its substochasticity or R-classification.
LEMMA 1.4. If {an >, {bn} are two convergent sequences such that
a A, b -> B, thenn * n ’
$V=1 n-v AB .
Proof. This follows from the usual Abelian arguments
1.3 Limit Theorems under an Assumption of R-positivity. In this section 
we prove results analogous to (1.4) and (1.9) under the main assumption 
of R-positivity, in conjunction with certain supplementary conditions.
THEOREM 1.1. If Q is R-positive, and the left eigenvector {a^} 
corresponding to the eigenvalue l/R satisfies the condition 
^k J ak < °° ^ ien absorption is certain and the limits of (l.l)-(l.3) 
exist. These are positive and define proper probability distributions, 
independent of the initial state i, and are related to the right and 
left eigenvectors {a^}» {3^ .} by equations (l.lO)-(l.ll).
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Proof. Since Q is R-positive, E-, T ot, ß, < oo; and since Q is
k.£ j  k  k.
aperiodic
R n  ^  “ A
(Vere-Jones (1962), Theorem II. See also Vere-Jones (196?), Theorem D; 
and Kendall (1966a).)
In order to prove absorption is certain (and, subsequently, in
conjunction with the above result to consider (l.l) - (1 .3)) we need
some results concerning the behaviour for large n of the sums
S^(n) = Rn . Vere-Jones (196?)» Theorem 6.1, shows that if
{h^} is a non-negative vector, the necessary and sufficient condition
for E h Rn to tend to a finite limit as n ^ « is theK£d 1 jK. K,
convergence of the series b-,. • Putting h^ = 1, k e J, the
condition reduces to E^  j < 00 which we have assumed. Moreover, 
from the same theorem
lim Si(n) = ß ( E a^)/ E 3^ . 
n-*» keJ keJ
(n) -nHence, firstly, 1 “ Pj_ c ^ R » where R > 1 from
Lemma 1.2, so that absorption is certain. Secondly it is a trivial 
matter to combine the above results to obtain
(l.lO) lim a. .(n)
n -*x> 1 >'J
lim p^n ! Rn
n-*» J
. v (n)„n E., ,0,
lira zk£jpi,kE k£J kn-H»
and
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pfm). R1" lim I p(.n) Rn
lim a. ,(m,n) = --- " 7  t'k
n -  X’J lim v T PU 7 J Rn+mn-K» keJ i ,k
(m) m . 
pi,j R ßj/ßi‘
Hence
(1.11) lim lim a. ,(m,n) = (a. 6.) / Z a ß , .
m-Ko n-»oo ,J J J keJ K K
The positivity of the limits follows from the fact that a t 3_^ > 0  
for all i £ J, a simple consequence of Lemma 1.3.
Finally, the same limit as in (l.ll) may be established for x. . (n) 
by noting that
T. . (n) = (- Z a b  )/(Rn E pfnh  
n v=l v n"v keJ ljk
when a = pfV .^ RV, b = RV(E, p(v)) and invoking Lemma 1.4. V 1 9 J V K.0J j ,K.
When absorption is not certain, but occurs with probability 
from each state jeJ, Theorem 1.1 needs to be replaced by the 
following more general result.
1j
THEOREM 1.2. If Q is R-positive, and the left eigenvector i<\} 
satisfies the condition a^ q^ , < then the limits of expressions
(1.6) - (1.8) exist, are positive and define proper probability
distributions, independent of the initial state, i. These are related
to the left and right eigenvectors {a, }, (8 } byK. K.
(1.12) lim a. .(n) = a.q./ Z a q 
n-**> ljJ J J keJ K k
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(1.13) lim t. .(n) = lim lim s. .(m,n) = a.ß./ E a ß  . 
n-K» 1 *J m-*° n-x» 1 *J J J ke J L k
Proof. This is merely a matter of straightforward generalization of
arguments of Theorem 1.1, depending on the same theorems, so that we
omit details, noting only that Theorem 6.1 of Vere-Jones (1967) in
this case gives
q. -
(l.lU) — ^ ^  const. R*"n (qi > 0, i e J)
Thus the probability of absorption time exceeding n, given that 
absorption eventually occurs, decreases geometrically with n.
In the finite case, the limit theorems extend immediately to an 
arbitrary initial distribution, as they do when the matrix is stochastic 
and the associated Markov chain is positive recurrent. This is not 
generally true in the strictly substochastic case in which we are 
interested. Even if Q is R-positive and £ a < 00, it is in general 
necessary to impose further restrictions on the initial distribution,
{t k }, to ensure that the conditional probabilities, analogous to 
(l.l) - (1.3), (1.6) - (1.8), tend to the same limits, at least, as 
when the system starts from a fixed state. For example, we show in 
§1.6 (for the Galton-Watson process), that an initial distribution 
suitably chosen may change the limit distribution of the quantity
(1.15) I TT P(nb  t Z ir 
ieJ ,J ieJ keJ
»
l4
w hich i s  th e  obvious g e n e r a l iz a t io n  o f  ( l . l ) .
The fo llo w in g  theorem  g iv e s  two s e t s  o f  c o n d itio n s  w hich do in
f a c t  e n su re  f o r  th e  case t r e a t e d  in  Theorem 1 .1  t h a t  th e  same l i m i t
v a lu e s  a re  p rod u ced  as in  t h i s  theo rem . Once more t h i s  i s  so  because
b o th  n u m era to rs  and denom inators s e p a r a te ly  a re  a s y m p to tic a lly  o f  th e
form c.R  n i . e .  fo llo w  th e  a sy m p to tic  b e h a v io u r o f th e  in d iv id u a l
term s p f n ^. Hence we sk e tc h  th e  p ro o f  on ly  b r i e f l y ;  and a ls o  om it 
1 »<3
th e  s i t u a t i o n  where a b s o rp tio n  i s  n o t c e r t a in  b u t a^q^ < 
s in c e  i t  i s  an a lo g o u s.
THEOREM 1 .3 . Suppose Q i s  R - p o s i t iv e , and th e  system  s t a r t s  from
an i n i t i a l  d i s t r i b u t i o n  {tk } over J .  Then s u f f i c i e n t  c o n d it io n s  
e n s u r in g  t h a t  th e  r a t i o s  c o rre sp o n d in g  to  ( l . l )  -  (1 .3 )  te n d  to  th e
same f i n i t e  p o s i t i v e  l i m i t s  as when th e  system  s t a r t s  from a f ix e d
i n i t i a l  s t a t e  a re  e i t h e r
(A) The l e f t  e ig e n v e c to r  {ol } s a t i s f i e s  < 00 and th e
i n i t i a l  d i s t r i b u t i o n  ]■ i s  dom inated by some m u lt ip le  o f  th e  v e c to r  
( a . } ,  o r
(B) The r i g h t  e ig e n v e c to r  {3 .}  i s  bounded away from  ze ro  and
th e  sum E tt 3 i s  c o n v e rg e n t.K. K. K.
N.B. B efo re  p a s s in g  to  th e  p ro o f ,  we n o te  t h a t  a lth o u g h  th e  a b s o rp tio n  
c o n d it io n  Cycoo i s  n o t e x p l i c i t l y  m entioned  in  (B) , i t  i s  a sim ple  
consequence o f  th e  f a c t  t h a t  (3^} i s  bounded away from  z e ro ,
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and th e  in e q u a l i ty  Z^ . 3^ < 03 w hich h o ld s  f o r  any R -p o s it iv e
m a tr ix .
P ro o f . B a s ic a l ly  t h i s  i s  a s im ple  a p p l ic a t io n  o f  th e  theorem s o f 
V ere-Jo n es  ( 1967) ,  §6, w hich d e s c r ib e  c o n d itio n s  f o r  th e  convergence 
o f sums o f  th e  ty p e  Z^ . u^ ^  311(1 doub le  sums Z  ^ E u .^ h j Rn
to  f i n i t e  l i m i t s  as n ->• 00, f o r  n o n -n e g a tiv e  {u^}, {ku}.
In  p a r t i c u l a r  i t  fo llo w s from h is  Theorem 6 .2  t h a t  fo r  an 
R -p o s i t iv e  Q, i f
e i t h e r  (a ) th e  v e c to r  {u^ } i s  dom inated by some m u ltip le  o f  th e
l e f t  e ig e n v e c to r  {a^}, and Z^ 0^  h^ < °°;
o r (b ) th e  v e c to r  {tu } i s  dom inated by some m u ltip le  o f  th e  r ig h t
e ig e n v e c to r  {EL}, and E 3^ < °°, th e n
/ \ (Z. T u . ß . )(Z.  T h a . )/ . . .  r r,  ^ (n )  , „n i  l e J  1 1 , ieJ j j(1 .1 6 )  lim  \ Z Z u . p . . h .  R f = ---------------------“------- U- Jj-
-  1 1,1 J
(where c l e a r ly  b o th  n um era to r sums on th e  r i g h t  hand s id e  a re  f i n i t e  
u nder e i t h e r  c o n d itio n  on accoun t o f  th e  d o m in a tio n , and s in c e
\  \ ek "  “ >•
L et us see how t h i s  r e s u l t  a p p l ie s  to  e .g .  th e  r a t i o s  a  . ( n ) ,
J
( n )
d e f in e d  by (1 .1 5 ) .  L et us c o n s id e r  th e  n u m e ra to r, Z  ^ tu p!  ^ f i r s t ;  
ta k in g  u^ = TU w h ile  h^ = (K ronecker d e l ta )  we see  t h a t  
c o n d i t io n  (a )  above i s  im p lie d  by (A) o f  th e  th eo rem , w h ile  th e  
a s s e r t io n  (B) c e r t a in ly  im p lie s  (b) above. Hence under e i t h e r  (A) 
o r  ( B ) , from  ( l . l 6 )
l6
Now turning to the denominator, let us put u^ = tt^  , and Ik  = 1, 
we find once more that (A) of the assertion implies (a) of the above, 
and that (B) implies (b). Hence under either (A) or (B) we have that
The remaining ratios can be treated in a similar manner, and this 
concludes the proof.
l»k The Role of the Sufficient Conditions in the Limit Theorems. The 
following discussion is intended to help clarify the role of the assumptions 
in the theorems of the previous section, in relation to the existence of 
the relevant limits.
We first note that the conditions imposed in the limit theorems 
ensure that the limiting behaviour of all ratios is exactly analogous 
to the results for the finite case, viz. (l.U) and (1.9). However, it 
may well happen in the denumerably infinite situation that sometimes 
(when the conditions are not satisfied), one proper limit distribution
( I a )( E ir.gp/ E 
jeJ J ieJ keJ
Dividing the two results we obtain as asserted
lim a .(n) = -—  
n-xx) ^keJak
(j £ J).
exists, but not the other. A good example of this is provided by the 
simple random walk on the non-negative integers, with absorbing barrier 
at the origin, which we now briefly discuss.
IT
The matrix Q in this case is given by
Q ; a, b > 0;
L
where a + b = 1. Although this matrix is periodic, with period 2, we
may easily modify our mode of passage to the limit in the ratios, in the
usual way. It is well known that absorption from any state i e J is
certain (i.e. q. = 1, i £ j) iff a _> b , and in a finite mean time,
i/(a-b), iff a > b *  If a < b ,  = (a/b)^. Further analysis (in
Seneta and Vere-Jones (1906), §6) reveals that Q is always R-transient,
but possesses unique left and right non-negative eigenvectors {c l},
(3.) corresponding to the eigenvalue 1/R, where 
J
1
R = (4ab) 2; a.. = 0^ j ( /b/a)J_1, 3 = 3-j_ j(/a/b)^“1
for j £ J. We thus notice that if a 4- b, R > 1 and q^  < 00.
However, if a = b *= ■— , R = l, and £^ q^_ = In either case
\  “A  = ” •
A consideration of (the appropriate analogues of) a. .(n), a. .(n)1 J J 1 9 J
when a ^ b reveals convergence to a proper distribution related to {c l },
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while the double limits of a. .(m,n), s. .(m,n) exist, but are zero.1 > J 1 j J
(When a = b , limits of both types are zero.)
This example, taken vis-a-vis Theorems 1.1 - 1.2, indicates that the 
existence of the first type of limit is closely related to the existence 
of a left eigenvector {o^} satisfying Z^ ct^. < 00 where R > 1, 
rather than R-positivity. The existence of a (proper) limit distribution 
of the second type, however, is_ closely related to the condition of 
R-positivity of Q (which of course implies R > l), because the matrix 
Q can possess non-negative eigenvectors {0^ .}»
eigenvalue 1/R and satisfying Z^ Oi^ .3^  < 00 if and only if it is 
R-positive (Kendall (1966a)).
In view of these observations, the following theorem relating to 
the limits of the first type, and the subsequent remarks, are relevant.
{3^ .} corresponding to the
THEOREM 1.1+. Suppose Q (not necessarily R-positive) has convergence
parameter R > 1. Then if the quantities a .(n) of (1.15) tend to ______________________
limits a. which form a proper probability distribution (vector),
J .. .
then the distribution is a left positive (convergent) eigenvector for 
some eigenvalue p in the range l/R <_ p < 1.
N.B. The sufficient condition implies certain absorption, since a > 0
J
for some j e J so that the denominator of a .(n) converges to zero.
J
Hence absorption is certain from some initial states, and by irreducibility,
from all.
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Proof. We note that
(n+l)
(1.17) Z a  ,(n) p = a (n+l).
keJ ^  k,J **J E. E . tk . p!nieJ jeJ i i,j
= a .(n+l). p (n+l)
where p (n+l) stands for the ratio of the double sums. Since both
%
the {a^ ^(n)} and their limits {a^} form proper distributions over J,
and the {p .} are bounded it follows from, e.g. the Helly-Bray 
h > J
theorem, that
llm * V k (n) Pk*J = W  P .^j •n-x» keJ 'V 90 keJ
Hence the right hand side of (1.17)» and hence p (n), approach limits; 
write p for the latter limit, so that
(1.18) Z a  Pk . = p a.
keJ K % J
(j e J).
By choosing k suitably so that o^. > 0, irreducibility of Q
implies that p > 0 (and that a. >0, j £ J), while the relation <5 J
I p.n^  < £ p(nL} guaranteed by the substochasticity of Q, ensures 
that, from its definition, p _< 1. The strict inequality p < 1  
follows by summing over j in (l.l8), using ^^ *\ < °°> the fact 
that > 0 for all k, and the strict substochasticity of Q.
Moreover since it is known (e.g. Pruitt (196^), Theorem l) that Q 
can have no eigenvalues p < 1/R, it finally follows that
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1/R < P < 1 ,
A!/
w hich com ple tes  th e  p ro o f ,  in  view o f  th e  o th e r  rem arks o c c u rr in g  in  
th e  body o f  th e  above.
I t  i s  a l s o  r e le v a n t  to  n o te ,  in  co n n ec tio n  w ith  t h i s  theo rem  and
in  th e  w id e r fram ework o f  our d is c u s s io n ,  t h a t  any l e f t  ( p o s i t i v e )
e ig e n v e c to r  {c^.}, c o rre sp o n d in g  to  an e ig e n v a lu e  p , l /R  <_ p < 1 ,
and s a t i s f y i n g  < 00, can be reach ed  as a l i m i t  o f  th e  c o n d i t io n a l
p r o b a b i l i t i e s  a  . ( n ) ,  m erely  by choosing  {tt.} so t h a t  tt. = a . / I ,  a  
AI, * J J J  J  k k
A d i r e c t  consequence o f t h i s  i s  t h a t  th e  e x is te n c e  o f such a  conv erg en t 
e ig e n v e c to r  g u a ra n te e s  c e r t a in  a b s o r p t io n , r e g a rd le s s  o f  w h eth er Q i s  
R -p o s it iv e  o r  n o t ,  so lo n g  as R > 1 . A s im i la r  r e s u l t  i s  th e  fo llo w in g
THEOREM 1 .5 .  L et {y, } be any n o n - t r i v i a l  n o n -n e g a tiv e  (and th u s
1 rL
p o s i t iv e )  v e c to r  s a t i s f y i n g
(1 .1 9 ) Z Yv pk 1 1  p 
k eJ  ,J
( j  e J ,  1/R < p < 1)
WZ T <k eJ
where Q has convergence p a ram e te r R > 1 . Then a b s o rp tio n  i s  c e r t a in  
and in  f a c t
(1 .2 0 )  P[N > n] = (1  -  p | n A = E p !n) = 0 (pn )
1 1 , 0  j e J  1,J
as n -»• °°, w here i s  th e  tim e  to  a b so rp tio n  from s t a t e  i  e J .
f This theorem  may be deduced d i r e c t l y  from  Theorem 6 .1  o f  V ere-Jones
(1 9 6 7 ), a lth o u g h  in  our s p e c ia l  c o n te x t a d i r e c t  p ro o f  i s  s im p le r .
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Proof, Iterating (1.19), and then summing over j e J
„ (n) n „
1 Yk Z pk,j - p .L Yj keJ jeJ oeJ
whence
„ (n) n „
Yk ,Z Pk,j -  p Z YjjeJ jeJ
k e J
whence the theorem follows since y > 0 for all k e J,
COROLLARY, For any matrix Q with R > 1 such that absorption is
not certain, any {y } satisfying (1.19), is divergent.
The assertion (1.20) is not, however, generally true for an 
arbitrary initial distribution {7m}, in contrast to a fixed initial 
state i.
To see this, consider the random walk example when a > b, and 
take p = 1/R, and the corresponding eigenvector {a^ .} for {y^} 
above (thus = a^k( A»/a)k”^), Then for the mean time to absorption 
(which is of course certain) we have
E[N ]a. £ P[N > n] n=o £ £ 7T. P[N. > n]n=o ieJ 1
= £ TT . E[N . ]
ieJ 1 1
= ( £ iTT )/(a-b)
ieJ
which diverges if {ti\} has an infinite mean. This is not possible
22
when an expression such as (1.20) holds, where the tail of the absorption­
time distribution decreases geometrically.
Unfortunately, there are no simple converses to theorems such as 
the last. In particular, it is not even necessarily true that if Q 
is R-positive and absorption is certain, that the left eigenvector of 
Q (corresponding to l/R) is convergent. For instance, consider an 
R-positive Q for which absorption is not certain - the Galton-Watson 
process will furnish us with such examples - and write Q' = ~Q. Then 
the convergence parameter of Q' is R' = 2R and Q’ is R'-positive; 
moreover absorption is certain for the process defined by Q* since
— nthe probability of remaining in J goes down at least as fast as 2 
On the other hand the unique positive eigenvectors of Q and Q' corres­
ponding to their convergence parameters coincide; and diverge from the 
Corollary to Theorem 1.5«
However in the R-positive situation, when absorption is certain, 
the following discussion will provide us with a simple sufficient 
condition ensuring ak < 00 •
Let {y } satisfy (1.19) for any Q with R > 1. Then summing
K.
over n in the iterated equation:
where 
to j
2 Yk 2 p[n < (l-P)-1 Y.
kej  ^ n=o k,J J
OO ( n), as is well known, Z p  . is 9 9 n=o k,j
from k over all (finite) time.
(j e J)
the expected number of visits 
We can deduce the convergence
of the series E. y. , k k’ if in addition we know that there is one state j
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(o r  p o s s ib ly  a f i n i t e  number) w ith  th e  p ro p e r ty  t h a t  th e  e x p e c te d  number 
o f  v i s i t s  to  ,j i s  g r e a te r  th a n  any f ix e d  £ > 0 , no m a tte r  what th e  
i n i t i a l  s t a t e . I t  sho u ld  be n o te d  t h a t  s in c e  t h i s  c o n d itio n  im p lie s  
convergence o f  y^ i t  im p lie s  c e r t a in  a b s o rp tio n  (Theorem 1 .5 ) .
The above c o n d itio n  i s  s a t i s f i e d  in  p a r t i c u l a r ,  i f  a b s o rp tio n  i s  
c e r t a in  b u t can occur in  one s te p  on ly  from one s t a t e  o r  p e rh ap s  from 
only  a f i n i t e  num ber. This i s  due to  th e  f a c t  t h a t  th e  system  v i s i t s  
t h i s  f i n i t e  s e t  w ith  p r o b a b i l i t y  one. Once ag a in  an example o f  such 
b eh av io u r i s  p ro v id e d  by th e  random w alk when a > b .
F in a l ly ,  s in c e  th e  p re c e d in g  t h e o r e t i c a l  d is c u s s io n  has been  
e n t i r e l y  concerned  w ith  th e  s i t u a t i o n  when Q has R > 1 , i t  i s  
w orth  p a u s in g  to  c o n s id e r  w hether any s im i la r  c o n c lu s io n s  may be reach ed  
when R = 1 . In  t h i s  case  i t  fo llo w s from Lemma 1 .2  t h a t  Q i s  
R - t r a n s i e n t .
On c o n s id e ra t io n  o f  th e  p re c e d in g  r e s u l t s ,  i t  i s  n o t d i f f i c u l t  to
see  t h a t  in  t h i s  s i t u a t i o n  th e  q u a n t i t i e s  a  .(n )  can n ev er te n d  to
~ t j
l im i t s  { a .}  w hich form a p ro p e r  p ro b a b il i t y  d i s t r i b u t i o n . (T h is  i s  
J
most e a s i l y  seen  by assum ing t h a t  a l l  l im i t s  e x i s t  and form  a p ro p e r  
d i s t r i b u t i o n ,  and a r r iv i n g  a t  a c o n t r a d ic t io n ,  v ia  (1 .1 Ö ), by fo llo w in g  
th ro u g h  th e  p ro o f  o f Theorem l . U . )  In  f a c t  we f in d  fo r  th e  random 
w alk when R = 1 , as a l s o  fo r  th e  G alton-W atson p ro c e ss  l a t e r ,  t h a t  th e  
l im i t s  a l l  e x i s t  b u t a re  a l l  z e ro , a lth o u g h  in  b o th  case s  a b s o rp tio n  i s  
c e r t a in .  We n o te  a ls o  t h a t  when R = 1 , th e  q u e s tio n  o f  c e r t a in
2k
a b s o r p t io n  can be s e t t l e d  by th e  e x i s t e n c e  o f  a (co n v e rg en t)  l e f t  
R - s u b in v a r i a n t  v e c to r  {y } i . e .  a n o n -n e g a t iv e  no n -ze ro  v e c to r
K.
{y^} s a t i s f y i n g  ( c f .  Theorem 1 .5 )
£ Yv P 
keJ k ^ k ,  j  -  Yj
( j  £ J )
I  y  <  co
k£J  k
which e n s u re s  (from  V ere-Jones  ( 1967 ) ,  Theorem 6 .1 )  t h a t  f o r  i  e J  
P[N. > n] = Z E l -  p f n) -> 0
j e J i . J i , o
as n a l th o u g h  no a s s e r t i o n  about th e  n o te  o f  convergence i s
p o s s i b l e ,  in  c o n t r a s t  t o  Theorem 1 .5  above. We n o te  t h a t  in  view o f
th e  p re c e d in g  remarks about th e  l i m i t s  o f  a  . ( n ) ,  th e  v e c to r
J
{yn.} must be s t r i c t l y  R - s u b in v a r i a n t ,  s in c e  i t  i s  assumed c o n v e rg e n t , 
( i f  one such e x i s t s  a t  a l l ) .
1 .5  O ther I n t e r p r e t a t i o n s  o f  th e  L im it D i s t r i b u t i o n s . In  c o n c lu s io n  
t o  our g e n e ra l  d i s c u s s io n  on q u a s i - s t a t i o n a r y  d i s t r i b u t i o n s ,  which we 
have t i l l  now c o n s id e re d  on ly  from a l i m i t i n g  v ie w p o in t ,  i t  i s  w orth  
p o in t in g  o u t  o th e r  i n t e r p r e t a t i o n s  o f  th e s e  f u n c t io n s  o f  th e  e i g e n v e c t o r s , 
which do n o t  depend e s s e n t i a l l y  on w hether th ey  can be a t t a i n e d  as 
l i m i t s  o f  th e  c o n d i t i o n a l  p r o b a b i l i t i e s ,  c o n s id e re d  in  § 1 .1 ,  o r  n o t .
As p o in t e d  out p r e v io u s l y ,  t h e r e  can e x i s t  l e f t  and r i g h t  non­
n e g a t iv e  e ig e n v e c to r s  o f  Q {3, ) c o r re sp o n d in g  t o  th e  e ig e n v a lu e
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1/R, and such that Z^ ^  < 00» if and only if Q is R-positive. 
Thus in the R-positive case, whether absorption is certain or not or - 
if certain - whether Z^a^ converges or diverges, a proper probability 
distribution {tk } is defined by the elements
(1.21) 7Ti = ou $±/ Z ak 3k ,
keJ
i e J.
This distribution can always be given an interpretation in terms 
of the limiting "time-reversed" chain described by Darroch and Seneta 
(1965), and Seneta (1966). Thus consider the stochastic transition 
matrix P on J , where
(1.22) P = {pi A where pi  ^ = R a. p ^ c l .
It is readily checked that this is the transition matrix of a positive 
recurrent Markov chain, whose limiting-stationary distribution is {n\} 
The relation borne by this chain to the original chain is (partly) 
described by the asymptotic behaviour of the following "reverse" 
conditional probabilities (for the original chain, taken relative to 
a starting state i £ j):
P[system in state k e J at time
= Jn) -p, /T,(n+1)“ pi,k pk,j/pi,j
, given in state j £ J at 
time n + l]
Since Q is R-positive, as n -► 00 these approach the transition
probabilities p . . .J »K
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F u r th e r ,  th e  u s u a l r e v e rs e  ch a in  o f  th e  p o s i t i v e  r e c u r r e n t  cha in  
d e s c r ib e d  by P , has t r a n s i t i o n  m a tr ix
(1 .2 3 )  P = {p. .} ,  w here p = R p . 3  , / 3 . ,
1 »J 1 ,<J 0 1
b u t o f  co u rse  th e  same s t a t i o n a r y - l i m i t i n g  d i s t r i b u t i o n  Thus
th e  d i s t r i b u t i o n  {tk } d e f in e d  by ( l . 2l )  may a ls o  be in t e r p r e te d  in  
term s o f  t h i s  " fo rw ard" c h a in , d e f in e d  by ( 1 .2 3 ) .  In  f a c t  t h i s  forw ard  
chain  has been shown by K en d a ll ( 1966a) to  have a l im i t in g  in t e r p r e t a t i o n  
in  term s o f  th e  o r ig i n a l  a b so rb in g  ch a in  under a " tw o -p o in t"  boundary .
When we drop th e  a s s e r t io n  o f  R - p o s i t iv i ty  o f  Q, and m erely  
assume t h a t  th e r e  e x i s t s  a conv erg en t p o s i t i v e  l e f t  e ig e n v e c to r  {a^} 
o f Q co rre sp o n d in g  to  1/R (w hich as p o in te d  ou t b e fo re  may on ly  occur 
i f  R > l )  th e n  we may deduce an i n t e r p r e t a t i o n  fo r  th e  v e c to r  {a, } 
in  te rm s o f  a " s t a t i s t i c a l  q u a s i- e q u i l ib r iu m "  o f  a number o f  p a r t i c l e s  
each fo llo w in g , in d e p e n d e n tly , on e v o lu tio n  from s t a t e  to  s t a t e  
acc o rd in g  to  th e  Markov ch a in  {X^} de te rm in ed  by Q. More s p e c i f i c a l l y ,  
l e t  us den o te  by B^( n ) ,  i  £ J ,  n = 0 , 1 , 2 , . . .  th e  number o f  p a r t i c l e s  
in  s t a t e  i  a t  tim e n . Then, fo llo w in g  a s im i la r  a s s e r t io n  fo r  th e  
s to c h a s t ic  ca se  by Derman (1 9 5 5 ), Theorem 2 , we have
THEOREM 1 .6 . I f  th e  B^( 0 ) ,  i  £ J ,  a re  in d e p e n d e n tly  d i s t r i b u t e d ,  
each h av in g  a P o isso n  d i s t r i b u t i o n  w ith  mean a ^ ,  i  £ J ,  th e n  fo r  
every  n _> 0 , th e  B^ ( n ) ,  i  £ J ,  a re  in d e p e n d e n tly  d i s t r i b u t e d ,  each
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having a Poisson distribution with mean R“n , i e J.
Proof, This follows by imitating Berman's proof, and using
Z
k £J “k p:
(n)
j  e J .
The fact that Z^ < °°(so that R > l) permits the following 
Corollary,
COROLLARY, The average number of particles not absorbed decreases by
-1the proportion (l-R ) at each transition of the (common) chain 
i.e. a proportion R*“^  is absorbed.
Proof: Since Z^ <: the sum of the means and variances of the
independent Poisson variables B^(n), i e J converges; hence (for 
every n _> 0) Z Zk(n ) converges with probability one (e.g. 
Skorokhod (1964), p. 24). Since the B^(n), i £ J are non-negative 
random variables, it is not difficult to see that the mean number of 
particles at time n, E(Zi£j B^n)), is Zi£j cl R~n (and that in 
fact the total is Poisson distributed with this mean, from convergence 
in distribution).
1,6 Application to the Galton-Watson Process. The theorems of preceding
sections, specifically §1.3, apply particularly well to the simple Galton-
Watson process (Harris (1963), Chapter I). Let F(e ) = Z f, sJ ,
J “ °  J
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Is I £. 1» denote the generating function of the offspring distribution
of a single individual. Our fundamental assumption, here and in the
remainder of the thesis as regards this process, is that 0 < F(0) = f < 1,
which is slightly different to the basic assumptions of Harris (1963),
p.5, but more relevant as regards absorption phenomena. The process
may then be described as an absorbing Markov chain {Z^} on
S = {0,1,2,...}, where the state 0 is absorbing and each state of
the (not necessarily irreducible) set J = {1,2,3,••«} has access to 0.
r . \ -.k °° 1The transition matrix is generated by [F(s)J = £ p . s , k e S,j-o k,j
o° (n ) nand the n-step transition probabilities are given by £ p ' s  =
<]-°
[^n(s)l , ^ e S, where F^(s) is the n-th functional iterate of F(s).
It is easy to show that the necessary and sufficient condition 
for the substochastic matrix Q, corresponding to J, to be irreducible 
is f, > 0 and f. > 0 for some j > 1. Under this condition Q is 
also aperiodic; we shall therefore assume that it holds in the present 
section, although as shown in Seneta and Vere-Jones (1966), §5, it is
readily removable. (We shall not need to assume it in Chapters Four to
Six.)
We also recall the standard result that absorption is certain if
00and only if the mean number of offspring per individual, m = £ jf. < 1;
J - °  J ~
if m > 1 the probability of ultimate absorption from initial state i, 
q^, is given by = q^, i ^  1, where q is the unique solution to
the equation x = F(x) in 0 < x < 1. Further F^(0) t 1 if m £  1
and F (0) t q if m > 1,
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In order to find the parameter R, it is convenient to consider
the corner elements p![n] of Qr“. Since1,1
(n) d_
ds {F (s)} = F’(0),and F’ (O) = — {f [F (s)] } = F'[F (0)]F'(0),1 n Js=o n * n+1 ds l n Js=o n n *
pi?i1>/pl"l = F'tFn(0)J F'(l)
■+■ F'(q)
if m <_ 1 
if m > 1
so that P-, -,(z) and hence all P. .(z) have radius of convergencei,i l ,,]
1/m if m £  1 and 1/F'(q) if m > 1 (0 < F ’(q) < l).
It follows immediately from Lemma 1.1 that if m = 1, Q is 
R-transient. To investigate possible R-positivity when m < 1, it 
is necessary to prove that e.g. the sequence {p!jn] Rn } tends to a 
positive limit (see Appendix).
Suppose first that m < 1. Then we are concerned with the sequence 
F^ i(0) /m11. From the above we have
FA(0) _ F^O) n-X _
n m . . mm 0=1
The infinite product IT. n F'(F.(o))/m has a non-zero limit if and onlyJ=1 0
if the series
00 F1(F.(0)) 00
E [ 1 ----------- ] = i £ {m - F'[F (0)]}
j=l m m J-l J
is convergent. Conditions for this convergence follow readily from the 
following two propositions, the first a consequence of the mean-value
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4 *
th eo rem , th e  second  from §2 o f  H e a th c o te ,  S e n e ta ,  and V ere-Jones  ( 1967):
(a )  < 1 -  F (0) < mJ , j  > 1 ,  where 0 < $ = F*(0) = f ± < 1 ;
(b) I f  K(s)  = Z. y .  i s  a p r o b a b i l i t y  g e n e ra t in g  fu n c t io n  and
J J
6 i s  a f i x e d  number, 0 < 6 < 1 ,  th e n  E [ l  -  K ( l - 6 J )] converges i f
and on ly  i f  E , y lo g  j < 00. Hence i f  we ta k e  K(s)  = F ' ( s ) / m ,  i t
J -1  0
i s  r e a d i l y  seen  t h a t  th e  s e r i e s  in  q u e s t io n  co n v erg es ,  and hence
CO
Q i s  R - p o s i t i v e  f o r  m < 1 , i f  and only  i f  Z ( j  lo g  j )  f .  < 00.
________________ ”_________J--L_____________________
The case  when m > 1 i s  most e a s i l y  han d led  by c o n s id e r in g  f i r s t
th e  r e l a t e d  p r o b a b i l i t y  g e n e ra t in g  fu n c t io n  H(s)  = F ( q s ) / q ,  f o r  which
i t  i s  e a s i l y  checked t h a t  th e  m-th f u n c t i o n a l  i t e r a t e  H^(s) = Fn ( q s ) / q ,
and H ' ( l - )  = F ' ( q )  < 1 . I t  i s  easy  to  see  t h a t  F ^ ( 0 ) / [ F ' ( q ) ] n =
H ^ ( 0 ) / [ H * ( l ) ] n so t h a t  from th e  above argument f o r  m < 1 , t h i s
00 /  \  j - 1converges  t o  a n o n -ze ro  l i m i t  i f  and only  i f  E Cj lo g  j )  f .  q < 00.
j - l  J
This i s  always so s in c e  F( s )  i s  a n a l y t i c  a t  q < 1 ; i . e .  H(s)  i s  
a n a l y t i c  a t  s = 1 . Hence Q i s  always R - p o s i t i v e  when mi > 1 .
A l i t t l e  c o n s id e r a t io n  ( a l s o  Waugh (1 9 5 8 ) ,  p .  2^8) r e v e a l s  t h a t  in  
f a c t  f o r  m > 1 , H(s)  i s  th e  o f f s p r i n g  d i s t r i b u t i o n  p . g . f .  o f  th e  
ch a in  c o n d i t io n e d  on c e r t a i n  a b s o r p t io n .  S ince  H(s)  i s  a l s o
a n a l y t i c  a t  s = 1 ,  and has  H ' ( l - )  < 1 ,  i t  i s  c l e a r  t h a t  i t  i s  
s u f f i c i e n t  in  th e  rem a in d er  t o  d is c u s s  on ly  th e  case  m < 1 ,  t o  cover 
th e  s i t u a t i o n  when m > 1 a l s o ,  a t  l e a s t  w i th in  th e  framework o f  our 
q u a s i - s t a t i o n a r y  d i s t r i b u t i o n s .
•j*
The lemma f i r s t  appea red  in  H eathco te  ( 1966) ,  th rough  a long  
p u b l i c a t i o n  l a g  in  th e  j o i n t  p a p e r .
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( In  any c a s e ,  th e  s i t u a t i o n  where m > 1 has been s tu d ie d  in  much 
th e  same way by K en d a ll  ( 1966b ) . )
Thus, c o n f in in g  o u r s e lv e s  to  th e  R -p o s i t iv e  s i t u a t i o n  where 
m < 1 , ( j  lo g  <j) f \  < °°* and ta k in g  n o te  o f  th e  e q u a t io n
E j  p . = m i  , i e J
which in  f a c t  h o ld s  f o r  any m a tr ix  Q w ith  any ( f i n i t e )  m, we have
t h a t  th e  unique p o s i t i v e  r i g h t  e ig e n v e c to r  {3 .} i s  s im ply g iven  by
d
3 . = j  > w h ile  th e  r i g h t  e ig e n v e c to r  {a .}  i s  c o n v e rg e n t ,  s in c e  
J J
I .  T a .  3 .  = 2 .  T j  a .  < °°. Thus Theorem 1 .1  i s  a p p l i c a b l e ;  and in  
J J J
f a c t  th e  l i m i t  d i s t r i b u t i o n  o f  th e  {a. (n)} ( f o r  any f ix e d  i )  has
1 j J
a f i n i t e  mean. A lthough t h i s  l e f t  e ig e n v e c to r  { a .} ,  h e re  normed so
J
t h a t  a j = 1 » canno t in  g e n e ra l  be g iven  e x p l i c i t l y ,  i t s  g e n e ra t in g
f u n c t io n  A(s) = Z. a  s J s a t i s f i e s  th e  m o d if ied  Schröder f u n c t i o n a l
j
e q u a t io n
(1.2U) 1 -  A (F (s ))  = m [l -  A ( s ) ] ,  j s j £  1
o b ta in e d  from th e  i n v a r i a n t  e q u a t io n  f o r  { a .} ,  s in c e  E T a .  = 1 .
J J £tJ J
We n o te  t h a t  t h i s  a s s e r t i o n  o f  Theorem 1 .1  p e r t a i n i n g  to  th e
{a. , ( n ) }  y i e l d s  a re f in e m e n t  o f  th e  well-known theorem  o f  Yaglom 
 ^5 J
( 19I+7 ) t h a t  th e s e  c o n d i t i o n a l  p r o b a b i l i t i e s  converge t o  a p ro p e r  l i m i t  
d i s t r i b u t i o n ,  w i th  f i n i t e  mean, whose g e n e ra t in g  fu n c t io n  s a t i s f i e s  th e  
above f u n c t i o n a l  e q u a t io n ,  i f  m < 1 ,  F " ( l - )  < 00. Although we have
assumed i r r e d u c i b i l i t y  o f  Q to  do t h i s ,  as m entioned  b e fo re  t h i s
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condition is easily removed. In fact we shall show in Chapter Four
that Yaglom’s theorem holds true (omitting the 'mean' assertion) without
essentially any other restrictions on Q, save m < 1. This was first
proved, using different methods, by Heathcote, Seneta and Vere-Jones
(1967), and independently by Joffe (1967). However, unless R-positivity
00holds in essence, j a. = 00 so that the mean of the limitJ ~ J
distribution is infinite; and it can also be shown that as n -> «> the
0° . .individual means, e.g. E J a, .(n), behave as follows:j-l ljj
£ j a .(n) - m /(l - F (o)) ->■ £ j a . ,
j=l ,J n j=l J
so that (essential) R-positivity is equivalent to the convergence to a
finite limit of the quantities mn/(l-Fn(0)) studied by Kolmogorov (1938).
Still continuing with the case m < 1 and Q R-positive, let us
consider an application of Theorem 1.3 when the chain {Z^} starts
from a specified ’ancestor* distribution {n\}. It is convenient to
use criterion (b ) of this theorem, since the condition that the right
eigenvector be bounded away from zero is trivially satisfied here. Thus
a sufficient condition which ensures that the same limit distribution is
reached as from a fixed state, is that £^_ 71^  3^ be convergent i.e.
that the initial distribution have finite mean. If the mean is infinite,
we may be led to a new type of limit distribution, as we now show.
Let us write tt(s ) = £ . tt . s^ ; as before A(s) is the generatingJ J
function of the limit vector {a }, suitably normed. The p.g.f. of theJ
a .(n) is then a,» J
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TT[Fn(s) ] - 7r[Fn(0)] 1 - 7r[Fn(s) ]
TTn(s) = 1 - TrLFn(0)J = 1 " 1 - irLFn(0)j *
Suppose we take tt(s ) = 1 - (l-s)^ (0 < X < l); then
1 - F (s) X
1 - V S) = <l-"F°(0)t ’
and since as n -> <» we know that the quotient 1 - F (s)/l-F (0) -* 1 - A( s), 
we have
(s) = lim Tt„(s) = 1 - [1 - A(s)]X, (Aq j Cs ) = A(s)).
1(X)' ' n-» n
Since A(s) generates a proper distribution, so does A^^(s); however 
the corresponding distribution has infinite mean for 0 < X < 1, in 
contrast to {a }. Further, Theorem l.U implies the A ^ ( s )  must 
correspond to some eigenvector; and in fact from (l.24), we have that
1 - A^[F( s ) ]  = m^[l - A^j(s)].
Thus the eigenvector generated by A^j(s) corresponds to the eigenvalue 
m . (It is relevant to mention here that subsequent to the publication 
of these results in Seneta and Vere-Jones (1966), Rubin and Vere-Jones 
(1968) have completely determined the domain of attraction among the 
( O  for the limit laws determined by the A^^(s) (0 < X < l).)
Finally, a few remarks on the case m = 1 are in order; we shall 
2
assume also that T = F"(l-) < 00 in order to utilize the results of 
Kesten, Ney and Spitzer (1966), Theorem^l, Corollary 1, and Theorem 2. 
In particular for i^ £ J as n -»■ <»
*4* There is an error in the proof of this theorem; specifically equation 
(2.7) is incorrect. The results are valid, however.
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I p|n) = 1 - [F (O)]1 ^ 2i/x2n 
jeJ 1,u
(n) . 0. , 2 2p ^ 2i p /t n 
■*- j u J
where {p.} is the unique suitably normed invariant measure of the 
J
matrix Q (and is entirely positive since we are assuming irreducibility 
of Q). Hence as n 00
a (n) ^ p./n, -> 0;1»J J
and as m ■ + 00
2 2{lim a . (m,n)} ^ 2j p /t m , 0.
ft->CO * ^  j
However, it is not without interest to note that in each case a
suitable renorming of the left-hand side produces a limit result
analogous to the finite, or R-positive, situation, since the limits are
then positive and independent of the initial state. Moreover they bear
the same relation to the left and right vectors {p.}, {j} corresponding
J
to 1/R; however p^ = k ^  = °°.
CHAPTER TWO
THE RELATION BETWEEN THE ERGODIC PROPERTIES OF A 
DENUMERABLE SET OF STATES AND ITS FINITE SUBSETS
2 .1  I n t r o d u c t i o n . I t  i s  o f  p a r t i c u l a r  i n t e r e s t  in  th e  a p p l i c a t i o n  o f  
d enum erab le  Markov c h a in  t h e o r y ,  t o  c o n s id e r  how th e  e rg o d ic  p r o p e r t i e s  
d e f in e d  by  th e  i n f i n i t e  s t o c h a s t i c  o r  s u b s to c h a s t i c  m a tr ix  u n d e r  
c o n s id e r a t io n  a re  r e l a t e d  t o  th o s e  d e f in e d  by th e  n x n (n  = 1 , 2 , 3 , . . . )  
t r u n c a t e d  c o rn e r  s u b m a tr ic e s .  I n  p a r t i c u l a r ,  i t  seems im p o r ta n t  t o  
i n v e s t i g a t e  w h e th e r  th e  r e l e v a n t  e ig e n v a lu e s  and e ig e n v e c to r s  o f  th e  
t r u n c a t e d  m a t r ic e s  in  some s e n se  a p p ro x im a te  th e  c o r re s p o n d in g  q u a n t i t i e s  
(a s  d e f in e d  in  th e  th e o r y  o f  V e r e - J o n e s ,  f o r  exam ple) f o r  th e  i n f i n i t e  
m a t r ix ,  a s  n -* °°.
I f  we ta k e  J  = { 1 , 2 , 3 , . . . }  f o r  th e  in d e x  s e t  o f  th e  d enum erab le  
m a t r ix ,  and  a d jo in  an in d e x  { 0 } , i . e .  an a b s o rb in g  s t a t e ,  t o  make 
th e  m a t r ix  s t o c h a s t i c  ( i f  i t  i s  n o t  a l r e a d y  s o ) ,  th e n  th e  above p ro b le m  
i s  ta n ta m o u n t t o  e n q u ir in g  how th e  c h a in  d e s c r ib e d  by t h i s  m a tr ix  i s  
a p p ro x im a te d  by th e  c h a in s  d e s c r ib e d  by th e  s u b m a tr ic e s  on th e  t r u n c a t e d  
in d e x  s e t s  J ( n )  = { l , 2 , . . . , n }  f o r  f ix e d  n ,  w ith  a l l  s t a t e s  e x t e r n a l  
t o  J ( n )  b e in g  c o n v e n ie n t ly  r e g a rd e d  as a  s i n g l e  a b s o rb in g  s t a t e .
From such  an a l t e r n a t i v e  d e s c r i p t i o n  i t  i s  c l e a r  t h a t  t h i s  p a r t i c u l a r  
p rob lem  f a l l s  ro u g h ly  w i th in  o u r  g e n e r a l  fram ew ork o f  s tu d y ,  th e  m ain
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difference being that instead of dealing with a fixed denumerable set 
of states we are dealing with a sequence of expanding finite sets J(n).
To bring the situation more completely within the general framework, we 
expect to impose a condition analogous to our fundamental one, specifically, 
that in fact each state of J(n), for each fixed n, can reach the 
’external absorbing state’ and so is ’transient’. (We shall see below 
that in fact we impose implicitly an even stronger condition.)
However, in this chapter and within the scope of the problems we 
consider, it is rather more convenient as well as more general, to 
depart somewhat from the above probabilistic formulation of the problem 
by not restricting ourselves to an infinite stochastic or substochastic 
matrix. In order to apply aspects of Vere-Jones’ theory (see Appendix) 
we do however need to assume that we have an infinite non-negative 
matrix T all of whose integral powers exist, and that it is irreducible 
with its convergence parameter, R, positive. As mentioned in the 
Appendix, these properties are preserved by interchanging the rows and 
columns of T; moreover the possibility that T is periodic is not 
excluded.
We also assume that all but a finite number of the corner truncations 
of T are irreducible. Although this condition is a non-vacuous one, 
in the sense that simple irreducible matrices T can be found for 
which it does not hold, it can be entirely removed, as we shall point out 
in the section concluding the chapter. However such removal involves a
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considerable amount of additional and inconvenient labour so that it is 
preferable to retain the assumption for purposes of this treatment.
It is relevant to mention that the technique of considering 
truncated matrices to obtain properties of the corresponding infinite 
matrix is well known in slightly different but sometimes related situations. 
For instance, in the theory of continuous-time Markov chains with a 
denumerable infinity of states, Reuter and Ledermann (1953) have used 
truncated n x n matrices of the transition intensity matrix to construct 
a solution to the corresponding Kolmogorov differential equations, and 
discuss its uniqueness. These authors use essentially the same technique 
in a later paper (Ledermann and Reuter (195*0) to give a detailed 
discussion of the spectral theory for birth-and-death processes. Mandl 
(196U) has also utilized similar truncations to give a simple discussion 
of the ergodic properties of these processes, and to derive a simple 
sufficient condition for uniqueness of solution in the determining 
equations. However, it is apparent that the approach of these authors 
centres on differential equation properties and/or the special form of 
the intensity matrix, rather than eigenvector properties, and, in any 
case, will not in general carry over to the discrete time case.
In the case of present interest, viz. discrete space and time, the 
method of truncations is rare. The most general study appears to have 
been attempted by Sarymsakov (195*0» §§22-2U, who, by considering the 
matrix of a chain consisting of a single non-cyclic essential class of
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s t a t e s ,  and im posing th e  f u r th e r  r e s t r i c t i o n  th a t  a l l  n x n t r u n c a te d  
m a tr ic e s  e x c e p t f o r  a f i n i t e  num ber, be a ls o  i r r e d u c ib l e ,  g iv e s  s e v e ra l  
th eo rem s. Two o f  th e s e  a re  p roved  below  in  c l a r i f i e d  and m o d ified  form . 
H is g e n e ra l  approach  r e l i e s  on c o n s id e r in g  th e  d e te rm in a n t-c o fa c to r  
p r o p e r t i e s  o f  th e  t r u n c a te d  m a tr ic e s  as n -* 03, w hich however le a d s  to  
s e v e r a l  d i f f i c u l t i e s  as re g a rd s  e x is te n c e  and u n iq u e n e ss .
I t  i s  Sarym sakov 's approach  w hich p ro v id e s  th e  main m o tiv a tio n  fo r  
th e  p r e s e n t  s tu d y ,  a lth o u g h  f o r  com pleteness i t  i s  n e c e ssa ry  to  m ention 
th e  famous p a p e r  o f  Kac (l9*+7) who has a ls o  used  a f i n i t e  app rox im ation  
te c h n iq u e  fo r  c e r t a in  random -walk p ro c e s s e s .
2 .2  P re lim in a ry  R e s u l t s . For a m a tr ix  T s a t i s f y i n g  th e  c o n d itio n s  
s p e c i f i e d  in  th e  p re c e d in g  s e c t i o n ,  deno te  by = ^ (n )^ i  j -0 i , j  £ J (n )
th e  n x n 'n o r th -w e s t*  c o rn e r  t r u n c a t io n  o f  T. In  p la c e  o f  assum ing 
i r r e d u c ib le  f o r  each n a p a r t  from a f i n i t e  num ber, we s h a l l  
h e n c e fo rth  assume in  f a c t  t h a t  (n )^ i s i r r e d u c ib le  fo r  a l l  n = 1 , 2 , 3 , . . .  
fo r  s im p l ic i ty .  We do t h i s  w ith o u t lo s s  o f  g e n e r a l i t y ,  s in c e  a l l  our 
r e s u l t s  a re  co nce rned  e s s e n t i a l l y  w ith  s u f f i c i e n t l y  la rg e  n , and a re  
very  e a s i l y  m o d ified  i f  n e c e s sa ry  to  in c lu d e  th e  p re v io u s  c a se . For 
co n v en ien ce , we adop t th e  c o n v en tio n  t h a t  ( n ) t ^ j  = 0 i f  i  o r j  > n.
We th e n  have th e  fo llo w in g  two p re lim in a ry  lemmas, p a r t l y  a t t r i b u t a b l e  
to  Sarymsakov (195*0 , §22.
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LEMMA 2.1. For in = 1.2.... lim , = tfm).
--------- --- n-K» (n) ^  !.J
SlnCe lim (n)*i™j existsforn-*x)
(l)m = 1,2,...; moreover, obviously lim , vt: . - t. .. Then since
n-x» ' ' 90 9 tJ
(m+l)j. \ / y  ,(l) , (m)
(n) i»J k=1 (n) i,k (n) K,j
by dominated convergence and induction
,. (m+l)
n“  <“> i.J “ k:x ~*.3 - “i.J •z t. , t,( m )  =  t (m+1)
LEM#. 2.2. The period d of T is also the period of (n)'T> for all 
sufficiently large n.
Proof. For an irreducible matrix T of period d, it is well known that
t. . > 0  for m >_ M(i); hence t m > 0 for m > M(l). As a consequencei J L  ,1
of Lemma 2.1 therefore, (n)t|m^  > 0, (n)t^^+1 d^  ^ > 0 f°r n >, N(m)
and fixed m > M(l), Hence if d(n) is period of (n)T » h(n) £ cL, 
n > N(m). Now since , .tjm^ n^  < t^“^ n ^, d(n) > d. Thus for 
n _> N(m), d(n) = d.
To proceed further, let us denote by R^ the common convergence 
parameter of the finite irreducible matrix (n )^ * ^  -*-s readily seen
that l/R^ is the unique positive maximum-modulus eigenvalue guaranteed
Dy the Perron-Frobenius theory. Further, any such finite irreducible
4*matrix is R-positive, so that in the notation of the Appendix
(2.1) (n)Li i (Rn) = 1» i e J(n).
We have the following result concerning the convergence of the 
sequence {R }, which shall be strengthened in the next section (see 
Theorem 2.2):
THEOREM 2.1 (Sarymsakov). R^ I R^ where R £ R^ < 00.
Proof. From the inequalities £ (r+l)^ i.mj — we ^ave
°°>R >R _ > R. Hence the theorem follows by putting lim R = R . n — n+1 — nn-Ko
Finally, we shall need to refer to the following results of Vere- 
Jones (1967) which we state as a lemma, and which hold for any non-negative 
irreducible T with R > 0.
LEMMA 2.3. (A)
and for fixed i 
corresponding to
For 0 < r < R . L. , (r) < 00 for all i, j £ J ,
1 »J
. {L. .(r)} constitutes a left subinvariant vector> 1#J ------------------------------------------------------
r i.e. satisfies
00
r I x, t, . < x ., and x . > 0, j £ J.k=1 k  k >J “  J -----  J -
Moreover, this particular vector remains subinvariant if ^(r) is 
replaced by unity.
A subscript (n) preceding a quantity, here and subsequently, indicates 
that the quantity refers to the truncation (n )^ *
(B) No non-trivial left-subinvariant vector corresponding to
r > R can exist.
Similar statements hold for a right subinvariant vector {y_^ } with 
^'s replaced by F^ ,'s.
N.B. We shall also make considerable use of the additional important 
result on R-subinvariant vectors already stated as Lemma 1.1 of Chapter 
One; and Lemma 1.3.
2,3« General Limit Theorems. The following theorems answer several 
problems on the convergence of largest eigenvalues and their corresponding 
left eigenvectors. Analogous results for right eigenvectors can be proved 
similarly.
THEOREM 2.2 In Theorem 2.1« in fact R^ = R.
Proof. From their defining relations (see Appendix), in the same way
as in the proof of Lemma 2.1, , t £. . as n -* 00. From Theorem* (n) i,j i,j
2.1, for all n, I Rw , so that from (2.1) (r)Li ^(*0 — From. 
Fatou’s lemma, therefore, L^ ^(R^) <_ 1. Suppose Rto > R; then take R* 
such that R^ > R* > R. Clearly L. .(R*) < 1, so that T. . (R*) =
1 ^ 1  1 j -L
(l - L. .(R*))-  ^< 00, which contradicts R as the radius of convergence i,i
of T^ i(z). Hence R^ = R.
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Sarymsakov (195*0, §23, was not able to identify R . Dealing with
00
the stochastic case he concluded essentiallv that R > 1  and if R > 1,oo —  CO
(m)t. . -* 0 as m -* co. This result follows immediately from the abovei,i
considerations. Moreover, from the above theorem and Lemma 2.2 we have 
the immediate corollary that if T has period d, then the d maximum- 
modulus eigenvalues of the matrices ^or sufficiently large n each
converge: viz. 1/R g^Tiik/d ^ -^ /R e^7rik/d^ ^ _ o,l,2,...d-l as n oo.
The latter quantities have been studied by Sidak (1964) and Vere-Jones 
(1967), §7. If 1/R is an eigenvalue (in the sense that there exists 
a left R-invariant (eigen) vector), then they are obviously eigenvalues 
of T.
Let us write ^ = 1*2,...,n for the unique positive left
eigenvector corresponding to the eigenvalue 1/R for the irreducible 
matrix (n)^» PU^ (n)al = ^ ^or n *
THEOREM 2.3 The vector (a }, k = 1,2,... where = lim inf /
(a = l) is a positive left subinvariant vector of T corresponding to R .
If T is R-recurrent, then lim , Na, = a, , k = 1.2.3•...* exists, and—  -------------------- 2-------  k k ---------*------n-x»
{a^} constitutes the unique positive invariant vector of T with 
a = 1 corresponding to R .
OOProof. R Z, . / xd, /xt. . = / %a..-----  n k=l (n) k (n) k,j (n) j
Since R 7 R > 0 we have from Patou’s lemma and the above that n
(2.2) R Z a, t. < a,
k=l ^ ^
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(since = 1 and T is irreducible with R > 0, necessarily 
0 < ak < °°) •
If T is R-recurrent, it follows from Lemma 1.1 that {a^} is
the unique positive strictly invariant left eigenvector corresponding
to the eigenvalue 1/R. To prove that in this case a, is the limit of
(n)°'k* suppose s > 1 is the first number for which lim^sup (n)Cts >
lim inf , >,a . Then choosing a sequence {n. / s} for which lim , \(n -> co (n) s & k(s) n
lim sup / \a = a* we could construct as above a left subinvariant n ->• (n) s s
vector corresponding to R which was non-negative, with first element
unity, but with a* ¥ a . This is impossible by Lemma 1.1, whichs s
completes the proof.
Although we have proved Theorem 2.2 above separately, because of 
its importance, it is interesting to note that it could be deduced from 
Theorem 2.1, a slight modification of the initial stage of Theorem 2.3 
and Lemma 2.3(B), as follows. Equation (2.2) in the initial step above 
would be replaced by
CO
R
00
E
k=l
< a.
since from Theorem 2.1 R I R (> R > 0). Row, Lemma 2.3(B) impliesn 00 —
R < R, whence R = R.CO —  * OO
Theorem 2.3 has an interesting interpretation if the denumerable 
matrix T in question, is a stochastic or substochastic matrix, P.
hk
We may then consider the sequence of (finite substochastic) truncations,
/ P^, to corresponding to a sequence of finite absorbing Markov chains. 
It follows from Darroch and Seneta (1965) or from Chapter One, that the 
Perron-Frobenius eigenvector, f°r eac^ fixed n, describes
a quasi-stationary distribution over J(n). If also P is R-positive, 
and has a convergent positive left eigenvector, {a,}, correspondingK
to the eigenvalue 1/R, then, according to Chapter One this vector 
describes a distribution over J in the quasi-stationary sense if P 
is substochastic, or in the usual stationary sense if P is stochastic 
and corresponds to a positive recurrent chain (i.e. R = l).
Hence in this situation, Theorem 2.3 describes in a sense the 
convergence of quasi-stationary distributions over J(n) to one over J 
as n 00. However, it would be more pleasing and satisfactory if 
we could actually assert the convergence under the usual probability 
norming viz.
/  \ 0 t(n) k
E
kej(n)
--- - *
(nfk £ a, keJ 1
k e J
instead of the unit norming (r)aj_ = = !• Unfortunately, this last
problem appears a difficult one, and we do not pursue it further at present.
Before proceeding to our next result, we need to note that R^ > R 
for every n. This is not immediately obvious, but may be seen from the 
following simple argument. Let us consider any non-trivial R-subinvariant
*+5
vector {a.} of T = {t. .} (certainly such vectors exist, from e.g.<3 1»J
(2.2)); and form the matrix T* = {t* .}, where t* . = R a. t . ./a.«1 » J 1 9J «3 <3 »1 1
'Ihen T* is clearly irreducible, substochastic, and has convergence
parameter R* = 1. Its finite truncations (n)T* are irreducible,
substochastic and have convergence parameters R* = R^/R. how, in fact
each must be strictly substochastic, otherwise T* could not be
irreducible; so that the maximal eigenvalue of ^^T*, i»e« 1/R*» < 1.
Thus R < R .n
The present section is now concluded by the following theorem, 
derived from an idea of Sarymsakov (195*0, §23. By (n )^ j ^(r) we 
denote the cofactor of the (j, i) element of the n x n matrix 
[ ^ 1  - r.^n jT], and by (n )^ (r) the corresponding determinant, where 
/ \I is the n x n unit matrix. We note that if R > r > 0, then 
^njA(r) >0, so that in particular (n )A(R) > 0. (The characteristic 
function, det[Xl - H] for any real square matrix H, is positive for 
real values of X exceeding the largest real root, if a real root exists.)
THEOREM 2.4. (A) As n + °°, , NC. .(R)// \C. .(R) f V. . > 0 for all --------- —  {n) j,i In; 1,1 i,j ------
i,j e J. For i ^ j, V. . = L. .(R); and V. . = 1. For fixed i,1 > <3 1 * <3 191
V. . forms a positive left subinvariant vector of T corresponding to R. 1 » J  *"
(B) lim ^ jA(R) exists, and is non-negative. If 
lim (n)MR) is positive, T is R-transient. For an R-transient T, 
(n)A(R) anA (n)^j ^(R) have positive or zero limit together, for all
i,j £ J.
46
Proof. Since R^ > R, (n)Cj#i(R) = (n)A(R) x (n)T. (R) > 0  for
i,j e J(n).
From the relations between quantities of type T. .(z) and L. 4(z),1 » J 1 9 J
(see Appendix) it now follows that for i ^ j
(2.3) (n)Li,j<R)*(n)A<R > - ( n f t . i ^ 1 ' (n)Li,i(R” - 
(n)A(R) = (n)Ci,i(E)[l - (n)Li,i(R)]-
Hence
(n)CJ,i(R)/(n)Ci,i(R> = (n)Li,j(R) + Li,J(R) < “ •
as n +• 00, the finiteness here, and the rest of assertion (A), following 
from Lemma 2.3(A).
By cofactor expansion along the (n+l)-th column for j <_ n,
n+1
(n+1) j ,j (n) k=1 k,n+l. (n+1) j,j/ktn+l
where (n+p)^j n+^(R) (k»n+l) cofactor of the matrix
formed from - R.^n+^^T] by crossing out its j-th row and column,
The corresponding matrix formed by crossing out the j-th row and 
column of (r,+p)^ n°t obviously irreducible, but clearly its 
eigenvalues cannot exceed 1/R_^ +  ^ in modulus, from a consideration of 
its resolvent. Hence
( ^ \ c - • / l M r) > 0(n+1) j,j/k,n+l -
as in the first step of the proof. Thus 0 < , nXC. .(R) < , NC, .(R)(n+1) - (n) j,j
so that
7^
/ vC. .(H) i C. .(h ) _> 0 (this is the definition of C. .(r ))« '11 i J j ,] J j J J »J
Since (r )^j:  ^(R) <_ 1 as n -+ <», from (2.3)
(n)A(R) + Ci§i(H) [1 - Litl(R)] > 0.
Hence lim ^A(R) > 0  -*■ ..(KJ < 1, ^(R) > 0, so that T is
R-transient. The fact that, if T is R-transient, n^)A(R) and 
^^C.. ^(R) have positive or zero limit together for all i, j now 
follows by taking limits in (2.3) and this completes assertion (B).
In fact it follows from the proof that ,for all j £ J , C . .J »1(R)
do f* •( = * lim , xC. .(R)) are all positive or zero together for a fixed i.n-K» 'n' <]»1
In fact from the row-column duality inherent in Vere-Jones' theory, it 
follows that the C. .(R) are all positive or zero together (i.e. allJ 9 1
i»j £ J)» and if positive, form a left subinvariant vector for every 
fixed i. This leads in part to the first of the following important 
corollaries for an irreducible stochastic matrix (with irreducible 
truncations ) P, corresponding to an irreducible Markov chain.
COROLLARY. (l) C . (R) = C .(l) for fixed j £ J is independent
J  » 1  < J » 1
of i £ J if the chain is recurrent.
(2) lim / x/\(l) exists and is non-negative. A -positive 
n - K o  \ n ) .......-  1 • — ......... . 1,1  ------ — r 1 1 •"
limit implies that the chain is transient and C. _. (l) > 0 for all i,j £ J.
J j1
Proof. For the first part we need to prove the statement only if
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all ^(l) (- ^(R) in this recurrent case) are positive. As
in the theorem, it can he then deduced that
C (1) = C, .(1) F. .(1). j»1 J»J i»«3
From the analogues of Lemmas 1.1 and 2.3(A), the C. .(l) for fixed j,
t] » 1
form the unique positive right invariant vector corresponding to R = 1.
But this must he a positive multiple of e = {1}, so that in fact
C. .(l) is independent of i. (We shall show hy examples that hoth 
J j1
C .(l) > 0 and C. .(l) = 0, each for all i, j, can occur for hoth J » 1 <3 * 1
positive and null recurrent chains.)
The second part of the Corollary follows hy noting that in the 
general Markov chain case R > R _> 1, and imitating the proof of the 
relevant portion of the theorem, (if the cited limit is positive, it 
implies ^(l) < 1 which is equivalent to transience. We shall give
an example where lim , nA(1) > 0.)
n -Ko ''n ''
It is clear that the above theorem is most useful for Markov chains 
when we know beforehand that the chain is recurrent, since R = 1, and 
the stationary measure is immediately computable.
The condition lim ^^A(l) > 0 is sufficient, hut hy no means 
necessary for transience; it will be seen to he, in fact, a far too 
strong condition in general. It would certainly be of interest to 
investigate closely more intuitively obvious situations in which it holds. 
Moreover, it appears likely that a partial explanation of it may he
found in Martin boundary theory, certain clues being provided by the 
third example of the next section. However, we have not yet carried 
out a detailed investigation on this topic, it being slightly divorced 
from the character of the present chapter, and shall leave its discussion 
to a future date.
2,b Examples and Applications to Markov Chains.
1. Random Walk with Absorbing Barrier at Origin. The random walk is 
assumed to take place on the non-negative integers S = {0,1,2,.....} 
of which {0} is an absorbing barrier. The submatrix corresponding
to the transient states J = {1,2,3,....} is the same as in §1.U,
(we reproduce it for convenience):
f
o b o o
a o b o .
T = o a o b
where a , b > 0 ,  a + b = 1, and is irreducible and periodic with period 
2. Its n x n corner truncations for n >_ 2 are irreducible, and 
clearly have period 2 (Lemma 2.2). It has been already mentioned in
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§1.1* t h a t  T i s  R - t r a n s i e n t  w ith  R = (l*ab) 
p a r t i c u l a r  c a s e ,  l e f t  and r i g h t  e ig e n v e c to rs  
t o  the  e ig e n v a lu e  1/R where a  j ( b / a )
1
, and has
{c^}, (3±)
l( j-n
j £ J .
in  t h i s
co r re sp o n d in g  
= j ( a / b ) £ ( j _ i ) ,
The n x n t r u n c a t io n  o f  t h i s  m a tr ix  f o r  n >_ 2 has maximum- 
modulus e ig e n v a lu e s  ±1/Rr and e ig e n v e c to rs  { (n )C^ .} 9 { (n )ßj}> co rre sp o n d in g  
to  1 /R , ,  g iven  by
l /R  = 2 /ab  cos ( i r /n + l ) ;
ifli = Aß (b /a )  s i n  ( i r j /n + l )
1
( n )Bj = Bn ( a / b ) 2 ^ “ 1  ^ s i n  ( i r j /n + l )
( n ) a j
fo r  j £ J ( n )  (Takacs ( i 960) ,  pp« 68- 6 9 ) .  Thus as n 00
(2.1*) Rn -  R 'v TT2 / l* ( a b ) 2 n 2 .
R e n o rm a liz in g  th e  v e c to r s  { ( n )a -^> ^ ( n ) ^ j ^ *  "C 3 j } so  t h a t
= ( n )6^ = = 1 (w h ich  w i l l  s p e c i f y  A^, B ^, (3^, above)
we have e . g .
(2 .5 ) (n) ja . -  a %
O J —B) O o
-  j ( j  - l ) ( b / a ) c- 77 / 6n2 f o r  j  e J
From (2.U) and (2 .5 )  we o b ta in  r e s u l t s  p r e d i c t e d  by Theorem 2 .2  and th e  
f i r s t  p a r t  o f  Theorem 2 .3 ,  th e  r a t e  o f  convergence b e in g  q u i t e  s low .
The g e n e ra l  problems o f  r a t e s  o f  convergence a re  c l e a r l y  very  
im p o rtan t  in  r e s p e c t  t o  th e  a p p l i c a t io n  o f  th e  p re c e d in g  th eo rem s; however 
we do n o t  pu rsu e  t h i s  to p i c  f u r t h e r  a t  p r e s e n t .
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2. Random Walk with Elastic Barrier at Origin. This Markov chain has 
an irreducible aperiodic transition matrix (and all its truncations 
irreducible and aperiodic) given by
L J
where a, b > 0 a+b =1« It is well-known that corresponding to the
three cases b < a ,  b = a, b > a  the chain is positive-recurrent, 
null-recurrent, and transient respectively. In the latter case_^  
consideration of P (z) reveals that when b > a, R = (Uab) 2 > 1 
and the matrix is R-transient. It can be shown that in this case 
(e.g. Neuts (1963))
(n^A(R) = det [(n)I - R«(n)P] = (l-Ra)n(l/2)n“1 - abR2(n-l)(l/2)n“2
so that 0 as n + 00. Thus may have a zero limit
when a matrix is R-transient. (it may also be shown that ljyg ^^A(0) = 0, 
for 0 < 0 < R, in this example - which includes the case 6 = 1 ) .  
Moreover, it now follows from the theorem that (n )^ j_ j(R) 0 for all
i, j in the transient case, whereas if the chain is recurrent
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/ xC4 .(1) 
(n) J , J = b'j_1.an_L[(b/a)n-'3+1 -l]/[b/a -l] if b < a
= (ti-j+l)(l/2)n_1 if b = a
so that as n -*■ 
for all i , j .
00, (n)Cj j(l) "► 0 for all j, and hence
3« Recurrent Events. In the Markov chain described by the transition 
matrix
1-f. 0 ....
1-f.
1-f -f 1 2
1-f, 0 ....
1-f -f 1 2
1~fl“f2"f3
1“fl”f2
the state 1 has a prescribed first-recurrence-time distribution, {f^},
oo 00n = 1,2,..., 21 . f <1. If £ . f = 1  the state 1 is a recurrent* * ’ n=l n —  n=l n
00
event, and if £ . f < 1  it is transient. Let us suppose that f. > 0n=l n <3
for all j, in which case P is irreducible and acyclic (as are all 
its finite truncations); then the positive or null-recurrence, or 
transience of state 1 implies the corresponding property for the chain. 
It is easy to check that
(n)A(l) = det ^ n ) 1 - (n)Pj 1”fl“f2“ * .-f
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n = 1,2,...., so that in this case (n)A(l) -* 0 if and only if the 
chain is recurrent. Moreover for j < n,
(n)Cj,j(1) = 1_fi'f2' fj-l
(f^ = 0), whence it follows that even when the chain is recurrent,
C. .(l) is positive. In fact, it is clear that in this case using the 
J  » <]
Corollary to Theorem 2.U, the unique stationary distribution or invariant
measure, {a.} depending on whether we have positive or null recurrence, 
J
is given to a constant multiplier by
a. = 1-f -f .... -f
J 1 2  j - 1
J £ J •
2.5 Extension of the Results. It remains to examine briefly the role 
of the rather severe assumption that all but a finite number of the 
truncations are irreducible, since the other assumptions on T,
in §2.1, are basically the usual mild regularity restrictions occurring 
in denumerable non-negative matrix theory. In particular, it is of 
interest to what extent this particular assumption can be relaxed.
We first note that if there exists a subsequence {ns} °f* the 
natural numbers such that the truncations ^  are irreducible, then 
virtually all the results of §§2.2-2.3, hold, if restated in terms of 
passage through the subsequence {nsl (the proofs remaining essentially
5^
valid under this change). Only the proof of Theorem 2.U(B) depends on 
successive truncations, so its validity in terms of the subsequence is 
not immediately clear.
In a correspondence which arose between Professor D.G. Kendall and 
the author on the basis of the results of this chapter, the former 
pointed out that the irreducibility of T alone implies that there 
exists a simultaneous rearrangement of the rows and columns of T so as 
to make ^  ^T irreducible for each member no of a sequence of integers 
tending to infinity.
On the other hand the author was able to point out that the whole 
of Theorem 2.U is valid as it stands, without any rearrangement of the 
rows and columns of T .
However, a discussion of these extensions to our results is rather 
lengthy, and is in any case awaiting publication, so that we omit it.
CHAPTER THREE
THE DISTRIBUTION OF THE MAXIMAL EXCURSION
3.1  I n t r o d u c t i o n . In  t h i s  c h a p te r  we r e t u r n  to  our fundam ental s i t u a t i o n  
f o r  {Xn >, w i th  s t a t e  space S = { 0 , 1 , 2 , . . . . } ,  o f  which th e  s t a t e  {0} 
i s  a b s o rb in g ,  and can e v e n tu a l ly  be reach ed  from each o f  th e  s e t  
J  = { 1 , 2 , 3 , . . . . }  o f  t r a n s i e n t  s t a t e s ,  p r o b a b i l i t i e s  o f  t r a n s i t i o n  
between th e  s t a t e s  o f  J  b e in g  as u s u a l  g iven  by th e  s u b s to c h a s t i c  
m a tr ix  Q. We n o te  t h a t ,  in  view o f  th e  p o s s i b i l i t y  o f  a b s o r p t io n ,
(3 .1 )  g . = Z < »  i , J s  J .
,J  m=o 1 ,0
Our aim i s  t o  s tu d y ,  f o r  a f ix e d  i n i t i a l  s t a t e ,  th e  random v a r i a b l e
(3 .2 )  M E max X
n>o n
which i s  n o t  n e c e s s a r i l y  f i n i t e  i . e .  does n o t  n e c e s s a r i l y  have a p ro p e r  
d i s t r i b u t i o n ,  s in c e  a s e t  o f  t r a j e c t o r i e s  o f  p o s i t i v e  p r o b a b i l i t y  measure 
may s t a y  f o r e v e r  in  J ,  and hence e v e n tu a l ly  exceed  every  f i n i t e  s t a t e .
A lthough f o r  some s p e c i f i c  models th e  d i s t r i b u t i o n  o f  M i s  known, 
i t  does n o t  appea r  t h a t  a u n i f i e d  t r e a tm e n t  under r e l a t i v e l y  g e n e ra l  
a s su m p tio n s ,  such as th e  above, has been g iv e n .  Our development p roceeds 
a long  two s e p a r a t e  b u t  r e l a t e d  p a t h s ,  a r i s i n g  r e s p e c t i v e l y  from a 
f i r s t - e x i t  ( f o r w a r d ) ,  and l a s t - e n t r a n c e  (backward) decom position  o f  a
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distribution function approximating that of M; and then finding 
expressions for the distribution of M in the limit. In fact the first 
of these approaches is essentially a generalization of the usual method 
for specific models, and may be regarded as making use of taboo states. 
Related arguments for random walks occur in the work of Neuts (196*0, and 
for imbedded chains of certain queues in the paper of Cohen (1967) to 
give just two examples.
The second approach is less intuitively obvious, and leads to results
■f*analogous to those of Urbanik (1957) (p.17 Lemma 3, and p.31 et seq.) 
for the maxima of continuous-time discrete-state Markov processes. It is 
relevant to note that our results apply equally well to such processes 
providing they have the same absorption structure as {X^}, since the 
distribution of the maximum, M, is the same as that of the purely 
discrete chain, imbedded at the time points of change of state. The 
two techniques are found to differ considerably in their relative 
advantages, tne second being particularly suitable for situations where 
the transition matrix has only zeros below its subdiagonal. On the other 
hand the first approach provides a connection with the approximative 
theory of non-negative matrices, developed in the preceding chapter.
An English summary of these results may be found in Urbanik (195*0» 
and a much contracted version occurs in Bharucha-Reid (i960), pp. IOU-IIO.
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3.2 Relations for the Distribution Function of the Maximum. Our aim
is to find expressions for
P[M _< k |Xo = i}, k _> i _> 1
(the cases i = 0, and k < i are trivial).
Our points of departure in the two alternative derivations are the 
two alternative decompositions for finite t > 2 , ^ i _> 1
t
(3.3) P[ max X > k|X = i] = P[ \J { max X < k;X^ > k: ]■ j X^ = l] 
o<n<t u=l o<n<u-l
t
(3.U) P[ max X >k|Xo = i J = P [ ( ^ J  {X^ > k; max X^ <_ k})u(X^ > k)|XQ=i]
°<n<t 1 u=2 u<n<t
We proceed first with (3.3), which we notice is a decomposition
according to the first-exit out of the states 0 ,l,2 ,....,k in time t.
Since we are not here concerned with behaviour within the set of states
H(k) = k+1, k+2,...., but merely with first passage to them, we may
replace this set of states by a single absorbing state H = H(k), to
produce a new (finite) Markov chain (cf. Kemeny and Snell (i960), §3.5)
with (k+2) states 0,1,2,....,k,H, of which the states 0 and H
are absorbing and the others transient. Denoting the transition
probabilities of this chain by y we have for = 0,1,....,k,
(k)PH,K 1; (k)pi
We note that the square 
states l,2,....,k is
,J = P i,j> (k)PisH = s_^+1 Pi»s* (k)PH,j = 0  •
(k x k) submatrix, ^)Q, corresponding to the 
just the (k x k) northwest corner truncation of
the matrix Q. We have then, from (3.3),
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P[ max X < k IX = i ] = 1 - £ P[ max X < k:X >k|X = i], n — • o _ _ n — u i oo<n<t u=l o<n<u-l
1 " J-^kjPi.H ‘ (kjPi.H1^
-  1  » (t)1 " (k)pi,H ’
so that letting t -> co,
p[M <_ k|X = i] = 1 - lim , (t)
t-x» (k)Fi,H
= ^  (k)Pi,o E (k)*i
where (^ ) is the probability of absorption in state 0 rather than 
state H of the new finite chain, since absorption in either 0 or H 
is certain. We have thus our first relation:
(3.5) P[M < k|XQ = i] = (k)q. .
We shall discuss methods of obtaining the right hand side in the next 
section.
Let us now focus attention on (3.^), whence for t >_ 2
P[ max X < k X = l] = 1 - E P X , > k ; max X < k X = l] . .. n — ' o 0 u-1 * . n — 1 oo<n<t u=2 u<n<t
-P[Xt > k|x0 = i]
k (f) t
E p. - E P[X , > k; max X < kIX = i] *i.s _ u-1 9 . n — 1 os=o u=2 u<n<t
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How in  t h i s  e x p r e s s io n ,
p[X > k ;  max X £  k |X  =
O O
= i ] =  E P[X -, = r ;  max X
u<n<t r=k+ l U~ u<n<t 3
00
= E P [ max X < k |X  _ = r  ] P [ Xn — 1 u - l  u-r=k+ l u<n<t
± k lXo
"  r l X o
i ]
i ]
by th e  Markov p r o p e r ty ;
E E P[ max Xn < k |X^ = s ]  P[X^ = s |X  = r ]  P[Xu = r |X  = i ]  
s=o r= k+ l u cn c t
by th e  Markov p ro p e r ty  and th e  theorem  o f  t o t a l  p r o b a b i l i t y ;
k co
E E P[ max X < k | X  = s]  p p ) u , , n — I o ^ r . s  l ,s=o r=k+ l o<n<t-u  * 9
( u - l )  
r
by tim e-hom ogeneity« Hence
k
P [ max X < k X = l ] = E P, n — 1 o 1»o<n<t 9
( t )  
s
t  k oo
E E E P[ max X < k |X  = s ]  x
s=o u=2 s=o r=k+ l °< n< t-u
( u - l )x p p . r , s  i , r
o r  a l t e r n a t i v e l y
t  oo k
E E E P[ max X < k |X  = s ]  p p. 
=o ™  n -  I o r , s  i ,
( u - l )
u—2 r=k+ l s=o o<n<t-u
k ( t )E p . -  P [ max X <. k IX = i  ] .iL«s , n " o9 o<n<ts=o
Hence l e t t i n g  t  00, and u s in g  dominated convergence , t a k in g  i n t o  
accoun t t h a t  th e  r i g h t  hand l i m i t  e x i s t s  and th e  t r a n s i e n c e  o f  th e  s e t  J ,
we have
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Z Z P[M <: k|x = s] p
u=2 r=k+l s=o
(u-l)p.r,s ^i,r
= lim pf^ - P[M < k|X = i] , *i,o — 1 ot-K» *
and since r > i in the left-hand summands
oo k
(3.6) P[M_<k|X = i] = q. - 1 £ P[M_<k|X = s] p g.
° 1 r=k+l s=o 0 ~r,s 1,:
which gives us a set of linear relations for the distribution function 
(cf. Urbanik (195*0, §3). Here, as in Chapter One, the probability of 
absorption from state i e J is denoted by q^ .
Our basic relations are (3.5) and (3.6); we now proceed to a 
detailed discussion of these.
3.3 Some Practical and Theoretical Aspects of the Basic Relations. In order 
to use relation (3.5) we need to determine the numbers (k)^i* — i £ k.
We can in fact always do this for a specific numerical example, by noting 
from Kemeny and Snell (i960), p. 52, that for fixed k the (k x l) 
vector !> = {(k)^i^ unique solution of the finite equation
system
k
(3.7) (k)<li = Pi > 0 + 2 Pi)r.(k)qr , i - 1.2....*k
r — J-
so that, alternatively,
(k)£ " [(k)J ' (k)Q] • (k)-Eo(3.8)
6l
where ( -)^G ^ne vec^or = {Pj_ Q}> i >_ 1» restricted to its 
first k elements. It follows that only a finite amount of computation 
is necessary to calculate since only finite truncations
of the (possibly infinite) matrix Q are required. Moreover if 
has a relatively simple general form, the equation system (3.7) may 
be useful in obtaining general expressions in terms of parameters of 
the system (see §3.^).
Turning for the moment to a theoretical facet of relations (3.5), 
(3.7), and (3.8), it is interesting to note in the framework of the 
approximative theory of non-negative matrices, that in the sense of
(3.5) certain quantities of the possibly infinite chain are actually 
given, not merely approximated, by functions of the truncations alone 
(although the reason in the present context is obvious). Conversely
(3.5) allows also of an approximative interpretation, in that the
^ q _ ^  may be used to approximate the probabilities of absorption, q ^ , 
in the original chain {X^}. We may see as follows: from (3.8)
for k > i > 1,
k oo
(3.9) P[M<k|Xo =i] = 2 I (k)p["i • PS)0
S=1 u=o ’ *
where {(k)P^j> = ((k)Q)U- Now
2. 2 p<u) . p « 2  {p<U+1) - PU ) }s=l u=o i,s ^s,o u=ol-ci,o ■u 1 ,Oj
lim p 
u-*o
(u)
i,o
Li •
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Moreover, from e.g. Lemma 2.1 (which is easily seen to hold in the present
more general situation also), (x \P^U  ^ t p^U  ^ as k for i,s = 1,2,....
) i>s 1 ,s
Hence letting k -*■ <» in (3.9), we have by dominated convergence,
P[M < oo|Xq = i] E lim P[M < k|XQ = i] = qL±t
k-x»
so that (3.5) yields
(3.10) (k)qi * » 1 = i»2 »“ **
Moreover, unless absorption from every i £ J is certain, the vector
{y±} with y^ = 1-q , forms a non-negative non-trivial bounded solution to
(3.11) E p. . y. = y. (i e J)
jeJ ,lJ J 1
so that (3.10) is also of relevance in the approximation theory of such 
invariant vectors (see §2.3).
In contrast to the above, the relation (3.6) appears of little use. 
However, motivated by the one of examples chosen by Urbanik (1957), p.33, 
let us restrict our chain {X^} further, by requiring that in its 
transition matrix
(3.12) p =0, 2 < j < i
tfor i _> 2, in addition to the usual assumption. This restriction 
permits the chain to move to lower states only by moving to the adjoining 
lower state during any one transition. Under (3.12), (3.6) becomes
•j* Other simplifying restrictions are also possible.
63
(3.13) PlM < k|X0 = i] = q. - P[M < k|XQ = k] Pk+1)k . g.>k+1
Putting i = k and solving
P[M < kjX = k] = ---“  1 o 1+p.'k+l,k * sk,k+l 
Substituting back into (3.13) we have for k > i > 1
(3.1*0 P[M £  k|XQ = i] = q. qk ‘ pk+l,k * gi,k+l 
1+pk+l,k * gk,k+l
which is a relatively simple expression in terms of subdiagonal 
transition probabilities, absorption probabilities q^ (often obtainable 
with the aid of (3.1l),) and values g. of the Green's function.ZL ^ K  I JL
These last quantities may readily be obtained from solutions to finite 
sets of linear equations, with a triangular matrix. In fact from the 
Chapman-Kolmogorov equations, in view of the form of our transition 
matrix and the condition (3.12), for i,j _> 1, n _> 0, we have
P
(n)
i.l 1,0
(n+l)
P • i,o
J+l
£
s=l s,j
(n+l)
Pi »j
Summing these equations over n, we have for i,j _> 1, after some 
rearrangement,
. p,i.l l.o
(3.15)x J+l
fei>s *
i s  th e  Kronecker d e l t a ) . The
6 k
( i n  b o th  th e  above e x p re s s io n s  6
i . J
rea so n  f o r  w r i t i n g  th e  e q u a t io n s  in  th e  form (3 .1 5 )  w i l l  become a p p a re n t
in  th e  n e x t  s e c t i o n .  Taking (3 .1 5 )  f o r  j = l , 2 , . . . , k ,  and i  f i x e d ,
( l  <_ i  <_ k ) ,  we have a f i n i t e  t r i a n g u l a r  system  y i e l d i n g  g.  ,i  ,s
s = l , 2 , . . . , k + l  as s o l u t i o n s .
I t  t h e r e f o r e  fo llow s  t h a t  in  th e  s p e c i a l  s i t u a t i o n  c h a r a c t e r i z e d  
"by (3 .1 2 )  -  p ro v id in g  l i t t l e  d i f f i c u l t y  i s  ex p e r ie n c e d  w ith  o b ta in in g  
th e  numbers q. -  th e  p r e s e n t  approach v i a  (3.1*0 -  (3 .1 5 )  in v o lv e s  no 
more, and p o s s ib ly  l e s s  work th a n  th e  p rocedu re  v i a  ( 3 .5 )a n d  ( 3 . 7 ) ,  i f  
we r e q u i r e  th e  d i s t r i b u t i o n  f u n c t io n  f o r  v a r io u s  s t a r t i n g  s t a t e s  i .  
N e v e r th e le s s ,  in  a g iven  p r a c t i c a l  s i t u a t i o n ,  t h e r e  i s  l i t t l e  doubt 
t h a t  th e  method v i a  (3 .7 )  i s  in  g e n e ra l  more u s e f u l .
3.*+ A p p l ic a t io n  to  Random Walks and Queues. Our p rim ary  t h e o r e t i c a l  
i n t e r e s t  i s  c l e a r l y  th e  new U rb an ik - ty p e  approach t o  th e  maximum, le a d in g  
to  th e  g e n e ra l  e x p re s s io n  (3.1*+). For b r e v i t y ,  we s h a l l  t r e a t  our 
examples by t h i s  method, m en tion ing  only  in  p a s s in g  th e  a p p l i c a b i l i t y  
o f  th e  o th e r  approach .
1. Random Wallis
We c o n s id e r  th e  denumerably i n f i n i t e  Markov ch a in  w i th  t r a n s i t i o n  
m a tr ix  e n t r i e s
0 ,0 1; pi,J-n a .  > J J.J-1 b .  > J 0;  p j »Ü 1—a —b ;J J
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for j = 1,2,.... All other entries are zero. The system (3.15) may 
be rewritten, in the present situation, as
(3.16) J >i,l • bl = *i
gi - a, . g. , = g. . . h, - a, , . g. , - 6.’1,0+1 * j+1 j * J-l *
(ae=c)
for i,j = 1,2,... We notice that this is just a first-order 
inhomogeneous difference equation in j, with an initial condition. 
Moreover, it is well-known (e.g. Feller (1957), p.366) that
Z p
(3-17) qi = ; po = 1 * pz°°s=o 'S
b_b_...*b.1 2____ l
x a_ a0.... a.1 2  l
where the ratio is to be understood as unity if £o diverges, heres
and below. The solution of (3.16) is for i = 1,2,....
‘s=i Ms ZJ_1 p s=o Ks
(S.18) g
Z°° p b .p , * s=o Ms j Hj-1
oo i—1Z . p Z p s=j ^s s=o 's£.<> ps- v<vi ’
j = 1,2,--- ,i
j = i,i+l, i+2,.
For (3.1*0 we need only the second expression, which gives for 1 <_ i <_ k 
after some manipulation
(3.19) P[M < k|X = i]
vk
Zjs=i PS 
kZ p s=o ^s
The same result could be obtained from (3.5) by using expressions 
for ^ q .  obtained for the truncated matrix (p)^» treated in 
principle by Ewens (196*0 .
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2 .  Busy P e r io d  o f  th e  M/G/l Queue
For th e  M/G/l queue w i th  s e r v ic e - t im e  d i s t r i b u t i o n  fu n c t io n  G(x) 
and i n t e r a r r i v a l - t i m e  d i s t r i b u t i o n  fu n c t io n  F(x) = 1 -  e , th e  
imbedded cha in  d e f in e d  on th e  s t a t e s  0 , 1 , 2 , . . . . ,  c o r re sp o n d in g  to  
th e  number o f  custom ers p r e s e n t  in  th e  queue , a t  th e  i n s t a n t s  o f  
com ple tion  o f  s e r v i c e ,  has t r a n s i t i o n  p r o b a b i l i t i e s
(3 .20 ) '  .
i j - i + l *
f o r i  > i and j  > i - i ;
1 *0 ’
f o r i  = 0 and j = 0 , 1 , 2 , . . .  .
j  0 o th e rw is e
where f o r  j  = 0 , 1 , 2 , . . . .
Tr. = /  e“ Ax . dG(x) > 0.
J  o  J '
We s h a l l  w r i t e
CO
Tr(s) = I  TT. S,J , | s  I < 1.
S =  0  ^
We may assume t h a t  a t  th e  i n s t a n t  z e ro ,  a busy p e r io d  commences i . e .
a custom er a r r i v e s  and s e r v i c e  b e g in s ,  so t h a t  th e  Markov ch a in  beg ins
a t  th e  s t a t e  1; b u t  we s h a l l ,  more g e n e r a l ly ,  c o n s id e r  th e  s i t u a t i o n
where th e  busy p e r io d  b e g in s  w i th  i  _> 1 custom ers i . e .  th e  Markov chain
b eg in s  a t  s t a t e  i .  I f  we a re  on ly  i n t e r e s t e d  in  th e  busy p e r i o d ,
which te rm in a te s  as soon as th e  s t a t e  zero  i s  re a c h e d ,  we may make th e
s t a t e  0 ab so rb in g  i . e .  we change th e  f i r s t  row o f  th e  m a tr ix  d e s c r ib e d
by (3 .20 )  so t h a t  p = 1 ,  p . = 0 ,  j  > 1 ,  in  which case  i t  assumesr o , o  —
th e  form we r e q u i r e ,  and in  a d d i t io n  s a t i s f i e s  c o n d i t io n  ( 3 .1 2 ) .
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It is clear that the distribution function of the maximum number 
of customers present at points of service completion is given by
P[M < k|XQ = i], k _> i > 1
for the absorbing chain; we obtain it from (3.1*0 and (3.15).
Before proceeding, some remarks on the absorption probabilities q^ 
are necessary. The chain described by (3.20) is well-known to be recurrent 
iff tt ' ( I - )  _< 1 ; hence when this condition holds absorption in the 
associated chain where the state zero is absorbing, is certain, and so 
q^ = 1, i = 1,2,.... Suppose on the contrary T r ' ( l - )  > 1. Suppose 
also that q is the unique solution in (0,l) of
tt( s ) =  s .
It is then readily checked that ^ = {y^} where y^ = 1 - q1 satisfies 
the equations (3.1l), and in fact that = q^ (using Feller (1957) 
p. 363).
Returning to (3.15) we are interested in the particular solution 
gi (i _< k) of the set of equations
0 0 ........  U -q,r — TTO
1 —TT., -TT
—TT,
I
1-TT.. -TT1 O
“ \ - l  “ \ - 2
-TTO
«i
Si
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where g.. = [g± j# g± 2 , . gi i+1l'» and f\ is the vector with 
unity in the i-th position and zeros elsewhere. By Cramer’s rule, and 
subsequent expansion of the numerator determinant along the (k+l)-th 
column,
qi(-1)k+1 ^  + ( - D k ( » /  Ak_i
5i ,k+l
where
(-tt ) o
k+1
1—IT, “TT 01 O
-TTq 1-TT, “IT2 1 O
A, = det k
-TT,
• • •
“^k-l "\-2 • • •
. , k > 1, A = 1* —  o
1 — TT-
From (3.1*0 with some simplification, for k > i > 1,
(3.21) P[M < kIX = i] = (tt )—  1 c\ r\
i Ak-i
An even simpler form may be obtained by noting that the function 
(tt(s ) - s)-1 has in the vicinity of 0 a power series expansion with 
non-negative coefficients (Harris (1963) Lemma 12.l), so writing
tt 00
—7—T—  = £ u .S^i U M  j=0 j
it is readily checked (e.g. by cross-multiplication and equating 
coefficients) that
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(3.22)
(lto }
—  = u. , k > 0. k k —
Hence from (3.21) and (3.22)
(3.23) P[M < kjx = i] V i
for k > i > 1.
An alternative, quick, way of getting the same result, is to note 
that the imbedded chain, at the instants of transition only of the 
present absorbing chain, coincides in form with the chain imbedded at 
the instants of transition of the continuous--time Markov branching 
process (Harris (1963), §l6.6), in which case the result (3.23) may 
easily be deduced from the known result on the maximum of this process, 
obtained by Zolotarev (195^-), and also Urbanik (1957), pp. 33-3^).
PART TWO
THE GALTON -  'WATS ON PR O C ESS
CHAPTER FOUR
LIMIT THEOREMS OF YAGLQM TYPE AND THEIR CONSEQUENCES
4,1 Introduction« Classical limit theorems for the Galton-Watson process 
(in particular the results of Yaglom (1947)) depend largely on results 
from the theory of functional equations. More recent work (see the 
account by Harris (1963)) has proceeded by direct and/or essentially 
probabilistic methods, which yield results under auxiliary moment 
conditions, whose role is often not clear.
We intend to show in this chapter that use of new theorems of 
functional equation theory which are based only on elementary real 
variable methods, sometimes removes these auxiliary restrictions entirely, 
and hence gives stronger results. This is in accordance with our 
general intention of providing a comprehensive study of at least some 
aspects of the transient behaviour of the Galton-Watson process.
For convenience we recall certain notation and elementary results 
from Chapter One, §1.6; for any further assertions we refer the reader 
to this section, and to the first chapter of Harris (1963). The p.g.f. 
of the offspring distribution of the process {Z^} denoted by 
F(s) = £. f.s^, 0 < f E F(o) < 1, and the n-step transition
probabilities are generated by [F^(s )]"K = P^n 'j , k = 0,1,2,....,
where F (s) is the n“th functional iterate of F(s). Since we proceed 
exclusively by real variable techniques we need assume only that s £ [0,l],
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In contrast to Chapter One, we assume henceforth (unless specifically 
stated otherwise) that the process is initiated by a single ancestor, 
so that the absorption probability is q (as before), and the time 
to extinction may be denoted unambiguously by N. (We do not however 
make any further assumptions, e.g. concerning irreducibility).
Although the fundamental theorems which we shall prove are both of 
Yaglom type in the sense that the process {Z^} considered conditional 
on absorption at some future (finite) time, we find that it is necessary 
to treat the non-critical case i.e. m f 1 (where m = F'(l-)) and the 
critical case, where m = 1, in separate sections. Since these theorems 
lead to asymptotic expressions for the n-step transition probabilities 
as partial corollaries, we treat this topic in the corresponding sections.
4.2 The Mon-Critical Case. Our main tool is a recent theorem of 
M. Kuczma (1964), which we state as a lemma - and in a form slightly 
weaker than the original.
LEMMA 4,1. (Kuczma) Suppose that a function f(x) is strictly monotone
4.
increasing and continuous for 0 _< x <_ d (d finite ), f(o) = 0  and 
0 < f(x) < x for 0 < x < d, and f(x)/x is monotone for 0 < x <_ d 
+
Kuczma considers intervals open to the right, wishing to permit d = 00 
in the theorem. It is not difficult to check that our statement is correct, 
by referring to the cited paper, in conjunction with its "foundation” 
paper (Kuczma (1961)).
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with lim x 0+ {f(x)/x} = r (0 < r < l). Then the function
fn(x)
(U.l) (i)(x) = c. lim , 0 < x £ d,
n-*» 1 n' '
exists (where c is an arbitrary constant, d* is fixed, 0 < d* £ a,
and f (x) is the n-th functional iterate of f(x)): and defines a--- n ------ --------------------- 3 -------------
one-parameter family of solutions of the Schröder equation 
{kt2) cj>(f(x)) = r cj)(x) , 0 < x £ d,
such that cp(x)/x is monotone in 0 < x £ d. Moreover all real solutions 
4> on 0 < x £ d of (U.2), such that (j)(x)/x is monotone in this 
interval, belong to this family.
We remark in addition that it follows from the body of Kuczma's 
(196U) proof, that, apart from the trivial case when c = 0, (j)(x)
as defined by (U.l) is never zero in 0 < x £ d.
LEiVMA. b,2. The function f(x) related to the p.p;>f. F(s) b£ 
f(x) = q - F(q-x) satisfies the conditions of Lemma k,l when m ^ 1, 
with d E q and r E F1(q-).
Proof, First of all, it is easy to see that 0 < F'(q-) < 1 when
m 1, since q = 1 when m < 1$ and q is the unique solution in
(O, l) of F(x) = x when m > 1, whence this result follows readily
from the mean value theorem for this case also.
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The only (not immediately obvious) properties in Kuczma’s assertion 
which now need verification are that 0 < f(x) < x for 0 < x _< q, 
and that f(x)/x is monotone in this interval. We prove these in turn.
From the mean value theorem
f(x) - f(o) = f'(£x) x , 0 < x £ q
where 0 < t, < x <_ q. Since f(o) = 0, and f’(£ ) = F'(q - t, ) so 
that 0 < f’(E  ) < 1, it follows that
0 < f(x) < x 0 < x <_ q,
which proves the first of the assertions. To prove the second, let 
H(s) = F(qs)/q 0 < s < 1. Then H(s) is a p.g.f. and the tails of the 
corresponding distribution are generated by
1 - H(s) = 1 - F(os)/q = q - F(qs)
1 - s 1 - s q( 1 - s)
which is therefore a strictly increasing function for 0 <_ s < 1. On 
the other hand
c - F(qs) _ q - F(c - x) _ f(x) 
q(l - s) x x
where we have put x = q(l - s), so that the right hand function is strictly 
monotone for 0 < x q.
N .B. We note before proceeding that by induction f (x) = q - Fr(q - x),
0 < x < q.
THEOREM 4.1. If m  ^1, a£ n co for j _> 1
(4.3) P[Z = j I n < N <oo] -x a .
J
oo / \ 00 iwhere a. = 1» The generating function A(s) = £ a. s<3 <3 J--*- <3
for 0 < s < 1 satisfies the modified Schröder functional equation
(4.4) 1 - A(F(y)/q) = F'(q) [l - A(y/q)], 0 £ y £ q
and is the unique solution of (4.2) which generates a (proper or 
improper) probability distribution and satisfies A(o) = 0. 
Proof. Write for 0 < s < 1
An(S) Z sJP[Z = j |n < K < oo]
o=i n
0 D(n) aJ
’ Pl ..1 q
(n) k L . qk=l l,k *
oo (n ) ,  o. j
L.i=i pi..i(qs)
- Fnt0)
In(qs) - Fn(o) 
q - F (o)
=  1  -
q - Fn(^s)
Hence
f (q - qs)
A„(s) = 1 - ~-jd—
whence
1 - A (s) = f n (x) / f n (<1) 0 £ x = q(l-s) £ q .
Therefore for 0 < x < q from Lemma 4.1
lim {1 - A ([q-x]/q)} = (j)(x) 
n-*»
where
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<p(f (x)) = F' (q-)cj>(x)
Thus if we put 1 - cp(q[l-s]) = A(s), 0 <. s < 1, we have that for
this domain of s
(4.5) lim An(s) = A(s)
n-x»
where A(s) satisfies (4.4), for 0 _ < y E q - x < q .  Let now y -* q- 
in (4.4): then
(4.6) 1 - A(l-) = F ’(q)[l - A(1-)]
i.e. A(l-) = 1  so that invoking the continuity theorem (Feller (1957), 
p. 262) in conjunction with (4.5), A(s) is a proper p.g.f. and assertion 
(4.3) holds, as well as (4.4) for y = q.
To determine the uniqueness assertion, denote any p.g.f. solution 
of (4.4) by A*(s); then it is clear that 1 - A*(s)/q(l-s) is monotone, 
hence so is <p*(x)/x ^if*{l - A*( [q-x]/q) }/x (x = q(l-s)) for 0 < x _< q, 
and uniqueness upto a constant multiplier, follows from Lemma 4.1, i.e.
{l - A*(s)} = const, {l - A(s)}, 0 <_ s < 1.
But since by assumption A*(0)(= A(0)) = 0, in fact A*(s) = A(s).
For the case m < 1, this theorem was essentially first proved 
by Yaglom (1947), under the auxiliary condition F"(l-) < 00, using 
the well-known relationship (Picard (1950), pp. 156-158) between Königs 
iterates at an attractive fixpoint and the Schröder functional equation 
(the treatment of Harris (1963), p.l8, is somewhat different). The
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auxiliary condition F"(l-) < co was then somewhat relaxed by Nagaev
(1961), and Seneta and Vere-Jones (1966) have recently shown that the
necessary and sufficient condition for the theorem to hold with A'(l-) < °°
is the even weaker condition £ (j log j ) f. < (see our Chapter One,
J-1 J
§1.6). Still confining our remarks to the subcritical case m < 1, the 
above theorem has been proved by a different method in the paper of 
Heathcote, Seneta and Vere-Jones (1967), and assertion (4.3) obtained 
independently by Joffe (1967). In both these papers the equivalence of
. . 00A’(l-) < co and £ (j log j) f <co is pointed out.
«3--1- <3
In the supercritical case, m > 1, the theorem is implicit in 
Harris (1963), p. 25, and it has also been proved, using the methods 
presented in Chapter One of this thesis,by Seneta and Vere-Jones (1966).
THEOREM 4.2 If m { 1, for i, j = 1,2....
(4.7) pfn). = {(iq1-1)(a.q_J) + o(l)Hq - F (o)} 1, j j n
as n co4
Proof. Suppose the Galton-Watson process is initiated by 
then for 0 < s < 1
(s)
j (n)
Z
j=l
sl1[Z j|n<N. (nj k 
k=l*i,j24. ,p; '4 q
[Fgqslj - [F^o)]1 
[Fn (q)]i - [Fn(o)]i
i > 1 ancestors;
q1 - [F^qs)]1 
q1 - [Fn(o)31
TT
i.ow for 0 <_ s < 1, and fixed, as n -> °°
q1 - [Fn(qs)]x = {q - Fri(qs)}{q1"1 + q1_c- Fn(qs)+....+F^“1(qs)}
^ i q1”1!^ - Fn(qs)} ,
^ i qi_1{q - FR(o)Hl - a (s )} 
the last following from Theorem 4.1. Hence
lim A^^(s) = 1 - {1 - A(s)} = A(s )
n-*x>
0 £ s < 1, which is therefore independent of i > 1, From the continuity 
theorem, it therefore follows that
(n) nJ
pj..i q
(n) k i r-n / \ 1 
Ek=ipi,k 11 9 -[Fn(o)]
-  p . H q J . a. 1 J
and so it is easy to see that (4.7) holds.
For m > 1, the result (4.7) is contained in Theorem II of Kendall
(1966h). A complete spectral expansion for the transition probabilities
pfn} has been given by Karlin and McGregor (1966).
1 » J
In the case m < 1 also, Karlin and McGregor (1966) have given a 
complete spectral expansion, but only under the much more restrictive 
condition that F(s) be analytic in a neighbourhood of s = 1, whereas 
(4.7) has been obtained under no auxiliary conditions on F(s) at all. 
(it is relevant to note that under the assumption that F(s) is analytic 
at s = 1 for m < 1, the two cases m > 1 become identical, at
7Ö
least with respect to the present problems since in either case F(s) 
is then analytic near s = q. This was basically pointed out in §1.6 
of Chapter One.)
U.3 The Critical Case. In the case m = 1, it was pointed out at the 
conclusion of Chapter One, in §1.6, that an assertion of type (U.3), 
resulting in a proper limit distribution, could not hold when F”(l-) < °°, 
which is in fact the ’’reasonably behaved” situation. It is therefore 
necessary to consider some other kind of conditioning, keeping in mind 
the fact that we desire to obtain as a corollary to any such theorem an 
asymptotic expression for the transition probabilities.
In fact, a suitable quantity to consider, instead of (U.3), in this 
case is
P[Zn = j|N = n + k] , J > 1
for fixed k _> 1, as n -*■ <», which in fact may be treated with no 
auxiliary restrictions on F(s), as before.
However, once more we require a sequence of preliminary results, 
which we state as lemmas. The first of these, and our main tool, is a 
slight modification of a theorem partially proved by P. Levy (1928), 
p. 282, and extended by G. Szekeres (i960). The second is a variation of 
the same result due to M. Kuczma (1965).
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In both cases remarks analogous to those for Lemma 4.1 concerning the 
half-closed finite interval, 0 < x _< d, apply.
LEMMA 4.3 (L£vy-Szekeres). Suppose that a function f(x) is strictly 
monotone increasing and continuous for 0 < x < d (d finite), 0 < f(x) < x 
for 0 < x _< d, f’(x) exists and is of bounded variation on 0 < x < d, 
and lim x 0+ f*(x) = 1. Then for every x and fixed x^ such that
0 < x, x < d, if f (x) is the n-th functional iterate of f(x)o — n ---------------------------------
(4.Ö) X(x) = lim
f (x) - f (xjn o
f (x ) - f (x ) n-Ko n o n-1 o
exists, and
(4.9) 1 fn(x) - fn-l(x)lim — / v-------7—  v .
n-Ko A  xo - fn-l(xo)
Moreover, A(x) is continuous and strictly decreasing in x, 0 < x <_ d, 
and satisfies the Abel equation
(4.10) A(f(x)) = A(x) + 1.
LEMMA 4.4 (Kuczma). Suppose a function f(x) is concave (downwards) in 
0 < x < d; f'(x) > 0 for 0 < x < d, with lim x + 0+ f'(x) = 1, 
and 0 < f(x) < x, 0 < x < d, Then assertions (4.8) and (4.9) hold, 
A(x) is convex, 0 < x < d, and is the unique convex solution, in this 
domain, of (4.10) upto an additive constant.
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LEMMA 4 . 5 « The f u n c t i o n  f ( x )  r e l a t e d  t o  th e  p . g . f . F ( s )  by 
f ( x )  = 1 -  F ( l - x ) ,  0 < x < 1 ,  s a t i s f i e s  t h e  c o n d i t i o n s  o f  b o th  
Lemmas U.3 and U.H, when m = 1 ,  w i th  d = 1.
None o f  t h e  c o n d i t i o n s  o f  e i t h e r  th e  Levy-Szekeres  or  th e  Kuczma 
r e s u l t  a r e  d i f f i c u l t  t o  v e r i f y  f o r  th e  f u n c t i o n  f ( x ) ,  and we 
c o n sequen t ly  omit  such v e r i f i c a t i o n .
As b e f o r e ,  we no te  t h a t  f  (x)  = 1 -  F ( l - x ) ,  0 < x < 1,  b e f o r en n — —
p r o c e e d in g .
THEOREM U .3» I f  m = 1 ,  as__ n ->• oo
( l+ . l l )  P [ Z = j  IN = n+k] -> u . (k ) ,  j  > 1
f o r  every  f i x e d  k > 1 ,  where E ,_n u . ( k )  = 1. The p . g . f .  U ( s )  = 
------------------- *----------------  — ------------  j - l  J  K
u . ( k )  s^ , 0 < s < 1 can be un iq u e ly  s p e c i f i e d  in  terms o f  convex
J J
s o l u t i o n s  o f  th e  Abel f u n c t i o n a l  e q u a t i o n .
P r o o f . Write
00
U ( s )  = £ s l1 P[Z = J |N = n + k ] , 0 £  s £  1 ,k , n  J=1 n
and n o t i c e  t h a t
p$n ! {[F, ( o ) ] J -  [F, 1 ( o ) ] h
( I t .12) P[Z -  J |N  -  n+k] -  / ' [ f , (o ') 'T  [ F , ( o )J
n k n-1  k
k-1
so t h a t
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Uk,n(s)
Fn(sFk(o)) - Fn(sFk-l(o)) 
FnlFk(o)J - Fn-llFk(o)J
fn(xo) - fn(x) 
fn-l(xo) -
f (x*) - f (x ) n _____ n o
f '(x ) - f (x ) n-1 o n o
writing f(s) = 1 - F(l-s) and putting x = 1 - F (o), x = 1 - sF (o),O k  k
x 1 = 1 - sF. ..(o) so that 0 < x , x, x' <1. Hence ty (*+.8)K—1 O —
Uk(s) = lim Uk n(s) = A(x) - A(x') = A(l-sFk(o)) - A U - s F ^ ^ o ) ).
n-Ko v *
Moreover, since A(x) is continuous for 0 < x <_ 1, certainly
lim U (s) = A(l-F (o)) - A(l-F (o )) = 1 , k k k-1s+1-
from (U.10), since A(f(x')) = A(l-F( s F ^  (o)) = A(x') + 1 =
A(l-sFk (o)) + 1. Hence (U.ll) follows from the continuity theorem.
As far as is known, Lemma U.3 does not allow us to force uniqueness 
in some sense. However its variation, Lemma k,b does, although in a 
slightly artificial manner, for suppose that U*(s) is any (proper orK
improper) p.g.f. such that for 0 _< s < 1,
U*(s) = A*(l - sFk(o)) - A*(l - sFk_1(o))
where A*(x) is a convex solution of (U.IO) for 0 < x <_ 1. Then
A*(x) = A(x) + const, from Lemma U.4, and hence U*(s) = U. (s), 0 < s < 1.k k —■
THEOREM k,k. If m = 1, the row vector {y.} defined by " J
u.(k)
(**.13) U, = ---- ------------r  , J > 1
J [Fk(o)]J-[Fk_1(o)]J
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i s  independen t o f  k > 0 , and i s  th e  unique ( to  a c o n s ta n t  m u l t i p l e ) 
n o n -n e g a t iv e  n on -ze ro  i n v a r i a n t  v e c to r  o f  th e  p ro c e ss  i . e .
Z Mi P± i = p, , j > 1. 
i = l  x J
Moreover as n ->• oo, f o r  i , j  > 1
(n
i , j  {i + o ( l ) }  {Fn+l (o) -  Fn (o )}  •(U.lU) p
Proof« From (4.11), ( 4 .9 )  and (4 .1 2 )
u . ( k ) ( n ) F_(o) -  Fn_1 (o)
(1,‘ 15) [F ,.(o )]J  -  [F,. , ( o ) ] J = lFn lo )  -  Fn - l (o) * FA ( o » - FJ Fk - l (o ) )}
(n)
k-1
lim  {- hi ■} 5 y.IF (o) -  F . ( o ) '  = n-Kx> n n-1  °
which i s  t h e r e f o r e  independen t o f  k > 0 . M oreover, p ro ceed in g  as in  
K es ten ,  Ney and S p i t z e r  ( 1966) p .  584, we n o t i c e  t h a t  f o r  0 < t  < 1 ,
j  > 1 ,
(n)
'i..i
v00 _ (n) ht  u L p th= l 1 ,n _ - j F ( t )  -  F (o)^ 1 ,.]________  .   ,_n________n 1
Fn (o) -  Fn - l (o) "  Fn <o) -  Fn - l (o) = ' tFn {o) "  Fn - l (o)
where by (4 .8 )  th e  b r a c k e te d  p a r t  approaches a l i m i t  as n -*• «>, and th u s  
i s  bounded above. Hence, f o r  0 _< s < 1 and s e l e c t i n g  t > s ,  0 < t  < 1 ,
we have by dominated convergence
v°° ( n ) jE p '  . s u 00
lim  F U )  -  F ' V(o)- * . k  S < “  n-K» n n-1  j = l
where th e  l e f t - h a n d  l i m i t  e x i s t s  from ( 4 . 8 ) ,  and
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V(s) = I y. S^ = x(1-S).
J=1 ü
Hence from (4.10), V(s) satisfies
(4.1b) V(F(s)) = V(s) + 1 ,  0 < s < 1.
(and thus V(F(o)) = l). Then, equating coefficients in (4.l6), since 
V(s), F(s) are both in fact analytic for [sj < 1 ,
CO
E yi Pi#j = y^  , <3 = 1,2,....
To prove that the invariant measure {y^} is unique upto a constant 
multiplier is now a simple matter. Harris (l9b3), p. 28 shows in the 
early part of his Theorem 11.2 that for every invariant measure {y*} ,
OO
V*(s) E E y* sc converges for 0 <_ s < 1 ,  and under the norming
<5=1
V*(F(o)) = 1, V*(s) satisfies (4.l6). Putting A*(x) = V*(l-x), 0 < x _< 1,
A*(x) is a convex solution of (4.10). Hence by Kuczma's result,
A*(x) = A(x) + const., and since V(o) = V*(o) = 0, it follows A*(x) = A(x)
i.e. V*(s) = V(s). Moreover, since both are analytic for |s| < 1, y r
Assertion (4.l4) is a consequence of the following. If we assume 
there are i individuals initially,
U).{[F, (o)]J - [F. ,(o)]J}sj [F (sRlo))]1 - [F (sF, » I ] 1' • • k-1
J=1 [Fn+k(o)] “ [Fn+k-1 (o) ]
______________________ k-1
tFn+k(o)4  - ^n+k-l(o)]i
F (sF, (o)) - F (sF, , (o)) n k n k-l
F , (o ) - F . _'(o) n+k n+k-1
^ U (s), 0 _< s _< 1
Ö4
as n oo; also (if s 1 s') [F (s)]^ - [F (s * ) ] ^ % i[F (s) - F (s')]n n n n
because F (s) -* 1 as n <». Thus the result follows from the n
continuity theorem and (4.15).
Both the above theorems appear new in their generality to the 
literature on the critical case, although under the additional assumption 
that F"(l-) < both can be deduced from the very comprehensive 
results for this situation, of Kesten, Ney and Spitzer (1966).
Professor H. Kesten has informed the author that a proof of uniqueness 
of the left-invariant vector (vl } (see Theorem 4.4) is due to his student 
J. Sims (unpublished). Our proof has been included in the above for 
completeness, since it is just a simple consequence of our functional 
equation technique.
4.4 Concluding Remarks. In the interests of conciseness and unified 
treatment, some of the theorems of the preceding sections have not been 
stated (or proved) in the strongest possible form with regard to spectral 
properties, and it seems necessary to briefly point out how they could 
be strengthened and expanded. In particular, it is apparent that the 
theorems of §4.3 do not quite parallel those of §4.2 in the amount of 
information contained; the reason for this will become clear from what
follows.
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First of all, Theorems 4.1 and 4.2 could be slightly expanded to 
provide information (in this non-critical case where m ^ l) about 
measures {o^} satisfying, for j = 1,2,...,
00
(4.17) E a. p. . = F'(q-) a
i=l 1 1»J
({ai> >, {o}, {ou} 1 {o})
which are the analogues of the invariant measure {y^} in the critical 
case. Although we have only discussed the (critical) measure {y_^ }, 
because it is invariant in the strict sense, by defining an {a^} in 
the non-critical case by
(4.18) ou = ai ^ i > 1,
it is readily shown by means of (4.U) and Lemma 4.1, in a way analogous 
to the critical situation, that this {o l } is the unique solution to 
constant multiples, of (4.17). This also strengthens considerably the 
results in Chapter One.
Secondly, in Theorems 4.2 and 4.4 both the statements (4.7) and
(4.l4), respectively, could be made into strictly asymptotic ('v)
expressions by picking out the states j for which a. and y.,0 J
respectively, are not zero. This is not difficult to do, and a complete 
discussion of the underlying theory is contained in Seneta and Vere-Jones 
(1966), p. 425, and also Kesten, Wey and Spitzer (1966), Lemma 3.
Moreover, for the case m > 1, (4.7) can be strengthened even further
since it is well known that in this case
q - Fn(o) ^ K. [F’(q)]n (K = const.)
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(Harris (1963), p.lT)« In fact using the technique of Chapter One
§1.6 (say) it may be shown that 
00
2 j a.
j=l J
9
(the last expression from (U.l8)) in which case we obtain complete 
agreement with the result of Kendall (1966b), Theorem II.
Finally it is relevant to mention that F. Papangelou has recently 
informed the a.uthor that he has extended the assertion (U.ll) of the 
author’s Theorem k»3 also to the non-critical case and to arbitrary 
initial distributions, as well as being able to reprove by different 
means virtually all those assertions which do not involve functional 
equations, contained in the present chapter.
CHAPTER FIVE
ASYMPTOTIC PROPERTIES OF A CLASS OF SUBCRITICAL PROCESSES
5.1 Introduction, In the present chapter we confine ourselves to 
subcritical (m < l) Galton-Watson processes {Z^} starting with a 
single ancestor, in order to give a detailed description of two aspects 
of transient behaviour viz. the Yaglom quasi-stationary distribution, 
and the distribution of the time to absorption, N, both of which arise 
in a natural way for this process. By conditioning supercritical (m > l) 
processes on certain absorption, as in Chapters One and Four, similar 
procedures could be carried out, although the setting would now be 
somewhat artificial; while the critical situation (m = l) is quite 
different in essence and is omitted. (In any case, as shall be seen, the 
techniques which we use cannot be extended to this last case.)
We begin by restating the two results for the case m < 1 which 
provide the basis of our discussion, namely the theorems of Kolmogorov 
(1938) and Yaglom (19^7) that if F"(l-) < 03 
n
(5.1) lim -Jf-(o) = U , 1 < U < “
n-*» ' nv
(5.2) lim A (s) = A(s) , s e [0, l]
n-»co
exist, where
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= Z sJ P[Z 
J=1
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and A(s) is a proper generating function, with mean of the corresponding 
distribution function A'(l-) = y. Although it was shown in §1.6 that 
the whole assertion holds under a condition weaker than F"(l-) < 00, and 
that no additional condition at all is required for (5«2) to hold (§U.2), 
the second derivative condition (equivalent to the assumption that 
Var Z1 E v^ < «>) is necessary and sufficient for the variance, a , 
of the limit distribution generated by A(s) to be finite and given by
facts which we shall need to use. (See Harris (1963), §9; Seneta (1967), 
§1.) From (5.l) we immediately deduce that
as n -* 00, so that not only do all moments of the distribution of N
exist, but the tail of the distribution decays at a known geometric rate.
Apart from the above, very little is known, in general terms, about
the distribution of N, or that generated by A(s). In fact, apart
from two special processes, generated by the offspring distributions of
two-point type (F(s) = p + qs) and of bilinear fractional forms
(Harris (1963), p. 9), it is not possible to obtain A(s), or even
2the mean and variance y and a . Even in the bilinear fractional
(5.*+) P[N > n] E l -  F (o) ^ y”1 mn
case, it is not possible to calculate E[N] in closed form., although the
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distribution function of N is available. A more complete discussion 
of these topics is contained in Seneta (1967).
In attempting to develop some technique for obtaining at least 
approximate or, hopefully, asymptotic expressions for e.g. the means 
involved, a suitable approach which suggests itself is to consider 
processes which depend on a single parameter only, which may be made to 
approach some 'critical* value, in some sense. Since, on the other hand, 
absorption-time is in general short (see (5«^)) unless m is close to 
unity, it appears that the relevant quantity to consider as parameter 
is m, so that corresponding one-parameter processes may possibly 
yield asymptotic or approximating results as m 1-.
We pause to note that a similar technique has been used by Kingman 
(1961) to obtain information concerning 'heavy traffic' in the C-I/G/l 
queue, by considering a one-parameter system depending in a specific way 
only on the traffic intensity p(p < l) and subsequently permitting 
p -> 1-, Moreover, the author (1967) himself has carried out an analysis 
for the Poissonian subcritical case, where F(s) = e*^0 ^  , where the 
dependence on the parameter m is very simple; and has in fact obtained 
asymptotic expressions for y and EN as m -*• 1-.
Our approach in this chapter, then, is to confine ourselves to a 
suitable one-parameter class of processes depending on the parameter m, 
in order to obtain certain asymptotic expressions as m ■ + 1-. The 
conditions which we shall assume processes of this class to satisfy, 
as regards their offspring distributions, are:
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(i) F(s) = F(m;s) is a p.g.f. for all m in some left neighbourhood
of m = 1 i.e. m £ (l-e,l) (for some small e > 0) , and as m -* 1-
F(m;s) -> F(*;s), for s e [0, l] 
where F(*;s) is a proper p.g.f.;
(iii) F"'(m;l) < C = const, for m e (l-e,l).
The same class of processes (which we shall call continuously subcritical 
(c.s.c.)) is used also in the following chapter to obtain approximate 
expressions when m ^ 1, along quite different lines.
It is convenient, at the outset, to describe our results, and to 
devote most of the remainder of the chapter to a step-by-step derivation, 
since this last is rather involved.
We proceed by utilizing certain techniques from both Heathcote and 
Seneta (1966) (an attempt to bound EN and y in the general situation 
i.e. without the c.s.c. assumptions), and Seneta (1967), together with 
a general approach which is basically simpler. For the class of 
processes described,
(ii) x~ E F"(*;l) > 0; and
(5.5) E[H] a, - ~log (l-m);
T
00 2 r(q+i)c(a+i)(5.6) E kap[N > k] ^ —
k=o
for integral a _> 1;
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(5.7) u 'v f .  x t W  i and
2
( 5 . 8 ) ^ 1 ;
Ü
as m -> 1 - .  In  t h i s  s im ple  s i t u a t i o n  £ ( s ) ,  th e  Riemann z e t a - f u n c t i o n , 
i s  g iven  by
00
S(a+D = z - k -  .
n=l n
We s h a l l  d is c u s s  th e  e f f e c t  o f  removing some o f  th e  above r e s t r i c t i o n s  
on th e  c . s . c .  c l a s s ,  p a r t i c u l a r l y  ( i i ) ,  and g iv e  some examples , i n  a 
co n c lu d in g  s e c t i o n .
3 .2  Bounds w ith  Mean F ix e d . S ince  we a re  n o t  concerned  w ith  v a ry in g
m in  t h i s  s e c t i o n ,  we s h a l l  omit e x p l i c i t  m ention  o f  i t  i n  th e  f u n c t i o n a l
form. Our p ro c e d u re ,  i n i t i a l l y  t h a t  o f  H ea thco te  and S en e ta  ( 1966 ) v i z .
u s in g  f i r s t  and second o rd e r  m ean-value th e o re m s ,  d i f f e r s  from t h i s
p ap e r  in  t h a t  we o b ta in  bounds n o t  f o r  { l-F  (O )}, b u t  r a t h e r  i t s
r e c i p r o c a l .  S ince F ( s )  = F [Fv ( s ) ] ,  f o r  i n t e g r a l  n ,  k > 0K. n n K.
1 -  Fk+1 (0) = { l -F 'J O )}  F ' ((.-J
where F, (0) < 0 < 1 ,  we have by m o n o to n ic i ty  o f  F ' ( s )  (and  s in c e
K. K.
F (O) t  1 as k -► 00) t h a t  f o r  0 < h < k
K. “““
( 5 .9 )  F ' ( F h ( 0 ) ) ( l  -  Fk (0 )}  £  1 -  Fk+1 (0) < m ( l  -  Ffc( 0 ) } .
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Moreover, for k >_ 0
F"(n,.){l-F (o)}2
Fk+1(0) = F(Fk(0)) = 1 - {1 - Fk(0)} m + — ~ —  
where F (0) < r) <1, so that putting b = {1-F (0)}*~b we haveK. K K. K.
fr x \  1 F"^1V  Dk+1
(5‘10) bk+l = “  + m ' “ 2 -  * —  *
Wow, since F"(n, ) > F"(F,(0)) > F"(F, (o)) for 0 < h < k, and using (5.9) k —“ k h
bb, F"(F.(0))
(5.11) —  + - . -- — ---  < b. . -ra m 2m — k+1 — m
< _k + 1 F"(l) 1
m 2 - F' (F, (0))h
(we shall assume that 0 < F"(l) < °°). This inequality is the crucial 
one from which all subsequent results follow. Keeping h fixed, and 
iterating
\  F"(Fh(0)) f"(i) V l
n 0 2 . i — h+n — n + 2mF' (F, (0)) . im 2m i=o m m h i=o m
We then have
F"(Fh(0)).mh(l-mn) - F"(l)mh (l-mn)
m \  2m( 1-m) - m *°h+n - m °h 2F*(f”(o ))(1-m) ’
and letting n "► 00
, F"(F (0))mi
(5.12) mV(l-m) + -- ^ ---- < (l-m)p < + f ^ f ö ) ) •
Also from the above,
2F'(Ph(0))(l-m) Qmn j_ 2m (1-m) JuanK i
F"(l) l-Omn - bh+n - F"(Fh(0)) * W
where
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1 > 0 F"(l)2b F ' (Fh( O')) (l-m)+F’’( 1) > 0 ; 1  >  0 )
F"(F (0))h n
2m(l-m)b. +F*,'(F1 (o) >
so that for integral a > 0
(5.13)
h
E
k=o
ka{l-Fk(0)} +
2F'(F (0))(1-m)
FIT] Z (h+n)a { ^ 1 }  n=l l-0m
£ E ka P['N > k] 
k=o
h
< E ka{l-Fk(0)} + 2m(1-m) FV,(Fh(0)) E (h+n)° {-^— } n=l 1-cam
The two sets of inequalities (5.12) and (5*13) shall he sufficient 
to give us the required asymptotic results by suitable limiting considerations.
5.3 Limit Results: Preliminaries. These fall naturally into two parts
according to which we divide the present section.
A. We begin with some remarks on the sums occurring in the bounds (5.13), 
for a = 0, 1. Since, from Seneta (1967), §3, for 0 < p, s < 1
lop(l-ps) < “ ps'-* < PS + lo,-(l-ps)
lQg 3 - J=1 i.ps-j - i-P3 l0S 3
if p(= p( s)) is such that, as s ->• 1-
(l-ps) ^ c . (1—s) (0 < c = const.)
it follows that
CO
9^
(5.11*) lim {- T— U~?'K . I P-3.'— 1 = 1. 
s-1- 1 106 U -S) J-l l-pSJ
Moreover, it was shown by Seneta (1967) §3, that
(5.15) lim {6jlogs)' ■} = 1
S-*-l- 7T j=l l-ps'
providing 1 - p -w k.(l-s) as s -*■ 1- where 0 < k = const. Since the 
procedure for sums of the form,
00 .a „j
v  j  e .s ,
j=l 1-pS'5
is an extension, essentially, of the procedure to obtain (5.15), in 
the cited reference, we outline it here. The remarks apply for integral 
a > 1, 0 < p, s < 1.
(a) The function of a continuous variable x > 0
a x x ps
1 x l-ps
has a unique maximum at x = li* which is the unique solution of
a + x log s - aps' = 0.
Hence N* satisfies
Tu* n
0 < aps = a + N* log s =► N* < - —  ;— — log s
/ N* N*. , w*.0 = a(l + — log s - ps ) > a(l + N* log s - ps ‘ )a —
,Tjt % /2kN* > ------
/-log s
if 1 - p a. k.(l-s), as s -*■ 1-, where k > 0 is independent of s. To
fsee the validity of the last asymptotic inequality , we have
The symbol is to be interpreted as ’ is not less than a quantity
asymptotically equal to*
95
0 _> 1 + N* log s -(-N* log s) pe
and since for x _> 0,
2
e“X _< 1 - x + |-
0 > 1 + K* log s - p{l + N* log s + (-li* }
i.e.
0 > (1-p) + (1-p) N* log s -
This is just a quadratic inequality for N* >0, whose solution, as 
s -> 1-, (if 1-p 'u k.(l-s)) is given by
N* > -- —
/-log s
Hence, if 1-p n, k.(l-s), we have
n Ttf*(N*) ps 'V const. //N . , . \
- — p -  < — ---- ^ hCi72) (0 < const- 4 “ >1-ps (-log s)
as s -*• 1— •
(b) From a double use of the Cauchy integral test 
.a j 00 a x
.1 Ps
j=o 1—ps^ o l-psX
/ . dx + £ (s )
where
a  N*
|e(s)| < const. .. N*1-ps
“ a x/ \ r x ps , 1(c) j — —^  . dx = - -----
(log s)a+1 ' oo 1-ps
(d) / ( . dy = (-1)“ r(a+l)c(a+l).
fP (lo^ y-log p)a
1-y dy
for a >. 0 integral.
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An obvious combination of these results shows that for a and.
integral, if 1 - p %  k.(l-s) as s ■+ 1-,
(5.16) - j Gos ° ^  r( a+l ) c( o:+l )
j=l 1-ps^ (- log s)a+1
B. Secondly, we remark that under our c.s.c. conditions (i), (ii) and 
(iii) of §5.1, as m -> 1-
(a) Fk(m;s) -*Fk(*;s), s e [0, l]
(b) F'(m; Fh(m;0)) ->• F ' ( *;F^( * ;0))
(c) F"(m; Fh(m;0)) +F"(*; Fh(*;0))
(d) F'(*;l) = 1
(e) F”(m;l) -> F"(*;l), 0 < F"(*;l) < «>.
To prove (a) consider the inequality
|Fk(m;s) - Fk(*;s)| < |Fk_1(m;F(m;s)) - Fk_1(m;F(*;s))|
+ |Fk_1(m;F(*;s)) - Fk_1(*;F(*;s))|
and notice that the first part tends to zero since by the mean value 
theorem
|Fk_1(m;F(m;s)) - Fk_1(m;F( *;s)) | = Fi':_1(m ;6m ) |F(m;s) - F(*;a)|
k—1
where 0 < 6 < 1  so that F' _(m;6 ) (< F ’ (mjl) = m " ) is bounded—  m — k-1 * m —  k-1
as m + 1-, and F(m;s) -*• F(*;s) by (i). The second part of the right
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hand side approaches zero by induction on k, and (i). Propositions 
(b) and (c) are proved by analogous arguments: consider (c):
|F"(m;Fh (m;0)) - F"(»;Fh (*;0)) | < |F"(m;Fh (m;0)) - F"(m;F..(*;0)) |
+ |F"(m;Fh(*;0)) - F"(*}Fh (»;0)) |.
Here let us focus attention first on 
|F"(m;Fh(*;0)) - F"( *;I'h ( *;0)) |, 
in which we notice that
J(j-l) = J] [Fh (*;0)]J < J(J-1) [Fh(*;0)]J ,
where the right hand side is independent of m, and so
CO
F"(m;Fh (*;0)) = I j(j-l) P[Z = j] [F(*;0)]J-2
j=o
00
< E J(J-1) [F (# ;0)]J"2 
J=o
= 2[l - Fh(*;0)r3 < 00
since 0 < F^(*;0) < 1 (see below). Thus by dominated convergence of 
the series for FM(m;F (*;0), and since the assumption (i) implies 
coefficient convergence in F(m;s) to F(*;s), it follows that as 
m -*■ 1-
|F"(m;Fh (»;0)) - F"(*;Fh (*;0)) | ->■ 0.
On the other hand,
|F"(m;Fh (m;0)) - F"(m;F,n (*;0)) | = F"' (m;0m ) |Fh(m;0) - Fh (*;0)|
98
where 0 < 0 <1; and so as m -> 1- (since Fn,(m;l) is bounded* by—  m  —
(iii), and from (a) above) we get the requisite tendency to zero.
Propositions (d) and (e) follow since condition (l) implies 
convergence in distribution as m ->■ 1-, and condition (iii) is equivalent 
to uniform boundedness of the third moment as m -* 1-. Hence by a well 
known corollary of the moment convergence theorem, we have convergence of 
the first and second moments to those of the limit distribution, which 
are necessarily finite. Condition (ii) completes assertion (e).
In concluding this section, we note in particular that
0 < F(*;0) < 1
this being implied by (d) and (e), and since from (d) also F'(*;l) = 1, 
the branching process defined by F(*;s) is "critical", and extinction 
is therefore certain, i.e.
F,( *; 0) + 1 h
as h -*■ a». (This was of course used above also in the proof of (b) and 
(c) to obtain uniform convergence).
9«1* Limit Results. We are now in a position to combine the results of 
§5*2 and §5.3 to deduce first (5*5) and (5.8), and then (5.7) and (5.8).
To obtain (5.5), consider (5.13), with a = 0 and identify 0 and 
co successively with p = p(s) of §5.3; and s with m. (Note also,
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that since F"(m;l) -> F"(*;l) as m -> 1-, oo > F"(m;l) > 0 for m 
sufficiently close to unity). First notice that we have putting 
p = 6, s = m
(5.17) l - p s  = l - 0 m  = (l-m)
2{1-Fh(m;0) y 1?' (m;Fh (m;0) )+F"(m;l) 
2{1-Fh(m;0) }~lF' (m;Fh (m;0)) (l-m)+F"(m;l)
a, C.(l-m) (0 < C e C(h) < oo)
as m 1-, This result, which amounts to saying that the part in square 
brackets approaches C E C(h) as m -»• 1-, is a direct consequence of 
the propositions of §5«3.B and the c.s.c. assumptions (i) - (iii).
So also
(5.18) 1 - m  %  K.(l-m) (0 < K = K(h) < oo)
as m -* 1-.
The remarks (5.17) and (5.18) make it possible to apply (5.1*0 to 
the bounds of (5.13) with a = 0, which are of the form required by 
(5.1*0 after division throughout by -log(l-m). Letting m 1- we 
obtain, therefore, using also the results of §5.3.B,
2F'(*;Fh(*;0)) 
F"(*;l) <. lim m->L
<_ lim 
m->l-
inf ^log(l-m) 
SUP {l o g ( ^ ~ }
-  FH(*;Fh (*;0)) •
N.B. Until this point, h has been fixed, but arbitrary.
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Now, F(*;s) is a proper generating function with F ’(*;l) = 1, Fu(*;l) > 0. 
Hence from the well known extinction property in this case, as pointed 
out F^(*;0) t 1 as h co. Since, in the above expression, h may 
be made arbitrarily large, and we have the necessary dominated convergence,
which is (5.5) as required.
To prove (5.6), we need to consider (5.13) with integral a j> 1* 
we do this in a little more detail than in the case a = 0, since the 
situation is slightly more complex. Consider the right hand inequality 
of (5.13):
where h is arbitrary and fixed. We notice first that 1 - w 'u K'.(l-m) 
as m -* 1- where 0 < K ’ = K ’(h) < °°. Identifying qj and m with p 
and s of §5.3.A we then have from (5.16) (since a > l) that as m 1-
v A F (q+1) c (q+1)
j=l l-comJ (-log m)a
Thus multiplying (5.19) by (l-m)a /r(a+l)£(a+l) we have as m -> 1-
l11!1 ^log(l-m) * -F*r( * ;l) “ 2m->l— x
-EIJ , _ 2 _ 2
k=o k=o hv n=l l-com
2
F"(*;Fh (*;0))
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since the remaining contributing terms of the right hand side of (5*19)
are q(l-m) as m ->- 1-.A
The left hand inequality of (5.13) may be treated in the same way, 
since 1 - 0 a- C'.(l-m) (0 < C1 = C ’ (h) < co) as m -+ 1-, so that we 
get eventually
2F'(*;F, (*;0)) ,, nO
<_ lim sup 
m-KL-
r (l-m)a
ir(a+l)c(a+l) * Ek=o
k ^ N  > k]}
2
- F"(*;F (*;0)) *
Thus once more letting h 00, we get the required result (5.6):
4(a+l)?(a+l) ’ J:o k !’1'' > ki  ^ F"(*;l) = ~ 2  ‘
To obtain (5.7) and (5.8) we return to (5.12) where, first letting 
m -*■ 1-, and then letting h -*■ 00 yields
TP”  ( *  . "I )
lim (l-m)y = ---r-2-- .
m-KL-
Since from (5.3)
22 v u 2
a = Sfc) - ^
where
v2 = Var Z  = FM(m;l) + F'(m;l) - {F’(m;l)}2
it is easily shown that 
2
lim = 1 
m->l- o
as required.
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5.5 Supplementary Remarks« Some remarks on the class of distributions 
defined by the c.s.c. conditions (i), (ii) and (iii) are in order. The 
condition (i) is one which renders the procedure m 1- meaningful;
(iii) ensures the convergence of first and second moments, and is also 
used to prove assertion B(c) of §5.3. Neither of these is open to 
obvious relaxation, as their role is relatively clear cut.
On the other hand condition (ii) is obviously necessary to give the 
correct asymptotic behaviour in formulae (5.5) - (5.8), and a relaxation 
of this condition is of interest in that we are concerned as to how this 
changes the behaviour as m -* 1-, First we notice that F"(*;l) = 0, 
in view of (i) of §5.1 and B(d) of §5.3 implies F(*;s) = s; in fact, 
as pointed out, F"(*;0) > 0, which renders F(*;s) a sensible p.g.f. 
for a branching process,(and since F'(*;l) = 1,) enables us to say 
Fh(*;0) ->-1 as h -> 00, a most important step in our arguments.
Nevertheless, when F"(*;l) = 0, some deductions are possible, if 
we make some further assertion. We shall only consider one such in 
general viz. Fn (m;l) > 0 for all m sufficiently close to one. A 
careful consideration of the bounds in §5.2 reveals that in this case (as 
expected from (5.5) and (5.7))
(5.20) lim (l-m)jj = 0
An example of such a distribution is given by the probability generating 
function of bilinear fractional form
m->l-
(5.21) lim {
m+1-
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F(m;s) +
3m s
l-(l-m)s * 0 < m < 1
•which defines a modified geometric distribution. In this case as
mentioned in §5.1 we can actually calculate the p.g.f. A(s) e A(m;s) of
the Yaglom limit distribution; in fact 
m
A(m;s) 1+m
1 -
«s
1+m
whence
m
Hence, as m -* 1 (in contrast to (5.7) - (5.8)») 
y -*■ 2, y2/o'1 ■+ 2
which agrees with (5.20), as required. It is also possible to obtain 
E[N] asymptotically for this example, by using the discussion of 
Seneta (1967), §3; in fact as m 1-
E[Nl - r&y
which agrees with (5.21).
The extremely pathological case not covered by any of the preceding 
material is the two-point offspring distribution
F(m;s) = (l-m) + ms, 0 < m < 1
since here FM(m;l) = 0 for all m e (0, l). In this case
k
. - rc________i
l-Fk (m;o) ’ 1
for all k _> 0, and hence
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CO
E[N] = E {1 - F. (m;0) } = [l - m]“1.
i &k=o
Thus the behaviour here seems analogous to the case just discussed.
In conclusion, ve remark on the relation of some of the present 
results to relevant ones in the literature.
It was pointed out in Seneta (1967), §6 that a diffusion approximation 
argument of Feller, obtained as "m ■* 1-", suggested the validity of 
(5.7) and (5.8) in at least some class of cases for which "m -* 1-M 
has a meaning. His argument is, however, basically heuristic, and leads 
to approximating (rather than asymptotic) results; hence it is taken up 
in detail in Chapter Six. A result of more immediate relevance in 
relation to this is the apparent assertion of Nagaev and Muhamedhanova 
(1966) that if we put for our branching process (under conditions 
closely resembling the c.s.c. conditions (i), (ii) and (iii))
Sn(y)
1-F (0)
p[{zJ — r— )} z >n 0]
then
sn(y}
y _> 0 
y < 0
as n 00, and m -*■ 1+ or m 1-, which certainly suggests that, 
as m -*■ 1-
from considerations (5.1) and (5.2). Some further remarks pertinent 
to the above result occur in §6.5, of the next chapter.
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Finally, the procedure in our main discussion via inequality (5.1l), 
was suggested to the author by (the body of) the proof of Lemma 1 of 
Nagaev and Muhamedhanova where the expression (5.10) occurs. There
is no other overlap in actual content: in fact the 'proofs' of Nagaev
and Muhamedhanova seem to 'concentrate' rather on the case m > 1, and
thus do not consider time to extinction at all.
CHAPTER SIX
THE GENETICAL SIGNIFICANCE AND APPROXIMATE TREATMENT OF THE
GALTQN-WATSON PROCESS
6,1 The Genetical Background« One of the best-known applications of the 
Galton-Watson process occurs in the field of population genetics. We 
confine our remarks, in this context, to a haploid population of individuals 
(although extension to the diploid situation is not difficult), and focus 
attention on a single locus, at which one of two possible alleles,
A and a, is present in any one individual.
There are two basic and distinct stochastic factors which cause 
changes, as time goes on, in the relative frequencies of the genes A 
and a at the given locus, viz. (i) recurrent mutation (or immigration), 
emigration, and selection; and (ii) random sampling fluctuations. The 
second of these factors is of particular importance when the size of 
the population is finite, and effectively constant. In this situation 
finite discrete Markov chains often describe the evolutionary process 
with respect to the locus; for a discussion of such models we refer to 
Moran (1962), Chapter IV. On the other hand, as pointed out by Kimura 
(1955) "commonsense tells us that populations are usually so large that 
accidents of sampling are negligible”, so that it is often permissible 
(and convenient) to make the assumption that the population is effectively 
infinite.
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This is particularly relevant if we are required to study the progress 
of the 'progeny1 of a single mutant allele a in a population initially 
consisting entirely of alleles A, since in the early stages of the 
progress, the mutants form only a small fraction of the population, 
even if this last is finite*
Suppose, then, that an infinite population of A-type individuals 
has reached equilibrium with its environment so that each individual 
produces, on the average, one offspring during its lifetime. Suppose 
that at some point of time a new mutant, a, occurs at this locus for 
some (one) individual, and that the offspring distribution of the a-type 
individual is given by the p.g.f* F(s). It is then readily seen that 
a simple model for the evolutionary progress of the mutant's progeny 
through successive generations is the Galton-Watson process with offspring 
distribution F(s), 0 < F(o) < 1. Moreover putting m = F'(l-),
6 = (m-l) measures the average excess of offspring per individual per 
generation of the a-type individuals over the A-type, and so may be 
regarded as the selective advantage of a over A. Thus it is clear that 
this model takes selection into account; a stochastic emigration effect 
can also be incorporated by adjusting the offspring distribution. One of 
the first users of this model in genetics was Fisher (1958)» Chapter IV, 
who restricted himself to the Poisson distribution, with F(s) = e15^ S 
Recurrent mutation (or immigration) may be incorporated into the 
model as follows: suppose B(s), (0 < B(o) < l) is the p.g.f. of
the number of new mutants per generation. Then it is readily seen that
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if P (s) P»g*f» °f the number of mutants in the n-th generation
after the initial single mutation, then for s e [0, l]
P1(s) = B(s) F(s); Pn(s) = B(s) P £(b )), n > 2
(Bartlett (1955), p.*+2; Heathcote (1965), §l). Moreover, it is not
difficult to show, extending slightly the results of Heathcote (1966),
that if m < 1, and m^. E B ’(l-) < 00 that a unique limiting-stationary
tdistribution exists and its p.g'.f., P(s), satisfies
(6,1) P(s) = B(s) P(f (s )) s e [O, l]
Recurrent mutation was apparently first introduced in this way by Haldane 
(19^9), who took both B(s) and F(s) to correspond to Poisson distributions.
It therefore follows that any mathematical information we require 
about this particular genetical model is basically contained in the theory 
of the Galton-Watson process.
However, as with most genetical models, we are not interested only 
in the existence-uniqueness theory, most of which is readily available, 
but with explicit expressions for various quantities of interest - such as 
quasi-stationary distributions, the distributions of the time to extinction 
and of the maximum number of mutant individuals ever present in the 
population in the subcritical case, and possible stationary distributions 
in the case of recurrent mutation. These are required partly for 
comparison with actual biological processes, and partly to predict aspects 
1* No such distribution exists when m > 1; and exists only in exceptional 
circumstances if m = 1 (Seneta (1968)).
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of behaviour in situations where it is known the model is applicable.
The Galton-Watson process, although a simple and quite general model, is 
unfortunately particularly intractable as regards rigorous derivation of 
even asymptotic explicit expressions, as mentioned, and demonstrated, in 
the previous chapter.
The purpose of this chapter, then, is to obtain approximate 
expressions for the quantities mentioned above, using largely heuristic 
approximation methods of the kind frequently employed in population 
genetics. This is done for (basically) continuously subcritical (c.s.c.) 
processes of the type considered in Chapter Five, for the simple reason 
that these permit variation of the parameter m, which is the key to 
the derivation of results of that chapter also. The reason for the 
restriction in particular to the subcritical case here, is that most 
work to date in genetics on this process (e.g. Fisher (1958), Chapter IV; 
Moran (1962), Chapter V.) has been restricted to the situations m = 1 
and m > 1, since these represent, in an obvious way, cases of most 
interest as regards extinction and fixation of the mutant. The case 
m < 1, on the other hand appears uninteresting since extinction is 
certain, and occurs so rapidly that all the moments of its extinction­
time distribution are finite. However as m -*■ 1-  for the c.s.c. processes, 
the mean time to extinction (as we know) tends to become large in which 
case the transient behaviour is almost of the same interest as when m ^  1.
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6.2 The Method of Diffusion Approximation. Generally speaking, even 
in a population of fixed (but arbitrary) size M, where the usual 
model describing frequency fluctuation of alleles at a single locus 
is a finite Markov chain {X^}, it is either not possible to obtain 
explicit expressions for quantities of interest, or if possible, these are 
often too complex to reveal their pertinent features.
Fortunately, it turns out that both of these difficulties may be 
overcome, to some extent, by the applicability of a diffusion approximation. 
Confining ourselves to the non-overlapping generation models, due to 
S. Wright (see Moran (1962)), it is found that if both the space and time 
variables are rescaled, so that a unit in the old counting becomes A 
units in the new, where A = M \ then for the new process {X(t)},
(6.2a) A_1.E[(X(t+A) - X(t)}|x(t) = x] = a(x) + 0(A)
(6.2b) A“1.E[{X(t+A) - X(t)}2|x(t) = x] = 3(x) + 0(A)
(6.2c) A”'L.E[{x(t+A) - X(t)}n |x(t) = x] = 0(A), n > 3
as A -*■ 0. Hence "in the limit" as A -*■ 0, (x(t)} becomes a diffusion
process on [0, l], described by the transition density function <j)(x, t) 
satisfying the Fokker-Planck equation
2
(6.3) |^ r <p(x,t) = - ~  {a(x)cp(x,t)} + ~ ,2 (3(x)<j>(x,t)} , 0 < x < 1,
3x
where a(x), 3(x) are respectively the instantaneous drift and diffusion 
coefficients respectively. It may be possible to solve (6.3) for 
4>(x, t) in which case we have complete information concerning (X(t)}
I l l
( th e  s o lu t io n  i s  c a r r i e d  o u t under an a p p ro p r ia te  i n i t i a l  c o n d itio n  and 
p o s s ib ly  some boundary c o n d i t io n s ,  depending  on th e  n a tu re  o f  a ( x ) , ß ( x ) ) .  
Even i f  no such s o lu t io n  i s  p o s s ib le  th e  e q u a tio n  ( 6 . 3 )  (o r  e q u iv a le n t ly  
a ( x ) , ß ( x ) )  s t i l l  en a b le s  us to  o b ta in  a g r e a t  d e a l o f  e x p l i c i t  
in fo rm a tio n  about th e  p ro c e s s .
I f  we now r e s c a le  such in fo rm a tio n  a p p ro p r ia te ly  by th e  f a c to r  
A E M ~ \ we may hope to  th u s  o b ta in  analogous in fo rm a tio n  about th e  
o r ig i n a l  p ro c e s s  {Xn }, w hich may be ex p ec ted  to  be a c c u ra te  i f  M 
i s  l a r g e .  A more com plete d is c u s s io n  o f  th e  a p p l i c a b i l i t y  o f  such 
ap p ro x im atio n s  in  a f i n i t e  p o p u la tio n  c o n te x t may be found in  Kimura 
(1955, 196*0, and Moran (1962); and o f t h e i r  adequacy in  th e  p ap ers  o f 
Ewens e . g .  Ewens (1965). A d is c u s s io n  w ith  r e l a t i o n  to  q u a s i - s ta t io n a r y  
d i s t r i b u t i o n s  occu rs  in  S e n e ta  ( 1966).
T urning  now to  th e  g e n e ra l  s u b - c r i t i c a l  G alton-W atson p ro c e ss  m odel,
{Z } we a re  fa c e d  w ith  two b a s ic  d i f f i c u l t i e s  in  view  o f  th e  above n
rem ark s. The p o p u la tio n  s iz e  i s  i n f i n i t e  and so canno t be used  f o r  s c a l in g ;  
m oreover, in  g e n e ra l no a r b i t r a r y ,  and s o .  v a r i a b l e ,  p a ram ete r i s  
a v a i la b le  a t  a l l . I f ,  how ever, we r e s t r i c t  o u rse lv e s  to  p ro c e sse s  
b e lo n g in g  to  th e  c . s . c .  c l a s s ,  we a re  a b le  to  vary  th e  p a ram ete r m.
F u r th e r ,  i f  f o r  such a p ro c e s s  th e  sp a c e -  and t im e -v a r ia b le s  a re  r e s c a le d ,  
so t h a t  one u n i t  in  each  i s  made e q u iv a le n t  to  A E (l-m ) u n i t s ,  i t  i s  
r e a d i ly  v e r i f i e d  t h a t  f o r  th e  r e s c a le d  p ro c e ss  ( x ( t ) } ,  ( 6 . 2 a )  and (6 .2b)
h o ld  as A -*■ 0 w ith
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2(6.4a) a(x) = -x, 3(x) = t x ,
2where x = F"(*;l) > 0. Moreover (6.2c) holds for n = 3; it may be
made to hold for n _> 3, by replacing condition (iii) for the c.s.c.
(n)class (§5«l) by the stronger condition that the n-th derivative Fv w (m;l) 
should remain bounded for n _> 3, as m -*■ 1-. Thus for this restricted 
c.s.c. class we have in the limit a diffusion approximation described 
by the equation
2
( 6. Ub) ~  {x(p (x , t) } + {x(f>(x,t)}, 0 < x < oo
3x 2
T > 0
The idea of the scaling by A = (l-m) is apparently due to Feller 
(1951), who obtains the equation (6.4) in a rather different way, and 
in a much more heuristic manner, since he lets A -* 0 without clearly 
defining the class of processes for which this makes sense and hence for 
which (6.4) holds.
Although not occurring in the literature, as far as is known, the 
diffusion approximation for the process with recurrent mutation described 
in the previous section may be obtained in precisely the same way, if we 
assume that all moments of the immigration distribution are finite, and 
base our remarks once more on the restricted c.s.c. class of underlying 
processes. In fact, (6.2a) - (6,2c) then hold with
(6.5) a(x) = iri-j- - x , $(x) = t^x ,
so that the drift coefficient becomes positive in the vicinity of the 
boundary 0, since m^ > 0, and hence the situation is basically different.
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We shall use the processes {x(t)} described by (6.b) and (6.5) 
to obtain approximations when m - 1 to the discrete processes to which 
we have restricted ourselves, which are the analogues of the finite 
population situation in that they depend on a variable parameter.
6.3 Approximations to Quasi-Stationary and Stationary Distributions. In the 
absence of recurrent mutation, we are interested in the quasi-stationary 
distributions {a^ }, (3^  cl,} where {ol}, {3^ } are respectively the 
left and right eigenvectors corresponding to the eigenvalue m in the 
discrete process (see §1.6). The analogues of {c m }, {3^} for
(X(t)} described by (6.U) are the eigenfunctions Vc,(x) and V,.(x), 
satisfying the adjoint eigenfunction equations
Vx)} + {x Vx)} = -x Vx)dx
- x to {Vx)} + ir lVx)} = “x Vx)dx
where (due to the rescaling) e ^ ~ l - A  = m i.e. as A -*■ 0, X = 1. 
Moreover the correct solutions need to satisfy Va(x) Ü  V^(x) >_ 0 
0 < x < 00 and
oo oo
/ Va(x) dx = / va(x ) vo(x) bx = 1 
o+ ' o+
to possess the required probabilistic interpretation. Solving, we obtain
V Jx) = (2/T2)e-2x/T‘ Vg(x) = (2/t2)x»
11h
so that the densities approximating the two quasi-stationary distributions 
are
2 2
(6.6) V (x) = (2/xb e_2x/T , V (x) V (x) = (2/xa r  x e'2x/T
a 3 a
0 < x < 00. Note that V^(x) “ x agrees with the known fact that 
{$±} a {i}.
Hence for the class of processes {Zr} for which the diffusion 
approximation is valid, when m =* 1, we have by rescaling
(6.7) a. - (l-p) p1”1 L
i = 1, 2, ...
n *2 . i-13- a. - (l-p) i p
where p = exp - {2(l-m)/x^} - 1 - {2(l-m)/x^}
On the other hand, when a stationary density exists for a process 
(X(t)} described by (6.3), it is given in general by
f(x) = fnrr exph / «}
where the constant is chosen so that f(x) integrates to unity. (in 
population genetics this expression is known as Wright's formula.) 
Applying this to the situation described by the coefficients (6.5) (i.e. 
in the presence of recurrent mutation) we obtain the gamma-density
(6.8) f(x) = — --- - x^"1 e~X ^ v' , 0 < x < 00r(ip)0^
2 2where 6 = T /2, ifj = 2m /x . By considering the Laplace transform
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o f  t h i s ,  and r e s c a l i n g  by A, we have t h a t  when m ^ 1 th e  p . g . f .  of 
th e  s t a t i o n a r y  d i s t r i b u t i o n  i s  approxim ated  by
which g e n e ra te s  a n e g a t iv e  b in o m ia l  d i s t r i b u t i o n  on 0 ,  1 ,  2 , . . .
This  acc o rd s  w i th  some remarks o f  B a r t l e t t  (1955, p .  4 2 ) ,  and p ro v id es  
a j u s t i f i c a t i o n  f o r  them«
In  co n c lu s io n  to  t h i s  s e c t i o n  we remark t h a t  th e  d i s t r i b u t i o n s  
g iven  by (6«6) and (6 .8 )  cou ld  a l s o  be o b ta in e d  from t h e i r  l i m i t i n g  
i n t e r p r e t a t i o n s ,  u s in g  th e  s o lu t i o n s  cj)(x, t )  o f  th e  ( a p p r o p r ia te )  
F ok k er-P lan ck  e q u a t io n .  For example in  th e  case  o f  e q u a t io n  ( 6 .4 b ) ,  
F e l l e r  (1939) bas o b ta in e d  th e  s o lu t i o n  (under th e  i n i t i a l  c o n d i t io n
( 6 .9 )  P (s )  = [1 + 0 ( l -m )" 1 ( l - s ) ] ” V
(j)(x, 0) = 6 ( x- xq ) )
(6 .10 )  cj)( x , t ) = —------- * exP {
T (e -1 )
4x e 2 (x  e ^+x) o
s ! ( s + l ) !
00
s=o
2 / ( xx e ^ )} o J
2s
0 < x < 00, and hence shown t h a t
CO 2x e“ *'
(6 .1 1 )  /  cj)(x,t)dx = 1 -  exp { o } •
o+
Thus f o r  0 < x < oo,
l im  { c p ( x , t ) / /  cj>(x,t)dx} = (2 / t2 )e” 2x//T
t->oo 0+
as r e q u i r e d .
ll6
6,4 Approximations to the Distributions of Extinction-Time and Maximum 
Population Size. The closely related problems of the distributions 
of extinction-time,and maximum population size are only meaningful in 
the absence of recurrent mutation. Hence the contents of this section 
pertain only to the approximating process {X(t)} described by the 
equation (6.4b).
Let N be the time to absorption at the boundary 0 of the diffusion
process {X(t)}. It follows immediately from (6.11) that
_  2x e”^
(6.12) P[N < t] = exp ---- } ,
T (e^-l)
and that (as expected) all moments of N are finite, on account of the
very rapid decay of the tail of this distribution. The moments may in
fact be found most easily using the expression (6.11) e.g.
c» os 2x e ^
E[N] = / P[H > t] dt = / [1 - exp { ;j °_t } )
o o T^(e -l)
so that putting s = (e^-l) 1
oo _ -ks 1-e(6.13) E[N] = / k = 2xq /t‘
(Unfortunately it does not appear that a closed expression for (6.13) 
is available.)
Hence if N is the time to extinction in the original discrete 
process starting with a single individual we have for m =* 1,
o(i -n(l-m)
(6.14) P[N < n] - exp ----------  }‘T2(e-n(l-m) _x)l
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i 00 -i -2(l-m)s/T2
(6.15) E[N] « (l-m)“1 / — ----  • Ö.S
o
where we expect from the previous chapter that the last expression is
p
'Xj - (2/t ) log (l-m) as m 1-.
To find the distribution of the maximum, we first remark that since
in the approximating diffusion process (X(t)} small displacements occur
in small increments of time, the probability of ever reaching points _> x,
(for a fixed x > xq, xq being the initial point,) is just the
probability of ever reaching x. Following the reasoning behind the first
(forward decomposition) method of Chapter Three, we therefore need only
to find the probability of absorption P (x ) of the process (X(t)},X o
at an absorbing barrier at x(> xq), since
P[M > xIX(0) = x ] = P (x )— 1 o x o
where M is the maximum of {X(t)}. According to Kimura (19&2) (who
gives a discussion of absorption probabilities in the context of
population genetic application) in the corresponding general situation
xo/ iJj(s ) ds
P (x ) = — --------
X ° /* i|,(s) dso
where
ip(s) = exp - {2/ -j“ y dt} ,
a(t) and 3(t) being the relevant drift and diffusion coefficients.
In our case
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g( t) _ 1aCtT “ t2
(as in a Brownian motion on [o, x] with absorbing barriers at o and
x) so that for x _> x
(6.l6) P [M < x |X(O) = x ] = 1 -
(exp {r:X° }- 1)
______2______
(exp {%} - 1)
2x
exp Pf} - exp {-f2}
_ _____ T___________ T
exP - 1
T
Hence if M is the maximum of the original process and m = 1,
r2n(l-m)i r2(l-m)iexp {--7-—  \ - exp {— p—  }
(6.1T) P [ M < n | X o = !] - ---- 'a.- 1 . ^ -.- ' --------—
exp {----—  1 - 1
T
Moreover without entering into detail, we can use (6.l6) to show that 
if m - 1
2 2
(6.18) E[m ] s: - log (l-m), Var[M] =* ■?—  . (Y'^mj" >
results quoted when = 1 in Seneta (1967)*
6,9 Theoretical Implications of the Approximate Results. Although the 
treatment of the preceding sections is heuristic and of use only as a 
first approximation to the exact results, it does suggest the possible 
validity of certain limit theorems for processes of the continuously
subcritical type, (Although we assumed certain additional conditions
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viz. boundedness of moments higher than the third as m 1-, it may be 
shown by other heuristic considerations that these in fact are not 
necessary for the validity of such limit theorems). In this section we 
outline the form such theorems may take, and relate them to known results 
where possible. It is hoped to undertake the proofs of those suggested 
results which appear new, in the future.
A. Quasi-Stationary and Stationär:/ Distributions 
Suppose first that, in the case of no immigration, A(m;s) (e A(s)
CO £
£ a, _ sJ) s £ [0, l] is the p.g.f. of the Yaglom limit distribution 
J-l j
{o^}. Then we expect from §6.3 for t > 0, as m 1-
(6.19) ^(t) = A(m; e~t( 1“m)) +<# (t) E (l + i't/2)"1m
so that the limit distribution is exponential. As pointed out in §5.5, 
this appears to be (subsumed in) the assertion of Nagaev and Muhamedhanova 
(1966), although both their assumptions and proof are far from clear.
TOn the other hand, in the case of immigration , we expect that, 
if P(m; s) is the generating function of the stationary distribution, 
then 2, v o -2nn. /t
(6.20) P m(t) £ P(m; e"tu_m)) +J3(t) £ (l + tA/2) 1
for t >0, as m ->■ 1-, so that the limit distribution is gamma, given 
by the density (6.8). This result apparently does not yet occur in the
literature.
z------
in which case it appears after some consideration that the assumption 
of finite variance for the immigration distribution suffices, (in addition 
to the inherent assumption of a c.s.c. process).
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B« Distributions of the Extinction-Time and the Maximum 
The suggested results of this subsection pertain not, as above, to 
the limiting forms of certain distributions for subcritical processes 
of c.s.c. type, but rather to (likely) properties of the critical (limit) 
processes generated by the limit p.p.f.'s F(*;s).
Thus, if we let m -* 1- in the right-hand side of (6.lU) we may 
expect to obtain a result about the extinction-time N* of the critical 
process generated by F(*;s); in fact we obtain
(6.21) P[N* £  n] ^ exp (---~ }  ,
T n
which we may expect to hold for reasonably large n, where N* is the 
time to absorption of the critical limit process. We notice therefore 
that it may be expected that
(6.22) P[N* > n] 'v — , as n ■ + <»
T n
which is in accordance with a well-known result of Kolmogorov (1938) 
concerning critical processes.
In the same way, if we denote by M* the maximum of the critical 
limit process, then we find from (6.17) that as n 00 we may expect 
that
(6.23) P[M* > n] ^ i  ,
another result which (if valid) is new to the literature.
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6 .6  Supplem entary  Remarks. In  co n c lu s io n  to  t h i s  c h a p te r ,  i t  i s  worth 
n o t in g ,  t h a t  as in  §5.5* even s l i g h t  r e l a x a t i o n  o f  th e  c o n d i t io n s  d e f in in g  
p ro c e s s e s  o f  th e  c . s . c .  type  le ad s  to  p a th o lo g ie s .  R e fe r r in g  once more 
to  th e  example o f  t h a t  s e c t i o n ,  where th e  o f f s p r in g  d i s t r i b u t i o n  d e f in e d
*>y
2 2 3
F(m ;s) = 1-m + 0 < m < 1
y i e l d s  th e  Yaglom l i m i t  d i s t r i b u t i o n  d e f in e d  by th e  p . g . f .
m
( 6 , 2k )  A(mjs) 1+m
1 -
1+m
we f in d  t h a t  r e s c a l i n g  o f  th e  s t a t e  space by (l-m ) and l e t t i n g  m -+ 1-
z.e -to
le a d s  to  a d eg en e ra te  d i s t r i b u t i o n  e n t i r e l y  c o n c e n t ra te d  a t  u n i t y , which
2
i s  n o t  s u r p r i s i n g  s in c e  in  t h i s  case  = 0 (se e  ( 6 .1 9 ) ) .
However, i t  i s  i n t e r e s t i n g  to  n o te  t h a t  m ere ly  l e t t i n g  m -+ 1-
in  ( 6 . 2k)  i t s e l f  y i e l d s
1
(6 .2 5 )  A (* ;s )  = -  °
1 " 2s
which o f  cou rse  g e n e ra te s  a p ro p e r  d i s c r e t e  d i s t r i b u t i o n  on { l , 2 , . . . } .
These remarks a r e  in te n d e d  t o  emphasize t h a t  a p r e c i s e  d e f i n i t i o n  
o f  c o n d i t io n s  f o r  th e  a p p l i c a b i l i t y  o f  th e  F e l l e r - t y p e  d i f f u s i o n  
approx im ation  i s  ve ry  n e c e s s a r y ,  even f o r  an approxim ate  t r e a tm e n t .
APPENDIX
DENUMERABLE NON-NEGATIVE IRREDUCIBLE MATRICES
Both Chapters One and Two of this thesis depend heavily on certain 
results of Vere-Jones (1962)(1967), Pruitt (196U), Kendall (1966a) 
and Moy (1967), which extend the Perron-Frobenius theory of finite 
non-negative matrices (see e.g. Gantmacher (1959)) to the denumerable 
irreducible case. Although for most specific theorems we refer in the 
thesis directly to the cited papers, it is convenient to outline here the 
preliminary classification theory of such matrices, in terms of which 
the said theorems are stated. In essence, our approach is that of 
Vere-Jones.
Let T = {t. .} (i,j = 1,2,3,...) be a matrix with non-negative1 » <3
entries, such that T11 = {tfrJ!} exists for all positive integral m.
1 > o
We call T irreducible if for every i and j there exists an integer
n = n(i,j) > 0 such that t[n\ > 0. The period of the index i, d.,
1 » j  -1-
is the greatest common divisor of those integers n such that tfnl > 0j
for an irreducible T it is well-known that d^ = d for all i, and
d is called the period of the matrix. The following refers to an
irreducible T, not necessarily aperiodic.
We introduce the generating functions T. ,(z) = E__ tfm|. zm1,j m-o 1,j
(t!°^ = 6. . - Kronecker delta), i. j = 1,2,.... Then if we denote
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by R. . the radius of convergence of T. . (z), it is readily shown 
1 »J 1 > o
that 00 > R. . = R _> 0 for all i, j. The quantity R is called the 
convergence parameter of T; we shall assume henceforth R > 0. (We 
note that this last is always so for an irreducible stochastic or 
substochastic matrix, in which case R > 1.)
Next, we define certain quantities f(n l, Sl[n \ which are the
1 9 J 1 »<]
generalized analogues of "first-entrance" and "last-exit" probabilities 
in the probabilistic situation. Write ff°^ . = ü[°\ = 0, f^'! = =
t^ and thereafter write inductively:
(A.l) ,(m+l) _ y , „(m) n(m+l) _ y p(m)~ ^  X k  fk,j» *i,j ‘ k£.*i,k
m = 1,2,.... It is readily seen that F. . (z) = £ ffn1^. zln,
1 ) J 1 5 J
oo / \ m=o
£ are convergent for |z| < R, and that
m=o ^ ,tJLi,o(z)
(A. 2) T. . (z) F. . (z) = T. . (z) L. .(z) T. ,(z), i ^ j; x » J
(A.3) L. .(z) Fi,i(z); Ti,iU )  = (1 - Li,iU))
-1
for j z J < R. From (A.3) it follows that for all i and 0 <_ r <_ R,
L. .(r) = F. .(r) _< 1, with strict inequality except perhaps, when 1 5 1 1 5 1
R.
We are now in a position to exploit certain 'solidarity1 properties
of the series T. .(z) (which we shall not discuss in detail, but which 
1 »J
has already been manifested in the common convergence parameter R) to 
classify matrices T analogously to the classification of irreducible 
Markov chains. It can be shown that not only L. .(R) £  1 for all
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i = 1,2,..., but if L. .(R) < 1 for some i, this holds for all i.i,i
Thus, following Vere-Jones, we call T R-transient if L. . (R) < 1
1 » 1
for some i (in which case tfn  ^ Rn 0 for all i,j), and R-recurrent
.1. ,,!
otherwise.
The R-recurrent class can be further subdivided by use of a 
generalization of the Erdos-Feller-Pollard theorem (Feller (1957)» p. 286 
Theorem 3) for Markov chains, which states that if (for some i)
L! .(R) = co, t^n_| Rn -► 0 as n -*■ °°; but if 12 ^(R) < «>, then 
tfn?^ Rn^ d/R L! . (R). Moreover, these are also solidarity properties
1,1 -1- 9 i
i.e. if either holds for one i, it holds for all i, so that if
L! .(R) = 00, the R-recurrent matrix, T, is called R-null (in which 1»1
case also tfn| Rn -* 0 all i,j), but if L! . (R) < °°, T is called i »<] i,i
R-positive.
It is the R-positive case which is of most interest, since every 
finite irreducible matrix is of this form with R occurring as the 
reciprocal of the well-known maximal-modulus positive eigenvalue; it is 
described in more detail, at least for our purposes, in the theorems cited 
and used in Chapters One and Two.
It is also of importance (with respect to e.g. Chapter Two) to 
note that all the above classification properties are preserved (with 
the same convergence parameter R) if the rows and columns of the 
matrix T are interchanged (i.«.e. there exists a row-column duality 
with regard to Vere-Jones* theory).
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In conclusion, it is relevant to comment briefly as the relation 
between the above classification, and that of Markov chains consisting 
of a single essential class of states, i.e. possessing an irreducible 
stochastic matrix P.
It is not difficult to see that a positive recurrent chain has an 
R-positive matrix P, and a null recurrent chain as R-null matrix, both 
with R = 1. Thus since it was pointed out above that R _> 1, the case 
R > 1 may only occur if the chain is transient: in fact the matrix may
sometimes then be R-positive (Vere-Jones (1962)), and in Chapter Two we 
consider an example where it is R-transient. (it does not appear that 
one may be much more specific about this case, at least at present.)
These remarks indicate that Vere-Jones’ classification is somewhat 
finer than the standard one for Markov chains, particularly taking into 
account also Lemma 1.2 of Chapter One.
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