In this paper we construct a noncommutative residue for the Heisenberg calculus, that is, for the hypoelliptic calculus on Heisenberg manifolds, including on CR and contact manifolds. This noncommutative residue as the residual induced on operators of integer orders by the analytic extension of the usual trace to operators of non-integer orders and it agrees with the integral of the density defined by the logarithmic singularity of the Schwartz kernel of the input operator. We also present applications of this constructions concerning traces and sum of commutators, zeta functions of hypoelliptic operators, logarithmic metric estimates for Green kernels of hypoelliptic operators and the Dixmier trace of the operators in the Heisenberg calculus.
Introduction
The aim of this paper is to present the construction and some applications of a noncommutative residue trace for the Heisenberg calculus. This calculus was built independently by Beals-Greiner [BG] and Taylor [Ta] as the relevant pseudodifferential tool to study the main geometric operators on contact and CR manifolds which fail to be elliptic, but may be hypoelliptic (see also [BdM] , [EM] , [FSt] , [Po4] ). This calculus holds in the general setting of a Heisenberg manifold, that is, a manifold M together with a distinguished hyperplane bundle H ⊂ T M , and we construct a noncommutative residue trace in this general context.
The noncommutative residue trace of Wodzicki ([Wo1] , [Wo3] ) and Guillemin [Gu1] was originally constructed for classical ΨDO's and it appears as the residual trace on Ψ Z (M, E) induced by analytic extension of the operator trace to ΨDO's of noninteger order. It has numerous applications and generalizations (see, e.g., [Co1] , [Co3] , [CM] , [FGLS] , [Gu3] , [Ka] , [Le] , [MMS] , [MN] , [PR] , [Po3] , [Sc] , [Vas] ). In particular, the existence of a residual trace is an essential ingredient in the framework for the local index formula in noncommutative geometry of Connes-Moscovici [CM] .
Accordingly, the noncommutative residue for the Heisenberg calculus has various applications, some of which are presented in this paper. In the part II sequel [Po7] we will give applications in contact and CR geometry, including local index formulas for some new geometric hypoelliptic operators on contact and CR manifolds. Additional geometric applications can also be found in [Po5] , where new invariants for CR and contact manifolds are constructed as noncommutative residue traces of projections in the Heisenberg calculus.
Our construction of a noncommutative residue trace for Ψ H DO's, i.e., for the pseudodifferential operators in the Heisenberg calculus, follows the approach of [CM] and [Po6] . It has two main ingredients:
(i) The observation that the coefficient of the logarithmic singularity of the Schwartz kernel of a Ψ H DO operator P can be defined globally as a density c P (x) functorial with respect to the action of Heisenberg diffeomorphisms, i.e., diffeomorphisms preserving the Heisenberg structure (see Proposition 3.11).
(ii) The analytic extension of the operator trace to Ψ H DO's of complex noninteger order (Proposition 4.4) .
The analytic extension of the trace from (ii) is obtained by working directly at the level of densities and induces on Ψ H DO's of integer order a residual trace given by (minus) the integral of the density from (i) (Proposition 4.2) . This residual trace is our noncommutative residue for the Heisenberg calculus.
In particular, as an immediate byproduct of this construction the noncommutative residue is invariant under the action of Heisenberg diffeomorphisms. Moreover, in the foliated case our noncommutative residue agrees with that of [CM] , and on the algebra of Toeplitz pseudodifferential operators on a contact manifold of Boutet de Monvel-Guillemin [BGu] we recover the noncommutative residue of Guillemin [Gu3] .
As a first application of this construction we show that when the Heisenberg manifold is connected the noncommutative residue is the unique trace up to constant multiple on the algebra of integer order Ψ H DO's (Theorem 5.6) . As a consequence we get a characterization sums of Ψ H DO commutators and we obtain that any smoothing operator can be written as a sum of Ψ H DO commutators.
These results are the analogues for Ψ H DO's of well known results of Wodzicki ([Wo2] ; see also [Gu3] , [Po6] ) for classical ΨDO's. Our arguments are rather elementary and they partly rely on the characterization of the Schwartz kernel of Ψ H DO's that was used in the analysis of their logarithmic singularities near the diagonal.
The analytic extension of the trace allows us to directly define the zeta function ζ θ (P ; s) of a hypoelliptic Ψ H DO operator P as a meromorphic functions on C. The definition depends on the choice of a ray L θ = {arg λ = θ}, 0 ≤ θ < 2π, which is a ray of principal of values for the principal symbol of P in the sense of [Po8] and is not through an eigenvalue of P , so that L θ is a ray of minimal growth for P . Moreover, the residues at the potential singularity points of ζ θ (P ; s) can be expressed as noncommutative residues.
When the set of principal values of the principal symbol of P contains the left half-plane ℜλ ≤ 0 we further can relate the residues and finite parts of ζ θ (P ; s) to the coefficients in the heat kernel asymptotics for P (see Proposition 6.4 for the precise statement). We then use this to derive a local formula for the index of a hypoelliptic Ψ H DO and to rephrase in terms of noncommutative residues the Weyl asymptotics for hypoelliptic ΨDO's from [Po4] and [Po8] . This will also be useful in Part II for computing noncommutative residues of geometric hypoelliptic operators on contact and CR manifolds.
An interesting application concerns logarithmic metric estimates for Green kernels of hypoelliptic Ψ H DO's. It is not true that a positive hypoelliptic Ψ H DO has a Green kernel positive near the diagonal. Nevertheless, by making use of the spectral interpretation of the noncommutative residue as a residual trace, we show that the positivity still pertains when the order is equal to the critical dimension dim M + 1 (see Proposition 7.1).
When the bracket condition H + [H, H] = T M holds, i.e., H is a Carnot-Carathéodory distribution, this allows us to get metric estimates in terms of the Carnot-Carathéodory metric associated to any given subriemannian metric on H (Theorem 7.3). This result connects nicely with the work of Fefferman, Stein and their collaborators on metric estimates for Green kernels of subelliptic sublaplacians on general Carnot-Carathéodory manifolds (see, e.g., [FS] , [Ma] , [NSW] , [Sa] ).
As a last application we show that on a Heisenberg manifold (M, H) the Dixmier trace is defined for Ψ H DO's of order less than or equal to the critical order −(dim M + 1) and on such operators agrees with the noncommutative residue (Theorem 8.2). Therefore, the noncommutative residue allows us to extend the Dixmier trace to the whole algebra of Ψ H DO's of integer order.
In noncommutative geometry the Dixmier trace plays the role of the integral on infinitesimal operator of order ≤ 1. Therefore, our result allows us to integrate any Ψ H DO even though it is not an infinitesimal operator of order ≤ 1. This is the analogue of a well known result of Connes [Co1] for classical ΨDO's. This will be used in Part II to define the area and other lower dimensional volumes for CR manifolds.
The core of the paper is organized as follows. In Sections 1 and 2 we recall the main facts about Heisenberg manifold and the Heisenberg calculus. In Section 3 we study the logarithmic singularity of the kernel of a Ψ H DO. This is used in Section 4 to construct the noncommutative residue trace for the Heisenberg calculus.
In the other sections we present applications of this construction. In Section 5 we show that the noncommutative residue is the only trace on the algebra of integer order Ψ H DO's. In Section 6 we deal with zeta functions of hypoelliptic Ψ H DO's. In Section 7 we prove logarithmic metric estimates for Green kernels of hypoelliptic Ψ H DO's. In Section 8 we show that the noncommutative residue allows us to extend the Dixmier to all Ψ H DO of integer order.
Finally, in Appendix we give for reader's convenience a detailed proof of Lemma 3.1, which is crucial in the study of the logarithmic density of the kernel of a Ψ H DO. then provided by the vector-fields X 0 = ∂ ∂x0 , X j = ∂ ∂xj + x n+j ∂ ∂x0 and X n+j = ∂ ∂xn+j − x j ∂ ∂x0 , 1 ≤ j ≤ n. For j, k = 1, . . . , n and k = j satisfy the Heisenberg relations [X j , X n+k ] = −2δ jk X 0 and [X 0 , X j ] = [X j , X k ] = [X n+j , X n+k ] = 0. In particular, the subbundle spanned by the vector field X 1 , . . . , X 2n yields a leftinvariant Heisenberg structure on H 2n+1 . -Foliations. A (smooth) foliation is a manifold M together with a subbundle F ⊂ T M integrable in Frobenius' sense, i.e., the space of sections of H is closed under the Lie bracket of vector fields. Therefore, any codimension 1 foliation is a Heisenberg manifold.
-Contact manifolds. Opposite to foliations are contact manifolds. A contact manifold is a Heisenberg manifold (M 2n+1 , H) such that H can be locally realized as the kernel of a contact form, that is, a 1-form θ such that dθ |H is nondegenerate. When M is orientable it is equivalent to require H to be globally the kernel of a contact form. Furthermore, by Darboux's theorem any contact manifold is locally Heisenberg-diffeomorphic to the Heisenberg group H 2n+1 equipped with the standard contact form θ 0 = dx 0 + n j=1 (x j dx n+j − x n+j dx j ).
-Confoliations. According to Elyashberg-Thurston [ET] a confoliation structure on an oriented manifold M 2n+1 is given by a global non-vanishing 1-form θ on M such that (dθ) n ∧ θ ≥ 0. In particular, if we let H = ker θ then (M, H) is a Heisenberg manifold which is a foliation when dθ ∧ θ = 0 and a contact manifold when (dθ) n ∧ θ > 0.
-CR manifolds. A CR structure on an orientable manifold M 2n+1 is given by a rank n complex subbundle T 1,0 ⊂ T C M such that T 1,0 is integrable in Frobenius' sense and we have T 1,0 ∩ T 0,1 = {0}, where we have let T 0,1 = T 1,0 . Equivalently, the subbundle H = ℜ(T 1,0 ⊗ T 0,1 ) has the structure of a complex bundle of (real) dimension 2n. In particular, (M, H) is a Heisenberg manifold. The main example of a CR manifold is that of the (smooth) boundary M = ∂D of a complex domain D ⊂ C n . In particular, when D is strongly pseudoconvex (or strongly pseudoconcave) with defining function ρ the 1-form θ = i(∂ −∂)ρ is a contact form on M .
Next, the terminology Heisenberg manifold stems from the fact that the relevant tangent structure in this setting is that of a bundle GM of graded nilpotent Lie groups (see [BG] , [Be] , [EMM] , [FSt] , [Gr] , [Po3] , [Ro2] , [Va] ). This tangent Lie group bundle can be described as follows.
First, there is an intrinsic Levi form L : H × H → T M/H such that, for any point a ∈ M and any sections X and Y of H near a, we have
In other words the class of [X, Y ](a) modulo H a depends only on the values X(a) and Y (a), not on the germs of X and Y near a (see [Po3] ). This allows us to define the tangent Lie algebra bundle gM as the vector bundle (T M/H) ⊕ H together with the grading and field of Lie brackets such that, for sections X 0 ,
Since each fiber g a M is 2-step nilpotent, gM is the Lie algebra bundle of a Lie group bundle GM which can be realized as (T M/H) ⊕ H together with the field of group law such that, for sections X 0 ,
We call GM the tangent Lie group bundle of M . Let φ be a Heisenberg diffeomorphism from (M, H) onto a Heisenberg manifold (M ′ , H ′ ). Since we have φ * H = H ′ the linear differential φ ′ induces linear vector bundle isomorphisms φ ′ : H → H ′ and φ ′ :
for any a ∈ M and any X 0 in (T a M/H a ) and X ′ in H a . This isomorphism commutes with the dilations in (1.2) and it can be further shown that it gives rise to a Lie group isomorphism from GM onto GM ′ (see [Po3] ). The above description of GM can be related to the extrinsic approach of [BG] as follows. Let U ⊂ R d+1 be a local chart together with H-frame X 0 , . . . , X d , that is, a frame such that X 1 , . . . , X d span H. Such a chart is called a Heisenberg chart. For a ∈ U we let ψ a : R d+1 → R d+1 denote the unique affine change of variable such that ψ a (a) = 0 and (ψ a ) * X j (0) = ∂ ∂xj for j = 0, . . . , d. In the sequel we will call the local coordinates provided by ψ a privileged coordinates centered at a. In addition, on R d+1 we consider the dilations,
In privileged coordinates centered at a we can write X j = ∂ ∂xj + d k=0 a jk (x) ∂ ∂xj with a jk (0) = 0. Let X (a) 0 = ∂ ∂x0 and for j = 1, . . . , d let X
. With respect to the dilations (1.6) the vector field X (a) j is homogeneous of degree w 0 = −2 for j = 0 and of degree w j = −1 for j = 1, . . . , d. In fact, using Taylor expansions at x = 0 we get a formal expansion X j ∼ X (a) j + X j,wj −1 + . . ., with X j,l homogeneous vector field of degree l.
The subbundle spanned by the vector fields X (a) j forms a 2-step nilpotent Lie algebra of vectors fields with associated Lie group G (a) , which can be realized as R d+1 together with the group law x.y = (
On the other hand, the vectors X 0 (a), . . . , X d (a) provide us with a linear basis of the space (T a M/H a ) ⊕ H a which allows us to realize G a M as R d+1 together with the group law x.y = (x 0 + y 0 + 1 2 L jk (a)x j y k , x 1 + y 1 , . . . , x d + y d ), where L jk are the coefficients of the Levi form (1.1) with respect to the H-frame X 0 , . . . , X d , i.e., we have L(X j ,
In the sequel the local coordinates provided by the map ε a := φ a •ψ a are called Heisenberg coordinates centered at a.
The Heisenberg coordinates refines the privileged coordinates in such way that the above realizations of G (a) and G a M agree. In particular, the vector fields X (a) j and X a j , which in turn allows us to see X a j as a first order approximation of X j . For this reason X a j is called the model vector field of X j at a.
Heisenberg calculus
The Heisenberg calculus is the relevant pseudodifferential calculus to study hypoelliptic operators on Heisenberg manifolds. It was independently introduced by Beals-Greiner [BG] and Taylor [Ta] (see also [BdM] , [Dy1] , [Dy2] , [EM] , [FSt] , [Po4] , [RS] ).
In this section we recall the main facts about the Heisenberg calculus following the point of view of [BG] and [Po4] .
2.1. Left-invariant pseudodifferential operators. Let (M d+1 , H) be a Heisenberg manifold and le G be the tangent group G a M of M at a given point a ∈ M . We briefly recall the calculus for homogeneous left-invariant ΨDO's on the nilpotent group G.
Recall that if E is a finite dimensional vector space the Schwartz class S(E) is a Fréchet space and the Fourier transform of a function f ∈ S(E) is the element f ∈ S(E * ) such thatf (ξ) = E e i ξ,x f (x)dx for any ξ ∈ E * , where dx denotes the Lebesgue measure of E. When E = (T a M/H a ) ⊕ H a its Lebesgue measure agrees with the Haar measure of G and so S(E) and S(G) agree. Furthermore, as E * = (T a M/H a ) * ⊗ H * a is just the linear dual g * of the Lie algebra of G, we also see that S(E * ) and S(g * ) agree.
Let S 0 (G) denote the closed subspace of S(G) consisting of f ∈ S(G) such that for any differential operator P on g * we have (Pf )(0) = 0. Notice that the imagê S 0 (G) of S(G) under the Fourier transform consists of functions v ∈ S(g * ) such that, given any norm |.| on G, near ξ = 0 we have |g(ξ)| = O(|ξ| N ) for any N ∈ N.
We endow g * with the dilations λ.ξ = (λ 2 ξ 0 , λξ ′ ) coming from (1.2). For m ∈ C we let S m (g * M ) denote the closed subspace of C ∞ (g * \ 0) consisting in functions p(ξ) ∈ C ∞ (g * \ 0) such that p(λ.ξ) = λ m p(ξ) for any λ > 0.
If p(ξ) ∈ S m (g * ) then it defines an element ofŜ 0 (g * ) ′ by letting
This allows us to define the inverse Fourier transform of p as the elementp ∈ S 0 (G) ′ such that p, f = p,f for any f ∈ S 0 (G). It then can be shown (see, e.g., [BG] , [CGGP] ) that the left-convolution with p defines a continuous endomorphism of S 0 (G) via the formula,
Furthermore, we get a bilinear product, * :
In addition, if p ∈ S m (g * ) then Op(p) really is a pseudodifferential operator. Indeed, let X 0 (a), . . . , X d (a) be a (linear) basis of g so that X 0 (a) is in T a M/H a and X 1 (a), . . . , X d (a) span H a . For j = 0, . . . , d let X a j be the left-invariant vector field on G such that X a j|x=0 = X j (a). The basis X 0 (a), . . . , X d (a) yields a linear isomorphism g ≃ R d+1 , hence a global chart of G. In this chart p(ξ) is a homogeneous symbol on R d+1 \ 0 with respect to the dilations (1.6).
Similarly, each vector field 1 i X a j , j = 0, . . . , d, corresponds to a vector field on R d+1 with symbol σ a j (x, ξ). Then, setting σ a (x, ξ) = (σ a 0 (x, ξ), . . . , σ a d (x, ξ)), it can be shown that in the above chart we have
In other words Op(p) is the pseudodifferential operator p(−iX a ) := p(σ a (x, D)) acting on S 0 (R d+1 ).
2.2.
The Ψ H DO operators. The initial idea in the Heisenberg calculus, which goes back to Elias Stein, is to construct a class of operators on a Heisenberg manifold (M d+1 , H), called Ψ H DO's, which at any point a ∈ M are modeled in a suitable sense on left-invariant pseudodifferential operators on the tangent group G a M . Locally the ΨDO's can be described as follows. Let U ⊂ R d+1 be a Heisenberg chart with H-frame X 0 , . . . , X d .
, in the sense that, for any integer N and for any compact K ⊂ U , we have
where we have let β = 2β 0 + β 1 + . . . + β d and ξ = (ξ 2 0 + ξ 4 1 + . . . + ξ 4 d ) 1/4 . Next, for j = 0, . . . , d let σ j (x, ξ) denote the symbol (in the classical sense) of the vector field 1 i X j and set σ = (σ 0 , . . . , σ d ). Then for p ∈ S m (U × R d+1 ) we let p(x, −iX) be the continuous linear operator from C ∞ c (U ) to C ∞ (U ) such that
In the sequel we let Ψ −∞ (U ) denote the space of smoothing operators on U , that is, the space of operators P : E ′ (U ) → D ′ (U ) with a smooth Schwartz kernel.
The class of Ψ H DO's is invariant under changes of Heisenberg chart (see [BG, Sect. 16 Assume for simplicity that M is compact and that M and E are endowed with a Riemannian and a Hermitian metric. Then we have:
2) For any P ∈ Ψ m H (M, E) the transpose operator P t is in Ψ m H (M, E) and the adjoint P * is in Ψm H (M, E).
Let g * M = (T M/H) * ⊕ H * denote the (linear) dual of the Lie algebra bundle gM of GM with canonical projection pr : M → g * M . If P ∈ Ψ m H (M, E) then the principal symbol of P can be invariantly defined as an element σ m (P ) of the space
for any t > 0. More precisely σ m (P )(x, ξ) is the unique symbol in S m (g * M, E) such that, for any a ∈ M , in trivializing Heisenberg coordinates centered at a we have σ m (P )(a, ξ) = p m (0, ξ), where p m (x, ξ) is the principal symbol of P in the local coordinates in the sense of (2.6) (see [Po4] ).
Given a point a the principal symbol σ m (P ) allows us to define the model operator of P at a as the left-invariant ΨDO on S 0 (g * M, E a ) with symbol p a m (ξ) := σ m (P )(a, ξ) so that, in the notation of (2.2), the operator P a is just Op(p a m ).
. This product depends smoothly on a as much so to gives rise to the product, * :
ξ) * and we have (P t ) a = (P a ) t and (P * ) a = (P a ) * for any a ∈ M .
In addition, there is a complete symbolic calculus for Ψ H DO's which allows us to carry out the classical parametrix construction for an operator P ∈ Ψ m H (M, E) whenever its principal symbol σ m (P ) with respect to the product * . In this case the operator P is hypoelliptic with a gain/loss of derivatives depending only on its order (see [BG] ).
In general, it may be difficult to determine whether σ m (P ) is invertible with respect to the product * . Nevertheless, given a point a ∈ M we have an invertibility criterion for P a in terms of the representation theory of G a M ; this is the so-called Rockland condition (see, e.g., [Ro1] , [CGGP] ). We then can completely determine the invertibility of the principal symbol of P in terms of the Rockland conditions for its model operators and those of its transpose (see [Po4, Thm. 3.3.19] ).
Holomorphic families of Ψ H DO's.
Let Ω denote an open subset of C and let U ⊂ R d+1 be a Heisenberg chart with H-frame X 0 , . . . , X d .
(iii) The bounds of the asymptotic expansion (2.6) for p z are locally uniform with respect to z, i.e., we have p z ∼ j≥0 p z,m(z)−j , p z,m(z)−j ∈ S m(z)−j (U × R d+1 ), and for any integer N and for any compacts K ⊂ U and L ⊂ Ω we have
for (x, z) ∈ K × L and ξ ≥ 1.
We let Hol(Ω, S * (U × R d+1 )) denote the set of holomorphic families with values in S * (U × R d+1 ). Notice that the properties (i)-(iii) imply that each homogeneous symbol p z,m(z)−j (x, ξ) depends analytically on z, that is, gives rise to a holomorphic family with values in C ∞ (U × (R d+1 \0)) (see [Po4, Rem. 4.2.2] ).
Since Ψ −∞ (U ) = L(E ′ (U ), C ∞ (U )) is a Fréchet space isomorphic to C ∞ (U × U ) by the Schwartz's kernel theorem, we can define holomorphic families of smoothing operators as families of operators given by holomorphic families of smooth kernels.
This notion is invariant under change of Heisenberg chart (see [Po4] ), so we can extend to define holomorphic family of Ψ H DO's on a general Heisenberg manifold and acting sections of vector bundles.
We let Hol(Ω, Ψ * H (M, E)) denote the set of holomorphic families of Ψ H DO's. Proposition 2.8 ([Po4, Chap. 4]). 1) For j = 1, 2 let P j,z ∈ Hol(Ω, Ψ * H (M, E)) and assume that (P 1,z ) z∈Ω or (P 2,z ) z∈Ω is uniformly properly supported with respect to z. Then (P 1,z P 2,z ) z∈Ω is a holomorphic family of Ψ H DO's too.
2) Let φ : (M, H) → (M ′ , H ′ ) be a Heisenberg diffeomorphism. Then for any (P z ) z∈Ω ∈ Hol(Ω, Ψ * H (M, E)) the family (φ * P z ) z∈Ω belongs to Hol(Ω, Ψ * H ′ (M ′ , φ * E)). 2.4. Complex powers of hypoelliptic Ψ H DO's. Assume M compact and suppose that M and E are endowed with a smooth density > 0 and a Hermitian metric.
Let P : C ∞ (M, E) → C ∞ (M, E) be a differential operator of Heisenberg order m which is positive, i.e., P u, u ≥ 0 for any u ∈ C ∞ (M, E), and assume that the principal symbol of P is invertible, i.e., P satisfies the Rockland at every point.
By standard functional calculus for any s ∈ C we can define the power P s as an unbounded operator on L 2 (M, E) whose domain contains C ∞ (M, E). In particular P −1 is the partial inverse of P and we have P 0 = 1 − Π 0 (P ), where Π 0 (P ) denotes the orthogonal projection onto the kernel of P . Furthermore, we have: This construction has been generalized to more general hypoelliptic Ψ H DO's in [Po8] 
there is a notion of principal cut for the principal symbol σ m (P ) of P as a ray L ⊂ C \ 0 such that P − λ admits a parametrix in a version of the Heisenberg calculus with parameter in a conical neighborhood Θ ⊂ C \ 0 of L.
Let Θ(P ) be the union set of all principal sets of σ m (P ). Then Θ(P ) is an open conical subset of C \ 0 and for any conical subset Θ of Θ(P ) such that Θ \ 0 ⊂ Θ(P ) there are at most finitely many eigenvalues of P in Θ (see [Po8] ).
Let L θ = {arg λ = θ}, 0 ≤ θ < 2π, be a principal cut for σ m (P ) such that no eigenvalue of P lies in L. Then L θ is ray of minimal growth for P and we have: Po8] ). There exists a unique holomorphic family (P s θ ) s∈C of Ψ H DO's such that:
(i) ordP s θ = ms for any s ∈ C;
where r > 0 is such that no nonzero eigenvalue of P lies in the disc |λ| < r.
Let E 0 (P ) = ∪ j≥0 ker P j be the characteristic subspace of P associated to λ = 0. This is a finite dimensional subspace of C ∞ (M, E) and so the projection Π 0 (P ) onto E 0 (P ) and along E 0 (P * ) ⊥ is a smoothing operator (see [Po8] ). Then we have:
where P −k denotes the partial inverse of P k , i.e., the operator that inverts P k on E 0 (P * ) ⊥ and is zero on E 0 (P ). Assume further that 0 is not in the spectrum of P . Let Q ∈ Ψ * H (M, E) and for z ∈ C let Q z = QP z/m θ . Then (Q z ) z∈C is a holomorphic family of Ψ H DO's such that Q 0 = Q and ordQ z = z + ordQ. Following the terminology of [Gu2] a holomorphic family of Ψ H DO's with these properties is called a gauging for Q.
Logarithmic singularity of the kernel of a Ψ H DO
In this section we show that the logarithmic singularity of the Schwartz kernel of any integer order Ψ H DO gives rise to a density which makes sense intrinsically. This uses the characterization of Ψ H DO's in terms of their Schwartz kernels, which we recall in the first subsection.
3.1. The kernels of Ψ H DO operators. Here we recall the characterization of Ψ H DO's by means of their Schwartz kernels as in [BG] and [Po4] .
First, we extend the notion of homogeneity of functions to distributions. For K in S ′ (R d+1 ) and for λ > 0 we let K λ denote the element of S ′ (R d+1 ) such that
It will be convenient to also use the notation K(λ.x) for denoting K λ (x). We say that K is homogeneous of degree m, m ∈ C, when K λ = λ m K for any λ > 0.
In the sequel we let E be the anisotropic radial vector field 2x 0 ∂ x0 +∂ x1 +. . .+∂ x d , i.e., E is the infinitesimal generator of the flow φ s (ξ) = e s .ξ.
Lemma 3.1 ( [BG, Prop. 15.24] , [CM, Lem. I.4] 
1) If m is not an integer ≤ −(d + 2), then p(ξ) can be uniquely extended into a homogeneous distribution τ ∈ S ′ (R d+1 ).
2) If m is an integer ≤ −(d+2), then at best we can extend
In particular, p(ξ) admits a homogeneous extension iff all the c α (p)'s vanish.
Remark 3.2. For reader's convenience a detailed proof of this lemma is given in Appendix.
Let τ ∈ S ′ (R d+1 ) and let λ > 0. Then for any f ∈ S(R d+1 ) we have
Let U ⊂ R d+1 be a Heisenberg chart with H-frame X 0 , . . . , X d . In the sequel we let N 0 = N ∪ {0} and we let S ′ reg (R d+1 ) be the space of tempered distributions on R d+1 which are smooth outside the origin. We endow S ′ reg (R d+1 ) with the locally convex topology induced by that of S ′ (R d+1 ) and
The discussion above about the homogeneity of the (inverse) Fourier transform leads us to consider the classes of distributions below.
) such that, for any λ > 0, we have:
Remark 3.6. The definition implies that any distribution
Using Lemma 3.1 we can characterize homogeneous symbols on U × R d+1 as follows.
Next, for x ∈ U we let ψ x denote the affine change of variable to the privileged coordinates at x as in Section 1. In fact, if we write σ(
. In addition, let ε x = φ x • ψ x be the change to the Heisenberg coordinates centered at x as in Section 1.
Let p ∈ S m (U × R d+1 ). Then one can check (see, e.g., [Po4, p. 54 
). Combining this with Lemma 3.7 leads us to the characterization of Ψ H DO's below.
Proposition 3.8 ( [BG, Thms. 15.39, 15.49] , [Po4, Prop. 3.1.16] ). Consider a continuous operator P :
. Then the following are equivalent:
(iii) We can put k P (x, y) in the form,
is homogeneous of degree j with respect to y and is smooth for y = 0;
-For j = 0 and λ > 0 we have
Remarks 3.4 and 3.6).
It follows that K(x, y) has a behavior near y = 0 of the form,
Next, let P ∈ Ψ m H (U ) have Schwartz kernel k P (x, y) and setm = −(m + d + 2).
Lemma 3.9. 1) Near the diagonal k P (x, y) has a behavior of the form,
.
2) If we write k P (x, y) in the forms (3.7) and (3.8) with K(x, y) and
The proof is thus achieved.
Let φ : U →Ũ be a Heisenberg diffeomorphism onto a Heisenberg chartŨ .
Proof. Let P = φ * P . Then P is a Ψ H DO of order m on U (see [BG] 
is the tangent map (1.5) andεx denotes the change to the Heisenberg coordinates atx ∈Ũ . In particular, we have
y for any λ > 0. Moreover, as the distributions in y j K * (U × R d+1 ), j = 0, .., d, cannot have a logarithmic singularity near y = 0, the logarithmic singularities in (3.10) of K P (x, y) and a 00 (x)K(x, y) must
. In fact, the only contribution to the logarithmic singularity ofK(x, y) comes from
Then the Schwartz kernel of P κ,τ := κ * τ * (P |U ) has a singularity near the diagonal of the form (3.11). Moreover, ifκ :Ũ →Ṽ be a Heisenberg over which there is a trivialization τ : E |Ũ →Ũ × C r and if we let φ denote the Heisenberg diffeomorphismκ • κ −1 : κ(U ∩Ũ ) →κ(U ∩Ũ), then by Lemma 3.10 we have c Pκ,τ (x) = |φ ′ (x)|c Pκ,τ (φ(x)) for any x ∈ U . Therefore, on U ∩Ũ we have the equality of densities,
Moreover, this density is functorial with respect to Heisenberg diffeomorphisms, i.e., for any Heisenberg diffeomorphism φ : M →M we have
Therefore, we have proved:
Then: 1) On any local trivializing Heisenberg chart the Schwartz kernel k P (x, y) of P has a behavior near the diagonal of the form
where the function a j (x, y) is smooth for y = 0 and is homogeneous of degree j with respect to y and c P (x) is a smooth function given by (3.12) .
2) The coefficient c P (x) makes sense globally on M as a smooth END E-valued density which is functorial with respect to Heisenberg diffeomorphisms as in (3.19) .
Finally, the following holds.
2) Assume that M is endowed with a smooth density ρ > 0 and E a smooth Hermitian metric and let P * ∈ Ψ m H (M, E) be the corresponding adjoint of P . Then we have c P * (x) = c P (x) * .
Proof. Let us first assume that E is the trivial line bundle. Then it is enough to prove the result in a local Heisenberg chart U ⊂ R d+1 , so that the distribution kernel k P (x, y) can be put in the form (3.8) with K P (x, y) in Km(U × R d+1 ).
We know that P t is a Ψ H DO of order m (see [BG, Thm. 17.4] ). Moreover, by [Po4, Prop. 3.1 .21] we can put its distribution kernel
). Therefore, in the same way as in the proof of Lemma 3.10, we see that the logarithmic singularity near y = 0 of K P (x, y) agrees with that of K P t (x, −y), hence with that of K P t (x, y). Therefore, we have c K P t (x) = c KP (x). Combining this with (3.12) then shows that c P t (x) = c P (x).
Next, suppose that U is endowed with a smooth density ρ(x) > 0. Then the corresponding adjoint P * is a Ψ H DO of order m on U with distribution kernel k P * (x, y) = ρ(x) −1 k P (x, y)ρ(y). Thus k P * (x, y) can be put in the form (3.8) with
Therefore, K P * (x, y) and K P t (x, y) same logarithmic singularity near y = 0, so that we have c K P * (x) = c K P t (x) = c KP (x). Hence c P * (x) = c P (x). Finally, when E is a general vector bundle over M , we can argue as above to show that we still have c P t (x) = c P (x) t and that, if P * denotes the adjoint of P with respect to some smooth density ρ > 0 on M and some smooth Hermitian metric on E, then we again have c P * (x) = c P (x) * .
Noncommutative residue trace for the Heisenberg calculus
Let (M d+1 , H) be a Heisenberg manifold and let E be a vector bundle over M . In this section we construct a noncommutative residue trace on the algebra Ψ Z H (M, E) as the residual trace induced by the analytic extension of the operator trace to Ψ H DO's of non-integer order.
If P is an operator in Ψ int H (M, E) := ∪ ℜm<−(d+2) Ψ m H (M, E) then it follows from Remark 3.6 that the restriction to the diagonal of M × M of its distribution kernel defines a smooth density k P (x, x) with values in End E. Therefore, P is a trace-class operator on L 2 (M, E) and we have We shall now construct an analytic extension of the operator trace to the class Ψ C\Z H (M, E) of Ψ H DO's of non-integer order. As in [KV] (see also [CM] , [Gu2] , [Po6] ) the approach consists in working directly at the level of densities by constructing an analytic extension of the map P → k P (x, x) to Ψ C\Z H (M, E).
Here analyticity is meant with respect to holomorphic families of Ψ H DO's, e.g., the map P → k P (x, x) is analytic since for any holomorphic family (P z ) z∈Ω with values in Ψ int H (M, E) the ouput densities k Pz (x, x) depend analytically on z in the Fréchet space C ∞ (M, |Λ|(M ) ⊗ End E).
Let U ⊂ R d+1 be a local trivializing Heisenberg chart with H-frame X 0 , . . . , X d and for x ∈ U let ψ x denote the affine map to the privileged coordinates at x. Any P ∈ Ψ m H (U ) can be written as P
This leads us to consider the functional,
In the sequel, as in Section 2 for Ψ H DO's, we say that a holomorphic family of symbols (p z ) z∈C ⊂ S * (R d+1 ) is a gauging for a given symbol symbol p ∈ S * (R d ) when p 0 = p and ordp z = z + ordp. 1) The functional L has a unique analytic con-tinuationL to S C\Z (R d+1 ). The value ofL on a symbol p ∼ j≥0 p m−j of order m ∈ C\Z is given by
where the value of the integer N is irrelevant and τ m−j ∈ S ′ (R d+1 ) denotes the unique homogeneous extension of p m−j given by Lemma 3.1.
2) Let p ∈ S Z (R d+1 ), p ∼ p m−j , and let (p z ) z∈C be a holomorphic family for p which is a gauging for p. ThenL(p z ) has at worst a simple pole singularity at z = 0 such that (4.5)
Res
where p −(d+2) denotes the symbol of degree −(d+2) of p(ξ) and E is the anisotropic radial vector field 2ξ 0
Proof. First, the extension is necessarily unique since the functional L is holomorphic on S int (R d+1 ) and each symbol p ∈ S C\Z (R d+1 ) can be connected to S int (R d+1 ) by means of a holomorphic family with values in S C\Z (R d+1 ). Let p ∈ S C\Z (R d+1 ), p ∼ j≥0 p m−j , and for j = 0, 1, . . . let τ m−j ∈ S ′ (R d+1 ) denote the unique homogeneous extension of p m−j provided by Lemma 3.1. For N ≥ ℜm + d + 2 the distribution p − j≤N τ m−j agrees with an integrable function near ∞, so its Fourier transform is continuous and we may define
Notice that if j > ℜm + d + 2 then τ m−j is also integrable near ∞, soτ m−j (0) makes well sense, but its value must be 0 for homogeneity reasons. Therefore, the value of the integer N in (4.4) is irrelevant and so (4.6) really defines a linear functional on S C\Z (R d+1 ) which agrees with L on S int (R d+1 ) ∩ S C\Z (R d+1 ).
Let (p z ) z∈Ω be a holomorphic family of symbols such that m z = ordp z is never an integer and let us study the analyticity ofL(p z ). As the functional L is holomorphic on S int (R d+1 ) we may assume that we have |ℜm z − m| < 1 for some integer m ≥ −(d + 2). In this case in (4.6) we can set N = m + d + 2 and for j = 0, . . . , m + d + 1 we can represent τ z,mz−j by p z,mz−j . Then, picking ϕ ∈ C ∞ c (R d+1 ) such that ϕ = 1 near the origin, we see thatL(p z ) is equal to
In the r.h.s. of (4.7) the only term that may fail to be analytic is − τ z , ϕ . Furthermore, the formulas (A.28) and (A.32) in Appendix for τ z give
Together with (4.7) this shows thatL(p z ) is an analytic function, so the the first part of the lemma is proved. Finally, let p ∼ p m−j be in S Z (R d+1 ) and let (p z ) |ℜz−m|<1 be a holomorphic family which is a gauging for p. Since p z has order m z = m + z it follows from (4.7) and (4.9) thatL(p z ) has at worst a simple pole singularity at z = 0 such that (4.10) Res z=0L (p z ) = Res z=0 −1
This proves the second part of the lemma.
This definition does not depend on the choice of (p, R).
))), which shows that the r.h.s. of (4.11) is the same for both pairs.
On the other hand, observe that (4.7) and (4.9) show thatL(p(x, .)) depends smoothly on x and that for any holomorphic family (p z ) z ∈ Ω ⊂ S C\Z (U × R d+1 ) the map z →L(p(x, .)) is holomorphic from Ω to C ∞ (U ). Therefore, the map P → t P (x) is an analytic extension to Ψ C\Z H (U ) of the map P → k P (x, x).
Let P ∈ Ψ Z H (U ) and let (P z ) z∈Ω ⊂ Ψ * H (U ) be a holomorphic family which is a gauging for P . Then it follows from (4.7) and (4.9) that with respect to the topology of C ∞ (M, |Λ|(M ) ⊗ End E) the map z → t Pz (x) has at worst a simple pole singularity at z = 0 with residue (4.13)
where p −(d+2) (ξ) denotes the symbol of degree −(d + 2) of P . Next, let φ :Ũ → U be a Heisenberg diffeomorphism from another local trivializing Heisenberg chartŨ onto U . Let P ∈ Ψ C\Z H (U ) and let (P z ) z∈C be a holomorphic family which is a gauging for P . As shown in [Po8] the Ψ H DO family (φ * P z ) z∈C is holomorphic and is a gauging for φ * P . Moreover, as for ℜz negatively large enough we have k φ * Pz = |φ ′ (x)|k Pz (φ(x), φ(x)), an analytic continuation gives (4.14)
t φ * P (x) = |φ ′ (x)|t P (φ(x)).
In the same way as in the construction of the density c P (x) in Section 3, it follows from all this that if P ∈ Ψ m H (M, E) then there exists a unique End E-valued density t P (x) such that, for any local Heisenberg chart κ : U → V and any trivialization τ :
On every trivializing Heisenberg chart the map P → t P (x) is analytic and satisfies (4.13). Therefore, we obtain: 3) The map P → t P (x) is functorial with respect to diffeomorphisms as in (3.19 2) We have TR P 1 P 2 = TR P 2 P 1 whenever ordP 1 + ordP 2 ∈ Z.
3) TR is invariant by Heisenberg diffeomorphisms, i.e., for any Heisenberg diffeomorphism φ from a Heisenberg manifold (M, H ′ ) onto (M, H) we have Proof. The first and third statements are immediate consequences of Theorem 4.2, so we only have to prove the second one. For j = 1, 2 let P j ∈ Ψ * H (M, E) and let (P j,z ) z∈C ⊂ Ψ H * (M, E) be a holomorphic family which is a gauging for P j . We also assume that ordP 1 + ordP 2 ∈ Z. Then P 1,z P 2,z and P 2,z P 1,z have non-integer order for z in Σ := −(ordP 1 +ordP 2 )+Z. For ℜz negatively large enough we have Trace P 1,z P 2,z = Trace P 2,z P 1,z , so by analytic continuation we get TR P 1,z P 2,z = TR P 2,z P 1,z for any z ∈ C \ Σ. Setting z = 0 then gives TR P 1 P 2 = TR P 2 P 1 as desired. The functional Res provides us with the analogue for Ψ H DO's of the noncommutative residue trace of Wodzicki ([Wo1] , [Wo3] ) and Guillemin [Gu1] , for we have:
Proposition 4.6. The functional Res has the following properties: 1) Let P ∈ Ψ Z H (M, E) and let (P z ) z∈Ω ⊂ Ψ * H (M, E) be a holomorphic family which is a gauging for P . Then TR P z has at z = 0 a simple pole such that (4.20)
Res z=0 TR P z = − Res P.
2) This is a trace, i.e., we have Res
3) It is invariant by Heisenberg diffeomorphisms, i.e., it satisfies (4.18). 4) We have Res P t = Res P and Res P * = Res P for any P ∈ Ψ Z H (M, E). Proof. The first property follows from Proposition 4.2 and the third and fourth properties are immediate consequences of Propositions 3.11 and 3.12.
It remains to prove that Res is a trace. To this end for j = 1, 2 let P j ∈ Ψ Z H (M, E) and let (P j,z ) z∈C ⊂ Ψ * H (M, E) be a holomorphic family which is a gauging for P j . Since by Proposition 4.4 we have TR P 1,z P 2,z = TR P 2,z P 1,z for any z ∈ C \ Z, taking residues at z = 0 and using (4.20) gives Res P 1 P 2 = Res P 2 P 1 . Hence Res is a trace.
Traces and sum of commutators
In this section we prove that when M is connected the noncommutative residue Res spans the space of traces on the algebra Ψ Z H (M, E). As a consequence this allow us to characterize the sums of commutators in Ψ Z H (M, E). Let H ⊂ T R d+1 be a hyperplane bundle such that there exists a global H-frame X 0 , X 1 , . . . , X d of T R d+1 . We shall now give a series of criteria for an operator P ∈ Ψ Z H (R d+1 ) to be a sum of commutators of the form, (5.1)
). In the sequel for x ∈ R d+1 we let ψ x denote the affine change to the privileged coordinates at x.
is homogeneous of degree 0 with respect to y. Then P is a sum of commutators of the form (5.1).
where β 0 = 1 and β 1 = . . . = β d = 3. As K jk (x, y) is smooth for y = 0 and is homogeneous with respect to y of degree −2 if j = 0 and of degree −1 otherwise, we see that it belongs to K * (R × R). Therefore, the operator Q jk with kernel
The lemma is thus proved.
Lemma 5.2. Any R ∈ Ψ −∞ (R d+1 ) can be written as a sum of commutators of the form (5.1).
for some smooth functions k R0 (x, y), . . . , k R d (x, y). For j = 0, . . . , d let R j be the smoothing operator with kernel k Rj (x, y) and let Q be the operator with kernel k Q (x, y) = k R (x, x). Then by (5.5) we have R = Q + d j=0 [x j , R j ]. Notice that the kernel of Q is of the form (5.2) with K 0 (x, y) = |ψ ′ x | −1 k R (x, x). Here K 0 (x, y) belongs to K 0 (R d+1 × R d+1 ) and is homogeneous of degree 0 with respect to y, so it follows from Lemma 5.1 that Q and R are of the form (5.1).
Lemma 5.3. Any P ∈ Ψ Z H (R d+1 ) such that c P (x) = 0 is a sum of commutators of the form (5.1).
Proof. For j = 1, . . . , d we let σ j (x, ξ) denote the classical symbol of −iX j and we set σ = (σ 0 , . . . , σ d ), so that σ(x, ξ) = σ(x).ξ with σ(x) = (σ jk (x)) 1≤j,k≤d in C ∞ (R d+1 , GL d+1 (C)).
(i) Let us first assume that
Therefore, if we let (σ kl (x)) denote the inverse matrix of σ(x) then we see that
Hence P is a sum of commutators of the form (5.1).
(ii) Suppose now that P has symbol p ∼ j≤m p j with p −(d+2) = 0. As p l (x, ξ) is homogeneous of degree l the Euler identity 2ξ 0 ∂ ξ0 p l + ξ 1 ∂ ξ1 p l + . . .+ ξ d ∂ ξ d p l = lp l implies that we have (5.7)
2∂ ξ0 (ξ 0 p l ) + ∂ ξ1 (ξ 1 p l ) + . . . + ∂ ξ d (ξ d p l ) = (l + d + 2)p l .
For j = 0, . . . , d let q (j) be a symbol so that q (j) ∼ l =−(d+2) (l+d+2) −1 ξ j p l . Then for l = −(d + 2) the symbol of degree l of 2∂ ξ0
Thanks to the part (i) and to Lemma 5.2 the operators (∂ ξj q (j) )(x, −iX) and R are of the form (5.1), so P is of that form as well.
(iii) The general case can be obtained as follows. Let us write the kernel of P in the form k
is homogeneous of degree 0 with respect to y. Therefore, using Lemma 5.1 we see that Q is of the form (5.1).
On the other hand, as by Proposition 3.8 we have
, we see that Q has symbol q ∼ p −(d+2) . In particular P − Q has no symbol of degree −(d + 2), which by the part (ii) implies that P − Q is of the form (5.1). Since is Q is of this form too, it follows that so is P . The proof is thus achieved.
In the sequel we let Ψ * H,c (R d+1 ) and Ψ −∞ c (R d+1 ) respectively denote the classes of Ψ H DO's and smoothing operators on R d+1 with compactly supported kernels.
Proof. Let P ∈ Ψ Z H,K (R d+1 ). We will put P into the form (5.9) in 3 steps. (i) Assume first that c P (x) = 0. Then by Lemma 5.3 we can write P in the form,
Let χ and ψ in C ∞ c (R d+1 ) be such that ψ(x)ψ(y) = 1 near the support of the kernel of P and χ = 1 near supp ψ. Since ψP ψ = P we obtain
In particular P is a sum of commutators in Ψ H,c (R d+1 ).
is such that c(x)dx = 0 and ψ ∈ C ∞ c (R d+1 ) is such that ψ = 1 near supp c. Since we have c(x)dx = 0 we can write c as a sum
On the other hand, observe that the distribution kernel of [∂ xj , Γ 0 ] is equal to
where we have let γ 0 (y) = 1 2 y 0 and γ k (y) = y 3 k , k = 1, . . . , d. In particular k [∂x j ,Γ0] (x, y) has no logarithmic singularity near the diagonal, that is, we have
It then follows from the part (i) that P belongs to the commutator space of Ψ H,c (R d+1 ).
(iii) Let ρ ∈ C ∞ K (R d+1 ) be such that ρ(x)dx = 1 and set Γ = ρΓ 0 ψ. Then any P ∈ Ψ H,L (R d+1 ) can be written as P
Next, we quote the well known lemma below.
Lemma 5.5 ( [Gu3, Appendix] ). Any R ∈ Ψ −∞ (M, E) such that Tr R = 0 is the sum of two commutators in Ψ −∞ (M, E).
We are now ready to prove the main result of this section.
Theorem 5.6. If M is connected then any trace on Ψ Z H (M, E) is proportional to the noncommutative residue Res.
is such that Tr A = 1 then R − (Res P )A has a zero trace, hence belongs to the commutator space of M r (C) (in fact is a the sum of two commutators in M r (C)). Thus, 
Notice that near every point of M there is a trivializing Heisenberg chart mapping onto R d+1 and that if V 1 and V 2 are the domains of two such charts then we have Λ V1 = Λ V2 , for we can always find a Ψ H DO operator P supported in V 1 ∩ V 2 such that Res P = 0. Therefore, the set of points of M near which there exists a trivializing Heisenberg chart V diffeomorphic to R d+1 and such that Λ V = Λ U is a nonempty subset of M which is both open and closed. Since M is connected we deduce that this subset is actually all of M . Thus, there exists Λ ∈ C such that, for any domain U of a trivializing Heisenberg chart mapping onto R d+1 , we have Remark 5.8. In [EM] Epstein and Melrose computed the Hochschild homology of the algebra of symbols Ψ Z H (M, E)/Ψ −∞ (M, E). In fact, as the algebra Ψ −∞ (M, E) is H-unital and its Hochschild homology is known the long exact sequence of [Wo4] holds and allows us to relate the Hochschild homology of Ψ Z
In particular, we can recover from this that the space of traces on Ψ Z H (M, E) has dimension 1 when the manifold is connected.
Zeta functions of hypoelliptic Ψ H DO's
In this section we make use of the results of Section 4 to study zeta functions of hypoelliptic Ψ H DO's.
Let (M d+1 , H) be a compact Heisenberg manifold equipped with a smooth density > 0 and let E be a Hermitian vector bundle over M of rank r. In addition we let P : C ∞ (M, E) → C ∞ (M, E) be a Ψ H DO of integer order m ≥ 1 with an invertible principal symbol. In addition, assume that there is a ray L θ = {arg λ = θ} which is is not through an eigenvalue of P and is a principal cut for the principal symbol σ m (P ) as in Section 2. Let (P s θ ) s∈C be the associated family of complex powers associated to θ as in Proposition 2.10. Since (P s θ ) s∈C is a holomorphic family of Ψ H DO's, Proposition 4.4 allows us to directly define the zeta function ζ θ (P ; s) as the meromorphic function,
Then ζ θ (P ; s) is analytic outside Σ and on Σ has at worst simple pole singularities such that
In particular, the function ζ θ (P ; s) is always regular at s = 0.
Proof. It is an immediate consequence of Proposition 4.6 that ζ θ (P ; s) is analytic outside Σ ′ := Σ∪{0} and on Σ ′ has at worst simple pole singularities satisfying (6.2). For s = 0 we have P 0 θ = 1 − Π 0 (P ) so, as Π 0 (P ) is smoothing, we get Res P 0 θ = Res[1 − Π 0 (P )] = − Res Π 0 (P ) = 0. Hence ζ θ (P ; s) is regular at s = 0.
Assume now that P is selfadjoint and has a positive principal symbol, so that P is bounded from below (see [Po4, Thm. 5.4.10] ). In particular, the spectrum of P is real and has only finitely many negative eigenvalues. We will use the subscripts ↑ (resp. ↓) to refer to spectral cuttings in the upper halfplane ℑλ > 0 (resp. lower halfplane ℑλ < 0).
On the other hand, since P is bounded from below it defines a heat semigroup e −tP , t ≥ 0, and, as the principal symbol of P is invertible, for t > 0 the operator e −tP is smoothing, hence is given by a smooth kernel k t (x, y) in C ∞ (M, E)⊗C ∞ (M, E * ⊗ |Λ|(M )). Moreover, as t → 0 + we have the heat kernel asymptotics,
where the asymptotics takes place in C ∞ (M, End E ⊗ |Λ|(M )) and when P is a differential operator we have a 2j−1 (P )(x) = b j (P )(x) for all j ∈ N (see [BGS] , [Po4] for the differential case and [Po8] for the general case).
Proposition 6.2. 1) For j = 0, 1, . . . let σ j = d+2−j m . When σ j ∈ Z − we have: (6.4)
Res s=σj t P −s ↑↓ (x) = mc P −σ j (x) = Γ(σ j ) −1 a j (P )(x).
2) For k = 1, 2, . . . we have
Remark 6.3. When P is positive and invertible the result is a standard consequence of the Mellin formula (see, e.g., [Gi] ). Here it is slightly more complicated because we don't assume that P is positive or invertible. This way when M is strictly pseudoconvex the above result is valid for the conformal sublaplacian of [JL1] and the operators of Gover-Graham [GG] (this fact will be important in Part II).
Proof. For ℜs > 0 let Q s = Γ(s) −1 1 0 t s−1 e −tP dt. Then we have: Claim. The family (Q s ) ℜs>0 can be uniquely extended to a holomorphic family of Ψ H DO's over C such that:
(i) The families (Q s ) s∈C and (P ↑↓ ) s∈C agree up to holomophic families of smoothing operators;
(ii) We have Q 0 = 1 and Q −k = P k for any integer k ≥ 1.
Proof of the claim. First, let Π + (P ) and Π − (P ) denote the orthogonal projections onto the positive and negative eigenspaces of P . Notice that Π − (P ) is a smoothing operator because P has at most only finitely many negative eigenvalues. For ℜs > 0 the Mellin formula allows us to write (6.8)
Notice that (Π − (P )P −s ↑↓ ) s∈C and (s −1 Γ(s) −1 Π 0 (P )) s∈C are holomorphic families of smoothing operators because Π − (P ) and Π 0 (P ) are smoothing operators. Moreover, upon writing (6.11) we see that (Π − (P ) 1 0 t s e −tP dt t ) ℜs>0 and ( ∞ 1 t s Π + (P )e −tP dt t ) ℜs>0 are holomorphic families of smoothing operators. Therefore (R ↑↓,s ) ℜs>0 is a holomophic family of smoothing operators and using (6.8) we see that (Q s ) s∈C is a holomorphic family of Ψ H DO's.
Next, an integration by parts gives (6.12) Γ(s + 1)P Q s+1 = 1 0 t s d dt (e −tP ) = e −P + s 1 0 t s−1 e −tP dt.
Since Γ(s + 1) = sΓ(s) we get (6.13) Q s = P Q s − Γ(s + 1) −1 e −P , ℜs > 0.
An easy induction then shows that for k = 1, 2, . . . we have (6.14)
It follows that the family (Q s ) ℜs>0 has a unique analytic continuation to each halfspace ℜs > −k for k = 1, 2, . . ., so it admits a unique analytic continuation to C. Furthermore, as for ℜs > −k we have P −s ↑↓ = P k P −(s+k) ↑↓ we get (6.15) Q s − P −s ↑↓ = P k R ↑↓,s+k − Γ(s + k) −1 P k−1 e −P + . . . + (−1) k Γ(s + 1) −1 e −P , from which we deduce that (Q s − P −s ↑↓ ) ℜs>−k is a holomorphic family of smoothing operators. Hence the families (Q s ) s∈C and (P −s ↑↓ ) s∈C agree up to a holomorphic family of smoothing operators.
Finally, we have (6.16) Q 1 = Π 0 (P ) + 1 0
(1 − Π 0 (P ))e −tP dt = Π 0 (P ) − P −1 (e −P − 1).
Thus letting s = 1 in (6.13) gives (6.17) Q 0 = P [Π 0 (P ) − P −1 (e −P − 1)] + e −P = −(1 − Π 0 (P ))(e −P − 1) + e −P = 1 − Π 0 (P ) + Π 0 e −P = 1.
Furthermore, as Γ(s) −1 vanishes at every non-positive integer, from (6.14) and (6.17) we see that we have Q −k = P k Q 0 = P k for any integer k ≥ 1. The proof of the claim is thus achieved. Now, as (R ↑↓,s ) s∈C := (P −s ↑↓ − Q s ) s∈C is a holomorphic family of smoothing operators the map s → t R ↑↓,s (x) is holomorphic from C to C ∞ (M, |Λ|(M )⊗End E). Therefore, for j = 0, 1, . . . we get (6.18)
where we have set σ j = d+2−j m . Moreover, for k = 1, 2, . . . we have R ↑↓,−k = 0, so
Similarly, as P 0
Next, let k Qs (x, y) denote the kernel of Q s . As Q s has order −ms, for ℜs > − d+2 m this is a trace-class operator and thanks to (6.3) we have (6.21)
Moreover (6.3) implies that, for any integer N ≥ 0, in C ∞ (M, End E ⊗ |Λ|(M )) we have
Therefore, for ℜs > d+2 m the density Γ(s)k Qs (x, x) is of the form (6.23)
Since Γ(s) is analytic on C \ (N ∪ {0}) and for k = 0, 1, . . . near s = −k we have Γ(s) −1 ∼ (−1) k k!(s + k) −1 , we deduce that: -When σ j ∈ N we have Res s=σj t Qs (x) = Γ(σ j ) −1 a j (P )(x).
-For k = 1, 2, . . . we have
-For k = 0 we have lim s→0 t Qs (x) = a d+2 (P )(x). Combining this with (6.18)-(6.20) then gives the equalities (6.4)-(6.7).
Therefore, we obtain: Proposition 6.5. As k → ∞ we have
Finally, we can make use of Proposition 6.4 to prove a local index formula for hypoelliptic Ψ H DO's in the following setting. Assume that E admits a Z 2 -grading E = E + ⊕ E − and let D : C ∞ (M, E) → C ∞ (M, E) be a selfadjoint Ψ H DO of integer order m ≥ 1 with an invertible principal symbol and anticommuting with the Z 2 -grading of E, that is,
Notice that the selfadjointness of D means that D * + = D − . Since D has an invertible principal symbol and M is compact we see that D is invertible modulo finite rank operators, hence is Fredholm. Then we let (6.36) ind D := ind D + = dim ker D + − dim ker D − . Proposition 6.6. Under the above assumptions we have
where str E = tr E + − tr E − denotes the supertrace on the fibers of E.
In particular, both D 2 + and D 2 − are positive operators and have invertible principal symbols. Moreover for ℜs > d+2 2m we have (6.38) ζ(D 2
since D induces for any λ > 0 a bijection between ker(D 2 + − λ) and ker(D 2 − − λ). By analytic continuation this yields ζ D 2 + (0) − ζ D 2 − (0) = 0. On the other hand, by Proposition 6.4 we have
Since dim ker D 2 ± = dim ker D ± we deduce that ind D is equal to
Remark 6.7. The above index formula will be further refined in [Po7] by making use of the framework for the local index formula in noncommutative geometry from [CM] .
7. Logarithmic metric estimates for Green kernels of hypoelliptic Ψ H DO's Let (M d+1 , H) be a compact Heisenberg manifold endowed with a positive density and let E be a Hermitian vector bundle over M . In this section we prove that the positivity of a hypoelliptic Ψ H DO still pertains in its logarithmic singularity, when it has order −(dim M + 1). As a consequence this will allow us to derive metric estimates for Green kernels of hypoelliptic ΨDO's.
Let P : C ∞ (M, E) → C ∞ (M, E) be a Ψ H DO of order m > 0 whose principal symbol is invertible and is positive in the sense of [Po4] , i.e., we can write σ m (P ) = q * q * with q ∈ S m 2 (g * M, E). The main technical result of this section is the following. Proposition 7.1. The density tr E c
We will prove Proposition 7.1 later on in the section. As a first consequence, by combining with Proposition 6.2 we get:
Proposition 7.2. Let a 0 (P )(x) be the leading coefficient in the small time heat kernel asymptotics (6.3) for P . Then the density tr E a 0 (P )(x) is > 0.
Assume now that the bracket condition H + [H, H] = T M holds, i.e., H is a Carnot-Carathéodory distribution in the sense of [Gr] . Let g be a Riemannian metric on H and let d H (x, y) be the associated Carnot-Carathéodory metric on M . Recall for two points x and y of M the value of d H (x, y) is the infinum of the lengths of all closed paths joining x to y that are tangent to H at each point (such a path always exists by Chow's Lemma). Moreover, the Hausdorff dimension of M with respect to d H is equal to dim M + 1.
In the setting of general Carathéodory distributions there has been lot of interest by Fefferman, Stein and their collaborators for giving metric estimates for the singularities of the Green kernels of hypoelliptic sublaplacians (see, e.g., [FS] , [Ma] , [NSW] , [Sa] ). This allows us relate the hypoelliptic analysis of sublaplacians to the metric geometry of the underlying manifold.
An important fact is that by Bony's maximal principle the Green of kernel of a hypoelliptic sublaplacian is positive near the diagonal. In general the positivity of the principal symbol does not pertain in the Green kernel. Nevertheless, thanks to Proposition 7.1 we will prove:
has a behavior near the diagonal of the form,
In particular k
Proof. It is enough to proceed in a Heisenberg chart U ⊂ R d+1 . For x ∈ U let ψ x be the affine change to the corresponding privileged coordinates at x. Since by Proposition 7.1 we have c P − d+2 m (x) > 0, using Proposition 3.11 we see that near the diagonal we have
Incidentally k P − d+2 m (x, y) is positive near the diagonal. On the other hand, since H has codimension one our definition of the privileged coordinates agrees with that of [Be] . Therefore, it follows from [Be, Thm. 7 .34] that the ratio dH (x,y) ψx(y) remains bounded in (0, ∞) when (x, y) gets closer and closer to the diagonal, so that we have log d H (x, y) ∼ log ψ x (y) . Together with (7.2) this shows that we have k
It remains now to prove Proposition 7.1. To this end recall that for an operator Q ∈ Ψ * H (M, E) the model operator Q a at a given point a ∈ M is defined as the left-invariant Ψ H DO on S 0 (G a M, E) with symbol q a (ξ) = σ * (Q)(a, ξ). Bearing this in mind we have:
and let Q a be its model operator at a point a ∈ M . 1) We have c Q a (x) = c Q a dx, where c Q a is a constant and dx denotes the Haar measure of G a M .
2) In Heisenberg coordinates centered at a we have c Q (0) = c Q a .
Proof. Let X 0 , X 1 , . . . , X d be a H frame near a and let us work in Heisenberg coordinates centered at a. In these coordinates let q a (ξ) = σ −(d+2) (P )(a, ξ). By definition Q a is the left-convolution operator with the inverse Fourier transform of q a (ξ), where the latter is seen as an element of S ′ 0 (R d+1 ). Thus, if we let τ ∈ S ′ (R d+1 ) be an extension of q a (ξ) as in Lemma 3.1 then Q a has kernel k Q a (x, y) = τ (x.y −1 ). Thanks to (3.4) this shows that for y = x we have
On the other hand, the left-invariance of the frame X a 0 , . . . , X a d implies that, for any x in R d+1 , the change map to the privileged coordinates at x is ψ a x (y) = y.x −1 . As with respect to the group law (1.4) of G a M we have z −1 = −z for any z ∈ R d+1 we have ψ a x (y) = −(x.y −1 ). Therefore, using (7.3) we see that c Q a (x) = c Q a for any x ∈ R d+1 . Since on R d+1 the Haar measure with respect to the product of G a M is equal to the Lebesgue measure, this proves that as a density c Q a (x) is equal to c Q a times the Haar measure of G a M .
Next, by it very definition in Heisenberg coordinates centered at a the principal symbol σ −(d+2) (Q)(x, ξ) agrees at x = 0 with the principal symbol q −(d+2) (x, ξ) of Q in the sense of (2.6), i.e., we have p a (ξ) = p(0, ξ). Furthermore, as we already are in Heisenberg coordinates, hence in privileged coordinates, the change map to the privileged coordinates centered at the origin with respect to the frame X 0 , . . . , X d is just the identity. Therefore, in view of the definition (3.12) of c P (x) we get
We are now ready to prove Proposition 7.1.
In particular, the principal symbol of P ϕ,ψ (− d+2 2 )P ϕ,ψ (− d+2 2 ) * agrees with that of P |ϕ| 2 ,ψ (− d+2 2 ), so that we have (7.6)
m ) a . Therefore, we obtain:
be an orthonormal basis of L 2 (R d+1 ). For any t > d+2 2 and any N ∈ N we have (7.8)
Letting t → − d+2 2 + then gives
Hence P ϕ,ψ (− d+2 2 )P ϕ,ψ (− d+2 2 ) * is a trace-class operator, that is, P ϕ,ψ (− d+2 2 ) is a Hilbert-Schmidt operator.
Next, let Q ∈ Ψ − d+2 2 H a (R d+1 ). Since the principal symbol of ϕQψ agrees with that of ψQψ 2p ( d+2 2 )(X a )ψP ϕ,ψ (− d+2 2 ) we can write (7.10)
) with a compactly supported kernel. Notice that: -Qψ 2p ( d+2 2 )(X a )ψ is a zero'th order Ψ H DO with a compactly supported kernel, hence is a bounded operator on L 2 (R d+1 ); -P ϕ,ψ (− d+2 2 ) is a Hilbert-Schmidt operator; -R is a also Hilbert-Schmidt operator, since this is a Ψ H DO of order − d+2 2 − 1 with a compactly supported kernel. Since the class L 2 (L 2 (M )) of Hilbert-Schmidt operators is a two-sided ideal it follows that ϕQψ is a Hilbert-Schmidt operator. In particular, by [GK, p. 109 ] the kernel of ϕQψ lies in L 2 c (R d+1 × R d+1 ). We now get a contradiction as follows. Let Q ∈ Ψ − d+2 2 H a have distribution kernel,
is the change to the privileged coordinates at a with respect to the H a -frame X a 0 , . . . , X a d (this makes sense since y − d+2
Then the kernel of ϕQψ is equal to ϕ(x) = |ψ
x (y) − d+2 2 ψ(x) and it is not L 2 -integrable, for we have
Therefore, we cannot have c (P − d+2 m ) a = 0. Since we know that c
The proof of Proposition 7.1 is now complete.
The Dixmier trace of Ψ H DO's
The quantized calculus of Connes [Co2] allows us to translate into the language of quantum mechanics the main tools of the classical infinitesimal calculus. In particular, an important device is the Dixmier trace ( [Di] , [CM, Appendix A] ), which is the noncommutative analogue of the standard integral.
The main goal of this section is to show that, as in the case of classical ΨDO's (see [Co1] ), the noncommutative residue allows us to extend the Dixmier trace to the whole algebra of integer order Ψ H DO's. The third line can be explained as follows. We cannot say that an operator T is an infinitesimal by requiring that T ≤ ǫ for any ǫ > 0, for this would give T = 0. Nevertheless, we can relax this condition by requiring that for any ǫ > 0 we have T < ǫ outside a finite dimensional space. This means that T is in the closure of finite rank operators, i.e., T belongs to the ideal K of compact operators on H.
In the last line µ n (T ) denote the (n + 1)'th characteristic value of T , i.e., the (n + 1)'th eigenvalue of |T | = (T * T ) 1 2 . In particular, by the min-max principle we have
R n = {operators of rank ≤ n}, (8.1) so the decay of µ n (T ) controls the accuracy of the approximation of T by finite rank operators. Moreover, using (8.1) we also get (8.2) µ n (T + S) ≤ µ n (T ) + µ n (S) and µ n (AT B) ≤ A µ n (T ) B , for S, T in K and A, B in L(H). This implies that the set of infinitesimal operators of order α is a two-sided ideal of L(H).
Next, in this setting the analogue of the integral is provided by the Dixmier trace ( [Di] , [CM, Appendix A] ), which arises in the study of the logarithmic divergency of the partial traces,
The domain of the Dixmier trace is the Schatten ideal,
We extend the definition of Trace N (T ) to non-integer values of N using the interpolation formula,
The Cesāro mean of σ λ (T ) with respect to the Haar measure of R * + is
Hence the functionals τ Λ , Λ ≥ e give rise to an additive homogeneous map,
It follows from this that for any state ω on the C * -algebra C b [e, ∞)/C 0 [e, ∞), i.e., a positive linear form such that ω(1) = 1, there is a unique trace Tr ω : L (1,∞) → C such that (8.9)
This trace is called the Dixmier trace associated to ω. Next, we say that an operator T ∈ L (1,∞) is measurable when the value of Tr ω T is independent of the choice of the state ω. We then call the Dixmier trace of T the common value (8.10) − T := Tr ω T.
In addition, we let M denote the space of measurable operators. For instance, if T ∈ L(H) is a positive compact operator then we have:
An important example of measurable operator is due to Connes [Co1] . Let H be the Hilbert space L 2 (M, E) of L 2 -sections of a Hermitian vector bundle over a compact manifold M equipped with a smooth positive density and let P : First, let P : C ∞ (M, E) → C ∞ (M, E) be a positive Ψ H DO with an invertible principal symbol of order m > 0 and for k = 0, 1, .. let λ k (P ) denote the (k + 1)' th eigenvalue of P counted with multiplicity. By Proposition 6.5 when k → ∞ we have (8.13) λ k (P ) ∼ ( k ν 0 (P ) ) m d+2 , ν 0 (P ) = 1 d + 2
Res P − d+2 m .
It follows that for any σ ∈ C with ℜσ > 0 the operator P −σ is an infinitesimal operator of order mℜσ d+2 . Furthermore, for σ = d+2 m using (8.2) we see that P − d+2 m is measurable and we have (8.14)
− P − d+2 m = ν 0 (P ) = 1 d + 2
These results are actually true for general Ψ H DO's, for we have:
Then: 1) P is an infinitesimal operator of order (dim M + 1) −1 |ℜm|.
2) If ordP = −(dim M + 1) then P is measurable and we have
Res P.
Proof. First, let P 0 ∈ Ψ 1 H (M, E) be an invertible positive Ψ H DO with an invertible principal symbol. Then P P m 0 is a zero'th order Ψ H DO, hence is bounded. Moreover, as alluded to above, P −m 0 is an infinitesimal of order α = (dim M + 1) −1 |ℜm|. Since P = P P m 0 .P −m 0 we see that P is product of a bounded operator and of an infinitesimal operator of order α. Since (8.2) shows that the space of infinitesimal operators of order α is a two-sided ideal, it follows that P is an infinitesimal of order α. In particular, if ordP = −(d + 2) then P is an infinitesimal of order 1, hence belongs to L (1,∞) . Now, let Tr ω be the Dixmier trace associated to a state ω on C b [e, ∞)/C 0 [e, ∞) and let us show that for any P ∈ Ψ −(d+2) H (M, E) we have Tr ω P = 1 d+2 Res P , which would imply the 2nd assertion.
Let U ⊂ M be the domain of a Heisenberg chart in such way that U is diffeomorphic to R d+1 . We shall identify U with R d+1 . Then the hyperplane bundle H |U ⊂ T U is identified with a hyperplane bundle of T R d+1 , still denoted H, and the H-frame on U is identified with a H-frame on R d+1 . This allows us to identify the class Ψ * Since Tr ω is a positive trace we see that we have τ (cc) ≥ 0 for any c ∈ C ∞ c (R d+1 ). This shows that τ is a positive linear functional on C ∞ c (R d+1 ), hence is a Radon measure on R d+1 .
Next, for a ∈ R d+1 let φ(x) = x + a be the translation on R d+1 by a. Since φ ′ (x) = 1 we see that φ is a Heisenberg diffeomorphism, so for any P ∈ Ψ * H,c (R d+1 ) the operator φ * P is in Ψ * H,c (R d+1 ) too. Let K ⊂ R d+1 be compact and set K a = K + a. Then φ gives rise to an isomorphism φ a * : L 2 K (M ) → L 2 Ka (M ), which can be extended to an isomorphism S of L 2 (M ) onto itself by means of the choice of an isomorphism L 2 K (M ) ⊥ ≃ L 2 Ka (M ) ⊥ . Combining this with the invariance property of Proposition 8.1 we see that, for any P ∈ Ψ −(d+2) H,c (R d+1 ) supported in L with L ⊂⊂ K, we have (8.21)
Tr ω φ * P = Tr ω SP S −1 = Tr ω P.
Let c ∈ C ∞ c (R d+1 ). Since φ * P c,ψ = P c•φ,ψ•φ , using (8.21) we get (8.22) τ (c • φ) = Tr ω P c•φ,ψ•φ = Tr ω φ * P c,ψ = Tr ω P c,ψ = τ (c).
This shows that τ is a translation-invariant Radon measure on R d+1 , hence is proportional to the Lebesgue measure. Thus there exists Λ U ≥ 0 such that
Combining this with (8.18) we deduce that for any P ∈ Ψ H,c (R d+1 ) we have (8.24) Tr ω P = τ (c P ) = Λ U c P (x)dx = Λ U Res P.
Next, let M 1 , . . . , M N be the connected components of M . Then by arguing as in the proof of Theorem 5.6 we can deduce from (8.24) that on each connected component M j , j = 1, . . . , N , there exists Λ j ≥ 0 such that (8.25) Tr ω P = Λ j Res P ∀P ∈ Ψ −(d+2) H (M j , E).
In fact, if we take P = P −(d+2) 0|M j then from (8.14) we get Λ j = (d + 2) −1 . Thus, Res P, P ∈ Ψ Z H (M, E).
In the language of the quantized calculus this allows us to integrate a Ψ H DO of any integer order, even though it is not an infinitesimal operator of order or even a bounded operator on L 2 (M, E).
Appendix. Proof of Lemma 3.1
In this appendix we give a detailed proof of Lemma 3.1. Let p ∈ C ∞ (R d+1 \0) be homogeneous of degree m, m ∈ C. If ℜm > −(d + 2), then p is integrable near the origin, so it defines a tempered distribution which is its unique homogeneous extension.
If ℜm ≤ −(d + 2) then we can extend p into τ ∈ S ′ (R d+1 ) given by ( 1 a d ds + 1)]g(t).
Since ∞ −∞ h ′ (t)dt = 1 we see that the distribution τ defined by (A.28) with ψ(µ) = ∞ log µ h ′ (t)dt is a homogeneous extension of p.
On the other hand, ifτ ∈ S ′ (R d+1 ) is another homogeneous extension of p(ξ) then τ − τ 1 is supported at the origin, so we have τ =τ + b α δ (α) for some constants b α ∈ C. As both τ andτ are homogeneous of degree m it follows that (λ −(d+2− α ) − λ m )b α δ (α) = 0. Thus b α = 0 for all α and soτ = τ . Hence τ is the unique homogeneous extension of p(ξ) on R d+1 . Now, assume that m is an integer ≤ −(d + 2). Then in the formula (A.28) for τ we can set k = −(m + d + 2) and let ψ be of the form In particular, if all the coefficients c α (p) with α = −(m + d + 2) vanish then τ is homogeneous of degree m. Conversely, suppose that p admits a homogeneous extensionτ ∈ S ′ (R d+1 ). As τ −τ is supported at 0, we can write τ =τ + b α δ (α) with b α ∈ C. Then for any λ > 0 the distribution τ λ − λ m τ is equal to
Comparing this with (A.35) shows that c α (p) = 0 for α = −(m + d + 2). Therefore p admits a homogeneous extension if, and only if, all the coefficients c α (p) with α = −(m + d + 2) vanish. The proof of Lemma 3.1 is thus achieved.
