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on the nodes of the graph converges in time, but it turns out that this probability distribution does not converge
either. However, we can obtain a natural notion of convergence in the quantum case, if we dene the limiting
distribution as the limit of the average of the probability distributions over time. This denition captures the
amount of time the walk spends in each subset of the nodes, and moreover, it corresponds to the natural concept
of sampling from the graph, since if one measures the state at a random time chosen from the interval f1; ::; tg,
the resulting distribution is exactly the average distribution. We show that although in general, the limiting
distribution is a function of the initial state of the quantum walk, for Cayley graphs of Abelian groups the
limiting distribution is independent of the initial state, and is uniform over the group elements.
The rate at which convergence takes place, called the mixing time, is of crucial importance to the algorithmic
applications of classical Markov chains. Given the notion of limiting distribution in the quantum case, we can
now talk about mixing times of a quantum walk. A natural denition for mixing time is the time it takes for the
average probability distribution to get close to the limiting distribution. We can also talk about measures for
how fast the quantum walk spreads or how long it takes the quantum walk to escape from a small neighborhood.
We give denitions of quantummixing time, sampling time, lling time, and dispersion time. How do the various
mixing times of quantum walks compare with their classical counterparts? We show that the quantum walk on
a cycle converges in time O(n logn), thereby giving a nearly quadratic speedup over the classical walk. For the
cycle this quadratic speed up is the best possible, since the diameter of the graph is clearly a lower bound for
the mixing time. How large can the quantum speed up be, for other graphs? We give a general lower bound
on the various measures for the quantum mixing time, in terms of the conductance of the underlying graph.
Our main result shows that quantum random walks on graphs can be at most polynomially faster than their
classical counterparts, and in fact, for bounded degree graphs, the gap is at most quadratic.
It is still an open question whether quantum walks can be used to obtain a quadratic speed up for certain
randomized algorithms | such as 2-SAT. Indeed, all quantum algorithms from the last decade | including
Shor's celebrated factorization algorithm[7] and Grover's search algorithm[4] | use only quantum Fourier
transforms and classical computation. Is it possible to use other types of unitary transformations to design new
quantum algorithms? One constraint that must be met is that the unitary transformations must be poly-local
| they must be a product of a polynomial number of local unitary transformations. Quantum walks on graphs
might provide a good starting point to explore the eects of a sequence of local unitary transformations.
The paper is organized as follows. We rst give some background regarding classical Markov chains and the
quantum model. We proceed to dene quantum Markov chains, and prove various general results about the
limiting distribution. We then prove the speed up for the quantum walk on the cycle, which is followed by an
upper bound on the mixing time for general graphs. Finally we prove the polynomial lower bound on the speed
up for any graph, and conclude with a list of open questions.
Related Work: Ambainis, Bach and Watrous[2] study the various properties of the quantum walk on the
innite line, and in particular show that the variance of this walk is linear in time, as opposed to the square root
behavior of the classical case. Nayak and Vishwanath[6] were able to actually calculate the asymptotic behavior
of the probability distributions for the walk on the innite line, and showed that the probability distribution at
time t is within a constant in total variation distance from the uniform distribution over an interval which is of
length linear in t.
2 Background
2.1 Classical Markov Chains and Random Walks
A simple random walk on an undirected graph G(V;E), is described by repeated applications of a stochastic






if (u; v) is an edge in G and d
u
the degree of u. If G is connected and non-






converges to a stationary distribution  which
is independent of the initial distribution D
0
. For G which is d regular, i.e. if all nodes have the same degree,
the limiting probability distribution is uniform over the nodes of the graph. There are many denitions which
capture the rate at which the convergence to the limiting distribution occurs. A survey can be found in [5].
Denition 2.1 Mixing Time: M





  jj  g,
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Denition 2.2 Filling Time: 

= minfT j 8t  T;D
0
; X  V : D
t
(X)  (1  )(X)g.
Denition 2.3 Dispersion Time: 

= minfT j 8t  T;D
0
; X  V : D
t
(X)  (1 + )(X)g.
The mixing time is related to the gap between the (unique) largest eigenvalue 
1
= 1 of the stochastic matrix
P , and the second largest eigenvalue 
2
.





















The mixing time of a random walk on a graph is strongly related to a geometric property of the graph, the
conductance, denoted by .
Denition 2.5 Let the capacity C
X
and the ow F
X


















where  is the stationary distribution, and p
u;v

















)  2 (4)










 log(1=)), and so are the lling time and the dispersion time. The conductance of this chain is 1=n,
which gives a lower bound of 




The model. Consider a nite Hilbert space H with an orthonormal set of basis states fjsig for s 2 
. The
states s 2 
 may be interpreted as the possible classical states of the system described by H. In general, the














= 1. hj denotes the conjugate transpose of ji. hji denotes the inner product of ji and ji. A
quantum system can undergo two basic operations: unitary evolution and measurement.
Unitary evolution : Quantum physics requires that the evolution of quantum states is unitary, that is the
state ji is mapped to U ji, where U satises U  U
y
= I, and U
y
denotes the transpose complex
conjugate of U . Unitary transformations preserve norms, can be diagonalized with an orthonormal set of
eigenvectors, and the corresponding eigenvalues are all of absolute value 1.
Measurement : We will describe here only a measurement in the orthonormal basis jsi: The output of the
measurement of the state ji is an element s 2 
, with probability jhsjij
2
. Moreover, the new state of
the system after the measurement is jsi.
3




are the Hilbert spaces of two systems, A and B, then
















 jvig. We will use the
abbreviated notation ja; vi for the state jai 
 jvi. This coincides with the interpretation by which the set
of basis states of the combined system A;B is spanned by all possible classical congurations of the two
classical systems A and B.
3 Quantum Markov Chains
3.1 Denitions
Let G(V;E) be a graph, and let H
V
be the Hilbert space spanned by states jvi where v 2 V . We denote by
n, or jV j the number of vertices in G. First assume that G is d-regular. Let H
A
be an auxiliary Hilbert space
of dimension d spanned by the states j1i through jdi (we think of this auxiliary Hilbert space as the \coin
space"). Let C be a unitary transformation on H
A
(which we think of as the \coin-tossing operator"). Label
each directed edge with a number between 1 and d, such that for each a, the directed edges labeled a form
a permutation. For Cayley graphs the labeling of a directed edge is simply the generator associated with the





such that Sja; vi = ja; ui where u is the a-th neighbor
of v. Note that since the edge labeling is a permutation, S is unitary. One step of the quantum walk is given
by U = S  (C 
 I). We call this walk a coined quantum walk.
Example: Coined QuantumWalk on the Cycle Consider the graph G which is a cycle with n nodes. This
2-regular graph can be viewed as the Cayley graph of the Abelian group Z
n
with the generators +1 (denoted by
















and the shift S is dened by
SjR; ii = jR; i+ 1 mod ni (6)
SjL; ii = jL; i  1 mod ni
The quantum walk is then dened to be repeated applications of the Hadamard matrix operating on the rst
register, followed by the shift S. Note that the coin we use corresponds to a classical \ unbiased" walk, in the
sense that if measured, the walk has an equal chance of moving left or right.
In our most general denition, the general quantum walk, we relax our restriction on the exact form of
U , and require only that U respects the structure of the graph. In other words, we require that, for any v and






2 Q(v) [ fvg, where Q(v) is the set of
adjacent nodes to v. This means that the quantum walk only moves to neighbors of v or stays at v.
3.2 Limiting Distribution
We now discuss the evolution of a quantum walk as a function of time. Starting with an initial state j
0
i, the










i does not exist. The
reason being that U , as a unitary transformation, preserves the norm of j
t
i   U j
t
i. Consider instead the
















One might ask whether this probability distribution converges to a limit. However, P
t
does not converge either.
To see this, rst observe that the eigenvalues of U are of the form e
i
, and therefore after a nite number of
steps, t, e
it
is arbitrarily close to 1 simultaneously for all eigenvalues. Hence the evolution of the state is quasi










i is arbitrarily close to j
1
i)


























It turns out, as we will see soon, that for any initial state this quantity always has a limit as T grows to innity,
which we denote by (v) (and sometimes write (vj
0
) if we wish to stress its dependence on the initial vector).
Intuitively, this quantity captures the proportion of time which the walk \spends" in any given node. Note that




using the following process: Uniformly pick a random time
t between 0 and T   1, let the process evolve for t time steps and then measure to see which node it is at. The









. The algebra used to prove this theorem




denote the eigenvectors and corresponding eigenvalues of U ,
respectively.



































Proof: We start by writing down the probability to measure the basis state ja; vi in j
t




































































. In this case, we have that the










































. Thus we get that the limiting distribution can be derived from the expression in equation
7 by summing only over pairs which correspond to equal eigenvalues. This yields the desired claim, using the
fact that the probability to measure a node v is a sum over the probabilities to measure ja; vi, and so we can
let each term converge separately. 2
In the case in which all eigenvalues of U are distinct, the limiting distribution takes a very simple form.
Denote by p
i








































By corollary 3.4, the limiting distribution thus depends on the initial state. However, if all eigenvectors
induce uniform distribution over the nodes of the graph, the limiting distribution is uniform, as is easily implied
by the theorem. We show:
Theorem 3.5 Let U be a coined quantum walk on the Cayley graph of an Abelian group, such that all eigen-
values of U are distinct. Then the limiting distribution  is uniform over the nodes of the graph, independent
of the initial state j
0
i.
Proof: We derive an explicit expression for the eigenvectors of U , which, for a coined quantum walk, is of the
form U = S  (C 
 I). We note that S is a matrix of dimension dn, for n = jV j. S is composed of d blocks,
each of dimension n. The a th block corresponds to applying the a-th generator g
a
on the group. We note










(v)jvi, are simultaneous eigenvectors of all the blocks. The







). Since the application of the coin applies
an identity on H
V









i. Applying C and then










 C, where 
k
is a diagonal matrix, with 
k







, as a product of two unitary
matrices, has d orthogonal eigenstates, the tensor products of these eigenstates (which depend on k) with j
k
i
give d orthonormal eigenstates for U . Running over k, this gives an orthonormal set of nd eigenstates for U . It
is easy to see that the probability distribution that these eigenstates induce on the group elements is uniform,
since the characters j
k
i are uniformly distributed over the group, and since the eigenstates are of the form of









i summed over a is just the probability
to measure v in j
k
i. This proves the theorem, using corollary 3.4. 2
We claim that for any quantum walk, if the limiting distribution is independent of the initial node and state
of the auxiliary space, then it must be uniform over the nodes.
Claim 3.6 Consider a quantum walk such that for any initial basis state of the form ja; vi, for v 2 V , the
limiting distribution over the nodes of the graph is equal to . Then  is uniform over the nodes of the graph.
Proof: If the initial state is chosen randomly from a uniform distribution over all basis states, then the
limiting distribution is equal to the average over the limiting distributions for each initial state, but since they
are all equal to , the limiting distribution for the uniform mixture is . However, the density matrix which
represents a complete mixture, i.e. a uniformly random basis state of the space spanned by ja; vi is preserved
under unitary transformation, since the unitary matrix maps this space into itself. Hence for any time t it
induces a uniform probability distribution over the nodes in the graph, because the initial density matrix
induces this distribution. This means that the limiting probability distribution starting from the complete
mixture is uniform. Combining the two facts together, we get that  is uniform. 2
3.3 Mixing Times
We rst dene the analogue of the classical notion of mixing time:
Denition 3.7 Mixing time: The mixing time M

, of a quantum Markov chain is
M





(ja; v)k  g:
where by the notation P (ja; v) we mean the probability distribution conditioned on the initial state being
ja; vi. This quantity measures the number of time steps required for the average distribution to be -close to
the limiting distribution, starting from a basis state.
We next dene a closely related quantity which we call sampling time:
Denition 3.8 Sampling time: The Sampling time S

, of a quantum Markov chain is
S





(Xja; v)j  (Xja; v)g:
6
This is the time it takes for the walk to approximate the limiting distribution point-wise. Sampling at a
random time between 0 and S

 1 results in a distribution which is -close point-wise to the limiting distribution,
justifying the term sampling time. In the same sense, sampling at a random time between 0 and M

  1 results
in a distribution which is -close to the limiting distribution in total variation distance.
The third quantity, namely the lling time of the quantum Markov chain is dened as the rst time at which
the walk can claim to have visited all sets with at least (1  ) the correct proportion:
Denition 3.9 Filling time: The lling time, 

, of a quantum Markov chain is


= minfT j 8X  V; ja; vi 9t  T : P
t
(Xja; v)  (1  )(Xja; v):
We also dene the dispersion time, which is in some sense the opposite denition to lling time:
Denition 3.10 Dispersion time: The dispersion time, 

, of a quantum Markov chain is


= minfT j 8X  V; ja; vi 9t  T : P
t
(Xja; v)  (1 + )(Xja; v):
This quantity measures how fast the quantum walk escapes any subset of the nodes.
Remark: We note that one could consider all the above denitions of mixing times with an arbitrary initial
state, j
0
i, and not restrict the initial state to be a basis state of the form ja; vi. However, the mixing time
could change signicantly. We will see in the cycle example that the mixing time is almost linear for initial
basis states of the form ja; vi, but it is actually quadratic for general initial states.
The above denitions can be related one to another in various ways. First, it turns out that the sampling















(1  )(Xja; v). Then the average at time S

of the probability to measure X is less than (1  )(Xja; v). But
by denition of the sampling time this is a contradiction. Hence there exists some time before S

at which the
probability for the measurement outcome to be a node in X is P
t
(Xja; v)  (1   )(Xja; v), and since this is












follows trivially from the denition of total variation distance. 2
We will later dene amplied versions of these quantities, and nd more relations between them. Let us
rst proceed to give an upper bound on the mixing time M

for the quantum walk on the cycle.
4 Quantum Walk On the Cycle
In subsection 3.1, we have dened the coined quantum walk on the cycle. We restrict the discussion to cycles
of an odd number of nodes n. We rst show that the limiting distribution for this walk is uniform.
Theorem 4.1 The limiting distribution  for the coined quantum walk on the n-cycle, with n odd, and with
the Hadamard transform as the coin, is uniform on the nodes, independent of the initial state j
0
i.
Proof: To prove that the limiting distribution is uniform, by theorem 3.5 it suÆces to show that all eigenvalues



































where ! = e
2i
n
. We now show that the eigenvalues of H
k
are distinct. The eigenvalues of H
k
are the roots of








)  1 = 0 (11)
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which means that the roots of the quadratic equation 11 are conned to two
regions of the unit circle, 
k
2 [ =4; =4] and 
k







=    
k;2
, so they lie in dierent regions, and in particular, they are distinct. To get








that either k = k
0
or k + k
0
= n=2. The latter equation has no solutions for odd n, which implies the theorem.
2








Proof: We prove an upper bound on the mixing time M

, i.e. we give an upper bound on the total variation




and the limiting distribution . This is done using the following
lemma which holds for any quantum walk.














i, the total variation

























Proof: We recall that in the proof of lemma 3.3 we have already bounded the time dependent term in the










































































Summing rst over all v and a we get the desired bound. 2




j are of crucial importance, and they need to be large
for the convergence time to be small. By the proof of theorem 4.1, the eigenvalues are distributed in two regimes
(which we will call R and R
0
) of the complex unit circle, 
k;1
2 [ =4; =4] = R and 
k;2
2 [3=4; 3=4] = R
0
.
Near the boundaries of these regimes, i.e. for those 's coming from k's in the vicinity of n=4; 3n=4 modulo
n, the distance between two adjacent eigenvalues can be of the order of 1=n
2
. However, we claim that the
contribution of these problematic eigenvalues is small, and that for the rest of the eigenvalues, the distance is
of order 1=n. We x 0 < Æ < 1 (which will later be related to ) and dene
R
Æ
= [0; (1  Æ)

2


















is in one of these regimes as \Æ-good", and other k
0
s are \Æ-bad". We also refer to eigenvectors and
8
eigenvalues associated with \Æ-good" k's as \Æ-good", and similarly for \Æ-bad". We will later show that if the
initial state for the walk is a basis state, the contribution of the bad eigenvectors is small, because the projection
of basis states on bad eigenvectors is small. But rst, let us restrict our attention to an initial state which is a
superposition of good eigenvectors, and consider the convergence to limiting distribution in this case. We rst










j s:t: i 6= jg
where i; j run only on Æ good eigenvalues.










originate from the same k, then they lie in two dierent regimes R and R
0
,




j is at least
p
2. Hence, we can restrict our attention to eigenvalues coming from




originate from k; k
0





















We separate the proof to two cases. In the rst case, k; k
0






intermediate value theorem, which states that for a continuous function, for any x  y, there exists x  z  y
such that jf(x)  f(y)j = jf
0
























. Since k; k
0
are in the same regime, then  2 R
Æ
or  2 R
0
Æ
, and by monotonicity of
the cos function, we have:
j cos()j  j cos(
(1  Æ)
2
)j = j sin(
Æ
2
)j  Æ (18)
where the last equality follows from the fact that sin(0) = 0; sin(=2) = 1, and sin is convex in the regime
[0; =2]. If k; k
0












































lie in the same regime, and so using the same
argument as before, the lemma follows. 2
We can now use claim 4.5 to give a better lower bound on the distance between two eigenvalues.



























Proof: Consider i; j as in the requirements of the claim. Let L
i;j
be the length of the shorter arc on the unit

























































j we give a lower bound on L
i;j




, so it suÆces to bound L
i;i+1
. This is










, where the rst inequality uses sin(x)  x, the second

















gives the claim. 2
9













































































eigenvalues from dierent regimes in the second sum.
To bound the rst term, we observe that for each i there are at most two eigenvalues j such that ji  jj = k.
We rst sum over i; j. Then, summing over k, we use the fact that the sum of the rst n terms of the harmonic










. Using claim 4.5 to bound 
Æ
in the rst term we get the desired claim. 2
We now prove that the contribution of the Æ bad vectors is small. This follows from the following two claims.
Claim 4.8 The projection of any basis state on the bad eigenvectors is of norm squared at most 2Æ.





is the space spanned by the two eigenvectors originating from k. The
projection of a basis state on L
k
is of norm squared exactly
1
n


















the average distributions in the quantum




i, respectively. Then for all T , the total variation distance between the average






























































ik. By lemma 11 in [1], the total
variation distance between the two probability distributions resulting from a measurement on two states which
are  apart, is at most 2. This proves the claim. 2
Claim 4.10 Let j
0
i be the initial basis state, and j
0
i be the initial basis state projected on the Æ good




































































i + jvi, where jvi is a vector of norm at most
p








































which is the desired result. 2
Remark In the theory of classical Markov chains, the distance between the rst and second eigenvalues plays
a crucial role in mixing time analysis. In the quantum case, we see that the distances between eigenvalues play
a similarly important role; However, unlike in the classical case, since all eigenvalues of a unitary matrix are of
absolute value 1, there is no special eigenvector which plays the role of the xed state, and all eigenvalues play
an equally important role.
5 Amplication
In classical Markov chains, after approaching a certain closeness to the limiting distribution, the distance to
the limiting distribution starts to drop exponentially. Theorem 4.2 gives polynomial dependence on 1=. This
means that simply running the walk for longer time, does not achieve this exponential improvement. However,
one can amplify the closeness in a very simple way. Suppose the limiting distribution (ja; v) is independent
of the initial node v and the state a, and is equal to . (Recall that by claim 3.6  is uniform.) In this case,
the closeness to  can be amplied in a standard way to get logarithmic dependence on 1=. This is done by
running the walk for M

steps (i.e. for a random time between 0 and M

  1) and then measuring the node. If
the measured node is v, we then initialize the state to be ja; vi with a random auxiliary state a, and start the
walk again for one more stage of M

steps, and so on for k times. We claim:
Lemma 5.1 Amplication lemma Running the quantum walk for k amplication steps, each lasting M

time
steps, results in a distribution which is 
k
close to the limiting distribution.
Proof: Dene P
v;u
to be the probability to measure the node u starting from a random initial basis
state ja; vi, in one amplication step, where a is randomly chosen from all basis states of the auxiliary space.
The matrix P dened by these transition probabilities is a stochastic matrix. We claim that applying one
amplication step starting from the uniform distribution  one gets the distribution  again. The reason is that
a uniformly random state ja; vi (which induces a uniform distribution over the nodes v) is a complete mixture of
the Hilbert space in which the walk evolves. The unitary transformation associated with the walk is a map from
this space to itself, therefore, starting from a complete mixture of this space, the state of the system remains a
complete mixture, i.e.  is preserved.
We now claim that the L
1
norm of any vector orthogonal to  is shrunk by a factor of  by the matrix P . To
prove that kPk  kk for  ? , observe that by denition ofM

, for any distribution  = + , kP k  .
This means that for any vector  for which the sum of elements is zero, and each coordinate is at least  1=n,
we have kPk  . We can dene a basis for the subspace orthogonal to , which is composed of such vectors:




has (n 1)=n on its i
th
coordinate and the rest are all equal to  1=n. Any
 ?  can be written as a sum of v
i



























We can now prove the claim by induction. Starting from a distribution  which is within Æ total variation
distance from , we can write  =  +  where  ? , and kk  Æ. Then, kP   k = kP + P   k =
kPk  kk  Æ: 2
For the cases in which the limiting distribution is independent of the initial state, we can now generalize our
measures of convergence to allow the possibility of amplication. This means that in all denitions we allow a
warm start, i.e. we rst amplify for several amplication steps, which all together last T
A
time steps, to get an
initial \warm" node (the exact times at which one measures are chosen so that T
A
is minimized, and the times
at which the node is measured during T
A
are referred to as the \amplication scheme"). Then we apply the
various denitions of mixing times with the \warm start" node as the initial node. However, to account for the
initial amplication stage, we add T
A

























Proof: We rst prove the right inequality. Closeness to within  point wise will be guaranteed if the to-
tal variation distance is at most min
v
f(v)g. For that, by the amplication lemma, it suÆces to apply
log(1=min(v))=log(1=) amplication steps, each of length M





be achieved with a certain amplication scheme. We then use the same amplication scheme for the
dispersion time and the lling time, so that we start with the same distribution over initial nodes. Now, the
remaining of the proof is exactly as the proof of theorem 3.11, referring only to the time interval starting at the
end of the amplication stage. 2






































follows from theorems 5.2 and 4.2, and the observation that
minf(v)g = 1=n. 2
6 Quantum Walks on General Graphs
We now prove a general upper bound on M

for any quantum walk. This will imply upper bounds on the other
mixing times by theorem 5.2.
Let j
i
i be the eigenvectors of U with eigenvalues 
i
. The upper bound will be given in terms of , which
is dened to be the minimal spacing between the eigenvalues.
Theorem 6.1 Consider a general quantum walk on a graph G with n nodes, with an auxiliary space of dimen-








Proof: The proof follows approximately the same lines as the proof for the upper bound for the cycle, except
that the complications due to throwing away part of the system disappear. More precisely, the proof goes along
the lines of the proof of claim 4.7. The main dierence is that we do not have a partition of the eigenvalues into






















ji  jj. Also, the
counterpart of equation 20 has just one summation (over all eigenvalues) instead of two (over eigenvalues in the
same regime and eigenvalues in dierent regimes). After that, we just notice that in the general case there are
nd eigenvalues, which implies that k = ji  jj runs up to nd=2: 2.
Just like we did in the cycle case, one can separate the eigenvectors to \good" and \bad" vectors, where the
proportion of the \bad" vectors is Æ, to get a better estimation of the mixing time.
7 A Polynomial Lower bound on Quantum Speed up
Here we are going to prove a lower bound on the various mixing measures of a general quantum random walk.
In analogy to the classical case this bound will be stated in terms of the conductance  of the underlying graph
G (cf. Chapter 2).




X) be a cut in the graph G (i.e., a partition of
vertices into two sets). Dene B
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Theorem 7.1 The lling, dispersion, mixing and sampling times of a general quantum walk with a uniform
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i being a superposition over vertices in X [ B and j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Xj. Therefore, the expected value of the sum on the right hand side is at most k(jBj=j
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Xj). For some















































































). A similar argument applies to
dispersion time and sampling time. The bound on mixing time is implied by theorem 3.11 2
The quantity 
0
(which we call boundary) is similar but not identical to the conductance.




where  is the conductance of a simple random walk on the graph.
13











=2jEj. Fix a cut
X;

X , and denote the conductance of this cut by 
X














X) be the set of edges going between




















































) lower bound on For constant degree d graphs,




), the same as the classical lower bound on lling, dispersion and sampling times. Since




) steps, this means that a quantum walk can be at most quadratically
faster.
Corollary 7.5 For a general quantum walk on a bounded degree graph, the lling, dispersion, sampling and
mixing times are at most quadratically faster than the mixing time of the simple classical random walk on that
graph.
For unbounded d, the factor-d gap between the two lower bounds (quantum and classical) is important.
This gap can be quite large: we did not rule out the case in which the quantum lling time is O(log
c
n) but
d is (n). We suspect that the bound can be improved and one can show that quantum walks are at most
quadratically faster on any graph. We can prove that for the special case of coined quantum walks.
Theorem 7.6 For a coined quantum walk, the lling, dispersion and sampling times are 
(1=).
Proof: To simplify the proof, we assume that the unitary transformation U is of form C ÆS, not S ÆC (i.e. we
rst do the shift S and then the coin ip C). This assumption can be removed by replacing the starting state
ji by C
 1
ji and adding an extra C at the end.
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i. Since the coin ip C does not change v,
this also means that U j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This completes the proof. 2
The rest of proof is identical to Theorem 7.1. 2
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8 Conclusions and Open Questions
In this paper we have set up the basic denitions for quantum walks on graphs. However, the foundations of
the theory of quantum walks on graphs still await discovery. We list here a few selected open problems.
The rst open question is for which graphs is quantum speed up achievable. More generally, can the 1=
lower bound always be achieved quantumly? In [3] it was shown that for any Markov chain, there exists a lifted
version of it which achieves this bound, but no lifting can give better than 1= convergence. To achieve the
lower bound of 1= by lifting, one has to be able to solve the multi-commodity ow on the graph, a task which is
in general extremely hard. Therefore the lifting speed-up is an existence proof, rather than an algorithmic one.
It would therefore be very interesting to know whether convergence in time 1= can be achieved by quantum
walks for graphs other than the cycle in an eÆciently constructible way.
An open question is to make our two bounds tight. We have shown how to improve the factor of 1=d in the
lower bound for coined quantum walks, and this needs to be generalized to general quantum walks, or else nd a
counter example. One possible candidate is the graph consisting of two complete graphs connected by one edge.
It is not clear that quantumly one cannot achieve convergence in time O(n) which matches the 1=d = 1=n
lower bound.
The characterization of the limiting distribution for general quantum walks still needs to be understood. For
Abelian groups, we have shown that coined quantum walks converge to the uniform distribution. On the other
hand, we know one example in which a quantum walk does not converge to the same limiting distribution as
the classical simple random walk. This is a quantum walk on the Cayley graph of the symmetric group S
3
. Is
there a simple description, perhaps via representation theory, of the limiting distribution in the case of quantum
walks on Cayley graphs of non-Abelian groups?
A very interesting question is how to use quantum walks in order to speed up algorithms. One way to do
that is via speeding up the convergence time, however it is still an open question to give an example in which
fast sampling cannot be done in an easy way classically. Another direction to pursue is to nd other ways
of using the various curious features of quantum walks, rather than speeding up the convergence time. For
example, one might try to use quantum walks which converge to limiting distributions which are dierent than
those of the corresponding classical walks. Another way might be to investigate which quantum states can be
generated using quantum walks. Generating interesting quantum states is an important primitive for quantum
algorithms. A well known example is the graph isomorphism problem which can be reduced to the problem of
generating a certain quantum state eÆciently.
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