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Let $y_{ir}=(y_{ir,1}, \cdots, y_{ir,p})’$ be a $p$ dimensional observation from the $i$-th population $(i=$
$1,$ $\cdots,$ $k,$ $r=1,$ $\cdots,$ $n_{i})$ . The element $y_{ir,j}$ is measured at time point $t_{j}$ for the $r$-th obser-
vation from the $i$-th population, say $y_{ir}$ is arepeated measurement data. For each element
$y_{ir,j}$ , we assume
$y_{ir,j}=f(t_{j};\beta_{i})+\epsilon_{ir,j}$ ,
where $f$ is aknown (nonlinear) function, $\epsilon_{ir,j}$ is the error, and $\beta_{i}=(\beta_{i1}, \cdots, \beta_{iq})’$ is
unknown parameter $(q\leq p)$ . Let $f_{i}=(f(t_{1} ; \beta_{i}), \cdots, f(t_{p};\beta_{i}))’,$ then $y_{ir}=f_{i}+\epsilon_{ir}$ ,
where $\epsilon_{ir}=(\epsilon_{ir,1}, \cdots, \epsilon_{ir,p})’$ . Suppose that $E[\epsilon_{ir}]=0,$ $\mathrm{V}\mathrm{a}\mathrm{r}[\epsilon_{ir}]=\Sigma$ , which is apositive
definite, and $\epsilon_{ir}$ ’s are independent. Let $g_{i}=g(\beta_{i})$ be anonlinear function of parameter
$\beta_{i}$ . Our goal is to construct simultaneous confidence intervals for all-pairwise differences
$g_{i}-g_{i’},$ $i\neq i’$ . For linear rnodels, Seo and Kanda (1996) gave simultaneous confidence
intervals for multiple comparisons in ageneralized rnultivariate analysis of variance model.
In Section 2, the simultaneous confidence intervals are derived by asimilar fashion using
the linear Taylor expansion. Confidence intervals for nonlinear functions of parameters
by the linear Taylor expansion in nonlinear regression are summarized in Seber and Wild
(1989). In Section 3, the accuracy of approximation by Taylor expansion is examined by
simulation. The numerical example by histamine data is given in Section 4.
Anonlinear model $(\theta_{1}/(\theta_{2}-\theta_{3}))(e^{-\theta_{3}t}-e^{-\theta_{2}t}),$ $(\theta_{2}>\theta_{3})$ is usually used for pharmacoki-
netic data, where $\theta_{1},$ $\theta_{2}$ and $\theta_{3}$ are unknown parameters, see e.g. Lindsey et. al. (2000) or
Section 5.5 of Davidian and Giltinan (1995). In this model, $\theta_{2}$ and 03 are the absorption
and elimination rate pararneters, respectively. If $\theta_{3}arrow\theta_{2}$ , then the model tends to $\theta_{1}te^{-\theta_{2}t}$
However the value at time $t=\mathrm{O}$ is 0in this model. For histamine data described in Section
4, the mean may not be 0at $t=0$ , we assume the model
$f(t;\beta_{i})=\beta_{i1}+\beta_{i2}te^{-\beta_{3}\mathrm{t}}.$ . (1.1)
Our interest is the maximum value of this model, because the possibility of allergic response
is large for high histamine value. Hence we would like to compare
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$g_{i}=g( \beta_{\iota})=\max_{t}f(t;\beta_{i})=\beta_{i1}+\frac{\beta_{i2}}{\beta_{i3}}e^{-1}$ , (1.2)
by constructing the simultaneous confidence intervals of the differences.
2. Simultaneous Confidence Intervals for Differences
For estimation of the parameters $\beta_{i}$ , we use the ordinary least squares estimators $\hat{\beta}_{\iota}$ ,
which is minimizes $\sum_{r}(y_{ir}-f_{i})’(y_{ir}-f_{i})$ . Let $V_{i}= \sum_{r}(y_{ir}-\hat{f}_{i})(y_{ir}-\hat{f}_{i})’$ , where




$\hat{g}_{i}=g(\hat{\beta}_{i})\approx g(\beta_{i})+g_{i}’.(\hat{\beta}_{\iota}-\beta)$ , (2.2)
respectively, where
$F^{(i)}.=( \frac{\partial f_{i}}{\partial\beta_{l}},)=\{\begin{array}{ll}\frac{\partial f(t_{1},\beta_{i})}{\partial\beta_{i1}} \frac{\partial f(t_{1},\beta_{i})}{\partial\sqrt iq}\frac{\partial f(t_{p},\beta_{i})}{\partial\beta_{i1}} \frac{\partial f(t_{p},\sqrt i)}{\partial\beta_{iq}}\end{array}\}$
and
$g_{i}’$ . $=( \frac{\partial g_{i}}{\partial\beta_{i1}},$ $\cdots,$ $\frac{\partial g_{i}}{\partial\beta_{iq}})$ .




where $\overline{\epsilon}_{i}=\Sigma_{r}\epsilon_{ir}/n_{i}$ and $P_{F}\dot{.}=F^{(i)}.(F^{(\mathrm{z})’}.F^{(i)}.)^{-1}F^{(i)’}$. If $\epsilon_{ir}$ has the $p$-variate normal
distribution, $N_{p}(0, \Sigma)$ , then $(F^{(i)’}.F^{(i)}.)^{-1}F^{(i)’}.\Sigma_{r}\epsilon_{ir}/n_{t}$ has $N_{k}(0,$ $(F^{(i)’}.F^{(i)}.)^{-1}F^{(i)’}.\Sigma F^{(i)}$.
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$(F^{(i)’}F^{(\iota)})^{-1}/n_{x})$ and $g_{i}’(\hat{\beta}_{\iota}-\beta_{i})$ has $N(0,$ $g_{l}’(F^{(i)’}.F^{(\mathrm{z})})^{-1}F^{(i)’}\Sigma F^{(\iota)}(F^{(i)’}F^{(\iota)})^{-1}g_{\iota}/n_{\iota})$ .
$\hat{\beta}_{i}$ and $V_{i}$ are approximately independent. Even if the distribution of $\epsilon_{ir}$ is not normal,
$\overline{\epsilon}_{\mathrm{z}}$ has anormal distribution approximately under the large sample. Note that $F^{(i)’}.(I_{p}-$
$P_{F_{l}})=O,$ $F^{(i)’}V_{i}F^{(i)}$ has aWishart distribution with covariance matrix $F^{(i)’}.\Sigma F^{(i)}$. and
$n_{i}-1$ degrees of freedom, $W_{k^{\wedge}}(F^{(i)’}\Sigma F^{(i)}., n_{i}-1)$ , approximately. Hence the distribution
of $V=V_{1}+\cdots+V$,would be approximated by $W_{p}(\Sigma, l/)$ , where $|/=n_{1}+\cdots+n_{k}-k$ .
So, $S=V/|/\mathrm{i}\mathrm{s}$ an estimate of $\Sigma$ and $a_{i}’Va_{i}/a_{i}’\Sigma a_{i}$ has achi-square distribution with
$\mathfrak{l}J$ degrees of freedom, $\chi_{\nu}^{2}$ , approximately, where $a_{i}=F^{(i)}.(F^{(i)’}.F^{(i)}.)^{-1}g_{i}.\cdot$ We propose the
following simultaneous confidence intervals for all pairwise differences:
$g_{i}-g_{i’}\in\hat{g}_{i}-\hat{g}_{i’}\pm q\sqrt{a_{i}’Sa_{i}/n_{i}+a_{i}’,Sa_{i’}/n_{i’}}f$ or all $i\neq i’$ , (2.3)
where $q$ is the solution to the equation
$P(, \frac{\sqrt{\mathfrak{l}J}|(\hat{g}_{i}-\hat{g}_{i’})-(g_{i}-g_{i’})|}{\sqrt{a_{i}Va_{i}/n_{i}+a_{i},Va_{i}’/n_{i}}},,$ $<q$ , for all $i\neq i’)$
$=E_{V}[P($ $, \frac{|(\hat{g}_{i}-\hat{g}_{i’})-(g_{i}-g_{i’})|}{\sqrt{a_{i}\Sigma a_{i}/n_{i}+a_{i},\Sigma a_{i}’/n_{i}}},,$ $<$ for all $i\neq i’|V)]$
$=1-\alpha$ .
(2.4)
However, we can not solve the equation (2.4), because (2.4) depends on the unknown
parameters, $\Sigma$ and $a_{i}$ . Let $(a_{i}’Va_{i}/n_{i}+a_{i}’,Va_{i’}/n_{i’})/(a_{i}’\Sigma a_{i}/n_{i}+a_{i}’,\Sigma a_{i’}/n_{i’})=w_{ii’}$.
Now, we may approximate all statistics $w_{ii’}$ by asame statistic $w$ distributed as $\chi_{\nu}^{2}$ , then
$\sqrt{2}q$ would be approximated by the upper apoint of aStudentized range distribution with
$k$ treatment and $\mathfrak{l}J$ degrees of freedom. Since $a_{i}=F^{(i)}.(F^{(i)’}.F^{(i)}.)^{-1}g_{i}$ . in (2.3) includes
unknown parameter $\beta_{i}$ , the unknown parameter should be replaced by $\hat{\beta}_{i}$ for practical use.
3. Simulation
In the previous section, we gave the simultaneous confidence intervals for all pairwise
comparison. The intervals are approximated by using Taylor expansion for the nonlinear
model. In this section, we examine the accuracy of the approximation by simulation. A
special case of the pharmacokinetic model (1.1) is used in the simulation. We compare the
maximum values (1.2) in model (1.1) with known $\beta_{i1}=0$ . We choose the parameters for 3
populations $(k=3)$ as follows:
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Population (i) 1 2 3
$\beta_{i2}$ 0.8 0.9 1.0
$\beta_{i3}$ 0.6 0.5 0.4
The observed points are $t=1,2,3,4(p=4)$ for both models and the sample sizes from
each population are $n_{i}=8,12,16(i=1,2,3)$ . The error has the normal distribution with
mean $\mathrm{o}$ and covariance matrix $\Sigma_{\ell}(\ell=1,2)$ , where
$\Sigma_{1}=0.1^{2}I,$ $\Sigma_{2}=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(0.08^{2},0.10^{2},0.10^{2},0.08^{2})$ .
For these values and $\alpha=0.05,10,000$ pairwise intervals are constructed. The proportion,
that 3pairwise confidence intervals (2.3) include the true values $g_{i}-g_{i’}$ , is calculated. The
results are in Table 2. Values in the parentheses $()$ in Table 2are the proportion, that
(2.3) include the true values, when the value of $\lim_{\nuarrow\infty}q$ is used instead of the percentile point
$q$ of the Studentized range distribution with $k$ treatment and $|/\mathrm{d}\mathrm{e}\mathrm{g}\mathrm{r}\mathrm{e}\mathrm{e}\mathrm{s}$ of freedom. The
values of $q$ and $\lim_{\nuarrow\infty}q$ are tabulated in Hsu (1996).








From Table 2, all values are greater than 0.95, that is the proposed intervals are conserva-
tive. This would be caused by (2.5). If we use the asymptotic percentile point $\lim_{\nuarrow\infty}q$ , the
approximation would be good under the large sample size $(n_{i}=16)$ . But the confidence
level by using $\lim_{\nuarrow\infty}q$ is somewhat less than 0.95 under the small sample size.
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4. An Example
We give anurnerical exarnple by using histamine data in dental anesthesiology. The past
allergic patients are given medicine, $\mathrm{A}\mathrm{t}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{i}\mathrm{n}\mathrm{e}+\mathrm{H}\mathrm{y}\mathrm{d}\mathrm{r}\mathrm{o}\mathrm{x}\mathrm{y}\mathrm{d}\mathrm{i}\mathrm{n}\mathrm{e}(\mathrm{A}\mathrm{H}),$ $\mathrm{A}\mathrm{t}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{i}\mathrm{n}\mathrm{e}+\mathrm{C}\mathrm{h}\mathrm{l}\mathrm{o}\mathrm{r}\mathrm{p}\mathrm{h}\mathrm{e}\mathrm{n}\mathrm{i}-$
rarnine (AC), or Atropine $+\mathrm{F}\mathrm{a}\mathrm{m}\mathrm{o}\mathrm{t}\mathrm{i}\mathrm{d}\mathrm{i}\mathrm{n}\mathrm{e}(\mathrm{A}\mathrm{F})$, before anethesia. Usually, the histamine
values of allergic patients are large after anethesia, but the values are decrease by dosing
$\mathrm{A}\mathrm{H},$ $\mathrm{A}\mathrm{C}$ , or $\mathrm{A}\mathrm{F}$ . The data $y$ are measured at (0.0, 0.5, 1.0, 3.0, 5.0) minutes after anethesia,
that is $p=5$ . The values of observations are Tables $3\mathrm{a},$ $3\mathrm{b}$ , and $3\mathrm{c}$ . We wish to know
the difference of the effect to histarnine value by $\mathrm{A}\mathrm{H},$ $\mathrm{A}\mathrm{C}$ , and $\mathrm{A}\mathrm{F}$ . The sample sizes are
$n_{1}=18,$ $n_{2}=18,$ $n_{3}=19$ , that is, $\iota/=52$ . We assume the model (1.1) for histamine data
and construct simultaneous confidence intervals of $g_{i}-g_{i’}$ , where $g_{i}$ is given in (1.2).
Table $3\mathrm{a}$ . $\mathrm{A}\mathrm{t}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{i}\mathrm{n}\mathrm{e}+\mathrm{H}\mathrm{y}\mathrm{d}\mathrm{r}\mathrm{o}\mathrm{x}\mathrm{y}\mathrm{d}\mathrm{i}\mathrm{n}\mathrm{e}$
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Table 3b. $\mathrm{A}\mathrm{t}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{i}\mathrm{n}\mathrm{e}+\mathrm{C}\mathrm{h}\mathrm{l}\mathrm{o}\mathrm{r}\mathrm{p}\mathrm{h}\mathrm{e}\mathrm{n}\mathrm{i}\mathrm{r}\mathrm{a}\mathrm{m}\mathrm{i}\mathrm{n}\mathrm{e}$
Table $3\mathrm{c}$ . $\mathrm{A}\mathrm{t}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{i}\mathrm{n}\mathrm{e}+\mathrm{F}\mathrm{a}\mathrm{m}\mathrm{o}\mathrm{t}\mathrm{i}\mathrm{d}\mathrm{i}\mathrm{n}\mathrm{e}$
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The estimates are calcurated as follows:
$\mathrm{A}\mathrm{P}:f_{1}=0.327+0.863t\exp(-3.075t)$ , $\hat{g}_{1}=0.4304$ $(t=0.325)$ ,
$\mathrm{A}\mathrm{C}:\hat{f}_{2}=0.408+1.246t\exp(-4.245t)$ , $\hat{g}_{2}=0.5156$ $(t=0.236)$ ,
$\mathrm{A}\mathrm{F}:\hat{f}_{3}=0.404+0.236t\exp(-1.169t)$ , $\hat{g}_{3}=0.4781$ $(t=0.855)$ ,
and
$S=\{\begin{array}{llll}0.0382 0.0364 0.0322 0.0223 0.02550.0993 0.0664 0.0602 0.0477 0.0839 0.0390 0.0479 0.06\mathrm{l}3 0.0352 0.0504\end{array}\}$ .
Let us take $\alpha=0.05$ , then $q=2.413$ , which is obtained by interpolating of the values for
$|/=50$ and 60 of Table E.l in Hsu (1996). Hence the simultaneous confidence intervals for
all-pairwise differences are obtained in Table 4.




From Table 4, all intervals are include 0that is the maximum values are not statistically
different.
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