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Recently the problem of uniform approximation of epX on [0, co) by 
rational functions has received much attention. One main motivation was 
given by the fundamental paper ]3] of Cody et al., where the application to 
the construction of numerical procedures for initial value problems was 
considered. Besides the special questions arising from this application, the 
asymptotic behaviour of the approximation error has been considered [ 1, 7, 
8, 11, 13, 141. To our knowledge the best rate of approximation so far has 
been obtained in [ 111 using an appropriate translation of a Pade- 
approximation (a still better rate was announced in [6] using Laguerre- 
Pad&approximation, however, the proof is incorrect and incomplete). 
Here we introduce as a new aspect the question whether the rate of 
approximation can be improved by using piecewise Pad&approximation (the 
total number of parameters remaining unchanged). We show that this rate 
indeed improves significantly. The thorough analysis of the local error of 
Pad&approximation constitutes the main part of our work, thereby extending 
and sharpening the results of [8] and [ 111 for the error on [0, co). This was 
made possible by the special form of the Pad&approximation of emX but 
from our result a similar improvement of the rate of approximation may also 
be expected in the case of best rational approximation. 
1. POINTWISE ERROR ESTIMATES 
It is well known (e.g., [IO]) that the (m, n) Pad&approximation of eX has 
the form 
jp t”(t + x)” e PI dt 
RW(x) = ,-r t”l(t _ x)” e-, dt’ (1.1) 
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From this it follows directly that 
e --x - 
R,,,(-x) = _ si (u -xl” uncu du 
1,” um(u +x)” emu du * (l-2) 
We introduce now the following functions (m < n) 
f(t) := epx”t( 1 - t)‘, g(t) := eCX”(l + t) t’ 
where 
(1.3) 
x’ := x/n, r := m/n. (1.4) 
Then a simple calculation yields by (1.2) for x > 0 
1 e-’ - R,,,(-x)1 = 
The investigation of this error is done by Laplace’s method or “methode du 
col” according to which the values of the integrals in (1.4) are determined 
essentially by the maxima-of their integrands. This is carried out in detail to 
show that the method yields very precise estimates (exact up to a factor of 
order n3 log n) in a simple manner. To our knowledge such estimates do not 
exist in literature (however, see [4, 6.3.31). 
THEOREM 1. For all x > 0, n > 2 and r = m/n E (0, I] there holds 
Cnx 
E n < 1 emX - R,,,J-x)1 < 
8enx n 
x+ntm xtn+m 
with the constant C= [3e(n + l)(l + 2n)* log(1 + 2n)]-‘. The quantity 
E( y, r) is defined by 
(1.6) 
via the abbreviating notations 
p:=p(y,r):=y+ 1 +r, q:=q(y,r):=y-l-r 
h := h( y, r) := dn = dm. (1.7) 
Proof: By direct calculation we find that (with y = x’ in (1.7)) 
x/t* =p/2 - &$iz (1.8) 
x’t^ =-q/2 + J&%G? (1.9) 
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determine the points t* and t^ of the maxima of the functionsf(t) and g(t), 
respectively. We show then for the numerator in (1.5) that 
t*f(t*)” 
e(n + 1) < jh” dt ,< 4t*fft*)“. 
0 
(1.10) 
To this end we observe that for any a E (0, t*) 
j)(t)” dt > jf* f(t)” dt > a[(t* - a)f(t*)/t*]“. 
I” -a 
The maximum with respect to a is obtained for a = t*/(n + 1) which gives 
the left-hand side in (1.10). For the upper estimate we split i: = sr f J :^* and 
use 
iIf( dt=f(t*)” j;-‘* [e?” (1 +-+) (1 -&.)‘]fl~~. 
By (1.8) we have t* = (p - x’t*)-‘. Hence 
e -x’t 
i 
1 _ +)r<exp 1-t (Y +*) 1 =e-‘lt- 
and after the substitution u = n + nt/t* we get 
!J:f(t)” dt < ;f(t*)” j;,* e”-‘(u/n)’ du 
< Gf(t*)” (;)” n! 
J 27L < -e n ‘/‘+*f (p)“. 
Together with the trivial estimate 
1 ‘*f(t)” dt < t*f(t*)” 0 
the right-hand side of (1.10) now follows. 
As to the denominator in (1.5) we show 
; g(t^  1” < jm g(t)” dt < 
3(1 + 2n)’ log(1 + 2n) 
X 
g(f)“. 
0 
(1.11) 
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Here the left-hand side follows similarly as above. For any a > 0 we have 
and maximization with respect to a yields a = l/x which gives the desired 
estimate. 
For the proof of the right-hand side of (1.11) we write with b > 0 
jomg(l)” d~<j;l’b)(r-+“x) +cm =I, +I*. (1.12) 
(ltb)(f-+1/x) 
We have 
I2 = (1 + b) jfT+ ,,x le- “+b)x’t(l + b)‘t’(l + (1 + 6) t)]” dt 
< (1 + b)ltrntn e-bx(r'tl/x) g(t)” dt. 
The choice b = 2(1 + 2n) log(1 + 2n) yields 
(1 + b)ltrntn eeb < (1 + b)‘+‘” emb < f 
for n > 2 so that 
(1.13) 
Now by (1.9) there holds x’f < 1 + r < 2 and consequently 
I, < (1 + b)(t- + l/x) g(t^)” < (1 + b)(2n + 1) g(t^)“/x, 
establishing the right-hand side of (1.11) by (1.12) and (1.13). 
The theorem now follows from (1.10) and (1.11) taking into account 
E(x’, r) =f(t*)/g(t^) and the inequality 
X 
< X’P < 
2x 
x+n+m’ x+n+m’ 
which is a consequence of (1.8). I 
We remark that the result of Theorem 1 is a more precise statement of the 
classical property le-* -R&-x)1 = O(Ixlmfntl), 1x1 --t 0, of Padt- 
approximation since one can easily show that E(y, T)” = O(l y I”‘+‘), ( y ( + 0, 
for fixed r > 0. 
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For the following we need the counterpart of Theorem 1 in case x < 0. To 
this end we assume n to be even since otherwise there is a pole in (1.1). After 
replacing x by -x in (1.2), (1.5) a short calculation yields 
I ex - %,Axl = (A [ex”t(l - t)‘]” dt j? [e-““(1 -t) f]” dt = 1 +el-’ (1.14) 
where 
A := eX j; v(s)” ds 
and 
q(s) := e-“‘( 1 - s) s’, y(s) := e -s( 1 + s)r. 
But q(s)“, v(s)” are equal to f(s)” and g(s)“, respectively, except for the 
interchange of m and n (see (1.3)). Thus A can be estimated in Theorem 1 
(cf. (l.lO), (1.11)) leading to 
Cs*x[q(s*)/~@^)]” < e-“A < 4es*x[~(s*)/v/(s^)]” (1.15) 
with same constant C. The numbers s* and s^ are given by (note the 
interchange of m and n) 
x’s* =p/2 - dpn 
x’s  ^ = -q/2 + dm. 
Substitution of these formulas into (1.15) yields 
Cs *xF(x/n, r)” < A < 4es *xF(x/n, r)” 
where 
and 
K:= l((y, r) := d(y - 1 - r)’ + 4~. 
Now, using the inequality 
(1.16) 
(1.17) 
rx 
< x’s* < 
2rx 
x+n+m ‘x+n+m 
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-jj-min(I,A) < 
1 
l+A- , < min(l,A), 
we obtain finally as the counterpart of Theorem 1. 
THEOREM 2. For all x > 0, N even and r = mfn E (0, 1 ] there holds 
where C is defined in Theorem 1 and F(x/n, r) is given by (1.161, (I. 17). 
2. LOCAL ERROR ESTIMATES 
The pointwise error estimates of the preceding section are now used to 
derive asymptotically exact error estimates for intervals of the form [0, a], 
a > 0. The crucial point here is the optimal choice of the parameter r = m/n 
and of a number 01 E [0, a] by which the Pad&approximation (1.1), (1.2) 
may be translated. These questions can be attacked successfully because the 
functions E(y, r) and F(y, r) introduced above depend on y, r, respectively, 
in a rather simple manner, as the following two lemmas of technical nature 
will show. 
LEMMA 1. The following assertions are true: 
(i) E(y, r) is strictly monotone increasing in y for fixed r E (0, I] if 
Y < cp(rh 
(1 + r>’ 
fP(r> := q1 _ r> (P(l) := co>, 
and strictly monotone decreasing for y > q(r). 
(ii) E( y, r) is strictly monotone increasing in rfor jixed y E (0, co) if 
r + 1 < y and strictly monotone decreasing in r if r + 1 > y. 
Proof: We only show part (i) in detail. Its proof relies on the formulas 
(1.6), (1.7) and the relations between the quantities p, q and h appearing in 
them. We have 
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1 -h’ =h'-l+-- 
p-h 
(1 t h’) + r(1 + h’) 
p+h h+q 
= h’ - 1 + ‘F2-$) + 2,. (;2-ph$) 
=h’- 1 + 2h-h’(p+q) _ h 
2Y 
] 
Y 
r(h’ - 1) 
h-q 
where we have used the relations p2 - h2 = 4y, h2 - q2 = 4ry, p + q = 2y. 
The solution of the equation h( y, r) = y is then y = q(r) given by (2.1). 
Part (ii) follows from the relation 
-.$ Xv, r) = E( y, r) ln h+q l 1 h-q’ 
Concerning F( y, r) we have the simpler statement of 
LEMMA 2. F( y, r) is strictly monotone increasing in y E [0, 00) for fixed 
r E (0, 1 ] and strictly monotone decreasing in r E (0, 1 ] forfixed y E (0, a~). 
Lemma 2 is a direct consequence of the following formulas obtained from 
(1.16), (1.17): 
g F(Y, r) = F(Y, r) ln 
As a first step we derive from Lemma 1 local error estimates for the Padt- 
approximation (1.2) on [0, a] with r E (0, 1 ] being fixed. 
LEMMA 3. For each a > 0 and r E (0, 1 ] there holds 
Wx -~,,,I,,(-x>llco,,o,oI}“n = min(L a)“” WWaln, (D(r)), r). 
Here and in the following the symbol z stands for equality up to a factor 
which is bounded by positive absolute constants from above and below and 
which tends to 1 as n + CD. 
The proof follows immediately from Theorem 1 and Lemma 1, together 
with the observation that q(r) > f and the inequalities 
1 
qmin I,? < 
i 1 
X 
n x+n+m 
<min 1,X 
i 1 n 
which are a consequence of (1.18). 
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Lemma 3 shows that a = q(r) . n gives the critical length of the interval 
[0, a] beyond that the local error is always equal to the global error on 
[0, co). In the latter case an easy calculation yields 
L(r) := E(p(r), r) = t(2r)’ (1 - r)lpr. (2.4) 
This function has already been found by Ni et al. ]8] in their study of the 
global error on [0, co). It is strictly convex in r E [0, l] and attains its 
minimum at r = l/3 where L(1/3) = l/3. H ence we obtain as a corollary of 
Lemma 3 one of the main results in [ 8 ]: 
COROLLARY 1. For r E (0, 1 ] define 
A(r) := lim I/e-’ -R[,,I,,(-x)ll~llO,ca). 
n+m 
Then A(r) has a minimum for r = l/3 with A(1/3) = l/3. 
With the help of Lemma 3 this result can now be extended to any interval 
[0, a]. To this end we define for a > 0, n E N and r E (0, l] 
A,@, r> := {llepx - R,rn],n(-~)ll~,,o,a,}“n~ 
THEOREM 3. There holds 
inf 
1/n<r<1 
A,(a, r) z min( 1, a”“) min(j, E(a/n, 1)). 
Remark. This shows that the optima1 choice for r is r = 1 if a < a,, 
where a,, is determined by the equation E(a,/n, 1) = l/3 (a,, = n . 1.660605). 
In case a > a, the local error and the global error are asymptotically equal 
according to Corollary 1. The optima1 choice here is r = l/3. 
Proof of Theorem 3. If a/n < l/2 we have min(a/n, q(r)) = a/n so in 
view of the monotonicity property in Lemma l(ii) the assertion follows 
directly from Lemma 3. In the other case we define ra (uniquely) by 
a/n = q(r,). Then Lemma l(ii) shows that 
= mWr pr5, JWn, f-1; &TGr, WI) 0 - 
= min(min(E((cp(r,), r,>; @a/n, 1)); J$fcr W-1)) XX” 
= min(E(a/n, 1); inf L(r)). 
Iln<r<r, 
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But since L(r) > L(1/3) = l/3 and since for a/n > a,,/n > 413 there holds 
p(r,) > 4/3 or ra > l/3 we conclude 
inf 
I/n<r<1 
E(min(a/n, p(r)), r) = min(E(a/n, I), l/3) 
establishing Theorem 3. 1 
The error estimate of Theorem 3 can still be improved when using an 
appropriate translate of the Pad&approximation (1.2), i.e., we consider 
instead of (2.5) the (smaller) quantity 
In order to study its behaviour we need as a counterpart to Lemma 3 
LEMMA 4. For each a > 0 and r E (0, 1 ] there holds 
ilIe* -R,rnl,n(~)llm,,o,aI}l’fl = [rmin(L a)]“” ealn min(l, F(a/n, r)). 
The Lemma follows from Theorem 2 and Lemma 2. 
THEOREM 4. Let 
R := inf inf max{F(y, r), eeyL(r)} 
O<r<1 Y>O 
(2.6) 
(2.7) 
and define the function G(x) for x > 0 implicitly by 
G(x):={F(z, l):F(z, l)=emXF(x-z, l),O<z<x}. (2.8) 
Then 
,,ni~FC 1 B,(a, r) z min(1, a)“” min(R, G(a/n)). (2.9) 
Remark. The number R describing the asymptotic behaviour of the 
global error (a = co) has the value (4.0982107...)-’ and was already 
computed by Rahman and Schmeisser [ 111 by a somewhat different method. 
It is attained in (2.7) for the values (cf. [ Ill) 
r = r* = 0.4832939..., y = y* = 0.3598078.... (2.10) 
In case a < a,, where a,/n = 3.428985... is given by 
R = G(a,/n) (2.11) 
the local error is less than the global one and described by the function 
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G(a/n) showing that the choice r = 1 is then optimal for Pade- 
approximation. 
Proof of Theorem 4. For fixed r and a E [0, a] we have by Lemmas 3 
and 4 
=e -aIn Jle-Y -R [rnl,n(-Y)ll~?I-o,a-crl 
=e -o/n max{]]eY - ~,,,I,.(y)ll~~lo,aI, Ileey -R~,,,,,(--y)ll~l,,,,-,lJ 
z max{ [r min( 1, cz)] 1’n . min( 1, F(a/n, r)), 
min(1, a -a)“” e -“‘“E(min((a - a)/n, q(r)), r)}. 
From this we get 
(2.12) 
where 
I := inf ,,n(r(l ,jzf,, max{F(a/n, r), e-“‘“E(min((a - a>/6 &9h r)l. (2.13) 
(The upper estimate here is immediate; the lower one requires some 
additional arguments showing, e.g., that the cases F(a/n, r) > 1, a > a/2 and 
a < min(1, a/10) do not give the infimum.) 
For fixed a > 0 we now introduce 
I, := inf inf max{F(a’, r), e-“‘L(r)} (2.14) 
l/n<r(l min(m(r),a’)(a’-a’$n’ 
I, := inf inf max{F(a’, r), e-@‘E(a - a’, r) } (2.15) 
I/n<r$l Oio’-u’<min(s(r),a’) 
where we put a’ := a/n, a’ = a/n. Then we have I = min(l,, 12). Now in 
(2.15) apart from the case r = 1 we need only consider those a’ with 
a’ - a’ > 1 + r since otherwise both terms forming the “max” are decreasing 
in r so that the intimum is attained for r = 1 again. Also we have then 
necessarily r > l/3 since in case 1 + r > o(r) the feasible set in (2.15) is 
empty. Thus in view of o(l) = co and 
,,,j-n,f,<,, max{F(a’, l), eCa’E(u’ -a’, l)} 
\ \ 
= o~~~in~,Ca, max{F(a’, 1), eC’F(a’ -a’, I)} = G(c’) 
we find 
I, = min(G(a’), ,,$fc , ff(rN (2.16) 
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where we have introduced (provided that the feasible domain is non-void) 
H(r) = H(r, a’) 
.- .- inf 
rf i(a’-a‘<min(rp(r),a’) 
max(F(a’, r), ema’E(a’ -a’, r)]. (2.17) 
Below we shall prove the following crucial 
LEMMA 5. If a’ < 3.6, then on each subinterval [c, d] of 
[max(r,, l/3), l] the in~m~rn of H(r) has a value &min(H(c), G(a’)) where 
rl = r,(a) E [l/3, 1] is deJined by 
F(a’ - q~(r,), r,) = eea’+ QcrI)L(r,). (2.18) 
If no such Y, exists then we set T, := 0. 
Now, if l/3 <r < rl in (2.16) we have a’ - cp(r) > a’ - p(r,) > 0 and 
therefore by (2.18) and Lemmas 1 and 2 F(a’, r) > e-=‘E(a’ -a’, r) for all 
feasible a’ in (2.17) which does certainly not give the infimum. Hence we 
may assume r > max(l/3, r,) in (2.16). But then with the help of Lemma 5 
we see that for a’ < 3.6 
I, > min(G(a’), H(max(l/3, rr))) > min(G(a’), I,). 
Here we have used that by (2.18) H(r,) = max{F(a’ -q?(r,), r,), 
e-a’+qP(rl)L(r,)} > I, as well as H( l/3) = max(F(a’ - 4/3, l/3), 
e-a’+413L( l/3)] > I,. Hence we have from the foregoing estimate for I, and 
by (2.7) 
I = min(l,, 1*) > min(l, , G(a’)) > min(R, G(a’)). 
On the other hand clearly I < min(l,, G(a’)). 
Now G(x) is monotone increasing in x (this follows directly from the 
de~nition (2.8) by use of e-“F(x - zI l} =I e-‘E(x - z, 1)). Thus 
G(a’) <R <I, for all a < a, < 3.6n. In the complementary case a > a, we 
have G(a’) > R = I, since then the numbers r = r* = 0.4832939... and 
a’ =y = 0.3598078... from (2.10) satisfy the constraints in (2.14): a’ > 
3.428985.. > a’ + cp(r*). Thus the assertion of the theorem is proved. i 
Proof of Lemma 5. We treat the case r, = 0 first. Then we must have 
F(a’ - o(1/3), l/3) < e--O’+p(“3)L(1/3) an so for all feasible a’ in (2.17) d 
by Lemmas 1 and 2 
F(a’,r)<F(a’- I-r,r) 
< F(a’ - 4/3, l/3) 
< e-“‘+4’3E(4/3, f/3) 
Se- n’+‘+rE(a’ - (a’ - 1 - r), r) < ema’E(a’ - a’, r). 
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From this we find 
H(r) = inf e 
r+ I (a’-a’iminfwfrf,n’) 
-a’E(u’ -a’, r) 
=e --a’+‘+%(1 + r, r) 
which is strictly increasing for r E [l/3, 11. Thus the assertion of Lemma 5 
holds. 
Now let rl > l/3. Let us assume further on that r ,< r2 where r2 E [r, , 1 ] is 
defined by 
F(a’ - 1 - r2, r2) = e.-“+‘+‘2E(l f r2, r2) (2.19) 
and rz := 1 if no such r2 exists. Then for every r E [rl, r2] we have F(or’, r) < 
(2) e-*‘Eta’ - a’, r) where a’ = a’ - min(~(r), a’) (a’ = a’ - 1 - r respec- 
tively). This shows that for any r f [r,, r2] there is a unique j?(r) E 
[a’ - min(&r), R’), a’ - I - r] such that 
H(r) = F@(r), r) = e-B(r)E(fz’ -P(r), r). (2.20) 
From this defining equation and with the help of the formulas in Lemmas 1 
and 2 we derive 
P’(r) = 
e-~) dE/ar - aF/ar 
ar;;/ay+ e- 4(r)E(fzr - P(r), r) + e-““I aqay 
= W(p + GYP - 4) + ln@ + 4)/@ - 4)) 
WW f Wa’ -P(r)> 
(2.21) 
where (with values for y according to (2.20)) 
p:=P(r)+ 1 fr, L:= dpv = d@-Z-- r)” + 4P(r) 
(2.22) 
q := a’ --P(r) - I - r, k := Jq” + 4rfa’ -p(r)). (2.23) 
An easy calculation using (2.21) shows 
sgn H’(r) = sgn a’ -B(r) h In (2) -?1, ($-$I]. (2.24) 
We want to show now that the expression in brackets which we shall denote 
by K(r) has at most one zero. For this it will be sufftcient to prove that 
Co(r) = PI 
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O>-&)=- (P’h + (a’ -P) h’) ln 
h2 
+ q’h - qh’ 
2rh 
_ (/NY-p/i-y ln 
hT 
(2.25) 
We need some auxiliary inequalities. In view of r E [r,, r,] we have 
1 +r<a’-P<q(r)=(l +r)2/2(1 -r). (2.26) 
Since e’+’ F(l + r, r) > e4’3F(4/3, 1) > 1 > L(r) > E(a’ - p, r) = e4F(P, r) 
we know further 
I t r > /3 = P(r). (2.27) 
Now there holds /I’ > 0 by (2.21) and 
j3’h t (a’ -p) h’ 
=(l/h){P’[(u’-/?)(r- l)t (1 tr)‘] t (a’-/3)(u’-/I+ 1 +r)} 
so that by (2.26) the first term in (2.25) is negative. From (2.26) and (2.27) 
it follows that p < u’ -/I and hence that 
>l-2(1-r)+ 
/ a’ -p 
In view of the inequality ln(( 1 + x)/( 1 - x)) > 2x for x E [0, 1) this implies 
by (2.21) that (x = l/p) 
p, > ln0 + @l(P - 4) > F / WP ‘P’ 
(2.28) 
From this estimate and the formula 
P’h”-ph;=(l/~)[)[p’[p’-2pptP~t I--r)]-/Q-2/3)} 
we see that also the third term in (2.25) is negative. The remaining terms are 
q’h - qh’ pi? -p’ii 
2rh - 2rh 
l+rtu’-/I =-p 1 h2 - l+;-P/ 
(a’-@(a’--P-l+r) -/3(/3+1-r){ 
rh2 ri? I 
(2.29) 
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so that in order to establish (2.25) we only need to show that both terms in 
brackets are positive. The second one we can transform to 
(a’-P>(a’-B-l+r)-P@+l-I) 
rh* r/? 
But because of h”z>p@+ 1 -r) and h2-/?=ua’*-2u’@?+ 1 -r)< 
~‘(a’ - 2/3 - 1 + r) this expression is positive. 
For the first term in brackets in (2.29) we have 
l+r+u’-/.I (l+r-p) 
h* - p 
= & [-j?’ + P[2(1 + r) + a’] + (1 + r)(3 - r - a’)]. 
By (2.27) the function Q(J) := +I’ + p[2(1 + r) + a’] + (1 + r)(3 - r - a’) 
is strictly monotone increasing for all p = P(r) of (2.20). Assuming then that 
,b = P(r) > 0.64r, rE [r13r*l (2.30) 
we see that the term in question is positive if 
Q(0.64r) = -O.l296r* + r(3.28 - 0.36~‘) + 3 - a’ > 0 
for all r > l/3. But since Q(0.64r) is monotone increasing for a’ Q 8 this is 
true if Q(O.64/3) > -0.0144 + 1.09 + 3 - 1.12~’ > 0 which is the case for 
a’ < 3.6. Hence under assumption (2.30) we have proved that (2.25) holds. 
By (2.24) this means that H(r) is either monotone (decreasing or increasing) 
in r or else has only one interior extremum which must be a maximum then. 
Hence for a’ < 3.6 and for any subinterval [c, d] c [r-i, r,] 
inf H(r) = min(H(c), H(d)). 
c<r<d 
(2.3 1) 
In order to prove (2.30) let us assume the contrary. Then (2.20), (2.26) 
imply 
e0.64rF(0.64r, r) > E(u’ -P(r), r) > E(r + 1, 1) (2.32) 
for some r E [rl, r2]. Then we consider the function (for any fixed b > 0) 
Y(r) := ebrF(br, r)/E(r + 1, r). 
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Similarly to the computation of (2.21), (2.24) we get with the help of the 
formulas of Lemmas 1 and 2 
y,(r) = ebrJW9 4 
E(r+ 1,r) I b+~+ln$-&+ 11 r 
where, according to the choice of y, we have to set (cf. (2.22), (2.23)) 
p :=l + (1 + b) r, h- := &=iF, h=2dmj. (2.33) 
We shall now show Y’(r) > 0 for b = 0.064. We have 
f b+:+ln- 
I 
p-6 h 
p+h 
--+ 1 
l+r ! 
= h-h’(1 +r) + Pr-A+plA-pP 
(l+r)* r* 2r2b * 
With the help of (2.33) we can verify that 
[h - h’(1 + r)](l + r)-* = -2[h(l + r)]-’ < 0 
and that for b E (0, 1) 
(~r-~)2b+p’~-ph;=-(p--2r)= -l+(l-b)r <o 
2r*b r*h r*h 
Thus Y’(r) has at most one zero for any b E (0, 1) and will turn from 
positive to negative values there. But for b = 0.64 
sgn Y’(l)=sgn b+dm+ln 
b+2-dm- 
b+2+d%? 
= sgn(0.15...] > 0 
which shows that Y’(r) > 0 for b = 0.64. Now this implies a contradiction to 
(2.32) because 
e 
max 
0.64rF(0.64r, r) e0.64F(0,64, 1) 
1/3<r<1 E(r+l,r) = E(2, 1) 
= 0.9605... < 1. 
Hence our assumption /I(r) > 0.64r in (2.30) is proved. In order to complete 
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the proof of Lemma 5 it remains to study H(P) on the interval fr2* 1 f (if it is 
non-void). We observe that 
H(r) > l?(r) := inf 
O<a'-n'Cmin(rp(r),a') 
max(Ffa’, r), e-@‘E@’ - cf’, P)]. 
(2.34) 
Then for r > P, there is always a feasible p(r) satisfying 
tT(r) = F@(r), r) = e -w?qd - P”(r), I). 
For j?‘(y) and B’(r) there hold the same formulae as in (2.21). (2.24). 
However, if r f [r,, I] with rz < 1 by (2.19) we must have then p(r) > 
a’ - I - Y (in contrast to (2.26)) whence q < 0 in (2.23). An immediate 
consequence of (2.24) is then sgn i?‘(r) < 0 so that by (2.34) for all 
rE lr2,ll 
Together with (2.31) this finally establishes the complete assertion of the 
lemma. t 
Remark. The proof of Lemma 5 is complicated by the fact (cf. (2.24)) 
that for hrfr) we can only show that it is either monotone or concave. 
Indeed, this behaviour is confirmed by numerical results for the critical 
values of a. 
3. OPTIMAL PXECEWISE PAD&APPROXIMATION 
The local error estimates of the preceding section enable us to achieve the 
final goal of this paper, namely, to investigate whether the rate of approx- 
imation (on [O, “o)) can be improved by using piecewise Padl- 
approximation with equal total number of parameters. We look for the 
optimal distribution of the pieces and the degrees of the approximating 
rational functions. On every single interval I = fb, c] E-: [O, OS) we use Padl- 
approximation with optimal choice of the center and the ratio r of the 
degrees of the numerator- and denominator-polynomial. Hence as a 
gencraIi~atio~ of (2.6) for n = 0, 1, Z,,.. we consider the local error 
(3-l) 
with Rlm,&) defined by (1.1). Our aim is then to determine the asymptotic 
behaviour (N + 00) of the error 
(3.2) 
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The crucial point in the subsequent analysis is the following scaling property 
(easily verified from the de~nition (3.1)) 
E(n+ l,I+a)=e-aE(n+ 1,1), U>O (3.3) 
where I t a denotes the interval I translated by a. In [ 121 it has been shown 
that for any family with property (3.3) the sequence {ENINEU can be deter- 
mined as a fixed point of the following operator T defined on the class of 
sequences Z := {eN}NER- of numbers 
N>2 
N=l (3.4) 
where 
_e, := ,$z:, {e-“e, : Pev = E(N- v, [O, al)l. (3.5) 
The application of the operator T to a sequence (e,} of (global) errors may 
be interpreted as the attempt to improve the error e, by adding a new subin- 
terval with N - v parameters in an optimal way to the partition with v 
parameters and error e,. 
A further important property established in [ 121 is the monotonicity of T, 
i.e., for any two sequences e”” < .??‘) (t o b e understood component-wise), 
there holds 
Te”” < TZt2’. (3.6) 
Finally, we need 
LEMMA 6. Define the operator F as in (3.4), (3.5) but with E(n, [0, a]) 
replaced by ,!?(n, [0, a]) where A%(n, [0, a]) < E(n, [0, a])for some constant 
K > 0. Then, if a sequence e” is a fixed point of F, the sequence Z with 
e,, := KCU is a fixed point of the operator T. 
This fact has not been explicitly formulated in [ 121 but follows from the 
easily verified inequality _eN > eK for e, defined as above. Now we prove 
LEMMA 1. Define ? as in Lemma 7 with 
E”(n, [O, a]) := min(R, G(a/n))” (3.7) 
where R and the function G(x) are introduced in Theorem 4. For y > 0 
denote by Zv) the sequence of numbers eyvn := e- W. Then 3 v’ is a fixed point 
of Ffor any y > y,, , where y. = 1.88716923... is defined by 
e- y. = G&J. (3.8) 
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Proof: In view of the definition 
we have (N - v = n, a’ := a/n) 
-ey+” - oJ$y, {e(y-o’)n . * (y’ - a) n = yhr + n log min(R, G(a’))}. (3.9) 
eY,N 
l$n<N-I 
The constraint here is equivalent to 
-(N - n) y/n = a’ + log min(R, G(a’)). (3.10) 
Since the left-hand side of (3.10) is always <O and since G is a monotone 
increasing function this means that a’ < y,, where 
However, 
0 = y. +logmin(R,G(y,)). 
G(y,) = e-Y0 = (6.600657267...)-’ < R -’ = (4.0982...)-‘. (3.11) 
(We remark that by (2.8) y0 can be easily computed successively from the 
equations 1 = F(y, - z, l), e’F(z, 1) = e -(Yo-‘) . E;(y, - z, 1) in the unknowns 
y0 - z and z.) 
The restriction a’ < y,, shows now that y > y,, in (3.9) implies _ey,, > ey,N. 
But by definition (3.4), (3.5) for F this is just the assertion of the lemma. i 
The main result of this section is now easily established: 
THEOREM 5. The error EN of optimal piecewise Pad&approximation of 
e --x on [0, 00) defined by (3.1), (3.2) can be estimated by 
C,e-Yfl< EN < C,eeY@ (3.12) 
with positive constants C,, C, of size O(N3 log N). It can be obtained (up to 
these constants) by approximating epX on [0, y,,N] by the Pad&approximant 
of Theorem 4 and on [y,N, co) by the zero function. 
Proof: From Lemmas 6 and 7 we conclude that 
e, = Ke-70” 3 K < min(1, a) (3.13) 
is a fixed point of the operator T defined by (3.1), (3.2) and (3.4), (3.5). 
Here, we have used estimate (2.9) of Theorem 4 and assumed that K is a 
constant not depending on a. But this assumption is justified in view of the 
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fact that for any fixed point of I? the feasible a may be bounded from below 
by a > y,n (see (3.9), (3.10)). 
On the other hand, from the monotonicity of T we know (cf. (12, 
Corollary 31) that any fixed point e” of T with e, < C,R” < Efn, [0, a)) 
(with C, according to Theorem 4) gives a lower bound for E,. Since this 
condition for e, is satisfied by (3.11) and (3.13) the lower estimate of the 
theorem is established. 
Concerning the upper bound we consider the special approximation on the 
intervals [0, Y&] and [rJV, co) as described above. By Theorem 4 we 
immediately verify that this yields the estimate 
EN < C, rnax(G~~*~, e-70)* 
where C, has size O(N3 log N). n 
Theorem 5 shows that passing from global Pads-approximants to Pade- 
splines we can improve the rate of approximation of e-’ on [0, co) from 
R > l/(4.1) (see (2.9)) to G(y,) < l/(6.6) (see (3.11)). If one uses best 
rational approximation instead, a further improvement should be possible 
with a better rate, than that of best rational approximation on [0, co) which 
is still unknown. We cannot hope to achieve this by using a piecewise 
rational approximation which employs Pads-approximation on the initial 
interval [0, a]. This can be seen by the same arguments as above since 
applying repeatedly the operator T to such an initial approximation would 
again lead td the lower bound of Theorem 5. 
From the above analysis it is also clear that we have to study the local 
error on intervals of the form [O, cm] (n -+ co and a fixed) so that the sharp 
estimates of [2, 51 cannot be used for this purpose. Better estimates than for 
classical Pad&approximation might be obtained by using PadC-Laguerre- 
approximation for which explicit formulae have been obtained by Nemeth 
[6]. They are of the same nature as (1. l), (1.2) but involve complex 
integrals. An asymptotic estimate for the pointwise error is then derived as in 
Theorems 1 and 2 of Section 1. However, the “methode du col” has then to 
be replaced by its modification to the complex case known as the “saddle- 
point method.” From the formulas in [6] one can easily derive that the error 
for the (m, PI) Laguerre-Pads-approximation has at least m + IZ + 1 zeros on 
[0, co). However, it is not clear which one of the rn + n extrema of the error 
is estimated in {6] where the method is applied only formally. In addition the 
estimate in [6] becomes definitely wrong for general intervals [O, an], a > 0. 
The correct applications of the saddle-point method (cf. [9]) certainly still 
requires much work. 
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