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to compensate for the influence of linear and nonlinear distortion in digital satellite channels include optimization of channel filtering. With conventional linear filtering it has been experienced that there is still room for considerable improvement, so that it appears reasonable to investigate some forms of nonlinear filtering in an attempt to cope with those distortions.
In this paper a nonlinear equalizer structure is proposed, and its performance is analyzed. It is shown, by some examples of application to a 4-phase PSK satellite channel, that it can prove quite effective in terms of a tradeoff between performance improvement and hardware complexity.
I

I. INTRODUCTION
T has long been recognized that PSK/TDMA provides highly efficient use of power and bandwidth, for digital satellite communication, through the sharing of a single transponder by several earth stations accessing it. The increasing demand for digital satellite services requires the use of new frequency bands together with economical earth stations. For these future systems, operation of the satellite transponder and earth station amplifiers at or near saturation may be necessary to get a higher efficiency. In such a band-limited, nonlinear channel, a critical factor influencing the performance is the choice of transmit and receive filters, which must be selected in order to minimize the nonlinear distortions. With nonlinear elements interacting with the channel filters, the classical techniques used for minimizing linear interference, such as Nyquist fitering, become inappropriate. Even the use of an adaptive linear equalizer results in a substantial improvement in performance only when the channel nonlinearity is relatively mild [ 11 .
In conclusion, it appears that, in the presence of channel nonlinearities, linear signal processing is inadequate to cornpensate for distortions, so that nonlinear processors are called for. A highly effective technique for modem performance improvement is provided by maximum-likelihood sequence estimation based on the Viterbi algorithm [ l ] , [2] . This technique, which is known to provide more nearly ideal performance in a nonlinear satellite channel, suffers, however, the serious drawback of requiring too large a processing complexity, so that suboptimum processors are being analyzed for practical applications, with the goal of simplifying the hardware at the cost of some performance degradation [3] .
Recently, the linearization of the earth station amplifier (typically a TWT), through the use of feed-forward compensa- Manuscript received September 11, 1981; revised March 2, 1982 . This work was supported by NATO under Research Grant 1773. This paper was presented at the Ninth AIAA Conference, San Diego, CA, March 7-11, 1982 .
The authors are with the Istituto di Elettronica e Telecomunicazioni, Politecnico di Torino, 10129 Torino, Italy. tion or predistortion OF the RF or IF signal, has received considerable attention in the literature [6] . Some attempts have also been made to use those methods to linearize the characteristics of the on-board amplifier. The philosophy is that of inserting a nonlinear characteristic very close to the nonlinear amplifier, in order to obtain, for the cascade of the two devices, a nearly linear 1/0 relationship.
A completely different approach is considered in this paper. We analyze the structure and performance of a nonlinear equalizer designed to cope with the unwanted joint effects of the nonlinearities and the noise.
Our goal is to predict the improvement which may be achieved with this processor operating on a PSK/TDMA satellite channel. The idea of using a nonlinear equalizer structure to remove nonlinear distortions is basically not new. In fact,'in [4] a QAM receiver, incorporating adaptive equalization of nonlinearities, was investigated for data transmission over voiceband channels. It was shown in [4] that nonlinear equalization is a highly efficient technique for improving the modem error performance; however, the attractiveness of this technique is strongly limited by the complexity of its implementation. In fact, a very large number of taps in the transversal filter realization is required, accounting for the large memory span of the linear part of the channel.
On the other hand, satellite channels differ from voiceband channels in the sense that the nonlinearity is stronger for satellites, but the memory shorter: this motivates the hope that a nonlinear equalizer of limited complexity can prove beneficial for limiting the effect of nonlinearities.
These points are explored in later sections. In Section 11 we provide an account of a model of the digital satellite channel based on a Volterra series, and we use this description to provide the structure of a processor .for equalizing the nonlinearly distorted channel. The performance of the nonlinear equalizer is discussed in Section 111 with some examples showing that nonlinear equalization is a promising technique, in terms of the tradeoff between performance improvement and hardware complexity.
CHANNEL MODEL AND EQUALIZER STRUCTURE
Before describing the structure of a receiver capable of compensating for the distortions introduced by the channel nonlinearities, it is beneficial to get a deeper insight into the channel behavior, by providing a channel model based on a Volterra series. A complete account of the theory underlying this model is contained in [SI , so we shall recall here only the conclusions.
Assume for simplicity that the satellite channel has no uplink noise, so that it can be modeled as a bandpass, noiseless, nonlinear system with memory. Let its input be the sequence of M-ary phases ~p -~, cpo, cpl, . . e , and let T be the signaling period. If the carrier frequency f o is much larger than the modulated signal bandwidth, we can write the complex envelope of the channel output sample, taken at time t = to after addition of down-link noise, in the form where vo is a complex Gaussian random variable representing the down-link noise, and the Volterra coefficients of the discreteinput, discrete-output channel pk), fi<),n2 , n 3 , are a set of complex numbers which describe the effect of the nonlinear channel on the symbol sequence (cp, ). It can be recognized in (1) that the term with k = 1 describes the behavior of the linear part of the channel. This term includes the summation E , -l a , l~~~ which accounts for the useful term and the linear distortion. Similarly, the term with k = 2 is E n L~n 2 E n 3 a n l a n 2 "~3 H ' n " , ' , , , , , , , and accounts for the thirdorder distortion introduced by the channel, and so forth for higher order distortions. The absence of even-order distortions is due to the obvious fact that they generate spectral components which lie outside the channel bandwidth (centered at f o ) and, therefore, are rejected by a zonal fdter.
From a practical standpoint, the series (1) must be truncated to a finite number of terms, so as to get a finite-complexity approximation of the input-output relationship. Stated in another way, if we assume that the channel has no discontinuities, using an appropriate version of Weierstrass' theorem, the input-output relationship can be approximated within any desired degree of accuracy. Roughly speaking, the number of terms that must be retained in the summation over index k in (1) depends on how strong the nonlinearity of the channel is, whereas the number of terms that must be retained in the summation over indexes nl , -e , n 2 k P 1 depends on the length of the channel memory.
The number of Volterra coefficients needed to describe the channel behavior can be reduced by exploiting some obvious symmetries arising from the form of (1). In fact, coefficients first K indexes or for permutation of the last k-1 indexes do multiply the same symbols product, so they can be summed up. Thus, we are reduced to considering only coefficients which are symmetric functions of the first k indexes and the last k -1.
In the computational practice, the series (1) can be truncated by discarding those Volterra coefficients that lie below a preassigned threshold, whose value can be chosen through a careful analysis of the error involved. This analysis is performed by extending methods derived for the linear case [ 7 ] .
Experience shows that the number of terms that must be retained in (1) for accurate description of a typical satellite channel is reasonable.
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A. Volterra Coefficients for a Nonlinear PSK Channel
Analysis of the Volterra coefficients of a channel can lead to some useful observations concerning the effects of nonlinearities over the transmitted signal. Assume that the modulator output has the complex envelope
where a,, are the information symbols, and At) is the basic modulator waveform (typically, a rectangular signal with a T second duration). Then, by including a shaping filter with impulse response At) in the overall channel preceding the sampler, we get a discrete-input, discrete-output channel whose output sample sequence is described, assuming timeinvariance, by (4)
The structure of (4) reflects how the channel output depends both on the channel (through the Volterra coefficients) and on the information symbols. In particular, the symbol structure of PSK modulation (2) results into insensitivity to certain kinds of nonlinearities. In fact, since anan* = 1, it is apparent from (4) that certain Volterra coefficients H ( 2 k -1 ) will induce nonlinearities of order less than 2k-1. To be more specific, consider first the Volterra coefficients d::w2n3: if n , = n3 or n2 = n 3 , the channel nonlinearities reflected by these coefficients will not affect a PSK signal, because and the only contribution is to the linear part of the channel. Similar considerations on the higher order coefficients show that some of them contribute to the linear part, some others only to the third-order nonlinearity, and so on. These considerations can be pushed a little further if we observe that for an M-ary CPSK we have anM = 1, which results in an increased insensitivity of PSK to certain nonlinearities. This leads to the noteworthy conclusion that, for PSK, certain nonlinearities need only a linear compensation, and certain others affect the signal to a lower degree than for other modulation schemes.
The overall effect is a further reduction of the number of Volterra coefficients to be taken into account in the channel model.
As an example of an actual description of a PSK nonlinear satellite channel using Volterra series, consider the scheme of Fig. 1 , modeled in the complex baseband. The transmission (TX) filter includes the shaping filter and a four-pole Butter-
worth with 3 dB bandwidth 1.7/T. The traveling-wave tube (TWT) acts as a memoryless nonlinearity with a complex transfer function depending only on the input envelope. Its characteristic has been obtained 'by interpolating, with a seventhorder complex polynomial, the typical TWT transfer function shown in Fig. 2 , which takes into account the AMlAM and AM/PM conversion. The TWT is driven at saturation by the PSK symbols (2).
The receiving (RX) filter is a two-pole Butterworth with 3 dB bandwidth I.l/T. The computed Volterra coefficients for this channel, after deletion of the smallest, are shown in Table 1 . The thresholds used for the magnitude of Volterra coefficients are equal to 0.001 and 0.005 for the linear and nonlinear parts, respectively.
After a further reduction that takes into account the structure of CPSK symbols, the surviving coefficients are those shown in Table 11 . It is seen that the size of the reduction is relevant.
B. The Nonlinear Equalizer
The Volterra series representation (4) provides us with a basis for representing a general signal processor in the same form. In fact, it seems quite natural t o choose, for the general discrete-time processor, the structure suggested by (l), after truncation of the infinite sums. This processor can be implemented using a tapped delay line, a number of complex multipliers, and a summing bus, as shown in Fig. 3 . Thus, assuming a (2k-l)th order equalizer, i.e., a processor with nonlinearities up to order 2k-I, its output sequence Ofn) is related to the input sequence (x,) by the relationship
It can be seen from (5) that the output is related to the input by a fintie set of constants ex:), C$i!n2,n3,.... which will be referred to hereafter as the tap weights of the equalizer. Thus, the design of the equali- 
where the prime denotes transpose. We want to design the processor so as to get, at its output, a sequence of samples approximating, under a minimum meansquare error criterion, the sequence of channel input symbols which is amenable to the closed form solution
provided that S is positive definite. It is easily seen from the definition of S that this condition is fulfrled if for any nonzero tap gain vector c we have
Elc'X, l2 >o (14) i.e., the components of X , are linearly independent. For a nonzero, white Gaussian noise added to the channel output samples, this inequality is certainly true. In the noiseless case, it may happen that some components of X, are linearly dependent. This is the case we want to avoid because it adds complexity to the equalizer without any improvement in its performance. To see in a trivial example how this may happen, consider the distortionless case in which x, = a,. If the reduction process mentioned in Section 11-A were not carried out, the vector X , would include, for example, a,, an2a,*, u ,~c z , *~, -. e , as separate entries. But these take on equal values, thus causing the matrix S to be singular.
Some comments are appropriate here. Consider first the average involved in the computation of the matrix S and the vector g in(l0) and (I]), respectively. Since the model given by (4) is assumed to be available for x,, < n < 00, these averages can be evaluated with modest computational effoit using the techniques described in [SI . In particular, due to the limited complexity of the reduced version of (4),, it is often possible to evaluate, by exhaustive enumeration, the part of the average depending on information symbols, and, by hand, the part depending on noise. Another alternative is to resort to a time average, based on a simulation of the data and noise sequences.
The second comment refers to the choice of D in (9). This choice will obviously affect the performance of the equalizer, and its value should be selected so as to provide the minimum value of E. This is easy to do in an "off-line" design of the equalizer, like that described in this paper. But if the equalizer has to be made automatically adjusting, practical procedures for the selection of the optimum D have to be investigated, possibly by extending techniques successfully developed for linear equalization [8] . However, we shall not pursue this point further here.
DESIGN AND PERFORMANCE OF A
. .
NONLINEAR EQUALIZER
To show the feasibility of the technique described in the previous section, a number of examples have been worked out. Our approach was t o design a receiver structure based on a precise knowledge of the channel.
'
Performance of 4-phase coherent PSK has been evaluated on a class of channels with the structure depicted in Fig. 1 . Due to the envelope-dependent characteristics of the nonlinearity, by assuming different values for the bandwidth of the transmitting filter increasingly severe nonlinear channels can be considered.
The aim was to show the performance improvement that can be achieved using a limitedcomplexity nonlinear equalizer. This implies that a small number of linear and nonlinear terms should be considered in the equalizer structure. I t is clear that linear tap weights are not enough to compensate for the nonlinear distortion, so that after addition of a certain number of them the MSE will not show any significant reduction. At this point, we can start adding third-order taps, until the residual MSE does not decrease any further, showing that fifth-order taps have to be added, and so on. This situation is qualitatively clear, but it warrants further investigation to ascertain precisely the role that each nonlinear tap plays in reducing the overall MSE.
Our simulation experience has shown that good use of the allowable complexity can be achieved by allocating the nonlinear tap weights so as to make them ,a copy of the channel Volterra coefficients. In other words, it is convenient to introduce a tap, say Cijk ( 3 ) , if the corresponding Volterra coefficient Hijkcy' of the channel has a relevant magnitude.
Some simulation results are summarized in Tables I11 and  IV for the channel of Fig. 1 with two different transmitter filter bandwidths. The equalizer performance is shown in terms of the signal-todistortion ratio r), defined as the ratio between the signal power at TWT saturation and the meansquare error at the output of the equalizer. The situation with no equalizer tap weight refers to a case in which the receiver only compensates for the phase offset introduced by the nonlinear amplifier. It is seen in both cases of Tables I11 and IV that a substantial improvement can be obtained over linear equalization by introducing only a few nonlinear tap weights, chosen so as to match the channel Volterra coefficient structure.
IV. CONCLUSIONS
The results reported in this paper seem to prove the effectiveness of nonlinear equalization for the compensation of distortions in a digital satellite channel. However, before strong claims can be made about the practicality of this approach, several points may warrant further investigation as well as more extensive analysis. Among them are the effects of up-link and down-link noise on the performance of the equalizer, the possibility of making its structure automatically adjusting in order to account for imperfect knowledge of some channel parameters, and the complexity of its implementation for high symbol rates.
