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Resumo. A	aceleração	tecnológica	do	capitalismo	digital	tem	como	um	de	seus	elementos	a	ênfase	na	coleta	de	dados	―	em	
especial,	dados	pessoais	―	como	matéria-prima	para	a	operação	de	algoritmos	computacionais.	Em	meio	a	 tal	 fenômeno,	









[en]	 Questioning	 the	 right	 to	 privacy	 and	 data	 protection	 in	 light	 of	 biometric	
surveillance	
Abstract. One of the elements of technological acceleration in digital capitalism is the emphasis on data collection – in 
particular, personal data – as raw material for the operation of computational algorithms. In the midst of this phenomenon, 
there is a growing collection of information regarding human body characteristics, gathered by biometric technologies 
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1. Carne e informação: o que é o corpo da biometria?
“O	que	interessa	é	tornar	visível	–	e,	sobretudo,	 tor-
nar-se	 visível”.	É	 assim	que	Paula	Sibilia	 (2019)	 se	
refere	 ao	 comportamento	 contemporâneo	 de	 parcela	
considerável	 da	 população	 mundial	 perante	 as	 tec-
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isso	 afeta	 a	 própria	 constituição	 das	 subjetividades.	
Muito	embora	as	reflexões	da	autora	estejam	diretamen-
te	conectadas	com	a	perspectiva	do	uso	“recreativo”	das	
tecnologias, a forma como ela problematiza o conceito 
de intimidade e o percebe como extimidade, por exem-
plo, pode ser um recurso bastante contundente para se 
questionar	um	outro	uso	que	vem	sendo	conferido	a	re-
cursos como as tecnologias biométricas.
Esse	 tipo	de	 tecnologia	 se	desenvolve	por	meio	da	
captura de dados pessoais extraídos dos corpos. Para 
melhor	compreendê-la,	destacamos	a	definição	de	bio-
metria apresentada por Arun Ross e Anil Jain:
Biometria	é	a	ciência	de	estabelecer	a	identidade	de	
uma pessoa com base nos atributos físicos (por exemplo, 
impressões	digitais,	face,	geometria	da	mão	e	da	íris)	ou	
comportamentais	(por	exemplo,	dinâmica	do	caminhar,	
assinatura	 e	 teclado)	 associados	 a	 um	 indivíduo.	 Um	
sistema biométrico típico usa sensores projetados ade-
quadamente	para	capturar	a	característica	biométrica	de	
uma	pessoa	e	a	compara	com	as	informações	armazena-








de acesso a dados, como o reconhecimento facial para o 
desbloqueio	de	um	smartphone.	A	segunda	é	o	controle	
de acesso a áreas ou materiais, como a abertura de uma 
porta	por	meio	de	um	sensor	de	impressões	digitais.	A	
terceira	diz	respeito	à	validação	de	uma	alegada	identi-
dade em face de credenciais já cadastradas; é o caso do 
controle	 de	 fronteiras	 nacionais.	A	 quarta	 é	 o	 registro	
ou	 identificação	 de	 indivíduos	 cuja	 identidade	 precisa	
ser estabelecida por meios biométricos, mormente utili-
zando bases de dados distribuídas ou centralizadas – os 
casos	mais	recorrentes	são	as	aplicações	militares	e	de	
law enforcement (Day, 2015).









com o passar do tempo.
David	 Lyon	 (2008)	 sustenta	 que	 a	 atratividade	 da	
biometria	 está	 no	 fato	de	que	 a	 identificação	pode	 ser	
realizada a partir de características possuídas por prati-





mitem	visualizar	 a	 sua	 abrangência.	Há	 uma	multipli-
cidade	 de	 usos	 que	 pode	 ser	 conferido	 a	 essa	 espécie	
de	 dado,	 que,	 por	 ser	 extraído	de	 elementos	 corporais	
únicos	 e	 específicos	 de	 cada	 pessoa	 são	 tratados	 pela	
legislação	 brasileira	 como	 dado	 sensível.	 Repetindo	 o	
marco regulatório europeu (General Data Protection 
Regulation),	 a	 lei	 brasileira,	Lei	Geral	 de	Proteção	de	












mesmo sem deixar uma marca explícita, obriga-nos a 





taficação	 recebe	 tratamentos	distintos.	O	 fenômeno	da	




isso, os limites entre o corpo-físico e o corpo-informa-
ção	não	podem	mais	ser	tomados	como	certos	(Van	der	


























curitização	 de	 identidades;	 nesta	 perspectiva,	 o	 corpo	
não	mente,	 mas	 concebe	 uma	 verdade	 objetiva	 e	 não	




tos	 corporais	 estão	 crescentemente	 sendo	 usados	 não	
apenas	como	forma	de	identificação	ou	verificação,	mas	
também	como	instrumento	de	classificação.
A	 partir	 dessa	 perspectiva,	 surgem	 conceitos	 bus-
cando	definir	este	corpo	que	passa	por	um	processo	de	











problematizar.	 De	 fato,	 a	 digitalização	 do	 corpo	 traz	
consigo	a	automática	exclusão	dos	aspectos	subjetivos	
do	 ente	 observado.	 A	 pessoa	 humana	 torna-se	 mera	
“pessoa-fonte”	dos	dados	coletados,	o	que	confere	uma	
aparente	contradição	entre	sua	proteção	ético-jurídica	
e,	 por	 outro	 lado,	 a	 transformação	 do	 corpo	 em	uma	
fonte de conteúdos biológicos e informacionais (Cor-
rêa,	2010).	O	corpo	humano	é	“scaneado”,	interpreta-
do	enquanto	sistema	de	processamento	de	informação,	
sendo	ao	mesmo	 tempo,	 carne	e	 informação	 (Lemos,	
2013,	p.	180).
É	 o	 que	 Torrano	 e	 Barrinuevo	 (2016)	 denominam	
“políticas	 extrativistas	 sobre	 o	 corpo”:	 é	 empreendida	
uma	 captura	 biométrica	 dos	 dados	 que	 se	 encontram	
na	 superfície	 do	 corpo	 humano.	O	 uso	 do	 termo	 “su-
perfície” por parte desses autores transmite uma ideia 
essencial	para	a	compreensão	crítica	do	fenômeno,	uma	
vez	que	os	aspectos	constitutivos	da	identidade	humana	
são	 reduzidos	 a	 aspectos	 meramente	 físicos.	 É	 a	 par-
tir	desses	pontos	que	pretendemos	inserir	a	questão	da	
surveillance	que	vem	se	sobrepondo	aos	corpos-objeto,	






2. Corpo objeto: da surveillance à biopolítica
O	debate	acerca	das	concepções	possíveis	sobre	o	corpo	
é	extremamente	vasto	e	rico,	como	decorrência	das	suas	
múltiplas	 abordagens,	 pois	 diz	 respeito	 à	 forma	 como	
experienciamos	o	mundo.	Apesar	de	relevante,	não	pre-
tendemos	 adentrar	 às	 profundezas	 dessa	 questãomas	
partimos	do	seguinte:	ao	se	fazer	predominar	uma	visão	
objetiva	do	 corpo,	 retirando	o	 seu	 aspecto	 existencial/
sacro,	ele	se	 torna	objeto.	Se	nossos	corpos	são	meros	








Um	 dos	 pontos	 suscitados	 por	 Zuboff	 (2020b)	 diz	
respeito	aos	 legitimados	e	aos	 responsáveis	pela	 regu-
lação	desses	temas,	o	que,	tradicionalmente,	faz-se	por	
meio	de	instrumentos	normativos.	De	acordo	com	a	au-
tora estadunidense, dois grupos batalham intensamente 
na	definição	desses	papéis.	De	um	lado	está	a	indústria	













ser gerenciados e utilizados os dados pessoais, generi-
camente,	e	os	biométricos,	especificamente.	De	acordo	
com	Zuboff	(2020b),	a	dificuldade	em	concretizar	uma	
regulação	 jurídica	 da	matéria	 que	 favoreça	 a	 proteção	
das pessoas existe há mais de duas décadas; e para ela, 
por	ora,	há	um	lado	vencedor,	uma	nova	lógica	econô-
mica	que	ela	chama	de	surveillance capitalism.
Para compreendermos melhor esse ponto, destaca-
mos	que	a	surveillance pode ser compreendida, grosso 
modo,	 como	 vigilância.	 Sobre	 esse	 conceito,	 eviden-
ciamos	 as	 palavras	 da	 pesquisadora	 Fernanda	 Bruno	
(2013):




modos	 (visual,	mecânico,	 eletrônico,	 digital)	 e	 im-
plica	a	inspeção	regular,	sistemática	e	focalizada	de	





laridades ou cadeias causais, por exemplo). Ou seja, 
as	informações	apreendidas	pela	observação	devem	
ser	convertidas	em	conhecimento	a	respeito	daqueles	






Um	modo	de	abordar	a	noção	de	surveillance é a re-
tomada,	 a	 título	 de	 referência,	 da	 análise	 foucaultiana	
do panóptico de Jeremy Bentham para explicar fenô-
menos	 contemporâneos.	Tal	 referência	 é	 um	 ponto	 de	
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partida	teórico	para	a	problematização	da	surveillance, 
ainda	 que	 a	 aplicabilidade	 do	 conceito	 como	 modelo	
de	 análise	 na	 atualidade	 seja	 alvo	de	 controvérsia	 nos	
estudos	 de	 vigilância	 (Haggerty,	 2006).	A	 abordagem	




à	 docilização	 desses	 corpos,	 adestrados	 para	 se	 torna-
rem	obedientes	e	habilidosos;	nesse	sentido,	“é	dócil	um	
corpo	que	pode	ser	submetido,	que	pode	ser	utilizado,	
que	 pode	 ser	 transformado	 e	 aperfeiçoado”	 (Foucault,	
1999,	p.	163).	Essa	incidência	disciplinar	do	poder	so-
bre o corpo implicaria em analisá-lo minuciosamente, 
nas mais diminutas condutas e nos mais meticulosos 




O	 ambiente	 do	 panóptico	 é	 utilizado	 por	 Foucault	
como	uma	‘figura	arquitetural’,	onde	“basta	então	colo-
car	um	vigia	na	torre	central,	e	em	cada	cela	trancar	um	









Uma	 das	 características	mais	 notáveis	 do	 panópti-
co	e	das	instituições	disciplinares	é	que	a	disciplina	se	
restringia	 a	 grupos	 limitados	 de	 indivíduos.	 É	 aí	 que	
reside	uma	das	mais	 significativas	diferenças	 em	 rela-
ção	 às	 sociedades	 contemporâneas.	 Sob	 esse	 aspecto,	
entendemos,	novamente,	que	o	avanço	 tecnológico	 foi	
fundamental	 para	 tornar	 isso	 possível:	 a	 surveillance 
e	a	biopolítica	atuam	em	nível	populacional.	Por	 isso,	
buscamos os ensinamentos de Gilles Deleuze (1992), ao 
tratar das sociedades de controle, e do próprio Michel 
Foucault	 (2005),	 ao	 tratar	da	biopolítica,	modelos	que	
se	 sobrepõem	 às	 sociedades	 disciplinares,	mas	 não	 as	
substituem.
Nas	 sociedades	 de	 controle,	 “os	 indivíduos	 tor-
nam-se	 ‘dividuais’,	 divisíveis,	 e	 as	 massas	 tornaram-
-se amostras, dados, mercados ou ‘bancos’” (Deleuze, 
1992,	p.	222).	Se	a	sociedade	disciplinar	tem	a	produção	
do	indivíduo	docilizado	como	elemento	fundamental,	na	
sociedade de controle o poder circulará de forma difusa, 
por	meio	de	cada	indivíduo	(Luz,	2018).	Como	aponta	
Ayse Ceyhan (2012), a surveillance	 contemporânea	 é	
marcada por processos ocultos e silenciosos embutidos 
na	malha	social,	 e	portanto	 torna-se	difícil	que	 indiví-
duos	e	sociedade	estejam	cientes	da	existência	e	finali-
dades desses processos.
Outra	 análise	 importante,	 feita	 por	 Foucault,	 trata	
da	 emergência	 da	 biopolítica,	 deslocando-se	 a	 noção	








Ao agregar a temática da tecnologia aos estudos a 
respeito do poder e da surveillance,	 Rouvroy	 e	Berns	
(2013) trabalham com o conceito de gouvernementalité 
algorithmique.	Esta	leitura	percebe	que	práticas	estatís-
ticas	 anteriores	 são	 remodeladas	 e	 conferem	 espaço	 a	
novas	 formas	de	controle,	visando	à	produção	de	mo-
delos	que	permitam	‘conduzir	as	condutas’	das	pessoas	




espécies (Ceyhan, 2012, p. 40).
A	conexão	entre	todos	esses	temas	fica	evidente	quan-
do	 percebemos	 que	 o	 detentor	 do	 poder	 de	 armazenar,	









a	 perspectiva	 neoliberal	 da	 auto-responsabilização,	 do	
capital	humano	e	do	‘cada	um	por	si’,	segundo	Zuboff	
(2020a),	nos	iludimos	com	a	gratuidade	dos	novos	ser-



















foram roubadas de modo oculto.
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3. Capitalismo de vigilância e segurança pública: 















e	 as	 Olímpiadas	 de	 2016	 em	 território	 brasileiro,	 o	
país	 pôde	 também	 observar	 um	 aumento	 expressivo	
na	utilização	de	tecnologias	de	monitoramento	por	au-
toridades	públicas	(Vicente,	2016).	Na	Copa	de	2014,	
por exemplo, foram implementados doze Centros Inte-
grados de Comando e Controle (Ciccs), um para cada 
cidade	 anfitriã	 de	 jogos	 da	 competição.	O	 legado	 da	
Copa	se	estendeu,	 todavia:	após	o	fim	do	evento,	 to-
davia,	o	governo	federal	veio	a	inagurar	novos	centros	
em todas as capitais de estados do país, contando com 
modernas	tecnologias	de	controle	e	segurança	(Cardo-
so,	2018).
O	 governo	 federal	 brasileiro	 tem	 realizado	 repe-
tidas	 iniciativas	 legislativas	e	 regulatórias	com	o	fim	
de centralizar as bases de dados biométricos públicas 
do	país.	Em	2008,	o	Tribunal	Superior	Eleitoral	(TSE)	









(13.444/2017)	 passou	 a	 permitir	 compartilhamentos	




sistemas de reconhecimento facial, mas tecnologias 
de	monitoramento	por	câmeras	e	coleta	de	impressões	
digitais.	 Contudo,	 observa-se	 uma	 grande	 expansão	
no uso do reconhecimento facial no Brasil – um con-
sultor	 desta	 área	 afirma	 ser	 possível	 observar	 taxas	
de	 crescimento	 de	 20%	 a	 30%	 por	 ano	 nesse	 nicho	
do mercado brasileiro (Sistemas de reconhecimento, 
2019). Como um modo de ilustrar esse fenômeno, as 
duas	 situações	que	pretendemos	explorar	dizem	res-
peito	à	utilização	de	dados	biométricos	em	sistemas	




3.1. O sistema de “Portas Digitais Interativas” e sua 
repercussão jurídica














lise	 de	 dados	 utilizados	 por	 agências	 de	 inteligência	
se	 tornaram	 também	 indispensáveis	 às	 estratégias	 de	
marketing	 de	 grandes	 empresas.	 Portanto,	 além	 de	 as	
tecnologias de reconhecimento facial atenderem a de-

















de	 reconhecimento	 facial.	Questionava-se,	 pela	 via	 da	
proteção	 ao	 direito	 do	 consumidor,	 a	 captura	 compul-
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A	Ação	Civil	 Pública	mencionada	 foi	 ajuizada	 em	
agosto	de	2018	e,	quase	dois	anos	depois,	ainda	aguar-
dava	 uma	 decisão	 definitiva,	 muito	 embora	 estivesse	
respaldada	por	uma	decisão	provisória	favorável.	Nesse	
período,	outros	programas	de	utilização	de	sistemas	de	




o recém-implantado sistema de reconhecimento facial 
da	Secretaria	de	Segurança	Pública	baiana	detectou	um	
criminoso	foragido	que,	fantasiado	em	meio	à	multidão,	





3.2. O sistema de monitoramento da Companhia do 





nhas 1, 2 e 3 do metrô. A Companhia do Metropolitano 
de	São	Paulo	 (Metrô),	 operadora	 dessas	 linhas,	 publi-




























to	 no	 Estatuto	 coaduna	 com	 as	 previsões	 da	 LGPD,	
que	 estabelece	 que	 o	 tratamento	 de	 dados	 de	 crianças	
e adolescentes somente poderá ser realizado por meio 
de consentimento expresso do representante legal (Art. 
14,	§4º).	Nesse	sentido,	sustentam	que	o	modo	de	opera-
ção	previsto	para	o	sistema	não	faria	qualquer	distinção	
entre	 crianças	 e	 adolescentes	 e	 adultos,	 resultando	 em	
grande	potencial	lesivo	(T.J.S.P.,	2020).




dados e todos os seus pormenores, (iii) banco de dados 
a	 ser	utilizado,	 (iv)	 como	se	obteria	 consentimento	de	
responsáveis	por	crianças	e	adolescentes;	(v)	como	será	
realizada	a	anonimização	e	armazenamento	dos	dados;	
(vi)	 impacto	financeiro	de	 eventuais	 falhas	do	 sistema	
e	a	provisão	orçamentária	para	os	próximos	vinte	anos;	
(vii)	 governança	 do	 banco	 de	 dados	 e	 o	 compartilha-
mento	deles;	e	(viii)	motivação	pública	do	procedimento	
licitatório.
Dos	 subsequentes	 esclarecimentos	 prestados	 pela	
defesa	do	Metrô,	sublinhamos	alguns	pontos	relevantes	























tinha	 como	 objeto	 apenas	 a	 obtenção	 de	 tais	 provas.	










vazamento	 de	 dados	 pessoais	 de	milhares	 de	 usuários	
dos	 bicicletários	 das	 estações	 de	 metrô	 de	 São	 Paulo	
(Demartini, 2019).
3.3. Capitalismo de vigilância e tutelas jurídicas da 
privacidade: alguns apontamentos
Na	 prática,	mesmo	 que	 tenhamos	 leis	 de	 privacidade,	
elas	 não	 se	 mostram	 suficientes	 para	 lidar,	 por	 si	 só,	
com	os	problemas	atuais.	Nesse	sentido,	Zuboff	(2020b)	
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compreende	que	o	vazio	deixado	pela	falta	de	renova-
ção	 dos	 paradigmas	 jurídicos	 ameça	 a	manutenção	 de	
padrões	de	respeito	à	privacidade,	uma	vez	que	é	o	ca-







mesmo o Direito passa imune: é também contaminado, 
imprimindo	o	seu	valor	em	leis	e	manifestações	judiciais	
(Brown,	2017).
Vários	 desafios	 são	 trazidos	 à	 seara	 jurídica	 pelo	
avanço	das	práticas	de	vigilância.	O	direito	não	conse-
gue	lidar	com	a	aceleração	do	desenvolvimento	tecno-
lógico,	 buscando	 estabilidade	 e	 segurança.	As	 normas	
que	versam	sobre	privacidade	e	proteção	de	dados	são	
mormente	nacionais	ou	regionais,	ao	passo	que	o	fluxo	




bre a matéria, pois normas com teor técnico, ou especia-




Em	 que	 pesem	 tais	 constatações,	 reforçamos	 que	
é	 fundamental	 reconhecer	que	 a	 tutela	 jurídica	da	pri-
vacidade	 e	 da	 proteção	 de	 dados	 pessoais	 precisa	 ser	
aprofundada.	Boehme-Neßler	 (2016)	 afirma	que	o	ob-
jetivo	da	proteção	jurídica	de	dados	pessoais	é	assegu-
rar	 a	 dignidade	 humana	 e	 o	 livre	 desenvolvimento	 da	
personalidade,	 dado	 que	 a	 privacidade	mostra-se	 uma	











nos	 quais	 o	 direito	 se	 inclui,	 encontram-se	 plasmados	
por	questões	econômicas	e	de	controle.	A	comodificação	











de um método capaz de reconhecer pessoas em massa 
se	 confirmou;	 porém,	 a	 sua	 confiabilidade	 vem	 sendo	
colocada	 em	 cheque	 em	 razão	 das	 falhas	 a	 que	 esses	
sistemas	 são	 suscetíveis,	 o	 que	pode	produzir	 danos	 a	
direitos fundamentais e personalíssimos.
Entendemos	que	a	opção	pelo	uso	da	biometria	como	







serção	do	debate	sobre	a	surveillance e com o resgate 
muito	sucinto	de	conceitos	trabalhados	por	Michel	Fou-
cault,	como	biopolítica,	dispositivo	de	segurança,	gover-
namentalidade neoliberal, e de Gilles Deleuze, como a 



















da	 regulação	 nacional	 de	 fenômenos	 crescentemente	
globais.	Percebem-se,	todavia,	alguns	casos	que	podem	




caso	 brasileiro,	 os	 esforços	 dos	 legisladores	 não	 pare-
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