Singular values and maximum rank minors of generalized inverses are studied. Proportionality of maximum rank minors is explained in terms of space equivalence. The Moore-Penrose inverse A † is characterized as the {1}-inverse of A with minimal volume.
Introduction
Throughout this paper A is an m × n real matrix of rank r, a fact denoted by A ∈ IR It helps to think of the k-volume of A as the (ordinary) Euclidean norm of vec C k (A). In particular, for k = 1, the 1-volume of A = (a ij ) is its Frobenius norm
and for r = rank A, the r-volume of A is
The r-volume vol r A is sometimes called just the volume of A, as in [3] , and denoted by vol A. It should be noted that the k-volume of A is not the volume of its k-th compound. Indeed, for
. Its volume (i.e. its r k -volume) is given in terms of the
The left side is a product of the singular values of A, each appearing exactly
times, and the result follows from (1.4b). The study of generalized inverses reveals instances where corresponding maximum rank minors of two matrices A, B are proportional, i.e.
det A IJ = α det B IJ (1.6) for some α = 0. For example, the corresponding maximum rank minors of A † and A T satisfy
see [3, Lemma 3.2] . Proportionality of maximum rank minors is an essential feature in the study of generalized inverses for matrices over integral domains, see [1] . We explain this proportionality in § 2, through the conecpt of state equivalence. Singular values of generalized inverses are studied in § 3. The Moore-Penrose inverse is characterized as the {1}-inverse of minimal volume in § 4.
In § 2 we have occasion to use Plücker coordinates, a concept from multilinear algebra, see e.g. [8] , [9] . The Plücker coordinates of an r-dimensional subspace L ⊂ IR n are the components of the exterior product 
Space equivalent matrices
The following definition describes matrices representing linear transformations between the same subspaces.
Let L, M be subspaces of IR n , with dimensions , m respectively, and let ≤ m. We denote by cos{L, M } the product of the cosines of the principal angles between L and M , see e.g. [6] . 
We extend this result to matrices of arbitrary rank in Theorem 1 below. First we need
Proof: If S is singular, then both sides of (2.3) are zero. Let S be nonsingular. Then rank (SA) = m , and
Proof of (2.4a): If rank B T A < r then there is an x ∈ IR n such that Ax = 0 and B T Ax = 0. Therefore one of the principal angles between R(A) and R(B) is 
The proof of (2.4b) is similar.
2
Example 1 If P is idempotent then its eigenvalues are 1, 0 and its nonzero singular values are all ≥ 1. Thus volP ≥ 1. More precisely,
where R(P ) is the range of P , and R(I −P ) is its null-space. This follows from (2.4a) with A = P, B = P T so that B T A = P 2 = P . Therefore volP = 1 if and only if P = P T , i.e. P is an orthogonal projector. 
B). To prove (d) =⇒ (a) we note that the matrix C r (A) is of rank 1, and of the form xy T where x and y are the Plücker coordinates of the subspaces R(A) and R(A T ), respectively. From (d) it follows that C r (B) = α xy T , proving that R(A) and R(B) have the same Plücker coordinates and therefore R(A) = R(B). Similarly R(A T ) = R(B T ). 2
Example 2 The matrices A † and A T are space equivalent. Therefore
for all indices IJ of r × r submatrices. Adding the squares of these expressions we get
proving (1.7).
Singular values of generalized inverses
Let A ∈ IR m×n r have the singular value decomposition (SVD)
where U, V are orthogonal, and Σ is a diagonal matrix, with the singular values of A
The general {1}-inverse of A is 
where s = rank G (≥ rank A). Then
Proof: Dropping U, V we write
where ? denotes a submatrix not needed in this proof. Then for i = 1, . . . , r,
proving the theorem. 2
Proof: The statement that G is a {2}-inverse of A is equivalent to the statement that A is a {1}-inverse of G. Then (3.6) follows from (3.5) by reversing the roles of A and G. 2 Note: For a {1, 2}-inverse the inequalities (3.6) are equivalent to (3.5), and give no further information.
If G is a {1, 3}-inverse of A, the inequalities (3.5) can be reversed in the following sense.
Theorem 4 Let A ∈ IR
m×n r and let G be a {1, 3}-inverse of A, with singular values
, where s = min{m, n} .
In particular, if m = n and r = n − 1, then 
Minimal volume characterization of the Moore-Penrose inverse
It was shown in [7] that the Moore-Penrose inverse A † is of minimal r-volume among all {1, 2}-inverses of A, and it is the unique minimizer, i.e. this property characterizes the Moore-Penrose inverse. The Moore-Penrose inverse was also shown in [4] to be the unique minimizer among all {1, 3}-inverses of a class of functions including the unitarily invariant matrix norms. From Theorem 3 we conclude that for each k = 1, · · · , r, the Moore-Penrose inverse A † is of minimal k-volume among all {1}-inverses G of A, The easiest case is k = 1. The claim is that A † is the unique solution X = (x ij ) of the minimization problem (P.1) minimize
where by (1.3) vol
We use the Lagrangian function
where Λ = (λ ij ) is a matrix Lagrange multiplier. The Lagrangian can be written, using the "vec" notation, as
and its derivative with respect to vec X is
see e.g. [5] . The necessary condition for optimality is that the derivative vanishes,
This condition is also sufficient, since (P.1) is a problem of minimizing a convex function subject to linear constraints. Indeed, the Moore-Penrose inverse A † is the unique {1}-inverse of A satisfying (4.3) for some Λ (see e.g. [2] ). Therefore A † is the unique solution of (P.1). An alternative (simpler) way to show this is by writing (3.3) as
We conclude that vol
proving that A † is the unique minimal norm {1}-inverse of A. For any 1 ≤ k ≤ r the problem analogous to (P.1) is
We note that AXA = A implies
Taking (4.6) as the constraint in (P.k), we get the Lagrangian
It follows, in analogy with the case k = 1, that a necessary and sufficient condition for optimality of X is
Moreover, A † is the unique {1}-inverse satisfying (4.7), and is therefore the unique solution of (P.k). For k ≥ 1, the result analogous to (4.5) is vol
