Consider the Kaplan-Meier estimate of the distribution function for right randomly censored data. We show that a U-statistic defined via this estimate is asymptotically normal. Under a condition of degeneracy, different from the degeneracy condition in uncensored models, it has an asymptotic nonnormal distribution. © 2002 Elsevier Science (USA)
INTRODUCTION
Let X 1 , ..., X n be independent random variables with distribution F. Let h(x 1 , ..., x m ) be a real valued function symmetric in its arguments. The U-statistic with kernel h is defined as Asymptotic properties of these statistics may be found in Lee (1990 Bose (1998) and Lee (1990) for other examples.
Often the original observations are censored from the right. This means that Y 1 , ..., Y n is another sequence of iid random variables, independent of {X i }, with common distribution G, and one observes (
It is a natural question how the results above get modified under this model. Such results would be potentiallyuseful for studying the asymptotic properties of statistical functionals in the censored case.
Note that the usual U-statistics gives equal weight to all combinations. If the kernel size is one, this amounts to using the empirical distribution which puts mass 1/n at all X i as the estimate of F. This equal weighting is not appropriate in censored data.
There are several estimates of F in the literature for censored data. The most famous is the Kaplan-Meier estimate. To describe this, suppose Z 1 : n [ · · · [ Z n : n (1.1)
It is easily seen that F n puts mass only at the Z-values and the mass at Z i : n equals 1 − d [j : n] n − j 2 .
(1.2) KAPLAN-MEIER U-STATISTICS
Thus, if there is no censoring, then d [i : n] =1 and hence W in =1/n for all
Suppose now that h( · ) is a real valued function. If we use the KaplanMeier weights in the criterion mentioned in the beginning with m=1, we get the estimator S 1n (h)/S 1n (1), where, for any f, we define
(1.3) Stute and Wang (1993) and Stute (1995) considered S 1n (f) to be the analogue of the sample mean of {f(Z i )}. If the random variables are uncensored it reduces to the usual sample mean. Because of the above discussion, S 1n (h)/S 1n (1) may also be considered as an analogue of the sample mean. Note that S 1n (1) is not equal to 1 in general. Now consider kernels of size two. By extending the above analogy, Bose and Sen (1999) introduced the following U-statistics of degree two under this model. Let f( · , · ) be a real function, symmetric in its arguments. Let
(1.4)
Our goal in this paper is to study the asymptotic distributional properties of this statistic. Such results may turn out useful in studying the asymptotic properties of M 2 estimates and other quadratic statistical functionals in the censored case.
Let us introduce some further notations and mention some of the results already known for the above statistics:
Let H be the distribution of Z 1 . (i) (Stute and Wang, 1993) If > |f(x)| F(dx) < . then as n Q .,
Then (1 − H)=(1 − F)(1 − G). For any distribution D, let D{a}=D(a) − D(a −
almost surely, (1.5)
where
(ii) (Stute, 1995 , Theorem 1.1) Under assumptions given in (2.12) and (2.13) later, to ensure finite variance and to control the bias, the following representation holds,
where R n =o P (n
−1/2
). The functions c j ( · ), j=0, 1, 2, are defined in Section 2. (The representation appears to need a condition stronger than assumed by Stute (1995) . See Remark 1 in Section 2.) This implies that
(iii) (Bose and Sen, 1999) If E F |f(X 1 , X 2 )| < ., then as n Q .,
Gijbels and Veraverbeke (1991) considered a class of truncated Kaplan-
where 0 < T < y H is fixed. They derived the limiting normal distribution for these statistics by using integration-by-parts. They rightly remark that from the point of application, this truncation is undesirable.
Here we study the asymptotic distribution of U 2n (f) in its full generality. In Section 2 we show that n
) is asymptotically normal solely under appropriate moment conditions. Our moment conditions are equivalent to the requirement that f( · , · ) belongs to the tensorproduct of appropriate Banach spaces (see Section 3). This extends the CLT of Stute (1995) given above. As already mentioned, it appears that their condition needs to be strengthened slightly to obtain this result.
Our analysis follows Stute (1995) . For simplicity, we start with a f( · , · ) Stute (1995) expressed his statistic as a sum of three leading terms. One of them is a mean of iid random variables and the other two are the final result of projections of several approximating U-statistics of orders two and three. Similarly, we express our statistics as a combination of the projections of four U-statistics (in the usual sense) plus a remainder. The asymptotic normality then follows. The support restriction is then removed by an argument similar to that given in Stute (1995) .
The normal limit for usual U-statistics can be degenerate under the wellknown condition of degeneracy. Similarly, the above limit in the censored case can also be degenerate. We address this issue in Section 3. There we show that under the appropriate condition of degeneracy in the censored case, and with an appropriate centering h, n(U 2n (f) − h) has an asymptotic distribution given by a double Wiener integral. The condition for degeneracy is different from the uncensored case. Thus, situations can arise where the uncensored U-statistic is not degenerate but its censored version is and vice-versa. We demonstrate all these by a few examples.
In the degenerate case also, we start with a restricted f. But the analysis is more delicate and cumbersome. First, extracting the relevant leading (degenerate) U-statistics requires significant additional work. Second, the remainder term needs to be of a much smaller order. Third, removal of the compact support assumption is more involved. In particular, all these need higher order Taylor's expansion, leading to several additional U-statistics. Once the representation is established, the limit distribution is then given by the double Wiener integrals of the degenerate U-statistic kernels which appear as the leading terms. See Theorem 3(a) and Remark 4 for a discussion of this. Our method may be extended to establish limit theorems for kernels of degree greater than two. But the algebra will become quite formidable. We wonder if there is some simpler approach to this problem.
Interestingly, U-statistic leading terms have also been encountered by earlier authors in the context of the Kaplan-Meier process. See, for example, Susarla and Van Ryzin (1980) , who consider and Koul and Susarla (1982) , who study n
(Here M n > 0, t n > 0, s n > 0 are appropriate constants, h n ( · ) deterministic, and F 0 n survival functions, n \ 1.) However, they work with a slightly modified estimator F n .
THE NORMAL CONVERGENCE
In this section we tackle the regular case and prove a central limit theorem for U 2n (f). First we define the functions involved in Eq. (1.6) to establish notation and to facilitate a comparison with the result of Stute (1995) . Define
(1 − F(y)) G(dy)
(
G(dy) (1 − H(y))(1 − G(y)) .
Define the empirical (sub)distribution function estimators of H, H 0 , and
when H is continuous. The proof is along the proof of Lemma 2.1 of Stute (1995) and hence is omitted. It may be found in Bose and Sen (1996) .
We now extract the leading terms of S 2n (f) by expanding the exponent above. A higher order expansion will be used in the next section. However, we decided to present the simpler expansion of this section separately for the sake of transparency and also as an insight into the more detailed analysis of the next section.
Define
Observe the two terms in the exponent for the expression of S 2n (f) given in Lemma 1. Using the bivariate Taylor's expansion for exp(x+y) around
where D i and D j lie between (a in , a i0 ) and (a jn , a j0 ), respectively. The contributions to the leading term come from the C in terms. The C in term called T 1 below will be seen to contribute three (approximately) V statistics called T n1 , T n2 , and T n3 .
Lemma 2(a) claims the negligibilty of the remaining contribution from T 1 . Lemma 2(b) and 2(c) claim the neglibility of the terms involving B in and the terms involving the squares. The lemma is proved under a support condition on f and the square integrability of the kernel. The omitted proof is availale in Bose and Sen (1996) but we stress that the main benefit of the support condition (2.8) is that all denominators are bounded away from 0 and thus integrability problems are avoided.
To isolate the leading terms, first note that for z < Z n : n ,
Hence
Note that after cancellations,
Lemma 2. Suppose the following two conditions hold:
(b)
Having identified the leading terms, it is now a matter of expressing them in a more compact form. From (2.6), and Lemma 2(a)-2(c), it follows that if (2.7) and (2.8) hold,
where R n =O(n −1 log n) almost surely. Expression for (−T n1 +2T n2 − T n3 ) is given in (2.6).
Using the fact that for x < y H ,
the first term in (2.6) may be written as n 10) and the second term in (2.6) may be written as n
Note here that
We are now ready to give the central limit theorem. The proof is given in the Appendix. Theorem 1. Suppose that the following conditions hold:
(2.12)
). (2.14)
Remark 1. Let us consider now the conditions under which Stute (1995) obtained his representation (Eq. (1.6)):
Condition (S1) (Condition (1.5) in Stute (1995) ) is the appropriate second moment condition and Condition (S2) (Condition (1.6) in Stute (1995) ) controls the bias n
which may not converge to zero. See Stute (1994) for a discussion of this issue.
Notice that Condition (2.12) is the exact analogue of Condition (S1), and the first condition in (2.13) is the analogue of Condition (S2). The other two conditions in (2.13) arise because we are now dealing with f( · , · ) belonging to a certain tensor-product space. This space is defined in Section 3 (Eqs. (3.6)-(3.7)) where we also include a discussion on these four conditions. Note also that in all the three conditions in (2.13), we have used
strengthens the assumption but this seems to be an essential requirement. We were unable to establish the square-integrability of c 2 ( · ) in Theorem 1.1 of Stute (1995) otherwise. The analogues of c 2 ( · ) in our case are c 4 ( · ) above and c 3j (f) ( · , · ), j=1, 2, 3, in (3.8) -(3.9) (Theorem 2, Section 3) which are actually the tensor-products of c 2 ( · ) with itself and the other two functions of Eq. (1.5) (i.e.,
Remark 2. Consider the denominator S 2n (1) of U 2n (f). For the sake of simplicity, assume that F( · ) and G( · ) are continuous. Then the leading summand L(Z 1 , d 1 ; 1) of (2.14) takes the form
. Thus if conditions (2.12) and (2.13) hold for f -1, then
Thus if f and the constant function 1 satisfy (2.12) and (2.13), we get a representation for c 1 S 2n (f)+c 2 S 2n (1) by Theorem 1 and consequently the asymptotic normality of
(y H ) almost surely under our conditions by the SLLN of Bose and Sen (1999) ). In the special case of continuous F( · ) and G( · ) and
Example 1. Consider the variance kernel, namely,
To facilitate comparison with the uncensored case, as well as to keep the discussion technically simple, assume that F and G are both continuous and
Then,
I{y < x}((1 − H(y))(1 − G(y)))
−1 × 3 F y H −. (u − m) 2 I{u > y} F(du) 4 G(dy) +s 2 F y H −.
I{y < x}(1 − G(y))
Finally we get,
Note that the first term on the right side above is exactly the Hajek projection of the variance kernel in the uncensored case (that is, when d 1 -1 and G is the point mass at .).
Example 2. Consider the problem of testing H 0 : F=F 0 vs H 1 : F ] F 0 . Koziol and Green (1976) 
2 F 0 (dx) in the random censoring framework. Let us now modify this statistic slightly as follows, in conformity with the structure of our U-statistic
Assume, again, that F 0 , G are continuous. We shall now show that, if
(CV n − c) is asymptotically normal for an appropriate centering constant c-a scenario quite different from the uncensored case where f(x 1 , x 2 ) is a degenerate kernel under H 0 and hence nCV n is asymptotically a weighted sum of i.i.d q 2 1 random variables. In Section 3 (Example 5), we show that if F 0 (y H )=1, f( · , · ) is a C-degenerate kernel (Definition 1, Section 3), and the limit of nCV n is similar to that in the uncensored case. Now under continuity and with F 0 (y H ) < 1, we have under H 0 ,
Further, by reworking the arguments of Lemma 2.1 through Theorem 1.1 of Stute (1995) , with W in replaced by W 2 in , we get
under the stronger conditions that (see (S1), (S2) in Remark 1)
(We remark here that the negligibility of n 1/2 ;
perhaps holds under weaker conditions, by analogy with the uncensored case. This can probably be established by the martingale arguments of Stute and Wang (1993) , which, however, is beyond the scope of the present work. Hence we take the weak representation approach of Stute (1995) ).
By these observations, and by Theorem 1 and Remark 2, it follows that under H 0 , continuity, and for 
Remark 3. Theorem 1 in principle may be extended to statistics of the form below, involving higher order kernels by using arguments similar to those used above. However, the algebra may be quite formidable.
THE DEGENERATE CASE
In this section, we obtain the limit distribution of S 2n (f), and hence of U 2n (f), when the kernel f( · , · ) satisfies a degeneracy condition. Note that the two terms in the representation (2.14) are all first order projections of several U-statistics of order two or more. The first term is the projection
The other terms are the projections of the U-statistic in (2.2). If P f (Z)=0, it is easy to see that the leading term in (2.14), 
Under continuity of F( · ) and
Recall that the condition of degeneracy for uncensored U-statistics is > 
Hence f(x 1 , x 2 ) is a C-degenerate kernel, but not degenerate in the usual sense.
Example 4. Let, again, F be continuous and define m(
Thus if either F(y
Example 5. Consider the Cramer-von Mises statistic CV n of Example 2, Section 2. Assume now that F 0 (y H )=1, in addition to continuity of F 0 , G. The f( · , · ) defined in that example now becomes C-degenerate, since
In Definition 1, note that if Case (B) holds, we may reduce it to Case (A) by considering the kernel (f( · , · ) − c). Hence in the following, by C-degeneracy we shall mean Case (A) WOLG. To derive the limit distribution, note that by C-degeneracy, Eqs. (2.9)-(2.11) and (2.14), since
) expansion of S 2n (f). It turns out that there are additional U-statistics which now contribute. Since these U-statistics are degenerate in any case, they had not appeared in the discussion of the normal limit. Below, we express S 2n (f) as a sum of Ū 2n (f) and five other degenerate U-statistics, plus an o P (n −1 ) remainder. In obtaining these expansions, we again first impose the restriction (2.8), and continuity of H( · ), in addition to C-degeneracy. Subsequently, the restriction is removed as in the proof of Theorem 1 of Section 2.
Refer to the representation for S 2n (f) in Lemma 1. We now use a degree 3 expansion for exp(x+y) around (a i0 , a j0 ) (recall that exp(a i0 )=c 0 (Z i ) , see definition of a i0 after the statement of Lemma 1) and get
are defined as before, and the definition of
The terms T 2 and T 6 , in addition to Ū 2n (f), determine the limit distribution of S 2n (f). All other terms will be shown to be o(n −1 ) almost surely. Further, T 2 and T 6 admit representations as a sum of degenerate U-statistics plus a remainder. For this purpose, we need a higher-order expansion for C in than that in Section 2.
Recall that
Write, for s < Z n : n ,
− 3 F I(s < Z i ) I(s < t)(1 − H(s))
n\ 2,
The following lemma gives the representation for T 2 . Its proof, given in the Appendix, uses an argument similar to that used in the proof of Lemma 2(a) along with properties of degenerate U-statistics.
Lemma 3. Under (2.7) and (2.8), we have
T 2 := 1 n 2 C 1 [ i < j [ n g f (Z i , Z j ) d i d j (C in +C jn ) = − F {v ] t} 5 F g f (u, v) a 3 (s, t, u) H 0 (ds) H 1 (du) 6 (H n − H)(dt) H n1 (dv) +F {v ] s} 5 F g f (u, v) a 2 (s, u) H 1 (du) 6 (H n0 − H 0 )(ds) H n1 (dv) − n −1 a 1 (f)+o P (n −1 ) as nQ .,(3.
4)
i.e., a 2 (f), a 12 (f), a 1 (f) are the expectations of the three U-kernels given in (3.5) below with {t=t}, {t=s}, and {s=s}, respectively.
The next lemma provides the expansion for T 6 . Its proof is given in the Appendix.
Lemma 4. Under (2.7) and (2.8)
Lemma 5 provides the negligibility of the terms T 1 , T 3 − T 5 , T 7 , T 8 . The term T 1 , involving B in and B jn , is similar to that treated in Lemma 2(b) and a refinement of that proof is now needed. Similarly, the proof for T 2 is a refinement of the proof of Lemma 2(c) along with properties of cumulative hazard functions and degenerate U-statistics. The proofs for the other terms are easier and very similar to those of the proofs of Lemmas 2(b) and 2(c). We refer the reader to Bose and Sen (1997) for the proofs.
Lemma 5. Under (2.7) and (2.8), we have a.s., as n Q .,
).
Theorems 2 and 3 are the main results of this section. Theorem 2 provides a representation for S 2n (f) as a sum of six degnerate U-statistics with an appropriate remainder for a general f, which does not necessarily satisfy the truncation condition (2.8). However, we impose the integrability restrictions on f given in Theorem 1. These restrictions mean that f( · , · ) belongs to a tensor-product space which seems to be the proper anologue, under random censoring, of the usual symmetric L 2 -tensor product space
in the case of classical U-statistics (see, for example, Dynkin and Mandelbaum (1983) ). Theorem 3 describes the limit distribution of nS 2n (f) in terms of appropriate double Wiener integrals which are limits of linear combinations of products of mean-zero normal random variables. It is based on the representation given in Theorem 2. For the limit distribution of nU 2n (f), see Remark 5 after Theorem 3.
To state Theorem 2, first recall that
The following are the four conditions on f, given in Eqs. (2.12) and (2.13), which are really the finiteness of the following four vector space norms. Note that (N 1 ) is just condition (2.12).
(N 1 ) ||f( · , · )||
2 1 :=E d 1 d 2 g 2 f (Z 1 , Z 2 ) < . (N 2 ) ||f( · , · )|| 2 :=E d 1 d 2 |g f (Z 1 , Z 2 )| C(Z 1 ) C(Z 2 ) < . (N 12 ) ||f( · , · )|| 12 :=E d 1 {E(d 2 g 2 f (Z 1 , Z 2 ) | Z 1 )} 1/2 C(Z 1 ) < . (N 21 ) ||f( · , · )|| 2 21 :=E d 1 {E(d 2 g f (Z 1 , Z 2 ) C(Z 2 ) | Z 1 )} 2 < .
Denoting the Banach spaces
V 2 ={f( · , · ) | f symmetric, C-degenerate and ||f|| 1 +||f|| 2 +||f|| 12 +||f|| 21 < .}, (3.6) it is clear that N 1 − N 21 are equivalent to f ¥ V 2 . It can be shown that the class of functions {f
In other words,
Note that for f ¥ V 1 , the norm is
The norm on V 2 is thus a cross-norm generated by that on V 1 . (See Light and Cheney (1985, Chap. 1) .) Next for the ease of writing, we introduce the following short-hand for the (degenerate) U-statistics obtained in Lemmas 3 and 4. Let
(3.8) 
(Note that Ū 2n (f) could be written, using the above convention, as
Before describing the limiting distribution, let us take a look at the representation (3.9). Note that, of the U-kernels appearing in (3.9), g f ( · , · ), c 22 (f) ( · , · ) , and c 33 (f) ( · , · ) are symmetric while c 21 (f) ( · , · ) . c 31 (f) ( · , · ) , and c 32 (f) ( · , · ) are asymmetric (see (3.8)). Further, denoting (3.10) and define c 31 ( · , · ), c 32 ( · , · ) analogously. Note also that
Since ḡ f , c ij are degenerate kernels (of (V 1 , V 2 )), the limit distribution of nS 2n (f) can now be expressed as a constant plus double Wiener integral of the kernel (ḡ f +; (i, j) 
For details on multiple Wiener integrals, see Parthasarathy (1992, pp. 105-111) and Dynkin and Mandelbaum (1983) . For a generalization, see Prakasa Rao and Sen (1995, Section 2) .
Consider the closed vector spaces (writing 
Now recall the spaces V 2 and V 1 defined before Theorem 2 and the functions c 1 (z) -c 1 (f )(z), c 2 (z) -c 2 (f )(z) defined at the beginning of Section 2 (cf. Theorem 1.1 of Stute (1995) ), where
Now we are ready to present Theorem 3.
The proof of Theorem 3 is given in the Appendix.
Remark 4. Unlike in the case of classical degenerate U-statistics, the limit distribution of nS 2n (f) is not centered in general, as the quantity (see Theorem 3(a))
Note that the left side of the last step above is precisely the limiting variance for > f dF n in Theorem 1.1 of Stute (1995) 
the limiting distribution of nS 2n (f) is centered if and only if the mean-zero random variable
does not contribute to the limiting variance of > f dF n .
Remark 5. The limit distribution of nU 2n (f) can now be written down easily from Theorem 3(a), via Slutsky's theorem, since
and S 2n (1) Q S 2 (1) almost surely.
Remark 6. The U-statistics corresponding to the C-degenerate product kernels presented in Examples 3 and 4 above may now be treated using Theorem 3(b) and Remark 5. However, it may be noted that the expressions for the limiting random variables in Theorem 3(b) will not become any simpler even in these special cases.
For the Cramer-von Mises statistic of Example 5, we will have to apply Theorem 3(a). However, this example could also be treated by the functional CLT that follows from Theorem 1.1 of Stute (1995) (see Remark on p. 438 of Stute (1995) ). By that theorem we have, in the setup of Example 5, for 12) and by Remark 2, S 1n (1)=1+o
), so that
, is a mean-zero Gaussian process whose covariance is the same as that of the leading empirical process on the right side of (3.12).
APPENDIX
Here we collect the proofs of the results for the leading terms. The proofs for the terms which are negligible are omitted and the reader is referred to Bose and Sen (1996, 1997) for these.
Proof of Theorem 1. First assume that in addition to (2.12) and (2.13), (2.8) holds and H is continuous. This implies (2.7) holds. From Lemma 2 and relations (2.9), (2.10), and (2.11),
where R n =O(n −1 log n) almost surely. The theorem follows in this special case by taking another projection of the first term. We now remove all the restrictions imposed so far.
First, drop condition (2.8), but retain the continuity of H. Observe that H{y H }=0. Fix e > 0. Since (2.12) and (2.13) are valid, choose a function f 0 satisfying (2.12) and (2.13) and vanishing outside of (−., T] × (−., T] for some T < y H such that, with f e :=f − f 0 ,
It is then enough to show that n
. This follws exactly as in Stute (1995) except that we are now dealing with a sum over two indices instead of one. We omit the details (however, see the proof of Theorem 2) but mention the crucial facts needed:
) is bounded from above on t < Z n : n (iv) Expansion for variance of U-statistics.
KAPLAN-MEIER U-STATISTICS
Now consider the situation when F and G may have separate discontinuities but A F 5 A G =f. A quantile transformation traces everything back to uniformly distributed Z's. See Bose and Sen (1996) and Stute and Wang (1993 
Since tied uncensored observations precede censored ties by convention, S 2n (f) − E F f remains unchanged. F and G now do not have common jumps. The integrability conditions remain valid and thus the representation is obtained on the extended time scale. The right side of (2.14) is the same on both time scales. This finishes the proof. L Proof of Lemma 3. Note that from (3.3),
) a.s. We omit the details. To tackle T n1 through T n4 , first ignore the diagonal domains {t 1 =t 2 }, {v=t 1 =t 2 } etc. We shall show that the diagonals lead to the term n 
and projections on the v-coordinate , because of the coefficients (1, −3, 3, 1) .
) Therefore, we may go right up to the second order projections. By the well-known orthogonality of the projections, the remainder will thus be O P (n
). Note, however, that T n4 , having degree 2, will leave no remainder at all.
The proof will be complete if we show that the second-order projections of T nk , 1 [ k [ 4, add up to the two terms on the right side of (3.4) and the diagonals contribute n −1
Taking projections, we have, with g f (u, v) as in (2.1),
Here F nk , 1 [ k [ 4, are the first-order projections and as noted earlier, satisfy ; 4 k=1 F nk =0. The second-order projections not involving the v-coordinate are zero, by degeneracy. Equation (3.4), except for − n −1 a 1 (f), follows by adding the above expressions, since by tedious algebra, most of the second-order terms cancel out.
To tackle the diagonals, note that T n3 and T n4 are already diagonal-free (in T n3 , the diagonal {s=v} is zero because
Write T n1 and − 3T n2 as:
It is easy to see that, except for {j=l} (in T n1 and T n2 ) and {j=m} (in T n1 ), all other diagonals are either zero (for example, j=k)
) (for example, j=k=m), by degeneracy and/or SLLN for U-statistics, since the diagonals lead to U-statistics of smaller order. The ''errant'' diagonals {j=l} and {j=m} lead to the following three U-statistics:
Since all the three U-kernels have the same expectation, namely, a 1 (f), the result follows from the SLLN for U-statistics. This completes the proof of Lemma 3. L Proof of Lemma 4. From (3.3), and writing the variables corresponding to C jn as s, t, ... etc., we have, with g f (u, v) as in (2.1),
Here R n is the sum of all the R n0 (ds)-integrals arising out of
Hence by the same arguments as in the case T n5 in the proof of Lemma 3, we clearly have
as n Q .. 
As for the
nk =sum of first three U-statistics in (3.5).
A crucial fact in this verification is that for
As for the diagonal parts, the diagonals involving three or more indices (coordinates) are obviously of the order O(n 
by restricting to the diagonal {z i 1 =z i 2 }. Note that T n, 9 and T n, 10 are diagonal-free. Now verify again by brute force that
This completes the proof of Lemma 4. L Proof of Theorem 2. Note that by (3.2) and Lemmas 3-5, (3.9) holds for a f( · , · ) satisfying (2.7) and (2.8). For a given f( · , · ) satisfying (N 1 ) through (N 21 ) and e > 0, we can get a degenerate f( · , · ) satisfying (2.7) and (2.8) and
For instance, one could take a degenerate f of the form
and 0 < T < . is chosen large enough (or close enough to y H if y H < .) so that (A3) holds. Note that degeneracy of f is crucially used in constructing f T in the fact that
After choosing f satisfying (A3), let
Then f e is also degenerate, in particular
and (3.9) holds for f. It follows that, in order to establish (3.9) for f, it suffices to show
(Note that the kernels and so on, as n Q .).
KAPLAN-MEIER U-STATISTICS
Now from Lemma 1,
where using the identity e x .e y − 1 -(e x − 1)(e y − 1)+{(e x − 1)+(e y − 1)}.
using the facts that |e
, and e |A in | =O P (1) (see the proof of Theorem 1.1, Stute (1995) , p. 436).
Further,
using |B in | [ (2n) −1 > I(s < Z i )(1 − H n (s)) −2 H n0 (ds), by Eq. (2.4) of Stute (1995) and the fact that 
as on p. 436 of Stute (1995) . Now by a symmetry argument and the degeneracy of f e , 
using Hölders inequality and the fact that
By (A7) and (A9), b n =O P (e/`n) as n Q ..
Next, to deal with h n , write 
we see from (A12) that, by arguments similar to those in (A9),
h
(1) n =O P (e)+O P (e/`n)=O P (e).
Next h
n :
= O P (e)+O P (e/`n)=O P (e).
From (A11), (A13), and (A14), h n =O P (e), so that, by (A6), (A10) and the above nŨ
2n (f e )=O P (e).
As for Ũ 
The theorem follows from (A15), (A16), and (A5), since it is already noted that nŪ 2n (f e )=O P (e). L Proof of Theorem 3. (a) Follows from Theorem 2 by the result of Dynkin and Mandelbaum (1983) , using the isometry in the definition of W 2 and approximation by product functions.
(b) Follows directly from (a) by specializing to f(Z 1 , Z 2 )= f (Z 1 ) f (Z 2 ), since for this f
and so on. Note that the result also follows directly by writing 
