Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
1

Introduction
Whether movements in one economic variable cause reactions in another variable is an important issue in economic policy and also for the financial investment decisions. A framework for investigating causality has been developed by Granger (1969) . Testing for Granger causality between economic time series has been studied intensively in empirical macroeconomics and empirical finance. The majority of research results have been obtained in the context of Granger causality in the conditional mean. The conditional mean, though, is a questionable element of analysis if the distributions of the variables involved are non-elliptic or fat tailed as to be expected with financial returns. The fixation of causality analysis on the mean might result in many unclear results on Granger causality. Also, the conditional mean targets on an overall summary for the conditional distribution. A tail area causal relation may be quite different to that of the center of the distribution. Lee and Yang (2007) explore money-income Granger causality in the conditional quantile by using parametric quantile regression and find that Granger causality is significant in tail quantiles, while it is not significant in the center of the distribution. This paper investigates Granger causality in the conditional quantile. It is well known that the conditional quantile is insensitive to outlying observations and a collection of conditional quantiles can characterize the entire conditional distribution. Based on the kernel method, we propose a nonparametric test for Granger causality in quantile. Testing conditional quantile restrictions by nonparametric estimation techniques in dependent data situations has not been considered in the literature before. This paper therefore intends to fill this literature gap.
Recently, the problem of testing the conditional mean restrictions using nonparametric estimation techniques has been actively extended from independent data to dependent data.
Among the related work, only the testing procedures of Fan and Li (1999) and Li (1999) are consistent and have the standard asymptotic distributions of the test statistics. For the general hypothesis testing problem of the form ( | ) 0 E z ε = a.e., where ε and z are the regression error term and the vector of regressors respectively, Li (1999) and Li (1999) all consider the distance measure of
to construct kernel-based consistent test procedures. For the advantages of using distance measure J in kernel-based 2 testing procedures, see Li and Wang (1998) and Hsiao and Li (2001) . A feasible test statistic based on the measure J has a second order degenerate U-statistics as the leading term under the null hypothesis. Generalizing Hall's (1984) result for independent data, Fan and Li (1999) establish the asymptotic normal distribution for a general second order degenerate U-statistics with dependent data.
All the results stated above on testing mean restrictions are however irrelevant when testing quantile restrictions. Zheng (1998) proposed an idea to transform quantile restrictions to mean restrictions in independent data. Following his idea, one can use the existing technical results on testing mean restrictions in testing quantile restrictions. In this paper, by combining the Zheng's idea and the results of Fan and Li (1999) and Li (1999) , we derive a test statistic for Granger causality in quantile and establish the asymptotic normal distribution of the proposed test statistic under the beta-mixing process. Our testing procedure can be extended to several hypotheses testing problems with conditional quantile in dependent data;
for example, testing a parametric regression functional form, testing the insignificance of a subset of regressors, and testing semiparametric versus nonparametric regression models.
The paper is organized as follows. Section 2 presents the test statistic. Section 3 establishes the asymptotic normal distribution under the null hypothesis of no causalty in quantile. Technical proofs are given in Appendix.
Nonparametric Test for Granger-Causality in Quantile
To simplify the exposition, we assume a bivariate case, or only{ , } 
, and the conditional
In this paper,
F y v is assumed to be absolutely continuous in y for almost all
and from the definitions (1) and (2), the hypotheses to be tested are 0 H : Zheng (1998) proposed an idea to reduce the problem of testing a quantile restriction to a problem of testing a particular type of mean restriction. The null hypothesis (3) is true if and Franke and Mwita (2003) on the uniform convergence rate of the nonparametric kernel estimator of conditional quantile; another is Lemma 2.1 of Li (1999) on the asymptotic distribution of a second-order degenerate U-statistic, which is derived from Theorem 2.1 of Fan and Li (1999) . We restate these results in lemmas below for ease of reference.
Lemma 1 (Franke and Mwita) Suppose Conditions (A1)(v)-(vii) and (A2)(iii) of Appendix hold. The bandwidth sequence is such that
(1) a o = (9), we have
Lemma 2 (Li / Fan and Li) Let
be a strictly stationary process that Technical conditions required to derive the asymptotic distribution of ˆT J are given in Appendix, which are adopted from Li (1999) and Franke and Mwita (2003) . In the assumptions we use the definitions of Robinson (1988) We consider testing for local departures from the null that converge to the null at the rate
. More precisely we consider the sequence of local alternatives: 
Theorem 1. Assume the conditions (A1) and (A2). Then (i) Under the null hypothesis (3),
(ii) under the null hypothesis (3),
Theorem 1 generalizes the results of Zheng (1998) of independent data to the weakly dependent data case. A detailed proof of Theorem is given in the Appendix. The main difficulty in deriving the asymptotic distribution of the statistic defined in equation (12) 
An important further step is to show that the differences of the ideal test statistic T J given in equation (8) and the statistics having the indicator functions obtained from the first step stated above is asymptotically negligible. We may directly show that the second moments of the differences are asymptotically negligible by using the result of Yoshihara (1976) on the bound of moments of U-statistics for absolutely regular processes. However, it is tedious to get bounds on the second moments with dependent data. In the proof we instead use the fact that differences are second-order degenerate U-statistics. Thus by using the result on the asymptotic normal distribution of the second-order degenerate U-statistic of Fan and Li 
Conclusion
This paper has provided a consistent test for Granger-causality in quantile. The test can be extended to testing conditional quantile restrictions with dependent data; for example, testing misspecification test, testing the insignificance of a subset of regressors, testing some semiparametric versus nonparametric models, all in quantile regression models.
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Appendix
Here we collect all required assumptions to establish the results of Theorem 1. (iii) with probability one, 
, a
be the joint probability density function of ( )
bounded and satisfies a Lipschitz condition:
is integrable and satisfies the condition that 
The following definitions are due to Robinson (1988) .
Definition (D1)
, 1 λ λ ϒ ≥ is the class of even functions : 
Proof of Theorem (i)
In the proof, we use several approximations to ˆT J . We define them now and recall a few already defined statistics for convenience of reference. 
2E
(
Step 2. Conditional asymptotic equivalence:
Suppose that both
Step 3. Asymptotic equivalence:
The combination of Steps 1-3 yields Theorem 1 (i).
Step 1: Asymptotic normality.
Since T J is a degenerate U-statistic of order 2, the result follows from Lemma 2.
□
Step 2: Conditional asymptotic equivalence.
The proof of
Step 2 is motivated by the technique of Härdle and Stoker (1989) which was used in treating trimming indicator function asymptotically. Suppose that the following two statements hold.
Denote T C as an upper bound consistent with the uniform convergence rate of the nonparametric estimator of conditional quantile given in equation (13). Suppose that
If inequality (A.3) holds, then the following statements also hold: .11-4) 13 Using (A.10) and (A.11-4), we have the following inequality; 
Step 3: Asymptotic equivalence.
In the remaining proof, we focus on showing that 
By simple manipulation, we have
To avoid tedious works to get bounds on the second moment of 1
with dependent data, we note that the R.H.S. of (A.18) is a degenerate U-statistic of order 2.
Thus we can apply Lemma 2 and have where the first inequality holds due to Assumption (1)(v) and the last equality is derived by using Lemma C.3(iii) of Li (1999) that is proved in the proof of Lemma A.4(i) of Fan and Li (1996c) . 
