Abstract. We study a class of functional which can be used for matching objects which can be represented as mappings from a fixed interval, I, to some "feature space." This class of functionals corresponds to "elastic matching" in which a symmetry condition and a "focus invariance" are imposed. We provide sufficient conditions under which an optimal matching can be found between two such mappings, the optimal matching being a homeomorphism of the interval I. The differentiability of this matching is also studied, and an application to plane curve comparison is provided.
1. Introduction. In many applications, objects of interest can be represented as numerical functions θ which are defined on some interval I ⊂ R and take values in R d . Several examples may come from signal processing, in which measurements are made during a certain time interval (e.g., speech recognition), analysis of onedimensional (1D) geological data (e.g., measurements in wells, I being a depth interval), or shape recognition, in which an object can represent a two-dimensional (2D) or three-dimensional (3D) curve.
A problem one typically has to face when dealing with such functional objects is to find ways to compare them. This comparison problem is most of the time posed as a matching problem, which may be described as "finding similar structures appearing at similar places (or similar times)." To be more explicit, given two "objects" θ and θ , expressed as functions defined on the same interval I, the issue is to find, for each x ∈ I, some x ∈ I such that x x and θ(x) θ (x ). The matching is consistent if the correspondence x → x is one-to-one, i.e., there cannot be two distinct locations on θ which are associated to the same location on θ ; it is complete if each location in θ is matched to some location in θ , and bicomplete if, in addition, each location in θ is matched to some location in θ. Consistent bicomplete matchings thus can be represented by bijections φ : I → I, and the matching problem can be formulated as finding such a φ such that φ id (where id is the identity function x → x) and θ θ • φ (in this last sentence, must be understood as "as close as possible to").
A common approach to realize this program is to minimize some functional L θ,θ (φ) which is small when the requirements above are satisfied. One simple example is (lettingφ = and many functionals which are used in the literature fall into this category, with some variations. One of the drawbacks in this formulation is the lack of symmetry in θ and θ . In general, matching θ to θ or θ to θ would yield distinct results. This is undesirable, unless there is some reason to privilege one object to the other, and symmetrical matching seems appealing in many contexts. A sufficient condition yielding symmetrical matching would be
which is true for functionals of the kind (see section 2)
with ξF (1/ξ, v, u) = F (ξ, u, v) .
One way to modify (1.1) in order to put it into the above form could be to set
Note that, denoting by |I| the length of the interval I, one has, in this case, (because φ is increasing from I onto I)
2 dx, and the problem is equivalent to maximizing I φ 2 − λ(θ(x) − θ • φ(x)) 2 dx. The problem which has motivated this paper is the functional which has been designed in [9] , [10] . In this case, F is given by
The functional can be used to compare and match plane curves, θ being in this case the angle between the tangent and some reference axis. It has been shown that the minimum, over φ, of arccos L θ,θ (φ) provides a distance between plane curves seen up to translation and scaling. (That is, it is not only symmetrical but also satisfies the triangular inequality.) In fact, this function F comes in a very natural way from the computation of paths of minimal energy in the space of plane curves.
In the present paper, we only consider the case when F can be written as √ ξG (u, v) , and one tries to maximize
Some discussion on how this formulation can be seen as a consequence of some simple assumptions on the matching will be provided in section 2. We shall then study the existence and the properties of solutions of this type of variational problem. More precisely, we shall ask whether there exists some optimal matchings φ, which are bijective. When such a φ exists, we then want to discuss on its smoothness properties, and check, in particular, that the normalization by φ has not harmed too much of the smoothing properties of the initial formulation (1.1).
If we forget about θ and θ , we must thus deal with variational problems which fit into the following framework. Without loss of generality, we take I = [0, 1] for the rest of the paper and we introduce some notations. Notation 1. Let Hom + be the set of increasing homeomorphisms on [0, 1], i.e., the set of continuous strictly increasing functions φ :
Since φ ∈ Hom + is continuous and increasing, φ is differentiable almost everywhere (a.e.). This derivative is denotedφ.
Given a measurable function f :
We also letf (x, y) = f (y, x). Most of the paper (sections 4, 5, and 6) will be devoted to proving the results which are stated in section 3. Some auxiliary results will also be given in section 7. We start with a discussion on which general form a matching function F (ξ, u, v) may assume when some simple invariance properties are required. 
As said before, one desirable property is symmetry: for any functions θ and θ , we want that
a sufficient condition for symmetry is the following.
. Since we maximize L θ,θ , one should build F with suitable properties with respect to maximization. One such property is that F should be concave with respect to its first variable ξ. (To understand why concavity in the first variable is essential for this kind of problem, one can refer to [2] .) This is stated in condition [C2].
[
It is important to notice that this concavity assumption is consistent with the symmetry [C1] in the following sense. If [C1] is not true, it is natural to try to symmetrize F by replacing it by
It is easily shown, then, that condition [C2] is true for F s as soon as it was originally true for F .
Another natural condition for the functional is that, when comparing a function θ with itself, the optimal φ is φ = id. In other terms, one should have, for all functions θ and all diffeomorphisms φ,
A sufficient condition for this can be that, for all ξ, u, v, F (ξ, u, v) ≤ F (1, u, u) . If one takes into account the constraint 1 0φ = 1, this can be weakened into the following condition (which can be shown to be necessary and sufficient [8] ).
[C3] There exists a measurable function λ :
Indeed, assuming [C3], we have
and the last two integrals are equal by a change of variables. Additional constraints may come from invariance properties which may be imposed on the matching. The first invariance property we consider will be called "focus invariance. . We want to refocus the matching on these intervals. For this, we can rescale the functions θ and θ on these intervals to get new signals defined on [0, 1], and match the new signals. The question which arises then is whether this new matching is consistent with the one which has been obtained initially.
Let us be more precise. To rescale θ (resp., θ ), we define
Comparing these signals with the functional F yields an optimal matching which, if it exists, maximizes
The optimal matching between the initial functions θ and θ clearly maximizes 
We say that F satisfies a focus invariance propertyies if, for any θ and θ , the maximizer of (2.1) is the same as the maximizer of (2.2). One possible condition ensuring such a property is that F is itself (relatively) invariant under the transformation (ξ, u, v) = (λξ, u, v).
[Focus] For some
This condition trivially implies that F (ξ, u, v) = ξ α F (1, u, v 
These functionals satisfy [C2] as soon as
Indeed, assuming [C3], we must have, for some function λ,
In the first case, the maximum is given by
.
This implies that
with the convention 0/0 = 0. In particular, taking v = u, one has 
The functional in (1.3) satisfies this property. One must note, however, that focus invariance under the above form is not a suitable constraint for every matching problem. Let us restrict our attention to the comparison of plane curves, which has initially motivated the present paper. In this case, the functions θ are typically geometrical features computed along the curve and expressed as functions of the (euclidean) arc-length. In such a context, focusing should rather be interpreted from a geometrical point of view, as rescaling (a portion of) a plane curve to length 1. But, in this case, applying such a scale change may have some impact not only on the variable x (which here represents the length), but also on the values of the geometric features θ. In example (1.3), the geometric features were the orientation of the tangents, which are not affected by scale change, so that focus invariance is in this case equivalent to geometric scale invariance. Letting κ be the curvature computed along the curve, the same invariance would be true if we had taken θ = κ /κ 2 (which is the "curvature" which characterizes curves up to similitudes). But if we had chosen to compare precisely euclidean curvatures, the invariance constraints on the matching would be different. Since curvatures are scaled by λ −1 when a curve is scaled by λ, the correct condition should be (instead of [Focus] )
This comes from rescaling only the first curve. Rescaling the second curve yields
Note that, if the symmetry condition is valid, we must have β = 1 − α, which we assume hereafter. One can solve this identity and compute all the (continuously differentiable) functions which satisfy it. This yields functions F of the kind
Note that, since F should be concave as a function of ξ, H itself should be concave. The symmetry condition is ensured as soon as xH(1/x) = H(x) for all x. One may set
Many variations can be done on these computations. Inspiration on how devising functionals which satisfy given criteria of invariance can be obtained from the first chapters of [4] .
We now return to our original problem, which contains, according to the above terminology, symmetrical, focus invariant matchings. Moreover, we say that such a segment is horizontal (resp., 
There does not exist any nonempty open vertical or horizontal segment
3.2. Regularity of the optimal matching. We now give some conditions under which the optimal matching satisfies some smoothness properties.
Definition 3.2. We say that f : .) Using the fact that (as a consequence of Lemma 5.16 below), φ must be linear on any section which does not encounter S, it is not very difficult to prove that the maximum is attained for φ which is discontinuous at x = a + 1/2, more precisely such that φ(x) = 
Then, there exists φ * ∈ Hom + , which is piecewise linear such that
Remark. In fact, one needs to assume only that f kl > 0 for k and l such that
is sufficiently close from the diagonal of the unit square, i.e., intersects the set Ω f . Proof. We need to show only that the optimal φ is piecewise linear. But we have
and Lemma 5.16 yields the result.
Application to optimal matching of functions. Let us see what conditions [H1] and [H2] mean when f is of the kind
One of the examples we have in mind is the case when θ(y) and θ (y) take values in [0, 2π[, and
In this case, these functions, θ and θ , correspond to rotation angles of the unitary tangents to some plane curves, and matching is used to compare shapes on the basis of their silhouettes.
In this particular case, F 1 is continuous, but not continuously differentiable. It is, however, smooth enough to fit into the regularity condition [H1], so that the true constraint is on θ and θ . Note that f is discontinuous on a horizontal (resp., vertical) segment as soon as θ (resp., θ ) is discontinuous at the position of the segment in the horizontal (resp., vertical) axis. Thus [H1] implies that θ and θ are continuous except at a finite number of points. Points of discontinuity of θ and θ are angular points for the plane curves they represent; thus condition [H1] implies that one can safely perform a matching between shapes having a finite number of angular points, which is the case of most of the objects which can be observed in a standard environment. Note that, in this case, piecewise constant f corresponds to polygonal shapes, which is also an important example to deal with.
Condition [H2] essentially means that one cannot have intervals on which, for a given x 0 , F (θ(.), θ (x 0 )) = 0. In the case of curve matching, when θ is an angle, and formula (1.3) is used, this means that one of the curves cannot have a flat portion which may be matched to a point of the other curve with opposite tangent. (Note that one can restrict this condition to points which are located at close enough positions on both curves; see Figure 4 .1 for an illustration.) In particular, the condition is always true if the compared curves contain no flat sections.
5.
Proof of the existence.
Sketch of the proof.
In the next section, we will introduce a compact set D * , containing Hom + , and extend the functional U f to this space. We first prove the existence of the maximum for this extended functional through the following proposition.
Proposition 5. 
then φ ∈ Hom + . Before proving these propositions, we introduce D * . 
The set
We also denote by D * + the set of functions φ ∈ D * for which 
Since this is the only kind of convergence we use on M and M 1 , the statement "µ n converges to µ" will always mean convergence in the weak * -topology. We say that φ n ∈ D * weakly converges to φ ∈ D * if µ φn converges to µ φ . We list some results related to this convergence. Proposition 5.4 (see [5] 
Note that, since φ is increasing, its discontinuity set is at most countable. Proposition 5.5. Let φ n be a sequence in D * , such thatφ n dx and ν φn both converge in M, respectively, to αdx + ρ and βdx + τ . Then µ φn converges to µ ∈ M 1 such that µ = (α + β)dx + (ρ + τ ). This is obvious. Note that, by compactness of M, from any sequence φ n one can extract a subsequence such that bothφ n dx and ν φn converge.
We introduce, here and for what follows, a mollifier g, i.e., an infinitely differentiable mapping g : R → R, with compact support included in ] − 1, 1[, such that
g(x)dx = 1. For > 0, we let g (x) = g(x/ )/ . One has the following lemma. Lemma 5.6 (see [6] ). Let µ n = ω n dx be a sequence of absolutely continuous measures in M which converges to αdx + ρ. Then, for any > 0, one has
Here, µ * g denotes (as usually) the convolution of µ by g ,
A symmetry property of
with the convention that sup ∅ = 0. Our purpose is to prove the following proposition (recall that we have denoted f (x, y) = f (y, x)).
Proposition 5.7. For all φ ∈ D * , one has
The proof will be carried on with several lemmas. 
Now, since φ(x) = sup{ y ∈ [0, 1] | y < φ(x) }, using (5.3) and (5.4), we get
so that 1 is proved. From 1, we deduce that 2 ⇐⇒ 3 so that it is sufficient to prove 3. For any y, there exists an increasing sequence x n which converges to φ − (y) such that φ(x n ) < y. Since φ is left continuous, this yields
we get a contradiction with the fact that φ is strictly increasing.
Note that φ is continuous at φ − (y) if and only if µ φ ({φ
Proof. Let us show that, for any sequence x n which converges to x, x n = x, one has
xn−x →φ(x). Since φ is increasing, the limit is clearly larger thanφ(x).
and the last term converges toφ(x). 
(with the convention 0/0 = 0).
which is a contradiction). Moreover, since φ − is continuous at φ(x 0 ), we deduce from Lemma 5.8 that φ − (y 0 ) = x 0 , where y 0 = φ(x 0 ). Now, noting that for any h ∈ R * such that
should be discontinuous at y 0 = φ(x 0 )), we get using (5.1) and the fact that φ
Since φ is continuous at x 0 , Lemma 5.9 applied to φ − implies that [φ(
However, from (5.1), we get that x 0 ∈ [φ − (y 0 ), φ − (y 0 + 0)] so thatφ(x 0 ) = 0 (which is a contradiction). Hence, φ − is continuous at y 0 = φ(x 0 ) and φ − (y 0 ) = x 0 . Now, using the part (⇐) for φ − , we deduce that 
Proof. This lemma can be proved first for g = 1 [0,b[ and extended to any g in a standard way.
We can now prove Proposition 5.7. Applying Lemma 5.10 to φ − instead of φ, we get
To justify this equality, we must show that the replacements of 1 by φ(1) and of u by φ • φ − (u) are valid. Assume that φ(1) < 1. This implies that ν φ ({1}) > 0 and thus that 1 / ∈ P φ ; for u > φ (1) , one has φ − (u) = 1, so that 1 P φ (φ − (u)) = 0, which justifies the first replacement. For the second one, one has φ • φ − (x) = x only if φ is discontinuous at φ − (x) and so not differentiable at φ 
Proof. Let F = j∈J [a j , b j ] be the compact set defined in Theorem 3.1, let M = f ∞ , and consider the sequence (f n ) n≥0 of nonnegative functions defined by
where α n (x) = (Cd(x, F )) 1/n and d(x, F ) is the usual distance from x to F and 0 < C < 1/ √ 2. One easily shows that f n is continuous on [0, 1] and that (f n (x)) n≥0 is a decreasing sequence converging to f (x) for any
is a decreasing sequence. To show the result, it is sufficient to prove that
The result is obviously true for
contains only isolated points, so that the result is proved: indeed, by contradiction assume that there exist x ∈ F and a sequence (x n ) n≥0 of points of F \ {x} converging to x. Since F contains only a finite number of segments, there exists j 0 ∈ J such that (up to the extraction of a subsequence) x n ∈ [a j0 , b j0 ] for all n ≥ 0. Moreover, since there exist n and n such that x n = x n , the segment [a j0 , b j0 ] is vertical so that φ(x n ) has a constant value andφ(x) = 0, which is a contradiction.
Using Lemma 5.12, we deduce that if Theorem 3.1 is proved for nonnegative and continuous f , then, using the fact that the infimum of a family of upper-semicontinuous functions is upper-semicontinuous, we will get the result for any f nonnegative and satisfying condition [H1]. Hence, we can assume that f is continuous and nonnegative and prove that U f is upper-semicontinuous.
For this, we consider a sequence φ n ∈ D * such that φ n weakly converges to φ in D * (i.e., µ φn converges to µ φ in M). Replacing, if needed, φ n by a subsequence, we assume that bothφ n dx and ν φn converge in M, respectively to αdx + ρ and βdx + τ . By Proposition 5.5, φ n weakly converges to φ ∈ D * with µ φ = (α + β)dx + (ρ + τ ). We shall show that lim sup U f (φ n ) ≤ U f (φ). We have
This last integral tends to 0 by dominated convergence, since φ n converges to φ a.e. (Proposition 5.4) and f is continuous. We thus have
We now study
We show that lim sup
this will prove Proposition 5.1.
We follow the method of [6] , using the mollifier g . We first prove the following lemmas.
Lemma 5.13. For any > 0, we have
Proof. Indeed, we have
, which tends to 0 by Lemma 5.6. We have used the inequality | √ a − √ b| 2 ≤ |a − b|, which is true for all a, b ≥ 0.
Lemma 5.14. We have
Proof. For any η > 0 one can find a continuous function
Fixing such an η, one has
where we have used the fact that, by Jensen's inequality, we have for all n ≥ 0
We have
where
we have used the fact that, for all y,
Hence, we deduce that, for all n,
Since for η > 0, K η ( ) → 0 when vanishes, we get the result. We end with the following lemma. Lemma 5.15. We have
Since ρ is singular, this upper-bound tends to 0 a.e. (cf., for example, [7, Theorem 8.6] ). Thus
, which tends to 0 by dominated convergence. We have used the fact that
On the other hand, We can now end the proof of Proposition 5.1. For any η > 0, we deduce from Lemmas 5.15 and 5.14 that there exists > 0 so that
and for all n ≥ 0
Now, using Lemma 5.13, we deduce that for n sufficiently large, we have
Moreover, by Jensen's inequality, we have, for all n, φ n * g (x) ≤ φ n * g so that, using the previous inequalities, we get for sufficiently large n
Taking the lim sup and since η is arbitrary, we get the result.
We now prove the last statement of Proposition 5.1, that is, the fact that if φ is a miximizer of U f , then, for all x ∈ [0, 1], one has (φ(x), x) ∈ Ω f . We start with a simple fact.
and the maximum is attained for φ linear between a and b.
with equality if φ is linear. Lemma 5.17.
Proof. Take x ∈ [0, 1] and set M = |φ(x) − x|. Assume first that φ(x) = x + M . Applying Lemma 5.16 between 0 and x and between x and 1, we get
and elementary calculus yields that the right-hand side is always smaller than
The case φ(x) = x − M is handled similarly and yields the same upper-bound. We thus have that, for all x ∈ [0, 1],
and taking the infimum of the upper-bound over all x yields the conclusion of the lemma.
that is,
which concludes the proof of Proposition 5.1. Clearly, to prove that v n converges, it suffices to prove that it is bounded. In fact, it merely suffices to prove that v n ≤ C.2 γn for some γ < 1, since, in this case, (6.5) yields an inequality of the kind |v n+1 − v n | ≤ K v n 2 −ρ n for some constants K and ρ > 0, which implies in turn that v n is bounded, since ∞ k=0 (1 + K 2 −ρ k ) < ∞. So, fix γ < 1 and let us prove that, if h 0 is taken to be small enough, one has, for all n, v n ≤ F (h 0 )2 γn . Assuming that this is true for n ≥ 0 (recall that v 0 = F (h 0 ), so that it is true for n = 0), we show that this is true for n + 1. We have
Proof of
so that it suffices to take h 0 such that 1 + K h ρ 0 (1 + F (h 0 ) ρ ) < 2 γ to get the desired conclusion.
Thus, v n converges to a limit v. But since (6.5) implies that
we have, letting n 0 such that K h f (φ(x), x) , the numerator being positive and continuously differentiable, we get the fact thatφ is continuously differentiable.
Auxiliary results.
We conclude this paper with two simple results which have important practical applications. The first one validates the possibility of implementing a matching combined with the fitting of some registration parameters. This enables us to recover some invariance properties which have not directly been incorporated in F .
The second result provides an approximation scheme, which permits us to work safely with discretized versions of a signal. It also naturally yields consistent multiscale minimization procedures, which is important for efficiency of numerical implementations.
Handling additional parameters.
In many practical situations, a matching is searched for up to some given finite-dimensional parameter which performs some registration between the two quantities which are compared. For example, in the formulation f (φ(x), x) = F (θ • φ(x), θ (x)), one may consider that the functions θ should be identified to θ + b for any b ∈ R (in order to get a translation invariant matching), so that the complete problem becomes maximizing For example, in [9] , translation on θ represented rotations of plane curves, rotation-invariant comparison being a desirable feature for shape comparison.
