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We investigate the fluctuations of the time elapsed until the electric charge transferred through
a conductor reaches a given threshold value. For this purpose, we measure the distribution of
the first-passage times for the net number of electrons transferred between two metallic islands
in Coulomb blockade regime. Our experimental results are in excellent agreement with numerical
calculations based on a recent theory describing the exact first-passage-time distributions for any
non-equilibrium stationary Markov process. We also derive a simple analytical approximation for the
first-passage-time distribution, which takes into account the non-Gaussian statistics of the electron
transport, and show that it describes the experimental distributions with high accuracy. This
universal approximation describes a wide class of stochastic processes, and can be used beyond the
context of mesoscopic charge transport. In addition, we verify experimentally a fluctuation relation
between the first-passage-time distributions for positive and negative thresholds.
Introduction.— The first-passage time is the time it
takes a stochastic process to first reach a certain thresh-
old. First-passage-time distributions have been studied
in the context of Brownian motion [1–4], biochemistry [5–
10], astrophysics [11, 12], decision theory [13–15], search-
ing problems [16, 17], finance [18, 19], and thermodynam-
ics [15, 20–25]. For example, in finance, the statistics of
first passage times is used in credit risk modelling, and in
astrophysics, knowing the distribution of times required
for a star in a globular cluster to reach the escape veloc-
ity allows one to estimate the cluster’s life-time [11]. In
the context of mesoscopic electron transport, the inter-
est in the distributions of first passage times and wait-
ing times [26, 27] has been inspired by the tremendous
progress in nanotechnology allowing very precise single-
electron counting experiments [28–31]. Despite progress
in the theory, no experimental study of the statistics
of the time elapsed until the electric charge transferred
through a conductor reaches a certain threshold, has been
reported so far.
The fluctuations of a stochastic process N(t) are usu-
ally described in terms of the distribution Pt(N) for
the process to take the value N at a fixed time t. An
alternative approach is to study the first-passage-time
probability distribution PN (t) for a stochastic process to
first reach or surpass a given value N at time t. Re-
cently, theories of the first-passage-time probability in
Markovian systems have been developed [20, 21]. These
methods provide the first-passage-time probabilities for
the net number of jumps between any two states of
the system. It has also been shown that first-passage-
time distributions of currents [23, 24, 32] and stopping-
time distributions of entropy production [15, 22] sat-
isfy universal laws for nonequilibrium steady-state obey-
ing generalized detailed balance conditions. For these
systems, the distributions for the first time to produce
and reduce entropy by a certain amount have the same
shape [15, 22]. This first-passage-time fluctuation rela-
tion was generalized to stochastic processes describing
the accumulation of evidence during sequential decision-
making [33, 34]. As a result, the first-passage-time dis-
tribution for one-dimensional biased random walk obeys,
similarly to a Brownian particle [1, 2], the relation
PN (t) = P−N (t)evN/D, with v and D being the drift
and diffusion coefficients in a lattice of unit spacing [15].
In this Letter, we report an experimental study of
the first-passage-time statistics for electrons transferred
through a metallic double dot in the Coulomb-blockade
regime. For this purpose, we obtain the full time-record
of millions of electron tunneling events between its two
metallic islands (see Ref. [35] for details). Subsequently,
we compute the first passage time distributions for the
net number of electrons to reach a certain threshold. We
find an excellent agreement with numerical calculations
based on the exact theory [20, 21]. We also derive and
experimentally verify a simple and universal analytical
expression for the distribution PN (t). It depends on only
three parameters – the first three cumulants of the trans-
ferred charge distribution Pt(N) – and can be used to de-
scribe the first passage time fluctuations of a wide class of
non-Gaussian stochastic processes not necessarily related
to electronics. Finally, we test the first-passage-time fluc-
tuation relation closely related to the fluctuation theorem
for the electron transport [36–41].
Experiment.— Our metallic double dot contains alu-
minum superconducting parts together with normal
metal parts made of copper, see Fig. 1(a). The left
lead (dark green) and the right island (cyan) are super-
conducting, while the left island (green) and the right
lead (turquoise) are normal. Thus, all three tunnel junc-
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Figure 1. Experimental setup. (a) Scanning electron mi-
crograph of the double dot structure. A DC bias voltage
Vb = 90 µV is applied to the sample. One of the islands is
made of normal metal (N, green), and the other one is super-
conducting (S, cyan). (b) Top panel: output currents of the
detector SETs coupled to the left (IL) and right (IR) islands.
Bottom panel: time resolved trajectory of the charge states of
the system (NL, NR), with NL,R = 0 or 1 indicating, respec-
tively, the absence or the presence of an extra electron in the
corresponding island. (c) A schematic sketch of the double
dot. The arrows show all possible transitions in each charge
state. The system is an example of an asymmetric simple ex-
clusion process (ASEP) with two sites and open boundaries.
tions in our structure have a superconductor on one side
and a normal metal on the other. The double dot has
a very high normal state resistance of 55 MΩ. We run
the experiment at the base temperature of 50 mK, where
the two dots exhibit strong Coulomb blockade. All these
factors combined ensure very low tunneling rates of elec-
trons, below 1 kHz. We monitor the direction of electron
jumps in and out of both islands using single-electron
transistors (SETs) capacitively coupled to the islands.
The top panel of Fig. 1(b) shows an example of time
traces of charge currents of the two SETs. We find that
at chosen values of the gate potentials applied to the
dots, and at bias voltage Vb = 90 µV applied to the
device we can distinguish four populated charge states
(NL, NR), where NL,R = 0 or 1 indicate the number
of extra electrons in the islands. Monitoring the cur-
rents of both SETs, we detect the transitions between
these charge states and find the corresponding transition
rates. An example of a trajectory showing the transi-
tions between the charge states is shown in the bottom
panel of Fig. 1(b). Figure 1(c) shows a schematic sketch
of all possible transitions from every charge state [42].
The Markovian stochastic dynamics of the double dot is
an example of an asymmetric simple exclusion process
(ASEP) with two sites and open boundaries [43–47].
Since we have full information about the population of
the islands at any time, we can monitor the transition
events between all charge states. Here we are interested
Figure 2. Transition rates and first-passage-times. (a)
Schematic depiction of the Markovian dynamics of the double
dot system. The transition rates Γmn from the state n to the
state m have the following values: Γ0100 = 644 Hz, Γ
00
01 = 131
Hz, Γ1000 = 52 Hz, Γ
00
10 = 39 Hz, Γ
11
01 = 41 Hz, Γ
01
11 = 43 Hz,
Γ1110 = 167 Hz, Γ
10
11 = 53 Hz, Γ
10
01 = 25 Hz, Γ
01
10 = 30 Hz.
We monitor the transitions between the states (1,0) and (0,1)
shown by black arrows. (b) The solid black lines are sample
time traces of the net number of electrons transferred through
the middle junction from the right to the left island N(t). The
horizontal dotted line indicates the fixed threshold N = 10.
The first passage times for this threshold are marked with red
circles, and we are interested in their distribution PN (t) (red
shaded area, illustration). The vertical solid line indicates the
time t for which the distribution of the number of transferred
electrons Pt(N) is shown (blue shaded area, illustration).
in electron tunneling events through the middle junction
from the right to the left island indicated by black ar-
rows in Fig. 2(a). In Fig. 2(b) we plot three example
time traces of the net number of transmitted electrons
N(t). Next, we look at the first-passage-times ti at which
the traces N(t) cross a chosen threshold N for the first
time. Here i enumerates different realizations of the ex-
periment. The empirical distributions of these times for
several values of positive and negative thresholds, PN (t),
are shown in Fig. 3. They constitute the main experi-
mental result of this Letter.
Theory.— As a first step, we have numerically calcu-
lated [48] first passage time distributions, which follow
from the exact theory [20, 21]. We have used experi-
mentally determined transition rates between the charge
states of the double dot, given in the caption of Fig. 2,
as input parameters for the calculations. The calculation
results are shown by solid lines in Fig. 3. We find perfect
agreement between the experiment and the numerical re-
sults, which confirms the consistency of our analysis.
In addition to that, we propose and test a sim-
ple analytical expression for the first-passage-time dis-
tribution, which takes into account the non-Gaussian
statistics of the electron transport via a single pa-
rameter — the third cumulant of the distribution
Pt(N). The cumulants of this distribution normal-
ized by the observation time are defined as Cn =
limt→∞ t−1(−i∂/∂χ)n ln
[∑
N e
iNχPt(N)
]∣∣
χ=0
. In prac-
tice, the time t should exceed the relaxation time of the
system τr to ensure time independence of the measured
cumulants, and τr is defined as a time which the system
3Figure 3. First-passage-time distribution for positive (a) and negative (b) values of the threshold N . Different colors
correspond to different values of the threshold indicated in the figure. Symbols are experimental data, solid lines — numerics
based on the exact theory [20], dashed lines — Eq. (1). Shaded area approximately indicates the violation of the condition (2).
needs to return back to the steady state after an exter-
nal perturbation. The cumulants C1 and C2 are related
to the average electric current 〈I〉 and the current noise
SI = 2
∫
dt〈I(t)I(0)− 〈I〉2〉 of the double dot as follows:
〈I〉 = eC1 and SI = 2e2C2. For a 1D biased random walk
one finds C1 = v and C2 = 2D, with v and D being the
drift and diffusion coefficients, respectively.
Our approximate expression for the first-passage-time
distribution is based on the exact result for the one
dimensional biased random walk [3, 49], PN (t) =
|N |e−(Γ++Γ−)t(Γ+/Γ−)N/2IN (2
√
Γ+Γ−t)/t. Here Γ± =
(C2±C1)/2 are, respectively, the rates of jumping forward
and backward. This model also describes the transport
of charged particles through a voltage biased tunnel junc-
tion [50]. We adjust the three free parameters of the tun-
nel junction model, namely, the rates Γ± and the effective
particle charge e∗, in such a way that the first three cumu-
lants of the charge transferred by particles in the model
coincide with the first three cumulants of the charge
transferred by real electrons in the experiment [48]. In
particular, in this way we find e∗ = e
√C3/C1, where e
is the electron charge. Afterwards, we approximate the
exact first-passage-time distribution by the modified ran-
dom walk expression and arrive at our main theoretical
result — a simple analytical approximation for PN (t),
PN (t) = |N
∗|e−
C1C2
C3 t
t
(C2 +√C1C3
C2 −
√C1C3
)N∗
2
× I|N∗|
(
C1
√
C22 − C1C3
C3 t
)
. (1)
In this expression, In(x) is the modified Bessel function
of the first kind, and N∗ = [N
√C1/C3] is the threshold
value for the number of virtual particles such that the
charge transmitted by them, e∗N∗, gets as close as pos-
sible to the net charge of real electrons eN . Here the
square brackets [. . . ] denote the rounding function. We
have also assumed that C1, C3 > 0, and C22 > C1C3. The
approximate expression (1) is valid if the conditions
C1|C1C4 − C2C3|
12C32
(
N
C1t − 1
)2
. 1, t τr, |N |  1(2)
are fulfilled [48]. The first condition implies that the ap-
proximation (1) works in the vicinity of the maximum
of the distribution PN (t), occurring close to t = N/C1,
but may fail in the tails of the distribution. At short
times the expression (1) behaves as t|N
∗|−1. Provided
the first and the third cumulants are not too far apart,
|C3 − C1| . 0.5C1, it reproduces the scaling of the ex-
act distribution PN (t) ∼ t|N |−1 at small values of N .
In this case the last of the conditions (2) may be re-
laxed. In the long time limit Eq. (1) correctly repro-
duces the exponential decay of PN (t) predicted by the
exact theory [20], but may provide an inaccurate decay
rate if the first of the conditions (2) is violated. For a
weakly non-Gaussian stochastic process with C3, C4 . C2
the condition (2) holds even at t → ∞ and the ap-
proximation (1) remains valid in this limit. In the
Gaussian limit C3 → 0 the distribution (1) reduces to
the form PN (t) = |N | exp[−(N − C1t)2/2C2t]/
√
2piC2t3/2
well known from the theory of Brownian motion [1, 2],
while for C3 = C1 it returns to the original random walk
form [3, 49]. We also note that the total probability of
reaching a given threshold AN =
∫∞
0
dtPN (t) is equal to
1 for N > 0 and is less than 1 for N < 0.
The distribution (1) satisfies the fluctuation relation
for the first passage times
PN (t)
P−N (t) =
AN
A−N
=
(C2 +√C1C3
C2 −
√C1C3
)[N√ C1C3 ]
. (3)
This approximate relation does not require the system
to be embedded in equilibrium environment or to exhibit
4Figure 4. First-passage-time fluctuation relation. The
ratio PN (t)/P−N (t) for several values of N . Symbols are the
experimental data, solid lines — exact theory [20], dashed
lines – approximation (3). Inset: the ratio of the total prob-
abilities integrated over time, AN/A−N ; symbols are the ex-
perimental data, dashed line – approximation (3).
detailed balance, it only relies on the conditions (2). In
the limit t τr, and provided the system has a well de-
fined temperature T , one can prove an exact fluctuation
relation [48]
PN (t)/P−N (t) = exp[NeVb/kBT ], (4)
which is consequence of the fluctuation theorem for the
electron transport [36–39]. The relations (3) and (4)
are close to each other in the common range of valid-
ity. They become equivalent, for example, for a Gaussian
equilibrium stochastic process describing charge trans-
port through an Ohmic resistor, in which case C2 =
2kBTC1/eVb and C3 → 0, and for a biased tunnel junc-
tion, for which C3 = C1 and C2 = C1 coth[eVb/2kBT ].
Discussion.— We have determined the transition rates
between the charge states of the double dot, given in
the caption of Fig. 2, in the standard way by counting
the number of corresponding transitions per second and
normalizing the result by state occupation probabilities.
The numerical calculations based on the exact theory [20,
21] with independently determined rates agrees well with
the experimental distributions, see Fig. 3.
Next, we test the approximate expression (1). Hav-
ing determined the rates, we have used the full counting
statistics formalism [51] and found the first four cumu-
lants of the charge distribution, C1 = 4.60 Hz, C2 = 9.27
Hz, C3 = 2.18 Hz, C4 = 3.96 Hz. As a consistency check,
we have also determined the cumulants directly from the
measured distributions of the number of transmitted elec-
trons Pt(N), and obtained the same values within ±0.2
Hz, which is compatible with statistical uncertainty. The
system relaxation time is given by the inverse of the
eigenvalue of the transition rates matrix, which has the
real part closest to zero among its non-zero eigenvalues,
and equals τr = 8.7 ms [52]. With these values of the
cumulants the first of the conditions (2) is fulfilled at
t→∞ and the expression (1) fits the experimental data
very well in the long time limit, see Fig. 3. The first two
of the conditions (2) are violated in the shaded areas of
Figs. 3(a,b). We find that Eq. (1) fits the experimental
data rather well outside these areas even for small values
of the threshold |N | = 1, 2, which is explained by the rel-
atively small difference between the cumulants C1 and C3.
We have found that at another value of the bias voltage,
at which the difference between C1 and C3 is bigger, Eq.
(1) has worked only for sufficiently large |N | [48].
Finally, we have tested the fluctuation relation (3) by
comparing it with the experimental data and with the
numerics based on the full theory [20, 21]. The result
of this comparison is shown in Fig. 4. We have again
found that the numerics provided a very accurate match
with the data. The approximation (3), although less ac-
curate, also describes the experiment rather well. The
exact numerical analysis reveals the approximate nature
of the fluctuation relations (3,4) for non-equilibrium sys-
tems with broken detailed balance, like our double dot.
Indeed, the solid lines in Fig. 4, showing the exact re-
sults, slightly deviate from constant values.
Conclusion.— We have measured the distribution of
the first passage times for electrons tunneling between
two islands in the Coulomb blockade regime employing
single electron counting technique. We have compared
the experimental results with the predictions of the ex-
act theory [20, 21] and observed perfect agreement. Be-
sides that, we have proposed a simple approximation for
the distribution of the first passage times (1), which ac-
counts for the non-Gaussian statistics of single-electron
tunneling via the third cumulant of the distribution of the
number of transmitted electrons. This universal result
should be applicable to any stochastic process provided
the conditions (2) are satisfied. We have demonstrated
that the expression (1) matches the experimental data
quantitatively without any free parameter at sufficiently
long times determined by (2). Finally, we have experi-
mentally verified a fundamentally important fluctuation
relation for the distribution of the first passage times (3).
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6Appendix A: Exact Theory
Here we briefly describe how to derive the exact expres-
sion for the first passage time distribution in a system
described by a master equation following Refs. [20] and
[21] and comment on how to calculate it in practice. The
system state is fully described by the vector p containing
the occupation probabilities pj of the four charge states
of the double dot. In matrix form, the master equation
describing its time evolution can be written as
p˙ = Wˆ0 p, (A1)
where the elements of the rate matrix Wˆ0 are (W0)
j
k =
Γjk− δjk
∑
k′ 6=j Γ
k′
j and Γ
j
k is the transition rate from the
state k to the state j.
The fluctuations of the number of electrons transferred
through the middle junction are described by the full
counting statistics formalism [51]. Following it, we in-
troduce a counting parameter z and a new rate matrix
Wˆ (z). The latter differs from Wˆ0 only in two entries,
namely, W 1001 (z) = z Γ
10
01 and W
01
10 (z) = z
−1 Γ0110. Next,
we introduce two further quantities. The first is the tran-
sition matrix Tˆ (N, t) in extended state space. Its entries
T (N, t)jk are the probabilities to go from state k to state
j in time t while increasing the net number of counted
transitions by N . In the full counting statistics frame-
work, it is given by the expression
Tˆ (N, t) =
1
2pii
∮
dz
zN+1
exp(Wˆ (z)t). (A2)
Second, we define a matrix Fˆ (N, t) so that the entries
F (N, t)jk dt are the probabilities to go from state k to
state j in time t while hitting the threshold N for the
first time during the time interval [t, t + dt]. These two
quantities are connected by the intuitive relation
Tˆ (N, t) =
∫ t
0
dτ Tˆ (0, t− τ) Fˆ (N, τ). (A3)
The first passage time distribution can be obtained
from PN (t) = tr(Fˆ (N, t)pst), where pst is the stationary
solution of the master equation and the trace of a vector
is defined as the sum of its entries. We solve Eq. (A3) for
Fˆ by taking the Laplace transform, obtaining the final
result
PN (t) =
∫ c+i∞
c−i∞
ds
2pii
est tr
[
Tˆ (0, s)−1Tˆ (N, s)pst
]
. (A4)
Here c is a positive real number with dimension of fre-
quency. Eq. (A4) is the basis of our exact numerical
results.
Next, we discuss how to calculate the Laplace trans-
form of the matrix (A2),
Tˆ (N, s) =
∫ ∞
0
dt
2pii
∮
dz
zN+1
exp([Wˆ (z)− s] t). (A5)
Note that the value of this expression does not depend
on the choice of contour encircling z = 0. We want to ex-
change the order of the integrals and thus have to choose
the contour in such a way that the real parts of all eigen-
values of Wˆ (z) − s are negative along the contour. For
all s with positive real part, this can be ensured by using
the unit circle as the integration contour, since all eigen-
values of Wˆ (z) have a non-positive real part for |z| = 1
in our system.
In order to evaluate Tˆ (N, s) in practice, we note the
fact [20] that the polynomial z det(Wˆ (z) − s) has two
zeros z±(s) satisfying |z+(s)| ≥ 1 > |z−(s)|. According
to our discussion above, |z+(s)| can not be equal to unity
for s with positive real part and we can write
Tˆ (N, s) =
1
2pii
∮
dz
zN+1
[
s− Wˆ (z)
]−1
(A6)
= Res0
( [s− Wˆ (z)]−1
zN+1
)
+ Resz−(s)
( [s− Wˆ (z)]−1
zN+1
)
, (A7)
where the integration contour now is the unit circle and
Resz0(f(z)) denotes the residue of f(z) at z → z0.
In general, it is not possible to express the matrix
Tˆ (N, s) in terms of elementary functions, and the Fourier
integral (A4) has to be performed numerically. To this
end, we sample the integrand
Ic(x) = tr
[
Tˆ (0, c+ ix)−1Tˆ (N, c+ ix)pst
]
(A8)
of the expression PN (t) = ect2pi
∫∞
−∞ e
ixtIc(x) dx at values
x = 0,∆x, 2∆x, . . . , xmax (note that Ic(−x) = Ic(x)∗).
By the Shannon-Nyquist theorem, it can be expected
that the maximum time where the numerical integration
yields reliable results is of the order
tmax ∼ 1
c
W
( cpi
∆x
)
, (A9)
where the Lambert W function was added to compensate
for the ect factor. Similarly, the minimum time is of the
order tmin ∼ 1c W
(
cpi
xmax
)
.
Appendix B: Derivation of Eq. (1)
Following the method of the full counting statis-
tics [51], we introduce the cumulant generating function
(CGF) F(χ), which is related to the distribution Pt(N)
as
eF(χ)t =
∑
N
eiNχPt(N), t τr. (B1)
Accordingly, the cumulants can be expressed as
Cn = (−i∂/∂χ)n F(χ)
∣∣
χ=0
. (B2)
7As a consequence, Taylor expansion of F(χ) has the form
F(χ) = iC1χ− C2
2
χ2 − iC3
6
χ3 +
C4
24
χ4 + . . . . (B3)
In the long time limit t  τr the number of electrons
transmitted through the double dot N(t) can be approx-
imately treated as a Markov process. In this case the
distribution of the number of transmitted electrons and
first passage time distribution are related as [53]
Pt(N) =
∫ t
0
dt′PN (t′)Pt−t′(0). (B4)
This equation is a simplified, one-dimensional, version of
the matrix equation (A3). Taking the Laplace transform
of it, we arrive at the explicit expression for the first
passage time distribution in the form
PN (t) =
∫ c+i∞
c−i∞
ds
2pii
est
∫ pi
−pi
dχ
2pi
e−iχN
s−F(χ)∫ pi
−pi
dχ
2pi
1
s−F(χ)
. (B5)
In the simplest Gaussian approximation one can keep
only the first two terms of the Taylor expansion (B3). In
this case the integral (B5) can be taken exactly, which
results in the distribution of first passage times of a Brow-
nian particle [1, 2]
PN (t) = |N |e
−(N−C1t)2/2C2t
√
2piC2t3/2
. (B6)
This approximation is valid if (see the next section)
C3C1
3C22
∣∣∣∣ NC1t − 1
∣∣∣∣ 1. (B7)
Our goal is to improve this approximation by taking into
account the third order contribution of the Taylor expan-
sion (B3). Unfortunately, if one directly substitutes the
cubic polynomial containing the terms up to ∝ χ3 of the
CGF (B3) into the expression (B5), the resulting inte-
gral cannot be evaluated analytically in a simple form.
The way around this problem is to choose an alternative
approximate form of the cumulant generating function,
Fapp(χ), such that its Taylor expansion in χ would give
the same first three cumulants as the original generat-
ing function F(χ) and, at the same time, the integral
(B5) would be analytically solvable. We achieve this by
choosing
Fapp(χ) = Γ+
(
eiαχ − 1)+ Γ− (e−iαχ − 1) , (B8)
where
Γ± =
C1
(C2 ±√C1C3)
2C3 , α =
√C3
C1 . (B9)
For simplicity, here we have assumed that C1 and C3 have
the same sign and the parameter α is real valued. One
can easily verify that the first three terms of the Tay-
lor expansion of the CGF (B9) coincide with the first
three terms of the expansion (B3). The generating func-
tion (B8) describes, for example, the process of random
bi-directional Poissonian tunneling of charged particles
with the effective electric charge e∗ = αe through a bi-
ased tunnel junction [50], in which the rate of tunneling
forward, Γ+, differs form the backward rate Γ−. The
same generating function describes random walk along
a one-dimensional chain of sites separated by distance α
[3, 49]. Since the period of the CGF is different from
2pi due to the change of the effective particle charge, we
should adjust the the integration limits in the Eq. (B5)
and write it in the form
PappN (t) =
∫
ds
2pii
est
∫ pi/α
−pi/α
dχ
2pi
e−iχαN
∗
s−Fapp(χ)∫ pi/α
−pi/α
dχ
2pi
1
s−Fapp(χ)
. (B10)
Here the threshold N∗ for the effective, or virtual, parti-
cle is related to the original threshold value for the num-
ber of electrons, N , as follows
N∗ = [N/α] . (B11)
N∗ is chosen in such a way that the charge transmitted
by virtual particles, e∗N∗, approaches the charge trans-
ferred by electrons, eN , as close as possible.
As a first step, we evaluate the integral∫ pi/α
−pi/α
dχ
2pi
e−iχαn
s−Fapp(χ) =
1
α
√
(s+ ΓΣ)2 − 4Γ+Γ−
× (2Γ+)
n(
s+ ΓΣ +
√
(s+ ΓΣ)2 − 4Γ+Γ−
)n , (B12)
where ΓΣ = Γ+ + Γ− and n is any integer number. Sub-
stituting this expression in the Eq. (B10), we find
PappN (t) =
∫
ds
2pii
(2Γ+)
N∗est(
s+ ΓΣ +
√
(s+ ΓΣ)2 − 4Γ+Γ−
)N∗ .
This integral can be analytically solved, which gives the
well known result [3, 49]
PappN (t) = e−ΓΣt
|N∗|
t
(
Γ+
Γ−
)N∗
2
IN∗
(
2
√
Γ+Γ−t
)
.
(B13)
This expression, in combination with Eqs. (B9) and
(B11), takes the form given in the main text,
PN (t) = |N
∗|e−
C1C2
C3 t
t
(C2 +√C1C3
C2 −
√C1C3
)N∗
2
× I|N∗|
(
C1
√
C22 − C1C3
C3 t
)
. (B14)
It is interesting that in the limit [C1
√
C22 − C1C3/C3]t &
1 with good accuracy one can approximate the Eq. (1) by
the diffusion formula (B6) with renormalized cumulants
C1 → C˜1 = C1
√
2
√
C22 − C1C3
C2 +
√
C22 − C1C3
,
C2 → C˜2 =
√
C22 − C1C3. (B15)
8Accordingly, in the long time limit the first passage time
distribution acquires the universal form [20]
PN (t)→ A(N)
t3/2
e−Γ˜t (B16)
with
Γ˜ =
C˜21
2C˜2
=
C21
C2 +
√
C22 − C1C3
. (B17)
Appendix C: Fluctuation relation for the first
passage time distribution
The fluctuation relation (3) directly follows from the
approximate expression for the first passage time distri-
bution (1). One might wonder if this relation remains
valid if one goes beyond that approximation. Here we
will show that in the long time limit t τr and in equi-
librium the relation (4) in Main Text follows from the
fluctuation theorem for the electron transport. The lat-
ter theorem states that at t  τr the distribution of
transmitted charges has the property
Pt(N)
Pt(−N) = e
eVb/kBT , (C1)
where T is the temperature of the leads and of the electro-
magnetic environment. It is known that the theorem
(C1) holds for virtually any mesoscopic system in thermal
equilibrium. Combining Eqs. (C1) and (B4) one can
easily see that the fluctuation relation
PN (t)
P−N (t) = e
eVb/kBT (C2)
should hold. The Eq. (3) given in the main text is more
general in the sense that it remains valid out of equilib-
rium. On the other hand, Eq. (C2) is not restricted by
the times at which only first three cumulants are rele-
vant, and hence it is more accurate then the relation (3)
if thermal equilibrium in the leads is maintained at high
bias.
Appendix D: Validity of the approximations
In order to derive the validity conditions for the ap-
proximations (B6) and (B14), we assume that the time t
is sufficiently long and the threshold value is sufficiently
large, |N |  1. In this case we can use saddle point
approximation while evaluating the integrals. We begin
with the approximate expression (B5), in which we make
the following approximation∫ pi
−pi
dχ
2pi
e−iχN
s−F(χ)∫ pi
−pi
dχ
2pi
1
s−F(χ)
≈ e−iχp(s)N . (D1)
Here χp(s) is the solution of the equation F(χp) = s and
defines the position of a pole of the function 1/[s−F(z)]
in the complex plain of the parameter z = eiχ. After
that, the first passage time distribution (B5) acquires
the form
PN (t) =
∫ c+i∞
c−i∞
ds
2pii
este−iχp(s)N . (D2)
We apply saddle point approximation for this integral,
which leads to the result
PN (t) ≈ Aesste−iχp(ss)N . (D3)
Here A is a certain pre-factor weakly dependent on time,
and ss is the solution of the saddle point equation
t = iN [dχp(ss)/ds]. (D4)
Combining this equation with the condition F(χp) = s,
we can exclude the saddle point value ss and express the
result (D3) as
PN (t) ≈ AeF(χp)te−iχpN , (D5)
where χp should be found from the equation
F ′(χp) = iN/t. (D6)
If it is possible to express the exact CGF as the sum
of CGF of an exactly solvable model, F0(χ), and a small
correction to it δF(χ), then, to the lowest order in the
correction, the equation (D6) takes the form
F ′0(χ0) + F ′′0 (χ0)δχp + δF ′(χ0) = iN/t. (D7)
Here χ0 is the solution of the equation
F ′0(χ0) = iN/t, (D8)
and δχp is the small correction. The solution of the Eq.
(D7) is δχp = −δF ′(χ0)/F ′′0 (χ0). Substituting this result
back in the Eq. (D5) and performing its expansion up to
the lowest order in δF , we find
PN (t) ≈ AeF0(χ0)t−iχ0NeδF(χ0)t. (D9)
Comparing this expession with the Eq. (D5), we con-
clude that the exact CGF F(χ) can be replaced by the
approximate one, F0(χ), as long as
|δF(χ0)|t max{F0(χ0)t− iχ0N} − F0(χ0)t+ iχ0N.
(D10)
Gaussian approximation for the first passage time dis-
tribution (B6) results from the Gaussian approximation
for the CGF
F0(χ) = iC1χ− C2χ2/2. (D11)
In this case the solution of the approximate saddle point
equation (D8) reads
χ0 =
C1
iC2
(
N
C1t − 1
)
. (D12)
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Figure 5. First passage time distribution at bias voltage Vb = 90 µV for diferent values of the threshold N in the direction
of the flow (a) and against the flow (b). The symbols are the experimental data, solid lines show full numerical theory (A4),
dashed lines are the predictions of the Eq. (B14), and dotted lines — the diffusion, or Gaussian, approximation (B6). Left
dashed-dotted black lines mark the short time validity condition (D19) of the non-Gaussian approximation (B14), and the
right dashed-dotted lines — the validity boundary (B7) of the Gaussian approximation (B6). The transition rates for this bias
volatge are Γmn from the state n to the state m have the following values: Γ
01
00 = 644 Hz, Γ
00
01 = 131 Hz, Γ
10
00 = 52 Hz, Γ
00
10 = 39
Hz, Γ1101 = 41 Hz, Γ
01
11 = 43 Hz, Γ
11
10 = 167 Hz, Γ
10
11 = 53 Hz, Γ
10
01 = 25 Hz, Γ
01
10 = 30 Hz. The cumulants have the following
values C1 = 4.60 Hz, C2 = 9.27 Hz, C3 = 2.18 Hz, C4 = 3.96 Hz.
The correction to the CGF in this case is estimated as
δF (χ) = C3(iχ)3/6, and hence the condition (D10) ac-
quires the form
C3C31
6C32
∣∣∣∣ NC1t − 1
∣∣∣∣3 t C212C2
∣∣∣∣ NC1t − 1
∣∣∣∣2 t. (D13)
After cancelations we arrive at the condition (B7).
If one uses the approximation (B8) for the CGF, the
solution of the saddle point equation (D8) becomes
χ0 =
1
iα
ln
(
N
2αΓ+t
+
√
Γ−
Γ+
+
N2
4α2Γ2+t
2
)
. (D14)
Hence
F0(χ0)t− iχ0N =
√
4Γ+Γ−t2 +
N2
α2
− N
α
ln
(
N
2α
√
Γ+Γ−t
+
√
1 +
N2
4α2Γ+Γ−t2
)
− (Γ+ + Γ−)t+ N
2α
ln
Γ+
Γ−
. (D15)
This function has the maximum at time t = N/C1, where
χ0 = 0. Perfoming Taylor expansion around this point,
we find
χ0 =
√C1C3
C2
(
N
C1t − 1
)
+O
[(
N
C1t − 1
)3 ]
,(D16)
F0(χ0)t− iχ0N = N
2
√C1
C3 ln
C2 +
√C1C3
C2 −
√C1C3
− C
2
1 t
2C2
(
N
C1t − 1
)2
+O
[(
N
C1t − 1
)3 ]
. (D17)
In the long time limit, t  N/C1, we can use Taylor ex-
pansion in χ. In this case, the the difference between the
exact CGF (B3) and the approximate one (B8) appears
only in the fourth order of the Taylor expansion in χ, and
hence
δF(χ0) = χ
4
0
24
C1C4 − C2C3
C1 . (D18)
With the aid of the expansions (D16, D17) we write the
condition (D10) in the form given in the main text
C1|C1C4 − C2C3|
12C32
(
N
C1t − 1
)2
. 1. (D19)
Appendix E: Comparison of the approximate
theoretical models at different bias voltages
It is interesting to compare the diffusion approximation
(B6) with the more accurate one (B14). This compari-
son is made in Fig. 5 for the bias voltage Vb = 90 µV
(the same value as in the main text), and in Fig. 6 —
for Vb = 65 µV. We observe that both approximations
work well at long times since both validity conditions
(B7) and (D19) are satisfied in this limit. However, at
shorter times the approximation (B14) systematically fits
the data better, as expected. Indeed, at Vb = 90 µV, for
example, the validity condition (B7) of the diffusion ap-
proximation at short times may be written in the form
t & 53× |N | ms for N ≤ −1; t & 36×N ms for N ≥ 1.
At the same time, the approximation (B14) should be
valid provided t & 6.9 × |N | ms for N ≤ −1; t &
6.5 × N ms for N ≥ 1. These boundaries are indicated
by black dashed-dotted lines in Figs. 5 (a,b). The same
analysis for Vb = 65 µV reveals that the conditions (B7)
10
Figure 6. First passage time distribution at bias voltage Vb = 65 µV for the thresholds N in the direction of flow (a) and
against the flow (b). The symbols are the experimental data, solid lines show the diffusion approximation (B6), dashed lines
are the predictions of the Eq. (B14), and dotted black lines mark the validity conditions (D19) and (B7), which are very close
for this bias voltage. For this bias voltage the rates are Γ0100 = 120 Hz, Γ
00
01 = 71 Hz, Γ
10
00 = 51 Hz, Γ
00
10 = 30 Hz, Γ
11
01 = 34 Hz,
Γ0111 = 35 Hz, Γ
11
10 = 88 Hz, Γ
10
11 = 98 Hz, Γ
10
01 = 46 Hz, Γ
01
10 = 21 Hz. The corresponding values of the cumulants are C1 = 3.72
Hz, C1 = 10.42 Hz, C3 = 1.17 Hz, and C4 = 3.1 Hz.
and (B14) give very similar boundaries, which are shown
by dashed-dotted lines in Figs. 6 (a,b). However, also in
this case the approximation (B14) works better.
At Vb = 90 µV we find e
∗ = e
√C1/C3 = 1.45e, and
|N∗| = |N | for N = ±1. That is why at this bias the
approximation (B14) works well even for small values of
the threshold, see Fig. 5. In contrast, at Vb = 65 µV we
find e∗ = 1.78e and N∗ = 2 for N = 1. Therefore the ap-
proximation (B14) becomes applicable only for |N | ≥ 3,
where the short time part of the distribution becomes ex-
perimentally inaccessible due to its low statistical weight.
