Abstract-Network-on-chip (NoC) has evolved to overcome the issues of traditional bus-based on-chip interconnect. In NoC-reuse as TAM, the test schedulers are constrained with the topological position of cores and test access points, which may negatively affect the test time. This paper presents a scalable hybrid test data transportation scheme that allows to simultaneously test multiple heterogeneous cores of NoC-based SoCs, while reusing NoC as TAM. In the proposed test scheme, single test stimuli set of multiple CUTs is embedded into each flit of the test stimuli packets and those packets are multicast to the targeted CUTs. However, the test response packets of each CUT are unicast towards the tester. To reduce network load, a flit is filled with maximum possible test response sets before unicasting towards the tester. With the aid of Verilog and analytical simulations, the proposed scheme is proved effective and the results are compared with some recent techniques.
and a number of wires that physically bridge the access ports with the CUTs. NoC has also been used as TAM to test the attached cores [1, 3, [11] [12] [13] [14] [15] [16] [17] [18] [19] . In packet based NoC, communication is carried out via packets; therefore, in order to reuse it as a TAM, while complying with the network protocol, the test data needs to be transported in the form of packets. Moreover, it appends the constraint of topological positions of cores and access points (APs) into the test scheduling algorithms. Scheduling at high level of abstraction i.e., at packet or flit level, offers low controllability of test data paths [3] ; however, the bus wires can be grouped and separately controlled. Therefore, test scheduling of NoC reuse results in relatively higher test time as compared to that of bus reuse, which is demonstrated by Fu et al. [15] by comparing the test methods of conventional bus reuse as TAM [20] [21] [22] [23] [24] with that of NoC reuse [12, 13, 18, 19] .
Being motivated with the above review, both [15] and [3] presented test methods those embed DFT into the network routers to break the protocol constraint. With those configurations, the NoC communication hardware acts as traditional SoC TAM; however, the schedulers are constrained with the topological position of APs and CUTs.
This paper presents a hybrid test data transportation scheme for heterogeneous cores, connected through an on-chip network. It reuses the NoC as TAM in such a way that the traditional bus reuse test scheduling algorithms can be implemented. It simultaneously examines multiple heterogeneous IP cores while complying with the network protocol and does not require to modify any network component. The proposed scheme uses multicasting and unicasting for test stimuli packets and test response packets, respectively. Based on the outcome of scheduling algorithm, each flit of test stimuli packets is partitioned and each partition is assigned to a core (refer Fig. 1 ). In this paper, we term the set of a single stimuli (response) bit to (from) each scan chain of the corresponding CUT as a test stimuli (response) set. The tester embeds a single test stimuli set of multiple CUTs into each flit. The packets of such flits are multicast to the corresponding CUTs and the wrapper of each targeted CUT samples only its assigned portion of incoming packet flits. However, the test response packets are unicasted to the ATE-sink, having a test response set embedded in the allocated portion of the flit.
Further, we proposed to accumulate multiple test response sets of a single CUT into each response packet flit, if possible, before unicasting to ATE-sink. The major contribution of this work is:
• The proposed scheme for the test data transportation offers flexibility in selecting test scheduler without constraining the topological positions of APs and CUTs into the test scheduler, unlike [3, [15] [16] [17] .
• The network load is reduced by minimizing the idle bits transportation by accumulating (1) a single test stimuli set of multiple CUTs into stimuli flits and (2) multiple test response sets of a single CUT into each response flit, if feasible. However, in previous work, the remaining bits of the flits are transmitted blank [12, 17] .
The experimental results show that the bus-based scheduling algorithms can be implemented without modifying network components and this scheme is scalable with respect to the number of cores.
The rest of paper is organized as follows. In the following section, a review of the related work is presented. Section 0 describes the NoC-based test platform for the proposed scheme, and the proposed test data transportation scheme is detailed in Section 0. In Section 0-4, collisions between different types of packets is addressed and the remedy is discussed. Experimental work and conclusion are presented in Sections 0 and 0, respectively.
II. RELATED WORK AND LIMITATIONS
Several effective test architectures and scheduling algorithms have been proposed to effectively utilize the on-chip bus-based interconnects as TAM [25] [26] [27] [28] [29] [30] . Unfortunately, they are not effective for NoC-based chips due to constraining the protocol and the topological position of cores. Keeping in view the future demand of on-chip network interconnect, several test schemes have been presented for NoC-based SoCs, which use NoC as TAM [1, 3, [11] [12] [13] [14] [15] [16] [17] [18] [19] . All of these methods attempt to achieve test parallelism.
In order to minimize the test application time of SoCs, the test schedulers are desired to minimize the idle time of TAM wires or individual TAM wire. This may results with an assignment of a narrower TAM width to a core as compared to the total available TAM width. For specific core, the TAM width refers to the number of scan chains. The bus wires of a bus-based on-chip interconnect can be partitioned and separately controlled to implement the outcomes of such test schedulers [25] . However, for a packet based NoC, the network links cannot be partitioned and separately controlled unless the routers are modified for test mode like [15] and [3] .
Liu et al. [12] presented a test technique for NoCbased SoCs in which the network channel width is divided (not physically) among the cores that require a narrower TAM width than the available network channel width. The cores with different TAM widths are tested using different input output-access points (IO-APs) between the device-under-test (DUT) and the ATE, as in [12, 17] . In [12] , particular cores are tested by selectively using a faster clock; however, the power hungry cores are tested with a slower test clock to limit the test power while the NoC clock frequency remains constant. This composition enables test data delivery by time division multiplexing (TDM) in which, during different timewindows or time-slots (TSs), the test data is delivered to different CUTs through corresponding input-APs.
However, the test method proposed by Ahn et al. [13] also used TDM for test stimuli delivery but they made use of a single IO-AP, unlike [12] . In [13] , TSs are achieved by using a faster clock for NoC than that for CUTs. During each TS, a packet carries multiple test vectors (TVs) of the targeted CUT, if the packet flit size is multiple times larger than the TAM width of the corresponding CUT. Further, a test scheduling algorithm is also presented, based on the use of multiple test clocks in the rectangle packing method [21] .
Richter et al. [17] co-optimize core test scheduling and the number of pins assigned to multiple IO-APs. Furthermore, a multiple-input-signature-register (MISR) is incorporated for test response compaction, which impedes debugging. Their proposed algorithms are constrained with topological position of APs and CUTs, which may result in additional test time.
Fu et al. [15] presented a DFT for routers, which breaks the network protocol constraint during test mode. This allows to route the network channel wires in groups of wires in different directions, unlike the normal routing mechanism. For homogeneous cores, test stimuli data is multicast, but for heterogeneous cores it is delivered by sub-grouping the wires of the output ports of the routers, which allows parallel testing.
Sbiai et al. [3] presented a similar approach in which the scheduling unit is a wire, whereas in [15] it is a group of wires. Both methods, however, require a DFT part to be embedded into each router, [3] offers finer granularity than [15] . This allows to implement almost all test scheduling algorithms on NoC based systems, but they require to append a constraint of topological position of each core, which may slightly increase the test time. Moreover, although, the DFT area overhead in [3] and [15] is small and can be feasible for small-scale NoCbased chips, but it may be significant for dense SoCs.
In [16] , test data is multicast to heterogeneous cores but all cores are first combined to generate a test set. D. Xiang et al. [16] assume that, in a dense SoC, multiple instances of some cores could be used. Thus, authors proposed to generate the TVs after merging a single instance of each core into a single circuit, which results in a compact test set. Hence, each TV may cover some faults of all cores; therefore, the same test packets are multicast to multiple cores. However, with hard cores this mechanism may not be viable.
On the contrary, the proposed work allows multiple heterogeneous hard cores to be tested in parallel with a single IO-AP, while exploiting the multicasting feature of the advanced NoCs. Moreover, it allows flexibility in choosing scheduling algorithm (even bus-reuse scheduling algorithms), while complying with the network protocol. The virtual channel feature may further improve the performance of the proposed scheme; however, it is not addressed in this work.
III. NOC-BASED TEST PLATFORM
This section describes the NoC-based test platform for the proposed test scheme. Since the proposed scheme does not address NoC infrastructure testing, it is assumed that the NoC components have already been tested. The proposed test scheme is applicable for all topologies and switching schemes, with any deadlock free routing algorithm like XY-routing. XY-routing is a deterministic and deadlock free approach because the packets traverse in the X-direction and then in the Y-direction to reach their destinations.
For demonstrating the proposed scheme, a 2-D mesh topology with wormhole switching and XY-routing algorithm was assumed. 2-D mesh topology is one of the most practical and extensively used network topologies [31] [32] [33] [34] [35] because of its regularity, simple addressing scheme, and multiple source-destination routes [31] . In this mode, packets are divided into flits, which are the smallest unit of flow control and are equal to the network channel width, excluding flit headers, as shown in Fig. 1 . In this paper, the terms network channel width and flit size are used to express the data payload bits of a flit, excluding header bits. As described in Section I, advanced NoCs offer some advanced features, and this work attempts to exploits multicasting feature for test data transportation through the network. To implement the proposed test scheme, it is assumed that the NoC architecture supports multicasting. The router architecture presented by Samman et al. [36] supports multicasting with a latency of two cycles per flit, which we considered for our experiments.
Furthermore, for NI, credit-based communication is preferred, which allows a latency of a single cycle [37] . Credit-based communication enables data forwarding only when there is a free data space in the destination buffer. If there is no data space at the destination then the data will not be transmitted, which enables other nodes to utilize communication resources. Moreover, it provides test data streaming without data loss. For our experiments, we considered latencies of one cycle for NI.
The packet based network can outperform circuit based network at high injection rate, if the packet size is less than 62 flits [38] . Therefore, we assumed the packet payload of 20 flits.
Experiments were performed on ITC'02 benchmark circuits [39] . Since no information is provided for topological positions of the cores, for experiment we mapped them in such a way that the dominant cores (in terms of test time) were at the farthest location from the IO-AP. However, with an assumption of flexibility in placing the IO-AP, we propose to select its position in such a way that the dominating cores are closer to IO-AP.
IV. HYBRID TEST DATA TRANSPORTATION SCHEME
The proposed scheme maximally utilizes the network bandwidth and provides flexibility in selecting test scheduling algorithm without constraining topological positions of APs and CUTs. Fig. 2 depicts an example of the proposed scheme. It multicasts the test stimuli packets to multiple CUTs and unicasts the test response packets to the ATE-sink, through NoC. We propose to partition each flit of test stimuli packets into multiple portions and allocate each flit portion to a particular core or a group of cores. The flit partitioning is performed based on the outcome of the preferred test scheduler.
For demonstrating the proposed scheme, we used rectangle packing test scheduling algorithm [21] , which co-optimizes the wrapper and the TAM. This scheduler partitions the total TAM width into multiple TAM groups, each TAM group has a specific TAM width. All cores to be tested are distributed to each TAM group in such a way that none of the cores is assigned to more than one TAM group. For NoC as TAM, the total TAM width, the number of TAM groups and the TAM width of each group are analogous to the flit size, number of flit portions and width of each flit portion, respectively, as depicted in Fig. 1. 
Test Stimuli Delivery
We consider the ATE channel width or TAM width of a device same as the on-chip network channel width, which is distributed among the cores by the test scheduler. In fact, this distribution is the partitioning of flit and each flit portion is allocated to the corresponding core. ATE sends test data to the connected NI, through the IO-AP. The test stimuli packets are generated in such a way that a single test stimuli set of each CUT is embedded in the allocated bit positions of each of its flit. Subsequently, the NI multicasts them to the corresponding CUTs, as shown in Fig. 2. 
Test Response Collection
Similarly, each CUT places their test response data on to the corresponding flit portion, which is unicasted to the ATE-sink. The allocated number of bits to a specific CUT may be less than the flit size; therefore, the remaining bits are filled with idle bits, as shown in Fig. 2 . The filling of these idle bits can be performed aiming to minimize the energy consumption for test response transportation.
In order to minimize the transportation of these idle bits, we propose to embed maximum number of test response sets into each flit, instead of embedding only one test response set. Though accumulation of multiple test response sets into each flit requires additional clock cycles, it does not effect the test data streaming or test time; however, this accumulation reduces the network load, which in turn reduce energy consumption.
To transport the entire test response data, the required number of flits can be achieved by the product of the length of the longest scan chain and the number of TVs. If the allocated TAM width of a CUT is multiple times narrower than the flit size then the number of accumulated test response sets into a single flit can be achieved by With this accumulation, the quantity of test response flits reduce to:
For example, let us consider the case shown in Fig. 2 . The flit size is 5 bits, 2 bits are assigned to CUT-A, which means it has two scan-chains. Let the length of the longest scan-chain be 10 scan cells, and there is one TV. Therefore, traditionally, 10 flits transport the test response data, but after maximally loading the test response flits, as proposed, flits perform the same job.
Test Response Accumulator
In NoC-based S oCs, the cores communicate with NI through a protocol like Advanced eXtensible Interface (AXI) and Open Core Protocol (OCP) [40] , and to load the maximum number of test response bits we worked with these interfaces. However, the packetizer of a specific NI can be modified instead. We assume that IP cores use the AXI protocol [41] to communicate with the NI, and we embed an AXI-compliant interface, as shown in Fig. 3 . A similar design can be followed for other protocols as well.
This mechanism is valid if the CUT is allocated narrower (at least half) TAM width as compared to the flit size. The test response sets are accumulated into a register, before forwarding to the AXI-slave of the NI. We call it the stack-register.
The proposed test interface samples specific data bits of AXI-master (CUT side), and accumulates them into the stack-register. Subsequently, it forwards the stacked data to the AXI-slave (NI side). Further, the NI and routers follow their usual protocols.
AXI is a burst-based protocol that offers three types of bursts -fixed-address burst, incrementing-address burst, and incrementing-address wrap burst. To transfer data to the same address, the fixed-address burst is used. The proposed interface monitors only a few AXI-signals, which are described in the following paragraphs.
WDATA is a write data bus, and WVALID signal validates the data on the WDATA bus. The WLAST signal indicates the last transfer in a write burst, and WREADY signal indicates that the slave is ready to accept the data.
The control unit of the proposed test interface monitors WVALID and WLAST signals from the AXImaster and WREADY signal from AXI-slave, and generates control signals for the MUXes. The transitory signal/data are termed as TWVALID, TWREADY and TWDATA. Fig. 3 shows an example of the test interface for CUT-A of Fig. 2 . The flit size is 5 bits, and CUT-A is allocated 2-bits to share the test data with the ATE. The Verilog simulations of this test interface is shown in Fig. 4 .
The test enable signal selects between transitory and actual signals/data by controlling the MUXes. As soon as the stack register is maximally loaded, the control unit validates the data on the WDATA bus for the AXI-slave by asserting TWVALID signal, as shown by Point 1 in Fig. 4 . TWVALID remains high until AXI slave samples the data, which is ensured by the WREADY signal, highlighted by Point 2. WREADY signal remains high if the slave is ready to receive the data; otherwise, it remains low.
The proposed interface acknowledges AXI-master by asserting TWREADY signal. It remains de-asserted unless AXI-slave samples the stack-register data by acknowledging through WREADY signal, as expressed by Point 3. The WLAST signal indicates that the data on WDATA is the last data of the corresponding burst. In the proposed interface, the WLAST signal behaves like an interrupt. As soon as it is made high from the AXImaster, the data stored in the stack-register is sent to the AXI-slave by asserting the TWVALID signal, highlighted by Point 4.
Collisions and Their Remedy
Test data streaming is an important factor in achieving better test performance; therefore, collisions among different packets in the network must be avoided. In [14] , three types of collisions are addressed those are collisions between (i) test stimuli packets, (ii) test response packets, and (iii) test stimuli and test response packets.
Multicasting with deterministic routing and full duplex communication between routers overwhelms the first and third types of collisions. To avoid second type of collision, [14] has used global combining mechanism [42] in which each router extracts the test response bits from the test response packets of different CUTs and combines them into a single packet before forwarding. This requires a combining mechanism at each router with a larger buffer size. Moreover, each router must be informed about the allocated flit portion of each CUT so that the test response bits can be extracted from the incoming packets and combined into a single packet in the corresponding bit positions. Moreover, the irregularity in the lengths of scan chains can increase complexity at ATE level for comparing test responses.
In the proposed scheme, the collision between test 
The duration of interest ( DoI ) is the number of tester clock cycles during that at least one test response packet is injected by each CUT, which can be given by (5) . The ceiling function in (1) is used to result in an integer value.
NRF is the total number of response flits injected into the network for test response transportation.
where NRP is the number of response packets, which are accumulated and periodically injected by a CUT during DoI , that is:
IPRP is the injection period of a response packets after accumulation. It depends upon the number of payload flits, since the header and tail flits to each packet are attached by NI. IPRP is given by:
where an integer "2" is used for a header and a tail flits. 
V. EXPERIMENTAL RESULTS
The experiments for the proposed method were performed with ITC'02 benchmark SoCs [39] in which all cores were considered as hard cores. Table 1 compares the test results of the proposed method with other methods. First column shows the IDs of benchmark SoCs and the second column shows the ATE channel width used to test corresponding benchmark SoeCs. The ATE channel width is twice the flit size. Succeeding columns show the test results of the proposed method and previous methods, respectively.
[15] and [3] targeted to implement the test scheduling algorithms of bus based systems into NoC based systems by embedding DFT into each router; however, [3] outperforms between them. In comparison to [3] , we have achieved better results up to 13.9% because in [3] , the configuration of network routers before test activity consumes several clock cycles. However, there is no such configuration required in the proposed method.
In [17] , their test results have been compared with the results of test infrastructures of bus-based SoCs. They concluded that with their test scheduling algorithm, the test data delivery over the NoC does not incur any significant test time overhead. However, the scheduler was run with a flexibility in placing the number of IOAPs. A higher number of available access points increases test parallelism [17] . Distributing the tester pins among higher number of access points increases the network load due to significant idle bits transportation with the test data. The results of our experiments are similar to those of [17] ; however, with the proposed test data delivery scheme, an improved scheduling framework will have positive impact on test performance.
Due to unavailability of bigger benchmark SoCs, based on NoC, we mapped multiple copies of p93791 (32 cores) on to NoC in order to demonstrate the scalability of the proposed test scheme. The flit width for this set of experiments is 64-bits. Fig. 5 shows the line chart, which illustrates the test time of 32, 64 and 128 cores. The test results of the proposed scheme competes with serial testing of each core with full flit width. It reveals that the performance of the proposed test scheme scales with the size of NoC-based SoCs.
VI. CONCLUSION
To exploit the multicasting feature of NoC architecture, a scalable hybrid test data transportation scheme is presented, which uses multicasting and unicasting for test data transportation between heterogeneous CUTs and ATE. The proposed scheme allows test engineer to develop or reuse the test scheduling framework without constraining topological position of access points and CUTs, while complying with the network protocol. The experimental results showed that the outcome of bus reuse scheduler could be effectively implemented with our proposed scheme to improve test performance. 
