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Abstract—Timely message delivery is a key enabler for Internet
of Things (IoT) and cyber-physical systems to support wide range
of context-dependent applications. Conventional time-related
metrics (e.g. delay and jitter) fails to characterize the timeliness of
the system update. Age of information (AoI) is a time-evolving
metric that accounts for the packet inter-arrival and waiting
times to assess the freshness of information. In the foreseen
large-scale IoT networks, mutual interference imposes a delicate
relation between traffic generation patterns and transmission
delays. To this end, we provide a spatiotemporal framework that
captures the peak AoI (PAoI) for large scale IoT uplink network
under time-triggered (TT) and event triggered (ET) traffic. Tools
from stochastic geometry and queueing theory are utilized to
account for the macroscopic and microscopic network scales.
Simulations are conducted to validate the proposed mathematical
framework and assess the effect of traffic load on PAoI. The
results unveil a counter-intuitive superiority of the ET traffic over
the TT in terms of PAoI, which is due to the involved temporal
interference correlations. Insights regarding the network stability
frontiers and the location-dependent performance are presented.
Key design recommendations regarding the traffic load and
decoding thresholds are highlighted.
Index Terms—Age of information, spatiotemporal models,
Internet of Things, queueing theory, stochastic geometry
I. INTRODUCTION
The exploding growth in network traffic is creating data
transfer, monitoring, timing, and scaling challenges [2]. The
timeliness and retainability of continuous updates of nodes
within a system are overarching requirements among different
technology segments, such as vehicular, industrial Internet
of Things (IoT), and cellular [3]. This implies continuous
information update about the real-time states between a given
source and its targeted destination [4]. Focusing on IoT and
its underlying architecture, that include among others, ad-
vanced software components, ubiquitous sensors, autonomous
actuators, and a communications network infrastructure [5],
[6]. This allows the devices to communicate with proximate
devices and learn from their surrounding environment. One
key characterization of IoT is the traffic generated by the IoT
devices, which governs many of the system key performance
indicators. Therefore, it is important to provide a mathematical
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framework that can characterize the information freshness
within large scale uplink IoT networks under different traffic
models.
A. Background
IoT traffic can be categorized into time-triggered (TT) and
event-triggered (ET) traffic, with typically sporadic and short
payload packets [7]. TT events generate periodic traffic as
in vehicular communications, smart grids and wireless sensor
networks [8]. As an example, one may consider a smart mon-
itoring application where devices send timely-based updates
to the network server, comprising the uncoordinated time-
triggered (i.e., periodic/deterministic) traffic. In such segments,
a central entity collects status updates from multiple nodes
(e.g., sensors, vehicles and monitors) through wireless chan-
nels. On the other hand, ET traffic arises in scenarios where
multiple devices transmit based on detected events [9]. Such
scenarios can be observed as an example in a given area where
power outage occurs. Thousands of devices report their status
before the outage occurrence. Support of IoT network for the
two considered traffic models is crucial to maintain network
functionality and attain the required quality of services (QoSs)
[10]. Throughout this work, we address the critical challenge
of how to maintain timely status updates over all the connected
nodes within an IoT uplink network under the two variants of
traffic models, namely TT and ET traffic.
To characterize the freshness of information at the receiver,
we adopt the proposed age of information (AoI) metric in
[11], which has received increasing attention in the past
years. The age of information accumulates the transmission
delay in addition to time elapsed between successive system
updates [12]. Hence, the AoI increases even when there are
no packets in the system to account for the freshness of
information. Compared to traditional time metrics (e.g. delay
and jitter), AoI captures the timeliness of updates in a way
those traditional metrics do not [13], [14].
To position our contribution in context, we first discuss a
series of key prior works that studied the AoI and its variants.
Authors in [11] consider the system where a sensor generates
and transmits update packets to its destination under a first
come first serve (FCFS) principle and derive the expression
of average AoI for different queueing models. The work in
[11] is extended to out-of-order packet delivery in [15]. Last
come first serve (LCFS) queue discipline, with and without
service preemption, is studied and contrasted to FCFS in [12],
[16]. The AoI is also characterized in [17] for prioritized
packet delivery and in [13] for deterministic traffic models. In
summary, the aforementioned works consider a single sensor
scenario.
In addition, a number of works have considered the infor-
mation freshness in IoT networks with multiple sensors [17]–
[19]. In particular, authors in [18] consider that one transmitter
sends status update packets generated from multiple sensors
to the destination, and analyze the average AoI for updates
allowing the latest arrival to overwrite the previous queued
ones. The authors in [20], [21] propose a new metric, namely
Peak AoI (PAoI), that characterizes the maximum value of the
age achieved immediately before receiving a new packet. Fo-
cusing on the PAoI, [19] analyzed the system performance by
considering a general service time distribution, and optimized
the update arrival rates to minimize its defined PAoI-related
system cost. In [22], the authors investigated the role of an
unmanned aerial vehicle as a mobile relay to minimize the
PAoI. The joint effects of data preprocessing and transmission
procedures on the PAoI under Poisson traffic model was
investigated in [23] without considerations of the network-
wide interference.
While the aforementioned works characterize the AoI at
the microscopic device level, they overlook the macroscopic
impact of aggregate network interference between multiple
devices. In the foreseen massively loaded IoT networks, the
mutual interference between the active transmitters, trying
to utilize the set of finite resources, might hinder timely
updates of a given link of interest [24]. In the context of
large-scale networks, stochastic geometry is a mathematical
tool that is is employed to characterize performance when
accounting for mutual interference within the network [25]–
[27]. However, the commonly adopted full-buffer assumption
hinders the evaluation of temporal based metrics such as delay
and AoI. To overcome such limitation, spatiotemporal models
are developed. In particular, stochastic geometry and queueing
theory are jointly utilized to characterize both the macroscopic
network-wide interference and microscopic per-device queue
evolution [28]–[32]. Capitalizing on such spatiotemporal mod-
els, delay and AoI can be characterized and assessed in large
scale massive networks. For instance, lower and upper bounds
for the average AoI are proposed under a stochastic geometry
framework in [33]. Additionally, AoI under a spatiotemporal
framework has recently been investigated in [32], where the
authors investigated different scheduling techniques to opti-
mize the PAoI under a spatiotemporal framework.
In summary, the AoI in large-scale IoT networks with TT
traffic has not been studied yet. Furthermore, to the best of
the authors knowledge, AoI for uplink traffic in large-scale
IoT networks is a still an open research problem. To this end,
characterizing the AoI leads to informed insights on how to
enhance the performance of time-critical applications.
B. Contributions
Throughout this work,1 we provide a mathematical frame-
work to characterize the information freshness via the PAoI.
When compared to the average AoI, PAoI is considered
1A simplified version of this work is presented in part in [1], which is
limited to ET traffic only.
throughout this work because it is more suited to provi-
sion QoS and for min-max network design objectives [19],
[32]. The macroscopic and microscopic scales of an uplink
large scale IoT network are addressed through the proposed
framework. For the macroscopic aspect, stochastic geometry
is utilized to characterize for the mutual interference among
active devices (i.e., position dependent). In addition, queueing
models from queueing theory are adopted to account for
the microscopic queue evolution at each device under the
TT and ET traffic models. To track the queue status at a
given time stamp, a discrete time Markov chain (DTMC) is
utilized for each device. Expressions for the distribution of
the transmission success probability (TSP) are derived, which
entails the effect of the considered traffic model. In addition,
the TT traffic is modeled via an absorbing Markov chain that
mimics the duty cycle of the generated packets. In summary,
the main contributions of this paper compared to the previously
stated works are summarized as follows:
• Develop a novel and tractable mathematical framework
that characterizes the spatiotemporal interactions under
TT and ET traffic models;
• Employ a DTMC at every IoT device to track the
temporal dynamics for the TT and ET traffic models;
• Integrate the developed DTMCs with stochastic geom-
etry framework to evaluate the PAoI in large-scale IoT
networks;
• Assess the PAoI for the TT and ET traffic models; and
• Showcase the Pareto frontiers that characterize the net-
work’s stability regions.
C. Notation and Organization
In this work, the following notation will be adopted. Upper-
case and lower-case boldface letters (A, a) represent matrices
and vectors, respectively. 1m and Im denote, respectively, an
all ones vector and matrix of dimension m ×m. An identity
matrix of dimension m is represented via Im. Over the bar
operation depicts the complement operator (i.e., v¯ = 1 − v).
Furthermore, 1{z} represents the indicator function which
equals 1 if the expression z is true and 0 otherwise. The
probability of an event and its expectation are given by P{·}
and E{·}, respectively.
The rest of the paper is organized as follows. Section
II presents the system model, the underlying physical and
medium access control (MAC) parameters, and the PAoI
evaluation. Section III discusses the location-dependent char-
acterization of the network-wide interference for the TT and
ET traffic models. The TT and ET queueing models along
with the microscopic intra-device interactions are provided
in Section IV. In Section V, various simulation results and
observations are discussed. Finally, Section VI summarizes the
work and draw final conclusions.
II. SYSTEM MODEL
A. Spatial & Physical Layer Parameters
An uplink cellular network is considered in this work, where
the base stations (BSs) are deployed based on a Poisson point
processes (PPP) Ψ with spatial intensity λ BS/km2. The IoT
devices follow an independent PPP Φ, such that within the
Voronoi cell of every BS bi ∈ Φ, a device is dropped uniformly
and independently. All devices and BSs are equipped with
single antennas. Let r be the distance between a device and its
serving BS and η > 2 be the path-loss exponent, an unbounded
path-loss propagation model is considered such that the signal
power attenuates at the rate r−η . Multi-path Rayleigh fading is
assumed to characterize the small-scale fading. Additionally,
h and g denote the intended and interference channel power
gains, and are exponentially distributed with unit power gain.
Spatial and temporal independence is assumed for all the
channel gains. Fractional path-loss inversion power control is
considered at the devices with compensation factor ǫ. Accord-
ingly, the transmit power of a device positioned r meters is
given by ρrηǫ, where ρ is a power control parameter to adjust
the average received power at the serving BS [34]. In this
work, a fixed, yet arbitrary network realization of the network
is considered to account for the much smaller time scale of
the channel fading, packet generation, and transmission when
compared to the spatial network dynamics.2
B. Temporal & MAC layer parameters
The proposed framework studies a discretized, time slotted,
and synchronized system, in which a new packet is generated
at a generic device based on TT or ET traffic. For the TT
traffic, we consider an asynchronous homogeneous periodic
packet generation with duty cycle T and time-slot offset
β. That is, each device in the network generates a packet
(e.g., measurement or status update) periodically every T time
slots. However, it is not necessary that all devices in the
network are synchronized to the same time slot for packet
generation. Instead, it is assumed that the offset of the devices
βi ∈ {0, 1, · · · , T − 1}, ∀i ∈ Φ are independently and
uniformly distributed among the time slots within the duty
cycle T , i.e., P{βi = τ} = 1/T, τ ∈ {0, 1, · · · , T − 1}.
For the ET traffic, a Bernoulli traffic model is adopted, in
which a new packet is generated at a generic device with an
independent slot-wise arrival probability of α ∈ (0, 1].
A FCFS discipline is considered at each device, where failed
packets are persistently retransmitted till successful reception.
In particular, a packet residing at a generic device is success-
fully decoded if the received signal to interference ratio (SIR)
is larger than a detection threshold θ at its serving BS. In the
case of successful decoding, an ACK is transmitted from the
BS via an error-free feedback channel so the device can drop
this head of the queue packet. In the case of failed decoding,
the serving BS transmits an NACK and the packet remains
at the head of the device’s queue and a new transmissions is
attempted in the next time slot. Error-free and negligible delay
for ACK and NACK is adopted throughout this work.
In Fig. 1, a spatiotemporal realization of the network is
shown. At a given time slot, two different states of devices can
2To analyze the location-dependent performance of the network, we con-
sider a static network where for a generic network realization, Φ and Ψ remain
static over sufficiently large time horizon, while device activities, channel
fading, and queue states vary each time slot.
Fig. 1: A network realization for λ = 10−6 BS/KM2, θ = 1
and T = 8. Black squares depict the BSs while green, blue
and yellow circles represent devices with empty queue, devices
with the same β and devices with residual packets attempting
a retransmission due to past failed attempts, respectively. The
coverage region of the BSs and their connected devices are
represented by dashed black and red lines, respectively.
be observed i) active due to non-empty queue and ii) idle due
to empty queue. Note that for the TT traffic model, all devices
with the same offset are synchronized together and become
active at the same time slot. Furthermore, two devices with
different offsets may become simultaneously active in case of
retransmission, where the probability of simultaneous activity
depends on the relative offset values between the devices and
the decoding threshold θ.
C. Age of Information
AoI quantifies the freshness (i.e., timeliness) of information
transmitted by the devices within the network [11]. For any
link within the considered time slotted system, the metric
∆o(t) tracks the AoI evolution with time as shown in Fig.
2. Assume that the o-th packet is generated at time Yo(t),
then ∆o(t+ 1) is computed recursively as
∆o(t+ 1) =
{
∆o(t) + 1, transmission failure,
t− Yo(t) + 1, otherwise
(1)
Through this paper, we consider the peak AoI, termed through
the subsequent sections PAoI, which is defined as the value
of age resulted immediately prior to receiving the i-th update
[19]. The increased focus on the PAoI stems from the guar-
anteed system performance insights it unveils. In addition, the
minimization of the PAoI may be required for time critical
applications. [23]. To this end, conditioned on a fixed, yet
generic spatial realization, the spatially averaged PAoI, as
observed from Fig. 2, is computed as
E{∆p|Φ} = E
!
{
Io +Wo|Φ,Ψ
}
, (2)
2It is noteworthy to mention that the considered PAoI in this work
incorporates temporal and spatial averaing.
time
∆
o
(t
)
Go(1) Go(2) Go(3) Go(4)
τ0(1) τ0(2) τ0(3)
∆o(τ0(1))
∆o(τ0(2))
∆o(τ0(3))
Io(1) Wo(2)
Fig. 2: AoI evolution of a typical link. The time stamps Go(n)
and τo(n) denote the time at which the n-th packet was
generated and successfully delivered. Io(1) andWo(2) denote
the inter-arrival time and the waiting times.
where E!{.} is the reduced Palm expectation [27], Io and Wo
denote the inter-arrival time between consecutive packets and
the waiting time of a generic packet in the queue, respectively.
As observed, the evaluation of the waiting time is required
to evaluate the PAoI. The waiting time depends on, among
other parameters, the adopted traffic model, queue distribution
and network-wide aggregate interference. Throughout this
paper, we provide a spatiotemporal mathematical framework
to characterize the PAoI.
III. MACROSCOPIC LARGE SCALE ANALYSIS
Through this section, the network-wide aggregate interfer-
ence will be discussed for the TT and ET traffic models. First
we start with the TT in Section III-A. Afterwards, the ET
traffic is presented in Section III-B.
A. TT Traffic
Due to uplink association, the devices point processes
(PP) Φ is a Poisson-Voronoi perturbed PPs with intensity
λ [35]–[38]. The periodic TT traffic can be incorporated to
the devices PP via the notion of marked PPs. That is, let
Φ˜ = {xi, βi} be a marked PP with points xi ∈ Φ and
time offset marks βi drawn from the uniform distribution
P{βi = τ} = 1/T , τ ∈ {0, 1, · · · , T − 1}. In addition, let
Φ˜τ = {(xi, βi) ∈ Φ˜ : βi = τ} be the PP where all the devices
have identical time offset. Due to the independent and uniform
distribution of the time offsets, the intensity of Φ˜τ for each
τ ∈ {0, 1, · · · , T − 1} is λ
T
. Note that, all the devices within
the same Φ˜τ have synchronized packet generation every T
time slots, and hence, always interfere together in their first
transmission attempt. On the other hand, two devices within
different sets Φ˜τ1 and Φ˜τ2 for τ1 6= τ2 may only interfere
together due to retransmissions. A pictorial illustrations of the
transmission and mutual interference of four devices in the TT
traffic model is shown in Fig. 3.
Focusing on a fixed, yet arbitrary, spatial realization of
Ψ and Φ˜, let (uo, βo) ∈ Φ˜, bo = argminb∈Ψ||uo − b|| and
ro = ||uo − bo|| define, respectively, the location, time offset,
serving BS, and association distance of a randomly selected
o-th device, where ||.|| is the Euclidean norm. For the ease
of notation, we define the set Φ˜o,κ = {ri = ||xi − bo|| :
(xi, βi) ∈ Φ˜, βi = κ} that contains the relative distances to
the serving BS of the o-th device from all devices, with time
offset β = κ. Due to the adopted TT packet generation and
persistent transmission scheme, the SIR exhibit a regular time
slot dependent pattern that is repeated every T time slots. In
particular, let ℓ ∈ Z be an integer and τ ∈ {0, 1, · · · , T − 1}
be a generic time slot within the duty cycle T , then the SIR
of the o-th device at the (τ + ℓT )-th time slot is given by
SIRTo,τ+ℓT =
ρhor
η(1−ǫ)
o∑
ri∈Φ˜o,τ
Pigir
−η
i
︸ ︷︷ ︸
determistic for each τ
+
∑
κ 6=τ
∑
rm∈Φ˜o,κ
1
{a
(m)
κ (τ+ℓT )}
Pmgmr
−η
m
︸ ︷︷ ︸
probabilistic retransmissions
,
(3)
where ho is the intended channel power gain, a
(m)
κ (τ + ℓT ) is
the event that the m-th device with offset βm = κ has a non-
empty queue at the (τ + ℓT )-th time slot, 1{·} is an indicator
function that is equal to 1 if the event {·} is true and zero
otherwise, Pi (Pm) and gi (gm) denote the i-th (m-th) uplink
transmit power and its channel power gain, respectively.
Let p
(m)
κ,τ = E
{
1
{a
(m)
κ (τ+ℓT )}
|m,κ, τ
}
be the probability
that the m-th device with time offset βm = κ has a non-
empty queue at the τ -th time slot within any cycle τ + ℓT .
Then the intensity of the interfering devices within the τ -th
time slot is given by
λτ =
(1 +Θτ )λ
T
, (4)
where Θτ ∈ [0, T − 1] is given by Θτ =
∑
κ 6=τ EΦ˜κ
{p
(m)
κ,τ }.
Recalling that the intensity of the devices with each distinct
time offset is λ
T
, it is clear that Θτ depicts the aggregate
percentiles of devices with time offsets κ 6= τ that are active
at time slot τ . At the extreme case of flawless transmissions,
Θτ = 0 and λτ =
λ
T
, where only synchronized devices
with newly generated packets mutually interfere together. On
the other extreme, assuming backlogged queues due to poor
transmission success probabilities, Θτ = T − 1, and hence,
λτ = λ, where all devices are always active and mutually
interfere together. In realistic cases, 0 ≤ Θτ ≤ T − 1, which
is the focus of the current analysis.
As mentioned earlier, devices are only active when they
have non-empty queues. A packet at the queue of a generic
o-th device departs from its queue in the time slot τ ∈
{0, 1, · · · , T − 1} if P{SIRTo,τ > θ}. Since a packet is
generated every T slots, it is required that SIRTo,τ exceeds
the threshold θ at least once for any of the time slots
τ ∈ {0, 1, · · · , T − 1}. Once the generated packet departs
and the queue is empty, the device remains idle for the rest
of the cycle until the next packet generation (cf. Fig. 3).
Otherwise, the departure rate is not sufficient to cope with
the periodic packet generation and packets keep accumulating
in the device’s queue. Such devices are never idle and are
denoted hereafter as unstable devices.
As illustrated from (3) and (4), the activities of interfering
devices, and consequently, SIRTo,τ are location and time slot
dependent. Due to the fixed realization of the network, the
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Fig. 3: Packets generation, departure process, and mutual interference between devices under TT traffic with duty cycle T = 6.
static time offsets, and the periodic generation of packets,
each device experiences a location and slot-dependent pattern
of SIRTo,τ+ℓT for τ ∈ {0, 1, · · · , T − 1} that is repeated
every cycle ℓT, ∀ℓ ∈ Z. Despite the randomness in the
channel gains and the probabilistic interference of devices with
different offsets, the network geometry and the periodic packet
generation with static offsets have the dominating effect that
highly correlates SIRTo,τ+ℓT for each τ across different cycles.
Such location and time slot dependence of the SIR yields
intractable analysis. Furthermore, there is no known tractable
exact analysis for Poisson-Voronoi perturbed PPs [35]–[38].
Hence, for th sake of analytical tractability, we resort to the
following two approximations.
Approximation 1. The location and time slot dependent
transmission success probabilities P{SIRTo,τ > θ} of the BSs
in Ψ and devices in Φ˜ are approximated by the location-
dependent transmission success probabilities P{ ˆSIR
T
o > θ}
where each BS in Ψ sees a fixed panorama of always active
interfering devices constituting a fixed, yet arbitrary, PPP Φˆ
with intensity function
λT (x) =
(1 +ΘT )λ
T
(1− e−πλx
2
). (5)
where 0 ≤ ΘT ≤ T − 1 is as defined in (4) for a generic time
slot.
Remark 1. Approximation 1 can be regarded as approximat-
ing the success probability P{SIRTo,τ > θ} of each device
2The subscript T in ΘT depicts the TT trafic and not a specific value of
the duty cycle T .
across different time slots within the same cycle T by an
approximate mean value P{ ˆSIR
T
o > θ} ≈ Eτ{P{SIRo, τ}
T >
θ} to alleviate the time-slot dependence. The approximating
PPP Φˆ is assumed to be static to account for the temporal
correlations between different cycles, and hence, capture the
location dependent performance of the devices. Note that the
intensity function in (5) is sensitive to the effect of unsaturated
TT traffic through the parameter
(1+ΘT )λ
T
. Furthermore, (5)
is also sensitive to the uplink association through the factor
(1− e−πλx
2
) [35]–[38]. It is worth noting that the validity of
such approximation is validated via independent Monte-Carlo
simulations in Section V.
Approximation 2. The transmission powers of the interfering
devices are uncorrelated.
Remark 2. Approximation 2 ignores the correlations among
the sizes of adjacent Voronoi cells, which lead to correlated
transmission powers of devices due to the adopted fractional
path-loss inversion power control scheme. Such approximation
is widely utilized in the literature to maintain mathematical
tractability [35]–[38]. We further validate Approximation 2
via independent Monte-Carlo simulations in Section V.
By virtue of Approximation 1, the time slot indices κ and
τ are dropped hereafter. Furthermore, exploiting Approxi-
mations 1 and 2 along with the mapping and displacement
theorems of the PPP [27], the effect of the power control
and path-loss can be incorporated to the intensity function
of the approximating PPP. That is, the PPP of the interfering
devices Φˆ can be mapped to a 1-D PPP with unit transmission
powers and inverse linear path-loss function. After mapping
and displacement, following [36, Lemma 2], the intensity
function in (5) becomes
λ˜T (ω) =
2(1 +ΘT )(πλ)
1−ǫρ
2
η
Tηω1−
2
η
γ
(
1+ǫ, πλ(ωρ)
2
η(1−ǫ)
)
. (6)
Using the intensity function in (6), the transmission success
probability in the TT traffic model is defined as
Ps(θ) = P
!
{
SIRTo > θ|Φˆ,Ψ
}
,
=
∏
ωi∈Φ˜T
E
!
[( 1
1 + θr
η(1−ǫ)
o
ρωi
)∣∣∣Φˆ,Ψ], (7)
where ΦˆT = {ωi =
ri
Pi
, ∀ri ∈ Φˆo}, and the set Φˆo
contains all relative distances from the approximating PPP Φˆ
to the serving BS of the o-th device. The computation in (7)
follows from the exponential distribution of ho and hi. To
account for the location dependent success probability, Ps(θ)
is considered as a random variable across different devices.
The meta distribution of the success probability models such
variation across the network [39], [40] as
F¯ (θ, ξ) = P!{Ps(θ) > ξ|Φˆo,Ψ}, (8)
where ξ denotes the percentile of devices within the network
that achieves an SIR equals to θ. Following [36], [39], the
meta distribution of the success probability for the TT traffic
FT (θ, ξ) is be approximated as
FT (θ, ξ) ≈ Iξ

 M1,T MˆT(
M2,T −M21,T
) , (1−M1,T ) MˆT(
M2,T −M21,T
)

 ,
MˆT = M1,T −M2,T , (9)
where Iξ(a, b) =
∫ ξ
0
ta−1(1 − t)b−1dt is the regularized
incomplete beta function, M1,T and M2,T are the first and
second moments of Ps(θ) under the TT traffic model. The
approximate moments of Ps(θ) for the TT traffic model are
given via the following lemma.
Lemma 1. The moments of the transmission success prob-
abilities in uplink network under TT traffic with duty cycle
T are approximated by Mb,T ∼ M˜b,T as given in (10),
where γ(a, y) =
∫ b
0
ta−1e−tdt is the lower incomplete gamma
function.
Proof. See Appendix A 
1) Network Categorization: It is observed from Lemma
1 that the macroscopic network-wide aggregate characteriza-
tion depends on the parameter ΘT . Before delving into the
details of such characterization, we first discretize the meta
distribution of Ps(θ) through uniform network partitioning
[31]. Categorizing each devices within the network into a
distinctive QoS class is not feasible due to the continuous
support of Ps(θ) ∈ [0, 1]. Consequently, the transmission
success probability is quantized into N QoS classes.3 The
3The continuous random variable Ps(θ) with distribution fPs(ω) is quan-
tized to an equally-probable uniform random variable d = [d1 d2 · · · dN ].
network categorization process of the distribution in (9) for
the n-th class is conducted as follows
FPs(ωn)− FPs(ωn+1) =
∫ ωn+1
ωn
fPs(ω)dω =
1
N
, (11)
where n ∈ {1, 2, · · ·N}. Afterwards, the discrete probability
mass function dn (i.e., FPs(dn) =
1
N
) can be evaluated using
the bisection method as∫ dn
ωn
fPs(ω)dω =
∫ ωn+1
dn
fPs(ω)dω. (12)
The computation of dn, ∀n via (11) and (12) quantizes the
meta distribution of Ps(θ) into N equiprobable classes as
shown in Fig. 4. The queue’s departure rate of a device
belonging to the n-class is determined by dn. Now we are
in position to characterize the TT traffic parameter ΘT .
2) ΘT Characterization for TT Traffic: As mentioned
earlier, for a given set of synchronized devices (i.e., with
equal time offset), ΘT depicts the aggregate percentiles of
retransmitting devices from all other distinct time offsets. The
first step to characterize ΘT is the determine the set of always
active devices, if any. Particularly, a QoS class that impose
a departure rate less than the packet arrival rate yield always
active devices that continuously interfere with other devices
irrespective of their relative time offsets. Stable and unstable
QoS classes are discriminated via a transmission success prob-
ability threshold equal to the packet arrival probability [41].
Consequently, S = {dn ≥
1
T−1 | n ∈ {1, 2, · · · , N}} is the
set of stable QoS classes (i.e., devices belonging to this class
can empty its queue within the duty cycle T ). Visually, Fig. 3
depicts an example scenario with three devices, each belong to
a given QoS class. Device 1, belonging to the lowest perform-
ing class (i.e., one with lowest dn), requires more time slots
to successfully transmit its packet. It is noteworthy to mention
that transmission failures might occur due to the mutual
interference between active devices or fading and path-loss
effect. In accordance, U = {dn <
1
T−1 | n ∈ {1, 2, · · · , N}}
is the set of unstable QoS classes. Devices belonging to an
unstable QoS class are not able to empty their queues within
the packet generation duty cycle T . Thus, their queues will
have infinite size and become unstable. For mathematical
tractability, we adopt the following approximation in our work.
Approximation 3. Queues employed at the devices are QoS-
aware but have temporally-independent departures.
Remark 3. The temporal correlation of interference is cap-
tured by the static QoS class of each device. That is, the
departure probability of a device belonging to n-th QoS class
remains dn. Once the QoS class is fixed, the departures from
the same device across different time slots are considered to be
independent due to the randomness introduced by the channel
fading and interfering devices activity profiles.
Let rSn,k be the probability that a device belonging to
a stable n-th QoS is active for k-constitutive time slots.
Recall that every device has a new generated packet every
T time slots and that stable devices, on average, are able
to empty their packets within each duty cycle T. Leveraging
the temporal independence between the time slots given by
M˜b,T =
∫ ∞
0
exp
{
− z −
((1 +ΘT )2z1−ǫ
Tη
∫ ∞
1{ǫ=1}
y
2
η
−1
(
1−
( y
y + θ
)b)
γ
(
1 + ǫ, zy
2
η(1−ǫ)
)
dy
)}
dz. (10)
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Fig. 4: Quantized meta distribution for N = 10, hypothetical
ΘT = 0.5 and θ = 5 dB.
Approximation 3, rSn,k = (1− dn)
k. The k-consecutive time
slots activity due to transmission failures is illustrated in Fig.
3. The characterization of the spatially averaged aggregate
percentiles of retransmitting devices ΘT for the TT traffic is
given in the following lemma.
Lemma 2. Consider a TT traffic model with duty cycle T.
For each set of synchronized devices, the spatially averaged
aggregate percentiles of retransmitting devices from all other
distinct time offsets is given by
ΘT =
1
N
T−1∑
τ=1
(
|U|+
|S|∑
j=1
rSj ,k
)
, (13)
where S = {dn ≥
1
T−1 | n ∈ [1, 2, · · · , N ]} and U = {dn <
1
T−1 | n ∈ (1, N)} denote the set of stable and unstable QoS
classes, respectively.
Proof. First, the devices belonging to a QoS class that is
unstable are always contributing to the aggregate interference.
Accordingly, for each distinct time offset,
|U|
N
percentiles of the
devices will always be interfering every time slot within the
window T . Second, the set of stable devices with time offset
k slots away from a given transmission will only interfere
if they have encountered k-consecutive transmission failures.
Considering all stable QoS classes within each set of devices
with distinct time offset, the percentiles of devices that are
k-slots active can be characterized as
∑|S|
j=1 rSj ,k
N
. Combining
the two components (i.e., stable and unstable devices) together
and considering all other distinct T −1 time offsets within the
duty cycle, the lemma is obtained. 
Iterating through Lemmas 1 and 2, one can evaluate ΘT and
the meta distribution F¯T (θ, ξ). In particular, for any feasible
initial value of ΘT , the moments and the transmission success
probabilities for each QoS class can be calculated via (10),
(11), and (12). Then, the value of ΘT can be updated via (13).
Repeating such steps, the aforementioned system of equations
converges to a unique solution by virtue of fixed point theorem
[42]. After convergence to a unique solution, the waiting
time, a generic packet spends in the system till its successful
transmission, can be evaluated based on the analysis that will
be provided in the next section.
B. ET Traffic
Following the same methodology that was presented in the
TT traffic analysis, the SIRo,τ of the o-th device at the τ -th
time slot under ET traffic is
SIREo,τ =
Pohor
η(1−ǫ)
o∑
ui∈Φ\uo
1{ai}Pihir
−η
i
, (14)
where ai is the event that a generic device has a non-empty
queue at steady state. Due to the randomized packet generation
and departure, the interference in the ET traffic does not
exhibit regular repetitive pattern as in the TT case. Hence, (14)
is independent of the time slot index τ , which will be dropped
hereafter. Analogous to Approximations 1 and 2, let ΦˆE be
a PPP with an intensity function λE(x) = λ(1 − e
−πλx2)
that approximates the interference from {Φ\bo}. Exploiting
the mapping and displacement theorems, the interfering PPP
seen at a generic BS bo ∈ Ψ can be mapped to a 1-D
inhomogeneous PPP ΦˆE,o = {si =
||xi−bo||
η
Pi
, ∀xi ∈ ΦˆE}
with the following intensity function
λ˜E(s) =
2(πλ)1−ǫρ
2
η
ηs1−
2
η
γ
(
1 + ǫ, πλ(sρ)
2
η(1−ǫ)
)
. (16)
Hence, the transmission success probability for the ET traffic
model is expressed as
Ps(θ) =
∏
si∈Φ˜E
E
!
[( Θ¯E
1 + aiθr
η(1−ǫ)
o
ρsi
+ΘE
)∣∣∣Φ,Ψ], (17)
where ΘE denotes the spatially averaged idle probability (i.e.,
the probability that a device has an empty queue) under the
ET traffic at steady state. Different from its TT counterpart
in (7), the transmission success probability for the ET in
(17) depicts the varying set of interfering devices through
the probability of empty queue ΘE [36], [39]. In particular,
the higher probability of empty queues (i.e., higher value of
ΘE ), the less correlated interference across time slots, and vice
versa.
The approximations of Ps(θ) moments for the ET traffic
model are given via the following lemma.
Lemma 3. The moments of the transmission success proba-
bilities in uplink network with ET traffic model with arrival
probability α are approximated by M˜b,E given in (15), where
ΘE is the spatially averaged idle probability.
M˜b,E =
∫ ∞
0
exp
{
− z −
2z1−ǫ
η
∫ ∞
1{ǫ=1}
y
2
η
−1
(
1−
(y + θΘE
y + θ
)b)
γ
(
1 + ǫ, zy
2
η(1−ǫ)
)
dy
)}
dz. (15)
Proof. The proof follows similar steps as Lemma 1. 
After the computation of the approximated moments under
ET traffic M˜b,E, ; b = {1, 2}, the meta distribution FE(θ, ξ) is
evaluated based on (9) after plugging the computed M˜b,E . In
addition, the network categorization procedure is carried out
in a similar way as explained in Section III-A1.
1) ΘE Characterization for ET Traffic: The spatially
averaged interfering intensity for the ET traffic is equivalent to
the percentage of devices which have packets to be transmitted
in their respective queues at steady state. To this end, the
idle probability of the n-th QoS class x0,n captures such
activity. Resorting to the mean field theory, ΘE is computed
by averaging over the N classes temporal idle probabilities as
ΘE =
1
N
N∑
n=1
x0,n. (18)
It is clear that to evaluate FE(θ, ξ), one needs first to compute
x0,n. Such inter-dependency between the network-wide aggre-
gate interference and the queues characterization highlights the
cross-relation between the microscopic and macroscopic scales
in the network. The characterization of x0,n, which is required
to evaluate the waiting times and the PAoI will be discussed
in the following section.
IV. MICROSCOPIC QUEUEING THEORY ANALYSIS
The mathematical model for the microscopic scale (i.e.,
queue evolution) will be presented in this section. As men-
tioned, the device’s location-dependency is captured via its de-
parture probability (i.e. QoS class dependent), which remains
unchanged over long time horizon. In this work, a geometric
departure process is adopted to model the packets departure
from each device. It is important to note that the geometric
departure is an approximation that capitalizes on the negligible
temporal correlation of the departure probabilities once the
location-dependent QoS class is determined as mentioned in
Approximation 3.
A. TT Traffic
We utilize a degenerate PH type distribution to mimic the
TT traffic generation at every device. In particular, the utilized
PH type distribution works as a deterministic counter that
generates a packet every T time slots. A pictorial illustration of
the DTMC with deterministic arrival of packets every T = 4
time slots is shown in Fig. 5(a). The PH type distribution is
defined as an absorbing Markov chain [43]. In the context
of TT, absorption denotes packet arrival. Mathematically, an
absorbing Markov chain is defined as
Q =
[
1 0
s S
]
, (19)
where s ∈ RT×1 represents the absorption probability from
a given transient phase and is given by s = 1T − S1T .
The utilized PH type distribution is represented by the tuple
(ζ,S), where ζ ∈ R1×T is the initialization vector and
S ∈ RT×T is the sub-stochastic transient matrix. In addition,
the matrix S is constructed to count exactly T time slots
between two successive packet generations. Accordingly, there
is no randomness in the packet generation process and the
transition probabilities between the states equal 1. In order to
mimic the periodic generation of a packet, S is formulated as
S =


0 1 0 · · · 0
0 0 1 · · · 0
...
... · · · 0 1
0 0 0 0 0

 . (20)
In addition, ζ = [1 0T−1]. Based on the proposed PH type
distribution for the TT arrival process, we model the temporal
interactions via an PH/Geo/1 queue [43]. The departure pro-
cess is captured via a geometric process due to the adoption of
Approximation 3. Fig. 5(a) shows the proposed DTMC model
for the TT traffic, where the vertical and horizontal transitions
depict transitions between levels and phases, respectively.
Utilizing the previously mentioned PH type structure, one
can provide a tractable model that captures the queueing
temporal dynamics in the form of a quasi-birth-death (QBD)
process [44]. The queue transitions for a device within the n-
th class are captured through the QBD characterized via the
following probability transition matrix
Pn =


B C
En A1,n A0,n
A2,n A1.n A0,n
. . .
. . .
. . .

 , (21)
where B = S,C = sζ and En = dnS ∈ R
T×T are
the boundary sub-stochastic matrices. In addition, A2,n =
dnS,A0,n = d¯nsζ, and A1,n = dnsζ + d¯nS ∈ R
T×T
represent the sub-stochastic matrices that capture the transition
down a level, up a level, and in a fixed level within the QBD,
respectively. In addition,A2,n,A1,n, andA0,n are represented
via the green, violet, and red arrows in Fig. 5(a). As mentioned
in the previous section, for the DTMC in (21) to be stable,
the following condition must be satisfied [41]
dn ≥
1
T − 1
. (22)
In addition, let x = [x0 x1 x2 · · · ] be the steady state
probability vector, where xi = [xi,1 xi,2 · · · xi,N ] and
xi,j = [xi,j,1 xi,j,2 · · ·xi,j,T ], where xi,j,k is the probability
that a device has i packets and belongs to the j-th class and
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Fig. 5: DTMCs modeling the temporal evolution. Green states
represent idle states.
is in the k-th arrival phase. In this context, the idle probability
of device in the j-th class is evaluated as
x0,j =
T∑
n=1
x0,j,n. (23)
Through this work, a mathematically tractable solution is
sought to address the aforementioned DTMC employed at each
device. Markov chains with QBD structure can be solved via
utilizing the matrix analytic method (MAM) [44], [43]. Based
on the state transition matrix defined in (21), the following
lemma derives the steady state distribution of the queues
temporal evolution.
Lemma 4. The steady state distribution of a device belonging
to the n-th QoS class based on the state transition matrix Pn
under TT traffic with cycle duty T is given by
xi,n =


xi,nB+ xi+1,nEn, i = 0,
xi−1,nC+ xi,n(A1,n +RnA2,n), i = 1,
xi−1,nRn, i > 1,
(24)
whereRn is the MAM matrix and is given byRn = A0.n(IT−
A1,n − ωA02,n)
−1. The term ω is the spectral radius of R,
which can be evaluated by solving for z in z = s(IT −A1,n−
zA2,n)
−1IT . In addition, (24) must satisfy the normalization
x0,n1T + x1,n(IT −Rn)
−1]1T = 1.
Proof. See Appendix B 
Once the queue distribution is characterized, one can pro-
ceed with evaluating the waiting time distribution of a generic
packet residing in a queue, which is the major component in
computing the PAoI as explained in Section II-C. Let WTn be
the waiting time of a generic packet at a device belonging
to the n-th QoS class in the queue under the TT traffic and
Wm,Tn = P{W
T
n = m}. Also, let q
n
i = [q
n
i,1 q
n
i,2 · · · q
n
i,T ],
where qni,j is the probability that an incoming packet at a
device belonging to the n-th class will find i packets waiting
and the next packet arrival has phase j. In accordance, q is
evaluated as [43]
qnl =

σ
(
xi,nsζ + xi+1,nsζdn
)
, l = 0
σ
(
xi,nsζd¯n + xi+1,nsζdn
)
, l ≥ 1,
(25)
where σ = ζ(IT − S)
−11. To this end, the waiting time
distribution is calculated as
Wm,Tn =


qn01T , m = 0,∑i
v=1 q
n
v1T
( i− 1
v − 1
)
bv(1 − b)i−v, m ≥ 1.
(26)
After computing the waiting time distribution for the TT traffic
model, which entails the macroscopic network scale, one can
proceed with the PAoI evaluation via the following theorem.
Theorem 1. The spatially averaged PAoI under TT traffic with
duty cycle T is given by
E{∆p|Φ,Ψ} = T +
1
N
( N∑
̺=1
∞∑
j=0
jWj,T̺
)
. (27)
Proof. The theorem is proven by plugging (26) into (2) and
noting that E!
{
Io|Φ,Ψ
}
= T . 
B. ET Traffic
The queue evolution for a device within the n-th class
is captured through a DTMC represented in Fig. 5(b), and
characterized via the probability transition matrix Pn as
Pn =


α¯ α
α¯dn αdn + α¯d¯n αd¯n
α¯dn αdn + α¯d¯n αd¯n
. . .
. . .
. . .

 .
(28)
For the ET traffic, the DTMC in (28) is stable if the inequality
α
dn
< 1 is satisfied. For unstable DTMCs, the idle probability
is naturally 0. To this end, let xn = [x0,n x1,n x2,n · · · ] be
the steady state probability vector of the n-th class, where xi,n
is the probability that a device belonging to the n-th class has
i packets residing in its queue. The idle probability of device
in the j-th class is evaluated as [43]
xi,n = R
i
n
x0,n
d¯n
, where Rn =
αd¯n
α¯dn
, and x0,n =
dn − α
dn
.
(29)
Once the queue distribution is characterized, one can pro-
ceed with evaluating the spatially averaged idle probability
ΘE and the waiting time distribution of a generic packet
within the considered queue. Similar to the TT traffic, an
inter-dependency exists between the network-wide aggregate
interference (i.e., FE(θ, α)) and the queues characterization
(i.e., ΘE). To solve such interdependency, Algorithm 1 is
presented which provides a uniquely determined solution by
virtue of fixed point theorem.
Algorithm 1 Computation of FE(θ, δ)
Input (α, ǫ, θ,N, ϕ)
initialize ΘE
while ||ΘkE −Θ
k−1
E || ≥ ϕ do
Compute the moments M˜b,E from Lemma 3
Evaluate FE(θ, ξ) based on (9)
Compute di, ∀i = {1, 2, · · · , N} from the Dis-
cretized
FE(θ, ξ) based on (11) and (12)
for n = {1, 2, · · · , N} do
if α < dn then ⊲ Stability condition
Compute x0,n based on (29)
else
Set x0,n = 0
end if
end for
Compute ΘE based on (18)
Increment k
end while
Output: FE(θ, δ)
end Input
As mentioned earlier, let WEn be the waiting time of a
generic packet at a device belonging to the n-th QoS class
in the queue under ET traffic and Wm,En = P{W
E
n = m}.
The waiting time for the n-th class is [43]
Wm,En =


dn−α
dn
, m = 0,∑i
v=1 xv,n
(
i− 1
v − 1
)
dvn(1− dn)
i−v, m ≥ 1.
(30)
Finally, the following theorem characterizes the PAoI under
ET traffic.
Theorem 2. The spatially averaged PAoI under ET traffic with
cycle duty T is given by
E{∆p|Φ,Ψ} =
1
α
+
1
N
( N∑
̺=1
∞∑
j=0
jWj,E̺
)
. (31)
Proof. The theorem is proven by plugging (30) into (2) and
noting that E!
{
Io|Φ,Ψ
}
= 1
α
. 
V. NUMERICAL RESULTS
In this section, different numerical insights are presented
for the purpose of (a) validating the proposed mathematical
framework for the two traffic models, (b) characterizing the
information freshness within a large scale uplink IoT network,
and (c) highlighting the influence of the system parameters
on the network’s stability. First, discussion of the simulation
environment is presented to establish a clear understanding of
the simulation framework.
A. Simulation Methodology
The established simulation framework involves deployment
of BSs and devices as discussed in Section II. Ergodicity
is ensured via microscopic averaging, in which the temporal
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Fig. 6: Meta distribution for TT and ET traffic models.
steady state statistics of the queues at each device are collected.
The simulation area is 10 × 10 km2 with a wrapped-around
boundaries to eliminate the effect of the boundary devices
within the network. Discretized, synchronized, and time-
slotted system is considered, where during each time slot (i.e.,
microscopic run), independent channel gains are instantiated
and packets are generated deterministically or probabilistically,
depending on the traffic model. At the start of the simulation,
for the TT traffic, all the devices within the network are
assigned an i.i.d. transmission offset βi from the distribution
fβ(τ) =
1
T
for τ ∈ {0, 1, · · · , T − 1}, which depicts the
time index of a packet generation event. A new packet is
generated periodically following βo + ℓT, ∀ℓ = 1, 2, · · · . For
the ET traffic, a new packet is generated at each device every
time slot with the probability α. Every device with packets
residing in its queue attempts the communication of such
packets with its serving BS based on a FCFS strategy. A
packet is dropped from its queue if the realized uplink SIR
at the serving BS is greater than the detection threshold θ. To
ensure a steady state operation of the queues, each queue’s
occupancy at each device is monitored. For initialization,
all queues at the devices are initiated as being empty and
then simulation runs for a sufficiently large number of time
slots till steady-state is realized. Let xˆt0 denotes the average
idle steady state probability across all the devices within the
network for the t-th iteration. Mathematically, the steady state
behavior is reached once ||xˆk0 − xˆ
k−1
0 || < ϕ, where ϕ is some
predefined tolerance (e.g. 10−4). Once steady state is reached,
all temporal statistics are then collected based on adequately
large number of microscopic realizations (e.g., 10000). Unless
otherwise stated, we consider the following parameters: η = 4,
ρ = −90 dBm, ǫ = 1, T = 8 and α = 0.125.
In Fig. 6, we consider the framework verification via the
meta distribution of the transmission success probability for
each traffic model with different traffic loads and detection
thresholds. First, for the two considered traffic models, one
can observe a close match between the simulation and the
proposed analytical framework, which confirms the accuracy
of the proposed mathematical model and shows that the inter-
dependency between the network-wide aggregate interference
and the queues temporal evolution is captured. For low values
of θ, the devices are able to empty their queues and become
idle. This leads to a lower network-wide aggregate interfer-
ence, and thus increased percentile of devices achieving a
given reliability ξ. As θ increases, the probability of successful
transmission attempts for a generic device decreases, which
aggravates the aggregate network interference. Consequently,
more devices are active within the network and the achieved
reliability to meet the targeted θ decreases. Fig. 6(a) presents
the TT traffic patters for different values of cyclic dura-
tion. It is observed that as T decreases, the percentile of
active devices increases within the network. Decreasing T
increases the packet generation rate, shortens the time required
to dispatch generated packets, and increases the number of
synchronized devices. Accordingly, the network interference
increases, which deteriorates the transmission success proba-
bilities. Such a consequential effect of increased traffic load
affects the percentile of devices within the network to achieve
a given transmission success probability, as illustrated via the
meta distribution. In addition, Fig. 6(b) presents the meta
distribution for the ET traffic model with different arrival
probabilities. Similar to TT case, as α increases, the percentile
of active devices increases within the network, thus affecting
the reliability to achieve a targeted decoding threshold θ. More
insights comparing the TT to the ET models will be discussed
in Fig. 10.
Fig. 7 plots the spatially averaged PAoI along with average
waiting time for versus the cycle duration T for the TT traffic
model. As explained in Section II-C, the PAoI is sensitive
to the inter-arrival and system waiting times of a randomly
selected packet within the queue. First we investigate the
effect of θ. As θ increases, packets transmission success is
subjected to a more stringent requirement on the achieved
SIR. This leads to increased retransmissions, thus, increasing
the mutual interference due to lower idle probabilities. The
increased mutual interference hinders the successful departure
of the packets from their respective queues and lead to queue
instability in some devices, yielding instability (i.e., infinite
waiting times and PAoI). The figure also shows the effect
of the cycle times. For high values of T , the large inter-
arrival times is the dominant factor, yielding high values of
PAoI, while the waiting time is low. Low values of waiting
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traffic with increasing duty cycle T and different θ.
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Fig. 8: PAoI (left) and average waiting time (right) for ET
traffic with increasing arrival probability (α) and θ.
times are the result of having sufficient time to transmit a
residing packet, before the event of a new packet arrival. As
T decreases, the waiting times dominates, yielding an increase
in the PAoI till point of queue instability, as indicated by the
stability point. Consequently, adopting a TT traffic with duty
cycle T < 4 results in an unstable system and infinite PAoI.
The effect of θ on the stability frontiers can be explained
in a similar fashion to that of Fig. 6, where increasing θ
diminishes the stability region due to the increased network-
wide aggregate interference. While reduced traffic arrivals
reliefs network interference and reduces delay, it is not the case
for AoI because it prolongs the updates duty cycle. Hence,
there is an optimal duty cycle that minimizes the PAoI by
balancing the tradeoff between frequency of updates and the
aggregate network interference.
Similar to the TT traffic, Fig. 8 shows the PAoI along with
average waiting time for the ET traffic with increasing arrival
probability α. For low values of α, the inter-arrival component
dominates, yielding high values of PAoI, while the waiting
time is low. For low arrival probabilities, the network-wide
aggregate interference is low, yielding higher probabilities for
a packet to be successfully transmitted without large number
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Fig. 9: PAoI for N = 10 QoS classes and θ = 5 dB.
of retransmissions. However, as α increases, the waiting times
dominates, yielding an increase in the PAoI till point of queue
instability, as indicated by the stability point.
Fig. 9 presents the per-QoS class PAoI among the different
QoS classes within the network. The shown classes are sorted
in an ascending order with respect to dn (i.e., a device
belonging to class i is spatially located closer to its serving
BS compared to a device belonging to class j, such that
i > j). The TT and ET traffic models are shown in Fig. 9(a)
and Fig. 9(b), respectively. For T = 15 (α = 1/15), the
inter-arrival times dominates the PAoI, leading to a nearly-
constant PAoI over all the classes. The location-dependency
is more clear as T (α) decreases (increases). for α = 0.15 and
α = 0.25. Consequently, classes with lower indices experience
large PAoI due to their larger waiting times (i.e., effect of the
location dependency captured via the meta distribution). For
large traffic load (i.e., T = 5 (α = 1/5)), all except last
two and three classes are unstable, for the TT and ET traffic
models, respectively. As mentioned earlier, unstable queues
results in infinite PAoI.
Next we assess the TT and ET traffic based on their PAoI,
meta distribution, and TSPs for three different traffic loads.
Fig. 10 presents different performance comparisons between
the two traffic models. First, Fig. 10(a) shows the PAoI as a
function of increasing detection threshold θ. It is observed that
the ET traffic provides lower PAoI for all the considered set
of traffic loads. Although, it was shown in [13] that periodic
packet generation minimizes the age for the FCFS queues,
considering the network-wide aggregate interference into the
age analysis provides another perspective. As mentioned in
Section III, the TT traffic model imposes a spatial and temporal
correlation between the devices. In particular, each device
sees the same set of active (i.e., interfering) devices in each
transmission cycle T . Such correlation is alleviated in the
ET traffic model, in which the activity profiles are diversified
among different time slots. This performance gap between the
TT and ET traffic is larger for low duty cycles (or high arrival
probabilities), due to the stronger interference correlation in
such scenarios. As the activity profiles are more relaxed
(i.e., T (α) increases (decreases)), the gap between the two
traffic models decreases. Next, Fig. 10(b) presents the meta
distribution for the considered traffic loads. As the traffic load
increases for the two traffic models, the percentile of devices
achieving a given reliability (i.e., ξ) decreases as explained in
Fig. 6. In addition, one can observe the discrepancies between
the TT and ET traffic considering the similar traffic load. Such
discrepancies are hardly captured by the spatially averages
Ps(θ), which emphasizes the importance of the meta distribu-
tion as shown in 10(c). In addition, a sharper transition in the
meta distribution implies less location-dependent performance
(i.e., less temporal interference correlation) and that all devices
tend to operate as a typical device. Due to the aforementioned
explained correlation between the active devices, the TT traffic
provides lower TSPs for all the considered traffic loads. The
stability point, depicted by green circles, represent the point
at which the queues are unstable. Any operation beyond such
a point yields in operating in the non-stable region.
Finally, Fig. 11 presents the Pareto frontiers for the arrival
intensity of the ET and TT traffic with the detection threshold
over the N QoS classes. Pareto frontiers define regions where
the queues are guaranteed to be operating within a stable
region. First, Fig. 11(a) shows the relation between the arrival
probability and the detection threshold θ for the existing
five QoS classes. Due to retransmissions, a higher θ implies
lower idle probability, and hence, higher aggregate network
interference allowing lower values of α to ensure stability.
In addition, due to the favorable spatial locations of the
higher QoS classes compared to the lower ones, the Pareto
frontiers for those higher classes are covering a larger set of
(θ, α) values. Similarly, Fig. 11(b) presents the Pareto frontiers
between θ and the cyclic time T . The curves explanation
follows that of the ET traffic, since T represents the arrival
events, comparable to α.
VI. CONCLUSION
This paper presents a mathematical spatiotemporal frame-
work to characterize the peak age of information (PAoI) in IoT
uplink networks for time-triggered (TT) and event-triggered
(ET) traffic. First, we leverage tools from stochastic geometry
to analyze the location-dependent performance of the network
under the two traffic models. Expressions for the network-
wide aggregate interference are presented in the context of
the location-aware meta distribution. Furthermore, we analyze
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frontiers.
the interdependency between the aggregate network wide-
interference and the queues evolution at each device. Addition-
ally, a novel PH/Geo/1 queueing model is proposed to model
the periodic traffic generation for the TT traffic at each device.
Expressions for the average waiting time and PAoI are derived
to the TT and ET traffic models. To this end, simulation results
are presented to validate the proposed framework. The results
unveil the counterintuitive lower PAoI of ET traffic over the
TT traffic, which is due to the higher temporal interference
correlations of the TT traffic. In addition, the stability frontiers
coupling the network’s traffic load and decoding threshold are
presented and their effect on the PAoI are discussed.
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APPENDIX A
PROOF OF LEMMA 1
The b-th moment of the TSP can be derived from eq.(7) as
Mb = E
!
ri,Pi,ro
[ ∏
ωi∈Φ˜T
( 1
1 + θr
η(1−ǫ)
o
ρωi
)b∣∣∣Φˆ,Ψ], (32)
where, the uplink transmission power Pi of the i-th device
is a random variable due to the employed fractional path-loss
power control [45]. In (32), the average is first conditioned on
ro then evaluated via the probability generating functional of
the PPP with the intensity function λ˜T (ω). The distribution of
ro is given by fro(r) = 2πλre
−πλr2 . With some mathematical
operations following [36], the lemma is proved.
APPENDIX B
PROOF OF LEMMA 4
Based on [44], [43], Rn is the minimal non-negative so-
lution to the quadratic equation Rn = A0,n + RnA1,n +
R2nA2,n. Let x0,n and x1,n be the solution to[
x0,n x1,n
]
=
[
xi,n xi,n
] [
B1,n C
A2,n A1,n +RnA2,n
]
.
(33)
Since A0,n is rank 1, Rn can be rewritten as
Rn = A0,n(IT −A1,n −A2,nG2)
−1, (34)
where Gn is the minimal non-negative solution to Gn =
A2,n +A1,nGn+A0,nG
2
n. Following [43][Chapter 5.9], the
lemma can be proved.
