In this paper we extend the invariance of the product AC B  under a generalized inverse C  of a matrix C in finite dimensional vector spaces to the Hilbert spaces by using Douglas's theorem, then we investigate the result and results of the reverse order on Hilbert spaces to study the equivalent conditions for the invariance of the property of the reverse order law for the product of two closed range linear bounded operators on Hilbert spaces. Then, we characterize the property by the norm majorization.
Introduction
If S is a semigroup with unit 1, and if a, b ∈ S are invertible, then the equality  is given [13] .
Also, this subject is treated in an other way based on the maximal and minimal rank equations of matrices [12] .
This paper consists of two parts. The first part extends the invariance of AC B  in finite dimensional vector spaces to Hilbert spaces, by using Douglas's theorem [7] , and investigates this result and known results of the reverse order in Hilbert spaces, to study the equivalent conditions for the invariance of the property of the reverse order law for the product of two closed range bounded linear operators on Hilbert spaces. 
The Moore-Penrose inverse of A exists if and only if R (A) is closed in  H [11] . If the Moore-Penrose inverse of A exists, then it is unique, and it is denoted by A+. Recalling that on finite dimensional vector space on  , for any self-adjoint matrix A, there exists a unitary matrix U and a diagonal matrix
then the Moore-Penrose inverse A+ = U * diag( 
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For more knowledge on the properties of generalized inverses of operators on Hilbert spaces, and the proof of the precedent lemma, see [6] , also a short course on generalized inverses of operators on Banach and Hilbert spaces is given in [10] . 
Lemma 3.1 (Douglas's Theorem) [7] , [8] 
The invariance of
 AC B in Hilbert spaces.
We will extend lemma 2.1 to the bounded linear operators on Hilbert spaces. 
Proof. The if part: let 
and
Proof. It is obviously to show that statements i) and ii) are verified by Theorem 2.1. We shall prove the third one. The if part: By Lemma 1.1, the first inclusion yields B B  A  AB = A  AB.
Multiplying on the left by A gives

AB B
 A  AB = AB.
By i), for every B
 a {1}-inverse of B, we have
From the fact that
and the second inclusion, it follows that
Taking adjoints operators in both sides of the previous equality and multiplying on the right by B gives
By ii), for every A− a {1}-inverse of A, we have
From equations (1) and (2) 
By using the second condition in lemma 3.1 , we have the following theorem: 
By taking the conjugate transpose of both sides in equations 5, we have
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