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ABSTRACT 
It is proved that the eigenvectors of a symmetric centrosymmetric matrix of order 
N are either symmetric or skew symmetric, and that there are [N/2] symmetric and 
[N/21 skew symmetric eigenvectors. Some previously known but widely scattered 
facts about symmetric centrosymmetric matrices are presented for completeness. 
Special cases are considered, in particular tridiagonal matrices of both odd and even 
order, for which it is shown that the eigenvectors corresponding to the eigenvalues 
arranged in descending order are alternately symmetric and skew symmetric pro- 
vided the eigenvalues are distinct. 
1. INTRODUCTION 
In this paper the class of symmetric centrosymmetric (SC) matrices is 
considered. This class of matrices arises in a number of areas: 
1. Information theory, for example discrete time channel equalisation 
[ 111, and maximum likelihood PAM detection [7]. 
2. Linear system theory-for example, stability of discrete time systems 
PI. 
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3. Linear estimation theory (the covariance matrix of a stationary 
stochastic process belongs to the class). 
4. Numerical analysis, for example in the solution of differential equa- 
tions [5]. 
Investigation of various properties of this class of matrices can be traced 
back to Muir [l], who considers centrosymmetric determinants. Aitken [2] 
also mentions centrosymmetric matrices. Some of the properties of the class 
are used by Levinson [3] to simplify the solution of simultaneous linear 
equations. 
Symmetric Toeplitz matrices [9, 10, 131 form a subset of the class of SC 
matrices. Properties of the inverse of a Toeplitz matrix have been considered 
by Ray [12]. Good [4] extends the results to SC matrices. The more recent 
work of Andrew [5] contains a number of results on centrosymmetric 
matrices. 
This paper not only makes known results on SC matrices more readily 
accessible, but also extends the results. The results have obvious applications 
in a number of areas; for example, the eigenvalue problem can be simplified. 
Applications are considered in [14], which also contains full proofs and 
discussion. 
2. DEFINITIONS 
DEFINITION 1. For any LY > 0 let 
(a) [a] denote the smallest integer > a, 
(b) [a] denote the largest integer < a. 
DEFINITION 2. Let I(N) be the integer set { 1,2,3,. . . , N}. 
DEFINITION 3. Let J be the symmetric elementary matrix defined by 
where Sii is the Kronecker delta. J has ones along the secondary diagonal and 
zeros elsewhere. The order of J will usually be clear from context. Note that 
J_Z= I, where Z is the identity matrix. 
DEFINITION 4. An N dimensional vector y will be called syrnmtric if 
IY=Y (2.2) 
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or skew symmetric if 
277 
Jy= -y. 
Equation (2.2) yields 
(2.3) 
(2.4) Yj=YN+l-p iEZ(N) 
while (2.3) yields 
Yj= - YN+l--j? FEZ. 
Write [N/21N=r and [N/2]=f f or convenience. It is clear that if y is 
symmetric, then we may write 
y= [UJU]’ for N even, 
Y= [u,Y,Ju]r for N odd, 
where u is an f dimensional vector with elements uj = yi, j E Z (f). Also if y is 
skew symmetric, then similarly 
y= [U’ --JulT for N even, 
y=[u,O, --JulT for N odd. 
DEFINITION 5. Let V, be the set of N X N real symmetric matrices such 
that 
X E V, if and only if JXJ= X. 
3. THEOREMS AND RESULTS 
THEOREM 1. Zf X E V, then X is both symmetric and centrosymmetric. 
Proof. Write Y = XJ; then 
Yijlii’i,N+l-j* 
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Thus X is centrosymmetric. It is symmetric by the definition of V,. n 
We now state some properties of matrices which are elements of V,. 
LEMMA 1. ZfX~V,and YEV,, then 
uX + bY E V, for any real a, b, 
if detX#O then X-‘E V,, 
JX= Xl, 
IX E V,, 
XTE v,, 
V, forms an Abelian group under addition, 
the nonsingular members of V, form a non-Abelian group under 
multiplication. 
The proofs are elementary and are omitted. 
Any matrix in V, can be characterized by certain partitions, depending 
on whether N is even or odd. This is demonstrated in the following lemma. 
LEMMA 2. 
(i) Zf N i.s even, any matrix Q E V, can be written as 
where A and C are (N/2) X (N/2) and A T= A, CT = JCJ. 
(ii) Zf N is odd, any matrix Q E V, can be written as 
A x CT 
Q=x= q X=J, ! I c lx IAl 
where A, J and C are f X f, and A *= A, CT= ICI. 
Proof. We consider only the case where N is even. Let Q be partitioned 
as follows: 
SYMMETRIC CENTROSYMMETRIC MATRICES 279 
where A,B,C,D are (N/2)X(N/2). S’ mce Q E V,, QJ= IQ, which can be 
written in partitioned form where now J is (N/2) X (N/2): 
Thus BJ = JC and DJ = JA. Hence B = JCJ and D = JAJ, remembering that 
II= I. 
Also, since Q E V,, we have Q = Q T, so 
ThusAT=A, and CT=.lCJ 
LEMMA 3. 
(a) Zf N is even, the matrices 
Q=[: ;~]Ev, and 
are orthogonally similar. 
(b) Zf N is odd, the matrkes 
A x 1c.l 
Q=xT q 
I 1 xT] E V, and C Jx JAI 
are orthogonally similar. 
Proof. 
(a) The matrix 
CT 
1 (lAJ)T * 
A-K 0 
0 A+JC 1 
A-K 0 0 
0 4 fix= 
_ 0 tix A+JC 
is clearly orthogonal, and multiplication gives 
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(b) The matrix 
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is clearly orthogonal, and the result follows. 
LEMMA 4. A matrix in either of the furms 
A-./C 0 
0 A+JC I 
(N even) 
I 
A-K 0 
0 vixT 
0 x A+JC 
(N odd), 
where A and JC are symmetric f X f matrices, may be transformed, by 
orthogonal similarity transform, to a matrix in V,. 
Proof. The proof follows from the reversibility of the steps in Lemma 3. 
n 
The principal theorem on the eigenvalues and eigenvectors of matrices in 
v, follows. 
THEOFJZM 2. 
(a) Suppose N is even and 
Q= 
A ICI 
C IN 
E v,. 
We may determine N/2 skew symmetric orthonormal eigenvectors vi of Q 
and corresponding eigenvalues hi from the solution of the equation 
(A-JC)ui=&ui, 
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where i E Z (N/2) and vi = (l/d/2 )[ui, - JuJT, and the ui form an 
orthononnul set. Also N/2 symmetric orthonormal eigenvectors wi and 
corresponding eigenvalues pi may be determined from the solution of the 
equation 
(A + lC)yi = piyi> 
where i E Z (N/2), wi=(l/fl)[yi,JyjlT, and the y, form an orthonormal set. 
Moreover, the set {v1,v2,. . . ,v~,~, w1,w2,. . . ,w,,,} of N eigenvectors of 
Q forms an orthonormul set, which therefore spans the eigenspace of Q. 
(b) Suppose N is odd, and 
A x .lCl 
Q= x* q X*J E&. 
i I C lx 1A.J 
We may determine f skew symmetric orthonormul eigenvectors vi and 
corresponding eigenvalues A, of Q from the solution of the equation 
(A-JC)ui=Ajui, 
where i E Z ( f) and vi = (l/ fi )[ui, 0, - Iu,]*, and the ui fmn an orthunor- 
ml set. Also r symmetric orthononna 1 eigenvectors wi and corresponding 
eigenvalues p, may be determined from the solution of the equation 
A+JC GX Yi 
flXT q ][ aiIcpi[ ii]’ 
where iEZ(r), wi=(l/fi )[yi,2c5,Jyi]*, and the 
[ 1 t fcmn an orthonormul 
set. Moreover, the set {v1,v2,. . . ,v? w1,w2,. . . ,w,} of N eigenvectors of Q 
fom an orthonormal set, which therefme spans the eigenspace of Q. 
Proof. We present a proof for part (a) only. Using Lemma 3, 
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Noting that A - JC and A +JC are symmetric, it follows that there exist 
orthogonal U and Y such that 
U’(A-JC)U=dia&), 
YT(A+JC)Y=diag(pi). 
it is clear that Z is orthogonal and that 
Z TKQK TZ = 
diag(&) 
diag( Pi) I 
Noting also that K TZ is orthogonal, it follows that the columns of K TZ are 
the eigenvalues of Q, corresponding to the eigenvalues hi and pi. Further, 
1 u Y =- 
v-2 I 1 -IV JY ’ 
which establishes the result. W 
The converse of Theorem 2 is readily established, and is stated below 
without proof, as Theorem 3. 
THEOREM 3. Any real matrix G which is N x N and has a set of N real 
orthomnmul eigenvectors, each of which is either symmetric or skew sym- 
metric, is a member oj’ V,. n 
Note that if K is as defined in Lemma 3 then we have 
det(KQKT)=det(A-JC)det(A+JC) (N even) 
or 
det( KQK T ) = det(A - JC) de! 
*XT 
x A+JC 1 (N odd). 
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This verifies that the method of Theorem 2 will find the eigenvalues of Q 
with the right multiplicities. 
Note also that Qz = XzwKQK TKz = Xz. If we examine in detail the case 
where N is even, we get 
(A) Qz=Xz H 
(A-JC-hZ)(z,-.Zz,)=O 
(A+JC-hZ)(z,+.Zz,)=O (B)’ 1 
and if z is an eigenvector of Q, z#O. 
An eigenvalue of Q will be an eigenvalue of at least one of A + .ZC, 
A - _ZC. For otherwise zi - Jz, = 0 and zi + Jz, = 0, implying that both zi and 
z2 are zero, and hence z=O. 
If X is an eigenvalue of A + .ZC but not of A - JC, then we must have 
zi - Jz, = 0, so z must be symmetric. 
If X is an eigenvalue of A - JC but not of A + JC, then we must have 
zr + Jz, = 0, so z must be skew symmetric. 
If X is an eigenvalue of A - JC and of A + JC, then a nontrivial x = zi - 
Jz,, and a nontrivial y = zi + Jz, exist which are solutions of (B) and therefore 
of (A). We can choose x=0 and get a symmetric z, or y=O and get a skew 
symmetric z, or we can choose nonzero x and y and obtain a z which is 
neither symmetric nor skew symmetric. 
4. SPECIAL CASES 
When matrices in V, have a certain restricted form, we can say that the 
eigenvectors corresponding to eigenvalues arranged in descending order are 
alternately symmetric and skew symmetric. 
We consider the case where N is odd in the following theorem. 
THEOREM 5. Let Q be an N x N matrix in V,, where N is odd, and Q 
has the form 
A x 0 
Q= xT q xTJ I I 0 Ix JAI 
(note that C= 0). Zf the eigenvalues of Q are distinct and are arranged in 
descending onler, then the corresponding eigenvectors will be alternately 
symmetric and skew symmetric, starting with symmetric. 
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Proof. We first note that the symmetric eigenvectors of Q correspond to 
the eigenvalues of Q which are also eigenvalues of 
by Theorem 2(b). The skew symmetric eigenvectors of Q correspond to 
eigenvalues of Q which are also eigenvalues of A, by Theorem 2(a). 
Noting that A is a principal minor of B, the eigenvalues of A must 
strongly separate the eigenvalues of B, by the separation theorem, ([8], pp. 
103-104), noting that the equality of symmetric and skew symmetric vectors 
would imply that they were both zero. n 
If the eigenvalues of Q are not distinct, the theorem is still true if we 
change the words “will be” to “may be weakly ordered”. This follows from 
the constructional nature of Theorem 2, and the fact that the separation 
theorem only establishes weak ordering. Clearly if Q E V, is tridiagonal, 
then Theorem 5 applies immediately, as is proved in [5]. For tridiagonal 
matrices the situation when N is even is not so clear, but we can still derive 
the result corresponding to Theorem 5 in Theorem 6, though the extension 
to weak ordering breaks down. We first derive a result about the maximum 
and minimum eigenvalues of a matrix in V, in which C has rank unity. 
Suppose A and B are symmetric matrices, and I3 is of rank unity. Then by 
orthogonal transformation we may reduce B to the form 
P 0 
i 1 0 0’ 
where p is scalar. Wilkinson [8, pp. 97-981, shows that the eigenvalues of A 
and A + B respectively are the eigenvalues of 
and that if we denote the eigenvalues by Xi and A,! in decreasing order, then 
Now we know that when N is even, a matrix Q E V, may be written 
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and that its eigenvalues are the same as the eigenvalues of 
A-JC 0 
0 1 A+JC ’
We further know that eigenvalues of A - JC correspond to skew symmetric 
eigenvectors, and eigenvalues of A + JC correspond to symmetric eigenvec- 
tors. 
Suppose now that JC is of rank unity. This will happen in particular if Q 
is tridiagonal. Then from the above, we have that the eigenvalues of A - JC, 
A and A + JC are the eigenvalues of 
and denoting these eigenvalues by &‘,r’, Ai, Xi in decreasing order, we have 
x-&=mip, O<m,<l, Zm,=l, 
x;-xi=ni(-p), O<n,fl, Cn,=l. 
so 
X;-v=(mi+ni)p, 0<mj+ni<2, Z(mi+ni)=2, 
and in particular 
Therefore, if p is positive, the maximum eigenvalue of Q will be an 
eigenvalue of A + JC, and so will correspond to a symmetric eigenvector, 
calculated as in Theorem 2. If p is negative, the maximum eigenvalue of Q 
will be an eigenvalue of A - IC, and so will correspond to a skew symmetric 
eigenvector. In the case of the minimum eigenvalue, the situation is reversed. 
Note also that for the tridiagonal case the sign of p is the sign of the nonzero 
element of C. 
In the case where the eigenvalues of Q are distinct, we may extend the 
above results to the following theorem. 
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THEOREM 6. Zf N is even and the eigenvalues of Q= 
are distinct, and the rank of C is unity, then when the eigenvalues of Q are 
arranged in descending or&r, the corresponding eigenvectors are alternately 
symmetric and skew symmetric. 
The nature of the initial eigenvector is determined by the preceding 
argument. 
Proof. Following the preceding argument, the eigenvalues of A - JC 
and A + JC will be the eigenvalues of 
a--p b= a+P b= 
b diag( oi) b 1 diag(oJ ’ 
It is pointed out by Wilkinson [8, pp. 94-971 that these matrices have two 
types of eigenvalues, those that depend on the (1,l) element and those that 
do not. Since we know that the eigenvalues of Q consist of the eigenvalues of 
both matrices, the eigenvalues that do not depend on the (1,l) element 
would be repeated eigenvalues of Q. We have excluded this possibility, SO 
the only eigenvalues of Q are those which depend on the (1,l) element. 
These satisfy the equation 
a-p=f (A) corresponding to A - ]C, 
a+p=f(h) corresponding to A + JC, 
where 
and the restriction on the eigenvalues ensures that bf > 0. 
A consideration of the graph of f(h) (shown in Fig. 1 for N= 8) im- 
mediately shows that the eigenvalues of A - JC alternate with the eigenval- 
ues of A + JC, with the greatest eigenvalue of A - .K coming first if o is 
positive, and second if p is negative. 
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FIG. 1 
5. CONCLUSION 
This paper has explored various properties of the eigenvectors and 
eigenvalues of symmetric, centrosymmetric matrices of which symmetric 
Toeplitz matrices are a subclass. It is believed that the properties derived 
may have wide applications since Toeplitz matrices occur often in informa- 
tion theory, linear system theory and stochastic estimation theory. 
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