Spin(7)-instantons, Cayley submanifolds, and Fueter sections by Walpuski, Thomas
ar
X
iv
:1
40
9.
67
05
v3
  [
ma
th.
DG
]  
1 O
ct 
20
18
Spin(7)–instantons, Cayley submanifolds, and Fueter
sections
Thomas Walpuski
2016-05-09
Abstract
We prove an existence theorem for Spin(7)–instantons, which are highly concentrated near
a Cayley submanifold; thus giving a partial converse to Tian’s foundational compactness the-
orem [Tia00]. As an application, we show how to construct Spin(7)–instantons on Spin(7)–
manifolds with suitable local K3 Cayley fibrations. This recovers an example constructed by
Lewis [Lew98].
1 Introduction
In this article we study some aspects of gauge theory on Spin(7)–manifolds, i.e., compact Rieman-
nian 8–manifolds with holonomy contained in the exceptional Lie group Spin(7) ⊂ SO(8). Every
Spin(7)–manifoldX comes equippedwith a 4–formΦ, which is a calibration in the sense of Harvey
and Lawson [HL82]. Submanifolds Q ⊂ X which are calibrated by Φ are called Cayley submani-
folds. The linear operator ∗(· ∧ Φ) : Λ2 → Λ2 has eigenvalues −1 and 3 and with eigenspaces of
dimension 21 and 7 respectively; and, in analogy with gauge theory on 4–manifolds, we consider
connections A whose curvature satisfies the “anti-self-duality” condition
(1.1) ∗ (FA ∧ Φ) = −FA.
After gauge fixing, (1.1) becomes elliptic. Solutions to (1.1), commonly called Spin(7)–instantons,
are absolute minimisers of the Yang–Mills functional. These equations play an important rôle in
the Donaldson–Thomas programme [DT98] to develop gauge theory in higher dimensions and,
by dimensional reduction, give rise to a plethora of interesting gauge theoretical equations in
dimensions less than eight.
Tian [Tia00] discovered that there is an interesting relation between gauge theory in higher
dimension and calibratedgeometry. In particular, his foundational compactness result—extending
work of Price [Pri83], Uhlenbeck [Uhl82a], and Nakajima [Nak88]—predicts that a sequence (Ai )
of Spin(7)–instantons could degenerate by “bubbling off ASD instantons transversely to a Cayley
submanifold Q”. More precisely, outside Q the sequence (Ai ) converges smoothly (possibly after
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passing to a subsequence and changing gauge) and for each x ∈ Q there exists a non-trivial
ASD instanton I(x) on NxQ ≔ TxQ⊥ whose pullback to TxX is the limit of a blowing up of the
sequence (Ai ) around the point x . The main result of this article gives sufficient conditions under
which this phenomenon will appear.
Theorem 1.2. Let (X ,Φ) be a compact Spin(7)–manifold. Suppose we are given:
• an (irreducible and) unobstructed Spin(7)–instanton A0 on aG–bundle E0 over X ,
• an unobstructed Cayley submanifold Q and
• an unobstructed Fueter section I of an instanton moduli bundle M → Q associated with Q
and E0 |Q .
Then there exists a constant Λ > 0 and a G–bundle E together with a family of (irreducible and)
unobstructed Spin(7)–instantons (Aλ)λ∈(0,Λ] on E. Moreover, as λ tends to zero Aλ converges to A0
on the complement ofQ and at each point x ∈ Q an ASD instanton in the equivalence class given by
I(x) bubbles off transversely.
Remark 1.3. We define the concepts of instanton moduli bundles and Fueter sections thereof in
Section 4. For now, it shall suffice to say thatM is a bundle of moduli spaces and a Fueter section
ofM is a section which satisfies a non-linear p.d.e. similar to a Dirac equation.
Unobstructedness is best understood as a notion of being in general position; see Defini-
tion 2.27, Definition 2.39 and Definition 4.11.
The proof of Theorem 1.2 is based on combining a gluing construction with adiabatic limit
techniques. The analysis involved is similar to unpublished work by Brendle on the Yang–Mills
equation in higher dimension [Bre03b; Bre03a] and Pacard–Ritoré’s work on the Allen–Cahn
equation [PR03]. The basic ideas, which are discussed briefly at the beginning of Section 5 and
Section 6, are quite simple; however, the reader should be warned that some of the precise tech-
nical details are quite delicate.
Theorem 1.2 can be used as a tool to construct examples of Spin(7)–instantons. A particu-
larly interesting situation, where our result can be applied, is if X has a suitable local K3 Cayley
fibration.
Theorem 1.4. Let X be a compact Spin(7)–manifold with holonomy equal to Spin(7). Suppose that
Q is a Cayley submanifold in X which has self-intersection number zero, is diffeomorphic to a K3
surface whose induced metric is sufficiently close to a hyperkähler metric and suppose that the induced
connection on NQ is almost flat. Then there exists a 5–dimensional family of Spin(7)–instantons on
a SU(2)–bundle E over X with c2(E) = PD[Q].
Moreover, if Q1, . . . ,Qk is a collection of k disjoint Cayley submanifolds as above, then there
exists a (8k−3)–dimensional family of Spin(7)–instantons on a SU(2)–bundle E overX with c2(E) =∑k
i=1 PD[Qi ].
Here is a concrete example.
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Example 1.5. Joyce [Joy00, Example 14.3.3] gives an example of a Spin(7)–manifold which con-
tains two disjoint Cayley submanifolds Q1 and Q2 of the kind required by above. Applying The-
orem 1.4 in this situation recovers the example of a Spin(7)–instanton described in Lewis’ DPhil
thesis [Lew98]. In fact, it produces examples with c2(E) = n PD[Q1] + m PD[Q2] for arbitrary
n,m ∈ N by taking the Q3, . . . to be slight perturbations of Q1 and Q2 (which exist because X is
locally fibred nearQ1 and Q2).
Every Cayley submanifold as above gives rise to a local fibration of X by Cayley submani-
folds, see Proposition 2.43; hence, we can use Theorem 1.4 to produce large families of Spin(7)–
instantons. This can be compared with the situation on negative definite four-manifolds [Tau82],
in which one can construct ASD instantons concentrated around any finite number of points.
Let us end the introduction on a speculative remark. Suppose that X is a compact Spin(7)–
manifold together with a fibration π : X → B to a compact base whose generic fibre is a K3
Cayley submanifold. In view of the above one could hope (very optimistically) that one can show
that the moduli space M of Spin(7)–instantons on the SU(2)–bundle E obtained by applying
Theorem 1.4 to a generic fibre of π is smooth (or only mildly singular), 5–dimensional and can be
compactified by adding B to the boundary. Then we can useM to construct a cobordism between
B and the link of the singular set of M much as in the original proof of Donaldson’s theorem
[Don83]. In particular, if M ∪ B is smooth and compact, then B is null-cobordant and, hence,
σ (B) = 0. Although there are currently no known examples of Spin(7)–manifolds with (singular)
K3 Cayley fibrations, the above might serve as an indication of what could be achieved using
gauge theory on Spin(7)–manifolds.
Acknowledgements This article is the outcome of work undertaken by the author for his PhD
thesis at Imperial College London [Wal13a], supported by European Research Council Grant
247331. I am grateful to my supervisor Simon Donaldson for his encouragement.
2 Review of Spin(7)–geometry
We begin with a crash course in Spin(7)–geometry, touching upon the basic concepts and facts
relevant for this article. For a more thorough and comprehensive discussion we refer the reader
to Joyce’s book [Joy00], specifically Chapter 10.
2.1 Spin(7)–manifolds
In this section we approach Spin(7)–geometry by thinking of the 4–form Φ, and not the metric,
as the defining structure. However, both points of view are essentially equivalent.
Definition 2.1. A 4–form Φ on an 8–dimensional vector space W is called admissible if there
exists a basis ofW in which it is identified with the 4–form Φ0 on R
8 defined by
Φ0 ≔ e
0123 − e0145 − e0167 − e0246 + e0257 − e0347
+ e4567 − e2367 − e2345 − e1357 + e1346 − e1256.(2.2)
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Here we denote the standard basis of (R8)∗ by (e0, . . . , e7). The space of admissible forms onW is
denoted by A(W ).
Remark 2.3. An intrinsic characterisation of admissible forms can be found in [SW17, Theorem
7.4 and Definition 7.5].
We use the following slightly unconventional definition, see Remark 2.13 for the relation with
the usual definition.
Definition 2.4. Spin(7) is the subgroup of GL(R8) preserving the 4–form Φ0 defined in (2.2).
Definition 2.5. A Spin(7)–structure on an 8–dimensional manifold X is an admissible 4–form
Φ ∈ Γ(A(TX )) ⊂ Ω4(X ). An 8–manifold together with a Spin(7)–structure is called an almost
Spin(7)–manifold.
Proposition 2.6 ([SW17, Theorem 9.1 and Theorem 7.4]). Spin(7) is a simple, compact, connected
and simply connected Lie group of dimension 21. Spin(7) is a subgroup of SO(8).
It follows that each almost Spin(7)–manifold is canonically equipped with a metric дΦ and an
orientation.
Definition 2.7. Let (X ,Φ) be an almost Spin(7)–manifold. The torsion of the Spin(7)–structure Φ
is defined to be
∇дΦΦ.
If ∇дΦΦ = 0, then Φ is called torsion-free and (X ,Φ) is called a Spin(7)–manifold.
Compact Spin(7)–manifolds with Hol(дΦ) = Spin(7) are difficult to come by. Joyce has de-
veloped two construction techniques, which yield a good number of examples, see [Joy96; Joy99;
Joy00].
A very simple example of a Spin(7)–manifold is (R8,Φ0). We will use this as a local model and
it will be useful to realise it as a special case of the following examples.
Example 2.8. If (S,ω1,ω2,ω3) and (T , µ1, µ2, µ3) are a pair of hyperkähler surfaces, then (S ×T ,Φ)
with
(2.9) Φ ≔ volS + volT −
3∑
i=1
ωi ∧ µi
is a Spin(7)–manifold.
Example 2.10. If (Y ,ϕ) is a G2–manifold, then (R × Y ,Φ) with
(2.11) Φ ≔ dt ∧ ϕ +ψ
and ψ ≔ Θ(ϕ) = ∗ϕϕ is a Spin(7)–manifold.
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Taking S = T = R4 with (ω1,ω2,ω3) = (µ1, µ2, µ3) a positive orthonormal basis of Λ+ ≔
Λ
+(R4)∗ in Example 2.8 and Y = R7 with ϕ = e123 − e145 − e167 − e246 + e257 − e347 in Example 2.10
both recover (R8,Φ0).
The following linear algebra fact can be seen as the Spin(7)–analogue of Λ2 = Λ+ ⊕ Λ−, the
splitting into (anti)-self-dual two-forms on R4.
Proposition 2.12 ([SW17, Theorem 9.5]). Let Φ be an admissible 4–form on an 8–dimensional vector
spaceW . Then Λ2W ∗ splits as follows
Λ
2W ∗ = Λ27 ⊕ Λ221
with
Λ
2
7 ≔ {α : ∗(α ∧ Φ) = 3α} and
Λ
2
21 ≔ {α : ∗(α ∧ Φ) = −α}  spin(7).
Remark 2.13. The action of Spin(7) on Λ27 gives rise to a double cover Spin(7) → SO(7); hence, the
above definition of Spin(7) agrees with the usual definition as the universal cover of SO(7).
Proposition 2.12 induces an analogous splitting of Λ2T ∗X for every almost Spin(7)–manifold.
By slight abuse of notationwewill denote the corresponding summands byΛ2
d
as well. We denote
the projection onto Λ2
d
by
πd : Λ
2T ∗X → Λ2d .
The following propositions are easy to check via straight-forward computation.
Proposition 2.14. IfΦ is the admissible 4–form on a product of two quaternionic lines S andT defined
as in (2.9), then Λ27 splits as
Λ
2
7 = Λ
2
3 ⊕ Λ24,
where
Λ
2
3 =
3⊕
i=1
〈ωi − µi 〉 and
Λ
2
4 =
{
〈L·, ·〉 ∈ S∗ ⊗ T ∗ : L ∈ Hom(S,T ) satisfying
∑
i
JiLIi = −3L
}
.
Here Ii and Ji denote the complex structures on S and T corresponding to ωi and µi respectively.
Proposition 2.15. If Φ is the admissible 4–form on a product of R with a 7–dimensional vector space
V equipped with a non-degenerate 3–form ϕ defined as in (2.11), then Λ27 can be written as
Λ
2
7 = {dt ∧v∗ + i(v)ϕ : v ∈ V }
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and Λ221 can be written as
Λ
2
21 = {dt ∧ ∗V (α ∧ψ ) − α : α ∈ Λ2V ∗}
where ψ := Θ(ϕ).
Proposition 2.16 ([Joy00, Proposition 10.5.6]). If Φ is a Spin(7)–structure on X , then X is spin and
has a canonical spin structure with
/S+ = Λ0 ⊕ Λ27 and /S− = Λ18.
Moreover, if Φ is torsion-free, then X admits a non-trivial parallel spinor.
2.2 Spin(7)–instantons
Throughout the remainder of this section we fix a Spin(7)–manifold (X ,Φ). Also, letG be a (com-
pact semi-simple) Lie group and E aG–bundle over a Spin(7)–manifold.
Definition 2.17. A connection A ∈ A(E) on E is called a Spin(7)–instanton if it satisfies
∗(FA ∧ Φ) = −FA
or equivalently
(2.18) π7(FA) = 0.
This equation originated in the physics literature [CDFN83] and was introduced to a wider
mathematical audience by Donaldson–Thomas [DT98, Section 3]. Spin(7)–instantons were the
topic of Lewis’ DPhil thesis [Lew98]; in particular, he proposed the construction of one non-trivial
example on a SU(2)–bundle over a Spin(7)–manifold with full holonomy Spin(7), cf. Section 8.
Recently, a construction for Spin(7)–instantons on Spin(7)–manifolds arising from [Joy99] was
given by Tanaka [Tan12].
For us the following “trivial” examples will play an important role.
Example 2.19. In the situation of Example 2.8 if I is an ASD instanton overT , then its pullback to
S ×T is a Spin(7)–instanton.
Example 2.20. In the situation of Example 2.10 ifA is a G2–instanton over Y , then its pullback to
R × Y is a Spin(7)–instanton.
If A ∈ A(E) is a connection on E, we define LA : Ω1(X , gE ) → Ω0(X , gE ) ⊕ Ω27(X , gE ) by
(2.21) LA(a) ≔
(
d∗Aa,π7(dAa)
)
.
This is the linearisation of (2.18) supplemented with the Coulomb gauge condition; it also agrees
with the negative Dirac operator on X twisted by gE .
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Remark 2.22. In the situation of Example 2.20 denote the pullback ofA byA. IdentifyingΩ1(X , gE )
with Ω0(R × Y ,R ⊕ p∗2T ∗Y ) and Ω0(X , gE ) ⊕ Ω27(X , gE ) with Ω0(R × Y ,R ⊕ p∗2T ∗Y ) using Proposi-
tion 2.15, we can write
LA = ∂t −
(
0 d∗A
dA ∗Y (ψ ∧ dA)
)
.
Note that the second term is nothing but the linearisation of the G2–instanton equation at A,
see [Wal13b, Section 3].
Proposition 2.23. IfA is a Spin(7)–instanton, then there is an open subsetU ⊂ ker LA and a smooth
map κ : U → cokerLA such that the moduli space of Spin(7)–instantons nearA is homeomorphic to
κ−1(0)/ΓA. Here ΓA ⊂ G(E) is the group of gauge transformations fixing A. The index of LA is given
by
indexLA = dimg · (b1 − b0 − b27)
+
1
24
ˆ
X
p1(X )p1(gE ) −
1
12
ˆ
X
p1(gE )2 − 2p2(gE ).
(2.24)
If E is a SU(r )–bundle, then
index LA = (r 2 − 1)(b1 − b0 − b27)
− r
12
ˆ
X
p1(X )c2(E) −
ˆ
X
(
1 +
r
6
)
c2(E)2 −
r
3
c4(E).
(2.25)
Here b27 is the refined second Betti number corresponding to Λ
2
7 in Proposition 2.12, see [Joy00, Defi-
nition 10.6.3].
Remark 2.26. The index formula given by Lewis [Lew98, Theorem 3.2] is incorrect. He mistakenly
couples the Dirac operator to E instead of gE .
Proof of the index formula. The existence of the Kuranishi map κ is standard (see, e.g., [DK90,
Section 4.2]); we only prove the index formula. Using
ch2(gE ⊗ C) = −c2(gE ⊗ C) and
ch4(gE ⊗ C) = 1
12
(c2(gE ⊗ C)2 − 2c4(gE ⊗ C))
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the index theorem yields
index LA = −
ˆ
X
Aˆ(X )ch(gE ⊗ C)
= −
ˆ
X
(
1 − p1(X )
24
+
7p1(X )2 − 4p2(X )
5670
)
·
(
dim g + p1(gE ) +
p1(gE )2 − 2p2(gE )
12
)
= dim g · (b1 − b0 − b27 )
+
1
24
ˆ
X
p1(X )p1(gE ) − 1
12
ˆ
X
p1(gE )2 − 2p2(gE ).
In the last step, we applied the identity derived up to this point with E the trivial line bundle to
obtain
b0 − b1 + b27 =
ˆ
X
7p1(X )2 − 4p2(X )
5670
.
If E is a SU(r )–bundle, then we can use
ch(gE ⊗ C) = ch(E ⊗ E∗) − 1 = r 2 − 1 − 2rc2(E) +
6 + r
6
c2(E)2 −
r
3
c4(E). 
Definition 2.27. If A is a Spin(7)–instanton, then we denote by
H
0
A ≔ kerL
∗
A ∩ Ω0(X , gE ),
H
1
A ≔ kerLA ∩ Ω1(X , gE ) and
H
2
7;A ≔ kerL
∗
A ∩ Ω27(X , gE )
the space of infinitesimal automorphisms, the space of infinitesimal deformations and the space
of infinitesimal obstructions respectively. A is called irreducible if H0
A
= 0 and unobstructed if
H
2
7;A = 0.
Remark 2.28. The above spaces can also be seen as the cohomology groups of the deformation
complex
0 → Ω0(X , gE ) dA−→ Ω1(X , gE )
π7◦dA−−−−→ Ω27(X , gE ) → 0.
2.3 Cayley submanifolds
Theorem 2.29 (Harvey and Lawson [HL82, Chapter IV Theorem 1.24]). If (X ,Φ) is a Spin(7)–
manifold, then Φ is a calibration. Moreover, Q ⊂ X is calibrated by Φ if and only of at each point
x ∈ Q there exists a basis (e0, . . . , e7) ofTxX with respect to which Φ is given by (2.2) and (e0, . . . , e3)
is a positive basis of TxQ .
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Remark 2.30. Recall that a differential k–form α on a Riemannian manifold (M,д) is called a
calibration if it is closed and has comass at most 1, that is, dα = 0 and for all orthogonal subset
{e1, . . . , ek } ⊂ TxM we have α(e1, . . . , ek ) 6 1.
Definition 2.31. Let (X ,Φ) be a Spin(7)–manifold. Then Φ is called the Cayley calibration. An
oriented 4–dimensional submanifoldQ ⊂ X that is calibrated byΦ is called aCayley submanifold.
IfQ ⊂ (X ,Φ) is a Cayley submanifold, then it follows from Theorem 2.29 that there is a natural
identification
(2.32) Λ+T ∗Q  Λ+N ∗Q .
We define a subbundle HomΦ(TQ,NQ) ⊂ Hom(TQ,NQ) by decreeing that L ∈ HomΦ(TQ,NQ)
if and only if ∑
i
IiLIi = −3L,
cf. Proposition 2.14. Here Ii runs through a local orthonormal basis of Λ
+T ∗Q  Λ+N ∗Q , which
we can identify with subsets of so(TQ) and so(NQ). Up to multiplication by 14
γL ≔ L −
∑
i
IiLIi
defines a projection of Hom(TQ,NQ) onto HomΦ(TQ,NQ).
Definition 2.33. The Fueter operator FQ : Γ(Q,NQ) → Γ(Q,HomΦ(TQ,NQ)) associated withQ
is defined by
FQ (n) ≔ γ (∇¯n).
Remark 2.34. If e0 is a vector inTQ , then one can compose FQ with evaluation on e0 to obtain the
operator
eve0 ◦ FQ (n) = ∇¯e0n −
∑
i
Ii ∇¯ein
where ei ≔ Iie0. It is therefore appropriate to think of F as a Dirac-type operator.
Remark 2.35. Suppose thatQ is spin and s is a spin structure onQ . Then the normal bundle NQ is
also spin, since X is; moreover, there is a spin structure u on NQ such that /S+Q = /S+NQ because of
(2.32). If we setU ≔ /S−NQ , then it can be seen thatRe(/S+Q⊗U ) = NQ , Re(/S−Q ⊗U ) = HomΦ(TQ,NQ)
and that FQ agrees with the twisted Dirac operator /D : Γ(Re(/S+Q ⊗U )) → Γ(Re(/S−Q ⊗U )). For more
details we refer the reader to [McL98, Section 6] and [Hay12, Section 3.2].
Theorem 2.36 (McLean [McL98, Section 6]). Let (X ,Φ) be a compact Spin(7)–manifold and let
Q ⊂ X be a compact Cayley submanifold. Then there is an open subset O ⊂ ker FQ and a smooth
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map κ : O → coker FQ such that the moduli space of Cayley submanifolds nearQ is homeomorphic
to κ−1(0). The index of FQ is given by
(2.37) index FQ =
σ (Q) + χ (Q)
2
− [Q] · [Q].
Here σ (Q) := b+(Q) − b−(Q) denotes the signature of Q .
Remark 2.38. The index formula given by Joyce [Joy00, Equation (10.32)] is incorrect and likely
a misprint as it also contradicts his remarks at the bottom of p. 267.
Definition 2.39. A Cayley submanifold Q is called unobstructed if FQ is surjective.
Proof of the index formula. We can assume that Q is spin. Then the index of FQ agrees with the
index of the twisted Dirac operator /DU . By the Atiyah–Singer index theorem
index /DU =
ˆ
Q
Aˆ(Q)ch2(U ) = −
1
4
σ (Q) −
ˆ
Q
c2(U ).
This is the formula given by McLean. In order to obtain a more useful expression, we make use
of the fact that if E and F are a pair of SU(2)–bundles over a 4–manifold andV = Re(E ⊗ F ), then
e(V ) = c2(F ) − c2(E) and
p1(V ) = −2(c2(E) + c2(F )).
(2.40)
To see this, note that there must be universal formulas of the form e(V ) = α(c2(E) − c2(F )) and
p1(V ) = β(c2(E) + c2(F )), because e(V ) changes sign when E and F are interchanged since this
changes the orientation on V , and p1(V ) is independent of the order of E and F . The constants
can be determined by a simple explicit computation for the spin bundles over K3. From these
formulae it follows that
c2(U ) = −1
4
(p1(NQ) − 2e(NQ)) .
To compute p1(NQ), we combine /S+Q = /S+NQ and (2.40) to obtain
(2.41) p1(NQ) + 2e(NQ) = −4c2(/S+NQ ) = −4c2(/S+Q ) = p1(Q) + 2e(Q);
hence,
(2.42)
ˆ
Q
p1(NQ) = 3σ (Q) + 2χ (Q) − 2[Q] · [Q].
Therefore, ˆ
Q
c2(U ) = −
3
4
σ (Q) − 1
2
χ (Q) + [Q] · [Q],
which implies the claimed index formula. 
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Proposition 2.43. Let X be a compact Spin(7)–manifold. Suppose that Q is a compact Cayley sub-
manifold in X which has self-intersection number zero, is diffeomorphic to a K3 surface whose in-
duced metric is sufficiently close to a hyperkähler metric and suppose that the induced connection on
NQ is almost flat. Then X is locally fibred by Cayley K3 surfaces near Q .
Proof. Using the fact thatQ and hence NQ is spin as well as (2.40) one can show thatNQ is trivial.
The Fueter operator FQ thus agrees with the Dirac operator /DU : Γ(Re(/S+ ⊗U )) → Γ(Re(/S− ⊗U )).
On a hyperkählerK3 surface the untwisted Dirac operator /D is surjective, has a four-dimensional
kernel, and every non-zero element of ker /D is nowhere vanishing; hence, the same is true for /DU
because the metric on Q is sufficiently close to a hyperkähler metric and the connection on U is
almost flat. The existence of the local fibration now follows from (the proof of) Theorem 2.36. 
3 Moduli spaces of ASD instantons over R4
This section is intended to remind the reader of some basic facts about ASD instantons over R4,
all of which are completely classical and most of which can be found in Donaldson–Segal [DS11,
Section 6.1].
Fix a G–bundle E over S4 = R4 ∪ {∞}. Denote by M the moduli space of ASD instantons on
E framed over the point at infinity, i.e.,
M(E) ≔ {A ∈ A(E) : F+A = 0}/G0.
HereA(E) denotes the space of connections on E and
G0(E) ≔ {д ∈ G(E) : д |E∞ = id}
denotes the based gauge group. These moduli spaces are smooth manifolds, because ASD instan-
tons over S4 are always unobstructed as a consequence of the Weitzenböck formula, see, e.g.,
[Tau82, Proposition 2.2]. By Uhlenbeck’s removable singularities theorem [Uhl82b, Theorem 4.1]
we can think ofM as amoduli space of framed finite energy ASD instantons on R4. In a suitable
functional analytic setup incorporating decay conditions at infinity, see, e.g., [Tau83] or [Nak90],
the infinitesimal deformation theory of a framed ASD instanton I over R4 is governed by the
linear operator δI : Ω
1(R4, gE ) → Ω0(R4, gE ) ⊕ Ω+(R4, gE ) defined by
δIa ≔ (d∗Ia, d+I a).(3.1)
From the work of Taubes [Tau83] it is known that δI is always surjective and that its kernel lies
in L2. More precisely, we have the following result whose proof can be found, e.g., in [Wal13b,
Proposition 5.10].
Proposition 3.2. Let E be aG–bundle over R4 and let I ∈ A(E) be a finite energy ASD instanton on
E. Then the following holds.
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1. If a ∈ kerδI decays to zero at infinity, that is to say limr→∞ sup∂Br (0) |a | = 0, then |∇ka | =
O(r−3−k ) for k > 0. Here r : R4 → [0,∞) denotes the radius function r (x) ≔ |x |.
2. If (ξ ,ω) ∈ kerδ ∗I decays to zero at infinity, then (ξ ,ω) = 0.
In particular, this implies M can be equipped with the L2–metric arising from the standard
metric on R4. Any self-dual 2–form ω ∈ S(Λ+) of unit length, determines a complex structure Jω
on R4 via Λ2(R4)∗  so(4). This makes R ⊕ Λ+ into an algebra, which is abstractly isomorphic to
the quaternions H. A key fact is that δI commutes with the action of this algebra [Tau83, Proof
of Theorem 3.2]; hence, T[I ]M = kerδI ⊂ Ω1(R4, gE ) is preserved.
Proposition 3.3. The L2–metric and the complex structures {Jω : ω ∈ S(Λ+)} define a hyperkähler
structure onM .
This structure is SO(4)–equivariant.M carries an action ofR4⋊R+whereR4 acts by translation
and R+ acts by dilation, i.e., by pullback via sλ where
sλ(x) ≔ λx
for λ ∈ R+. Since the centre of mass of the measure |FI |2vol is equivariant with respect to the
R4–action, we can write
M = M◦ × R4
whereM◦ is the space of instantons centred at zero. The action of Λ+ ⊂ Λ2  so(4) preserves this
product structure and Λ+ acts on the factor R4 in the usual way.
Example 3.4. If E is the unique SU(2)–bundle over S4 with c2(E) = 1, then E carries a single ASD
instanton I , commonly called “the one-instanton”, unique up to scaling, translation and changing
the framing at infinity. We can naturally write the corresponding moduli space as
M = M◦ × R4 = (Re(Hom(C2, /S+))\{0})/Z2 × R4.
Here /S+ is the positive spin representation associated with R4 and C2 has to be thought of as
a SU(2) representation. In this situation both C2 and /S+ have canonical quaternionic structures
and thus Hom(C2, /S+) inherits a real structure. The real part are simply the quaternionic-linear
homomorphisms. The reader can consult [DK90, Section 3.1] for a more extensive discussion.
Example 3.5. In general, if E is an SU(2)–bundle over S4, thenM can be understood rather explic-
itly in terms of the ADHM construction [DK90, Section 3.3].
Proposition 3.6. There exists aG–bundle E overM ×S4 together with a framing E|M×{∞} → G and
a tautological connection A ∈ A(E) on E such that:
• E|{[I ]}×S 4  E and
• A restricted to {[I ]} × R4 is equivalent to [I ] viaG0(E).
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If we decompose the curvature of the tautological connection A over M × R4 according to the bi-
grading on Λ∗T ∗(M × R4) induced by T (M × R4) = π ∗1TM ⊕ π ∗2TR4, then its components satisfy the
following:
• F 2,0A = −2∆−1I 〈[a,b]〉 .
• F 1,1
A
∈ Γ(Hom(π ∗1TM,π ∗2TR4 ⊗ gE)) at ([I ],x) is the evaluation of a ∈ T[I ]M = kerδI at x ; in
particular, it is (R ⊕ Λ+)–linear.
• F 0,2A ∈ Γ(π ∗2Λ−(R4)∗ ⊗ gE).
Proof sketch. There is a tautological connection on the pullback of E to A(E) × S4. It is flat in
the A(E)–direction. It is G0–equivariant, but not basic; hence, induces a connection on M × S4
after choosing a connection on A(E) → A(E)/G0(E). We chose the connection given whose
horizontal distribution is given by the Coulomb gauge with respect to the metric on R4; that is,
the connection with connection 1–form θ (a) = ∆−1I d∗Ia for a ∈ TIA = Ω1(Rn , gE ). The (2, 0)–
component of the curvature of A arises from the curvature of this connection. The second two
bullets are tautological. 
4 Fueter sections of instanton moduli bundles over Cayley submani-
folds
We now discuss models of Spin(7)–instantons which are highly concentrated near a Cayley sub-
manifoldQ in a Spin(7)–manifold (X ,Φ).
4.1 The flat model
We begin with studying the situation on R8 = R4 × R4. Fix a basis (ω1,ω2,ω3) of Λ+ ≔ Λ+(R4)∗
satisfying
ωi ∧ ωj = 2δi jvol
with vol denoting the standard volume form on R4. Set Ji ≔ Jωi . The standard Spin(7)–structure
Φ on R8 = R4 × R4 can be written as
Φ ≔ π ∗1vol + π
∗
2vol −
3∑
i=1
π ∗1ωi ∧ π ∗2ωi .
It is a straight-forward computation, using Proposition 2.14, to check that:
Proposition 4.1. A connection A on aG–bundle π ∗2E is a Spin(7)–instanton if and only if:
•
(
F 2,0
A
)
+
=
(
F 0,2
A
)
+
and
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• F 1,1
A
thought of as map L : TR4 → Ω1(R4, gE ) satisfies
(4.2) L −
∑3
i=1
Ji ◦ L ◦ Ji = 0.
Let U be an open subset of R4. Suppose Ai is a sequence of Spin(7)–instantons on U × R4
on π ∗2E concentrating along U × {0} and (λi ) is a null-sequence such that [(x,y) 7→ (x, λiy)]∗Ai
converges to A. Then it follows from (4.1) that
•
(
F 0,2A
)
+
= 0 and
• F 1,1
A
satisfies (4.2).
By the first bullet, such an A determines a map I : U → M and by the second bullet this map
satisfies the Fueter equation
∇I −
3∑
i=1
Ji ◦ ∇I ◦ Ji = 0.
Up to gauge equivalence,A can be reconstructed from I by pulling back the tautological connec-
tion onM×R4 via I× idR4 . Thus, Fueter maps intoM can serve as models for highly concentrated
Spin(7)–instantons on U × R4.
4.2 The model on NQ
We now globalise the above discussion. Fix a moduli spaceM of framed ASD instantons on aG–
bundle E over R4, as in Section 3 and denote by E∞ aG–bundle overQ together with a connection
A∞.
Definition 4.3. The instanton moduli bundleM → Q associated withQ , E∞ andM is defined by
M ≔ (Fr(NQ) × E∞) ×SO(4)×G M .
Example 4.4. If M = (Re(Hom(C2, /S+))\{0})/Z2 × R4, as in Example 3.4, and we pick spin struc-
tures s and u as in Remark 2.35, then
M = (s × u × E∞) ×Spin(4)×G M = (Re(Hom(C2, /S+))\{0})/Z2 × NQ .
Denote by N∞Q ≔ Fr(NQ) ×SO(4) S4 the sphere-bundle obtained from NQ by adjoining a
section at infinity.
Theorem 4.5 (Donaldson–Segal [DS11] and Haydys [Hay12]). To each section I ∈ Γ(M) we can
assign aG–bundle E = E(I) overN∞Q together with a connection I = I (I) and a framing f : E |∞ →
E∞ such that:
• For each x ∈ Q the restriction of I to NxQ represents I(x).
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• The framing f identifies the restriction of I to the section at infinity with A∞.
We set Iλ ≔ I (s∗1/λI) and impose the condition that
(4.6) lim
λ→0
s∗λπ
0
7 (FIλ ) = 0
where π 07 denotes the zeroth order Taylor expansion of π7 offQ . As before, this condition can be
phrased in terms of a p.d.e. on I. Define the vertical tangent bundle VM toM by
VM ≔ (Fr(NQ) × E∞) ×SO(4)×G TM .
If I is a section ofM, then Φ selects a subbundle
HomΦ(TQ,I∗VM) ⊂ Hom(TQ,I∗VM)
and there is a “Clifford multiplication” map
γ : Hom(TQ,I∗VM) → HomΦ(TQ,I∗VM)
as discussed before. Moreover, the connections on NQ and E∞ induce a connection onM assign-
ing to each section I its covariant derivative ∇I ∈ Ω1(I∗VM).
Definition 4.7. The Fueter operator F = FΦ associated withM is defined by
I ∈ Γ(M) 7→ FΦI ≔ γ (∇I) ∈ Γ(HomΦ(TQ,I∗VM)).
A section I ∈ Γ(M) is called a Fueter section if it satisfies
FI = 0.
Example 4.8. If M is as in Example 3.4, then the Fueter operator F lifts to the twisted Dirac
operator
/D : Γ(Re(Hom(E∞, /S+) ⊕ /S+ ⊗U )) → Γ(Re(Hom(E∞, /S−) ⊕ /S− ⊗U )).
The Fueter operatorF is compatible with the product structure on
M = M˚ × NQ
corresponding to M = M◦ × R4 with M◦ denoting the space of instantons centred at zero. Its
restriction to the second factor is given by the Fueter operator FQ associated withQ .
Theorem 4.9 (Donaldson–Segal [DS11] and Haydys [Hay12]). If I ∈ Γ(M), then we can identify
Γ(HomΦ(TQ,I∗VM)) with a subspace of Ω2
(
NQ, gE(I)
)
. With respect to this identification we have
the identity
FI = π 07
(
F 1,1
I (I)
)
.
In particular, I (I) satisfies equation (4.6) if and only if I is a Fueter section.
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Definition 4.10. The linearised Fueter operator
FI = FI,Φ : Γ(I∗VM) → Γ(HomΦ(TQ,I∗VM))
for I ∈ Γ(M) is defined by
FI,Φ(Iˆ) ≔ γ (∇Iˆ) ∈ Γ(HomΦ(TQ,I∗VM)).
Definition 4.11. A Fueter section I is called unobstructed if the linearised Fueter operator FI is
surjective.
Example 4.12. IfM is as in Example 3.4, then the linearised Fueter operator FI lifts to the twisted
Dirac operator /D : Γ(Re(Hom(E∞, /S+) ⊕ /S+ ⊗U )) → Γ(Re(Hom(E∞, /S−) ⊕ /S− ⊗U )). In particular,
it only depends on the spin structure s and not on I. Using the Atiyah–Singer index theorem we
can compute that in the current situation
(4.13) index F˚I = −
1
4
σ (Q) −
ˆ
Q
c2(E∞)
where F˚I is the restriction of FI toV M˚.
5 Approximate Spin(7)–instantons
Throughout the next three sections we assume the hypotheses of Theorem 1.2. For each suffi-
ciently small gluing parameter λ > 0 we first construct a connection Aλ by grafting Iλ = I (Iλ)
into A0 by hand. Aλ will not quite be a Spin(7)–instanton; however, π7(FAλ ), the failure of being
a Spin(7)–instanton, can be made very small. We are then left with solving the mildly non-linear
p.d.e.
(5.1)
(
d∗Aλa,π7(FAλ+a)
)
= Lλa +Q(a) + π7(FAλ ) = 0
with
Lλ ≔ LAλ =
(
d∗Aλ
π7dAλ
)
,
see (2.21), and
Q(a) ≔ 1
2
π7([a ∧ a])
for a = a(λ) ∈ Ω1(X , gEλ ). Given suitable control on Lλ andQ , (5.1) can be solved by appealing to
Banach’s fixed-point theorem.
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Remark 5.2. If A0 is reducible, we might not be able to construct a such that d
∗
Aλ
a = 0 on the
nose, but only “modulo H 0
A0
”. For the purpose of proving Theorem 1.2 it is not important to
have d∗Aλa = 0. If A0 is reducible then, in order to achieve surjectivity, one has to work with
L¯λ : Ω
1(X , gEλ ) ⊕ H 0A0 → Ω0(X , gEλ ) ⊕ Ω27(X , gEλ ) defined by
L¯λ(a,o) = Lλ(a) + ιλ(o)
where ιλ : H
0
A0
→ Ω0(X , gEλ ) is a inclusion map constructed by first cutting of o to zero near Q
and then thinking of it as a section of gEλ . In order to not clutter the exposition any further, we
assume in the following that A0 is irreducible.
Convention 5.3. We fix a constant Λ > 0 such that all of the statements of the kind “if λ ∈ (0,Λ],
then . . . ” appearing in the following are valid. This is possible since there are only a finite number
of these statements and each one of them is valid provided Λ is sufficiently small. By c > 0 we
will denote a generic constant whose value does not depend on λ ∈ (0,Λ] but may change from
one occurrence to the next.
5.1 Pregluing construction
Construction 5.4. For each λ ∈ (0,Λ] we construct aG–bundle Eλ together with a connection Aλ =
A#λI from E0, A0 ∈ A(E0) and I. The bundles Eλ are pairwise isomorphic.
Let us set up some notation. Fix a constant ζ > 0 such that the exponential map identifies a
tubular neighbourhood of width 10ζ of Q in X with a neighbourhood of the zero section in NQ .
For I ⊂ R we set
UI ≔ {v ∈ NQ : |v | ∈ I } and VI ≔ {x ∈ X : r (x) ∈ I }.
Here
r ≔ d(·,Q) : X → [0,∞)
denotes the distance fromQ . Fix a smooth-cut off function χ : [0,∞) → [0, 1] which vanishes on
[0, 1] and is equal to one on [2,∞). For λ ∈ (0,Λ] we define χ−
λ
: X → [0, 1] and χ+ : X → [0, 1]
by
χ−λ (x) ≔ χ (r (x)/λ) and χ+(x) ≔ 1 − χ (r (x)/2ζ ),
respectively.
Using radial parallel transport we can identify E(I) over U(R,∞) for some R > 0 with the
pullback of E(I)|∞ to said region and similarly we can identify E0 overV[0,ζ ) with the pullback of
E0 |Q . Hence, via the framingΦwe can identify s∗1/λE(I)with E0 on the overlapV(λ,σ ) for λ ∈ (0,Λ].
Patching both bundles via this identification yields Eλ .
To construct a connection on Eλ note that on the overlap Iλ ≔ s
∗
1/λI (I) andA0 can be written
as
Iλ = A0 |Q + iλ and A0 = A0 |Q + a.
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Here and in the following, by a slight abuse of notation, we denote by A0 |Q the pullback of A0 |Q
to the overlap. We define Aλ by interpolating between Iλ and A on the overlap as follows
(5.5) Aλ ≔ A0 |Q + χ−λ a + χ+iλ .
This completes the construction. 
5.2 Weighted Hölder spaces
In order to quantify to what extent π7(Aλ) is small, we introduce certain norms, which are espe-
cially adapted to the geometric situation at hand.
Definition 5.6. For λ ∈ (0,Λ] we define a family of weight functions wℓ,δ ;λ on X depending on
two additional parameters ℓ ∈ R and δ ∈ R as follows
wℓ,δ ;λ(x) ≔
{
λδ (λ + r (x))−ℓ−δ if r (x) 6
√
λ
r (x)−ℓ+δ if r (x) >
√
λ
and setwℓ,δ ;λ(x,y) ≔ min{wℓ,δ ;λ(x),wℓ,δ ;λ(y)}. For a Hölder exponent α ∈ (0, 1) and ℓ,δ ∈ R we
define (semi-)norms
‖ f ‖L∞
ℓ,δ ;λ
(U ) ≔ ‖wℓ,δ ;λ f ‖L∞(U ),
[f ]C0,α
ℓ,δ ;λ
(U ) ≔ sup
x,y∈U :
d(x,y)6λ+min{r (x ),r (y)}
wℓ−α,δ ;λ(x,y)
| f (x) − f (y)|
d(x,y)α and
‖ f ‖
Ck,α
ℓ,δ ;λ
(U ) ≔
k∑
j=0
‖∇k f ‖L∞
ℓ−j,δ ;λ (U ) + [∇
k f ]C0,α
ℓ−j,δ ;λ
.
Here f is a section of a vector bundle overU ⊂ X equippedwith an inner product and a compatible
connection. We use parallel transport to compare the values of f at different points. If U is not
specified, then we takeU = X .
We will primarily use these norms for gEλ–valued tensor fields.
Remark 5.7. The reader may find the following heuristic useful. Let f be a k–form on X . Fix a
small ball centred at a point x ∈ Q , identify it with a small ball in TxX = TxQ ⊕ NxQ and rescale
this ball by a factor 1/λ. Upon pulling everything back to this rescaled ball the weight function
w−k,δ ;λ becomes essentially λk (1 + |y |)k−δ , where y denotes the NxQ–coordinate. Thus as λ goes
to zero a uniform bound ‖ fλ ‖L∞−k,δ ;λ on a family (fλ) of k–forms ensures that the pullbacks of fλ
decay like |y |−k+δ in the direction of NxQ . At the same time it forces fλ not to blowup at a rate
faster than r−k−δ along Q . The “discrepancy” in the exponents can be seen to be rather natural
by considering the action of the inversion y 7→ λy/|y |2.
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Proposition 5.8. If (f ,д) 7→ f · д is a bilinear form satisfying | f · д | 6 | f | |д |, then
‖ f · д‖
Ck,α
ℓ1+ℓ2,δ1+δ2;λ
6 ‖ f ‖
Ck,α
ℓ1,δ1;λ
‖д‖
Ck,α
ℓ2,δ2;λ
.
Proof. This follows immediately from the above definition. 
Corollary 5.9. If δ < 0, then there is a constant c > 0 which is independent of λ ∈ (0,Λ] such that
‖ f ‖
Ck,α
ℓ,δ ;λ
6 cλδ/2‖ f ‖
Ck,α
ℓ,0;λ
and ‖ f ‖
Ck,α
ℓ,0;λ
6 c‖ f ‖
Ck,α
ℓ,δ ;λ
Proof. Use ‖1‖
Ck,α
0,δ ;λ
6 cλδ/2 and ‖1‖
Ck,α
0,−δ ;λ
6 c for δ < 0. 
There are certain components of Ω1(X , gEλ ) and Ω27(X , gEλ ), which need to be treated sepa-
rately. The following definition identifies these components.
Definition 5.10. Define µλ : Γ(I∗VM) → Ω1(X , gEλ ) by
µλIˆ ≔ χ
+s∗1/λIˆ
and νλ : Γ (HomΦ(TQ,I∗VM)) → Ω27(X , gEλ ) by
νλTˆ ≔ π7(χ+s∗1/λTˆ).
Here we first identify Iˆ ∈ Γ(I∗VM) with an element of Ω1 (NQ,E(I)), then view the restriction
of its pullback via s1/λ to U[0,σ ) as lying in Ω1(V[0,σ ), gEλ ) and finally extended it to all of X by
multiplication with χ+; similarly we proceed with Tˆ.
Define πλ : Ω
1(X , gEλ ) → Γ(I∗VM) by
(πλa)(x) ≔
∑
κ
ˆ
NxQ
〈a, µλκ〉 κ
and σλ : Ω
2
7(X , gEλ ) → Γ (HomΦ(TQ,I∗VM)) by
(σλα)(x) ≔
∑
β
ˆ
NxQ
〈α ,νλβ〉 β ,
Here κ runs through an orthonormal basis ofVMI(x ) with respect to the inner product 〈µλ ·, µλ ·〉
and β runs through an orthonormal basis of HomΦ
(
TxQ,VMI(x )
)
with respect to the inner prod-
uct 〈νλ ·,νλ ·〉.
Clearly, πλµλ = id and σλνλ = id; hence,
π¯λ ≔ µλπλ and σ¯λ ≔ νλσλ
are projections. We denote the complementary projections by
ρλ ≔ id − π¯λ and τλ ≔ id − σ¯λ .
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Proposition 5.11. For ℓ 6 −1 and δ ∈ R such that ℓ + δ ∈ (−3,−1) there is a constant c > 0 such
that for all and λ ∈ (0,Λ] we have
‖µλIˆ‖C0,α
ℓ,δ ;λ
6 cλ−1−ℓ ‖Iˆ‖C0,α and ‖πλa‖C0,α 6 cλ1+ℓ−α ‖a‖C0,α
ℓ,δ ;λ
(V[0,σ ))
as well as
‖νλTˆ‖C0,α
ℓ,δ ;λ
6 cλ−1−ℓ ‖Tˆ‖Ck,α and ‖σλα ‖C0,α 6 cλ1+ℓ−α ‖α ‖C0,α
ℓ,δ ;λ
(V[0,σ )).
In particular, π¯λ , ρλ , σ¯λ and τλ are bounded by cλ
−α with respect to the C0,α
ℓ,δ ;λ
–norms.
Proof. We only prove the first two estimates; the last two are identical up to a change in notation.
From Proposition 3.2 it follows at once that
‖s∗1/λIˆ‖C0,α−3,0;λ(V[0,σ )) 6 cλ
2‖Iˆ‖C0,α .
The first inequality thus is a consequence of Proposition 5.8 since ‖χ+t ‖C0,α
3+ℓ,δ ;λ
6 cλ−3−ℓ for ℓ+δ >
−3.
To prove the second inequality, note that by Proposition 3.2 for κ ∈ (VMt )It (x ) we have
|s∗
1/λκ |(y) 6 cλ2/(λ + |y |)3‖κ ‖L2 and thus
ˆ
NxQ
〈
a, χ+s∗1/λκ
〉
6 c
ˆ √λ
0
λ2−δ (λ + r )ℓ+δ−3r 3dr · ‖a‖L∞
ℓ,δ ;λ
‖κ ‖L2
+ c
ˆ σ
√
λ
λ2r ℓ−δ (λ + r )−3r 3dr · ‖a‖L∞
ℓ,δ ;λ
‖κ ‖L2
6 cλ3+ℓ ‖a‖L∞
ℓ,δ ;λ
‖κ ‖L2
since ℓ 6 −1 and ℓ + δ < −1. If κ is an element of an orthonormal basis of (VM)I(x ) with respect
to 〈µλ ·, µλ ·〉, then ‖κ ‖L2 6 c/λ since for κ1,κ2 ∈ (VM)I(x )
λ2 〈κ1,κ2〉L2 ∼
〈
χ+s∗1/λκ1, χ
+s∗1/λκ2
〉
L2
where ∼ means comparable uniformly in λ. Therefore,
‖πλa‖L∞ 6 cλ1+ℓ ‖a‖L∞
ℓ,δ ;λ
.
The estimates on the Hölder norms follow by the same kind of argument. 
Ultimately, we will be working with the following function spaces.
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Definition 5.12. Denote by Xλ and Yλ the Banach spaces C
1,α
Ω
1(X , gEλ ) and C0,αΩ0(X , gEλ ) ⊕
C0,αΩ27(X , gEλ ) equipped with the norms
‖a‖Xλ ≔ λ−δ/2‖ρλa‖C1,α−1,δ ;λ + λ‖πλa‖C1,α and
‖(ξ ,α)‖Yλ ≔ λ−δ/2‖ξ ‖C0,α−2,δ ;λ + λ
−δ/2‖τλα ‖C0,α−2,δ ;λ + λ‖σλα ‖C0,α ,
respectively. Here we fix δ ∈ (−1, 0) and 0 < α ≪ |δ |; for concreteness, let us take δ = − 12 and
α = 1256 .
Remark 5.13. We choose the factor λ−δ/2 in view of Corollary 5.9.
5.3 Error estimate
Proposition 5.14. There exists a constant c > 0 such that for all λ ∈ (0,Λ]
‖π7(FAλ )‖C0,α−2,0;λ 6 cλ
2;
in particular,
‖π7(FAλ )‖Yλ 6 cλ2−α .
Remark 5.15. With more work the exponent can be improved from 2 − α to 2.
The proof of this result requires some preparation.
Proposition 5.16. In the tubular neighbourhood V[0,ζ ) of Q we can write the Taylor expansion of π7
in the direction transverse to Q as
π7 = π
0
7 + π
1
7 + π
>2
7
where π 07 denotes the zeroth order term, π
1
7 denotes the first order term and vanishes on Λ
−N ∗Q
and π >27 denotes the remainder term; moreover, there is a constant c > 0 which is independent of
λ ∈ (0,Λ] such that
‖π 07 ‖C0,α
0,0;λ
(V[0,ζ )) + ‖π
1
7 ‖C0,α
1,0;λ
(V[0,ζ )) + ‖π
>2
7 ‖C0,α
2,0;λ
(V[0,ζ )) 6 c.
Proof. If we pull the identity map of a tubular neighbourhood of Q back to a tubular neighbour-
hood of the zero section ofNQ via the exponentialmap, then the Taylor expansion of its derivative
around Q can be expressed in the splitting TNQ = π ∗1TQ ⊕ π ∗2NQ as
(x,y) 7→ (x,y) + (IIy(x),y) +O ( |y |2)
where II is the second fundamental form of Q in X , which we think of as a map from NQ to
End(TQ). This immediately yields the desired expansion of π7 near Q with π 17 vanishing on
Λ
−N ∗Q . 
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Proposition 5.17. There is a constant c > 0 such that for all t ∈ (−T ′,T ′) and λ ∈ (0,Λ] we haveF 2,0Iλ − FA0 |Q

C0,α−2,0;λ (V[0,σ ))
6 cλ2,F 1,1Iλ

C0,α−3,0;λ (V[0,σ ))
6 cλ2 andF 0,2It ,λ

C0,α−4,0;λ (V[0,σ ))
6 cλ2.
Proof. Theorem 4.5 asserts that the restriction of I = I (I) to the section at infinity agrees with
A0 |Q . For a local coordinate system (z1, . . . , z4,w1, . . . ,w4) based at a point on the section at
infinity and with zi denoting the coordinates along Q and wi denote transverse coordinates we
can write
I = A0 |Q +
4∑
i, j=1
wi (ξi jdzj + ηi jdw j ) +O(|w |2)
for ξi j ,ηi j ∈ g. It follows that F 1,1I = −
∑4
i, j=1 ξi jdzi ∧ dw j +O(|w |). However, by Proposition 3.6
and Proposition 3.2, when viewed from the zero section the curvature component F 1,1
I
decays like
r−3. This translates into ξi j = 0, and we can write
(5.18) I = A0 |Q +
4∑
i, j=1
ηi jwidw j +O(|w |2).
This means that, F 2,0
I
− FA0 |Q vanishes to first order along the section at infinity which when
viewed from the zero section in NQ means that
F 2,0
I
− FA0 |Q
 6 c
1 + |w |2 .
The first estimate now follows from a simple scaling consideration.
The last two estimates follow from simple scaling considerations using Proposition 3.2 and
Theorem 4.5 together with the fact that the curvature of a finite energy ASD instanton decays at
least like |y |−4. 
Proposition 5.19. There is a constant c > 0 such that for all λ ∈ (0,Λ] we have
‖iλ ‖C0,α−3,0;λ (V(λ,σ )) + ‖dIλiλ ‖C0,α−4,0;λ (V(λ,σ )) 6 cλ
2 and
‖a‖C0,α
1,0;λ
(V[0,σ )) + ‖dA0 |Qa‖C0,α0,0;λ (V[0,σ )) 6 c.
Proof. The first estimate follows from (5.18) and a simple scaling consideration, while the last
follows from the fact that we put A0 into radial gauge from zero section in NQ . 
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Proof of Proposition 5.14. We proceed in four steps. First we estimate an approximation e˜λ of
eλ ≔ π7(FAλ ).
Then we estimate the difference eλ − e˜λ separately in the three subsets V[0,λ),V[λ,σ/2) andV[σ/2,σ )
constituting V[0,σ ) which contains the support of eλ .
It will be convenient to use the following shorthand notation
‖ f ‖ℓ,U ≔ ‖ f ‖C0,α
ℓ,0;λ
(U ).
Note that if (f ,д) 7→ f · д is a bilinear map satisfying | f · д | 6 | f | |д |, then it follows from
Proposition 5.8 that ‖ f · д‖ℓ1+ℓ2,U 6 ‖ f ‖ℓ1,U · ‖д‖ℓ2,U .
Step 1. The term
e˜λ ≔ π7
(
FIλ − FA0 |Q
)
satisfies ‖e˜λ ‖−2,V[0,σ ) 6 cλ2.
Because of Theorem 4.9, the fact that F 0,2
Iλ
is anti-self-dual and Proposition 5.16 we can write
e˜λ on V[0,σ ) as
π7
(
F 2,0
Iλ
− FA |Q
)
+ (π 17 + π >27 )
(
F 1,1
Iλ
)
+ π >27
(
F 0,2
Iλ
)
.
Using Proposition 5.16 and Proposition 5.17 as well as ‖1‖−1,V[0,σ ) 6 c we estimate ‖e˜λ ‖−2,V[0,σ ) byF (2,0)Iλ − FA0 |Q

−2,V[0,σ )
· ‖π7‖0,V[0,σ )
+
F 1,1Iλ

−3,V[0,σ )
·
(π 17 1,V[0,σ ) + ‖1‖−1,V[0,σ ) · π >27 2,V[0,σ )
)
+
F 0,2Iλ

−4,V[0,σ )
· ‖π >27 ‖2,V[0,σ ) 6 cλ2.
Step 2. We prove that ‖eλ − e˜λ ‖V[0,2λ) 6 cλ2.
Since π7(FA0 |Q )−2,V[0,2λ) 6 ‖1‖−2,V[0,2λ) · π7(FA0 |Q )0,V[0,2λ) 6 cλ2,
it suffices to estimate FAλ − FIλ in V[0,2λ). Now, inV[0,2λ) the curvature of Aλ is given by
FAλ = FIλ + χ
−
λ dIλa +
1
2
(χ−λ )2[a ∧ a] + dχ−λ ∧ a.
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Using Proposition 5.19 and the fact that the cut-off functions χ−
λ
where constructed so that ‖χ−
λ
‖0,V[0,σ )+
‖dχ−
λ
‖−1,V[0,σ ) 6 c we obtain
‖FAλ − FIλ ‖−2,V[0,2λ)
6 ‖1‖−2,V[0,2λ) · ‖χ−λ ‖0,V[0,2λ) · ‖dA |Qa‖0,V[0,2λ)
+ ‖χ−λ ‖0,V[0,2λ) · ‖iλ ‖−3,V[λ,σ ) · ‖a‖1,V[0,2λ)
+
1
2
‖1‖−4,V[0,2λ) · ‖χ−λ ‖20,V[0,2λ) · ‖a‖
2
1,V[0,2λ)
+ ‖1‖−2,V[0,2λ) · ‖dχ−λ ‖−1,V[0,2λ) · ‖a‖1,V[0,2λ) 6 cλ2.
Step 3. We prove that ‖eλ − e˜λ ‖V(2λ,σ /2) 6 cλ2.
This is an immediate consequence of π7(FA0) = 0 and Proposition 5.19 since in V[2λ,σ/2) the
curvature of Aλ is given by FAλ = FA0 + [iλ ∧ a] + FIλ − FA0 |Q .
Step 4. We prove that ‖eλ − e˜λ ‖V[σ /2,σ ) 6 cλ2.
In V[σ/2,σ ) the curvature of Aλ is given by
FAλ = FA0 + χ
+dA0iλ +
1
2
(χ+)2[iλ ∧ iλ] + dχ+ ∧ iλ .
Since ‖χ+‖ℓ,V[σ /2,σ ) + ‖dχ+‖ℓ,V[σ /2,σ ) 6 c, it follows that
‖FAλ − FA0 ‖−2,V[σ /2,σ )
6 ‖χ+‖2,V[σ /2,σ ) · ‖dIλ iλ ‖−4,V[σ /2,σ )
+ ‖χ+‖0,V[σ /2,σ ) · ‖a‖1,V[σ /2,σ ) · ‖iλ ‖−3,V[σ /2,σ )
+
1
2
‖χ+‖22,V[σ /2,σ ) · ‖iλ ‖
2
−3,V[σ /2,σ )
+ ‖dχ+‖1,V[σ /2,σ ) · ‖iλ ‖−3,V[σ /2,σ ) 6 cλ2.
This completes the estimate. 
6 Linear analysis
Proposition 6.1. For λ ∈ (0,Λ] the linear operator Lλ : Xλ → Yλ has a right inverse Rλ : Yλ → Xλ
and there exists a constant c > 0 which is independent of λ ∈ (0,Λ] such that
‖Rλ(ξ ,α)‖Xλ 6 c‖(ξ ,α)‖Yλ .
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This is the key to proving Theorem 1.2. We produce Rλ by gluing various local right inverses
“by hand”. We decompose Lλ as
Lλ =
(
Kλ pλ
qλ Lλ
)
where
Kλ ≔ σ¯λLλπ¯λ, Lλ ≔ τλLλρλ,
pλ ≔ σ¯λLλρλ, and qλ ≔ τλLλπ¯λ .
In the course of this section we will show that Kλ is essentially the linearised Fueter operator
FI, which has a right inverse by assumption, and that local right inverses for Lλ can be seen to
exist by considerations of model operators on R8 and on the complement of Q , while pλ and qλ
are negligibly small terms. An approximate right inverse R˜λ can then be constructed by carefully
patching together the local right inverses. Finally, a simple deformation argument will yield Rλ .
6.1 The model operator on R8
Let I be a finite energy ASD instanton on aG–bundle E over R4. By a slight abuse of notation we
denote the pullbacks of I and E to R8 = R4 × R4 by I and E as well. We define LI : Ω0(R8, gE ) →
Ω
0(R8, gE ) ⊕ Ω27(R8, gE ) by
LI (a) ≔ (d∗Aa,π7dAa).
Here π7 is taken with respect to the standard Spin(7)–structure Φ0 on R8, see (2.2).
By Remark 2.22 we can, with the appropriate identifications being made, write
LI = ∂t − LI
where we think of I as a G2–instanton on {0} × R3 × R4 and LI is as in
LA,ϕ ≔
(
0 d∗A
dA ∗ (ψ ∧ dA)
)
.
In particular, using [Wal13b, Proposition 7.1] we see that
LIL
∗
I = L
∗
I LI = ∆R4 +
(
δIδ
∗
I
δ ∗I δI
)
(6.2)
and, hence, we can argue as in [Wal13b, Section 7].
Remark 6.3. In the above situation thinking of R8 as R4×R4 as in Example 2.8 and at the same time
as R × (R3 × R4) as in Example 2.10, the summands Λ23 and Λ24 in Proposition 2.14 are identified,
via Proposition 2.15, with R3 and R4 respectively.
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Definition 6.4. Defineweight functionsw : R8 → [0,∞) and, by slight abuse of notation,w : (R8)2 →
[0,∞) by
w(x) ≔ 1 + |π2(x)| and w(x,y) ≔ min{w(x),w(y)}.
Here π2 : R
8
= R4 × R4 → R4 is the projection to the second factor. For a Hölder exponent
α ∈ (0, 1) and a weight parameter β ∈ R we define
[f ]C0,α
β
(U ) ≔ sup
d(x,y)6w (x,y)
w(x,y)α−β | f (x) − f (y)|
d(x,y)α ,
‖ f ‖L∞
β
(U ) ≔
w−β f 
L∞(U ) and
‖ f ‖
Ck,α
β
(U ) ≔
k∑
j=0
∇j f 
L∞
β−j (U )
+
[∇j f ]
C0,α
β−j (U )
.
Here f is a section of a vector bundle overU ⊂ R8 equipped with an inner product and a compat-
ible connection. We use parallel transport to compare the values of f at different points. If U is
not specified, then we takeU = R8. We denote by Ck,α
β
the subspace of elements f of the Banach
space Ck,α with ‖ f ‖
Ck,α
β
< ∞ and equip it with the norm ‖ · ‖
Ck,α
β
.
The linear operator LI can serve as a model for Lλ in the following sense: Fix x ∈ Q . Set
I ≔ I (I)|NxQ and E ≔ E(I)|NxQ . Identify TxX = TxQ × NxQ with R8 = R4 × R4 in such a way
that the summands are preserved and Φ|TxX is identified with Φ0. For ε1, ε2 > 0 we define
Vε1,ε2 ≔ Bε1(x) ∩V[0,ε2).
Using the exponential map we can identifyVε1,ε2 with a small neighbourhood U˜ε1,ε2 of the origin
in R8. With respect to this identification a gEλ–valued tensor field f on Vε1,ε2 is identified with a
s∗
1/λgE–valued tensor field f˜ on U˜ε1,ε2;λ , and if k ∈ N is a scaling parameter, then with f we can
associate a gE–valued tensor field sd,λ f on
Uε1,ε2;λ ≔ λ
−1U˜ε1,ε2 = λ
−1 exp−1x (Vε1,ε2)
defined by
(sd,λ f )(x,y) ≔ λd f˜ (λx, λy) = λd f ◦ exp(λ(x,y)).
Proposition 6.5. There are constants c, ε0 > 0 such that for ε ∈ (0, ε0] and λ ∈ (0,Λ] we have
1
c
λd+ℓ ‖ f ‖
Ck,α
ℓ,δ ;λ
(
V
ε,N
√
λ
) 6 ‖sd,λ f ‖Ck,α
ℓ+δ
(
U
ε,N
√
λ ;λ
)
6 cN −2δλd+ℓ ‖ f ‖
Ck,α
ℓ,δ ;λ
(
V
ε,N
√
λ
)
and Lλa − s−12,λLIs1,λa
C0,α−2,δ ;λ
(
V
ε,N
√
λ
) 6 c(ε + √λ)‖a‖
C1,α−1,δ ;λ
(
V
ε,N
√
λ
) .
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Here, in the first estimate, we also allow k = α = 0, thus making a statement about weighted L∞–
norms.
For β < −1 we define πI : Ck,αβ → Ck,α (R4, kerδI ) by
πI (a)(x) ≔
∑
κ
〈a(x, ·),κ〉L2(R4) κ
where κ runs through an L2 orthonormal basis of kerδI and set
A
k,α
β
≔ kerπI ∩Ck,αβ .
The projection operators πλ and σλ can be viewed as “global versions” of πI . It follows from the
discussion following Proposition 3.2 that LI defines a linear LI : A
1,α
β
→ A0,α
β−1 .
The key result of this section is the following.
Proposition 6.6. For β ∈ (−2,−1) the linear operator LI : A1,αβ → A
0,α
β−1 is invertible.
The proof rests on the following estimate.
Proposition 6.7. For β ∈ (−3,−1) there is a constant c > 0 such that for all a ∈ A1,α
β
the following
holds
‖a‖C1,α
β
6 c‖LIa‖C0,α
β−1
and ‖a‖C1,α
β
6 c‖L∗Ia‖C0,α
β−1
.
Proof of Proposition 6.6 assuming Proposition 6.7. From Proposition 6.7 it follows that LI : A
1,α
β
→
A
0,α
β−1 is injective and its image is closed. Thus we can identify its cokernel with the kernel of
L∗I :
(
A
0,α
β−1
)∗ → (A1,α
β
)∗
. Since β > −2, the image of πI is contained in C0,αβ−1 and thus C
0,α
β−1 =
A
0,α
β−1 ⊕ imπI . Via this splitting we can extend any b ∈ kerL∗I to an element of
(
C0,α
β−1
)∗
which
still satisfies L∗Ib = 0. By elliptic regularity b is smooth and it follows from Lemma 6.8 that b
is invariant under translations in the R4–direction. Now, b must be contained in C1,α−3−β . Since
−3 − β ∈ (−3,−1), it follows that b = 0 by Proposition 6.7. Therefore LI is also surjective; hence,
invertible. 
Lemma 6.8 ([Wal13b, Lemma A.1]). Let E be a vector bundle of bounded geometry over a Rieman-
nian manifold X of bounded geometry and with subexponential volume growth, and suppose that
D : C∞(X ,E) → C∞(X ,E) is a uniformly elliptic operator of second order whose coefficients and
their first derivatives are uniformly bounded, that is non-negative, such that 〈Da,a〉 > 0 for all
a ∈W 2,2(X ,E), and formally self-adjoint. If a ∈ C∞(Rn × X ,E) satisfies
(∆Rn + D)a = 0
and ‖a‖L∞ is finite, then a is constant in the Rn–direction, that is a(x,y) = a(y). Here, by slight abuse
of notation, we denote the pullback of E to Rn × X by E as well.
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Proof of Proposition 6.7. We restrict to the case of LI as the case L
∗
I differs only by a slight change
in notation. First, it is easy to see that there are Schauder estimates, cf. [Wal13b, Proposition 7.6],
‖a‖C1,α
β
6 c
(
‖LIa‖C0,α
β−1
+ ‖a‖L∞
β
)
with c = c(β) > 0. The crucial step is then to show that if β ∈ (−3,−1) there is a constant c > 0
such that for all a ∈ A1,α
β
we have
‖a‖L∞
β
6 c‖LIa‖C0,α .
This is proved by contradiction: Suppose the estimate does not hold. Then there exists a sequence
ai ∈ A1,αβ such that
‖ai ‖L∞
β
= 1 and ‖LIai ‖C0,α
β−1
6
1
i
.
Hence, by the above Schauder estimate
‖ai ‖C1,α
β
6 2c.
Pick (xi ,yi ) ∈ R4 × R4 such that
w(xi ,yi )−β |ai (xi ,yi )| = 1.
By translation we can assume that xi = 0. Without loss of generality one of the following two
cases must occur. We rule out both of them thus proving the estimate.
Case 1. The sequence |yi | stays bounded.
LetK be a compact subset of R8. When restricted toK , the elements ai are uniformly bounded
inC1,α . Thus, by Arzelà–Ascoli, we can assume (after passing to a subsequence) that ai converges
to a limit a in C1,α/2. Since K was arbitrary, this yields a ∈ Ω1(R8, gE ) satisfying
|a |(x,y) < c(1 + |y |)β
as well as
LIa = 0 and πIa = 0.
It follows from Lemma 6.8 that a = 0. On the other hand we can assume that yi converges to
some point y ∈ R4 for which we would have |a |(0,y) = w(0,y)β , 0. This is a contradiction.
Case 2. The sequence |yi | goes to infinity.
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Define a rescaled sequence a˜i by
a˜i (x,y) ≔ |yi |−β (ξi ,ai )(|yi |x, |yi |y)
and set y˜i = yi/|yi |. The rescaled sequence then satisfies
‖a˜i ‖C˜1,α
β
6 2c, ‖La˜i ‖C˜0,α
β−1
6 2/i and w˜(0, y˜i )−β |a˜i (0, y˜i )| > 1/2
where the norms ‖ · ‖
C˜k,α
β
are defined as those in Definition 6.4, but with weight functionw(x) =
|π2(x)| instead of w(x) = 1 + |π2(x)|, and where L is defined by
L ≔ ∂t − L
with
L(ξ ,a) ≔ (d∗a, dξ + ∗(ψ ∧ da)) .
We can now pass to a limit using Arzelà–Ascoli as before to obtain a˜ defined overR4× (R4\{0})
satisfying
|a˜ |(x,y) < c |y |β and La˜ = 0.
Since β > −3, La˜ = 0 holds on all of R8 in the sense of distributions. Hence, by standard elliptic
theory, a˜ extends to a bounded smooth solution of La˜ = 0 on R8. Since L∗L = ∆R4 + ∆R4 , it
follows from Lemma 6.8 that a˜ is invariant in the R4–direction. Therefore, we can think of the
components of a˜ as harmonic functions on R4. These decay to zero at infinity as β < 0 and,
hence, must vanish identically. On the other hand we know that |y˜i | = 1 and thus without loss of
generality y˜i converges to some point y˜ in the unit sphere for which |a˜ |(0, y˜)| > 12 , contradicting
a˜ = 0. 
6.2 The model away from Q
Definition 6.9. Define weighted Hölder norms ‖ · ‖
Ck,α
β
for tensor fields (with values in gE ) on
X\Q by
[f ]C0,α
β
≔ sup
d(x,y)6w (x,y)
w(x,y)α−β | f (x) − f (y)|
d(x,y)α .
‖ f ‖L∞
β
≔ ‖w−β f ‖L∞ and
‖ f ‖
Ck,α
β
≔
k∑
j=0
‖∇j f ‖L∞
β−j + [∇
j f ]C0,α
β−j
.
with weight functions given by
w(x) ≔ r (x) and w(x,y) ≔ min{w(x),w(y)}.
(Recall, that r : X → [0,∞) is defined by r (x) = d(·,Q).
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If we fix a constant N > 0, then over V[
√
λ/N ,∞) we can view a tensor field f with values in
gEλ as one which takes values in gE and vice versa.
Proposition 6.10. There is a constant c > 0 such that for λ ∈ (0,Λ] with respect to the above
identification we have
1
c
‖a‖
Ck,α−ℓ+δ
(
V[
√
λ/N ,∞)
) 6 ‖a‖
Ck,α
ℓ,δ ,λ
(
V[
√
λ/N ,∞)
) 6 cN −2δ ‖a‖
Ck,α−ℓ+δ
(
V[
√
λ/N ,∞)
)
and
‖Lλa − LA0a‖C0,α−2,δ ,λ
(
V[
√
λ/N ,∞)
) 6 c√λ/N |a‖
C1,α−1,δ ,λ
(
V[
√
λ/N ,∞)
) .
Proposition 6.11. For β ∈ (−3, 0) the operator LA0 : C1,αβ → C
0,α
β−1 has a right inverse RA0 .
Proof. Denote by π : C1,α
β
→ kerLA the L2–projection to the (smooth) kernel of LA. This is well
defined, because β > −3. We will shortly prove the estimates
‖a‖C1,α
β
6 c
(
‖LAa‖C0,α
β−1
+ ‖πa‖L∞
β
)
and ‖a‖C1,α
β
6 c‖L∗Aa‖C0,α
β−1
.
From the first estimate it follows immediately that the image of LA : C
1,α
β
→ C0,α
β−1 is closed and its
kernel is finite-dimensional (in fact, it can be seen to agree with the smooth kernel of LA). To show
that LA has a right inverse it suffices to prove that cokerLA = 0. Let b ∈ kerL∗A  cokerLA. Then
using elliptic regularity it can be seen that b represents an element in the kernel of L∗A : C
1,α
−3−β →
C0,α−4−β . But then b = 0 by the second estimate.
Now we are left with proving the above estimates. We will only prove the first estimate, since
the proof of the second estimate is similar, but slightly easier. First of all we have the following
Schauder estimate
‖a‖C1,α
β ,t
6 c(‖LAa‖C0,α
β−1,t
+ ‖a‖L∞
β ,t
).
To prove that
‖a‖L∞
β ,t
6 c
(
‖LAa‖C0,α
β−1,t
+ ‖πa‖L∞
β ,t
)
one argues by contradiction. If ai is a sequence of counterexamples as before, then we can assume
that it either gives rise to a non-trivial element a in the kernel of LA : C
1,α
β
→ C0,α
β−1 which also
satisfies πa = 0 or localises in smaller and smaller neighbourhoods of Q . To see that the first
case cannot occur observe that if a ∈ C1,α
β
solves LAa = 0 on X\Q , then it follows that LAa = 0
on all of X in the sense of distributions and thus a extends smoothly to X , since β > −3. This
contradicts πa = 0. Thus we must be in the second case. Rescaling ai near Q as before yields a
non-trivial harmonic function on R4 × R4\{0} which is bounded by a constant multiple of |y |β .
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Since β > −3 the function extends to R8 and by Lemma 6.8 it is invariant in the R4–direction.
Hence, it corresponds to a decaying harmonic function on R4, since β < 0, and must vanish
identically. So the second case does not occur either; thus proving that the claimed estimate must
hold. 
6.3 Comparison of Kλ with FI
Proposition 6.12. There is a constant c > 0 such that for all λ ∈ (0,Λ] we have
‖(Lλµλ − νλFI)Iˆ‖C0,α−2,0;λ 6 cλ
2‖Iˆ‖C1,α .
Corollary 6.13. There is a constant c > 0 such that for all λ ∈ (0,Λ] we have
‖(σλLλµλ − FI)Iˆ‖C0,α 6 cλ1−α ‖Iˆ‖C1,α .
Proof of Proposition 6.12. We use the model operator L˜λ defined by
L˜λa ≔
(
d∗Iλa,π
0
7 (dIλa)
)
.
If we view Γ(I∗VM) as a subspace of Ω1(NQ, gE ), then on this subspace L˜λ agrees with the lin-
earised Fueter operator FI. We thus have to estimate the terms in the expression
LλµλIˆ − νλFIIˆ = Lλ(µλIˆ − Iˆλ) + (Lλ − L˜λ)Iˆ + s∗1/λFIIˆ − νλFIIˆ
=: I + II + III
on V[0,ζ ). It is easy to see that
‖I‖C0,α−2,0;λ(V[0,ζ )) + ‖III‖C0,α−2,0;λ (V[0,ζ )) 6 cλ
2‖Iˆ‖C1,α .
by using that fact that I and III are supported inV[σ/2,σ ) and the estimates
‖Lλa‖C0,α−2,0;λ (V[0,σ )) 6 c‖a‖C1,α−1,0;λ (V[0,σ )) and ‖FIIˆ‖C0,α 6 c‖Iˆ‖C1,α
as well as
‖µλIˆ − Iˆλ ‖Ck,α−ℓ,0,λ (V[σ /2,σ )) 6 ‖χ
+ − 1‖
Ck,α
ℓ+3,0;λ
(V[σ /2,σ )) · ‖Iˆλ ‖Ck,α−3,0;λ (V[σ /2,σ ))
6 cλ2‖Iˆ‖Ck,α
and a similar estimate for νλ .
The key for the estimate of II is to notice that
π 07
(
(dIλ Iˆ)0,2
)
= π 17
(
(dIλ Iˆ)0,2
)
= 0,
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because δI(x )(Iˆ |NxQ ) = 0 and π 07 and π 17 vanish on Λ−NQ . Therefore,
II = π7
(
(Aλ − Iλ) ∧ Iˆλ
)
+ π 17
(
(dIλ Iˆλ)2,0 + (dIλ Iˆλ)1,1
)
+ π >27 (dIλ Iˆλ)
=: II1 + II2 + II3.
It follows from Proposition 5.19 that
(6.14) ‖Aλ − Iλ ‖C0,α
1,0;λ
(V[0,σ )) = ‖χ
−
λ a + (χ+ − 1)iλ ‖C0,α
1,0;λ
(V[0,σ )) 6 c
which in conjunction with
(6.15) ‖Iˆλ ‖Ck,α−3,0;λ (V[0,σ )) 6 cλ
2‖Iˆ‖Ck,α
yields
‖II1‖C0,α−2,0;λ 6 cλ
2‖Iˆ‖C1,α .
II2 and II3 can be estimated using Proposition 5.16, Proposition 5.19 and (6.15). 
6.4 Estimate of pλ and qλ
Proposition 6.16. For δ ∈ (−1, 0) there exists a constant c > 0 such that for all λ ∈ (0,Λ] we have
‖σλpλa‖C0,α 6 cλ−α ‖ρλa‖C1,α−1,δ ;λ and
‖qλa‖C0,α−2,δ ;λ 6 cλ
2+δ/2−α ‖πλa‖C1,α .
Proof. First note that the second estimate is an immediate consequence of Proposition 5.11 and
Proposition 6.12, because
qλa = τλ(Lλµλ − νλFI)µλa,
since τλνλ = 0. Now, to estimate pλ we define
π˜λ : Ω
1(NQ, gE(Iλ )) → Γ(I∗VM) ⊂ Ω1(NQ, gE(Iλ ))
by
(π˜λa)(x) ≔
∑
κ
ˆ
NxQ
〈a,κ〉 κ
and
σ˜λ : Ω
2(NQ, gE(Iλ )) → Γ(HomΦ(TQ,I∗VM)) ⊂ Ω2(NQ, gE(Iλ ))
by
(σ˜λα)(x) ≔
∑
β
ˆ
NxQ
〈α , β〉 β .
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Here, at each point x ∈ Q , κ runs through an orthonormal basis ofVMI(x ) and β runs through an
orthonormal basis of HomΦ(TxQ,VMI(x )). We set ρ˜λ ≔ id− π˜λ and τ˜λ ≔ id − σ˜λ . One can check
that σ˜λL˜λ ρ˜λ = 0. For a supported inV[0,σ ), which we can assume without loss of generality,
pλa = σ¯λ(Lλ − L˜λ)ρλa + (σ¯λ − σ˜λ)L˜λρλa + σ˜λL˜λ(ρλ − ρ˜λ)a
= σ¯λI + II + σ˜λIII.
The terms II and III (resp. I) can be estimated similar to I and III (resp. II) in the proof of Proposi-
tion 6.12. 
6.5 Patching local inverses
Proof of Proposition 6.1. Fix y ∈ Yλ and set
u ≔ σ¯λy and v ≔ τλy.
Step 1. An approximate inverse for u.
Denote byGI a fixed right inverse of FI and set
z ≔ µλGIσλu.
We have
‖z‖Xλ 6 c‖y‖Yλ
and by Corollary 6.13 and Proposition 6.16 we have
(6.17) ‖Lλz − u‖Yλ 6 cλ1−α ‖y‖Yλ .
Step 2. Choice of cut-off functions.
We construct an approximate inverse for v by finding local approximate inverses and then
patching these together. This requires two kinds of cut-off functions. The first kind is constructed
as follows: Let χ : [0,∞) → [0, 1] denote the smooth-cut off function chosen in Section 5 which
vanishes on [0, 1] and is equal to one on [2,∞). We define χλ : X → [0, 1] by
χλ(x) ≔ χ (r (x)/
√
λ).
Then
‖χλ ‖C0,α
0,0;λ
6 c.
Fix a small constant ε > 0, a large constant N ≫ 1, and note that in the following we can choose
the constant c > 0 independent of ε and N . Throughout, we will make use of λ ≪ ε and λ ≪ 1/N .
We can pick a finite number of points {xγ : γ ∈ Γ} ⊂ Q such that the balls Bε (xγ ) cover all of Q
and a partition of unity 1 =
∑
γ ∈Γ χγ subordinate to this cover such that
‖χγ ‖C0,α
0,0;λ
(supp(1−χλ )) 6 cε
−α .
33
We can now write
v =
∑
γ ∈Γ
vγ +v0
with
vγ ≔ (1 − χλ)χγv and v0 ≔ χλv .
Although v0 and thevγ depend on λ we choose not to make this dependence explicit in order not
to clutter the notation any more. By construction we have
(6.18)
∑
γ
‖vγ ‖C0,α−2,δ ;λ + ‖v0‖C0,α−2,δ ;λ 6 cε
−α ‖v ‖C0,α−2,δ ;λ .
The second kind of cut-off functions is constructed as follows: We choose β±
λ,N
: X → [0, 1]
such that
β+λ,N (x) =
{
1 r (x) 6 2
√
λ
0 r (x) > 2N
√
λ
and
β−λ,N (x) =
{
0 r (x) 6
√
λ/N
1 r (x) >
√
λ
as well as
(6.19) ‖dβ±λ,N ‖C0,α−1,0;λ 6 c/log(N ) and ‖β
±
λ,N ‖C0,α
0,0;λ
6 c.
This can be arranged by interpolating between 0 and 1 logarithmically, i.e., by defining β+
λ,N
as
an appropriate smoothing of log(2N
√
λ/r )/log(N ) in the intermediate region and similarly β−
λ,N
as a smoothing of log(Nr/
√
λ)/log(N ). Moreover, we choose χ˜γ : Q → [0, 1] such that χ˜γ equals
one on Bε (xγ ), χ˜γ vanishes outside B2ε (xγ ) and satisfies
(6.20) ‖dχ˜γ ‖C0,α−1,0;λ
(
supp β+
λ,N
) 6 cN√λ/ε1+α and ‖ χ˜γ ‖C0,α
0,0;λ
(
supp β+
λ,N
) 6 c.
Step 3. Construction of local approximate inverses.
Let Iγ be the ASD instanton obtained by restricting I = I (I) toNxγQ . Using the identifications
and the notation of Section 6.1 we define
w˜γ ≔ s
−1
1,λL
−1
Iγ
ρIγ s2,λvγ and wγ ≔ ρλ χ˜γ β
+
λ,N w˜γ .
where ρIγ ≔ id−πIγ . Under the identifications employed in Section 6.1 the projections πλ and σλ
are identified. From σλv = 0 one can deduce that
‖πIγ s2,λvγ ‖C0,α−2−δ 6 cε ‖s2,λvγ ‖C0,α−2−δ 6 cε ‖vγ ‖C0,α−2,δ ;λ .
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Using Proposition 6.5 we conclude that
(6.21) ‖w˜γ ‖C1,α−1,δ ;λ (V2ε,ζ ) 6 c‖s1,λw˜γ ‖C1,α−1+δ (U2ε,∞;λ ) 6 c‖vγ ‖C0,α−2,δ ;λ
and
(6.22) ‖Lλw˜γ −vγ ‖C0,α−2,δ ;λ (V2ε,ζ ) 6 cε ‖vγ ‖C0,α−2,δ ;λ
Since πIγ (s1,λw˜γ ) = 0, it follows that
‖π˜Iγ s1,λw˜γ ‖C1,α−1+δ (U2ε,∞;λ ) 6 cε ‖s1,λw˜γ ‖C1,α−1+δ (U2ε,∞;λ )
here π˜Iγ is defined like πIγ but with kerδI |Nexpxγ (λ ·−)Q
instead of kerδI |Nxγ Q . Therefore,
(6.23) ‖π¯λwγ ‖C1,α−1,δ ;λ 6 cε ‖vγ ‖C1,α−1,δ ;λ
and it follows that∑
γ
‖wγ ‖C1,α−1,δ ;λ 6 c(1 + N
√
λ/ε1+α + 1/log(N ))
∑
γ
‖vγ ‖C0,α−2,δ ;λ
6 cε−α (1 + N
√
λ/ε1+α + 1/log(N ))‖v ‖C1,α−1,δ ;λ .
By Proposition 6.10, w0 ≔ β
−
λ,N
RA0v0, with RA0 as in Proposition 6.11, satisfies
(6.24) ‖w0‖Xλ 6 c‖v0‖Yλ .
Combining all of the above we see that the R˜λ : Yλ → Xλ defined by
R˜λy ≔ z +
∑
γ
wγ +w0.
is bounded by cε−α (1 + N
√
λ/ε1+α + 1/log(N )).
Step 4. R˜λ is an approximate right inverse to Lλ .
We need to estimate the three types of terms
I ≔ ‖Lλz − u‖Yλ ,
IIγ ≔ ‖Lλwγ −vγ ‖Yλ and
III ≔ ‖Lλw0 −v0‖Yλ .
We have already treated I with (6.17). Now,
IIγ = ‖Lλwγ −vγ ‖Yλ 6 λ−δ/2‖Lλρλ χ˜γ β+λ,N w˜γ −vγ ‖C0,α−2,δ ;λ
+ λ‖σλLρλ χ˜γ β+λ,N w˜γ − σλvγ ‖C0,α
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Using (6.21), Proposition 6.16 and the fact that πλv = 0 the last term can be seen to be bounded by
cλ1−α ‖vγ ‖Yλ . To control the first term use the fact that on the support of vγ we have χ˜γ β+λ,N = 1,
(6.19), (6.20), (6.21), (6.22) and (6.23) to derive
‖Lλρλ χ˜γ β+λ,N w˜γ −vγ ‖C0,α−2,δ ;λ 6 c‖Lλw˜γ −vγ ‖C0,α−2,δ ;λ (V2ε,ζ )
+ c‖d(χ˜λβ+λ,N )‖C0,α−1,0;λ (supp β+λ,N )‖w˜γ ‖C0,α−1,δ ;λ (V2ε,ζ )
+ c‖π¯λ χ˜γ β+λ,N w˜γ ‖C1,α−1,δ ;λ
6 c(ε + 1/log(N ) + N
√
λ/ε)‖vλ ‖C0,α−2,δ ;λ .
Similarly,
III 6 c(
√
λ + 1/log(N ))‖y‖Yλ
Putting everything together we obtain
‖LλR˜λy − y‖Yλ 6 cε−α (ε + 1/logN + N
√
λ/ε)‖y‖Yλ .
By choosing ε small enough, N large enough and λ small enough we can make the factor in front
of ‖y‖Yλ arbitrarily small.
Step 5. Construction of Rλ .
We can arrange that
‖LλR˜λy − y‖Yλ 6
1
2
‖y‖Yλ .
for all λ ∈ (0,Λ]; hence, the series
Rλ ≔ R˜λ(LλR˜λ)−1 = R˜λ
∞∑
k=0
(
id − LλR˜λ
)k
converges and constitutes a right inverse for Lλ . Clearly, Rλ is bounded uniformly with respect
to λ ∈ (0,Λ]. 
7 Conclusion of the proof of Theorem 1.2
The last ingredient we need for the proof of Theorem 1.2 is the following estimate on the polari-
sation
Q(a1,a2) ≔ 1
2
π7([a1 ∧ a2])
of the quadratic formQ appearing in (5.1).
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Proposition 7.1. There is a constant c > 0 such that for all λ ∈ (0,Λ] we have
‖τλQ(a1,a2)‖C0,α−2,δ ;λ
6 cλ−α
(
‖ρλa1‖C0,α−1,δ ;λ · ‖ρλa2‖C0,α−1,δ :λ + ‖ρλa1‖C0,α−1,δ ;λ · ‖πλa2‖C0,α
+ ‖πλa1‖C0,α · ‖ρλa2‖C0,α−1,δ ;λ + ‖πλa1‖C0,α ‖πλa2‖C0,α
)
and
λ‖σλQ(a1,a2)‖C0,α
6 cλ−α
(
‖ρλa1‖C0,α−1,δ ;λ · ‖ρλa2‖C0,α−1,δ ;λ + ‖ρλa1‖C0,α−1,δ ;λ · ‖πλa2‖C0,α
+ ‖πλa1‖C0,α · ‖ρλa2‖C0,α−1,δ ;λ + λ‖πλa1‖C0,α · ‖πλa2‖C0,α
)
.
In particular,
‖Q(a1,a2)‖Yλ 6 cλ−2−δ/2 ‖a1‖Xλ ‖a2‖Xλ
Proof. The first estimate is an immediate consequence of Proposition 5.8 and Proposition 5.11.
For the second estimate we only have to explain why we get a factor λ in front of ‖πλa1‖C0,α ·
‖πλa2‖C0,α . Note that
σ˜λπ
0
7
(
µλIˆ1 ∧ µλIˆ2
)
= 0
because of Proposition 2.14 (the Λ24–component already vanishes). Arguing as in the proof of
Proposition 6.12 we see that we gain a factor of λ. 
Setting Q˜λ = Q ◦ Rλ , (5.1) becomes
x + Q˜λ(x) + π7(FAλ ) = 0.
In view of Proposition 5.14, Proposition 6.1 and Proposition 7.1, this equation can be solved by
appealing to the following consequence of Banach’s fixed-point theorem.
Lemma 7.2 ([DK90, Lemma 7.2.23]). Let X be a Banach space and let T : X → X be a smooth map
withT (0) = 0. Suppose there is a constant c > 0 such that
‖Tx −Ty‖ 6 c (‖x ‖ + ‖y‖) ‖x − y‖.
Then if y ∈ X satisfies ‖y‖ 6 110c , there exists a unique x ∈ X with ‖x ‖ 6 15c solving
x +Tx = y.
The unique solution satisfies ‖x ‖ 6 2‖y‖.
Elliptic regularity implies that Aλ + a is smooth. Since a is small, the existence of a right
inverse of LAλ guarantees the existence of a right inverse of LAλ+a ; hence, Aλ + a is irreducible
and unobstructed. 
37
8 Proof of Theorem 1.4
SinceHol(дΦ) = Spin(7),b1 = b27 = 0 [Joy00, Proposition 10.6.5] and thus the product connectionθ
on the trivial SU(2)–bundle is unobstructed. It is reducible; however, does not cause any problems,
see Remark 5.2. We have indexLθ = −3. If we chooseM as in Example 3.4, then
M =
(
Re(Hom(C2, /S+))\{0}) /Z2 × Re(/S+ ⊗ U )
By Example 4.8, the Fueter operator lifts to the Dirac operator
/D : Γ(Re(Hom(C2, /S+) ⊕ /S+ ⊗U )) → Γ(Re(Hom(C2, /S−) ⊕ /S− ⊗ U )).
Arguing as in Proposition 2.43, we see that /D is surjective and has an 8–dimensional kernel and all
non-zero elements of the kernel are no-where vanishing, provided the metric onQ is sufficiently
close to a hyperkähler metric and the induced connection on NQ is almost flat. We can thus apply
Theorem 1.2 and obtain a 5–dimensional family of Spin(7)–instantons overX . A similar argument
also proves the last assertion of the theorem. 
9 Comparing index formulae
Proposition 9.1. Let (X ,Φ) be a compact Spin(7)–manifold, letQ be a Cayley submanifold ofX and
let E0 and E be SU(2)–bundles over X which are related by
c2(E) = c2(E0) + PD[Q].
If A is a connection on E and A0 is a connection on E0, then
index LA = index LA0 + index FQ + index F˚ +
5
3
ˆ
Q
e(Re(Hom(E0, /S+Q )))(9.2)
where LA and LA0 are as in (2.21) and
F˚ = /D : Γ(Re(Hom(E∞, /S+))) → Γ(Re(Hom(E∞, /S−)))
as in Example 4.12.
In the situation of Proposition 9.1 whenever Theorem 1.2 can be applied e(Re(/S+Q ⊗ E0)) van-
ishes. This is because in those situation the Fueter section I gives rise to a no-where vanishing
section of Re(/S+Q ⊗ E0). Hence, (9.2) can be taken as evidence that Theorem 1.2 gives a description
of an open subset of the moduli space of Spin(7)–instantons. (Note that the gluing parameter λ is
already contained in index F˚I.)
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Proof of Proposition 9.1. By Proposition 2.23 and (2.42) we have
index LAλ − indexLA0 = −
1
6
ˆ
Q
p1(X ) − 4
3
[Q] · [Q] − 8
3
ˆ
Q
c2(E0)
= −σ (Q) − 1
3
χ (Q) − [Q] · [Q] − 8
3
ˆ
Q
c2(E0).
By (2.37) and (4.13) we have
index FQ + index F˚I =
1
4
σ (Q) + 1
2
χ (Q) − [Q] · [Q] −
ˆ
Q
c2(E0).
Using (2.40) and (2.41)ˆ
Q
e(Re(Hom(E0, /S+Q )) =
ˆ
Q
e(Re(E∗0 ⊗ /S+Q ))
=
ˆ
Q
e(Re(E0 ⊗ /S+Q ))
= −
ˆ
Q
c2(E0) −
3
4
σ (Q) − 1
2
χ (Q).
Verifying (9.2) is now straight-forward. 
References
[Bre03a] S. Brendle. Complex anti-self-dual instantons and Cayley submanifolds. 2003. arXiv:
math/0302094v2 (cit. on p. 2).
[Bre03b] S. Brendle. On the construction of solutions to the Yang–Mills equations in higher
dimensions. 2003. arXiv: math/0302093v3 (cit. on p. 2).
[CDFN83] E. Corrigan, C. Devchand, D. B. Fairlie, and J. Nuyts. First-order equations for gauge
fields in spaces of dimension greater than four. Nuclear Physics. B 214.3 (1983), pp. 452–
464. doi: 10.1016/0550-3213(83)90244-4. MR: 698892 (cit. on p. 6).
[DK90] S. K. Donaldson and P. B. Kronheimer. The geometry of four-manifolds. Oxford Math-
ematical Monographs. Oxford Science Publications. New York, 1990, pp. x+440. MR:
MR1079726. Zbl: 0904.57001 (cit. on pp. 7, 12, 37).
[Don83] S. K. Donaldson. An application of gauge theory to four-dimensional topology. Journal
of Differential Geometry 18.2 (1983), pp. 279–315. MR: 710056. url: http://projecteuclid.org/getRecord?id=euclid.jdg/1214437665
(cit. on p. 3).
[DS11] S. K. Donaldson and E. P. Segal. Gauge theory in higher dimensions, II. Surveys in
differential geometry. Volume XVI. Geometry of special holonomy and related topics.
Vol. 16. 2011, pp. 1–41. arXiv: 0902.3239. MR: 2893675. Zbl: 1256.53038 (cit. on
pp. 11, 14, 15).
39
[DT98] S. K. Donaldson and R. P. Thomas. Gauge theory in higher dimensions. The geometric
universe (Oxford, 1996). Oxford, 1998, pp. 31–47. MR: MR1634503. Zbl: 0926.58003.
url: http://www.ma.ic.ac.uk/~rpwt/skd.pdf (cit. on pp. 1, 6).
[Hay12] A. Haydys. Gauge theory, calibrated geometry and harmonic spinors. Journal of the
London Mathematical Society 86.2 (2012), pp. 482–498. doi: 10.1112/jlms/jds008.
arXiv: 0902.3738. MR: 2980921. Zbl: 1256.81080 (cit. on pp. 9, 14, 15).
[HL82] R. Harvey and H. B. Lawson Jr. Calibrated geometries. Acta Math. 148 (1982), pp. 47–
157. doi: 10.1007/BF02392726. MR: MR666108. Zbl: 0584.53021 (cit. on pp. 1, 8).
[Joy00] D. D. Joyce. Compact manifolds with special holonomy. Oxford Mathematical Mono-
graphs. Oxford, 2000, pp. xii+436. MR: 1787733. Zbl: 1027.53052 (cit. on pp. 3, 4,
6, 7, 10, 38).
[Joy96] D. D. Joyce. Compact 8–manifolds with holonomy Spin(7). Invent. Math. 123.3 (1996),
pp. 507–552. doi: 10.1007/s002220050039. MR: MR1383960. Zbl: 0858.53037
(cit. on p. 4).
[Joy99] D. D. Joyce. A new construction of compact 8–manifolds with holonomy Spin(7). Jour-
nal of Differential Geometry 53.1 (1999), pp. 89–130. MR: 1776092. Zbl: 1040.53062.
url: http://projecteuclid.org/getRecord?id=euclid.jdg/1214425448 (cit.
on pp. 4, 6).
[Lew98] C. Lewis. Spin(7) instantons. 1998 (cit. on pp. 1, 3, 6, 7).
[McL98] R. C. McLean. Deformations of calibrated submanifolds. Communications in Analysis
and Geometry 6.4 (1998), pp. 705–747. MR: 1664890. Zbl: 0929.53027 (cit. on p. 9).
[Nak88] H. Nakajima. Compactness of the moduli space of Yang–Mills connections in higher
dimensions. Journal of the Mathematical Society of Japan 40.3 (1988), pp. 383–392.
doi: 10.2969/jmsj/04030383. MR: 945342 (cit. on p. 1).
[Nak90] H. Nakajima. Moduli spaces of anti-self-dual connections on ALE gravitational instan-
tons. Invent. Math. 102.2 (1990), pp. 267–303. doi: 10 . 1007 / BF01233429. MR:
1074476 (cit. on p. 11).
[PR03] F. Pacard and M. Ritoré. From constant mean curvature hypersurfaces to the gradient
theory of phase transitions. Journal of Differential Geometry 64.3 (2003), pp. 359–423.
MR: 2032110. url: http://projecteuclid.org/getRecord?id=euclid.jdg/1090426999
(cit. on p. 2).
[Pri83] P. Price. A monotonicity formula for Yang–Mills fields. Manuscripta Math. 43.2-3
(1983), pp. 131–166. doi: 10.1007/BF01165828. MR: MR707042 (cit. on p. 1).
[SW17] D. A Salamon and T. Walpuski. Notes on the octonions. Proceedings of the 23rd Gökova
Geometry–Topology Conference. 2017, pp. 1–85. arXiv: 1005.2820. MR: 3676083.
Zbl: 06810387 (cit. on pp. 4, 5).
40
[Tan12] Y Tanaka. A construction of Spin(7)–instantons. Annals of Global Analysis and Geom-
etry 42.4 (2012), pp. 495–521. doi: 10.1007/s10455-012-9324-2. MR: 2995202. Zbl:
1258.53022 (cit. on p. 6).
[Tau82] C. H. Taubes. Self-dual Yang–Mills connections on non-self-dual 4–manifolds. Journal
of Differential Geometry 17.1 (1982), pp. 139–170. MR: MR658473. url: http://projecteuclid.org/getRecord?id=euclid.jdg/1214436701
(cit. on pp. 3, 11).
[Tau83] C. H. Taubes. Stability in Yang–Mills theories. Communications in Mathematical
Physics 91.2 (1983), pp. 235–263. MR: MR723549. url: http://projecteuclid.org/getRecord?id=euclid.cmp/1103940531
(cit. on pp. 11, 12).
[Tia00] G. Tian. Gauge theory and calibrated geometry. I. Annals of Mathematics 151.1 (2000),
pp. 193–268. doi: 10.2307/121116. arXiv: math/0010015. MR: MR1745014. Zbl:
0957.58013 (cit. on p. 1).
[Uhl82a] K. K. Uhlenbeck. Connections with Lp bounds on curvature. Communications in Mathe-
matical Physics 83.1 (1982), pp. 31–42. MR: MR648356. url: http://projecteuclid.org/getRecord?id=euclid.cmp/1103920743
(cit. on p. 1).
[Uhl82b] K. K. Uhlenbeck. Removable singularities in Yang–Mills fields. Communications in
Mathematical Physics 83.1 (1982), pp. 11–29. MR: MR648355. url: http://projecteuclid.org/getRecord?id=euclid.cmp/1103920742
(cit. on p. 11).
[Wal13a] T. Walpuski. Gauge theory on G2–manifolds. Imperial College London, 2013. url:
https://spiral.imperial.ac.uk/bitstream/10044/1/14365/1/Walpuski-T-2013-PhD-Thesis.pdf
(cit. on p. 3).
[Wal13b] T.Walpuski.G2–instantons on generalised Kummer constructions. Geometry and Topol-
ogy 17.4 (2013), pp. 2345–2388. doi: 10.2140/gt.2013.17.2345. arXiv: 1109.6609.
MR: 3110581. Zbl: 1278.53051 (cit. on pp. 7, 11, 25, 27, 28).
41
