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As a series of work about “fractonic superfluids”, in this paper, we develop an exotic fractonic superfluid
phase in d-dimensional space where subdimensional particles—their mobility is partially restricted—are con-
densed. The off-diagonal long range order (ODLRO) is investigated. To demonstrate, we consider “lineons”—a
subdimensional particle whose mobility is free only in certain one-dimensional directions. We start with a d-
component microscopic Hamiltonian model. The model respects a higher-rank symmetry such that both particle
numbers of each component and angular charge moments are conserved quantities. By performing the Hartree-
Fock-Bogoliubov approximation, we derive a set of Gross-Pitaevskii equations and a Bogoliubov-de Gennes
(BdG) Hamiltonian, which leads to a description of both condensed components and unification of gapless
phonons and gapped rotons. With the coherent-path-integral representation, we also derive the long-wavelength
effective field theory of gapless Goldstone modes and analyze quantum fluctuations around classical ground
states. The Euler-Lagrange equations and Noether charges/currents are also studied. In two spatial dimensions
and higher, such an ODLRO stays stable against quantum fluctuations. Finally, we study vortex configurations.
The higher-rank symmetry enforces a hierarchy of point vortex excitations whose structure is dominated by
two guiding statements. Specially, we construct two types of vortex excitations, the conventional and dipole
vortices. The latter carries a charge with dimension as a momentum. The two statements can be more generally
applicable. Further perspectives are discussed.
I. INTRODUCTION
As exotic states of matter, fracton topological order can be
characterized by noise-immune ground state degeneracy that
unconventionally depends on the system size on a non-trivial
compact manifold [1–4]. Recently, fracton topological order
or fracton physics in a more general sense has been being in-
tensively investigated, see, e.g., Refs. [1–61]. A recent re-
view can be found in Refs. [62, 63]. Topological excitations
of fracton topological order include fractons, subdimensional
particles [1–4, 27] and more complicated spatially extended
excitations [28]. One of remarkable features of these exci-
tations is topological restriction on mobility: their geometri-
cal locations cannot be freely changed by any local operators.
More concretely, mobility of fractons is completely frozen
while subdimensional particles are still allowed to move but
within a certain cluster of lower-dimensional subspace. As
two examples of subdimensional particles in the X-cube lat-
tice model [1–4], lineons and planeons can move along cer-
tain one-dimensional directions and two-dimensional parallel
planes, respectively. Instead of the interpretation as “topologi-
cal excitations”, one can also regard all these strange particles,
i.e., fractons, lineons, and planeons as original bosons, which
leads to unconventional many-body physics. In this context,
the restriction on mobility is ascribed to the implementation
of so-called “higher-rank symmetry”. The latter guarantees a
set of higher moments are conserved [26, 34, 64].
In a previous work [46] of many-body physics of frac-
tons, the authors of the present work proposed a fractonic
superfluid phase formed by non-relativistic bosonic fractons
in d spatial dimensions (dD). The phase can be regarded as a
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result of spontaneous breaking higher-rank symmetry. Due
to a higher-rank symmetry, both total dipole moments and
the total particle number (charge) are conserved. The mi-
croscopic Hamiltonian that respects such symmetry must be
non-Gaussian, which naturally forbids a single fracton from
freely propagating. Starting with the first-order time deriva-
tive just like a conventional superfluid phase, we add the usual
Mexican-hat potential for fractons. When the chemical poten-
tial is turned from a negative to positive value, the system un-
dergoes a quantum phase transition from the normal state to
the superfluid phase. The latter is manifested by occupation
of a macroscopic number of fractons on the same quantum
state, which leads to the formation of an off-diagonal long
range order (ODLRO) [65]. As a direct consequence of non-
Gaussianality, the corresponding Euler-Lagrange equation is
highly non-linear, from which one can extract time-dependent
Gross-Pitaevskii equation that governs hydrodynamical be-
haviors. Furthermore, by taking quantum phase fluctuations
into consideration, we find that ODLRO keeps stable in spa-
tial dimensions d > 2. In 1D, the correlation function of the
superfluid order parameter exponentially decays at long dis-
tances. In 2D, it decays in a power-law pattern at zero temper-
ature.
As mentioned above, fractons are just one of many strange
particles proposed in fracton topological order. We expect that
subdimensional particles can form even more exotic phases
of matter as their mobility is partially rather than completely
restricted. Along this line, in this work, we consider more
general variants of fractonic superfluids where, instead of
completely immobile fractons, subdimensional particles meet
Mexican hats and thus form a superfluid. For convenience,
we introduce a notation dSFn (“SF” stands for “superfluid”)
which represents a superfluid phase in d spatial dimensions
via condensing subdimensional particles of dimension-n (0 ≤
n ≤ d). For example, dSFd denotes a conventional superfluid
2TABLE I. Comparison between a conventional superfluid phase (denoted as dSFd), fractonic superfluid phase (denoted as dSF0; see Ref. [46])
via condensing fractons, and a fractonic superfluid phase (denoted as dSF1) via condensing lineons. In these three types of superfluids, the
condensed particles are, respectively, usual bosons of full mobility, fractons without any mobility, and lineons with partial mobility. Vortex
excitations in 2D form a hierarchy where ℓ, ℓ1, ℓ2 denote winding numbers and p, p1, p2 are quantized as momenta with ϕ(x) being the relative
angle of site x to the vortex core.
dSFd dSF0 dSF1
Conserved quantities Total charge Total charge, total dipole moment Total charges, angular charge moments
Order Parameter
√
ρ0e
iθ0
√
ρ0e
i(θ0+
∑
a βax
a) √ρ0ei(θa+
∑
b βabx
a) (βab = −βba)
Plane-wave dispersion Dispersive Dispersionless Partially dispersive
Ground State e
´
ddx
√
ρ0e
iθ0 Φˆ†(x)|0〉 e
´
ddx
√
ρ0e
i(θ0+
∑
a βax
a)Φˆ†(x)|0〉 ∏
a
e
´
ddx
√
ρ0e
i(θa+
∑
b βabx
a)Φˆ†a(x)|0〉
Specific capacity heat cυ ∝ T
d cυ ∝ T
d
2 cυ ∝ T
d
Goldstone mode ω ∝ |k| ω ∝ |k|2 ω ∝ |k|
Stable dimension at T = 0 d > 1 d > 2 d > 1
Vortex structure in d = 2 ℓϕ (x) ℓϕ (x) , (p1x+ p2y)ϕ (x)
ℓ1ϕ (x) , px
2ϕ (x)
ℓ2ϕ (x) , px
1ϕ (x)
where the bosons are free to move in the whole space and
the fractonic superfluid phase in a many-fracton model [46] is
symbolized as dSF0.
More specifically, in this work, we take lineons as an ex-
ample, which leads to a fractonic superfluid phase denoted
by dSF1. The corresponding microscopic second-quantized
Hamiltonian model H contains d components of bosonic li-
neons. The Hamiltonian is Gaussian but strongly anisotropic
such that mobility restriction of lineons is correctly encoded.
Meanwhile, both angular charge moments and particle num-
bers of each component are conserved due to the presence of a
higher-rank symmetry. The candidate Hamiltonian is referred
to in Ref. [26] with the second time-derivative terms. Dis-
tinguishably, we set about the first-time derivative and apply
a Mexican-hat potential to each component. In the coherent-
path-integral representation,H is sent to the Lagrangian den-
sity L =∑da=1 iφ∗a∂tφa−H after a Wick rotation. Due to the
first-order time-derivative, we are legitimate to interpret φ∗aφa
as the particle density of the ath component, which is common
in condensed matter and cold-atom systems.
When the chemical potential is turned to a positive value
from a negative one, the system undergoes a quantum phase
transition from the normal state to the fractonic superfluid
phase dSF1. The normal state has a unique ground state with
vanishing momentum. In dSF1, ODLRO is established at
classical level and the ground state configurations appear to
be a plane-wave with a finite momentum and a finite density
distribution. Upon the Hartree-Fock-Bogoliubov mean-field
approximation is applied, the boson fields are further split into
two components—the normal and the condensed components,
towards which we derive a set of non-linear Bogoliubov-de
Gennes equations and Gross-Pitaevskii Hamiltonian respec-
tively. To deal with gapless Goldstone modes and quantum
phase fluctuations (i.e., ODLRO stability at infrared limit), we
turn to the framework of effective field theory. In contrast to
the non-Gaussian system in Ref. [46], existence of spatially
anisotropic Gaussianality ensures that a superfluid phase or
ODLRO can survive against quantum fluctuations in spatial
dimensions d > 1 at zero temperature and thus this model
appears more tractable experimentally. For vortex configu-
rations in 2SF1, we point out and apply two statements for
the purpose of constructing vortex configurations. The first
statement dominates the multi-valued part to meet the single-
valueness of vortex fields and the second controls the smooth
part to satisfy a relation between representations between a
higher-rank group and particle number conservation symme-
try group. The two statements lead to two types of vortices:
the conventional vortex and dipole vortex. The latter carries
a dipole charge that is quantized like a momentum. It can be
detected by a vorticity from recombination between Noether
currents. In fact, the two statements can be applied to point
vortex excitations with a general higher-rank symmetry. In
Table. I, we compare different properties of a conventional su-
perfluid phase 2SF2, fractonic superfluid via condensing frac-
tons 2SF0 in Ref. [46] and fractonic superfluid by condensing
lineons 2SF1 in this work.
The remaining part of this paper is organized as follows.
Sec. II provides a microscopic multi-component model and
Hartree-Fork-Bogoliubov treatment. An effective field the-
oretical analysis is performed in Sec. III. In Sec. IV, exotic
superfluid vortices are studied. This work is concluded in
Sec. V.
II. MICROSCOPIC SYSTEM ANDMEAN-FIELD THEORY
In this section, we start with a microscopic model of li-
neons, which is formulated in the second quantization lan-
guage with conserved angular charge moments. This con-
servation is vital to the mobility restriction of lineons. Un-
der the circumstance of condensing lineons, we apply the
Hartree–Fock–Bogoliubov (HFB) mean-field theory to de-
rive the Gross–Pitaevskii (GP) equations and Bogoliubov–de
Gennes (BdG) Hamiltonian [66]. The former govern the order
parameter of the superfluid phase and the latter unifies both
gapless phonon and gapped roton modes.
3A. A model Hamiltonian
In condensed matter systems, strong anisotropy can con-
strain particle’s propagation. For example, divergence of ef-
fective mass localizes particle spatially and a strong electric
field allows charged particles to move exclusively along the
direction of electric field. We have investigated one micro-
scopic realization of fractons with fully restricted motion in
Ref. [46]. As a series of works, here we focus on d-component
fields Φˆ = (Φˆ1, · · · , Φˆd) in d spatial dimensions in the Hamil-
tonianH =
´
ddxH where Hamiltonian densityH reads
H =
d∑
a=1
∂aΦˆ
†
a∂aΦˆa
+
d∑
a 6=b
1
2
Kab(Φˆ
†
a∂aΦˆ
†
b + Φˆ
†
b∂bΦˆ
†
a) (Φa∂aΦb +Φb∂bΦa)
+ V (Φˆ†, Φˆ) . (1)
The complex fields Φˆ†a (x) and Φˆb (x) create and annihilate
an ath-component particle respectively and satisfy the bosonic
communication relations
[Φˆa (x) , Φˆ
†
b (y)] = δabδ
d (x− y) , (2)
where x is the spatial coordinate. At the quadratic level, each
component can only propagate in one certain spatial direc-
tions and we set the mass before the quadratic terms to be
a unit. It should be noted that, the positive symmetric cou-
pling constant Kab = Kba > 0 ensures a lower bound for a
physically acceptable Hamiltonian. For convenience, one can
set diagonal terms Kaa = 0 for a = 1, · · · , d since diago-
nal terms Kaa is absent in Eq. (1). For simplicity, we can
take the term V (Φˆ†, Φˆ) to be the Mexican-hat potential with
flavor-independent chemical potential µ and interaction cou-
pling constant g > 0 ,
V (Φˆ†, Φˆ) =
d∑
a=1
−µΦˆ†aΦˆa +
g
2
Φˆ†aΦˆ
†
aΦˆaΦˆa (3)
which describes a short-range repulsive interaction via the s-
wave scattering. In the following, no Einstein summation rule
is assumed. The Hamiltonian in Eq. (1) conserves both parti-
cle numbers of each components Qa ≡
´
ddxρˆa and angular
chargemomentsQab =
´
dxd(ρˆax
b−ρˆbxa)with ρˆa = Φˆ†aΦˆa
being number operator of ath particles. Accordingly, the sym-
metry group is composed of transformations Φˆa → eiλaΦˆa
for each component and
(Φˆa, Φˆb)→ (Φˆaeiλabx
b
, Φˆbe
−iλabx
a
) (4)
for each pair of indices with λa, λab ∈ R. The parameters
λab are anti-symmetric λab = −λba, thus inducing d(d−1)2
independent conserved angular charge moments Qab. The
transformations in Eq. (4) involve local coordinates x =
(x1, x2, · · · , xd), and is not an internal symmetry. We denote
the symmetry group as G which characterizes a higher-rank
symmetry [64] . In a periodic boundary condition, the pa-
rameters λab have the dimension of [x]
−1 and quantization of
the related charges is expected to coincide with a momentum.
This symmetry intertwines global and internal symmetries
such that strong constraints are imposed on particles’ propa-
gations. In 2D, conservation of Q12 =
´
d2x
(
ρˆ1x
2 − ρˆ2x1
)
requires the velocity shall be parallel to a vector (ρˆ1, ρˆ2) as a
lineon. In three spatial dimensions, we have 3 angular charge
moments Q12, Q23, Q13, such that a particle only propagates
in the direction parallel to (ρˆ1, ρˆ2, ρˆ3). Generally, fundamen-
tal particles in dDmovewith velocity parallel to (ρˆ1, · · · , ρˆd).
B. Hartree-Fock-Bogoliubov mean-field theory: condensate
and rotons
It is well-known that a Bose-Einstein condensate consists
of a two-component structure: the condensate and the normal
components. The HFB mean-field theory allows factorization
of fields Φˆa in terms of an appropriate orthonormal single-
particle basis,
Φˆa(x) = φa0 (x) cˆa0+
∑
i6=0
φai (x) cˆai ≡ φa0 (x) cˆa0+ψˆa (x) ,
(5)
with ψˆa (x) ≡
∑
i6=0 φai (x) cˆai where the operator cˆai sat-
isfies the bosonic commutation relations [cˆai, cˆ
†
bj ] = δabδij .
The wave functions φa0 (x) signify the condensate com-
ponent. The non-condensate fields cˆai (i ≥ 1) constitute a
branch of gapped quasiparticle excitations and are orthogonal
with the condensate component φa0 (x) ,
ˆ
ddxφa0(x)φ
∗
bi(x) = 0 for i ≥ 1 . (6)
We take the normal component as a perturbation to the con-
densate. Substituting Eq. (5) into Hamiltonian in Eq. (1) leads
to a partition into terms with different numbers of field opera-
tors ψˆa(x). The zeroth-order term is given by
H0 =
d∑
a=1
h1,aNˆa0 +
∑
a,b
h2,ab(Nˆa0Nˆb0 − δabNˆa0) , (7)
where Nˆa0 = cˆ
†
a0cˆa0 is the number operator for the conden-
sate and h1 (h2) is the expectation value of the single-particle
(two-particle) part of the Hamiltonian
h1,a =
ˆ
ddx |∂aφa0|2 − µ |φa0|2 (8)
h2,ab =
ˆ
ddx
1
2
Kab|φa0∂aφb0 + φb0∂bφa0|2
+
gδab
2
|φa0φb0|2 . (9)
Under the particle-number representation | {Na0}〉 with defi-
nite condensate particle number Nˆb0| {Na0}〉 = Nb0| {Na0}〉
4for b = 1, · · · , d, H0 in Eq. (7) has ground state energy
E0 ({Na}) that only depends on the condensate,
E0 ({Na}) = 〈{Na0} |H0| {Na0}〉
=
∑
a
h1,aNa0 +
∑
a,b
h2,ab(Na0Nb0 − δabNa0) .
(10)
The next orderH1 has linear dependence on ψˆa (x)
H1 =
ˆ
ddx
d∑
a=1
cˆ
†
a0φ
∗
a0Hˆ†aψˆa + ψˆ†aHˆaφa0cˆa0 , (11)
where
Hˆa = −∂2a − µ+ g |φa0|2 Nˆa0 +
∑
a,b
1
2
KabNˆb0Hˆab (12)
with
Hˆab =(∂aφ∗b0)(∂aφb0) + (∂aφ∗b0)φb0∂b − (∂bφ∗b0)(∂aφb0)
− φ∗b0(∂aφb0)∂b − φ∗b0(∂a∂bφb0)− (∂bφ∗b0)φb0∂b
− φ∗b0(∂bφb0)∂b − φ∗b0φb0∂2b .
Under a basis | {Na0}〉, taking the limit of Na0 ≫ 1, one can
recognize Nˆa0cˆa0| {Na}〉 = cˆa0Nˆa0| {Na}〉. If φa0 (x) are
chosen to be eigenstates of the operator Hˆa in Eq. (12),
Hˆa (x)φa0 (x) = ǫa0 ({Na0})φa0 (x) a = 1, · · · d , (13)
then H1 vanishes identically due to orthogonality in Eq. (6)
andNa0 ≫ 1, where ground state energy ǫa0 ({Na0}) merely
depends on the condensate component. This fact establishes
that the validity of the expansion in Eq. (5). The Eq. (13)
marks a set of the GP equations describing the condensate
components where Hˆa in Eq. (12) behaves as a single-particle
Hamiltonian. It simply directs us to approximate the original
Hamiltonian in Eq. (1) by Eq. (7). With the translational sym-
metry, the GP equations have a set of very simple solutions. If
the chemical potential µ is negative, the ground state energy
E0 reaches its minimum when the condensate has vanishing
density, Na0 = 0 for a = 1, · · · d. We obtain a normal state.
If the chemical potential is switched to a positive value, the
ground state energy E0 reaches maximum with a finite num-
ber of the condensate component. In this case, the configura-
tions of ground states can be parametrized by real parameters
θa and βab (βab = −βba, a, b = 1, · · · d),
φa0 (x) =
1√
V
ei(θa+i
∑
d
b=1 βabx
b) (14)
with V as the spatial volume. Of course, one can include the
trap potential that can break a translational symmetry, under
which the GP equations may be short of analytical solutions.
Casting the solution in Eq. (14) back toH0 in Eq. (7), we have
the ground state energy E0 ({Na0}) ,
E0 ({Na0}) =
d∑
a=1
−µNa0
V
+
g
2
(
Na0
V
)2
. (15)
The minimal condition of E0 ({Na0}) with a positive chemi-
cal potential µ requires ρa0 ≡ Na0V = µg , which indicates the
ground states for a fractonic superfluid has a macroscopically
finite particle density. Hence, we obtain a superfluid phase
by condensing lineons, which we dub dSF1. Therefore, select
one ground state in Eq. (14) and we can fix the condensate
particle number Na0 by simply replacing both cˆa0 and cˆ
†
a0
operators by c-number
√
Na0, which indicates occurrence of
ODLRO with the condensate density ρa0.
The next orderH2 goes beyond the GP equation to include
the quadratic terms of ψa,
H2 =
d∑
a=1
ˆ
ddxψˆ†a(−∂2a + gρa0)ψˆa
+
∑
a,b
1
2
Kabρa0
(
∂aψˆ
†
b + ∂bψˆ
†
a
)(
∂aψˆb + ∂bψˆa
)
+
d∑
a=1
g
2
ρa0
(
ψˆ†aψˆ
†
a + ψˆaψˆa
)
, (16)
where we have replaced cˆa0 and cˆ
†
a0 with
√
Na0. New
quadratic terms emerge from Kab-term which relaxes the re-
strictions on dynamics. It means that the quasiparticle modes
ψˆa can propagate along all spatial directions. The mass term
gρa0ψˆ
†
aψˆa originates from the condensate component. H2 in
Eq. (16) is designated as a BdG Hamiltonian to characterize
the non-condensate quasiparticle modes. One can diagonalize
H2 to obtain the canonical quaisparticle modes. For example,
in 2D, the spectrum has two branches. For small momentum,
up to the first order, we have linear gapless dispersion rela-
tions,
ǫ±(k) =
√
gρ0
√
(1 +Kρ0)k2 ± ζ(k) (17)
and they describe gapless phonon excitations, while at the
largemomentum, spectrum dispersions depend on momentum
quadratically,
ǫ±(k)=
√
2
2
[(k21 +Kρ0k
2
2)
2 + (k22 +Kρ0k
2
1)
2
+ 2(Kρ0k1k2)
2 ± (1 +Kρ0)(k21 + k22)ζ(k)]
1
2 (18)
and instead they correspond to gapped roton modes. where
ζ(k) ≡
√
(k21 − k22)2 (Kρ0 − 1)2 + 4K2ρ20k21k22 , ρ0 = µg
and K ≡ K12. The smooth change from linear to quartic
dispersion is the key feature of the HFB approximation. Al-
though two modes, phonons and rotons, are emphasized, in-
deed they represent different behavors at small and high mo-
mentum respectively. The dispersion relations in Eqs. (17)
and (18) have a band splitting gap (BSG) controlled by ζ(x).
If Kρ0 = 1, BSG vanishes at two lines k1 = 0 or k2 = 0,
ζ (k) = 0.
Higher-order terms couple the normal with the condensate
part and describes the interaction between phonon modes,
which is beyond the scope of this work and we leave it to
future work.
5III. EFFECTIVE FIELD THEORY
The HFB mean-field method unify gapless phonon modes
and gapped roton modes via a BdG Hamiltonian in Eq. (16)
in a fractonic superfluid phase dSF1. Nevertheless, gapless
mode excitations can destroy BEC or ODLRO. In this section,
we deal with gapless modes of dSF1 in the framework of a
continuous field theory and discuss stability of dSF1 against
quantum fluctuations.
A. Euler-Lagrange equation and Noether charge/current
For the coherence and completeness of the present section,
we re-derive some quantities from the field-theoretical per-
spective.
We perform a coherent-state path integral quantization [67]
to get the Lagrangian density L,
L =
d∑
a=1
iφ∗a∂tφa −H (φ) , (19)
where φa(x, t) is an eigenvalue of Φˆa(x) on a coherent state
Φˆa (x) |φa (x, t)〉 = φa (x, t) |φa (x, t)〉. The first order
derivative in Eq. (19) in nature is determined by the commu-
tation relation in Eq. (2) which can be confirmed through the
canonical quantization. For convenience, we apply theWick’s
rotation to an imaginary time at zero temperature T = 0.
Next, we can derive the Euler-Lagrange equations as well
as the Noether currents associated with two types of conserved
quantities. The Euler-Lagrange equations can be derived from
the formula δL
δφ∗a
= 0, explicitly, i∂tφa = Hˆaφa (a =
1, · · · , d), where Hˆa has the same form asHa in Eq. (12),
Hˆa = −∂2a − µ+ g |φa|2 +
1
2
∑
b
Hab . (20)
HereHab comes from theKab-term,
Hab =Kab∂aφ∗b∂aφb +Kab∂aφ∗bφb∂b −Kab∂bφ∗b∂aφb
−Kabφ∗b∂aφb∂b −Kabφ∗b∂a∂bφb −Kab∂bφ∗bφb∂b
−Kabφ∗b∂bφb∂b −Kabφ∗bφb∂2b . (21)
The Euler-Lagrange equations just recovers the GP equations.
Here φa plays the same role to representing the condensate
component as φa0 in Eq. (13).
The Hamiltonian in Eq. (1) stays invariant under transfor-
mation in Eq. (4) as well as the particle number conservation
symmetry. For the infinitesimal change δφa = iαaφa, we
have the related Noether charge Qa with charge density ρa
and currents Jai that read,
Qa =
ˆ
ddxφ∗aφa ≡
ˆ
ddxρa (22)
Jai =iKaiρa (φi∂aφ
∗
i − φ∗i ∂aφi)
+ iKaiρi (φa∂iφ
∗
a − φ∗a∂iφa)
+ i (φi∂iφ
∗
i − φ∗i ∂iφi) δai (23)
which satisfies the continuity equations ∂tρ
a +
∑
i ∂iJ
a
i = 0.
Here in Eq. (22), coincidence between φ∗aφa and particle den-
sity ρa arises from the first-order time derivative in Hamil-
tonian in Eq. (1). For the transformation δφa = ixbφa and
δφb = −ixaφb corresponding to Eq. (4), we have conserved
angular momentsQab (with density ρab) and currentsD
ab
i ,
Qab =
ˆ
ddx
(
ρax
b − ρbxa
) ≡ ˆ ddxρab (24)
Dabi = x
bJai − xaJbi (25)
with ρa and J
a
i as U(1) charge and current in Eqs. (22) and
(23). The continuity equation ∂tρ
ab +
∑d
i=1 ∂iD
ab
i = 0 is
automatically satisfied as long as the currents Jab obey the re-
lations Jab = J
b
a.
B. Goldstone modes and quantum fluctuations
The HFB mean-field theory in Sec. II B starts
with one of the classical field configurations φcla =√
ρ0e
(iθa+i
∑d
b=1
βabx
b) which can be formulated in the
second quantization language as
|GS〉βabθa =
d∏
a=1
exp[
√
ρ0e
i(θa+i
∑
d
b=1
βabx
b)Φˆ†a (x)]|0〉 , (26)
where Φˆ†a(x) (a = 1, · · · , d) creates a lineon with flavor a
with restricted motion. The salience of Eq. (26) features a
finite expectation value of operator Φˆa(x)
〈GS|Φˆa(x)|GS〉βabθa =
√
ρ0 exp(iθa + i
∑
b
βabx
b) , (27)
thus marking an ODLRO and we obtain a fractonic super-
fluid phase dSF1. The expectation value oscillates as a plane-
wave with fixed momentum ka = (βa1, βa2, · · · , βad) for
the a-component particle. In this sense, we can rewrite
|GS〉βabθa =
d∏
a=1
exp
[√
ρ0e
iθaΦˆ†a(ka)
]
|0〉with Φˆ†a (ka) as the
Fourier transformation of Φˆ†a(x). These features arise from
restricted mobility of condensed particles.
After condensation, the Noether currents in Eqs. (23) and
(25) reduce to simpler forms by expanding the field φa =
φclae
iθa where φcla denotes classical configurations and θa are
the quantum phase fluctuations,
ρa = ρ0 , J
a
i = 2Kρ
2
0 (∂iθa + ∂aθi) + 2ρ0∂iθaδai (28)
and
ρab = ρ0
(
xb − xa) , Dabi = xbJai − xaJbi . (29)
To derive the effective theory for quantum fluctua-
tions or the gapless Goldstone modes, we expand the
fields around a selected classical configuration φa (x, t) =√
ρ0 + ρa (x, t)e
iθa(x,t) where ρa and θa denote density and
6phase fluctuations respectively. Up to the second order, we
have
L =
d∑
a=1
−ρa∂tθa − ρ0 (∂aθa)2 − 1
4ρ0
(∂aρa)
2 − g
2
ρ2a
−
∑
a,b
1
2
Kabρ
2
0 (∂aθb + ∂bθa)
2
− 1
8
∑
a,b
Kab (∂aρb + ∂bρa)
2
. (30)
The density fluctuation fields ρa (a = 1, · · · , d) work as aux-
iliary fields that are subject to the constraint equations
∂tθa =− gρa −
(
1
2ρ0
∂2a +
1
2
∑
b
Kab∂
2
b
)
ρa
− 1
2
∑
b
Kab∂a∂bρb . (31)
Since we are only interested in the low-energy physics, the
momentum k has an upper bound |k| ≤ 2πξ−1c where the
coherent length ξc can be estimated as
g = 4π2ξ−2c
(
1
2ρ0
+
∑
b
Kab
)
(32)
as such the last two terms in Eq. (31) can be neglected. In
the low-energy limit, we obtain the solutions ρa = − 1g∂tθa.
Cast it back to Eq. (30) and we arrive at an effective theory of
quantum fluctuations by excluding the higher derivative terms
of θa,
L =
∑
a
1
2g
(∂tθa)
2 − ρ0 (∂aθa)2
−
∑
a,b
1
2
Kabρ
2
0 (∂aθb + ∂bθa)
2
. (33)
The effective theory in Eq. (33) stays invariant under the trans-
formation θa → θa + λa +
∑
b λabx
b with λab = −λba. It
describes d gapless modes θa (a = 1, · · · , d) that have entan-
gled motions arising fromKab term.
To get a deeper insight, we concentrate ourselves on the 2D
case. Introduce the canonical modes Θ+ (k) and Θ− (k)
Θ+ (k) = cos
ϕk
2
θ1 (k) + sin
ϕk
2
θ2 (k) , (34)
Θ− (k) = − sin ϕk
2
θ1 (k) + cos
ϕk
2
θ2 (k) , (35)
where tan ϕk2 =
2Kρ0k1k2
ζ(k)2
with denoting K12 = K
and their dispersion relations take the form as ǫ± (k) =√
gρ0 [(1 +Kρ0)k2 ± ζ (k)], which is identical to Eq. (17).
Stability of a superfluid phase is determined by the long-
distance behavor of the correlator of the order parameter under
the influence of by quantum fluctuations,
〈GS|Φ†a (x)Φb (0) |GS〉βabθa
=ρ0 exp[i
∑
c
(βbc − βac)xc]
〈
e−iΘa(x)eiΘb(0)
〉
. (36)
We need to calculate equal-time correlators of the canonical
modes
〈
e−iΘ±(x)eiΘ±(0)
〉
= e−
1
2
〈[Θ±(x)−Θ±(0)]
2〉. Explic-
itly, in two spatial dimensions, we have
〈Θ± (x)Θ± (0)〉
=
ˆ
dωd2k
(2π)3
eik·x
ω2 − ω± (k)
=
ˆ
dkdθ
(2π)2
eik|x| cos θ√
gρ0
[
(1 +Kρ0)± ζ¯ (θ)
]
<
ˆ
dkdθ
(2π)2
eik|x| cos θ√
gρ0c±
=
1
2π|x|
1√
gρ0c±
, (37)
where ζ¯(θ) =
√
(1− 2Kρ0) cos2 2θ +K2ρ20 and c± denotes
the minimum value of (1+Kρ0)± ζ¯(θ). At the long distance
|x| → ∞, the correlators 〈Θ± (x)Θ± (0)〉 vanishes. Thus,〈
Φ†a (x) Φb (0)
〉
= ρ0 exp[i
∑
c(βbc − βac)xc] has a finite
value modulated by a plane wave. It confirms a true long-
range order that survives against quantum fluctuations in zero
temperature. Since quantum fluctuations are weaker in higher
dimensions, a fractonic superfluid phase 2SF1 stays stable in
two spatial dimensions and higher.
IV. SUPERFLUID VORTICES OF 2SF1
Besides the gapless Goldstone modes and gapped roton
modes, thermal vortices are fundamental to a superfluid phase
as an effect of compactness of phase fields θa. The exis-
tence of symmetry in Eq. (4) admits a complicated structure
in 2SF1. We present two guiding statements on construction
of point thermal vortices in 2D and then give the two types of
vortices in 2SF1.
A. Two statements on construction
A superfluid vortex is an excitation as a consequence of
compactness of a phase field and mathematically one can
represent compactness by a multi-valued function. Given a
phase field θa with flavor a, we can always decompose it as
θa(x) = θ
v
a(x)+θ
s
a (x)where θ
s
a(x) denotes the smooth com-
ponent. In general, the multi-valued component θva (x) can be
formulated as
θva(x) = fa(x)ϕ(x) , (38)
where ϕ(x) defined mod 2π is the angle of site x relative to
vortex core and fa(x) is a single-valued function. Eq. (38)
sets an equivalent relation θva (x) ∼ θva (x) + 2πfa (x). Sub-
tly, fa(x) should be understood under a lattice regularization
to protect single-valuedness of field φa, where spatial coordi-
nates x are regarded as x = (x1, x2) = na with n = (n1, n2)
being a pair of integers and a being the lattice constant. The
equivalence relation in Eq. (38) resembles a gauge freedom.
Whether we start with θva (x) or θ
v
a (x) + 2πfa (x) should
cause no physical effects. Therefore, we arrive at Statement 1
below:
7Statement 1. The physical Hamiltonian density should be
single-valued even in the presence of multi-valued vortex con-
figurations.
Statement 1 states that the Hamiltonian density H[θa(x)]
is invariant when θa(x) is shifted by 2πfa(x), H[θa(x) +
2πfa(x)] = H[θa(x)], which determines the most singu-
lar part of a vortex. Take a conventional superfluid 2SF2 as
an example with Hamiltonian density H = 12 [(∂1θ(x))2 +
(∂2θ(x))
2]. With the assumption θv(x) = f(x)ϕ(x), the
constraint imposed by statement 1 on shifting θ(x) by 2πf(x)
gives the equations ∂1f(x) = 0, ∂2f(x) = 0 towards which
we have the solution f(x) = ℓ with ℓ ∈ Z. Thus we recover
vortex configurations in a conventional superfluid.
The second statement to be introduced below controls the
smooth component after we obtain the multi-valued compo-
nent from Statement 1. A higher-rank symmetry group con-
tains not only conventional U(1) charges that induce a global
pure U(1) phase shift, but also charges that generate a U(1)
phase shift depending on local coordinates. For convenience,
we call conventional U(1) charges as rank-0 while the others
are higher-rank charges. Statement 2 below establishes the
relations between higher-rank and rank-0 charges:
Statement 2. The action of a higher-rank symmetry group
on some bound states of operators charged in the higher-rank
symmetry group is equivalent to an action of a global U(1)
symmetry with appropriate rank-0 charges.
Statement 2 allows us to construct a set of bound states
such that the higher-rank group only induces a global pure
phase shift. Explicitly, given vortices carrying higher-rank
charges, Statement 2 claims that some bound states of these
vortices is proportional to ϕ(x) as a conventional vortex, that
is, the smooth component vanishes. Thus, the essence is to
find the structures of bound states which are significantly de-
termined by relations between higher-rank charges and rank-0
charges. For example, we consider a higher-rank symmetry
[46] which shifts θ(x) by θ(x)→ θ(x)+λ+∑a λaxa. Then
the group action on bound states like Od = e−iθ(x)eiθ(x−d)
with a constant vector d generates a pure global phase,Od →
Ode−i
∑
a
λad
a
. Thus, on these bound states, the higher-rank
group is equivalent to groupU(1) and we shall expect thatOd
takes the form of a conventional vortex whose smooth part can
be set to vanish.
B. Vortex structure
The two statements are more generally applicable for a sys-
tem of a higher-rank symmetry. At present, we specialize our
attention to the case of 2SF1. Statement 1 leads to an assump-
tion for the multi-valued component
θv1(x) = f1(x)ϕ(x) , θ
v
2(x) = f2(x)ϕ(x) , (39)
and f1,2(x) should satisfy the following equations:
∂1f1(x) = 0 , ∂2f2(x) = 0 , ∂2f1(x) + ∂1f2(x) = 0. (40)
The solutions generally can be parametrized by three parame-
ters,
f1(x) = px
2 + ℓ1, f2(x) = −px1 + ℓ2 . (41)
Here, p has the dimension [x]−1, which we dub a dipole
charge, while ℓ1 and ℓ2 are dimensionless. Under the lattice
regularization, pa and ℓ1, ℓ2 are all integers.
The parameters ℓ1 and ℓ2 describe conventional vortices in
which ℓ1 and ℓ2 are interpreted as the winding numbers. To
obtain vortices carrying the dipole charge p, we apply State-
ment. 2. The essence of Statement 2 is to recognize bound
states. In 2D, the higher-rank group G is parametrized by
λ1, λ2 and λ12. We denote the group element with λ1 = λ2 =
0, λ12 = 1 as Ge. Given a vortex operator O1(x) = e
iθ1(x)
with the charge −q12 , which is transformed by Ge in G as
Oˆ1 (x) → Oˆ1 (x) eiq12x2 , then a ‘particle-hole’ bound state
O†1(x)O(x − d) with a constant vector d = (0, d) is trans-
formed by Ge as
O†1(x)O1(x− d)→ O†1(x)O1(x− d)e−iq12d (42)
If the particle-hole bound state is attributed with aU(1) charge
q12d, we can find the action in Eq. (42) can be re-explained as
action of U(1) symmetry. Statement 2 asserts that the bound
state reduces to a conventional vortex, which imposes a con-
straint θ1 (x)−θ1 (x− d) = d∂2θ1 (x) = q12dϕ(x) for small
d. We have
pdϕ(x) − q12dϕ(x) = 0 , (43)
∂2θ
s
1 (x) + f1 (x) ∂2ϕ (x) = 0 . (44)
Eq. (43) shows p = q12 which indicates the dipole charge p
in f1(x) represents a higher-rank charge of group G. In fact,
the bound state with d = (d, 0) is invariant under Ge and
thus it requires O†1(x)O1(x − d) to be single-valued, which
is satisfied since f1(x) is independent of x
1. We consider
vortex operator object Oˆ2(x) = eiθ2 carrying a charge q12
with a transformation by Ge as Oˆ2 (x) → Oˆ2 (x) e−iq12x1 .
Then Ge induces a global phase shift on the bound state
Oˆ2(x)†Oˆ2(x − d) → Oˆ2(x)†Oˆ2(x − d)eiq12d with d =
(d, 0). Thus, we are allowed to re-interpret action of G on
a bound state Oˆ2(x)†Oˆ2(x − d) as an action of U(1) group
on a charged −q12d operator. Therefore, according to State-
ment. 2, we have θ2(x) − θ2(x− d) = −q12dϕ(x) for small
d. Equivalently, we have
−pdϕ(x) + q12dϕ(x) = 0 , (45)
∂1θ
s
2 (x) + f2 (x) ∂1ϕ (x) = 0 . (46)
Here the dipole charge denotes a higher-rank charge of group
G. Thus, we can obtain two types of vortices. The first one
is the conventional vortex characterized by winding numbers
ℓ1, ℓ2
θ1(x) = ℓ1ϕ(x), θ2(x) = ℓ2ϕ(x) . (47)
And the second one with a configuration
θ1 (x) = −px1 log |x|+ px2ϕ (x) (48)
θ2 (x) = −px2 log |x| − px1ϕ (x) (49)
8carries a higher-rank charge p of symmetry G. We emphasize
again that the charge p should be regularized as p = ℓa−1
(ℓ ∈ Z) to ensure f1,2 (x) in Eq. (39) to be integer-valued.
When we circle around the vortex core, the vortex config-
uration get an extra phase δθ1 = 2πpx
2 = 2πℓn2 and
δθ2 = −2πpx = −2πℓn1 with x = (n1, n2)a, which keeps
in consistence with compactness of θa. Different from a con-
ventional vortex, here ∂1θ2 and ∂2θ1 are still multi-valued
while ∂1θ1 and ∂2θ2 are single-valued.
We can define the vorticity for the dipole charge by recom-
bination of Noether currents. After condensation, in two spa-
tial dimensions the Noether currents can be formulated as
J11= 2ρ0∂1θ1, J
2
2= 2ρ0∂2θ2, J
2
1= 2Kρ
2
0 (∂1θ2 + ∂2θ1) . (50)
As indicated by Statement 2, a ‘particle-hole’ bound state of
vortices behaves as a vortex in 2SF2 and it only encodes the
dipole charge. Above all, the density ρdipole of such a bound
state can be written as
ρdipole =
2∑
a,b=1
1
2
ǫab∂a∂b (∂2θ1 − ∂1θ2) , (51)
where ǫab is an antisymmetric tensor ǫ12 = −ǫ21 = 1. Actu-
ally we have a relation
ρdipole =
2∑
a,b=1
ǫab∂a∂b∂2θ1 =
2∑
a,b=1
−ǫab∂a∂b∂1θ2 , (52)
since θ1 and θ2 take the same dipole charge. Following the
lesson we learnt for vortices in superfluid phase 2SF2, we can
construct the currents Jdipole based on condensed currents in
Eq. (50) with components
J1dipole = −
1
2
aK−1ρ−20 ∂1J
2
1 + aρ
−1
0 ∂2J
1
1 , (53)
J2dipole =
1
2
aK−1ρ−20 ∂2J
2
1 − aρ−10 ∂1J22 , (54)
where the cutoff a is introduced to keep the dimension of
Jdipole. Then the vorticity will give the dipole charge,
ℓdipole =
1
2π
˛
C
dx · Jdipole = ℓ , (55)
where C is a closed path encircling the vortex core and p =
ℓa−1.
V. CONCLUDING REMARK
As a series of the work [46], we have further explored more
possibilities of exotic states of matter formed by particles with
restricted mobility. We have discussed a fractonic superfluid
phase dSF1 in a microscopic model by condensing subdimen-
sional particles. This model is invariant under a higher-rank
symmetry such that its fundamental particles are lineons. We
use the HFB mean-field theory to derive a set of highly non-
linear GP equation and a BdGHamiltonianwhich characterize
the condensed and the norm components respectively. In the
framework of a continuous field theory, we construct macro-
scopic degeneracies of ground states with finite momentum
and derive an effective theory for gapless Goldstone modes.
At zero temperature, a phase dSF1 stays stable at two spatial
dimensions and higher. We emphasize two guiding statements
to construct vortex excitations in two spatial dimensions Ex-
plicitly, there are two types of vortices in 2SF1. Besides con-
ventional vortices, the other type carries a dipole charge. The
two guiding statements are more generally applicable.
Towards a complete understanding on a fractonic superfluid
phase, we have to deal with more questions. Tightly related to
the present paper, vortex excitations form a hierarchy which
is dominated by the two statements, and then interactions be-
tween vortices and BKT transitions should also inherit such
a hierarchy. A natural question is to investigate a superfluid
phase by condensing other spatially extended excitations [28].
In three spatial dimensions, more exotic vortex line excita-
tions can be excited and their construction needs further inves-
tigation. If we condense these defects to recover the symme-
try as the scheme to construct a symmetry protect topological
phase [68–72], what phase can be obtained? Experimentally,
the model in Eq. (1) is expected to be realized in cold atoms,
which opens a new horizon to search exotic phases of matter.
The Hamiltonian in Eq. (1) is expected to be realized in cold
atomic gas subjected to an optical lattice [73].
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