Dynamics and Control of Edge States in Laser-driven Graphene Nanoribbons by Puviani, Matteo et al.
Dynamics and Control of Edge States in Laser-driven Graphene Nanoribbons
M. Puviani,1 F. Manghi,1, 2 and A. Bertoni2
1Dipartimento di Scienze Fisiche, Informatiche e Matematiche,
Universita` di Modena e Reggio Emilia, Via Campi 213/A, 41125 Modena, Italy
2S3, Istituto Nanoscienze – CNR, Modena, Italy
(Dated: May 14, 2018)
An intense laser field in the high-frequency regime drives carriers in graphene nanoribbons (GNRs)
out of equilibrium and creates topologically-protected edge states. Using Floquet theory on driven
GNRs, we calculate the time evolution of local excitations of these edge states and show that they
exhibit a robust dynamics also in the presence of very localized lattice defects (atomic vacancies),
which is characteristic of topologically non-trivial behavior. We show how it is possible to control
them by a modulated electrostatic potential: They can be fully transmitted on the same edge,
reflected on the opposite one, or can be split between the two edges, in analogy with Hall edge
states, making them promising candidates for flying-qubit architectures.
I. INTRODUCTION
The dynamics of quantum systems under the in-
fluence of time-periodic modulations has recently at-
tracted growing attention for the possibility to realize
unconventional phases of matter, including topological
phases. After theoretical predictions,1–4 the generation
and manipulation of topological states through the ap-
plication of a time-periodic perturbation has been ex-
perimentally demonstrated in different systems such as
ultra-cold gases in time-dependent optical lattices5, pe-
riodically driven photonic waveguide lattices6,7, acoustic
systems8 and topological insulators under circularly po-
larized light9. The presence of topologically protected
edge states responsible for robust one-way edge transport
is the common thread between all these diverse systems.
On the theoretical side, a complete topological charac-
terization is provided by the emergence of non-vanishing
topological invariants that ensure the presence of gap-
less edge states and their robustness against disorder.
Topological invariants have been defined for systems in
static conditions10–13 and only more recently extended to
the periodically driven case14–16 where new types of edge
modes have been identified which cannot be accounted
for using the invariants developed for the static case.6,17
The topological properties of Floquet systems have
also been studied in connections with transport proper-
ties: The conductance and quantum Hall response of irra-
diated graphene nanoribbons (GNRs)18–20 and of quan-
tum well heterostructures21 have been calculated by an-
alytical and numerical methods showing distinctive char-
acteristics associated with the presence of chiral edge
states. The influence of disorder18,21 and of coupling with
phonons22 has been used as an hallmark of a topologi-
cally protected phase. Different kinds of defects in 2D
graphene have been shown to host Floquet bound states
and their chiral nature has been identified by calculating
the probability current around them23.
In this article, we look for another explicit signature
of the robustness of edge states in a zig-zag terminated
GNR driven by a circularly polarized intense laser field.
We explore the real-time evolution of a particle initial-
ized in one of these states and study in particular how
time evolution is affected by local defects and poten-
tial barriers. Our analysis is based on the Floquet for-
malism, a Bloch theory in time domain which exploits
time-periodicity to solve the time-dependent Schro¨dinger
equation, factorizing the stroboscopic time-dependence
of the quasiparticle from the intrinsic periodic one.
II. FLOQUET THEORY AND
TIME-DEPENDENT VELOCITY
The Hamiltonian for a lattice driven by a time-periodic
electromagnetic field can be written using the minimal
coupling24:
Hˆ~k(t) =
∑
i,i′
∑
l,l′
Jil,i′l′ e
i(~k+ ~A(t)) e(
~Rl+~τi−~Rl′+~τi′ )
cˆ†i,l(t) cˆi′,l′(t) , (1)
i, i′ (l, l′) being site (cell) indices, with cˆ†i,l(t), cˆi′,l′(t) the
corresponding time-dependent creation and annihilation
operators, and Jil,i′l′ being the nearest-neighbor hopping
term. The vector potential associated with the electro-
magnetic field is ~A(t) = A0 (sin(Ωt) xˆ+ cos(Ωt) yˆ) for
clockwise circular polarization, Ω = 2pi/T the frequency
of the driving. Owing to the Floquet theorem, the solu-
tion of the time-dependent Schro¨dinger equation
Hˆ(t) |Ψ(t)〉 = i∂t |Ψ(t)〉 (2)
can be written in a factorized form as
|Ψα(t)〉 = e−iεαt|Φα(t)〉 , (3)
with |Φα(t+ T )〉 = |Φα(t)〉. Defining the Floquet opera-
tor as
HˆF ≡ Hˆ(t)− i∂t , (4)
and substituting Eq. (3) in Eq. (2), we obtain a time-
independent eigenvalue problem for the Floquet states,
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2with Floquet quasienergies εα constant in time:
HˆF |Φα(t)〉 = εα |Φα(t)〉 . (5)
Since |Φα(t)〉 is periodic in time, it can be expanded in
Fourier series
|Φα(t)〉 =
+∞∑
n=−∞
e−inΩt |φα,n〉 . (6)
In practice, the Fourier expansion is truncated to include
a finite number of modes, up to a cutoff nmax. This
allows one to formulate the eigenvalue problem in Eq. (5)
in a standard matrix form whose eigenvalues turn out to
be replicas of the static band structure with gaps opening
at their crossing points. Due to this truncation we have
access to the time evolution at stroboscopic times t =
nT/nmax only. However, by extending nmax it is possible
to verify the accuracy of the dynamics at intermediate
times.
The solution of the time-dependent Schro¨dinger equa-
tion for a particle in a lattice written in the local basis ϕ
is therefore
Ψα(r, t) = e
−iεαt
N∑
i=1
M∑
l=1
+nmax∑
n=−nmax
∑
~k
cαi,n(
~k) e−inΩt
e−i~k·(~Rl+~τi) ϕ(~r − ~Rl − ~τi) , (7)
where N is the number of sites per cell, M the num-
ber of cells, while n are the Floquet indices. The time-
dependent expectation values of observables involve these
states.25
The time-dependent expectation value of the velocity op-
erator ~ˆv(t) = −i[~ˆr, Hˆ(t)] can be analyzed at fixed Floquet
eigenvectors obtaining a velocity vector field in real space
~vα(~ri, t) = 〈Ψα(r, t)|~ˆv(t)|Ψα(r, t)〉. (8)
By using the elements of operators Hˆ and ~ˆr in the local-
ized basis, namely
〈ϕi,l| Hˆ(t) |ϕi′,l′〉 = Jii′,ll′ ei ~A(t)·(~Rl+~τi−~Rl′−~τi′)
and26
〈ϕ(~r − ~Rl − ~τi)|~r|ϕ(~r − ~Rl′ − ~τi′)〉 = δii′δll′(~Rl + ~τi) ,
the velocity vector field turns out to be
~vα(~ri, t) =
∑
i′
l,l′
∑
n,m
∑
~k
(
cαi′,m(
~k)
)∗
cαi,n(
~k) e−i(n−m)Ωt
e−i
~k·(~Rl+~τi−~Rl′−~τi′) (~Rl + ~τi − ~Rl′ − ~τi′)
e−i
~A(t)·(~Rl+~τi−~Rl′−~τi′) Jil,i′l′ .
(9)
III. DYNAMICS OF FLOQUET STATES IN
REAL SPACE
The probability for an electron in a given state to move
from a site i at time t0 to a site j at time t is |Uj,i(t, t0)|2,
where the time-evolution operator Uj,i can be expressed
interms of Floquet components as follows27
Uj,i(t, t0) =
∑
α,n,m
e−iεα(t−t0) e−imΩt 〈j,m|ϕα,m〉
〈ϕα,n|i, n〉 einΩt0 . (10)
In order to have a result directly comparable with a real
experiment, it is necessary to average the transition prob-
ability over the initial time t0 keeping fixed the interval
∆t = (t− t0):
Pj←i(∆t) =
∑
m
∣∣∣∣∑
α,~k
cαj,m(
~k)
(
cαi,0(
~k)
)∗
e−iεα,~k∆t
∣∣∣∣2 .
(11)
This allows us to determine the electron motion in real
space and time, without solving any time-integral: it is
noticeable in fact that the system has no memory. There-
fore, this quantity can be calculated for any t as large as
desired, without knowing anything regarding times be-
fore t.
IV. DYNAMICS AND ROBUSTNESS OF EDGE
STATES IN DRIVEN GNR
We study an ac-driven zigzag GNR extended along the
x axis and we consider the case of Ω J . With nmax = 3
we get already time steps in the attoseconds regime. We
verified that the dynamics at intermediate times does not
substantially deviate from what is obtained with larger
cutoffs.
In the presence of circularly-polarized light, edge states
are localized either at the upper or at the lower GNR
edge, and are characterized by unidirectional and oppo-
site values of the velocity vector field. This is shown
in Fig. 1 where we report the time-averaged velocity
~vα,~k(~ri) =
1
T
∫ T
0
~vα,~k(~ri, t) dt calculated over the two
edge states.
3FIG. 1. (color online) Time-averaged velocity plot in real
space for the edge states of the GNR. The arrows represent the
velocity averaged over a period of the external field for each
site, while the color scale is associated with the projection
of such vector along the x direction of the nanoribbon. The
inset shows a portion of the GNR lattice, and the curved
arrow indicates the circular laser polarization.
Now, we want to include a defect at one edge. To this
aim, we extend the ribbon unit cell and build a super-
cell of 12× 27 atoms (the ribbon is 12-atoms wide), with
periodic boundary conditions along the x axis. We selec-
tively remove atoms at one edge, as shown in the inset
of Fig. 2, creating a multi-atom vacancy. Gapless edge
states characteristic of driven GNRs25 persist in the pres-
ence of this rather strong perturbation and, interestingly,
they give rise to the peculiar time-averaged velocity vec-
tor field reported in Fig. 2. Indeed, the velocity field does
not seem to be globally affected, although the localized
multi-vacancy induces a very steep perturbation and the
time averaged vector velocity calculated in the state lo-
calized at the lower edge perfectly bypasses the defect.
This behavior is distinctive of edge states, whereas the
velocity vector field calculated in any other (not edge-
localized) state is rather different, as shown in Fig. 3.
FIG. 2. (color online) Time-averaged velocity in real space
for an edge state localized in the lower part of the nanoribbon
and propagating rightward. A six-atom vacancy is present at
the lower edge as shown in the inset, where the bold dots
indicate atoms not included in the calculation and where the
curved arrow indicates the circular laser polarization. The
arrows represent the velocity averaged over a period of the
external field for each site, while the color scale is associated
with the projection of these vectors on the x axis.
FIG. 3. (color online) Same as Fig. 2, but for a state which
is not localized at the edge.
The real-time dynamics of the same edge state de-
scribed in terms of hopping probability as given in
Eq. (11) is shown in Fig. 4 and illustrates even more
clearly how an electron injected in this state travels un-
affected after circumventing the defect.
4FIG. 4. (color online) Snapshots at three different times
(from top to bottom: t = 40 T , t = 72 T , t = 97 T ) of
the evolution of a state localized at the GNR lower edge in
the presence of a multi-atom vacancy. The initial state is
taken as a superposition of equally weighted edge states with
k ∈ [1.1, 1.3] pi. The color scale represents the probability
density to find the electron on each site.
Topologically protected edge states have been pro-
posed for the realization of quantum computing archi-
tectures based on the flying-qubit paradigm28,29, where
electrons in chiral edge channels in the integer quantum
Hall effect host and process quantum information. In the
above case, a magnetic field orthogonal to the plane of a
quantum well, hosting a low-density electron gas, drives
the 2D system in the quantum Hall regime. A pattern
of split gates creates the path of Hall edge states that
can eventually lead to inter-channel interaction and co-
herent channel mixing30,31. This can be obtained with
local magnetic fields32 and a single edge channel can be
split by a proper quantum point contact33,34. Our pro-
posal addresses the formation and control of edge states
in GNRs with a high-frequency laser field. Such edge
states represent an alternative to the ones induced by a
transverse magnetic field in a 2D semiconductor mate-
rial through Landau quantization. Indeed, a remarkable
difference between the two systems is the robustness of
the former against local few-atoms defects. As it can be
gathered from Fig. 4, the GNR edge state bypasses the
perturbation preserving its original character, thus the
localized excitation is neither scattered back nor excited
to higher energy states. The reason can be traced to
the presence of a single edge state in a given edge and
to the large separation between the energy of our edge
carrier and other available states with the same k vec-
tor (about 1 eV in the system we simulated). On the
contrary, Hall edge states in a mesoscopic slab of a semi-
conductor, e.g. GaAs, are sensitive to sharp potential
discontinuities, that may mix different edge channels35
(with different Landau index, though propagating in the
same direction) whose energy difference is of the order of
~ωc, i.e. as small as 10 meV for GaAs in a 5 T magnetic
field.
V. DYNAMICS OF EDGE STATES IN DRIVEN
GNR WITH POTENTIAL BARRIER
We have shown that edge states of an ac-driven GNR
are indeed robust against lattice defects. We now show
how their real-space pattern can be controlled by adding
a modulated electrostatic potential. For simplicity, we
consider a constant potential barrier crossing the whole
width of the GNR and compute the edge-state dynamics
in real time and real space for different heights of the
barrier. Notice that the inclusion of the potential does
not jeopardize the formation of edge states.
As shown in Fig. 5, for a potential barrier with on-site
energy V = 0.2 J , i.e. much lower than the inter-site hop-
ping parameter J , the particle is perfectly transmitted,
fully maintaining its edge character. On the contrary, for
a potential barrier substantially higher than the hopping
term (V = 2J) the electron localized on one edge is re-
flected onto the other GNR edge. Although such a steep
variation in the value of V is beyond current technology,
typically based on external gates leading to a smooth po-
tential modulation, the tailoring of the edge channel path
induced by space-dependent on-site energies is remark-
able. The same effect can be obtained e.g. by removing
a short part of the GNR, and it is also expected to be
present for smoother barriers. Simulations of a realistic
case of the latter type would require an exceedingly large
supercell and are beyond the scope of the present work.
The possibility for a particle to be reflected from the
lower to the upper edge following the barrier boundary
is related again to the robustness of these topologically
protected edge states. In particular, a systematic cal-
culation of reflectivity has been performed as a function
of the height of the potential barrier, for three different
widths (see Fig. 6). For all the widths considered, a peak
in reflectivity around V = 0.8 J appears, then a mini-
mum occurs at around V = 1.2 J before perfect reflection
is reached for V ≥ 2 J . This non-monotonic behavior is
similar to the transmission of a one-dimensional barrier,
with a notable difference. On the one hand, in the triv-
ial quantum mechanical problem of a square barrier in
one dimension, resonance dips occur for particle energies
slightly higher than the barrier (E & V), i.e. when the
wave function has a plane-wave character in the barrier
region. On the other hand, in our system, we have a dip
in the reflection coefficient when the potential barrier is
higher than the hopping energy, i.e. when the wave func-
tion decays exponentially inside the barrier along x. The
observed drop in reflectivity associated with evanescent
5FIG. 5. (color online) Snapshots at different times of the dynamics of a right-mover lower-edge state in the presence of a
potential barrier (dashed portion) V (x) for 3 ≤ x ≤ 5. The spatial coordinates are given in units of the lattice parameter a.
(a) Dynamics with V (x) = 2 at times from top to bottom: t = 36 T , t = 82 T , t = 138 T . (b) Dynamics with V (x) = 0.2 at
times from top to bottom: t = 22 T , t = 82 T , t = 120 T .
waves inside the barrier is evocative of a Klein tunneling
mechanism36,37.
FIG. 6. (color online) Reflectivity as a function of the ratio
between the height of the potential barrier V and the hopping
energy J for different widths w of the barrier.
All in all, a greater control shows up in the opportu-
nity of having either transmitted particles on the same
edge and/or reflected ones on the opposite edge of the
nanoribbon. It is also important to notice that this be-
havior is persistent for longer potential steps or wider
GNR’s.
VI. CONCLUSION AND OUTLOOK
In conclusion, an efficient scheme to calculate the time
evolution of Floquet states in real time and real space
has been developed and applied to demonstrate the topo-
logical robustness of edge states in ac-driven graphene
nanoribbons. Edge states evolve in time bypassing edge
defects undisturbed. Performing the evolution of these
states in the presence of a potential barrier, we have
shown that it is possible to control the edge carrier dy-
namics by tailoring the barrier height, in order to switch
from a perfect transmission condition to a perfect reflec-
tion on the opposite edge of the GNR. This is nontriv-
ial and more intriguing compared to the analogous one-
dimensional quantum mechanical problem. This con-
trol mechanism can be exploited to realize topologically-
protected flying qubits that might parallel similar pro-
posals based on the quantum Hall effect.
1 T. Kitagawa, T. Oka, A. Brataas, L. Fu, and E. Demler,
Phys. Rev. B 84, 235108 (2011).
2 N. H. Lindner, G. Refael, and V. Galitski, Nature Physics
7, 490 (2011).
63 J.-i. Inoue and A. Tanaka, Phys. Rev. Lett. 105, 017401
(2010).
4 T. Oka and H. Aoki, Physical Review B 79, 081406 (2009).
5 N. Goldman, J. C. Budich, and P. Zoller, Nature Physics
12, 639 (2016).
6 L. J. Maczewsky, J. M. Zeuner, S. Nolte, and A. Szameit,
Nature Communications 8, 13756 EP (2017).
7 M. C. Rechtsman, J. M. Zeuner, Y. Plotnik, Y. Lumer,
D. Podolsky, F. Dreisow, S. Nolte, M. Segev, and A. Sza-
meit, Nature 496, 196 (2013).
8 C. He, X. Ni, H. Ge, X.-C. Sun, Y.-B. Chen, M.-H. Lu, X.-
P. Liu, and Y.-F. Chen, Nature Physics 12, 1124 (2016).
9 J. W. McIver, D. Hsieh, H. Steinberg, P. Jarillo-Herrero,
and N. Gedik, Nature Nanotechnology 7, 96 (2012).
10 C. Xu and J. E. Moore, Phys. Rev. B 73, 045322 (2006).
11 M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045
(2010).
12 F. Grandi, F. Manghi, O. Corradini, and C. M. Bertoni,
Phys. Rev. B 91, 115112 (2015).
13 F. Grandi, F. Manghi, O. Corradini, C. M. Bertoni, and
A. Bonini, New Journal of Physics 17, 023004 (2015).
14 M. S. Rudner, N. H. Lindner, E. Berg, and M. Levin,
Phys. Rev. X 3, 031005 (2013).
15 P. M. Perez-Piskunow, L. E. F. Foa Torres, and G. Usaj,
Phys. Rev. A 91, 043625 (2015).
16 F. Harper and R. Roy, Phys. Rev. Lett. 118, 115301
(2017).
17 T. Kitagawa, M. A. Broome, A. Fedrizzi, M. S. Rudner,
E. Berg, I. Kassal, A. Aspuru-Guzik, E. Demler, and A. G.
White, Nature Communications 3, 882 EP (2012).
18 A. Kundu, H. A. Fertig, and B. Seradjeh, Phys. Rev. Lett.
113, 236803 (2014).
19 L. E. F. Foa Torres, P. M. Perez-Piskunow, C. A. Balseiro,
and G. Usaj, Phys. Rev. Lett. 113, 266801 (2014).
20 P. M. Perez-Piskunow, G. Usaj, C. A. Balseiro, and
L. E. F. Foa Torres, Phys. Rev. B 89, 121401 (2014).
21 A. Farrell and T. Pereg-Barnea, Phys. Rev. Lett. 115,
106403 (2015).
22 H. Dehghani, T. Oka, and A. Mitra, Phys. Rev. B 90,
195429 (2014).
23 D. A. Lovey, G. Usaj, L. E. F. Foa Torres, and C. A.
Balseiro, Phys. Rev. B 93, 245434 (2016).
24 K. Jime´nez-Garc´ıa, L. J. LeBlanc, R. A. Williams, M. C.
Beeler, A. R. Perry, and I. B. Spielman, Phys. Rev. Lett.
108, 225303 (2012).
25 F. Manghi, M. Puviani, and F. Lenzini, ArXiv e-prints
(2017), arXiv:1702.06349 [cond-mat.mes-hall].
26 R. Del Sole and A. Selloni, Phys. Rev. B 30, 883 (1984).
27 J. H. Shirley, Physical Review 138, B979 (1965).
28 T. M. Stace, C. H. W. Barnes, and G. J. Milburn, Phys.
Rev. Lett. 93, 126804 (2004).
29 V. Giovannetti, F. Taddei, D. Frustaglia, and R. Fazio,
Phys. Rev. B 77, 155320 (2008).
30 I. Neder, M. Heiblum, D. Mahalu, and V. Umansky, Phys.
Rev. Lett. 98, 036803 (2007).
31 A. Beggi, P. Bordone, F. Buscemi, and A. Bertoni, J.
Phys.: Condens. Matter 27, 475301 (2015).
32 B. Karmakar, D. Venturelli, L. Chirolli, F. Taddei, V. Gio-
vannetti, R. Fazio, S. Roddaro, G. Biasiol, L. Sorba,
V. Pellegrini, and F. Beltram, Phys. Rev. Lett. 107,
236804 (2011).
33 S. Roddaro, V. Pellegrini, F. Beltram, G. Biasiol, L. Sorba,
R. Raimondi, and G. Vignale, Phys. Rev. Lett. 90, 046805
(2003).
34 N. Paradiso, S. Heun, S. Roddaro, D. Venturelli, F. Tad-
dei, V. Giovannetti, R. Fazio, G. Biasiol, L. Sorba, and
F. Beltram, Phys. Rev. B 83, 155305 (2011).
35 J. J. Palacios and C. Tejedor, Phys. Rev. B 45, 9059
(1992).
36 M. I. Katsnelson, K. S. Novoselov, and A. K. Geim, Nature
Physics 2, 620 (2006).
37 P. E. Allain and J. N. Fuchs, The European Physical Jour-
nal B 83, 301 (2011).
