Abstract -In recent years, methods have been developed to automate vineyard operations to address the ever increased labor cost. One operation that has not been completely automated is grapevine pruning. A robotic machine for grapevine pruning needs to respond to the changing physical characteristics of the environment, and to date, no algorithm can accurately identified appropriate positions for grapevine pruning in a variety of environmental conditions. This paper presents the development of an image processing and image analysis algorithm to determine pruning position. Ten images full of canes were analyzed, and an 85% success rate for pruning positions was achieved.
I. INTRODUCTION
Grapevine pruning is the final operation in the vineyard to be automated. To date, it has not been completely automated because variations in grape varieties, climate and soil make automation difficult. The Semi Automatic pruning machine, which adapts easily to standard tractors, has been used to prune vines and cut the grapevine to a certain level, but cannot perform the detailed cutting that is required for optimum pruning. In order to control the number, position, and vigor of fruits canes and the yield and quality of the fruit, hand pruning is still needed to prune the spurs minutely. However, with an increased cost of skilled hand labor, there is motivation to develop a more efficient and cost effective way to improve grapevine pruning. This raises a need for robotic machinery that uses an image analysis and processing system to provide powerful, useful and flexible tools to do this detailed work.
Image analysis was applied to this situation by McFarlane et al. [3] to prune vines in France, with an 80% of success rate. Svensson [7] presented the possibility of using image processing as a tool to facilitate vine management, in particular shoot counting and assessment of the grapevine canopy. Image analysis is also used on other fields to extract information, such as the segmentation algorithm for the automatic recognition of Fuji apples according to color change [1] and an estimation of the number and diameter of apple fruits in an orchard during the growing season can be determined by thermal imaging [6] .
To find the particular cutting positions of the grapevine, it is necessary to locate the position of the canes. The drawback of the system used in [3] is that the bottom position of the branches can not be determined accurately enough because the visualization system has very little understanding of the structure of the vine. In the current study, this is resolved using the difference in width of the canes and the cordon, with the cordon being much wider than a single cane. Also, in order to find the cutting points, the system has to recognize the positions of the nodes, but the node and the cane have almost identical gray levels making it almost impossible to distinguish them by color change or thermal imaging [1] , [6] .
In this paper, we present a new algorithm for processing grapevine images. The 2-bud spur pruning method will be used to locate the pruning position. Spur pruning can be used on any variety but this technique is ideally suited to varieties that are fruitful in the basal bud area [2] . Normally a two-bud spur will produce two shoots in the spring. It is usual to retain the bottom shoots as a spur and to remove the top cane, with last season's canes cut back to 2 to 3 buds, as shown in Figures 1 and 2 . In order to locate the cutting point, we have to first locate the canes, then locate the nodes, according to the 2-bud spur pruning rules, and finally find the cutting position.
The rest of this paper is organized as follows. The method for processing the image is described in Section II. Section III shows the experimental set up. The final sections provide discussions, conclusions and suggestions for future work.
II. METHOD
There were three main steps to locate the pruning position. First, the images from the camera were loaded into the computer. Secondly, image processing which contains color changing was applied to process the image and prepare it for the next step. Then, the image analysis algorithm was used to extract the pruning positions. Fig. 3 shows the flow chart.
There are two assumptions made for the study presented in this paper: 1: background is simplified and not to be considered in this study.
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A. Loading JPG Image
All the images were capture by an Olympus IR-300 digital camera, and then automatically loaded into the Matlab 7.0.
B. Convert RGB Image to Black and White
The RGB image contains an M × N × 3 array of colour pixels, where each colour is a triplet corresponding to the red, green and blue components of an RGB image at a specific spatial location [5] . The black and white image just contains black which is 0, and white which is 255. If the image was changed from RGB to black and white, it was much easier and faster to perform calculations for image processing. In this study, a white curtain was used to separate the background while the image was captured. Fig. 4 shows the histogram of the RGB image in Fig.5 . The gray level less than 100 is the cane and the permanent cordon. The grey level more than 100 is the background. From this, we can set all the gray level of canes and the cordon to be black, which is 0 and all the background to be white which is 255.
C. Find a Cane in the Image
In order to find the cutting point for the measurement of coordinates in the image, it is necessary to locate the canes first, which have a grey level of 0 after background remove. The top left is the original point of the whole image. However, in order to locate all the canes in the image, including the short one, the program may set 1/3 height of the image as a starting point to search canes. More details explanation could be found in experimental section.
The program searches from the starting point until it finds the first pixel at 0 both on the horizontal and vertical line; this will be the beginning of the left side of the first cane on the image. The width of the cane could be treated as a small line on the same horizontal direction. Thus it is necessary to find the other side of the cane. As we have already set all the canes' pixels to black, which is 0; it is easy for the program to find the other side of the cane where the pixel changes from 0 to 255.
After the middle point of the cane was identified, the program moved vertically down to the next position and searched again to find the boundary of the cane, loaded the middle point of the cane and moved vertically down again to find next point. Eventually, the whole shape of the cane was determined, and the middle points of the cane were remembered.
To overcome the node identification confused be the crossing canes, the slope of the canes were investigated. As the cane was not a smooth line, it was important to modify the changing slope of the cane after searching a short distance, see Fig.6 for the slope changing of the cane. After searching a short distance of the mid-line of the cane, Linear LeastSquares Error Fit, as shown in (1), will be used to simulate a new line, where 'a' is the slope and 'b' is the position which crossing the Y coordinate, X and Y are the x, y coordinates of the middle points of the cane. Using the slope of this new line, the process will move vertically down a pixel and find the boundary of the cane continued. Once the boundary of the cane was identified, then the middle points of the cane could be loaded. 
D. Find all the Nodes on This Cane
The next step was to find the nodes. According to the 2-bud spur pruning method, the pruning point will be the middle between the second and the third nodes from the bottom of the cane. From all the images we captured, it was obvious that the boundary of the node is much bigger than the cane on the same horizontal direction. This meant that the method used to find peaks which according to the slope changing could be used to locate the nodes, where the slope changing of the node is much distinctness than the others.
E. Locating the Position Between the 2 nd and 3 rd node and Mark it
For the 2-bud spur pruning method, locate the position between the 2 nd and the 3 rd nodes, it is the pruning position. Mark this position on the image.
III. EXPERIMENTAL
A digital camera (Olympus IR-300) was used to capture the images at the National Wine Center, South Australia, where a research vineyard contains several grapevine varieties. The distance between the camera and the vine was 1009mm horizontally. Several studies have investigated the errors caused by relative movement of the camera and the vine [3] , [4] , [8] , but in this work the camera was held stationary with a tripod. A white curtain was used to separate the whole vine from its disorderly background which can be used much easier for processing. Fig. 5 shows the original RGB image. In this image, there were five canes. Each time the program searched from the beginning of the image (starting point) to locate a cane. However, in order to locate the shorter cane which pointed out in a circle in Fig.5 , the searching point could start from a lower position. Compared with all the 10 images, the starting point could be from the 1/3 of the height of the image.
After the image was loaded from the camera, the color was changed from RGB to black and white for faster calculation. See Fig.7 , which is a black and white image. Fig  8-19 shows the results of 2-bud spur pruning using our algorithm. Fig.8 shows it has located one cutting point according to the 2-bud spur pruning, after that, according to the stereo vision, the robot will get a 3D position for the cutting point, then the robot arm will cut the unnecessary branch, see fig.9 . Fig. 10 shows that the program moved to the next branch and located again for pruning, such and such, from fig.11 to fig.19 , the whole image would be processed, and the branched were pruned.
Through all the 10 images, the success rate of finding the canes was 98%, and a 90% was achieved to locate the nodes, also, the success rate of finding the pruning position is 85%, see table 1.
IV. DISCUSSION
A major challenge of this work was finding the position of the nodes on the canes. This was difficult because the changing underlying slopes of the canes meant that some of the nodes were considerably smoother on the cane than others. According to the 2-bud spur pruning method, the pruning point is relative to the position of the nodes. If, as a result of underlying cane slope the node was not identified by the program or, due to noise, the system found more nodes than actually existed, the cutting point could not be accurately determined. This could result in pruning that affects vine growth in the following year. However, the growth processes of grapevine varieties vary and a database containing information about the distances between two nodes on canes of particular varieties could be used to reset the algorithm according to grapevine variety which has already been implemented in this study.
In this study, a white curtain was placed behind the vines during daytime. Also, the curtain could be replaced by a light source which would be more convenient and which also could be used at night time. Furthermore, two or more sources could be used to give more uniform illumination of the entire vine because a single light source is much less reflective than the canes [3] . Alternatively, three-dimensional stereo vision techniques can be applied to locate and remove objects further than a set distance away from the foreground canes.
V. CONCLUSION AND FUTURE WORK
In this paper, a new algorithm is presented for grapevine pruning in winter. New algorithm is developed to locate the cutting positions, following the 2-bud spur pruning method. An example of the process for a single image (taken at the National Wine Center in Adelaide, South Australia in July 2005) has been given at the end of the paper. It shows our method can generate quite satisfactory results for autonomous grapevine pruning in two-dimensions. However, in order to perform in the real word, this robotics will need to perform not only in two-dimensional positions, but also in threedimensional positions. This is one of our future works. Cutting points 85% 
