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Abstract
This is a brief summary of an introductory lecture for students and scholars in general given
by the author at Nambu Memorial Symposium which was held at Osaka City University on
September 29, 2015. We review the invention of string theory by Professor Yoichiro Nambu
following the discovery of the Veneziano amplitude. We also discuss Professor Nambu’s proposal
on string theory in the Schild gauge in 1976 which is related to the matrix model of Yang-Mills
type.
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1 Introduction
In 1949, Professor Yoichiro Nambu started his career at Osaka City University where this
memorial symposium was held. The idea of this symposium was to deliver the remarkable sci-
entific achievements and originality of Professor Nambu throughout his life as much as possible
to younger generations and scholars in general, so that some of what Nambu accomplished
become more tangible. On September 29, 2015, ten speakers contributed to the idea of the
symposium. The role of the author was to review the birth of string theory, which is a well-
known unpublished (not contradictory) work [1] of Nambu. For a pedagogical reason as well
as for the sake of presentation, the developments based on the path integral method before
and after his work were included. In the latter part of the talk, a less well-known proposal of
Nambu in the quantization and discretization of the string theory in the Schild gauge in [3] was
brought to the audience. This, in fact, testified for Nambu as a foreteller of modern physics.
In order to set a current context of that proposal, we include a general discussion of matrix
models.
2 Veneziano amplitude and Koba-Nielsen form
To begin, let us consider the 4-point scattering of scalar mesons. The Mandelstam variables
are defined by
s = (p1 + p2)·(p1 + p2) ≡ (p1 + p2)2, (2.1)
t = (p2 + p3)·(p2 + p3) ≡ (p2 + p3)2, (2.2)
where pµI are the momenta and the symbol · denotes the Lorentz invariant inner product in the
Minkowski space.
Figure 1:
From experiments, the following facts were known:
• Contribution of many particles (poles) in the t channel is evident.
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• It suggests the structure of (mass)2 proportional to spin.
• The behavior in the region s≫ t is correlated with that in the region s≪ t.
Figure 2:
The idealization that one can take is that there exists an infinite number of such particles
(mass)2 ∝ spin, by setting N0 →∞ in Fig. 3.
Figure 3:
The amplitude was empirically known to satisfy the relation fexp(s, t) = fexp(t, s), which is
denoted by = . Therefore the behavior in the region where the first variable ≫ the
second variable determines that in the region where the first variable ≪ the second variable.
The sum of exchange of the resonance in the t-channel is equivalent to the sum of the resonance
in the s-channel.
Veneziano [4] wrote down the amplitude satisfying these assumptions and we will present
the answer in a different way from his route. We will also review the developments where the
solution was represented in such a way to be directly generalizable into 4→ n.
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Figure 4:
For a while, let us keep N0 in Fig. 3 finite and ignore the dimension, pretending that the
slope of each trajectory is one. We need a simple pole at
s = 0, . . . , N0, t : arbitraryt = 0, . . . , N0, s : arbitrary (2.3)
A naive multiplication of these pole factors, however, evidently leads us to a problem of over-
counting at these points where both s and t are integers. Multiplying the appropriate factors
indicated by the dotted lines in Fig 4 in order to remove this redundancy, we obtain
(−t− s)(1− t− s) · · · (N0 − t− s)N0!
t(1− t)(2− t) · · · (N0 − t)s(1− s) · · · (N0 − s)
=
N0!(N0 − s− t)!
(N0 − s)!(N0 − t)!
(−1− t)!(−1 − s)!
(−1− s− t)! . (2.4)
Here, we have introduced the factor N0! to render the N0 →∞ limit finite. Taking this limit,
we obtain 1
−−−−→
N0→∞
Γ(−t)Γ(−s)
Γ(−s− t) . (2.5)
By the replacement s→ α(s) = α0 + α′s, we obtain
V4 =
Γ(−α(s))Γ(−α(t))
Γ(−α(s)− α(t)) = B(−α(s),−α(t)) =
∫ 1
0
dxx−α(s)−1(1− x)−α(t)−1. (2.6)
1The author came to know this derivation through B. Sakita. The derivation appears to have been known
to some of workers at that time.
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Figure 5:
The reduction of the number of integration variables from 4 → 1 variable x, is understood
as the Mo¨bius invariance acting on the unit circle in Fig. 5. The cross ratio, defined by
x =
(z1 − z2)(z3 − z4)
(z2 − z4)(z3 − z1) , (2.7)
and we regard z2, z3, z4 to be fixed by the Mo¨bius group rotations. After some manipulations,
we obtain
V4 =
∫ ∏4
I=1 dzI/zI
d3F
4∏
I=1
(zI+1 − zI)α0−1
∏
I>J
(zI − zJ)2α′kI ·kJ , (2.8)
where
d3F ≡ dz2dz3dz4
(z2 − z3)(z3 − z4)(z4 − z2) . (2.9)
In this form, we can readily generalize the four point amplitude to the n point just by changing
4→ n in the product. This is the Koba-Nielsen form [5].
Next, let us rewrite the last expression (2.8), using the knowledge of two-dimensional elec-
trostatics. Let us note that
(zI − zJ)2α′kI ·kJ = exp
(
2α′kI · kJ ln(zI − zJ)
)
, (2.10)
and that
N(z, z¯; z′, z¯′) ≡ 1
2π
ln |z − z′||z − z¯′−1| (2.11)
is the Neumann function in the unit disk D. We can rewrite the exponent of the factor (2.10)
as
πα′
∫∫
J(z)·N(z, z′)J(z′), Jµ(z, z¯) =
n∑
I=1
kµI δ
(2)(z − zI), (2.12)
where
z = ξ1 + iξ2, (2.13)
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and zI ’s are located on the boundary of the unit disk. It looks likes the (quantum)- oscillations
of d scalar fields Xµ(z, z¯), µ = 0, 1, · · · , d − 1 on D in two Euclidean dimensions with such
scalar fields path-integrated [6]. The action, which is a weight upon the path integrations, is
identified as
S =
1
2πα′
1
2
∫
D
d2z∂aX · ∂aX a = ξ1, ξ2. (2.14)
Undesirable states, however, appear in the canonical quantization. An infinite number of
constraints called Virasoro constraints [7] must be imposed.
3 Discovery of Nambu-Goto string
According to author’s (certainly incomplete) search of references, several people other than
the authors of [6] at that time worked out the harmonic oscillator formalism to analyze the
factorization and other properties of the Veneziano amplitude and reached the quadratic form
of the action (2.14). Most notably, the picture of rubber band was developed by Susskind
[8, 9, 10, 11]. For contributions on these points from other people, including ones by unpublished
reports, the author simply has no choice but to direct the readers to the references of the old
review article [12] as well as those of the book [13].
Nambu[1] and Goto[14] adopted the area of the surface Σ swept by a string in d dimensional
Minkowski spacetime as the action. The d scalar fields introduced in eq. (2.14) play the role
of the embedding function:
Xµ(z, z¯) = Xµ(τM , σ), (3.1)
where z = ξ1 + iξ2 = ei(σ+τM ). The action is given by
SNG[X
µ; Σ] =
1
2πα′
∫
Σ
d2ξ
√
− det γab, (3.2)
where γab ≡ ∂aX · ∂bX is the induced metric. Since this action has the reparametrization
invariance, the following two constraints can be imposed:
T (τ, σ) ≡ 1
2
(X˙ +X ′)2 ≈ 0,
T¯ (τ, σ) ≡ 1
2
(X˙ −X ′)2 ≈ 0,
(3.3)
where X˙ ≡ ∂X
dτM
, X ′ ≡ ∂X
∂σ
. These are the Virasoro constraints. The action eq. (2.14) is
reproduced, using these.
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The next stage of the developments took place more than ten years later. It came from
our improved understanding of the quantization procedure based on an auxiliary field (two
dimensional metric) gab(ξ). The Nambu-Goto action is further rewritten in terms of intrinsic
quantities of the two dimensional surface swept by a string:
SP [X
µ, gab; Σ] =
1
2πα′
1
2
∫
Σ
d2ξ
√−ggab∂aX · ∂bX, (3.4)
g = det gab. (3.5)
This form is suited for the study of quantum anomaly [15, 16, 17]. Let us note that the action SP
eq. (3.4) does not contain derivatives of gab. Equation of motion for X
µ is the two dimensional
Laplace equation or the wave equation, while eq. of motion for gab is the Virasoro constraints
or the energy-momentum tensor = 0 on the two-dimensional background metric. The action
SNG eq. (3.2) is reproduced from SP by eliminating gab.
There is another way pursued on the quantization of the Nambu-Goto string in the so called
Schild gauge:
“SSchild” ≡
∫
d2σ
(
α
√−g1
4
{Xµ, Xν}2P.B. + β
√
g
)
, (3.6)
where α and β are constants and
{X, Y }P.B. ≡ 1√−g ǫ
ab∂aX∂bY (3.7)
is the Poisson bracket. When eliminating
√−g by eq. of motion obtained from the variation
δ
√−g, the action “SSchild” becomes that proportional to SNG.
4 Path integral quantization of string
Let us recall the bottom line of the path integral. The transition amplitude for one-particle
quantum mechanics is given by
lim
T→∞
〈f |e− i~ ĤT |i〉 =
∫
dxf
∫
dxiψ
∗
f (xf)ψi(xi)
∑
all paths (histories) under
x(t=−∞)=xi
x(t=+∞)=xf
eiS[x]/~, (4.1)
where S is the action functional. This is essentially infinite dimensional multiple integrals.
The path integral representation for the correlation function can be Wick rotated into
〈0 out|
n∏
I=1
ÔI(xtI )|0 in〉 =
∑
all configuration fixed
x(tI )=xtI
n∏
I=1
OI(xtI )e
−SE [x], (4.2)
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which is the same as the sum over all configurations with Boltzmann weights in statistical
mechanics.
The Mo¨bius invariant n-point scattering amplitude can be written as
〈0 out|
n∏
I=1
∫
· · ·
∫
ψI(zI)ÔI(zI)|0 in〉 =
∑
sum over all surfaces
with weights
. (4.3)
Let us now turn to the path integral quantization of a string. The path integrals over Xµ
are essentially infinite-dimensional multiple integrals each of which is a gaussian. The question
arises on how to treat the path integrals for gab. Note that in computing
∑
configuration · · · e−SE ,
the sum should be taken over the gauge inequivalent configurations alone. The idea of the
computation is that we first carry out the summation, ignoring this double counting problem
and then divide the answer by “the number of multiplicities”, namely, the volume of the gauge
orbit.
gauge slice
orbit of gauge transformation
Figure 6:
The general variation of gµν is given by
δgab = (P1δv)ab + δρgab+(the variations not generated by the these two). (4.4)
The first one is the diffeomorphism with tracelessness condition imposed. The second term is
the local Weyl transformation. These are the two local symmetries of the action (3.4). The
third term should be written as kerP †1 and corresponds to the degree of freedom called moduli
of the surface deformation. Let us recall and indicate very briefly how we introduce the notion
of integration in finite dimensional Riemannian space with its metric given by
ds2 = GABdY
AdY b ⇒ DY =
√
G
∏
A
dY A. (4.5)
We need to work out the infinite dimensional analog of this problem. Therefore, we have to
estimate the Jacobian associated with the change of variables (4.4) [18, 19].
Skipping the remaining procedure, let us give the master formula for string perturbation
theory for the case of a bosonic string. Here, we will consider the zero-point amplitude, namely,
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the partition function of a closed string only. The coupling constant of string theory is denoted
by κ and is introduced through
e−
1
4pi
∫
d2ξ
√−gR(2)Φ ≡ κ−χ(h), (4.6)
where Φ is the condensate of dilaton. The order of string perturbation theory is determined
by the Euler number χ(h, b, c) of the surface (h, b and c are the number of holes, boundaries
and cross caps, respectively) and string perturbation theory is, therefore, the genus expansion.
The formula for the partition function reads
Z = (d-dim. vol.)
∞∑
h=0
κh
∫
(moduli)h
d(WP )gˆ
(det′ Pˆ †1 Pˆ1)
1
2
vol(KerP1)
(
2π∫
d2ξ
√
gˆ
′
det∆gˆ
)− d
2
∫
Dφe−(26−d)SL(φ,gˆ).
(4.7)
For the detail of the notation, we refer the reader to [18, 19]. The critical dimension d = 26 is
selected by demanding the decoupling of the Liouville degrees of freedom.
In the case of superstring perturbation theory, we first need to introduce fermions on the
world-sheet [20, 21, 22] but we need to work out a lot more to construct the perturbative
series. The critical dimension is d = 10. Maximal spacetime supersymmetry is accomplished
by the GSO projection [23] and the generalized GSO projection [24, 25, 26] or orbifolding [27]
must be made in order to construct more realistic models having non-maximal supersymmetry.
Eventually, spacetime supersymmetry must be broken and currently there is a revived interest
(see, for instance, [28]) in the old work [29, 30, 31]. Turning to the more mathematical aspects,
the construction of super Riemann surfaces (see, for instance, [32, 33, 34, 35, 36]) as well as
that of the super moduli has been major unfinished parts. See, for instance, [37] for recent
progress.
5 Matrix model of Yang-Mills Type and Nambu’s Pro-
posal
Matrix models are defined by
Z(parameter) =
∫∫
· · ·
∫ ∏
I
∏
i,j
dM
(I)
ij e
−S(M (I);parameter). (5.1)
These are just finite dimensional multiple integrals. There are two types: 1) the one matrix
model and its extension to a chain of matrices. 2) the Yang-Mills type.
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The Haar measure of an N ×N Hermitian matrix M is given by
dM =
N∏
i=1
dλi
∏
i>j
dReΩijdImΩij2
N−1
2
∏
i>j
(λi − λj)2, (5.2)
where M = U †ΛU and dΩ = dUU †. The factor
∏
i>j(λi − λj)2 works as a repulsive force
between the eigenvalues in providing the effective action of the model given. The eigenvalue
distribution is expected to become continuous in the limit N → ∞ and it can be regarded as
a system of complex planes cut and glued, namely, the Riemann surface.
In the case of the one-matrix model, the simplest model of type 1), equation of motion for the
correlation functions (the Schwinger-Dyson equation) takes the form of the Virasoro constraints
[38, 39, 40, 41]. For more general chain models, they typically obey Wn type constraints [42].
The models of type 1) reduce to eigenvalue models as the angular integrations simply factor
out.
There are several physical contexts where the models of type 1) are relevant:
1. The string theory where the Liouville factor gaa = 2e
φ cannot be factorized [38, 43] (string
theory in non-critical dimensions). Furthermore, in the case of d ≤ 1, one can sum the
perturbative series to treat some non-perturbative effect [44, 45, 46].
2. Choosing a multi-log potential and an appropriate integration region (Selberg-type matrix
model), and introducing the parameter β to modify the exponent of the measure factor
(β-ensemble), the instanton sum has been generated (AGT relation [47]) [48, 49].
3. Generation of the effective (super-)potential which describes the gluino condensation [50,
51].
4. Actions of d = 3 and d = 4 supersymmetric gauge theories often reduce to matrix
integrals (localization). (See, for example, [52]). This has led to the study of instanton
gas of various kind. (See, for example, [53]).
With regard to the matrix models of type 2), Professor Nambu made a remarkable proposal
already in 1977 in [2] in string theory in the Schild gauge. In fact, equation of motion for Xµ
obtained from “SSchild” in eq. (3.6) is
{Xµ, {Xµ, Xν}P.B.}P.B. = 0. (5.3)
Let us quote Nambu’s proposal:
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“An interesting possibility that suggests itself is to take the Poisson bracket notation
in Eq. (35) seriously, and go to its “quantum mechanics version”, by regarding the
internal coordinates τ and σ as non-commuting operators. It is totally unclear what
this means, but we try it nevertheless. . . . ” [2]
When the Poisson bracket { , }P.B. and Xµ are replaced by −i[ , ] and by the covariant
derivative Dµ = ∂µ− igAµ, respectively, we in fact obtain an equation of motion for Yang-Mills
fields
[Dµ, [D
µ, Dν]] = 0. (5.4)
The IIB matrix model [54] was proposed in order to provide a complete treatment of super-
strings that includes non-perturbative effects. The action is given by
SIKKT = − 1
g2
Tr
(
1
4
[Aµ, Aν ][A
µ, Aν ] +
1
2
ψΓµ[Aµ, ψ]
)
, (5.5)
where Aµ (µ = 0, 1, · · · , 9) are ten Hermitian matrices and ψα is a 16-component Majorana-Weyl
spinor that takes values in N × N Hermitian matrix. We have denoted by Γµ 10-dimensional
gamma matrices. The action (5.5) is obtained from the Green-Schwarz action (θ2 → iθ2) in the
Schild-type gauge by the following replacements,
{ , } → − i[ , ], (5.6)
1
2π
∫
d2σ
√−g → Tr. (5.7)
The bosonic part takes the same form as that proposed by Nambu. The many-body problem
of strings can be treated by integrating out the off-diagonal blocks after dividing each of the
original matrices into blocks. It appears, however, that there is no evidence that the gauge
volume of the local Weyl symmetry is factored out, which is requisite for (perturbative) string
theory in the critical dimension that ensures masslessness of graviton in flat spacetime.
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