Abstract: This paper studies a queueing model with the finite buffer of capacity K in wireless cellular networks, which has two types of arriving calls-handoff and originating calls, both of which follow the Markov arriving process with different rates. The channel holding times of the two types of calls follow different phase-type distributions. Firstly, the joint distribution of two queue lengths is derived, and then the dropping and blocking probabilities, the mean queue length and the mean waiting time from the joint distribution are gotten. Finally, numerical examples show the impact of different call arrival rates on the performance measures.
Introduction
Wireless cellular networks have undergone rapid development over the past several decades, evolving from the first generation [1] to the third generation (3G) systems [2, 3] . But the higher network input, wider network coverage, larger network capacity and better network quality will be demanded in the future cellular networks [4, 5] . To design an effective cellular network, it is required to determine the quality of service (QoS). Two important indexes of the QoS are the handoff call dropping probability and the originating call blocking probability. The handoff call dropping probability is the probability that handoff call failed to enter the channel because all of the communication channels are in use, and the originating call blocking probability is the probability that all the channels and positions of buffer are occupied [6−9] . Therefore, in order to decrease the dropping and blocking probabilities and maximize the utilization of cellular network resources, it is important to provide performance measures of wireless cellular networks.
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Open queueing networks are popular modeling tools for obtaining the handoff call dropping and originating call blocking probabilities [10−12] . Exact solution methods are available only for wireless cellular networks with the Poisson traffic input and exponential service time distribution. Therefore, most papers always discuss the case that the inter-arrival times of handoff and originating calls are the same exponential time distributions. Reference [6] studied only the handoff multiple queue model without the queueing performance measures of originating calls. Koutsakis and Chung et al. derived some queueing results that the originating and handoff call inter-arrival time distributions are all exponentially distributed [8, 9] . But these restrictive assumptions make the exact solutions unlikely to be used in practice. The main reason is that exponential inputs is not a good model for traffic behavior in real wireless cellular networks. The real traffic inputs are bursty and correlated [13] . Since these features have an impact on the performance measures, we consider that the handoff and originating calls have Markov arriving processes (MAPs). It is rare and effective to model the input flows of messages as MAPs. Masuyama and Horvath et al. studied single-channel models with the MAP input in communication networks [14, 15] . Dudin described the multi-channel and time-phased batch arrival queueing model with the MAP input [16] . To our knowledge, we can only refer [17] which considered the model with two types of MAP input flows in wireless cellular networks.
All the studies mentioned above assumed that channel holding times had the exponential distributions of identical parameters for the handoff and originating calls, which may not be realistic [18] . Because the phase-type (PH) distribution can take into account the variation of channel holding time, and the exponential distribution, the Erlang distribution, and the hyper-exponential distribution are all special cases of the PH distribution [19] . So we relax two types of calls have different channel holding time distributions by using PH distributions.
In wireless cellular networks, the number of channels is frequently limited. Therefore, we have to provide a sufficient buffer space in order to decrease the blocking probability. Goswami et al. have analyzed a discrete-time Geo/Geo b /m bulk service queue with infinite buffer [20] . References [21, 22] dealt with the complicated queue system with the batch Markovian arrival process (BMAP) and infinite-buffer. However, studies of finite-buffer queueing models are more important than infinite-buffer queues because we usually observe the limited waiting space in real applications. As a result, recently, the M/M/c queue model with finite-buffer was investigated in [23, 24] . But all the mathematical models mentioned above did not consider the characteristic of wireless cellular networks.
In this paper, we consider that the handoff and originating calls have different MAP inputs and different PH channel holding times, and the blocking originating calls can enter the buffer. The model is described as the (MAP 1 , MAP 2 )/(PH 1 , PH 2 )/N queues of wireless cellular networks with a finite buffer. The rest of the paper is organized as follows. In Section 2, the mathematical queueing model is described in detail. In Section 3, the behavior of the queueing model is described in terms of the quasi-birthand-death (QBD) process. In Section 4, the mean performance measures of the model are derived. The numerical behavior of the model is illustrated by two examples in Section 5. An optimization problem is given in Section 6. Finally, Section 7 concludes the main results of this paper.
Model descriptions
In this section, we describe the (MAP 1 , MAP 2 )/(PH 1 , PH 2 )/N queues of wireless cellular networks with a finite buffer (see Fig. 1 ). Handoff calls arrive according to the MAP 1 with a matrix representation (C 0 , C 1 ) and underlying Markov chain I 1 (t), which has the (W+1)×(W+1) infinitesimal generator C = C 0 +C 1 and the 1×(W +1) stationary vector θ. Originating calls arrive according to the MAP 2 with a matrix representation (D 0 , D 1 ) and underlying Markov chain I 2 (t), which has the (V + 1) × (V + 1) infinitesimal generator D = D 0 + D 1 and the 1 × (V + 1) stationary vector ϑ. The MAP 1 and MAP 2 are independent of each other. The fundamental arrival rates of MAP 1 and MAP 2 are λ 1 = θCe (W +1) and λ 2 = ϑDe (V +1) , respectively. There are N (N 1) identical independent channels and a buffer with K waiting positions in wireless cellular networks. If one of two types of arrival calls meets several servers being idle, it occupies one of idle channels immediately. When all the channels are occupied, the arrival handoff call has to leave the networks forever, we call it the dropping handoff call; the arrival originating call joins the buffer, if all the positions of the buffer are also occupied, the arrival originating call leaves the networks, we call it the blocking originating call. The channel holding time of handoff calls is independent of each other and has a common PH 1 distribution function with a matrix representation (α, S), where α is a non-negative vector of size M with αe = 1, and S is an M × M matrix. Let S 0 = −Se, the mean channel holding time is given by 1/μ 1 = −αSe. The channel holding time of originating calls is independent of each other and has a PH 2 distribution function with a matrix representation (β, T ), where β is a non-negative vector of size R with βe = 1, and T is a R × R matrix. Let T 0 = −T e, the mean channel holding time of handoff calls is given by
Our goal is to derive the stationary state distribution and main performance measures of the system.
The matrix-geometric solution
In this section, a Markov process is constructed to represent the (MAP 1 , MAP 2 )/ (PH 1 , PH 2 )/N with finite buffer. Assume that (i) I 1 (t) and I 2 (t) are the states of the directing process of the MAP 1 and MAP 2 correspondingly at the epoch t,
(ii) N 1 (t) and N 2 (t) are the numbers of the handoff and originating calls in the channels at the epoch t, respectively.
is the number of the originating calls in the buffer at the epoch t,
is the state of the directing process of the channel holding time at the sth handoff call and J (s)
; (Here we assume that handoff calls are numerated in order of their occupying, i.e., the handoff call, which begins the service, is appointed the maximal number among all the handoff calls; when the handoff call finishes the service, the other handoff calls are correspondingly enumerated.)
is the state of the directing process of the channel holding time at the sth originating call and
For the use in the sequel, let us introduce the following notations:
(i) e n (0 n ) is a column (row) vector of size n, consisting of 1 s (0 s). The suffix may be omitted if the dimension of the vector is clear from context;
(ii) I (O) is an identity (zero) matrix of appropriate dimension (this matrix is added a suffix when its dimension is necessary);
(iii) diag {A l , l = 1, L} is a diagonal matrix with diagonal entries or blocks A l ;
(iv) ⊗ and ⊕ are symbols of the Kronecker's product and Kronecker's sum of matrices;
(t)} be a Markov process whose state space is
Let the elements of S be ordered lexicographically. Then the infinitesimal generator Q of Markov process ξ (t) has QBD type by [25] such as
The entries of Q are given by the following block matrices. A n is the matrix representation of rates when n channels are busy with handoff calls and no new arrivals of handoff call occur.
where
The diagonal block matrices B n are the matrix representation of rates when there is at least one idle channel and a handoff call arrives and then it occupies one idle server.
The block matrices C n are the matrix representation of rates when one of n busy channels completes the service for the handoff calls and it comes to be free.
. . , x(N )} denote the stationary probability row vector corresponding to the matrix Q.
Where x(n) consists of the 1 × a(
where x (n, r, k) is the 1 × aM n R r vector and is the joint probability of the Markov process {N 1 
(t)}, n and r are the numbers of the handoff and originating calls in the channels, respectively, and k is the number of the originating calls in the buffer.
The vector satisfies the vector equation xQ = 0 in terms of the sub-matrices as follows:
Subject to
For the sake of simplicity, H k is defined recursively as follows:
Then, we can obtain from (2) and (3) that
Consequently, we can get
Theorem 1
There exists uniquely the joint probability vector [26] 
= 1, whose components are given by
The vector x (0) is derived by the following equations:
Performance measures
(i) The idle probability of channels is given by
where [a] i is the ith element of a;
(ii) The probability that there are n handoff calls in the channels is given by
; (iii) The probability that there are r originating calls in the channels is given by
(iv) The probability that there are k originating calls in the buffer is given by
(v) The handoff call dropping probability is given by
(vi) The originating call blocking probability is given by
(vii) The mean number of the handoff calls in the channels is given by
(viii) The mean number of originating calls in the channels is given by
(ix) The mean number of originating calls in the buffer is given by
The mean waiting time of originating calls after joining the buffer is given by the Little's theorem
where x (n, N − n, k) is the probability that there are k (0 k < K) originating calls in the buffer under all the channels are occupied, and λ is the arrival rate that originating calls join the buffer.
Numerical examples
In this section, we present the two examples of calculating queueing performance measures of handoff and originating calls. The goal of these examples is to demonstrate how the input rates of two types of calls impact the performance measures.
Example 1 There are N = 3 identical channels and the buffer of K = 2 positions in wireless cellular networks.
The channel holding times of two types of calls are defined by the following matrices α = β = (0.5, 0.5), S = T =c −9 6 6 −9 , which are coded as PH (1) , their mean intensity μ = μ 1 = μ 2 = 3.
The input flow of the MAP 2 is defined by the matrices Markov processes are qualitatively different processes which have different variance and correlation structure [27] . The coefficient of correlation between two successive arrivals of the MAP is given by
Where the coefficient of correlation of MAP 2 is 0.1, and it is coded as MAP (1) . We consider the following three sets of values for C 0 and C 1 .
EXP Exponential distribution
The coefficient of correlation is 0.05: 
MAP (3)
The coefficient of correlation is 0.1: where scalar coefficientc is equal to 1, MAP 1 and MAP 2 have the fundamental rate λ 1 = 1 and λ 2 = 1. We can obtain any desired values λ 1 and λ 2 by varying the valuec in Fig. 2−Fig. 13 . Important conclusion follows from Fig. 2−Fig. 7 . As is to be expected, the performance measures (the originating call blocking probability P b , the mean number Fig. 2−Fig. 4 , but the performance measures (the idle probability P idle of channels, the handoff call dropping probability P d and the mean number E [N 1 ] of handoff calls in the channels) are more heavily effected by the arrival rate λ 1 of MAP 1 .
Example 2
In this example, MAP 1 is coded as MAP (1) , MAP 2 is coded as the above EXP, MAP (2) , MAP (3) , respectively. Other system parameters are the same as Example 1. From Fig. 8−Fig. 11 , we can see that the performance measures (the originating call blocking probability P b , the mean number E [N 2 ] of originating calls in the channels, the mean number E [N 3 ] of originating calls in the buffer and the idle probability P idle of channels) increase strongly as λ 2 increases, but the handoff call dropping probability P d and the mean number E [N 1 ] of handoff calls in the channels are less slightly effected by the arrival rate λ 2 of MAP 2 . Furthermore, it can be seen from Fig. 2−Fig. 13 that performance measures are more heavily affected by the Markov process MAP (2) than the exponential processes input flow. At the same time, it is also seen that the performance measures are more strongly affected by the Markov process MAP (3) with the larger correlation coefficient than the Markov process MAP (2) with the smaller correlation coefficient. 
An optimization problem
In this section, we construct a simple optimization to illustrate the qualitative behavior of the different service processes considered in our examples.
Let c 1 (or c 2 ) denote the cost incurred whenever the handoff call dropping probability p d (or the originating call blocking probability p b ) hits or exceeds a predetermined value p * d (or p * b ), and c denote the cost of increasing per unit rate of the channel holding time in wireless cellular networks (here it is assumed that handoff calls and originating calls have the same service time distribution). The optimization problem of interest is to find the value μ for which the total expected cost is minimized. That is, 
Example 3
In this example, we put N = 3, K = 2, c 1 = 100, c 2 = 50, c = 1. PH i (i = 1,2) is coded as PH (1) , the input flow of MAP 1 is coded as MAP (3) and the input flow of MAP 2 is coded as MAP (1) . Table 1 Example 4 This example is similar to Example 3 except that the channel holding times of two types of calls are described as the Erlang distribution (ERL: α = β = (1, 0), S = T =c −4.5 4.5 0 −4.5 ) of order 2 with the same intensity μ = μ 1 = μ 2 = 3, other system parameters are identical to Example 3. But we can obtain the different minimum value of the objective function Z under the different value of μ in Table 2 . 
Conclusions
In wireless cellular networks, the Poisson input flow and the exponential channel holding time can lead to significant errors in performance evaluation and capacity planning, so we generalize the handoff call and originating call arriving processes to the different MAP input flows and extend the exponential channel holding time to different PH distributions. The proposed model may be of great interest in the design of future wireless cellular networks. We derive many useful performance measures. Numerical results show the impact of different input flows on the performance measures. Finally, we construct an optimization problem for optimizing the performance measures and maximizing the utilization of resources of wireless cellular networks.
