Abstract. We establish the Large Deviation Principles for a topological Markov shift on a countably infinite number of alphabets which satisfies a strong combinatorial assumption called "finite primitiveness" by Mauldin and Urbański. More precisely, we assume the existence of a Gibbs measure for a potential φ in the sense of Bowen, and prove the level-2 Large Deviation Principles for the distribution of Birkhoff averages under the Gibbs measure, as well as that of weighted periodic points and iterated pre-images. The rate function is in common, written with the pressure and the free energy associated with the potential φ. The Gibbs measure is not assumed to be an equilibrium state for the potential φ, nor is assumed the existence of an equilibrium state.
Introduction
The Large Deviation Principle characterizes limit behaviors of sequences of Borel probability measures in terms of rate functions. In the ergodic theory of dynamical systems, a number of important aspects of chaotic systems are analyzed with, or appear in naturally assigned sequences of probability measures. The LDP then can be used to provide refined descriptions of the dynamics.
A sequence {µ (n) } ∞ n=1 of Borel probability measures on a topological space M satisfies the Large Deviation Principle (the LDP for short) if there exists a lower semi-continuous function I : M → [0, ∞] which satisfies the following:
-(lower bound) for every open set G ⊂ M,
-(upper bound) for every closed set K ⊂ M,
where log 0 = −∞. The function I is called a rate function. We say I is a good rate function if for every α ≥ 0 the level set {µ ∈ M : I (µ) ≤ α} is compact. In this paper we establish three LDPs associated with certain topological Markov shifts on a countably infinite number of alphabets.
Let S be a countable set and denote by N the set of non-negative integers. Denote by S N the set of all one-sided infinite sequences over S endowed with the product topology of the discrete topology on S, namely S N = {x = (x 0 , x 1 , . . .) : x i ∈ S, i ∈ N}.
Let (A ij ) S×S be a matrix of zeros and ones with no column or row which is all made of zeros. A (one-sided) topological Markov shift generated by A is defined by X = {x ∈ S N : A x i x i+1 = 1 for every i ≥ 0}.
If S is a countably infinite (resp. finite) set, we call X a countable (resp. finite) Markov shift. If all entries of A are 1, X is called a full shift. Denote the left shift σ : X → X by (σ(x)) i = x i+1 , i ∈ N. A word of length n ≥ 1 is an n-string of elements of S. Denote by |w| the length of a word w. For two words u = a 0 · · · a m−1 , v = b 0 · · · b n−1 denote by uv the concatenated word a 0 · · · a m−1 b 0 · · · b n−1 of length |u| + |v|. This notation extends in the obvious way to concatenations of arbitrary finite number of words. A word a 0 a 1 · · · a n−1 of length n is admissible if n = 1, or else n ≥ 2 and A a i a i+1 = 1 holds for every i ∈ {0, 1, . . . , n − 1}. Denote by E n the set of admissible words of length n and put E * = ∞ n=1 E n . Put E 0 = ∅. For each w = a 0 · · · a n−1 ∈ E n define a cylinder set of length n by
[w] = [a 0 , . . . , a n−1 ] = {x ∈ X : x i = a i for every i ∈ {0, 1, . . . , n − 1}}.
For each (a, b) ∈ S × S and an integer n > 1 define Following Mauldin and Urbański [9] , a countable Markov shift X is finitely irreducible if there exists a finite set Λ ⊂ E * such that for all i, j ∈ E * there exists λ ∈ Λ for which iλj ∈ E * . If X is finitely irreducible and the finite set Λ consists of words of the same length N, then X is called finitely primitive. Notice that the set Λ associated either with a finitely irreducible or finitely primitive matrix can be taken to be empty for the full shift X = S N (in which case N = 0). Let φ : X → R be a function. A σ-invariant Borel probability measure µ φ on X is a Gibbs measure for the potential φ if there exist constants c 0 > 0, c 1 > 0 and P ∈ R such that for every n ≥ 1, every w ∈ E n and every x ∈ [w], It is now classical [1, 13] that for a topologically mixing, finite Markov shift and a Hölder continuous potential φ the Gibbs measure exists and is unique, coincides with the unique equilibrium state for φ characterized by the variational principle, and the constant P in (1.3) equals the topological pressure of φ. The construction of Gibbs measures for countable Markov shifts was carried out by Sarig [14, 15] , and by Mauldin and Urbański [9] under weaker assumptions on transition matrices and stronger assumptions on potentials than 1 [14, 15] . Our main results assume the existence of Gibbs measures, not concerned with the construction. Our presentations of the main results follows [9] in order to work with the weakest possible assumptions on both transition matrices and potentials. Nevertheless, assuming the existence of a Gibbs measure imposes strong restrictions on the corresponding potential, see Lemma 2.2 for details.
Denote by M the space of Borel probability measures on X endowed with the weak*-topology. We establish the (level-2) LDP for the following three sequences of Borel probability measures on M:
-Birkhoff averages under Gibbs measure. For each x ∈ X and an integer n ≥ 1 define the Birkhoff average
with δ σ i (x) the unit point mass at σ i (x). Denote by µ (n)
1 the distribution of the random variable x ∈ X → δ n x with respect to µ φ ; -Weighted periodic points. For each integer n ≥ 1 put
with Per n (σ) = {x ∈ X : σ n (x) = x}. Denote by µ (n) 2 the distribution of the random variable x ∈ Per n (σ) → δ n x with respect to Z n (φ)
Snφ(x) δ x ; -Weighted iterated pre-images. Fix y ∈ X and put
with σ −n (y) = {x ∈ X : σ n (x) = y}. Denote by µ (n) 3 the distribution of the random variable x ∈ σ −n (y) → δ n x with respect to Z n (φ, y)
Denote by M(σ) the set of σ-invariant Borel probability measures on X, and for each µ ∈ M(σ) denote by h(µ) the (Kolmogorov-Sinaȋ) entropy of µ with respect to σ. If sup φ < ∞ then define
The condition sup φ < ∞ guarantees that φdµ is well-defined for every µ ∈ M, though possibly φdµ = −∞.
Main Theorem. Let X be a finitely primitive countable Markov shift, φ : X → R a continuous function and µ φ a Gibbs measure for the potential φ. For each ℓ ∈ {1, 2, 3} the sequence {µ (n) ℓ } n of Borel probability measures on M satisfies the 1 In [15] , topologically mixing countable Markov shifts satisfying the big images and pre-images property are treated, which are finitely irreducible [9] . The Hölder continuity of potentials assumed in [9] is stronger than the summable variation condition in [15] .
Large Deviation Principle, with the convex good rate function I :
The infimum is taken over all weak ⋄ -open set G ⊂ M containing µ, and F : M → [−∞, 0] is defined by
Leaving the precise definition of the weak ⋄ -topology appearing in the Main Theorem till §2, we remark that the Main Theorem is an extension of the results by Takahashi [17] , Kifer [7, 8] for topologically mixing finite Markov shifts. In [17] , Takahashi treated the distribution of Birkhoff averages under the Gibbs measure. In [7] , Kifer provided a unified functional analytic approach to establishing the LDP which is in particular applicable to finite Markov shifts. Kifer [8] also established the LDP for the distribution of periodic points. The rate functions in these setups are given by the difference between the pressure and the free energy, while in the Main Theorem it is not possible to take −F as a rate function. For instance, if X is the full shift then one can show that −F is not lower semi-continuous at every measure with finite entropy (see Appendix A1).
For countable Markov shifts, known results on large deviations are very much limited. Sarig [16] obtained a local large deviations result which provides exponential bounds on small fluctuations near the mean. Results like [11, 12] for smooth dynamical systems admitting inducing schemes may be in part applicable to countable Markov shifts, but they will yield only local large deviations results too, which do not imply the LDP in our setup. Yuri [19] considered maps of a compact metric space modeled by certain countable Markov shifts, and obtained a local large deviations result, as well as an upper bound like (1.2) for every weak*-compact set (see [19, Theorem 3.2] ). Denker and Kabluchko [4, Theorem 3.3] showed the (level-1) LDP for Gibbs-Markov maps and bounded observables which depend only on the first finite number of coordinates.
One important consequence of the Main Theorem is Varadhan's abstraction of Laplace's method. For a function ψ : X → R and an integer n ≥ 0 write
Denote by C b (X) the space of R-valued bounded continuous functions on X endowed with the supremum norm. For each ψ ∈ C b (X) the limit
exists and satisfies
as shown in [18] . By convex duality, this implies 
The case d = 1 gives one extention of the afore-mentioned result of Denker and Kabluchko [4, Theorem 3.3 ] to general bounded continuous observables. We illustrate our results with the regular continued fraction expansion
where x ∈ (0, 1) and each a i ≥ 1 is an integer. We investigate frequencies with which a given integer k ≥ 1 appears in this expansion. The continued fraction is generated by iterating the Gauss transformation T :
]. The unique T -invariant Borel probability measure that is absolutely continuous with respect to Lebesgue is the measure
, see e.g., [2, Chapter 4 ]. Birkhoff's Ergodic Theorem applied to the indicator function 1 (
for Lebesgue a.e. x ∈ (0, 1).
Following orbits of T over the infinite Markov partition {( Corollary. For every integer k ≥ 1, all α, β ∈ [0, 1] with α < β and every y ∈ π(X) the following equalities hold:
These numbers are negative if and only if
Proof. The Gibbs measure for the potential associated with the function − log |DT | corresponds to the measure
. The pressure is 0, and the contributions from the normalizing constants in µ 3 } proceed much in parallel, which can mostly be reduced to that of {µ (n) 1 }. Our argument for the proof of the Main Theorem is a dynamical one, similar in spirit to that of Takahashi [17] but needs new ideas in order to handle the non-compactness of X and M.
We would like to use the uniform continuity of a function to compare its Birkhoff averages along two nearby orbits. However, a key observation is that there exist bounded continuous functions on X which are not uniformly continuous (see Appendix A2). In particular, the set of uniformly continuous functions on X is not dense in the space of bounded continuous ones endowed with the supremum norm. Since this space determines the weak*-topology, the uniform continuity is too strong for us to reach the LDPs in the weak*-topology directly. A solution is to introduce and work with a coarser topology, called the weak ⋄ -topology in our terms. We first establish the LDPs in this topology, and then strengthen them to the ones in the weak*-topology.
The rest of this paper consists of four sections and one appendix. Building on preliminaries developed in §2, we prove 
preliminaries
For the rest of this paper we assume S = N for simplicity. In this section we begin by giving the precise definition of the weak ⋄ -topology appearing in the statements of the Main Theorem. We then prove fundamental lemmas on Gibbs measures which will be used in later sections. Lastly we give expressions of the pressure in terms of weighted periodic points and iterated pre-images.
Weak
⋄ -topology. We fix r ∈ (0, 1) and introduce a metric d r on X by setting
with the convention r ∞ = 0. The topology that d r generates has the collection of cylinder sets as a base. The shift σ is continuous with respect to this topology. As X becomes a Polish space, the weak*-topology is metrizable and M becomes a Polish space.
Denote by C u (X) the set of elements of C b (X) which are uniformly continuous. By an weak ⋄ -topology we mean the coarsest topology on M which makes every F ψ , ψ ∈ C u (X) continuous.
Lemma 2.1. The weak
⋄ -topology is a Hausdorff topology.
Proof. Pick µ 0 , µ 1 ∈ M with µ 0 = µ 1 . Since the collection of cylinder sets generates the Borel sigma-algebra on X, there exists a cylinder set R with
⋄ -open and contain µ i .
Fundamental properties of Gibbs measures.
The existence of a Gibbs measure imposes strong restrictions on the corresponding potential.
Lemma 2.2. Let X be a countable Markov shift, φ : X → R and assume there exists a Gibbs measure for the potential φ. Then sup φ < ∞, inf φ = −∞ and
Proof. Immediate from (1.3).
The next bounded distortion property is used in the proof of Proposition 2.4 below and in §4.
Lemma 2.3. Let X be a countable Markov shift, φ : X → R and µ φ a Gibbs measure for the potential φ. There exists a constant c 2 > 1 such that the following holds:
(a) for all v, w ∈ E * with vw ∈ E * , c −1
and
These inequalities and
Put c 2 = max{c
is a consequence of (a).
Expressions of pressure.
Given a function φ : X → R define its pressure
As the sequence n → log w∈E n exp sup S n φ| [w] is sub-additive, this limit exists. If µ φ is a Gibbs measure for a continuous potential φ, the constant P in (1.3) is equal to P (φ), see [9, Proposition 2.2 (a)]. The following two expressions of the pressure are keys to proving the LDPs for {µ (n) 2 } and {µ (n) 3 }. Proposition 2.4. Let X be a finitely primitive countable Markov shift, φ : X → R a continuous function and µ φ a Gibbs measure for the potential φ. Then:
Proof. A key ingredient is the following uniform recurrence bound.
Lemma 2.5. There exist an integer N ≥ 0 and a constant c 3 > 0 such that for every integer m > N and every (a, b) ∈ S × S,
Proof. Let Λ be the finite set and N ≥ 0 the integer given by the finite primitiveness of
Rearranging this inequality and summing the result over all w ∈ E m−N (a) yields
2 c. By Lemma 2.5 and (1.3), for every n > N and every a ∈ S,
(1.3) also implies
Summing (2.2) over all a, rearranging the result and then letting n → ∞ gives
Summing the first inequality in (2.3) over all a ∈ S gives
and therefore lim sup
and the first desired equality holds. Let y ∈ X and put b = y 0 . By Lemma 2.5 and (1.3), for every n > N and a ∈ S,
Summing (2.4) over all a ∈ S gives
This yields
Summing (2.6) over all a ∈ S,
This yields lim sup
and so the second desired equality holds.
Lower bounds for weak ⋄ -open sets
In this section we prove the lower bound (1.1) for every weak ⋄ -open set. In §3.1 and §3.2 we prove two approximation lemmas on shift-invariant measures. In §3.3 we prove a key estimate and from it derive the desired lower bounds.
3.1. Approximation of ergodic measures. The next lemma allows us to approximate ergodic measures with finite entropy with a finite collection of cylinder sets in a particular sense.
Lemma 3.1. Let X be a countable Markov shift and φ : X → R satisfy sup φ < ∞, sup n≥1 sup w∈E n sup x,y∈[w] S n φ(x) − S n φ(y) < ∞. Let q ≥ 1 be an integer and ψ 1 , . . . , ψ q ∈ C u (X). Let µ ∈ M φ (σ) be ergodic and satisfy h(µ) < ∞. For every ǫ > 0 there exists an integer M ≥ 1 such that for every n ≥ 1 there exist
2 , an integer k 0 ≥ n and a finite set
and the following holds for every w ∈ F k 0 ;
Denote by h(µ, A ) the entropy of µ with respect to σ and the partition A . Since h(µ) < ∞ and A is a generator,
). For each integer n ≥ 1 denote by B n the set of B ∈
and the following holds for some x ∈ B:
For each k ∈ {n + 1, . . . , ⌊n(1 + ι)⌋} denote by B n,k the set of B ∈ B n such that min{j ≥ n :
Shannon-McMillan-Breiman's Theorem and Birkhoff's Ergodic Theorem together imply µ( B∈Bn B) → µ(X M ) as n → ∞. From this and (3.4), (3.9)
(3.5) and (3.9) together imply
Now, fix (a 0 , b 0 ) ∈ {0, . . . , M − 1} 2 which maximizes #E n,k 0 (a, b) and set
and (3.1) holds. From the second assumption on φ, for n is large enough, every k > n and every
(3.2) follows from this and (3.6). Since ψ p is uniformly continuous, there exists δ = δ(ǫ) ∈ (0, 1) such that if x, y ∈ X and d(x, y) < δ then |ψ p (x) − ψ p (y)| < ǫ/3. For n large enough, for every k > n, every w ∈ E k and all
From this and (3.7), (3.3) follows.
3.2. Approximation of non-ergodic measures. For a continuous dynamical system of a compact metric space with the specification property, non-ergodic measures are approximated by ergodic ones with similar entropy. Although X is non-compact, the finite primitiveness implies a kind of specification property which can be used to show that non-ergodic measures with finite entropy can be weak ⋄ -approximated by ergodic ones with similar entropy. The statement of the next lemma is slightly stronger, taking integrals of potentials into account.
Proof. Let q ≥ 1 be an integer and ψ 1 , . . . , ψ q ∈ C u (X). Let ǫ > 0. From the ergodic decomposition of µ one can find constants ρ 1 , . . . , ρ s ∈ (0, 1) and distinct ergodic measures µ 1 , . . . , µ s such that ρ 1 + · · · + ρ s = 1 and the measureμ = ρ 1 µ 1 + · · · + ρ s µ s satisfies the following:
(3.12) sup p∈{1,...,q}
Chooseǫ > 0 such that
Since each µ i is ergodic, by Lemma 3.1 there exists (a i , b i ) ∈ S × S, an integer k i ≥ 1 and a finite subset
and the following holds for every w ∈ F k i :
Moreover, each k i can be chosen arbitrarily large. Let Λ be the finite set and N ≥ 0 the integer given by the finite primitiveness of X. For each i ∈ {1, . . . , s} fix an integer r i ≥ 1 such that
Denote by
Using h(μ) = s i=1 ρ i h(µ i ) and (3.13) (3.14) (3.17) (3.18),
From this and (3.10), |h(ν) − h(µ)| < ǫ follows. Put m i = 0 for i = 1 and
From (2.1) and the finiteness of Λ, c is bounded. Let w ∈ F k 0 . By (3.15),
Summing this over all i ∈ {1, . . . , s} and dividing the result by k 0 gives
This and (3.11) yield sup (1/k 0 )S k 0 φ − φdµ | [w] < ǫ. Since w ∈ F k 0 is arbitrary, φdν − φdµ < ǫ follows. In the same way, (3.16) gives
From this and (3.17),
This and (3.12) yield sup
3.3. Key estimates. We now prove key estimates, and use them to show (1.1) for weak ⋄ -open sets. For an integer q ≥ 1,
Proposition 3.3. Let X be a finitely primitive countable Markov shift, φ : X → R a continuous function and µ φ a Gibbs measure for the potential φ. Let q ≥ 1 be an integer, ψ 1 , . . . , ψ q ∈ C u (X) and α 1 , . . . , α q ∈ R. For each ℓ ∈ {1, 2, 3} the following holds: for every µ ∈ M φ (σ) such that h(µ) < ∞ and ψ p dµ > α p holds for every p ∈ {1, . . . , q},
Proof. By virtue of Lemma 3.2 it suffices to show the desired inequality for every µ ∈ M φ (σ) which is ergodic. Let ǫ > 0 satisfy ψ p dµ − 2ǫ > α p for every p ∈ {1, . . . , q}. For this ǫ, there exists an integer M ≥ 1, (a 0 , b 0 ) ∈ {0, . . . , M −1} 2 , an integer k 0 > 1 and a finite set F k 0 ⊂ E k 0 (a 0 , b 0 ) for which the conclusions of Lemma 3.1 hold. Recall that k 0 can be taken arbitrarily large independent of M, at the expense of possibly changing (a 0 , b 0 ) within {0, . . . , M − 1} 2 . Let Λ be the finite set and N ≥ 0 the integer given by the finite primitiveness of X. Let n ≥ k 0 + N be an integer and write n = m(k 0 + N) + l where m, l are integers with m ≥ 1 and 0 ≤ l < k 0 + N. Define a subset G n of E n as follows:
(i) if Λ = ∅ and hence N = 0, then G n is the set of words of the form
n is the set of words of the form v 1 w 1 v 2 w 2 · · · v m w m w * where v 1 , . . . , v m ∈ F k 0 , w 1 , . . . , w m ∈ Λ and w * ∈ E l satisfies the following: l = sN + t, s, t are integers with s ≥ 0, 0 ≤ t < N, and there exists w ∈ E N −t such that w * w ∈ E (s+1)N and w * w is a concatenation of (s + 1)-elements of Λ.
In either of the two cases, Lemma 3.1 gives
From (2.1) and the finiteness of F
In case (ii), from (2.1) and the finiteness of Λ, inf i∈{1,...,N } S i φ| λ∈Λ [λ] > −∞. If k 0 is large enough so as to diminish the contribution from N and n is also large enough, then for every w ∈ G n ,
and the same estimate goes through. By (1.3),
A similar argument with Lemma 3.1 and the boundedness of ψ p shows
n . This yields
We now treat each distribution. From (3.19) and (3.20) we obtain
Letting n → ∞ and then ǫ → 0 yields the desired inequality with ℓ = 1. In the case ℓ = 2, let n ≥ k 0 + 2N be an integer. For each w ∈ G n−N pick λ w ∈ Λ with wλ w a 0 ∈ E n+1 . For sufficiently large n,
, 1) (including the case Λ = ∅). Summing this over all w ∈ G n−N and from (1.3),
To bound from below the log of this summand we use part of the inequality in the proof of Proposition 3.3. For sufficiently large n we obtain
Letting n → ∞, using 1 n log Z n (φ) → P (φ) in Proposition 2.4 and then ǫ → 0 yields the desired inequality.
In the case ℓ = 3, we collect pre-images of each fixed y ∈ X under σ −n which are contained in cylinder sets of length n + 1 of the form [wλy 0 ] with w ∈ G n−N , λ ∈ Λ. The rest of the proof is completely analogous to the case ℓ = 2. with q ≥ 1 an integer, ψ p ∈ C u (X), α p ∈ R. Take a subset {O ξ } ξ∈Ξ of this base with G = ξ∈Ξ O ξ . Let ξ ∈ Ξ and ν ∈ O ξ . If h(ν) < ∞ then Proposition 3.3 gives lim inf
If h(ν) = ∞ then [9, Theorem 1.4] and P (φ) < ∞ together imply φdν = −∞, and thus the same inequality continues to hold. It follows that lim inf
and therefore lim inf
Upper bounds for closed sets
This section is concerned with the upper bound (1.2). To obtain the upper bound (1.2) for non-compact weak*-closed sets requires a way of showing that most of the probability mass (at least on an exponential scale) is concentrated on compact sets. To this end, in §4.1 we show that the three sequences of distributions are exponentially tight. Based on a preliminary result in §4.2 we prove a key estimate in §4.3. This together with the exponential tightness shown in §4.1 yield (1.2) for every weak ⋄ -closed set. Finally we finish the proof of the Main Theorem.
Exponential tightness.
A sequence {µ (n) } of Borel probability measures on M is exponentially tight if for every L > 0 there exists an weak*-compact set
Proposition 4.1. Let X be a finitely primitive countable Markov shift, φ : X → R a continuous function and µ φ a Gibbs measure for the potential φ. For each ℓ ∈ {1, 2, 3} the sequence {µ Step1. Preliminary lemmas. Let θ ∈ (0, 1) satisfy
where c 2 is the constant in Lemma 2.3. Let {N i } i∈N be an increasing sequence of positive integers such that
Define a compact set Γ = Γ(θ, {N i } i∈N ) by Γ = {x ∈ X : x i ≤ N i for every i ∈ N}.
Lemma 4.2. For θ, {N i } i∈N as above,
Note that Γ c = ∞ t=0 ∆ t . In order to estimate µ φ (∆ t ) for every t ≥ 1, put A t = {x ∈ X : x i ≤ N i for every i ∈ {0, . . . , t − 1}}.
Then ∆ t = {x ∈ A t : x t ≥ N t }. The set A t is written as the union of cylinder sets of length t. Denote by R any such a cylinder set. By Lemma 2.3 (b) and (4.2),
Hence we obtain µ φ (R ∩ ∆ t ) ≤ c 2 θ t+1 µ φ (R). Summing this over all R yields µ φ (∆ t ) ≤ c 2 θ t+1 . From this and (4.2) with i = 0,
Lemma 4.3. Let θ, {N i } i∈N be as above. For every k ∈ {0, . . . , n},
Proof. The inequality for k = 0 is obvious. For an integer k ≥ 1 and a k-string (n 1 , . . . , n k ) of integers satisfying 0 ≤ n 1 < · · · < n k ≤ n − 1, define Γ n 1 ,...,n k = {x ∈ X : {i ∈ {0, . . . , n − 1} :
Note that this set is written as a countable union of cylinder sets, and
As the total number of ways of distributing n 1 , . . . , n k is (
by Lemma 4.2. Assume n 1 ≥ 1 and denote by R any cylinder set of length n 1 which intersects Γ n 1 .
Rearranging this inequality and summing the result over all such cylinder sets yield
Now, let k ∈ {2, . . . , n − 1}. Denote by R any cylinder set of length n k which is contained in Γ n 1 ,...,n k−1 and intersect Γ n 1 ,...,n k . By Lemma 2.3 (b) and Lemma 4.2,
. A recursive use of this inequality and the one for k = 1 yields (4.4).
Step 2. Exponential tightness for {µ For each integer l ≥ 1 fix θ ∈ (0, 1) satisfying (4.1) and
Fix an increasing sequence {N i } i∈N of positive integers satisfying (4.2). Define
Since M is a Polish space and Γ is a closed set, by Portmanteau's theorem the weak*-convergence µ n → µ for a sequence {µ n } in K l implies lim sup
Hence, K l is an weak*-closed set. For each integer L ≥ 1 define
which is a non-empty weak*-closed set. This set is tight, and by Prohorov's theorem any sequence in K L has an weak*-limit point. Hence it is sequentially compact.
Since the weak*-topology is metrizable, K L is weak*-compact. For every n ≥ 1,
We have used Chebyshev's bound for the first inequality, Lemma 4.3 for the second one and (4.5) for the last one. Therefore for L large enough,
Step 3. Exponential tightness for {µ Fix an increasing sequence {N i } i∈N of positive integers satisfying (4.2), and define Γ = Γ(θ, {N i } i∈N ), K l in the same way as before. For each integer L ≥ 1 the set
l is weak*-compact for the same reason as before. For every n ≥ 1,
where the last inequality follows from (1.3). Lemma 4.3 gives
Plugging this into the above inequality and then using (4.6) give
where the last inequality holds for n > 2L. For L large enough,
and thus for L large enough and n > 2L we have the same upper bound on µ
4.2. Finite Markov system. By a finite Markov system we mean a pair (a, D n+1 ) with a ∈ S, n ≥ 1 an integer and D n+1 a finite subset of E n+1 (a, a). The next lemma can be proved along the line of the thermodynamic formalism [1, 13] .
Lemma 4.4. Let X be a countable Markov shift, φ : X → R a continuous function and µ φ a Gibbs measure for the potential φ. Let q ≥ 1 be an integer, ψ 1 , . . . , ψ q R-valued continuous functions on X and α 1 , . . . , α q ∈ R. There exists n 1 ≥ 1 such that the following holds: let n ≥ n 1 be an integer and (a, D n+1 ) a finite Markov system satisfying
[w] > α p for every p ∈ {1, . . . , q}. There exists a measure µ ∈ M(σ) supported on a compact set such that log w∈D n+1 µ φ [w] ≤ n −P (φ) + h(µ) + φdµ + log c 1 and ψ p dµ > α p for every p ∈ {1, . . . , q}.
. Then K is a compact set and σ| K : K → K is continuous. Put φ = S n φ. Fix y 0 ∈ K. By Lemma 2.2 there exists a constant c > 0 such that
) ≤ c holds for every m ≥ 1 and every x, y ∈ K such that for every i ∈ {0, . . . , m − 1} there exists
with M( σ| K ) the space of σ| K -invariant Borel probability measures endowed with the weak*-topology and h σ| K ( ν) the entropy of ν ∈ M( σ| K ) with respect to σ| K .
e P (φ)n holds for every x ∈ [w] and every w ∈ D n+1 . Hence
Taking logs, dividing by m and letting m → ∞,
Plugging this into the previous equality yields
Since M( σ| K ) is compact and M( σ| K ) ∋ ν → h σ| K ( ν) + φd ν is upper semicontinuous, there exists a measure µ ∈ M( σ| K ) which attains this supremum. The measure µ = 1 n n−1 k=0 (σ * ) k ( µ) satisfies the desired properties.
4.3. Key estimates. We now prove key estimates, and combine it with the result in §4.1 to show (1.2) for weak ⋄ -closed sets. For integers n ≥ 1, q ≥ 1, functions ψ 1 , . . . , ψ q ∈ C u (X) and α 1 , . . . , α q ∈ R put
ψ p dν ≥ α p for every p ∈ {1, . . . , q} .
Proposition 4.5. Let X be a finitely primitive countable Markov shift, φ : X → R a continuous function and µ φ a Gibbs measure for the potential φ. Let q ≥ 1 be an integer, ψ 1 , . . . , ψ q ∈ C u (X) and α 1 , . . . , α q ∈ R. For each ℓ ∈ {1, 2, 3} the following holds: for every ǫ > 0 there exists n 1 ≥ 1 such that for every integer n ≥ n 1 with M{ψ p , α p } q p=1 = ∅ there exists µ ∈ M(σ) which is supported on a compact set and satisfies
and ψ p dµ > α p − ǫ for every p ∈ {1, . . . , q}.
Proof. Let Λ be a finite set and N ≥ 0 an integer given by the finite primitiveness of X. Let S Λ be the set of elements of S which appear in the end of some word in Λ. Then, for every a ∈ S there exists b ∈ S Λ such that ba ∈ E * . Put
Since S Λ and Λ are finite sets, c 3 > 0 and c 4 > 0. In the case Λ = ∅, c 4 = 1. Let ǫ > 0 be as in Proposition 4.5. For an integer n ≥ 1 and a ∈ S Λ denote by H n+1 (a) the subset of E n+1 (a) which consists of words for which the corresponding cylinder sets contain a point x ∈ X satisfying δ n+1 x
We claim there exists n 0 ≥ 1 such that
To see this, for each x ∈ X with δ n x ∈ M{ψ p , α p } q p=1 choose b ∈ S Λ and y ∈ [b] with x = σ(y). For sufficiently large n,
and hence y ∈ Ω and the claim holds. Let n ≥ n 0 be an integer such that M{ψ p , α p } q p=1 = ∅. By the claim and Lemma 2.3 (a),
To bound µ φ (Ω) from above, we construct a finite number of finite Markov systems using the finite primitiveness and then appeal to Lemma 4.4. Since each ψ p is uniformly continuous, for n large enough the argument in the end of the proof of Lemma 3.1 shows that for every a ∈ S Λ and every w ∈ H n+1 (a), 
For each w ∈ H n+1 (a) fix λ w ∈ Λ with wλ w a ∈ E * . Set v w = wλ w a. By definition, for each w ∈ H n+1 (a) there exists
) for every p ∈ {1, . . . , q}. Using this and (4.8), for every x ∈ [v w ] we have
. Therefore, for sufficiently large n, 
Note that (a, {v w } w∈H n+1 ′ (a) ) is a finite Markov system. By Lemma 4.4 and (4.9) there exists µ ∈ M(σ) which is supported on a compact set and satisfies (4.12) log
and ψ p dµ > α p − ǫ for every p ∈ {1, . . . , q}. Combining (4.10) (4.11) (4.12), 1 n log
Since S Λ is a finite set and a ∈ S Λ is arbitrary, the desired inequality with ℓ = 1 holds for sufficiently large n.
In the case ℓ = 2, from the above claim on Ω and (1.3),
From the property of S Λ , for each x ∈ Per n (σ) ∩ σ(Ω) there exists a ∈ S Λ such that [a, x 0 , . . . , x n−1 ] ∈ H n+1 (a). By Lemma 2.3 and the definition of c 3 ,
Summing this inequality over all x ∈ Per n (σ) ∩ σ(Ω) and using the upper bound obtained in the previous case gives
3 ) + log c 1 + 1).
For sufficiently large n,
Using 1 n log Z n (φ) → P (φ) as n → ∞ from Proposition 2.4 we obtain the desired inequality with ℓ = 2. A proof for the case ℓ = 3 is completely analogous.
Proof of (1.2) for weak ⋄ -closed sets. Let X be a finitely primitive countable Markov shift, φ : X → R a continuous function and µ φ a Gibbs measure for the potential φ. Let K ⊂ M be an arbitrary weak ⋄ -closed set. Assume K is weak ⋄ -compact. Let G be an weak ⋄ -open set containing K. To exploit the compactness property we need the lemma below. Proof. For each µ ∈ G there exist an integer q µ ≥ 1, ψ µ,1 , . . . , ψ µ,qµ ∈ C u (X), α µ,1 , . . . , α µ,qµ ∈ R such that µ ∈ M • {ψ µ,p , α µ,p } qµ p=1 ⊂ G. Note that α µ,p < ψ µ,p dµ for every p ∈ {1, . . . , q µ }. Put ǫ µ = Letting ǫ → 0 we obtain lim sup
Since G is an arbitrary weak ⋄ -open set containing K, it follows that lim sup
The last equality is due to the upper semi-continuity of −I in the weak ⋄ -topology. If K is not weak ⋄ -compact, then for each L > 0 it is possible by Proposition 4.1 to choose an weak*-compact set K L such that lim sup
Since the weak*-topology is stronger than the weak ⋄ -one, K L is weak ⋄ -compact. Using the upper bound in the previous case for the weak
Since this holds for every L > 0 we obtain lim sup
This completes the proof of (1.2) for every weak ⋄ -closed set.
Proof of the Main Theorem. In §3 and §4 we have shown Taking the infimum over all weak ⋄ -open sets containing tµ 0 + (1 − t)µ 1 yields I (tµ 0 + (1 − t)µ 1 ) ≤ tI (µ 0 ) + (1 − t)I (µ 1 ).
All that remains is to show the claim. Fix t ∈ [0, 1) and ξ ∈ G 0 . Define f t,ξ : M → M by f t,ξ (ν) = 
