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Abstract
Let PSL(2,Z[i])\PSL(2,C) be the frame bundle of the Picard variety PSL(2,Z[i])\H3, f a smooth function with
compact support defined on PSL(2,Z[i])\PSL(2,C) and M(f, s) the Mellin transform of f , in this note we prove in
the proposition (2.3) that
M(f, s) =
∑
l∈Z
l≥0
l/2∑
k,m=−l/2
k,m∈ l
2
Z
k≡m≡l/2 mod 1
(−1)m−k · T lkk(I)
∫
F
f̂ lk,m(z + λj) · E
l/2
−m,−k(z + λj, s)
dxdydλ
λ3
, (1)
where f̂ lk,m(z + λj) are the Fourier expansion coefficients of f on the fibers, E
l
k,m(g, s) are the Eisenstein series defined
on SL(2,C) using the representations of SU(2) (see formula (26)) and T Lkm are a basis of eigenfunctions for Laplacian
defined on SU(2) (see formula (16)). The previous result is a generalization of the proposition 2.6 in Sarnak [19] for
functions in the unit tangent bundles of a hyperbolic surfaces. Using (1) we can define the micro-local lift dit (to
SL(2,C)) of distribution |E(z + λj, it)|2 dV as follows:
dit := E
(
z + λj, it
) ∑
L∈Z
L≥0
L/2∑
k,m=−L/2
k,m∈ l
2
Z
k≡m≡L/2 mod 1
(−1)m−k · T Lkk (I) · E
L/2
−m,−k
(
z + λj,−it) · T Lkm. (2)
The distribution dit is analogous to the distribution d1/2+it which appears in Zelditch [26] for hyperbolic surfaces.
We use ideas from Luo and Sarnak [13], Jakobson [7] and Koyama [9] to calculate (f, dit) for f a cuspidal form (see
formula 70) and for f an incomplete Eisenstein series (see formula 92). We also establish asymptotic estimates when t
tends to ∞ (propositions (3.2) and (4.3)).
We conjecture that the new positive distribution dFit, constructed with the Friedrichs’ symmetrization technique
applied to dit, satisfies the same asymptotic estimates that dit as in the propositions (3.2) and (4.3). This is what
happens in the case of PSL(2,Z)\PSL(2,R), see Jakobson [7]. This would imply that if Ω1 and Ω2 (vol (Ω2) 6= 0) be
compact Jordan measurable sets in PSL(2,Z[i])\PSL(2,C) then
lim
t→∞
∫
Ω1
dFit∫
Ω2
dFit
=
vol (Ω1)
vol (Ω2)
. (3)
This last assertion is the quantum ergodicity for Eisenstein series on PSL(2,Z[i])\PSL(2,C).
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Introduction
The idea of integrating an invariant function with an Eisenstein series was introduced by Rankin and Selberg. Let
Σ = PSL(2,Z)\H2 the modular surface and f ∈ C∞0 (Σ), the Mellin transform of f in s can be obtained by integrating
f with the Eisenstein series E(z, s) associated with PSL(2,Z). If f ∈ C∞0 (SΣ), with SΣ denote the unit tangent bundle
to Σ, Sarnak [19] gives a similar formula using the Eisenstein series En(g, s) defined on SL(2,R), see Kubota [14] chapter
VI.
Proposition 0.1. (Sarnak) Let f ∈ C∞0 (SΣ) (f is a smooth complex function with compact support) and now we assume
that Σ is a hyperbolic surface of finite area with only one cusp in infinity, s ∈ C such that Re(s) > 1. Consider the Fourier
expansion of f
f(z, θ) =
∑
n∈Z
f̂n(z) e
inθ.
Then
M(f, s) =
∞∑
n=0
∫
D
f̂n(z) · E2n(z, s) dw(z).
We now turn to dimension 3, let M = PSL(2,Z[i])\H3 be the Picard variety. In [18] we prove an analogue of the
proposition (0.1) for functions defined on SM , where SM = PSL(2, Z[i])∗\SH3 (the action is via the differential) and SH3
is the unit tangent bundle to H3. It is then natural to extend the previous result to functions on PSL(2,Z[i])\PSL(2,C).
The formula (1) corresponds to that case.
On the other hand, results of Zelditch’s paper [26] imply that if Σ is the modular surface and ϕj the discrete spectrum
of the hyperbolic Laplacian, that is, ∆ϕj = λjϕj with ∆ = y
2
(
δ2
δx2 +
δ2
δy2
)
, then if Ω (area (Ω) 6= 0) is a compact Jordan
measurable set in X, it exists a subsequence ϕjk such that
lim
k→∞
∫
Ω
|ϕjk |2 dA =
area (Ω)
area (X)
.
For the continuous spectrum of hyperbolic Laplacian given by the Eisenstein series, Luo and Sarnak [13] proved that
for any compact Jordan measurable sets Ω1 and Ω2 (area (Ω2) 6= 0) in Σ is true that
lim
t→∞
∫
Ω1
|E(z, 12 + it)|2 dxdyy2∫
Ω2
|E(z, 12 + it)|2 dxdyy2 = area (Ω1)area (Ω2) , (4)
which follows from ∫
Σ
f(z) · |E(z, 12 + it)|2 dxdyy2 ∼ 48pi ln t
∫
Σ
f(z)
dxdy
y2
. (5)
Jakobson [7] formulated an analog of (5) and then of (4) for PSL(2,Z)\PSL(2,R), for this, it was required a micro-local
lift of the positive distribution |E(z, 12 + it)|2 dA to SΣ. Zelditch [26] gave the following distribution:
d1/2+it = E
(·, 12 + it) ∞∑
k=0
E2k
(·, 12 − it) e−2ikθ. (6)
Zelditch noted that the distribution 1/2+it is not positive. A new positive distribution d
F
1/2+it
built using the Friedrichs’
symmetrization technique is required, see Zelditch [26].
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Theorem 0.2 (Jakobson). Let Ω1 and Ω2 (vol (Ω2) 6= 0) be arbitrary compact Jordan measurable sets in
PSL(2,Z)\PSL(2,R). Then
lim
t→∞
∫
Ω1
dF1/2+it∫
Ω2
dF1/2+it
=
vol (Ω1)
vol (Ω2)
. (7)
Koyama [9] got the analog result at (4) for arithmetic 3-orbifolds MD = PSL(2,OD)\H3 with only one cusp, where
Q(
√−D) be a imaginary quadratic field and OD its ring of integers, this includes the Picard variety that corresponds to
the field Q(
√−1).
Theorem 0.3 (Koyama). Let Ω1 and Ω2 (vol (Ω2) 6= 0) be arbitrary compact Jordan measurable sets in MD. Then
lim
t→∞
∫
Ω1
dηit∫
Ω2
dηit
=
vol (Ω1)
vol (Ω2)
, (8)
where dηit = |E
(
z + λj, 12 + it
)|2 dV with E(z + λj, s) being the Eisenstein series for PSL(2,OD) and dV is the volume
element of H3.
For PSL(2,Z[i])\PSL(2,C) the distribution in (2) is the analogue of the distribution in (6). The formula (7) of
Jakobson’s theorem corresponds to the formula in (3).
In section 1 of preliminaries we recall some concepts such as: Wigner matrix, Eisenstein series and your Fourier
expansion. In section 2 we review the Mellin transform and we prove the formula in (1). In section 3 we will calculate
the interior product (f, dit) for when f is a cusp form and we estimate when t → ∞. In section 4 we consider the case
where f is an incomplete Eisenstein series. In the appendix we gather some auxiliary results.
1. Preliminaries
Let K := Q(
√−1) be an imaginary quadratic field and O = Z[i] its ring of integers. Let Γ˜ := PSL(2,Z[i]) be the
corresponding Bianchi subgroup in PSL(2,C) and Γ = SL(2,Z[i]) the Bianchi subgroup in SL(2,C). The quotient
M = Γ˜\H3 are a tridimensional Bianchi orbifold with only one cusp in ∞. Since PSL(2,C) can be identified with the
orthonormal frame bundle F(H3) of hyperbolic 3-space then F(M) = Γ˜\PSL(2,C) can be identified with the orthonormal
frame bundle of M .
The upper half-space model for hyperbolic space will be used H3:
H3 = {(z, λ) ; z ∈ C, λ ∈ R+} = {(x, y, λ) ; x, y ∈ R, λ > 0},
provided with the hyperbolic Riemannian metric: ds2 = dx
2+dy2+dλ2
λ2 . A point P ∈ H3 is denoted as follows:
P = (z, λ) = z + λj,
where z = x+ iy, λ > 0, and j is the well know quaternion. The groups PSL(2,C) and SL(2,C) act on H3 as follows:(
a b
c d
)
(z + λj) =
(az + b)(c¯z¯ + d¯) + ac¯ λ2
|cz + d|2 + |c|2 λ2 +
λ
|cz + d|2 + |c|2 λ2 j. (9)
Remark 1.1. The action for SL(2,C) is not effective since two matrices that differ by a sign determine the same Mo¨bius
transformation. The group PSL(2,C) acts effectively on H3 by orientation-preserving isometries of the hyperbolic metric.
If g =
(
a b
c d
)
∈ SL(2,C) then by the complex Iwasawa decomposition g can be written in a unique way by the
following formula: (
a b
c d
)
=
(
1 ac¯+bd¯|c|2+|d|2
0 1
)(
1√
|c|2+|d|2 0
0
√|c|2 + |d|2
) d¯√|c|2+|d|2 −c¯√|c|2+|d|2
c√
|c|2+|d|2
d√
|c|2+|d|2
 .
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We call (z, λ,A) the Iwasawa coordinates of g with
z =
ac¯+ bd¯
|c|2 + |d|2 , λ = |c|
2 + |d|2, A =
(
d¯√
λ
−c¯√
λ
c√
λ
d√
λ
)
∈ SU(2). (10)
Using Iwasawa coordinates we can write g as g = n[z] a[ 1λ ]A, where
n[z] :=
(
1 z
0 1
)
a[λ] :=
(√
λ 0
0 1√
λ
)
.
Denote G := SL(2,C) and dg, dk the corresponding Haar measures in G and K respectively that satisfy∫
SU(2)
dk = 1, dg =
dx dy dλ dk
λ3
.
Also will be denoted by dV the hyperbolic volume measure in H3, which is
dV =
dx dy dλ
λ3
.
Let l ∈ 12Z, l ≥ 0, two representations of SU(2) of dimension 2l+1 will be used, for that purpose, we consider vectorial
spaces on C generated by:
V2l := { zl−q ; q ∈ 12Z, q ≡ l mod 1, q ∈ [−l, l] },
V2l := { fm(x, y) ; m ∈ 12Z,m ≡ l mod 1, m ∈ [−l, l] }, where fm(x, y) :=
xl+myl−m√
(l +m)!(l −m)! .
Guleska [5] considers the following representation, K ∈ SU(2) 7−→ σl(K) : V2l −→ V2l given by
σl
(
K[α, β]
)
zl−q :=
(
αz − β)l−q (βz + α)l+q, where K = K[α, β] := ( α β−β α
)
with α, β ∈ C that satisfy |α|2 + |β|2 = 1. We have the next scalar product
〈zl−q, zl−k〉 =
{
0 if k 6= q
(l + q)!(l − q)! if k = q.
Using the basis V2l the functions Φ
l
km : SU(2) −→ C, that are the matrix coefficients of the reprepresentation σl, are
defined by
Φlkm(K) :=
1
(l + k)!(l − k)! 〈σl(K)z
l−m, zl−k〉, ∀K ∈ SU(2).
The basis of functions {Φlkm} in SU(2) is orthogonal, this is∫
SU(2)
Φlkm(K) · Φl′k′m′(K) dk =
1
2l + 1
· (l +m)!(l −m)!
(l + k)!(l − k)! δl,l′ δk,k′δm,m′ . (11)
Wigner [24] uses the next representation, K ∈ SU(2) 7−→ PlK : V2l −→ V2l given by
PlKfm(x, y) := fm
(
K−1
(
x
y
))
.
The functions Ulkm : SU(2) −→ C are determined by the next formula
PlKfm(x, y) =
l∑
k=−l
Ulkm(K) · fk(x, y).
The relationship beetween the matrix coefficients in the different basis is given by
4
Lemma 1.2. Let l, k,m ∈ 12Z, l ≥ 0, such that l ≡ k ≡ m mod 1, k,m ∈ [−l, l]. Then
Φlkm(K) =
√
(l +m)!(l −m)!√
(l + k)!(l − k)! · U
l
km
(
IKI−1
)
, ∀K ∈ SU(2), (12)
where I :=
(
i 0
0 −i
)
.
Proof. Direct calculations.
We remember the double covering epimorphism Φ : SU(2) −→ SO(3) which is denoted for Φ(A) = ΦA, then
ΦAB = ΦA ◦ ΦB , ∀A,B ∈ SU(2). (13)
Φ±I = I, kernel Φ = {I,−I} . (14)
This is of course the spin cover of SO(3). Explicitly, if A =
(
α β
−β α
)
∈ SU(2), then
ΦA =
 Re (α2 − β2) −Im (α2 + β2) 2 Re (αβ)Im (α2 − β2) Re (α2 + β2) 2 Im (αβ)
−2 Re (αβ) 2 Im (αβ) |α|2 − |β|2
 . (15)
A consequence of the Peter-Weyl theorem is that the functions Dlkm : SU(2) −→ C are a basis of L2
(
SU(2), dk
)
. As
in Lachieze-Rey [15], we choose the basis of L2
(
SU(2), dk
)
next:
{ T lkm ; l ∈ Z, l ≥ 0 ; k,m ∈ 12Z, k ≡ m ≡ l2 mod 1, and k,m ∈ [− l2 , l2 ] },
where
T lkm(A) :=
√
l + 1
2pi2
·Dl/2mk
(
Φ(A)
)
, ∀A ∈ SU(2). (16)
Let R ∈ SO(3), we can write R in terms of its Euler angles:
R = ROT (θ, χ, φ) :=
 cos θ sin θ 0− sin θ cos θ 0
0 0 1
cosχ 0 − sinχ0 1 0
sinχ 0 cosχ
 cosφ sinφ 0− sinφ cosφ 0
0 0 1
 ,
with θ ∈ [0, 2pi), χ ∈ [0, pi], φ ∈ [−2pi, 2pi). In addition we have,
Dlkm
(
R
)
= Dlkm
(
ROT (θ, χ, φ)
)
= eikθ dlkm(χ) e
imφ, (17)
where dlkm(χ) is Wigner small d-matrix. We refer to the book of Wigner [24] in order to see how the coefficients D
l
km
(
R
)
are deduced.
Later we use the following property of Wigner matrices. Let R, T ∈ SO(3), l, k,m ∈ 12Z, l ≥ 0 and such that
k,m ∈ [−l, l]. Then
Dlkm(R ◦ T ) =
l∑
a=−l
a∈ 12Z
a≡l mod 1
Dlka(R) ·Dlam(T ). (18)
This is a consequence of the fact that for fixed l, the entries Dlbm are the coefficients of a representation.
In order to see how the basis changes {T lkm} under rotations, we remember the action of SU(2) in the smooth functions
defined in SU(2)
A ∈ SU(2) 7−→ RA : C∞
(
SU(2)
) −→ C∞(SU(2))
5
by
RA : f 7−→ RAf with RAf(K) := f(A−1K), ∀f ∈ C∞
(
SU(2)
)
, ∀K ∈ SU(2). (19)
Then,
RA−1 T lkm(K) =
√
l + 1
2pi2
·Dl/2mk
(
Φ(AK)
)
, ∀A,K ∈ SU(2). (20)
Replacing (16) and (20) in (18) it is concluded that the basis {T lkm} changes under rotations according to the next
formula:
RA−1T lkm =
l/2∑
a=−l/2
a∈ 12Z
a≡l/2 mod 1
D
l/2
ma
(
Φ(A)
) · T lka, ∀A ∈ SU(2). (21)
Now we remember other properties of Wigner matrix that we further use
Ulkm
(
K
)
= Dlkm
(
Φ(K)
)
, ∀K ∈ SU(2). (22)
Dlkm
(
Φ(IKI−1)
)
= (−1)m−k ·Dlkm
(
Φ(K)
)
, ∀K ∈ SU(2). (23)
Dlkm
(
Φ(K)−1
)
= (−1)m−k ·Dl−m,−k
(
Φ(K)
)
= Dlmk
(
Φ(K)
)
, ∀K ∈ SU(2). (24)
Let l, k,m ∈ 12Z, l ≥ 0, l ≡ k ≡ m mod 1 and such that k,m ∈ [−l, l]. We denote by Γ′∞\Γ the set of right cosets of
Γ′∞ in Γ. We remember that Γ
′
∞ is the maximal unipotent subgroup, i.e.,
Γ′∞ =
{(
1 z
0 1
)
; z ∈ Z[i]
}
.
If s ∈ C is such that Re(s) > 1, f lkm(·, s) : SL(2,C) −→ C is defined by the formula:
f lkm(g, s) := D
l
km
(
ΦT (g)−1
)
Im g(j)1+s. (25)
The Eisenstein series Elkm(·, s) : SL(2,C) −→ C associated to Γ at the cusp ∞ are defined by the following formula:
Elkm(g, s) :=
∑
σ∈Γ′∞\Γ
f lkm(σg, s). (26)
Remark 1.3. In [18] the previous series are denoted as Êlkm(g, s). Furthermore, we omit the factor
1
[Γ∞:Γ′∞]
that appears
in this work.
The series Elkm(g, s) are well defined, they are convergent to Re(s) > 1 and are invariants under Γ. So we define the
series Elkm(·, s) : H3 −→ C associated to Γ at the cusp ∞ by the formula:
Elkm(z + λj, s) := E
l
km
(
n[z]a[λ], s). (27)
The identity (27) implies that the series Elkm(z+λj, s) are well defined and are convergent in the half-plane Re(s) > 1.
Although Elkm(z + λj, s) do not define in general (except for l = k = m = 0) Eisenstein series in H3 (since they are not
invariant under Γ), they do admit a Fourier expansion.
In [12] Langlands developed the general theory of Eisenstein series, proving that they satisfy a functional equation and
the analytic or meromorphic continuation of Elkm(g, s) with respect s to all the complex plane. Also, since the Bianchi
groups are special, the analytic or meromorphic continuation can be obtained without using the Langlands work, see [1],
page 44, for a proof in our particular case Γ = PSL(2,Z[i]).
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In the following sections, the Fourier expansion of the series Elkm(z + λj, s) will be used, before this, it is necessary to
recall some important facts. Let n ∈ 4Z, we define a Hecke character χn for Q(
√−1) as follows:
χn
(
(c)
)
:=
(
c
|c|
)n
, 0 6= c ∈ Z[i],
and where (c) denotes the ideal generated by c. The Hecke L function L(s, χn) are defined by:
L(s, χn) =
∑
a
χn(a)[
N(a)
]s = ∏
p∈Z[i]
p primo
1
1− χn
(
(p)
) · |p|−2s ,
for s ∈ C such that Re(s) > 1 and the sum runs over all integral ideals a not zero of Z[i]. We denoted by ζK(s) to the
Dedekind zeta function associated to Q
√−1. In particular, L(s, χ0) = ζK(s).
The Fourier expansion of series Elk,m(z + λj, s) (see Guleska [5] or Watt [23], page 17) is given by:
Elk,m(z + λj, s) = δk,m [Γ∞ : Γ
′
∞]B
l
km λ
1+s + (−1)m+|m|pi Γ(1 + l − s) Γ(|m|+ s)
Γ(1 + l + s) Γ(1 + |m| − s)
L
(
s, χ2m
)
L(s+ 1, χ2m)
δ−k,mBlkm λ
1−s
+ (−1)l+m i−k−m (2pi)sBlkm
∑
06=w∈Λ′
Dm(−w; s) · |w|s−1 · e−4piiRe(wz)
( w
|w|
)−k−m
·
l− 12 (|k+m|+|k−m|)∑
u=0
(−1)u ξl−m(−k, u)
(
2pi|w|λ)1+l−u
Γ(1 + l + s− u) ·Ks+l−|k+m|−u
(
4pi|w|λ),
with Λ := Z[i] and
Λ′ := {z ∈ C ; Re(zα) ∈ 12Z ∀α ∈ Λ} = 12 Z[i],
Dk(w; s) :=
∑
∗ ∗
c d
∈R
1
|c|2+2s
(
c
|c|
)2k
· e4piiRe(w dc ), ∀k ∈ Z (28)
where
R :=
{(∗ ∗
c d
)
∈ Γ ; c 6= 0, d mod c
}
,
and
ξlk(v, u) :=
u!(2l − u)!
(l + k)!(l − k)!
(
l − 12 (|v + k|+ |v − k|)
u
)(
l − 12 (|v + k| − |v − k|)
u
)
, Blkm :=
√
(l +m)!(l −m)!√
(l + k)!(l − k)! .
We remember that for ν ∈ C a twisted divisor function is given by
σν(w, p) :=
1
4
∑
d|w
χ4p
(
(d)
) · |d|2ν , ∀w ∈ Z[i], ∀p ∈ Z. (29)
For any k ∈ 2Z
Dp(w; s) = 16
L(1 + s, χ2p)
·
{
σ−s(2w, p2 ) if w 6= 0, Re(s) > 0
1
4 L(s, χ2p) if w = 0, Re(s) < 1.
(30)
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2. Mellin transform
The aim in this section is to prove the formula in (1). Before we require some notation. Let (q, η) ∈ H3, F(q,η) :=
{n[q]a[η]K ; K ∈ SU(2) }, the “fiber” of (q, η) in G, and consider the natural diffeomorphism Ψ(q,η) : F(q,η) −→ SU(2)
defined by Ψ(q,η)
(
n[q]a[η]K
)
= K.
For γ ∈ G, Mγ(q + ηj) : SU(2) −→ SU(2) is the function defined as follows:
Mγ(q + ηj)K := T
(
γ n[q]a[η]K
)
= T
(
γ n[q]a[η]
)
K, ∀K ∈ SU(2).
Let f ∈ C∞(Γ\G), equivalently, f : G −→ C (use the same letter) is a smooth function and Γ invariant. This is,
f(g) = f(γg), ∀γ ∈ Γ,∀g ∈ G ⇐⇒
f
(
n[z]a[λ]K
)
= f
(
n[z′]a[λ′]Mγ(z + λj)K
)
, where z′ + λ′j = γ(z + λj), ∀z + λj ∈ H3, ∀γ ∈ Γ, ∀K ∈ SU(2). (31)
Given that G ∼= H3 × SU(2) also use the notation
f
(
z + λj,K
)
= f
(
γ(z + λj),Mγ(z + λj)K
)
, ∀z + λj ∈ H3, ∀γ ∈ Γ, ∀K ∈ SU(2).
On the other hand, restricting f to the fibers we have that f ◦Ψ−1(z,λ) : SU(2) ∼=
difeo.
S3 −→ C for every (z, λ) ∈ H3, for
which, suposing that f ◦Ψ−1(z,λ) admits a Laplace series, we have the following expansion:
f ◦Ψ−1(z,λ)(K) =
∑
l∈Z
l≥0
l/2∑
k,m=−l/2
k,m∈ 12Z
k≡m≡l/2 mod 1
f̂ lk,m(z + λj) · T lkm(K) (32)
where
f̂ lk,m(z + λj) = 2pi
2
∫
SU(2)
f ◦Ψ−1(z,λ)(K) · T lkm(K) dk. (33)
Let γ ∈ Γ, for (33)
f̂ lk,m
(
γ(z + λj)
)
= 2pi2
∫
SU(2)
f ◦Ψ−1γ(z,λ)(K) · T lkm(K) dk, (34)
however for (31)
f ◦Ψ−1γ(z,λ) = f ◦Ψ−1(z,λ) ◦Mγ(z + λj)−1. (35)
Replacing (35) in (34)
f̂ lk,m
(
γ(z + λj)
)
= 2pi2
∫
SU(2)
f ◦Ψ−1(z,λ)
[
Mγ(z + λj)
−1K
] · T lkm(K) dk. (36)
We make the variable change in SU(2) given by
Mγ(z + λj)
−1K = K ′. (37)
However if γ =
(
a b
c d
)
∈ SL(2,C) is direct to verify that
Mγ(z + λj)K
′ =
1
v
(
cz + d −λ c
λ c cz + d
)
K ′, ∀K ′ ∈ SU(2),
where v :=
√
λ2|c|2 + |cz + d|2. Therefore
Mγ(z + λj)K
′ = T (γg) K ′, ∀K ′ ∈ SU(2), (38)
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with g := n[z]a[λ].
We revisit the integral of f̂ lk,m
(
γ(z + λj)
)
. Replacing (37) in the equation (36)
f̂ lk,m
(
γ(z + λj)
)
= 2pi2
∫
SU(2)
f ◦Ψ−1(z,λ)(K ′) · T lkm
(
Mγ(z + λj)K ′
)
dk′. (39)
Using the identity (38) and (19) it is known that
T lkm
(
Mγ(z + λj)K
′) = RT (γg)−1T lkm(K ′). (40)
As see in (21), the basis of the {T lkm} changes under rotations according to the following formula:
RT (γg)−1T lkm =
l/2∑
u=−l/2
u∈ 12Z
u≡l/2 mod 1
D
l/2
mu
(
ΦT (γg)
) · T lku. (41)
Summarizing, of (40) and (41),
T lkm
(
Mγ(z + λj)K
′) = l/2∑
u=−l/2
u∈ 12Z
u≡l/2 mod 1
D
l/2
mu
(
ΦT (γg)
) · T lku(K ′). (42)
Replacing (42), (33) and (24) in (39) it is obtained
Lemma 2.1. Let z + λj ∈ H3, f ∈ C∞0
(
Γ\G), γ ∈ Γ. For l ∈ Z, l ≥ 0, k,m ∈ 12Z, k,m ∈ [− l2 , l2 ] and k ≡ m ≡ l2 mod 1
it is true that
f̂ lk,m
(
γ(z + λj)
)
=
l/2∑
u=−l/2
u∈ 12Z
u≡l/2 mod 1
(−1)u−m Dl/2−u,−m
(
ΦT (γg)−1
) · f̂ lk,u(z + λj).
Some known facts about the Mellin transform are recalled. For every λ ∈ R with λ > 0 consider the surface:
Sλ := {(z + λj, I) ; z ∈ C} ⊂ G.
Sλ passes to the quotient Γ\G as a closed orbifold denoted by T˜λ.
Definition. Let λ ∈ R such that λ > 0, the probability measure ν(λ) located at T˜λ ⊂ Γ\G are defined as follows:
ν(λ)(f) :=
∫
R2/Z[i]
f(z + λj, I) dxdy, ∀f ∈ C∞0 (Γ\G).
Definition 2.2. If s ∈ C such that Re(s) > 1, the Mellin transform M(f, s) of f ∈ C∞0 (Γ\G) is defined by the following
equality:
M(f, s) :=
∫ ∞
0
ν(λ)(f)λs−2dλ =
∫ ∞
0
∫
R2/Z[i]
f(z + λj, I)λs+1
dxdydλ
λ3
, z = x+ iy.
Let S = { (z, λ) ∈ H3; z ∈ [− 12 , 12 ]2 }, the next identity is true
S =
⋃
σ ∈Γ′∞\Γ
σ(F ), (43)
where F := {(z, λ) ∈ H3; z ∈ [− 12 , 12 ]2 , |z|2 + λ2 ≥ 1}.
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Proposition 2.3. Let f ∈ C∞0
(
Γ\G), s ∈ C such that Re(s) > 1. Then
M(f, s) =
∑
l∈Z
l≥0
l/2∑
k,u=−l/2
k≡u≡l/2 mod 1
(−1)u−k · T lkk(I)
∫
F
f̂ lk,u(z + λj) · E
l/2
−u,−k(z + λj, s)
dxdydλ
λ3
.
Proof. It is first observed that for (32)
f
(
z + λj, I
)
=
∑
l∈Z
l≥0
l/2∑
k=−l/2
k∈ 12Z
k≡l/2 mod 1
f̂ lk,k(z + λj) · T lkk(I). (44)
There is the following chain of equalities:
M(f, s) =
∫ ∞
0
∫
[−1/2,1/2]2
f(z + λj, I) Im (z + λj)1+s
dxdydλ
λ3
definition (2.2)
=
∑
l∈Z
l≥0
l/2∑
k=−l/2
k∈ 12Z
k≡l/2 mod 1
T lkk(I)
∫
S
f̂ lk,k(z + λj) Im (z + λj)
1+s dxdydλ
λ3
by (44)
=
∑
l∈Z
l≥0
l/2∑
k=−l/2
k∈ 12Z
k≡l/2 mod 1
T lkk(I)
∑
σ ∈Γ′∞\Γ
∫
σ(F )
f̂ lk,k(z + λj) Im (z + λj)
1+s dxdydλ
λ3
. by (43) (45)
Now we take care of the integral obtained in the equation (45), for that we consider the next variable change:
z + λj = σ(z′ + λ′j), z′ = x′ + iy.
As σ : F −→ σ(F ) is an isometry, it is followed that:∫
σ(F )
f̂ lk,k(z + λj) Im (z + λj)
1+s dxdydλ
λ3
=
∫
F
f̂ lk,k
(
σ(z′ + λ′j)
)
Imσ(z′ + λ′j)1+s
dx′dy′dλ′
λ′3
.
However for the lemma (2.1)∫
σ(F )
f̂ lk,k(z+λj) Im (z+λj)
1+s dxdydλ
λ3
=
l/2∑
u=−l/2
u∈ 12Z
u≡l/2 mod 1
(−1)u−k
∫
F
D
l/2
−u,−k
(
ΦT (σg)−1
)·f̂ lk,u(z+λj) Imσ(z+λj)1+s dxdydλλ3 .
(46)
Replacing the identity (46) in the equation (45) it is obtained the first identity of the following:
M(f, s) =
∑
l∈Z
l≥0
l/2∑
k,u=−l/2
k,u∈ 12Z
k≡u≡l/2 mod 1
(−1)u−k · T lkk(I)
∫
F
f̂ lk,u(z + λj)
[ ∑
σ ∈Γ′∞\Γ
D
l/2
−u,−k
(
ΦT (σg)−1
)
Imσ(z + λj)1+s
]
dxdydλ
λ3
=
∑
l∈Z
l≥0
l/2∑
k,u=−l/2
k,u∈ 12Z
k≡u≡l/2 mod 1
(−1)u−k · T lkk(I)
∫
F
f̂ lk,u(z + λj) · E
l/2
−u,−k(z + λj, s)
dxdydλ
λ3
.
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3. Cusp forms
We remember that the aim in this section is to encounter a formula for the inner product
(
F lp,q, dit
)
, we also see that
lim
t→∞
(
F lp,q, dit
)
= 0.
The following version of cusp forms is taken like Bruggeman and Motohashi [1], see formula 5.35 and lemma 5.1. It is
also useful for the next definition the lemma 5.2.1 in Guleska [5].
Definition 3.1. Let l, p, q ∈ 12Z, l ≥ 0, such that p, q ∈ [−l, l], p ≡ q ≡ l mod 1. The cusp form F lp,q : Γ\G −→ C
associated to the value λ̂ (with 14 + r
2 = λ̂) is given for the following formula:
F lp,q
(
z + λj,K
)
= F lp,q
(
n[z]a[λ]K
)
=
∑
06=w∈Λ
l∑
a=−l
a∈1/2Z
a≡l mod 1
c(w) jwa (ir;λ) e
2piiRe(wz) Φlaq(K), (47)
where
jwa (s;λ) := 2 (−1)l−p pis |w|s−1
(
iw
|w|
)−p−a
· W la(s, p; |w|λ2 ), (48)
moreover
W la(s, p;λ) :=
l− 12 (|a+p|+|a−p|)∑
v=0
(−1)v ξlp(a, v)
(
2piλ
)l+1−v
Γ(1 + l + s− v) ·Ks+l−|a+p|−v
(
4piλ
)
. (49)
The associated L-function to the cusp form F lp,q twisted by χm, an Hecke character for KD, is given by the formula:
L(s, F lp,q, χm) =
∑
(w)
c(w) · χm
(
(w)
)
|w|2s =
∏
p∈Z[i]
p primo
(
1− c(p) · χm(p)|p|2s +
χm(p)
2
|p|4s
)−1
,
the sum is over all the integral ideals (w) not zero of Z[i].
The cusp form in (47) for K = I is given by
F lp,q
(
z + λj, I
)
=
∑
06=w∈Λ
l∑
a=−l
a∈1/2Z
a≡l mod 1
c(w) jwa (ir;λ) e
2piiRe(wz) Φlaq(I) =
∑
0 6=w∈Λ′
c(w) jwq (ir;λ) e
2piiRe(wz). (50)
Later, of (50) and (47) it is seen that the following equation is valid for K ∈ SU(2) arbitrary
F lp,q
(
z + λj,K
)
=
l∑
a=−l
a∈1/2Z
a≡l mod 1
Φlaq(K) · F lp,a
(
z + λj, I
)
. (51)
So for the identity in (2) we have that
(
F lp,q, dit
)
=
∫
Γ\G
F lp,q
(
z + λj,K
) · E(z + λj, it) ∑
L∈Z
L≥0
L/2∑
k,m=−L/2
k≡m≡L/2 mod 1
(−1)m−k · T Lkk (I) · E
L/2
−m,−k
(
z + λj,−it) · T Lkm(K) dg
=
∫
Γ\H3
E
(
z + λj, it
) l∑
a=−l
a∈1/2Z
a≡l mod 1
∑
L∈Z
L≥0
L/2∑
k,m=−L/2
k≡m≡L/2 mod 1
(−1)m−k · T Lkk (I) · E
L/2
−m,−k
(
z + λj,−it) · F lp,a(z + λj, I)
[ ∫
SU(2)
Φlaq(K) · T Lkm(K) dk
]
dV. by (51) (52)
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Seen the integral between brackets, for the identities (16), (12) and (11) it is true that∫
SU(2)
Φlaq(K) · T Lkm(K) dk = (−1)m−k · T 2lqq (I) ·
√
(l + q)!(l − q)!√
(l + a)!(l − a)! ·
1
2l + 1
· δl,L2 δa,m δq,k. (53)
Replacing (53) in (52) we obtain that
(
F lp,q, dit
)
=
1
2pi2
l∑
a=−l
a∈1/2Z
a≡l mod 1
√
(l + q)!(l − q)!√
(l + a)!(l − a)!
∫
Γ\H3
E
(
z + λj, it
) · El−a,−q(z + λj,−it) · F lp,a(z + λj, I) dV. (54)
We make the following change of variable
σ(z + λj) = z′ + λ′j ⇐⇒ z + λj = σ−1(z′ + λ′j).
Therefore
n[z]a[λ] = σ−1 n[z′]a[λ′]A−1,
where A := T
(
σ−1 n[z′]a[λ′]
)
. Then the inner product is given by
1
2pi2
l∑
a=−l
a∈1/2Z
a≡l mod 1
√
(l + q)!(l − q)!√
(l + a)!(l − a)!
∫
σ(Γ\H3)
E
(
σ−1(z′ + λ′j), it
) ∑
σ ∈Γ′∞\Γ
Dl−a,−q
(
ΦT (n[z′]a[λ′]A−1)−1
)
Im (z′ + λ′j)1−it · F lp,a
(
σ−1 n[z′]a[λ′]A−1
) dx′dy′dλ′
λ′3
.
Now, for the invariance of the Eisenstein series and the functions F lp,a the inner product is
1
2pi2
l∑
a=−l
a∈1/2Z
a≡l mod 1
√
(l + q)!(l − q)!√
(l + a)!(l − a)!
∫
σ(Γ\H3)
E
(
z′+λ′j, it
) ∑
σ∈Γ′∞\Γ
Dl−a,−q
(
Φ(A)
)
λ′1−it ·F lp,a
(
n[z′]a[λ′]A−1
) dx′dy′dλ′
λ′3
. (55)
For (51)
F lp,a
(
n[z′]a[λ′]A−1
)
=
l∑
u=−l
u∈1/2Z
u≡l mod 1
Φlua
(
A−1
) · F lp,u(z′ + λ′j, I). (56)
Replacing (56) in (55), the inner product is given by
1
2pi2
l∑
a=−l
a∈1/2Z
a≡l mod 1
√
(l + q)!(l − q)!√
(l + a)!(l − a)!
l∑
u=−l
u∈1/2Z
u≡l mod 1
∑
σ ∈Γ′∞\Γ
∫
σ(Γ\H3)
E
(
z′ + λ′j, it
) ·Dl−a,−q(Φ(A)) · λ′1−it · Φlua(A−1) · F lp,u(z′ + λ′j, I) dx′dy′dλ′λ′3
=
1
2pi2
l∑
u=−l
u∈1/2Z
u≡l mod 1
∑
σ ∈Γ′∞\Γ
12
∫
σ(Γ\H3)
E
(
z + λj, it
) · F lp,u(z + λj, I) · λ1−it
[
l∑
a=−l
a∈1/2Z
a≡l mod 1
√
(l + q)!(l − q)!√
(l + a)!(l − a)! ·D
l−a,−q
(
Φ(A)
) · Φlua(A−1)
]
dxdydλ
λ3
. (57)
Now we solve the summation between brackets, using (12), (24) and (18) we obtain
l∑
a=−l
a∈1/2Z
a≡l mod 1
√
(l + q)!(l − q)!√
(l + a)!(l − a)! ·D
l−a,−q
(
Φ(A)
) · Φlua(A−1) = δuq. (58)
Then, replacing (58) in (57) we have(
F lp,q, dit
)
=
1
2pi2
∑
σ∈Γ′∞\Γ
∫
σ(Γ\H3)
E
(
z + λj, it
) · F lp,q(z + λj, I) · λ1−it dxdydλλ3
=
1
2pi2
∫
Γ′∞\H3
E
(
z + λj, it
) · F lp,q(z + λj, I) · λ1−it dxdydλλ3 . (59)
For (50) and (48)
F lp,q
(
z + λj, I
)
=
∑
06=w∈Λ
2 (−1)l−p piir c(w) |w|ir−1
(
iw
|w|
)−p−q
· W lq(ir, p; |w|λ2 ) · e2piiRe(wz). (60)
Replacing (60) in (59)
(
F lp,q, dit
)
=
1
pi2
∑
06=w∈Λ
(−1)l−p piir c(w) |w|ir−1
(
iw
|w|
)−p−q
·
∫ ∞
0
W lq(ir, p; |w|λ2 ) · λ1−it
[∫
[0,1]2
E
(
z + λj, it
) · e2piiRe(wz) dxdy] dλ
λ3
. (61)
The Fourier expansion of the clasical Eisenstein series evaluated in s = it (with t 6= 0) is given by:
E(z + λj, it) = [Γ∞ : Γ′∞] λ
1+it − ipi
t
ζK(it)
ζK(1 + it)
· λ1−it
+
(2pi)1+it λ
Γ(1 + it)
∑
0 6=α∈Λ′
D0(−α; it) · |α|it ·Kit
(
4pi|α|λ) · e−4piiRe(αz).
Then ∫
[0,1]2
E
(
z + λj, it
) · e2piiRe(wz) dxdy = 2pi1+it λ
Γ(1 + it)
D0(−w2 ; it) · |w|it ·Kit
(
2pi|w|λ). (62)
Replacing (62) in (61) is followed that
(
F lp,q, dit
)
=
2pi−1+it+ir
Γ(1 + it)
(−1)l−p i−p−q
[ ∑
06=w∈Λ
c(w) |w|−1+ir+itD0(−w2 ; it)
(
w
|w|
)−p−q]
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·
∫ ∞
0
W lq(ir, p; |w|λ2 ) ·Kit
(
2pi|w|λ) · λ−1−it dλ. (63)
Nevertheless for (49)
W lq(ir, p; |w|λ2 ) =
l− 12 (|q+p|+|q−p|)∑
v=0
(−1)v ξlp(q, v)
(
pi|w|λ)1+l−v
Γ(1 + l − v + ir) ·Kl−|q+p|−v+ir (2pi|w|λ). (64)
Replacing the equality (64) in (63) we obtain that
(
F lp,q, dit
)
=
2pil+it+ir
Γ(1 + it)
(−1)l−p i−p−q
l− 12 (|q+p|+|q−p|)∑
v=0
(−pi)−v ξlp(q, v)
Γ(1 + l − v + ir)[ ∑
06=w∈Λ
c(w) |w|l−v+ir+itD0(−w2 ; it)
(
w
|w|
)−p−q] ∫ ∞
0
λl−v−it ·Kl−|q+p|−v+ir (2pi|w|λ) ·Kit
(
2pi|w|λ) dλ.
Changing the variable x = 2pi|w|λ,
(
F lp,q, dit
)
=
2−l+it pi−1+ir+2it
Γ(1 + it)
(−1)l−p i−p−q
l− 12 (|q+p|+|q−p|)∑
v=0
(−2)v ξlp(q, v)
Γ(1 + l − v + ir)[ ∑
06=w∈Λ
c(w) |w|−1+ir+2itD0(−w2 ; it)
(
w
|w|
)−p−q] ∫ ∞
0
xl−v−it ·Kl−|q+p|−v+ir (x) ·Kit(x) dx. (65)
The integral at the end of the last expression can be found in [4] page 692.∫ ∞
0
x−z ·Kµ(x) ·Kν(x) dx = 2
−2−z
Γ(1− z)Γ
(
1−z+µ+ν
2
)
Γ
(
1−z−µ+ν
2
)
Γ
(
1−z+µ−ν
2
)
Γ
(
1−z−µ−ν
2
) ·F ( 1−z+µ+ν2 , 1−z−µ+ν2 ; 1−z; 0),
for Re(z) < 1− |Re(µ)| − |Re(ν)|. Particularly,∫ ∞
0
xl−v−it ·Kl−|q+p|−v+ir (x) ·Kit
(
x
)
dx =
2l−2−v−it
Γ(l + 1− v − it)
· Γ( 12 + l − v − 12 |q + p|+ ir2 ) · Γ( 12 + 12 |q + p| − ir2 ) · Γ( 12 + l − v − 12 |q + p| − it+ ir2 ) · Γ( 12 + 12 |q + p| − it− ir2 ). (66)
On the other hand, for (30)
S :=
∑
06=w∈Λ
c(w) |w|−1+ir+2itD0(−w2 ; it)
(
w
|w|
)−p−q
=
42
ζK(1 + it)
∑
06=w∈Λ
c(w) |w|−1+ir+2it
(
w
|w|
)−p−q
σ−it(w, 0). (67)
However, for the lemma (5.5)∑
06=w∈Z[i]
c(w) · |w|s ·
(
w
|w|
)α
· σν(w, 0) = 1
4
L(− s2 , φ, χα)L(− s2 − ν, φ, χα)
L(−s− ν, χ2α) . (68)
Then, replacing (68) in (67) it follows that
S =
4
ζK(1 + it)
· L(
1
2 − ir2 − it, F lp,q, χ−p−q) · L( 12 − ir2 , F lp,q, χ−p−q)
L(1− ir − it, χ−2p−2q) . (69)
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Finally, replacing (66) and (69) in (65) we obtain(
F lp,q, dit
)
= (−1)l−p i−p−q pi
−1+ir+2it
Γ(1 + it)
L( 12 − ir2 − it, F lp,q, χ−p−q) · L( 12 − ir2 , F lp,q, χ−p−q) · Γ
(
1
2 +
1
2 |q + p| − ir2
) · Γ( 12 + 12 |q + p| − ir2 − it)
ζK(1 + it) · L(1− ir − it, χ−2p−2q)
l− 12 (|q+p|+|q−p|)∑
v=0
(−1)v ξlp(q, v) ·
Γ
(
1
2 + l − v − 12 |q + p|+ ir2
) · Γ( 12 + l − v − 12 |q + p|+ ir2 − it)
Γ(1 + l − v + ir) · Γ(1 + l − v − it) . (70)
For the Stirling’s formula |Γ(σ ± it)| ∼ √2pi e−pi2 |t| |t|σ−
1
2 as t −→ ∞. Then, the absolute value of gamma factors in
(70) where appears t satisfy that
 t−1 as t −→∞. (71)
It is known that the Dedekind zeta function in (70) is estimated as follows:
t−  |ζK(1 + it)|  t, ∀ > 0. (72)
The results of Michel and Venkatesh [16] and Garrett and Diaconu [3] proved that exists δ > 0 such that for every
 > 0
L( 12 − it, F lp,q, χα)F lp,q,,χα |t|
1−δ+
as t −→∞. (73)
The estimates (71), (72) and (73) in the formula (70) show the next:
Proposition 3.2. We have that
lim
t→∞
(
F lp,q, dit
)
= 0.
4. Incomplete Eisenstein Series
Let ψ(λ) ∈ C∞0 ((0,∞)) be a rapidly decreasing function at 0 and ∞. Consider the Mellin transform of ψ
H(s) =
∫ ∞
0
ψ(λ)λ−s
dλ
λ
. (74)
H(s) is of Schwartz class in t for each vertical line σ + it, we denote such line by (σ).
The Mellin inversion formula affirms that
ψ(λ) =
1
2pii
∫
(σ)
H(s)λs ds (75)
for any σ ∈ R.
Definition 4.1. Let l, a, b ∈ 12Z, l ≥ 0, such that l ≡ a ≡ b mod 1 with a, b ∈ [−l, l], the incomplete Eisenstein series
associated to ψ, denoted F la,b(ψ), are given by
F la,b(ψ)(g) :=
∑
σ∈Γ′∞\Γ
Dlab
(
ΦT (σg)−1
)
ψ
(
Imσg(j)
)
=
1
2pii
∫
(3)
H(s) · Elab(g, s− 1) ds.
Remark 4.2. It will be used too the notation F la,b(ψ)(g) = F
l
a,b(ψ)(z + λj,K).
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For (120)
F la,b(ψ)(z + λj,K) =
1
2pii
l∑
r=−l
r∈ 12Z
r≡l mod 1
Dlar
(
Φ(K)−1
) ∫
(3)
H(s) · Elrb(z + λj, s− 1) ds. (76)
We have to
(
F la,b(ψ), dit
)
=
∫
Γ\G
F la,b(ψ)
(
z + λj,K
) · E(z + λj, it) ∑
L∈Z
L≥0
L/2∑
k,m=−L/2
k,m∈ 12Z
k≡m≡L/2 mod 1
(−1)m−k · T Lkk (I) · E
L/2
−m,−k
(
z + λj,−it) · T Lkm(K) dg
=
∫
Γ\G
(
1
2pii
l∑
r=−l
r∈ 12Z
r≡l mod 1
Dlar
(
Φ(K)−1
) ∫
(3)
H(s) · Elrb(z + λj, s− 1) ds
)
E
(
z + λj, it
)
·
∑
L∈Z
L≥0
L/2∑
k,m=−L/2
k,m∈ 12Z
k≡m≡L/2 mod 1
(−1)m−k · T Lkk (I) · E
L/2
−m,−k
(
z + λj,−it) · T Lkm(K) dg por (76)
=
l∑
r=−l
r∈ 12Z
r≡l mod 1
∫
(3)
1
2pii
H(s)
∫
Γ\H3
Elrb(z + λj, s− 1) · E
(
z + λj, it
)∑
L∈Z
L≥0
L/2∑
k,m=−L/2
k,m∈ 12Z
k≡m≡L/2 mod 1
(−1)m−k · T Lkk (I) · E
L/2
−m,−k
(
z + λj,−it)
[ ∫
SU(2)
Dlar
(
Φ(K)−1
) · T Lkm(K) dk]dV ds. (77)
Working now with the integral in SU(2) of the equation (77). Using the identities (24), (12), (16) y (11) it is seen that∫
SU(2)
Dlar
(
Φ(K)−1
) · T Lkm(K) dk = 1√2pi√2l + 1 δl,L/2 δr,m δa,k. (78)
As a consequence, replacing (78) in (77) the inner product is:
1√
2pi
√
2l + 1
∫
(3)
1
2pii
H(s)
∫
Γ\H3
E
(
z + λj, it
) l∑
m=−l
m∈ 12Z
m≡l mod 1
(−1)m−a · T 2laa (I) · Elmb(z + λj, s− 1) · El−m,−a
(
z + λj,−it)dV ds
and developing Elmb(z + λj, s− 1),
=
1
2pi2
∫
(3)
1
2pii
H(s)
∫
Γ\H3
E
(
z + λj, it
) l∑
m=−l
m∈ 12Z
m≡l mod 1
(−1)m−a
∑
σ ∈Γ′∞\Γ
Dlmb
(
ΦT (σn[z]a[λ])−1
)
· Imσ(z + λj)s · El−m,−a
(
z + λj,−it) dV ds. (79)
As earlier, we make the variable change
σ(z + λj) = z′ + λ′j ⇐⇒ z + λj = σ−1(z′ + λ′j).
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So that
n[z]a[λ] = σ−1 n[z′]a[λ′]A−1,
with A := T
(
σ−1 n[z′]a[λ′]
)
. Using the invariance for the Eisenstein series we have that the integral in (79) is∫
(3)
1
2pii
H(s)
∑
σ ∈Γ′∞\Γ
∫
σ(Γ\H3)
E
(
z′+λ′j, it
) l∑
m=−l
m∈ 12Z
m≡l mod 1
(−1)m−a ·Dlmb
(
Φ(A)
)
λ′s ·El−m,−a
(
n[z′]a[λ′]A−1,−it)dV ds. (80)
For (120)
El−m,−a
(
n[z′]a[λ′]A−1,−it) = l∑
u=−l
u∈ 12Z
u≡l mod 1
Dl−m,u
(
Φ(A)
) · Elu,−a(z′ + λ′j,−it). (81)
Replacing (81) in (80)
I(t) :=
1
2pi2
∫
(3)
1
2pii
H(s)
∑
σ∈Γ′∞\Γ
∫
σ(Γ\H3)
E
(
z′ + λ′j, it
) l∑
m=−l
m∈ 12Z
m≡l mod 1
(−1)m−a ·Dlmb
(
Φ(A)
) · λ′s
·
l∑
u=−l
u∈ 12Z
u≡l mod 1
Dl−m,u
(
Φ(A)
) · Elu,−a(z′ + λ′j,−it)dV ds
=
1
2pi2
∫
(3)
1
2pii
H(s)
∑
σ∈Γ′∞\Γ
∫
σ(Γ\H3)
λ′s · E(z′ + λ′j, it) l∑
u=−l
u∈ 12Z
u≡l mod 1
Elu,−a(z
′ + λ′j,−it)
[ l∑
m=−l
m∈ 12Z
m≡l mod 1
(−1)m−a ·Dlmb
(
Φ(A)
) ·Dl−m,u(Φ(A)) ] dV ds. (82)
Now we take care of the sum in (82) between brackets, for (24) and (18)
l∑
m=−l
m∈ 12Z
m≡l mod 1
(−1)m−a ·Dlmb
(
Φ(A)
) ·Dl−m,u(Φ(A)) = (−1)a+b · δu,−b. (83)
Then, replacing (83) in (82)
I(t) = (−1)a+b 1
2pi2
∫
(3)
1
2pii
H(s)
∑
σ∈Γ′∞\Γ
∫
σ(Γ\H3)
λs · E(z + λj, it) · El−b,−a(z + λj,−it) dV ds
= (−1)a+b 1
2pi2
∫
(3)
1
2pii
H(s)
∫ ∞
0
λs
[ ∫
[0,1]2
E
(
z + λj, it
) · El−b,−a(z + λj,−it) dxdy]dλλ3 ds. (84)
The Fourier expansion of the classic Eisenstein series associated to Γ and evaluated in s = it (with t 6= 0) is given by:
E(z + λj, it) = [Γ∞ : Γ′∞] λ
1+it − i
t
ζK(it)
ζK(1 + it)
λ1−it
17
+
(2pi)1+it λ
Γ(1 + it)
∑
06=α∈Λ′
D0(−α; it) · |α|it ·Kit
(
4pi|α|λ) · e−4piiRe(αz). (85)
The Fourier expansion of the Eisenstein series generalized and evaluated in s = −it (with t 6= 0) is:
El−b,−a(z+λj,−it) = [Γ∞ : Γ′∞] δb,aBlb,a λ1−it + (−1)−a+|a|pi
Γ(1 + l + it) Γ(|a| − it)
Γ(1 + l − it) Γ(1 + |a|+ it)
L
(− it, χ−2a)
L(1− it, χ−2a) δb,−aB
l
b,a λ
1+it
+ (−1)l−a ib+a (2pi)−itBlb,a
∑
06=w∈Λ′
D−a(−w;−it) · |w|−it−1 · e−4piiRe(wz)
( w
|w|
)a+b
·
l− 12 (|a+b|+|a−b|)∑
u=0
(−1)u ξla(b, u)
(
2pi|w|λ)1+l−u
Γ(1 + l − u− it) ·Kl−|a+b|−u−it
(
4pi|w|λ). (86)
From (84), (85) and (86) we have that
I(t) = (−1)a+b δb,aBlb,a [Γ∞ : Γ′∞]2
1
2pi2
∫
(3)
1
2pii
H(s)
∫ ∞
0
λs−1 dλ ds +
(
rapidly decreasing in t
)
+ (−1)l+b ib+a 2 (2pi)
l
Γ(1 + it)
Blb,a
l− 12 (|a+b|+|a−b|)∑
u=0
ξla(b, u)
(−1)u (2pi)−u
Γ(1 + l − u− it)∫
(3)
1
2pii
H(s)
[ ∑
06=w∈Λ′
D−a(−w;−it) · D0(w; it) · |w|l−u ·
(
w
|w|
)a+b]
[ ∫ ∞
0
λ−1+s+l−u ·Kl−|a+b|−u−it
(
4pi|w|λ) ·Kit(4pi|w|λ) dλ] ds.
And making the variable change x = 4pi|w|λ in the last integral,
I(t) = (−1)a+b δb,aBlb,a [Γ∞ : Γ′∞]2
1
2pi2
∫
(3)
1
2pii
H(s)
∫ ∞
0
λs−1 dλ ds +
(
rapidly decreasing in t
)
+ (−1)l+b ib+a 2
1−l
Γ(1 + it)
Blb,a
l− 12 (|a+b|+|a−b|)∑
u=0
ξla(b, u)
(−2)u
Γ(1 + l − u− it)∫
(3)
(4pi)−s
1
2pii
H(s)
[ ∑
06=w∈Λ′
D−a(−w;−it) · D0(w; it) · |w|−s ·
(
w
|w|
)a+b]
[ ∫ ∞
0
x−1+s+l−u ·Kl−|a+b|−u−it(x) ·Kit(x) dx
]
ds. (87)
The integral at the end of the expresion (87) can be found in Gradshteyn and Ryzhik [4] page 692.∫ ∞
0
x−z ·Kµ(x) ·Kν(x) dx = 2
−2−z
Γ(1− z)Γ
(
1−z+µ+ν
2
)
Γ
(
1−z−µ+ν
2
)
Γ
(
1−z+µ−ν
2
)
Γ
(
1−z−µ−ν
2
) ·F ( 1−z+µ+ν2 , 1−z−µ+ν2 ; 1−z; 0),
for Re(z) < 1− |Re(µ)| − |Re(ν)|. Particularly,∫ ∞
0
xs−1+l−u ·Kl−|a+b|−u−it (x) ·Kit (x) dx
=
2s+l−3−u
Γ(s+ l − u) Γ
(
s
2 + l − u− 12 |a+ b|
)
Γ
(
s
2 +
1
2 |a+ b|+ it
)
Γ
(
s
2 + l − u− 12 |a+ b| − it
)
Γ
(
s
2 +
1
2 |a+ b|
)
(88)
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for −l − Re(s) + u < −|l − |a+ b| − u|.
As Λ′ = 12Λ the summation of the expression (87) is the following:
S = 2s
∑
0 6=w∈Z[i]
D−a(−w2 ;−it) · D0(w2 ; it) · |w|−s
(
w
|w|
)a+b
. (89)
We will use the following identity Ramanujan type. For every α1, α2, α3 ∈ Z, µ, ν ∈ C, in the convergence region the
following formula is valid:
∑
0 6=w∈Z[i]
(
w
|w|
)4α1 1
|w|2s · σµ(w,α2) · σν(w,α3)
=
1
16
· L(s, χ4α1) · L(s− µ, χ4α1+4α2) · L(s− ν, χ4α1+4α3) · L(s− µ− ν, χ4α1+4α2+4α3)
L(2s− µ− ν, χ8α1+4α2+4α3)
. (90)
Replacing (30) in (89) and using the identity σs(−w, p) = σs(w, p) for each p ∈ Z we have that
S = 2s
16
L(1 + it, χ0)
· 16
L(1− it, χ−2a)
∑
06=w∈Z[i]
(
w
|w|
)a+b
1
|w|s · σ−it(w, 0) · σit(w,−
a
2 ).
Then, for (90)
S = 2s
4
L(1 + it, χ0)
· 4
L(1− it, χ−2a) ·
L( s2 , χa+b) · L( s2 + it, χa+b) · L( s2 − it, χ−a+b) · L( s2 , χ−a+b)
L(s, χ2b)
. (91)
Finally, replacing (88) and (91) in (87) we conclude that(
F la,b(ψ), dit
)
= F1(t) + F2(t) (92)
where
F1(t) = (−1)a+b δb,aBlb,a [Γ∞ : Γ′∞]2
1
2pi2
∫
(3)
1
2pii
H(s)
∫ ∞
0
λs−1 dλ ds +
(
rapidly decreasing in t
)
,
F2(t) = (−1)l+b ib+aBlb,a
4
Γ(1 + it)
· 1
L(1 + it, χ0) · L(1− it, χ−2a)
l− 12 (|a+b|+|a−b|)∑
u=0
(−1)u ξla(b, u)
Γ(1 + l − u− it)
∫
(3)
1
2pii
B(s) ds, (93)
and
B(s) =
H(s) · L( s2 , χa+b) · L( s2 + it, χa+b) · L( s2 − it, χ−a+b) · L( s2 , χ−a+b)
pis Γ(s+ l − u) · L(s, χ2b)
·Γ( s2 + l − u− 12 |a+ b|) · Γ( s2 + 12 |a+ b|+ it) · Γ( s2 + l − u− 12 |a+ b| − it) · Γ( s2 + 12 |a+ b|).
Applying the residue theorem and rearranging terms we have that(
F la,b(ψ), dit
)
= O(1) + 4(−1)l+b ib+aBlb,a
l− 12 (|a+b|+|a−b|)∑
u=0
(−1)u ξla(b, u)
Γ(1 + it) · Γ(1 + l − u− it) · L(1 + it, χ0) · L(1− it, χ−2a)
∫
(1)
1
2pii
B(s) ds
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+ 4(−1)l+b ib+aBlb,a
l− 12 (|a+b|+|a−b|)∑
u=0
(−1)u ξla(b, u)
Γ(1 + it) · Γ(1 + l − u− it) · L(1 + it, χ0) · L(1− it, χ−2a) Ress=2B(s). (94)
Now we take care of estimate the second adding in (94), for that we consider
A(t) :=
1
Γ(1 + it) · Γ(1 + l − u− it) · L(1 + it, χ0) · L(1− it, χ−2a)
∫
(1)
1
2pii
B(s) ds. (95)
We make s = 1 + iτ in the formula for B(s), then
A(t) =
1
Γ(1 + it) · Γ(1 + l − u− it) · L(1 + it, χ0) · L(1− it, χ−2a)
·
∫ ∞
−∞
H(1 + iτ) · L( 12 + i τ2 , χa+b) · L( 12 + it+ i τ2 , χa+b) · L( 12 − it+ i τ2 , χ−a+b) · L( 12 + i τ2 , χ−a+b)
2pi2+iτ Γ(1 + l − u+ iτ) · L(1 + iτ, χ2b)
· Γ(l+ 12 − u− 12 |a+ b|+ i τ2 ) · Γ( 12 + 12 |a+ b|+ it+ i τ2 ) · Γ( 12 + l− u− 12 |a+ b| − it+ i τ2 ) · Γ( 12 + 12 |a+ b|+ i τ2 ) dτ. (96)
It is known that
ln−2 |t|  |ζK(1 + it)|  ln2 |t|. (97)
Using results in [11] and [21] the above can be generalized as follows:
ln−2 |t|  |L(1 + it, χp)|  ln2 |t|, ∀p ∈ 4Z. (98)
The bound for Heath-Brown [6] says that for every  > 0
ζK(
1
2 + it)K t
1/3+, t ≥ 1.
The version that generalizes the previous that we will use is due to Kaufman [8] and Sohne [20]
L( 12 + it, χp)
(
1 + |t|)1/3+, ∀p ∈ 4Z, ∀ > 0. (99)
Stirling exponential asymptotics for B(1 + iτ) as a function of t gives
e−
pi
2 |
τ
2 | · e−pi2 |t+ τ2 | · e−pi2 |t− τ2 | · e−pi2 | τ2 |
e−
pi
2 |τ |
≤ e−pit,
which cancels with the exponential growth of denominator in (95).
Using (97), (98), (99), Stirling’s formula and the rapid decay of H(1 + iτ) we are reduced to estimate in t the integral
in (96), this is
ln2 |t| · ln2 |t|
|t|1+l−u
∫ ∞
−∞
H(1 + iτ) · (1 + |t+ τ2 |)1/3+ · (1 + |t− τ2 |)1/3+ dτ = O(t−1/3−(l−u)+).
This concludes that
A(t) = O
(
t−
1/3−(l−u)+). (100)
Summarizing, from the formulas (94) and (100) we have that(
F la,b(ψ), dit
)
= O(1) + 4(−1)l+b ib+aBlb,a
20
·
l− 12 (|a+b|+|a−b|)∑
u=0
(−1)u ξla(b, u)
Γ(1 + it) · Γ(1 + l − u− it) · L(1 + it, χ0) · L(1− it, χ−2a) Ress=2B(s). (101)
For the previous formula we require to find the residue of B(s) in s = 2. This will be made for cases. First we consider
a = b = 0 and t 6= 0. In this conditions we have that
B(s) =
H(s) · ζK( s2 )2 · ζK( s2 + it) · ζK( s2 − it) · Γ
(
s
2 + l − u
) · Γ( s2 + it) · Γ( s2 + l − u− it) · Γ( s2)
pis Γ(s+ l − u) · ζK(s) .
Write B(s) = ζK
(
s
2
)2 ·G(s), with G(s) holomorphic in s = 2. Put
ζK
(
s
2
)
=
A−1
s− 2 +A0 +O(s− 2) as s −→ 2.
Then
B(s) =
( A−1
s− 2 +A0 +O(s− 2)
)2(
G(2) +G′(2)(s− 2) +O(s− 2)2
)
.
The residue is
Ress=2B(s) = G(2)A−1
(
2A0 +A−1
G′
G
(2)
)
. (102)
As
G(s) =
H(s) · ζK( s2 + it) · ζK( s2 − it) · Γ
(
s
2 + l − u
) · Γ( s2 + it) · Γ( s2 + l − u− it) · Γ( s2)
pis Γ(s+ l − u) · ζK(s)
it has that
G(2) =
H(2) · ζK(1 + it) · ζK(1− it) · Γ(1 + it) · Γ(1 + l − u− it)
pi2 (1 + l − u) · ζK(2) . (103)
On the other hand,
G′
G
(2) =
H ′
H
(2) +
ζ ′K(1 + it)
2 ζK(1 + it)
+
ζ ′K(1− it)
2 ζK(1− it) +
Γ′
(
1 + it
)
2 Γ
(
1 + it
) + Γ′(1 + l − u− it)
2 Γ
(
1 + l − u− it) + C, (104)
where C is a constant that does not depend on t.
The bound to Dirichlet L-functions by Landau says
ζ ′K(1 + it)
ζK(1 + it)
K ln |t|
ln ln |t| (105)
as t −→∞.
It is known that (see Laaksonen [10] formula (A.8) page 155)
Γ′
Γ
(1 + it) = ln |t| + O(1). (106)
Moreover
A−1 = Ress=1 ζK(s) =
pi
4
. (107)
For the lemma (5.3) if l − u ≥ 1
Γ′
(
1 + l − u− it)
2 Γ
(
1 + l − u− it) = 12
l−u−1∑
k=0
1
k + 1− it +
Γ′(1− it)
2 Γ(1− it) = O(1) +
1
2
ln t (108)
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as t −→∞.
Replacing (105), (106) and (108) in (104) we have
G′
G
(2) = O(1) + O
( ln t
ln ln t
)
+ ln t. (109)
For (102) and (109),
Ress=2B(s) = G(2)
(
O(1) + A2−1 ln t + O
( ln t
ln ln t
))
. (110)
From (110) and (103) the formula (101) is transformed as follows
(
F l0,0(ψ), dit
)
= O(1) +
l∑
u=0
(−1)u ξl0(0, u)
1 + l − u
[
O
( ln t
ln ln t
)
+ (−1)l H(2)
4 ζK(2)
ln t
]
. (111)
In particular, (
F 00,0(ψ), dit
)
= O(1) + O
( ln t
ln ln t
)
+
H(2)
4 ζK(2)
ln t. (112)
For l ≥ 1 for the lemma (5.1) we know that the sum in u in the equation (111) is 0. Therefore(
F l0,0(ψ), dit
)
= O(1). (113)
We consider now the case a = b 6= 0 and t 6= 0. Then,
B(s) =
H(s) · L( s2 , χ2a) · L( s2 + it, χ2a) · ζK
(
s
2 − it
) · ζK( s2)
pis Γ(s+ l − u) · L(s, χ2a)
·Γ( s2 + l − u− |a|) · Γ( s2 + |a|+ it) · Γ( s2 + l − u− |a| − it) · Γ( s2 + |a|).
It is clear then that ∞ is a simple pole of B(s) in s = 2. For (107)
Ress=2B(s) =
H(2) · L(1, χ2a) · L(1 + it, χ2a) · ζK(1− it)
4pi Γ(2 + l − u) · L(2, χ2a)
· Γ(1 + l − u− |a|) · Γ(1 + |a|+ it) · Γ(1 + l − u− |a| − it) · Γ(1 + |a|). (114)
Replacing (114) in (101) we see that
(
F la,a(ψ), dit
)
= O(1) + (−1)l H(2) · L(1, χ2a) · Γ(1 + |a|)
pi L(2, χ2a)
[ l−|a|∑
u=0
(−1)u ξla(a, u)
Γ(1 + l − u− |a|)
Γ(2 + l − u)
]
· L(1 + it, χ2a)
L(1 + it, χ0)
ζK(1− it)
L(1− it, χ−2a)
Γ(1 + |a|+ it)
Γ(1 + it)
Γ(1 + l − u− |a| − it)
Γ(1 + l − u− it) . (115)
Applying (97), (98) and the Stirling’s formula in the identity (115) we conclude that(
F la,a(ψ), dit
)
= O(1). (116)
For the case a = −b 6= 0 and t 6= 0 we have that
B(s) =
H(s) · ζK( s2 ) · ζK( s2 + it) · L( s2 − it, χ−2a) · L( s2 , χ−2a) · Γ
(
s
2 + l − u
) · Γ( s2 + it) · Γ( s2 + l − u− it) · Γ( s2)
pis Γ(s+ l − u) · L(s, χ−2a) .
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As in the previous case ∞ is a simple pole of B(s) in s = 2. For (107)
Ress=2B(s) =
H(2) · ζK(1 + it) · L(1− it, χ−2a) · L(1, χ−2a) · Γ
(
1 + l − u) · Γ(1 + it) · Γ(1 + l − u− it)
4pi Γ(2 + l − u) · L(2, χ−2a) . (117)
Replacing (117) in (101) and simplifying
(
F la,−a(ψ), dit
)
= O(1) + (−1)a H(2) · L(1, χ−2a)
pi L(2, χ−2a)
l−|a|∑
u=0
(−1)u ξla(−a, u)
1 + l − u = O(1). (118)
If a 6= ±b and t 6= 0 it has that B(s) is analytic in s = 2 and then Ress=2B(s) = 0. In this case, for (101)(
F la,b(ψ), dit
)
= O(1). (119)
The results in (112), (113), lemma (5.4), (116), (118) and (119) imply the next:
Proposition 4.3. For l = a = b = 0, t 6= 0 we have to(
F 00,0(ψ), dit
)
= O(1) + O
( ln t
ln ln t
)
+
1
4 ζK(2)
(∫
Γ\G
F 000(ψ)(g) dg
)
ln t,
then (
F 00,0(ψ), dit
)
∼ 1
4 ζK(2)
(∫
Γ\G
F 000(ψ)(g) dg
)
ln t.
In other case and with t 6= 0 (
F la,b(ψ), dit
)
= O(1).
5. Appendix
Lemma 5.1. Let l ∈ Z, l ≥ 1, we have
l∑
u=0
(−1)u ξl0(0, u)
1 + l − u = 0.
Proof. We denote by S the previous sum, the following equations are valid
S =
l∑
u=0
(−1)u
1 + l − u
u!(2l − u)!
l! l!
(
l
u
)(
l
u
)
=
1
l!
l∑
u=0
(−1)u (2l − u)!
(1 + l − u)!
(
l
u
)
.
Making the change of variable a = l − u and using property ( lk) = ( ll−k) it follows that
S =
(−1)l
l!
l∑
a=0
(−1)a
(
l
a
)
Γ(a+ l)
Γ(a+ 1)
.
By formula 0.160 (2) in Gradshteyn and Ryzhik [4],
S =
(−1)l
l!
Γ(l)
Γ(1 + l) Γ(1− l) = 0.
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Lemma 5.2. Let l, k,m ∈ 12Z, l ≥ 0, l ≡ k ≡ m mod 1 and such that k,m ∈ [−l, l]. Moreover, B ∈ SU(2), g ∈ SL(2,C).
Then
f lkm(gB, s) =
l∑
a=−l
a∈ 12Z
a≡l mod 1
Dlka
(
ΦB−1
) · f lam(g, s).
In particular, for g = n[z]a[λ]K we obtain
Elkm(g, s) =
l∑
a=−l
a∈ 12Z
a≡l mod 1
Dlka
(
ΦK−1
) · Elam(z + λj, s). (120)
Proof. We have the following chain of identities
f lkm(gB, s) = D
l
km
(
ΦT (gB)−1
)
Im gB(j)1+s by (25)
= Dlkm
(
ΦB−1 ◦ ΦT (g)−1
)
Im g(j)1+s
=
l∑
a=−l
a∈ 12Z
a≡l mod 1
Dlam
(
ΦT (g)−1
) ·Dlka(ΦB−1) Im g(j)1+s by (18)
=
l∑
a=−l
a∈ 12Z
a≡l mod 1
Dlka
(
ΦB−1
) · f lam(g, s).
Lemma 5.3. Let s ∈ C, m ∈ Z such that m ≥ 1 and s+ k 6= 0 for k = {0, 1, . . . ,m− 1}. Then we have
Γ′(m+ s)
Γ(m+ s)
=
m−1∑
k=0
1
s+ k
+
Γ′(s)
Γ(s)
.
Proof. We know that Γ(1 + s) = sΓ(s), so
Γ(m+ s) =
m−1∏
k=0
(s+ k) · Γ(s). (121)
Derivating,
Γ′(m+ s) =
[
m−1∏
k=0
(s+ k)
]′
· Γ(s) +
[
m−1∏
k=0
(s+ k)
]
· Γ′(s). (122)
Dividing the expression in (122) by (121) we get the lemma.
Lemma 5.4. It is true that ∫
Γ\G
F 000(ψ)(g) dg = H(2).
Proof. We have the following equivalences∫
Γ\G
F 000(ψ)(g) dg =
∫
Γ\G
∑
σ∈Γ′∞\Γ
D000
(
ΦT (σg)−1
)
ψ
(
Imσg(j)
)
dg by definition (4.1)
=
∫
Γ′∞\G
ψ
(
Im g(j)
)
dg =
∫ ∞
0
ψ(λ)
∫
R2/Γ′∞
dxdy
∫
SU(2)
dk
dλ
λ3
=
∫ ∞
0
ψ(λ)
dλ
λ3
= H(2). by (74)
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Lemma 5.5. The following identity is valid
∑
06=w∈Z[i]
c(w) · |w|s ·
(
w
|w|
)α
· σν(w, 0) = 1
4
L(− s2 , F lpq, χα)L(− s2 − ν, F lpq, χα)
L(−s− ν, χ2α) .
Proof. Let
R(s) :=
∑
06=w∈Z[i]
c(w) · |w|s ·
(
w
|w|
)α
· σν(w, 0) =
∏
p∈Z[i]
p primo
Rp(s),
with
Rp(s) =
∞∑
j=0
c(pj) · |pj |s ·
(
pj
|pj |
)α
· σν(pj , 0).
We observed that
σν(p
j , 0) =
1
4
j∑
t=0
|pt|2ν = 1
4
j∑
t=0
(
|p|2ν
)t
=
1
4
· 1− |p|
2ν(j+1)
1− |p|2ν .
Therefore,
Rp(s) =
1
4
∞∑
j=0
c(pj) · |p|js · p
jα
|p|jα ·
1− |p|2ν(j+1)
1− |p|2ν =
1
4
1
1− |p|2ν
∞∑
j=0
c(pj) · p
jα
|p|j(−s+α)
·
(
1− |p|2ν(j+1)
)
=
1
4
1
1− |p|2ν
[ ∞∑
j=0
c(pj)
(
pα · |p|s−α
)j
− |p|2ν
∞∑
j=0
c(pj)
(
pα · |p|s−α+2ν
)j]
=
1
4
1
1− |p|2ν
[
1
1− c(p) · pα |p|s−α + p2α |p|2s−2α −
|p|2ν
1− c(p) · pα |p|s−α+2ν + p2α |p|2s−2α+4ν
]
=
1
4
1− p2α |p|2s−2α+2ν(
1− c(p) · pα |p|s−α + p2α |p|2s−2α) (1− c(p) · pα |p|s−α+2ν + p2α |p|2s−2α+4ν) .
Acknowledgements
The author was supported by CINVESTAV with a posdoctoral scholarship, via FORDECYT 265667 project. I want to
thank to Juan Manuel Burgos and Jacob Mostovoy for the support to get that scholarship.
References
[1] Bruggeman R., Motohashi Y., Sum formula for Kloosterman sums and fourth moment of the Dedekind zeta-function
over the Gaussian number field, Functiones et Approximatio Commentarii Mathematici, 31 (2003), p.p. 23–92.
[2] Elstroedt J., Grunewald F., Mennicke J., Groups Acting on Hyperbolic Space: Harmonic Analysis and Number Theory,
Springer-Verlag, Berlin (1998).
[3] Garrett P., Diaconu A., Subconvexity bounds for automorphic L-functions for GL(2) over number fields, J. Math.
Inst. Jussieu, v. 9 (2010), p.p. 95–124.
[4] Gradshteyn I., Ryzhik I., Table of Integrals, Series and Products, 8th ed., Academic Press (2014).
[5] Guleska L., Thesis: Sum Formula for SL2 over Imaginary Quadratic Number Fields, Utrecht (2004).
[6] Heath-Brown D. R., The growth rate of the Dedekind Zeta-function on the critical line, Acta Arithmetic, 49 (1988),
p.p. 323–339.
25
[7] Jakobson D., Quantum Unique Ergodicity for Eisenstein Series on PSL(2,Z)\PSL(2,R), Annales de l’Institut
Fourier, 44(5) (1994), p.p. 1477–1504.
[8] Kaufman R. M., Estimate of the Hecke L-functions on the half line, J. Soviet Math., 17(5) (1981), p.p. 2107–2115.
[9] Koyama S., Quantum Ergodicity of Eisenstein series for arithmetic 3-Manifolds, Comm. Math. Phys., 215 No. 2
(2000), p.p. 477–486.
[10] Laaksonen N., Thesis: Quantum Limits, Counting and Landau-type Formulae in Hyperbolic Space, UCL (2016).
[11] Landau E., U¨ber die Wurzeln der Zetafunktion, Math. Zeitschr., 20(1) (1924), p.p. 98–104.
[12] Langlands R., On the functional equations satisfied by Eisenstein series, Lecture Notes in Math 544, Springer-Verlag
Berlin (1976).
[13] Luo W. Z., Sarnak P., Quantum ergodicity of eigenfunctions on PSL(2,Z)\H2, Inst. Hautes E´tudes Sci. Publ. Math.,
No. 81 (1995), p.p. 207–237.
[14] Kubota T., Elementary Theory of Eisenstein Series, Halsted Press, USA (1973).
[15] Lachieze-Rey M., Caillerie S., Laplacian eigenmodes for spherical spaces, Classical and Quantum Gravity, Vol. 22
(2005), Issue 4, p.p. 695–708.
[16] Michel P., Venkatesh A., The subconvexity problem for GL2, Publications Mathe´matiques de l’IHE´S, Vol. 111
(2010), p.p. 171–271.
[17] Petridis Y., Raulf N., Risager M., Quantum Limits of Eisenstein Series and Scattering States, Canad. Math. Bull.,
Vol. 56(4) (2013), p.p. 827–828.
[18] Romero O., Verjovsky A., Eisenstein series and equidistribution of Lebesgue probability measures on compact leaves
of the horocycle foliations of Bianchi 3-orbifolds, Bulletin of the Brazilian Mathematical Society, New Series (2019).
[19] Sarnak P., Asymptotic Behavior of Periodic Orbits of the Horocycle Flow and Eisenstein Series, Comm. Pure and
App. Math., Vol. 34 (1981), p.p. 719–739.
[20] So¨hne P., An upper bound for Hecke zeta-functions with Groessencharacters, J. Number Theory, 66 No. 2 (1997),
p.p. 225–250.
[21] Titchmarsh E. C., The theory of the Riemann zeta-function, second edition and with a preface by D. R. Heath-Brown,
The Clarendon Press, Oxford University Press, New York (1986), p.p. x+412.
[22] Truelsen J. L. Quantum unique ergodicity of Eisenstein series on the Hilbert modular group over a totally real field,
Forum Math., Vol. 23(5) (2011), p.p. 891–931.
[23] Watt N., Spectral large sieve inequalities for Hecke congruence subgroups of SL(2,Z[i]), J. Number Theory, 140
(2014), p.p. 349–424.
[24] Wigner E., Group Theory and its Application to the Quantum Mechanics of Atomic Spectra, Academic Press (1959).
[25] Verjovsky A., Arithmetic, Geometry and Dynamics in the Modular Orbifold, Dynamical Systems, Santiago de Chile
1990, Pitman Series 285, Longman, Essex (1992).
[26] Zelditch S., Mean Lindelo¨f hypothesis and equidistribution of cusp forms and Eisenstein series, Journal of Functional
Analysis, 97 (1991), p.p. 1–49.
[27] Zelditch S., Pseudo-differential Analysis on Hyperbolic surfaces, Journal of Functional Analysis, 68 (1986), p.p.
72–105.
26
