Abstract. This paper is devoted to a very classical problem that can be summarized as follows: let S be a non singular compact complex we generalize the theorem of Kulikov and Nemirovski for B having only singularities of type fx n = y m g, in the additional hypothesis of smoothness for the rami cation divisor (automatic in the \nodes and cusps" case). Moreover we exhibit a family of counterexamples showing that our additional hypothesis is necessary.
Introduction.
As introduced in the abstract, in this paper we study generic covers branched over curves with singularities of type fx n = y m g.
In order to state more precisely the problem and our results, we need to introduce a little bit of standard notations.
De nition 1.1 A normal generic cover is a nite holomorphic map : S ?! C 2 ; which is an analytic cover branched over a curve B such that S is a connected normal surface and the ber over a smooth point of B is supported on deg {1 distinct points.
Two normal generic covers (S 1 ; 1 ); (S 2 ; 2 ) with the same branch locus B are called (analytically) equivalent if there exists an isomorphism : S 1 ! S 2 such that 1 = 2 :
The main interest for generic covers comes from the well known fact that, by the Weierstrass preparation theorem, given an analytic surface S C n , a This research is partially supported by The Excellency Center "Group theoretic methods in the study of algebraic varieties" of the National Science foundation of Israel, The Emmy Noether Institute for mathematice, the Minerva foundation of Germany, the DFG Forschungsschwerpunkt \Globale Methoden in der komplexen Geometrie" and the EU (under EAGER network). 1 generic projection S ! C 2 is (at least locally, in order to insure deg < 1) a normal generic cover branched over a curve (see GuRo] ). A standard way to study generic covers, is the following: given a generic cover : S ! C 2 with branch curve B, one de nes the monodromy homomorphism : 1 (C 2 n B) ! S deg as the action of this fundamental group on the ber of a regular value. The pair (B; ) gives the \building data" of the cover: one can reconstruct the cover from (B; ) (cf. GrRe]). Despite of the explicit construction, to understand the singularity of the cover from the building data is a very di cult problem (except in speci c cases). It is, for example, still an open problem to classify all the possible \building data" coming from smooth surfaces. In MP] we give a complete classi cation of the normal generic covers branched over irreducible curves of type fx n = y m g in terms of what we called there \monodromy graphs": we will recall brie y the de nition of monodromy graphs and the above result in section 1. Let us point out that, according to the Puiseux classi cation, this class of singularities is a natural rst step for a complete classi cation. Our rst result (to which is devoted section 1), is a \more friendly" classication theorem, that will be crucial in the following sections.
Let h; k; a; b be positive integers with (h; k) = 1, and consider the surface S h;k;a;b in C 4 de ned by the equations hz k + kw h ?(h+k)x a = zw ?y b = 0. Let F : S h;k;a;b ! C 2 be the projection on the (x; y)-plane. Theorem 1.2. The map F : S h;k;a;b ! C 2 is a generic cover branched over x a(h+k) = y bhk of degree h + k.
Conversely, up to exchanging x and y, every generic cover : S ! C 2 of degree d 3 branched over fx n = y m g, with (n; m)=1, is equivalent to one of the previous maps.
In section 2 we consider the \global" case of projective generic covers.
De nition 1.3 A projective generic cover is a nite morphism : S ?! P 2 ;
branched over an irreducible curve B such that S is an irreducible projective surface and the ber over a smooth point of B has cardinality deg {1. This is the same as requiring that (B) = 2R + C; with R irreducible and C reduced, and that j R : R ! B is 1:1 over smooth points of B.
As in the previous case, for each irreducible projective surface S, a generic projection : S ! P 2 is a projective generic cover branched over a (projective plane) curve B.
We say that a projective generic cover is smooth if the surface S and the rami cation divisor R are non-singular. Actually, when S is non-singular, a \general" generic projection has ramication divisor R non-singular. Let us point out that, if B has only nodes and cusps as singularities, R is automatically smooth.
Again, we will consider projective generic covers up to analytic equivalence: (S 1 ; 1 ); (S 2 ; 2 ) with the same branch locus B are equivalent if there exists an isomorphism : S 1 ! S 2 such that 1 = 2 .
Chisini's conjecture asserts the following (see Ch]) Conjecture 1.4 (Chisini) . Let B be the branch locus of a smooth projective cover : S ! P 2 of degree deg 5. Then is unique up to equivalence.
In other words, if S is smooth and the degree high enough, the curve B determines the cover. In fact, Chisini proved the result in the above mentioned additional hypothesis that the branch curve B has only nodes and cusps as singularities, and that B has some particular degeneration. In the same paper, he posed the question if this two last hypothesis could be weakened. The bound for the degree of is needed according to a counterexample, due to Chisini and Catanese (see Ca]) of a sextic curve with 9 cusps which is the branch curve of 4 non equivalent smooth projective covers, three of them are of degree 4 and one is of degree 3. Recently, V.S. Kulikov (see Ku] ) developed a new approach proving Chisini's conjecture for curves with only nodes and cusps as singularities, and the additional hypothesis that the degree of is greater than a certain function of the degree, genus and number of cusps of the branch locus. After that, S. Nemirovski (see Ne] ), using the Bogomolov-Miyaoka-Yau inequalities, found a uniform bound, 12, for Kulikov function. Putting the two results together we have the following theorem: Theorem 1.5 ( Ku] , Ne]). Let B be the branch locus of a smooth projective cover : S ! P 2 of degree deg 12, with only nodes and cusps as singularities. Then is unique up to equivalence.
In section 3, we use theorem 1.2 in order to improve the previous results as follows: Theorem 1.6. Let B be the branch locus of a smooth projective generic cover : S ! P 2 having only singularities of type x n i = y m i . Then, if deg > 4(3d + g ? 1) 2(3d + g ? 1) ? P r i=1 ( min(m i ;n i ) gcd (m i ;n i ) ? 1) where 2d =degB and g = g(B) is its genus, then is unique. Theorem 1.7. In the above hypothesis, if deg 12 then is unique.
Finally, in section 4, we will construct a family of projective generic covers and we will show that the hypothesis of smoothness for R is necessary, nding pairs of non equivalent projective generic covers of arbitrarily large degree having the same branch curve. More precisely we prove (we defer the de nitions of f i ; g j to section 4) Proposition 1.8. Let t 2 N, t 1, B be the projective plane curve given by the equation g 4t+1 (x; w) 2t(2t+1) = f 2t(2t+1) (y; w) 4t+1 :
Then there are two generic covers S 0 0 ! P 2 , S 00 00 ! P 2 , with S 0 , S 00 smooth, degrees respectively 4t + 1 and 4t + 2.
The rami cation divisor is singular except in the case t = 1 and the degree of the cover is 6.
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Equations.
Consider the following surface S h;k in C 4 (S h;k;1;1 in the introduction) hz k + kw h = (h + k)x zw = y w z from which we see that S h;k is smooth and we can choose z; w as local coordinates near (0; 0; 0; 0) for S h;k .
Consider the map F h;k : S h;k ?! C 2 which is the restriction to S h;k of the projection of C 4 on the (x; y)-plane. Proposition 2.2. F h;k is a normal generic cover of degree h + k branched over the curve x h+k = y hk Proof. We have that F ?1 h;k (0; 0) = (0; 0; 0; 0) and one can easily check that the degree of F h;k is h+k. The equations of the rami cation divisor R in the local coordinates (z; w) of S h;k are given by the vanishing of the determinant of the submatrix of the jacobian matrix hkz k?1 hkw h?1 w z that is z k = w h . Substituting into the equations of S h;k in C 4 , we get that the locus de ned by the equation y hk = (z hk w hk =)x h+k in the (x; y)-plane contains the branch curve B. But this locus is irreducible since (h; k)=1 , so we found the equation of the branch curve. We are left with the \genericness" check. Of course (by irreducibility), it is enough to check it over a smooth point of B, and we take the point (1; 1). But P(z) = P 0 (z) = 0 implies (hz + k)(h + k) h+k?1 z h?1 = (h + k) h+k z h and since 0 is not a root of P, hz + k = (h + k)z, i.e. z=1.
Since P(1) = P 0 (1) = 0 but P 00 (1) 6 = 0, we conclude that z=1 is a double root of P and all the others are simple roots.
From the proof of previous proposition we get also Remark 2.3. The rami cation divisor R is cut (on S h;k ) by the hypersurface z k = w h , while the preimage of the branch locus B is 2R + C where C is the union of the curves cut by the hypersurfaces z k = w h for = = 1 a root of P(t) = (ht + k) h+k ? (h + k) h+k t h . Now we introduce the complete class of covers we need for our classi cation theorem.
Consider the pullback of F h;k under the base change given by the map f a;b : C 2 ! C 2 ; f a;b (x; y) = (x a ; y b ):
We obtain the surface S h;k;a;b of equations hz k + kw h = (h + k)x a zw = y b (2:4) and the map F h;k;a;b : S h;k;a;b ! C 2 given by the two coordinates (x; y). Now we can introduce the main result of this section.
Theorem 2.5. The maps F h;k;a;b are generic covers of degree h+k, branched over x a(h+k) = y bhk Conversely, up to exchanging x and y, every generic cover : S ! C 2 of degree d 3 branched over fx n = y m g, with (n; m)=1, is equivalent to one of the previous maps.
The rst part of the statement is the following lemma.
Lemma 2.6. The maps F h;k;a;b are normal generic covers of degree (h + k)
branched over the curve x a(h+k) = y bhk .
Proof. The statement comes from previous proposition using the base change map f a;b . The normality of S h;k implies the normality of S h;k;a;b by theorem 2.2 of MP].
In order to prove the second part, we use the well known fact ( GrRe]) already mentioned in the introduction that the pair (branch curve B, monodromy homomorphism) determines the cover. We will introduce now precisely the monodromy homomorphisms and the monodromy graphs that represent them, in term of which we gave in MP] a classi cation theorem for generic covers branched over irreducible curves of type fx n = y m g, result that we will nally brie y recall.
Let (S; ) be a normal generic cover of degree deg = d. 
2. "Double stars" of type (j; d{j) and valence n j(d{j) (or m j(d{j) ), with
Duality takes graphs of type 1 in graphs of type 2, and vice-versa.
We skip here the de nition of the double stars (cf. MP]), that we do not need.
Shortly, in theorem 2.8, we have shown that generic covers branched over an irreducible curve of type fx n = y m g are classi ed by pairs (polygon in Gr d;n , m multiple of j(d ? j)), up to exchanging x and y.
Let us recall that the above pairs describe generic covers also when the hypothesis (n; m) = 1 fails, but in this case we have examples of covers that can't be described in this way (with monodromy graphs of di erent type). In view of theorem 2.8, in order to prove the remaining part of theorem 2.5, we only need the following Proposition 2.9. The normal generic cover branched over x an = y bm associated to the polygon with n edges, increment h and valence a is the cover F h;n?h;a;b .
Proof. We have to compute the monodromy graphs of the covers F h;k;a;b .
Let us start by considering the case a = b = 1, i.e. the covers F h;k . F h;k is a normal generic cover branched over B = fx n =y m g with n=h+k and m=hk. Notice that the assumption (h; k) = 1 implies (n; m) = 1. By theorem 2.8 the monodromy graph ? is, up to exchanging x and y, a polygon. In fact we do not need to exchange x and y: otherwise we would have djm, while degF h;k =n, and (n; m) = 1. So ? has to be a polygon of valence 1 (d = n), and some increment h 0 . Set k 0 =n{h 0 . By MP], corollary 4.2, the smoothness of S h;k forces m = h 0 k 0 (the minimal compatible integer for ?).
But now h 0 + k 0 = h + k and h 0 k 0 = hk, then fh 0 ; k 0 g = fh; kg.
Summing up we proved that the monodromy graph of F h;k is a polygon with valence 1 and increment h (or k). Of course, the corresponding m is hk. Now remark that, 8a; b, F h;k;a;b can be obtained by ber product from F h;k and the map f a;b : C 2 ! C 2 de ned by f a;b (x; y) = (x a ; y b ). As shown in MP], this ber product acts on the \building data" of the cover multiplying the valence by a, and the compatible m by b. So the corresponding monodromy graph is a polygon with d = h + k vertices, valence a, increment h (or k). Conversely, the cover associated to a pair (\polygon with n edges, valence a, and increment h", m) is F h;n?h;a; m h(n?h) , as stated. This concludes the proof of theorem 2.5. One immediately gets the following corollary, whose rst statement completes corollary 4.2 in MP].
Corollary 2.10. The cover F h;k;a;b is smooth () a=b=1 or h=b=1. The cover and the rami cation divisor are both smooth () h=a=b=1.
Proof. The rst statement comes by the equations 2.4, whence the second can be easily checked in local coordinates as in remark 2.3.
In the following section we will use the following consequence:
Corollary 2.11. Let n and m be coprime integers.
There exists a non-singular normal generic cover : S ?! C 2 branched over x n = y m for which the rami cation divisor is non-singular if and only if jm ? nj = 1, or d = 2, n = 1.
In the rst case the cover is unique of degree d =max(m; n) and its monodromy graph is the polygon with d edges, increment 1 and valence 1.
In the second case the cover is given by the projection on the x; y-plane of the surface z 2 = x ? y m . Proof. For d 3, by previous corollary, we have only the covers having as monodromy graph the polygon with d edges, increment 1 and valence 1.
For d = 2, the remark that for every curve ff(x; y) = 0g there is exactly one double cover given by projection on the x; y-plane of the surface z 2 = f, gives immediately the result.
We conclude this section with a direct computation of the monodromy graph associated to = F h;k;a;b , although we don't need it in the rest of the such that, restricted to one of the U j , gives a generic cover of degree n i +1 branched over one of the s i local irreducible components of B (di erent components for di erent j), while restricted to each V k , is an isomorphism. Moreover, if n i 2, then m i = n i + 1, and (locally) restricted to U j is equivalent to the cover F 1;n i ;1;1 for each j = 1; : : : ; s i .
Proof. Since we assumed R non-singular, it is locally irreducible: then for each p 2 R there exists a neighborhood U 3 p such that (R \ U) is irreducible and hence j U is a smooth normal generic cover branched over an irreducible curve. Since the image of an irreducible curve is still an irreducible curve, the cover splits locally as disjoint union of covers each branched over one of the (local) irreducible components of B.
In order to prove the rst part of the statement, we still have to compute the degrees of the cover restricted to the \relevant" components, that come directly by corollary 2.11.
In case n 1 2, by the assumption of smoothness of the surface and of the rami cation divisor R, corollary 2.11 forces m i = n i + 1 =the (local) degree of the cover: the local equation for these covers comes from proposition 2.9.
Remark 3.2. By the degrees computed in the previous proposition we have that deg maxfs i (n i + 1)g.
We introduce some notations: let : S ! P 2 be a smooth projective generic cover, B the branch curve, B the dual curve to B, R the rami cation locus, C := (B) ? 2R. We set E := (O P 2(1)) (so that K S = ?3E + R), N := deg , d := degB 2 , := degB , g := g(B) = g(B ) = g(R). With a standard abuse of notation, we will not distinguish a divisor from the associated line bundle. In order to prove the main theorem of this section, we follow now the arguments of Kulikov in our more general case. Although some of the proof of Kulikov works without correction, we decided, for the convenience of the reader, to repeat also those proof, with the exception of proposition 3.8. We start with some numerical relations.
Lemma 3.3. 1. n i w 1 + z n i 1 = n i w 2 + z n i 2 = (n i + 1)x z 1 w 1 = z 2 w 2 = y which is expressed by g 1 (resp. g 2 ) as a normal generic cover of degree N 2 ?1 (resp. N 1 ? 1) branched over C 1 (resp.C 2 ).
V + andṼ ? are both smooth and intersect in g ?1 1 (R 1 ) \ g ?1 2 (R 2 ). The normalization will be the disjoint union of these two smooth components. Now suppose p 2 Y and let V 1 (resp. V 2 ) be the neighborhood of g 1 (p) (resp. g 2 (p)) as in the de nition of Y : the branch loci of 1 j V 1 and 2 j V 2 are di erent. Proof. By previous lemma, 1;2 (P )=p i for some i. If n i = 1, we can assume the two branch loci to be fx = 0g and fx+y m i = 0g
and we get In order to compute k, set z := m i (z 1 ? z 2 ). Then, in the coordinate system (x; z; z 1 ), our equation can be written as z m i 1 = z(x + f(z; z 1 )) with f(0; 0) = 0, and, setting x = x + f, we nd that near the origin the triple (x; z; z 1 ) is still a coordinate system in terms of which V Otherwise, let V 1 (resp. V 2 ) be a small neighborhood of g 1 (p) (resp. g 2 (p)) as in lemma 3.9. Then, since g 1 j R (and also g 2 j R ) is an unrami ed double cover, there are exactly two points over p i contained both in R and in the normalization of the ber product of V 1 and V 2 , say P i+ and P i? .
The two points belong to the two componentsṼ + andṼ ? respectively (see proof of lemma 3.9), but since C j does not intersectṼ + , we may suppose p = P i? 2Ṽ ? .
If we rewrite the equations forṼ ? we get Moreover, setting t = n i + n i +1 (so that t n i +1 = (n i + 1)t ? n i ), must satisfy (by the rst equation) ( t) n i ?1 + ( t) n i ?2 + + 1 = n i t Hence t n i ? 1 = ( t) n i ? 1 = ( t ? 1) n i t or t n i +1 = ( n i + 1)t ? n i i.e.
(n i + 1)t = ( n i + 1)t: Thus = 1 and F(C 2 ) \Ṽ ? is the union of the n i ? 1 curves z 1 = n i + n i +1 z 2 .
Then every component ofC j intersectsR transversally, and we conclude (R;C j ) = P r i=1 (n i ? 1).
Let EX = F 1;2 (O P 2 (1) 2(3d + g ? 1) ? P r i=1 (n i ? 1) where 2d =degB and g = g(B) is its genus, then is unique.
In the introduction we wrote the statement in a di erent notation, that we found better there.
Proof. Since by corollary 3.5R 2 > 0, by Hodge Index Theorem With this inequality, we can estimate the quantity 4(3d + g ? 1) 2(3d + g ? 1) ? P r i=1 (n i ? 1) 12d + 4(g ? 1) 3d thus we get the stronger estimate 4(3d + g ? 1) 2(3d + g ? 1) ? P r i=1 (n i ? 1) < 8
As a last remark, note that one can rewrite, with the obvious changes, all the results in Ku], theorems 3-12.
A family and a counterexample
In this section we will describe an interesting family of projective generic covers branched over a curve B with singularities of type x n = y m that will produce a counterexample to Chisini's conjecture if we drop the hypothesis that the rami cation divisor is smooth. In a neighborhood U i;j of the point P i;j = ( i ; j ; 1), B is analytically equivalent to x n i = y m j . Our (open) assumption is that the singular points of B are contained in the union of lines g(x; w) = 0, or, if you prefer, in the set of the P ij 's.
By a classical result (see De, Fu] ), if B is a nodal curve then 1 (P 2 n B) is abelian; since S d has no center if d 3, then, if 1 (P 2 n B) is abelian, there are no projective generic covers of degree d 3 whose branch locus is B; thus we will suppose that not all n i 2 and not all m j 2. Note that p = (0; 1; 0) does not belong to B, thus, in order to compute 1 (P 2 n B), we can use the projection from p onto the x-axis.
More precisely, B intersects transversally the line at in nity w=0 in the d smooth points (1; ; 0) with d =1; then the line at in nity is not tangent to B. This allows us to compute the fundamental group of the complement of B by computing the fundamental group of the complement of the a ne curve B in the chart w 6 = 0, as we will do in proposition 4.6. Set g(x) = g(x; 1) and f(y) = f(y; 1) so that B = fg(x)=f(y)g.
In order to compute the fundamental group of the complement of B we can do, without lost of generality (by a deformation argument as in O]), the following assumptions:
1. 8i; j , i ; j 2 R; 2. 1 < 2 < < r , and 1 < 2 < < s ; Then the critical values are (some of) the i (corresponding to points P i;j ) and the d(s{1) distinct points j;h for h=1; : : : ; d and j=1; : : : ; s{1 where g( j;h ) = f j (smooth points with vertical tangent). By assumption 4, no j;h is contained in the interval 1 ; r ].
Choose ">0 small enough such that, 8j (resp. 8i), for every t s.t. 0 < jt ? j j " (resp. 0 < jt ? i j "), f ?1 (t) (resp. g ?1 (t)) is given by m j (resp. n i ) distinct points. We denote by b j;1 ; : : : ; b j;m j , (resp. a i;1 ; : : : ; a i;n i ) the points in f ?1 (") (resp. g ?1 (")) ordered by their argument.
We x now a free basis for = 1 (fy=0gnf i ; j;k g; a 1;1 ), in terms of which we will describe the braid monodromy of the projection. These are path around the i 's. To complete the free basis of , we need some paths around the j;k 's.
Consider the (real) critical values for f, f i , de ned before. Let ! i be a loop around f i based at " contained in the union of the paths C " (f i ) and the real line constructed by the following algorithm: follow the real line in direction of f i until you meet the rst C " (f j ); if j 6 = i, follow C " (f j ) clockwise until you meet again the real line, then follow the real line again till a new C " (f j ) and repeat the algorithm; if i = j follow counterclockwise the whole C " (f i ) and come back to " from the way you arrived (and end the algorithm). Here you nd two examples, were we de ned C + " and C ?
" in the natural way as we did for the c i . r r r r r r For every xed pair i; h, we can uniquely lift ! j to a (closed) path~ j;i;h , based at a i;h , s.t. g(~ j;i;h ) = f(! j ), that is in fact a loop around some j; h .
Finally we de ne j;i;h 2 the path based in a 1;1 obtained conjugating j;i;h by a path connecting a 1;1 and a i;h , obtained following the orientation of each real interval and the reverse orientation of each circle. The paths i 's, j;i;h 's give clearly a free basis for . Now we can compute 1 (C 2 n B) (and 1 (P 2 n B)). We can take as generators of 1 (C 2 n B) (and of 1 (P 2 n B)) a geometric basis j;k (for j=1; : : : ; s, k=1; : : : ; m j ) of 1 (fx = a 1;1 g n B) = F d in such a way that j;1 ; : : : ; j;m j are (conjugated to) the \standard generators" of inducing in 1 (C 2 n B) (and 1 (P 2 n B)), the relations j;k = T j;1;n i j;k+n i T ? Proof. To compute 1 (P 2 n B) we use the standard remark that the kernel of the surjective map 1 (C 2 n B) ! 1 (P 2 n B) ! 0 is in nite cyclic and is generated by a loop L around the line at in nity. In this case the monodromy of the cover lifts to a generic (geometric loops map to transpositions) homomorphism : G n;m ! S d for which (T d n 1;n ) = 1. By the classi cation of generic homomorphisms in theorem 2.8, the monodromy graph is (exchanging n and m if necessary) a polygon. We know that in this case there exist h; k; a; b s.t. n=a(h+k) and m=bkh with (h; k)=1. Now we can introduce our family: we de ne g l (x; w) = (x ? w)(x ? 2w) (x ? lw) f l (y; w) = (y ? w)(y ? 2w) (y ? lw) and, given h; k coprime, we consider the generic cover of degree h + k branched over g h+k (x; w) hk = f hk (y; w) h+k with monodromy graph a polygon with m edges, valence 1 and increment h. Here all the singularities have the same form x hk = y h+k , so, by remark 4.5, all the local monodromy graphs have to coincide with the global one. In order to ensure the existence of the cover we have only to check that the monodromy of ( 1 h+k ) hk is trivial, which was clear since the very beginning because it belongs to the center of the (local) fundamental group (in fact, the order of the monodromy of 1 h+k is exactly hk). Moreover, by corollary 2.10, having all the singular points a = b = 1 the surface we de ned is smooth, whence the cover is smooth if and only if h = 1; in this last case one can easily check that the cover is given by the projection on the plane z = 0 from the point (0; 0; 1; 0) of the surface z k+1 ? (k + 1)z f k (x; w) + k g k+1 (y; w) = 0
Finally we can state the counterexample we were looking for:
Proposition 4.7. Let B be the projective plane curve of degree 30 given by the equation g 5 (x; w) 6 = f 6 (y; w) 5 ; Then there are two generic covers S 0 0 ! P 2 , S 00 00 ! P 2 , with But now k(h{1)=h+1=h{1+2 and it must be (h{1)j2, so that h=2 and k=3 which gives k 0 =5.
In order to nd counterexamples to a Chisini-Kulikov-Nemirovski's type result in arbitrarily large degrees, we have to consider a slightly di erent family:
Proposition 4.8. Let t 2 N, t 2 B be the projective plane curve given by the equation g 4t+1 (x; w) 2t(2t+1) = f 2t(2t+1) (y; w) 4t+1 : Then there are two generic covers S 0 0 ! P 2 , S 00 00 ! P 2 , with S 0 , S 00 smooth, degrees respectively 4t + 1 and 4t + 2, and both singular rami cation divisor.
In fact, the case t = 1 is exactly the case of previous proposition, so the statement still holds except for the singularities of the rami cation divisor.
Proof. The cover of degree 4t + 1 is the cover in our family for h = 2t, k = 2t + 1.
The cover of degree 4t + 2 is simply the cover constructed in the same way as we did for our family, starting from the monodromy graph given by the polygon with 4t + 2 vertices, valence t and increment 1.
The smoothness comes from corollary 2.10 observing that locally we have h = b = 1.
The other veri cations are exactly as in the previous case and we leave them to the reader.
