The quality grades of organic green teas are tightly correlated with their prices. In this work, samples of organic green teas of different quality grades are collected, and their aromas are analyzed with an electronic nose (E-nose). A multi-task model based on the back propagation neural network (MBPNN) is proposed for the simultaneous performance of the classification task (grade classification of tea) and regression task (quality prediction of tea with market price). The validity of the proposed MBPNN model is also verified; its performances of the tasks are compared with those of two classification models (random forest and support vector machine) and three regression models (partial least squares regression, kernel ridge regression, and support vector regression). Experimental results demonstrate that the MBPNN model achieves good performance both in the tasks of tea grade classification and tea quality evaluation (price regression). The study shows that the E-nose is effective for the classification and evaluation of organic green teas when an optimal pattern recognition algorithm is selected. Encouragingly, a novel application of the multi-task learning model in the tea industry is obtained to assess the tea quality in a simple, quick, and comprehensive way. INDEX TERMS Classification model, electronic nose, multi-task framework, organic green teas, regression model.
I. INTRODUCTION
Tea contains substantial amounts of polyphenols, caffeine, volatile oils, vitamins, aroma-forming substances, and other compounds that have unique biological activities and health benefits [1] . In particular, green tea has been found to be superior in terms of its antioxidant activity [2] . In addition, organic green tea is safer and healthier than conventionally grown tea, as it is usually not processed using irradiation, industrial solvents, and/or synthetic food additives.
Organic green tea processed from fresh tea leaves picked in late March and early April is regarded to be of high quality, and its quality declines with time [3] . The best tea leaves should be picked and processed before the Pure Brightness Festival (around April 5 or 6), and is called quality is ensured by a human taste panel, which is unreliable because of the lack of consistency in the standards of tea quality [8] . Therefore, a convenient, accurate classification and evaluation of tea grades is urgently needed to protect consumer rights and the reputations of producers. Although gas chromatography, mass spectrometry, and liquid chromatography are good substitutes for the human taste panel, they are time consuming and labor intensive [9] .
The electronic nose (E-nose) is a convenient, automated, and non-destructive technique, and could be made to be timesaving and cost-efficient. In recent years, E-nose techniques have gradually become powerful tools in different industries, such as tea [1] , [3] , [10] , meat [11] , fruit juice [12] , Chinese liquor [13] , protein feed fermentation [14] , and compost maturity [15] . Omatu and Yano [16] proposed a new construction of an E-nose system by using a competitive neural network based on the learning vector quantization (LVQ) method. They utilized the system to classify four kinds of teas (English tea, green tea, barley tea, and oolong tea), and the classification accuracy result was about 96%. Yu et al. [17] employed the E-nose for the rapid identification of quality grades of green tea. A back-propagation neural network (BPNN) and probabilistic neural network (PNN) were applied to identify five tea sample groups of different qualities. The results showed that the method based on BPNN achieved the better performance with an accuracy of 88%. It can be easily summarized from these relevant works that most of these researchers focused on the application of the E-nose to sample classification. Although the existing classification method is effective for different tea samples, some incorrect classification occurs among the samples when the quality grades are close. It is more challenging when the tea samples are from the same region with the same water and soil conditions, cultivation method, and production process. Other researchers have carried out studies on the prediction of food additives or quality levels [18] - [21] . Pang et al. [22] conducted an instrumental analysis of odor-active compounds of three commercial grades of Dianhong tea. They developed a measurement model for tea aroma quality using stepwise multiple linear regression analysis. Compared with classification models, regression models provide a more objective and meticulous standard for tea quality evaluation with quantitative descriptive analysis. Although many excellent works have been presented, to the best of the authors' knowledge, few researchers have focused on both classification and regression tasks in E-nose application.
In this study, an E-nose was used as a convenient, automated, and non-destructive technique to perform tea grade classification and tea price prediction. A multi-task model based on the back propagation neural network (MBPNN) is proposed to simultaneously perform the classification task (grade classification of tea) and regression task (quality prediction of tea with market price). Additionally, two classification models (random forest (RF) and support vector machine (SVM)) and three regression models (partial least squares regression (PLSR), kernel ridge regression (KRR), and support vector regression (SVR)) are employed for comparison with the proposed MBPNN model.
The remainder of this paper is organized as follows. The materials and methods are reviewed in Section II. Experimental configurations and results, along with corresponding discussion, are presented in Section III. Finally, the conclusions are drawn in Section IV.
II. MATERIALS AND METHODS

A. INSTRUMENTS AND EQUIPMENT
A commercial E-nose (PEN3 E-nose, Airsense Analytics GmbH, Germany) was used for the experiments in this study.
The key component of the E-nose is a sensor array composed of 10 different metal-oxide-semiconductor (MOS) sensors positioned inside a small chamber (1.8 mL). Each MOS sensor is selectively sensitive to different volatile compounds during the process, leading to its conductivity changes. Therefore, 10 response curves of the sensor array can be obtained for each distinct object substance, namely an individual object forms a unique fingerprint. The nomenclature and the characteristics of the sensors used are listed in Table 1 .
B. EXPERIMENTAL SAMPLES
As shown in Table 2 , six organic green teas with different quality grades (provided by Zhejiang Geng Xiang Tea Co., Ltd.) were tested using the PEN3 E-nose. The data on the acquired samples was designated as Dataset A.
Another dataset (Dataset B), comprising different production lots of tea samples, was built as a testing dataset to further evaluate the generalization performance of the models. Details of the samples in Dataset B are presented in Table 3 . Note that for the first grade of tea samples, ''before-brightness tea'' (G1200) was replaced with ''beforerain tea'' (G1200 * ) in Dataset B. The tea leaves were picked between March and May 2017, and all the experimental samples were produced in Hangzhou City (Zhejiang Province, China) at a humidity level of less than 5%.
C. EXPERIMENTS AND DATA ACQUISITION
All experiments were carried out in the authors' laboratory, and all the samples were measured at 25 ± 1 • C and a humidity level of 52% ± 2%.
The experiments were performed on six groups of samples. Twenty samples were prepared for each grade of tea. Thus, in all, 240 tea samples were used in the experiments (Dataset A and Dataset B). For each sample, 4 g of tea was put into a vial (50 mL) and allowed to equilibrate with the air in the vial for 180 min. The experiments lasted for eight days.
D. RESPONSE CURVES AND FEATURES
As shown in Fig. 1 , before the measurement, the filtered air was suctioned in reverse through the E-nose to flush the sensor array and the gas line. This flushing lasted for 100 s. For the measurement process, the headspace gas of the sample was pumped into the sensor chamber at a constant rate of 10 mL/s via a Teflon tube connected to a needle. The measurement time was 100 s, and raw data was acquired every second using WinMuster software (version 1.6.2.18, Airsense Analytics GmbH, Germany). The original response curves of the E-nose (six groups of samples) are presented in Fig. 2 , where G 0 is the conductance of the sensor in reference air, and G is the conductance of the sensor when exposed to the sample vapor.
According to the MOS-based sensor principle, the response curve of the sensor to affinity substances quickly increased initially and then gradually flattened. Generally, several kinds of features (e.g., stable value (SV), mean-differential coefficient value, and response area value [23] , [24] ) extracted from E-nose signals can be used in pattern recognition algorithms. In this work, simpler feature parameters were used, namely the SV. Because detection lasted for 100 s per sample and the response value of each sensor stabilized after approximately 60 s, as shown in Fig. 2 , the value after the 60 th second of each sensor was taken as the SV. In this study, 10 data points (from the 81 st to 90 th seconds) were used as input features for model training and testing. Therefore, Dataset A and Dataset B can respectively be expressed as 1200 × 10 matrixes.
E. DATA ANALYSIS METHODS 1) RANDOM FOREST (RF)
RF and SVM were used as alternative methods to build identification models for the distinction of different teas. RF is a typical algorithm based on voting theory [25] . As an ensemble learning algorithm, RF usually exhibits good performance in solving real problems, as RF prevents misclassification and accidental errors to a certain extent [19] . Furthermore, the RF algorithm is very robust, irrespective of the disturbance arising from either the samples or the features.
2) SUPPORT VECTOR MACHINES (SVMs)
SVMs are supervised learning models with associated learning algorithms that analyze the data used for classification and regression analyses [26] .
For sample classification, the essence of the SVM algorithm is to find the hyperplane that gives the largest margin to the training examples. In general, a hyperplane is constructed in a higher-dimensional space that was transformed from the original feature space by means of a kernel function in the SVM.
A version of SVMs for regression called SVR was proposed by Drucker et al. [27] . Analogously, the basic theory of SVR is the nonlinear mapping of the features from the original feature space to a high-dimensional feature space.
3) PARTIAL LEAST SQUARES REGRESSION
Partial least squares regression (PLSR) is a statistical method that bears some relation to principal component regression; instead of finding hyperplanes of the maximum variance between the response and the independent variables, it builds a linear regression model by projecting the predicted variables and the observable variables onto a new space [28] . PLSR reduces the number of observable variables and extracts some components (fewer than earlier) to describe the maximum correlation between the observed variables and the predicted variables [18] . 
4) KERNEL RIDGE REGRESSION (KRR)
The central idea in KRR is to use a flexible set of nonlinear prediction functions and prevent overfitting by penalization in a way that limits computational complexity [29] . KRR combines ridge regression (linear least squares with l2-norm regularization) with the kernel trick [30] . Therefore, a linear function or nonlinear function was learned by KRR via different kernel functions in the projected space.
5) A MULTI-TASK FRAMEWORK BASED ON BPNN (MBPNN)
A multi-task framework based on the back propagation neural network (MBPNN) is proposed, upon which the two taskspecific (a classification task and a regression task) feedforward subnets are stacked in parallel. As shown in Fig. 3 , the framework consists of two shared layers and two individual fully connected layers. It uses the ReLU function, an activated function, to activate the neurons. The classification task output and regression task output are generated by the softmax function and linear function, respectively.
III. RESULTS AND DISCUSSION
A. PRINCIPAL COMPONENT ANALYSIS (PCA)
In many previous studies, principal component analysis (PCA) and linear discriminant analysis (LDA) have been used for statistical analysis or object classification.
As shown in Fig. 4(a) , PCA was performed with the raw data imported into WinMuster software. The accumulated variance contribution rate of the first two principal components (PCs) included sufficient information about the samples and was 97.52%. Moreover, the variances of PC1 and PC2 were 87.51% and 10.01%, respectively. In Fig. 4(b) , a score plot is depicted with LD1 and LD2, the variances of which were 14.18% and 11.65%, respectively. The cumulative variance of the first two canonical linear discriminant (LD) functions was only 25.83%.
Therefore, PCA and LDA cannot distinguish among the samples well, and will not be studied further in this work. Thus, some effective substitutes for classifying and evaluating organic green teas are urgently needed.
B. CLASSIFICATION OF ORGANIC GREEN TEAS
In this work, RF and SVM were used to classify organic green teas of different grades. The rows in Dataset A were shuffled, and the dataset was randomly split into two parts: the training set (600 × 10) and the testing set (the remaining 600 × 10).
As is known, for the RF-based classifier model, the main parameters are the number of decision trees and the number of variables (N F ) in the random subset at each node in the growing trees [9] . In the study, only 16 decision trees were used to build the classifier model and N F was defined using the empirical formula N F = √ M , where M is the total number of features.
In the model based on SVM, a radial basis function (RBF) was chosen as the kernel function. To optimize the penalty parameter (C) and the kernel parameter gamma (c) in the SVM model, a grid search method with exponentially growing sequences of C and c was applied. Then, the optimal combination of parameters was determined according to the distinguishability of the computed hyperplane (C = 100 and c = 10 were ultimately determined) from the possible options (C ∈ [10, 50, 100, 200, 500], c ∈ [0.1, 1.0, 5.0, 10.0, 20.0]).
The accuracy and F1 score are used as the evaluation metrics for multi-class classification. First, referring to the binary classification scenario, R and P, which respectively represent recall and precision, were rewritten as follows:
where TP represents true positive, TN represents true negative, FP represents false positive, and FN represents false negative. Secondly, in this work, the accuracy, which is an easy and comprehensive indictor with which to evaluate the classification result, was redefined as follows:
Thirdly, the F1 score, also known as the balanced F-score or F-measure, can be interpreted as a weighted average of the precision and recall. The relative contributions of precision and recall to the F1 score are equal. The formula for the F1 score is:
The F1 was obtained using the ''micro average'' strategy [31] , namely calculating the metrics globally by counting the total numbers of true positives, false negatives and false positives.
In the classification of teas, the RF-based model and SVM-based model both achieved good performance with accuracies of 0.9933 and 1.0000, respectively. Also, the high F1 scores (0.9932 in RF and 1.0000 in SVM) reflect the good precision and recall of these models. The statistical parameters are listed in Table 4 . 
C. TEA QUALITY (PRICE) EVALUATION BASED ON REGRESSION METHOD
As is known, the output of classification is a discrete class label. However, in actual scenarios, the evaluation of the class label is not sufficiently accurate. Taking the presented samples as an example, in Dataset B, the G1200 * (beforerain tea) samples are usually classified as Grade 1 (L1) with the ''before-brightness tea'' price (18.1 $/50 g) in an actual market, which not only harms the interests of consumers, but also damages the reputations of producers because leaves picked and processed after Pure Brightness and before Grain Rain are slightly inferior in quality. In the opinion of the authors, market price estimation is more practical than the rating on the quality assessment of the same type of tea. Therefore, the evaluation based on the regression method is more objective and accurate in some cases.
In this work, PLSR, KRR, and SVR were used to build the evaluation and prediction models for the E-nose signals and the prices (quality grades) of different organic green teas, respectively. RMSE, r, and R 2 were used to evaluate the performance of the regression models. RMSE represents the standard deviation of the differences between the predicted values and the observed values of the samples. The correlation coefficient (r) is a number that quantifies the type of correlation and dependence, implying the statistical relationships between two or more values in fundamental statistics, and that the coefficient of determination (R 2 ) is proportional to the variance in the dependent variable that is predictable from the independent variable(s) [32] . The mathematical expressions of the parameters are shown in Eqs. (5) (6) (7) , where y i is the label of the i-th sample, y i is the predicted value of the i-th sample, and the superscript horizontal line indicates the average value. Therefore, certain criteria must be met to obtain a good regression model. These criteria include high values of R 2 and r, and a low RMSE.
1) PRICE EVALUATION BASED ON PLSR PLS-based algorithms are regarded as the ''gold standard'' in chemometrics because of their ability to handle collinear data and to reduce the required number of calibration samples [33] . However, as presented in Table 5 , the performance of the PLSR model in the experiments was unsatisfactory with a very poor indicator for the testing set (r = 0.2315, R 2 = 0.0484, and RMSE = 5.4584), which implies that the PLSR model failed to accurately predict the prices of the given organic green teas. Moreover, as shown in Fig. 5 , the black and red scatters along the y-axis represent the true price and predicted price (USD) of the teas per 50 g, respectively, and the x-axis denotes the sequence number of the testing samples. In Fig. 5(a) , obvious deviations exist between the actual values and the predicted values based on the PLSR model, and the distribution of the predicted values evidently does not conform to reality.
Although PLSR is practical and simple, and is widely used for solving prediction problems, it cannot be used in the E-nose to solve this problem because PLSR belongs to the category of linear regression methods, and the multivariate regression analysis in the E-nose is a nonlinear problem.
Therefore, the ''gold standard'' does not apply to the analysis of the data prepared for prediction in the E-nose system.
2) PRICE EVALUATION BASED ON KRR
RBF was selected as the kernel function for price prediction, and a grid search method was applied to obtain the best combination of the kernel parameter gamma and the regularization parameter. The criterion parameters (r, R 2 , and RMSE) are summarized in Table 5 . The regression model based on KRR performed considerably better than the model based on PLSR; the r, R 2 , and RMSE values were 0.9822, 0.9637, and 1.0658, respectively. The results suggest that the KRR model based on the E-nose data could precisely predict the market prices of teas in this case.
3) PRICE EVALUATION BASED ON SVR
RBF was also chosen as the kernel function in the SVR model. The kernel parameter gamma (c) and the penalty parameter (C) were also selected from the alternations by a grid search method. The experimental results showed that the best combination for the SVR model was C = 10 and c = 0.1 from the possible options (C ∈ [10, 50, 100, 200, 500], c ∈ [0.1, 1.0, 5.0, 10.0, 20.0]). Table 5 summarizes the statistical parameters of the SVR regression model for price prediction. The statistical parameters were as follows: r = 0.9810, R 2 = 0.9600, and RMSE = 1.1206 in the testing set. The results showed that the SVR-based method was also a good substitute for analyzing the regression of the tea prices.
D. THE PERFORMANCE OF THE MBPNN MODEL
The details of the structure and parameters of the MBPNN model, including the number of neurons of each layer and the configuration of the dropout layers that was set to prevent overfitting, are shown in Fig. 6 . The dropout rate of both dropout layers was 0.1. During training, the ''Adam'' optimizer was used with the following parameters: learning rate = 0.001, beta_1 = 0.9, beta_2 = 0.999, epsilon = None, decay = 0.0, amsgrad = False. The number of training epochs was set to 500. In this work, the ''early stopping'' stratagem was applied during the supervised training. The training was stopped early when the total loss value of the model did not decrease in five consecutive trainings before the max training epoch was reached. This was implemented via PC programming using Python based on two open-source machine learning platforms (Keras and TensorFlow). For the two branches of the model, the crossentropy loss function and mean squared error loss function were used for the classification task and regression task, respectively. The loss functions were simultaneously performed during the training process of the network. Before the training process, all the input features values were scaled to between −1.0 and 1.0.
The classification performance of the MBPNN is presented in Table 6 , which also shows the regression performance. In the classification experiments, the RF, SVM, and MBPNN models achieved high accuracies of 0.9933, 1.0000, and 0.9983, respectively. In the regression task, with criterion parameters r = 0.9893, R 2 = 0.9784, and RMSE = 0.7919, the proposed MBPNN model achieved the best performance. The experimental results reveal that the MBPNN model had a stronger nonlinear fitting ability, and is therefore a good method for the prediction of tea prices. As shown in Figs. 5(b), 5(c), and 5(d), the prices of the testing samples were estimated using KRR, SVR, and MBPNN. The scatterplots of the actual values and the predicted values reflect the regression of the prices very well. In particular, the proposed MBPNN model attained the best performance.
To evaluate the generalization performance of the proposed model, the classification models and regression models were respectively trained and tested again on Dataset B, and the results are provided in Table 7 . Although the performance declined slightly, the experimental results demonstrate that the model had good generalization performance, which made the evaluation of tea quality more objective and effective. The comparison of the experimental results of the regression models is presented in Table 7 .
IV. CONCLUSION
In this study, an MOS-based E-nose was used as an alternative detection method to traditional monitoring technologies for the identification of organic green teas of different quality grades, and for the estimation of the price of a given sample. RF and SVM were respectively employed to build the identification models. Moreover, to establish the regression models between the E-nose signals and the tea prices, the PLSR, KRR, and SVR were applied, and their performances were compared using the values of r, R 2 , and RMSE for the testing set. Moreover, the multi-task model, MBPNN, was proposed for performing both the classification task and regression task simultaneously. The following conclusions were drawn.
(1) An unambiguous identification of the quality grades of teas could not be achieved by using traditional PCA or LDA methods. All three models (RF, SVM, and MBPNN) exhibited excellent performance in the classification task.
(2) The PLSR model, as demonstrated by the experiments, poorly predicted the prices of teas of different quality grades, although it decreased the risk of multicollinearity among the independent variables. However, compared to the nonlinear multivariate regression analysis (KRR, SVR, and MBPNN) the MBPNN model exhibited the best performance.
(3) In the generalized performance evaluation, the MBPNN model presented good generalization performance. This result suggests that the E-nose based on MBPNN could not only classify the grades of teas, but could also precisely predict the prices of organic green teas. In particular, the experiments showed that qualitative analysis was far less effective than quantitative analysis in identifying teas.
(4) Overall, the proposed MBPNN model was able to represent the nonlinear relationship between aroma information (inputs) and quality information (outputs) of tea. Experimental results showed that the proposed deep model, a multitask framework, can simultaneously classify tea grade and predict tea price with good performance.
In this study, the models were discussed in three cases in which tea grade classification, tea price prediction, or multitasks (classification and prediction) were performed in parallel. The results are intriguing, and demonstrate that the E-nose could be used in the classification and regression prediction of organic green teas when an optimum pattern recognition algorithm is selected. Furthermore, a novel application of the multitask learning model in the tea industry was obtained to assess tea quality in a simple, quick, and comprehensive way.
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