Techniques such as clusterization, neural networks and decision making usually rely on algorithms that are not well suited to deal with missing values. However, real world data frequently contains such cases. The simplest solution is to either substitute them by a best guess value or completely disregard the missing values. Unfortunately, both approaches can lead to biased results. In this paper, we propose a technique for dealing with missing values in heterogeneous data using imputation based on the k-nearest neighbors algorithm. It can handle real (which we refer to as crisp henceforward), interval and fuzzy data. The effectiveness of the algorithm is tested on several datasets and the numerical results are promising.
Introduction

Crisp Numbers
A crisp number is composed of a single real value with no uncertainty attached to it. Given two scalars a and b then, the Euclidean distance is given by: d(a, b) = (a − b) 2 (1)
Interval Numbers
An objectā = [a L , a U ] whereā is an interval number and the values a U and a L with a U ≥ a L are called the upper and lower bound, respectively. Given two interval numbersā andb, the Euclidean distance between them is given by:
Fuzzy Sets
A fuzzy setã is described by a membership function µ a : X → [0, 1]. While there is no restrictions to the shape of the membership function, a common case is that of triangular membership functions, which are used throughout this paper. Fuzzy sets with triangular membership functions are called triangular fuzzy numbers (TFN), denoted byã = (a 1 , a 2 , a 3 ) with membership function given by:
Given two triangular fuzzy numbersã andb, the distance between them is given by:
The Standard k-Nearest Neighbor for Classification
In k-Nearest Neighbors (Dasarathy [3] ), each instance is a point in a m-dimensional Euclidean space. The algorithm is based on the observation that a sample can be classified in the same way as instances that share similar features, called the nearest neighbors. Therefore, the nearest neighbors of an instance are those whose distance are the smallest. Let us assume that the distance is a function of each instance such as d(X, Y ). If we consider k nearest neighbors, the assignment of a class to a sample is done by considering the class of each one of the k nearest neighbors of the sample. The sample is then assigned to the class with most occurrences.
The k-NN Algorithm for Data Imputation 3.1. The Standard k-NNImpute
Following similar principles to those discussed in Subsection 2.2, the k-NNImpute algorithm (Troyanskaya et al. [19] ), is an extension of the k-NN algorithm used to impute missing values for crisp datasets. Using Eq. 5, one can calculate the distance between two instances (X i and X j ) containing m values each. For imputation, such calculation must be executed for each sample with missing values and all samples which are candidates for imputation, i.e., instances which contain the value missing on the former. After finding the k nearest neighbors by sorting the distances calculated with Eq. 5, the value can be imputed using Eq. 6, where the w j v is the normalized weight of the instance calculated by Eq. 7.
Intuitively, Eq. 5 changes the default L2 distance used in kNN for classification to account for missing data, also making it so that instances that share the most number of common features have their distances reduced in comparison to samples that only have a few features in present in both. The k-NNImpute algorithm is described in Algorithm 1. Calculate the weight w j v using Eq. 7
6
Estimate x j l value using Eq. 6
In KNNimpute, the set of closest neighbors is calculated for each instance with missing values. In this way, the set of neighbors can also contain missing values, as long as they are not on the same attribute. This could make the distance smaller for instances with more missing values. However, Eq. 5 prevents that by not only considering the values itself, but how many of them the instances have in common.
The Extended k-NNImpute for Heterogeneous Data
In order to be able to impute missing values in heterogeneous datasets, the distance function in Eq. 5 must adapt to the data being processed. We assume the data-set is a matrix consisting of multiple data types, but they remain the same throughout each column. The heterogeneous method consists in calling the right distance function (among the ones discussed in Subsection 2.1) according to the column of origin. In this way, Eq. 5 turns to:
Following this approach, it is easy to support more data types, as long as there is a known distance function for them. However, one must be careful not to use a distance function which results in distances with magnitudes superior to that of the other function, as that would bias the results for that specific data type. The distance functions in this paper have been thoroughly tested with respect to this property.
Simulation Results
In order to evaluate the error in the method, values are removed at random from a data-set in a way that no line has more than one missing value or all the missing values fall in the same column. Values are then imputed and the mean square error between the original data-set (X) and the imputed set (X') is calculated using Eq. 9.
Homogeneous datasets
First we evaluate the algorithm using datasets consisting of a single data type. In this paper we evaluate Crisp, Interval and Fuzzy datasets.
Crisp data-set
Imputing values missing at random in a data-set consisting of weather observations grouped on a 80x4 crisp matrix (available in JCMB [11] ), where the number of NaNs ranged from 1 to 80 (25% missing) one obtains the box-plot in terms of mean square error shown in Figure 1 . We notice that the best results occur for k=7, and k=8 with a mean square error (MSE) of 5.7x10 −4 and the worst result for k=1 with a MSE of 7.9x10 −4 , which indicates a small deviation in the results showing that there is evidence that the algorithm is robust with regards to the chosen number of neighbours (k) considered during imputation.
Interval data-set
Next, we use interval data, consisting of measures of bats (made available by Billard et al. [1] ) and the number of NaN ranging from 1 to 21, one obtains the box-plot in terms of mean square error shown in Figure 2 . We can observe that the best results occur for k=5 with a value of MSE of 1.6x10 −3 and the worst result for k=9 with a value of MSE of 2.5x10 −3 . The results reveals that the algorithm is robust with regard to the number of neighbors considered.
Fuzzy data-set
Using fuzzy data, consisting of characteristics of Taiwanese teas (made available by Hung et al. [10] ) and the number of NaNs ranging from 1 to 70, one obtains the results shown in the boxplot in Figure 3 . The box-plot shown in Figure 3 shows that the best results in terms of MSE occurs at k=10 with a value of 7.5x10 −3 and the worst at k=2 with a value of 1.2x10 −2 . The algorithm kept the trend that points to robustness with regard to the amount of neighbors considered.
Heterogeneous Datasets
In this subsection we evaluate the algorithm with regard to heterogeneous datasets, especially small ones, where imputation becomes much harder.
Case Study 1
To better illustrate the algorithm, we run an iteration considering two nearest neighbors (k=2) for the data-set shown in Table 1 , a decision making matrix made available by Fan et al. [5] . Let us refer to it as M. Computing the distances using Eq. 8 one obtains a distance of 0.2661 to line 1 and 0.0945 to line 2. We can now compute the normalized weight using Eq. 7, which yields 0.2620 (line 1) and 0.7380 (line 2). Finally, we can impute the value according to Eq. 6 as 0. Table 1 We can observe in Figure 4 promising results for imputation of heterogeneous data, with both instances having a MSE of about 1.2x10 −2 . These results are especially interesting given the size of the matrix and how fast it deteriorates with the increase of NaN. The results obtained by using the algorithm keeps the MSE in the same range as those shown in the case of homogeneous datasets.
Case Study 2
Applying the algorithm to a second benchmark involving a MCDM problem as presented in Table 3 by Jian-giang and Run-qi [12] , one obtains the results in terms of MSE as shown in Table 3 : Multi-criteria decision making matrix Figure 5 : Imputation results for the matrix in Table 3 As expected, we notice in Figure 5 that the algorithm presents a better behavior in terms of MSE with a more sizable data-set, providing the best value of 1x10 −2 for k=1, and the worst value of 1.9x10 −2 for k=2.
Case Study 3
We consider now the MCDM matrix shown in Table 4 (Fan et al. [5] ). The application of the algorithm provides the box-plot shown in Figure 6 . Table 4 Using a data-set of about the same size as the one used in the previous case, but with more lines rather than columns (allowing more NaN and neighbours due to the benchmark mechanism, previously explained in Section 4), the algorithm provided similar results, as depicted in Figure 6 . The best result in terms of MSE obtained was 5.1x10 −3 for k=4 and the worst value of 5.8x10 −3 for k=1.
Conclusions
Since the k-NN is a well established algorithm for classification, it has been extended to data imputation. Based on distance functions for the different data types used, the k-NN impute has been modified and good results in terms of MSE were obtained. First, the algorithm was tested for homogeneous data types, i.e., crisp, interval and fuzzy data. Next, in order to test the approach it was necessary to use datasets from clusterization and decision making since there are no widely known benchmarks for imputation with heterogeneous datasets. Imputation results for heterogeneous data in terms of MSE shows insensitivity with respect to the numbers of neighbors used.
For future studies we suggest the development of a way to find out the optimal number of neighbors in order to produce the best imputation results and also the expansion to other data types.
