We consider the problem of optimally recovering a discretetime finite valued stochastic process {Xt} from a noisy observation process {Zt}. Given a loss function Λ(x,x) that specifies the loss incurred when estimating x byx and assuming two sided infinite extent stochastic processes, the optimal filter (in a minimum expected loss sense) estimates each Xt causally according to arg minx E(Λ(Xt,x)|Z t −∞ ). The optimal denoiser estimates each Xt according to arg minx E(Λ(Xt,x)|Z ∞ −∞ ). In general, the optimal filter depends on all components of Z t −∞ while the optimal denoiser depends on all components of Z ∞ −∞ . Our interest is in characterizing non-trivial situations (i.e., beyond the case where (Xt, Zt) are independent) for which optimum performance is attained using "symbol by symbol" operations (a.k.a. "singlet filtering/denoising"), meaning that the estimates of Xt defined above depend solely on Zt.
We consider the problem of optimally recovering a discretetime finite valued stochastic process {Xt} from a noisy observation process {Zt}. Given a loss function Λ(x,x) that specifies the loss incurred when estimating x byx and assuming two sided infinite extent stochastic processes, the optimal filter (in a minimum expected loss sense) estimates each Xt causally according to arg minx E(Λ(Xt,x)|Z t −∞ ). The optimal denoiser estimates each Xt according to arg minx E(Λ(Xt,x)|Z ∞ −∞ ). In general, the optimal filter depends on all components of Z t −∞ while the optimal denoiser depends on all components of Z ∞ −∞ . Our interest is in characterizing non-trivial situations (i.e., beyond the case where (Xt, Zt) are independent) for which optimum performance is attained using "symbol by symbol" operations (a.k.a. "singlet filtering/denoising"), meaning that the estimates of Xt defined above depend solely on Zt.
Our first set of results applies to the case that {Xt} is a stationary ergodic first order Markov process and {Zt} corresponds to {Xt} corrupted by a memoryless channel. We denote the channel input and output process alphabets by X and Z respectively. The channel is assumed to be characterized by a function C(x, z) which, when Z is discrete, specifies the conditional probability that the output is z given that the input is x, and when Z is continuous specifies the conditional probability density function of the channel output evaluated at z given that the input is x. Letting M(X ) denote the simplex of probability distributions on X , define {βt}, {ηt}, and {γt} to be the M(X )-valued processes with components βt(x) = P (Xt = x|Z
For p ∈ M(X ) define the Bayes response to p byX(p) = {x ∈ X : x = minx ∈X x Λ(x,x)p(x)}, so that the optimal filter and denoiser defined above correspond respectively to elements ofX(βt) andX(ηt). For {Xt} Markov, standard relationships among probability distributions can be used to derive two functions T :
and ηt = G(Zt, βt−1, γt+1). Explicit expressions for the functions T and G in terms of the Markov process parameters and C(x, z) can be found in [1] . Let CQ and CQ r respectively denote the supports of the distributions of βt and γt. Theorems 1 and 2 state that the optimality of singlet filtering and denoising depends on the distributions of βt and γt only through CQ and CQ r . z, p1, p2) ) ∀z ∈ Z}.
Theorem 2 For any function f : Z → X the singlet denoiserXt = f (Zt) is optimal if and only if CQ
In general, the supports CQ and CQ r may be difficult to obtain explicitly. In the binary case, X = {0, 1}, however, enough information on CQ and CQ r can be extracted to explicitly characterize the necessary and sufficient conditions for the optimality of symbol by symbol schemes in terms of the Markov process parameters and C(x, z) . Let π01 and π10 respectively denote the 1 → 0 and 0 → 1 transition probabilities of the Markov process and define
Theorem 3 For binary Markov input processes singlet filtering is optimal if and only if
where I1 and I2 uniquely satisfy the equations I1 = log L bs + h(I1) and I2 = log U bs + h(I2) when π10 + π01 ≤ 1; and I1 = log L bs + h(I2) and I2 = log U bs + h(I1) when π10 + π01 > 1.
Explicit closed form expressions for I1 and I2 are given in [1] (obtained by solving the equations specified in the above theorem). Theorems 3 and 4 specialized to the case of a symmetric Markov source (with π01 = π10) observed through a binary symmetric channel (BSC) recover the results of [2] .
Theorem 4 For binary Markov input processes singlet denoising is optimal if and only if
The following additional results are detailed in [1] . The characterization of the support of βt leading to Theorem 3 is leveraged to obtain new bounds and asymptotic behaviors for the entropy rate of a BSC corrupted Markov process. For general noise-free processes (not necessarily Markov), general noise processes (not necessarily memoryless), and general index sets (random fields) we obtain an easily verifiable sufficient condition for the optimality of symbol by symbol operations and illustrate its use in a few special cases. Finally, for the case of a memoryless channel we obtain the large deviations performance of singlet filtering.
