Abstract-In this paper, we propose a practical scheme for an environmental monitoring network using an AODVjr-PB routing algorithm and the IEEE 802.15.4 MAC protocol. Based on AODV junior (AODVjr) routing, we designed a novel routing algorithm: AODVjr accompanied by a piggyback mechanism (AODVjr-PB). In AODVjr-PB, the data packet (DATA) was encapsulated in the Route Request packet (RREQ) during propagation of RREQ from its source to the destination. In addition, the acknowledgement packet (ACK) was packaged in the Route Reply packet (RREP) when RREP is transferred from its destination to the source. In this way, the communication overhead was significantly reduced. The MAC protocol of our network was the IEEE 802.15.4 standard, which is suitable for building wireless sensor networks (WSNs). We deployed a real WSN, each node in the network consisted of a single chip microcomputer (SCM) with an 8051 core, several sensors, an RF module, and four AA batteries. We further employed a blacklist table to test the large-scale network performance in an indoor environment. The experimental results prove that our design outperforms the network with AODVjr routing algorithm in terms of transmission delay, delivery success rate, and data rate.
I. INTRODUCTION
Over the past decade, wireless sensor networks (WSNs) [1, 2] have drawn considerable attention from the research community. The size of a WSN may vary significantly, containing only a few nodes to tens of thousands of nodes. A node in a WSN is usually composed of many parts: a microcontroller, a transceiver, several sensors, and a power supply. WSNs have been used in various applications, such as industrial process monitoring, target tracking, healthcare, home automation, and environmental monitoring [3, 4] .
However, emerging applications for WSNs require more communication overhead and longer battery lifetimes, which are hardly guaranteed when using existing WSN routing algorithms. To solve this problem, we propose a network scheme using a novel routing algorithm: AODVjr-PB, which aims to reduce communication overhead. In this routing algorithm, DATA and acknowledgement (ACK) packets can be encapsulated in Route Request (RREQ) and Route Reply (RREP) packets, respectively, during route discovery. The MAC protocol used in our network is based on the IEEE 802.15.4 standard, which is a protocol for data communication in wireless personal area networks (WPANs) designed for low-data-rate, low-power, and low-complexity short-range radio frequency (RF) transmissions [5] . We implemented our design by deploying a real WSN that can be used for environmental monitoring. Each node in the network was equipped with a single chip microcomputer (SCM) STC12LE5A60S2 containing an 8051 core, several environmental sensors, an RF module IP-Link 1221-2034 which adopts the IEEE 802.15.4 standard, and a battery power.
In this report, Section 2 reviews the mesh topology and the AODVjr algorithm, and Section 3 presents the AODVjr-PB routing algorithm. Section 4 introduces the hardware platform, and the software solution is presented in Section 5. Our experimental results are presented in Section 6, and Section 7 concludes the report.
II. NETWORK TOPOLOGY AND THE AODVJR ROUTING ALGORITHM

A. Mesh Topology
Mesh topology is widely adopted by WSNs. It is a flexible topology suitable for large-scale WSNs containing mobile nodes. These networks usually suffer from external disturbances and node malfunctioning, and mesh topology effectively handles these unexpected situations. In a mesh network, each node serves not only as an end host but also as a router. The nodes can forward packets on behalf of other nodes that may not be within direct wireless transmission range of their destinations [6] . In mesh networks, the source node usually tries to find the best route to the destination node. The best route may refer to the route with the shortest time delay, the lowest power consumption, or the highest robustness.
B. AODV & AODVjr Algorithm Description
In WSNs with mesh topology, nodes may be randomly distributed, and the network topology may vary over time as a result of sensor failures or energy efficiency issues [7] . The dynamic ad hoc on-demand distance vector (AODV) routing protocol can quickly adapt to changing link conditions while maintaining low processing overhead. AODV uses destination sequence numbers to ensure loop-free routing. It also avoids problems associated with traditional distance vector protocols [8, 9] . Other advantages of AODV include quick convergence, excellent scalability, and compatibility with existing network protocol stacks. Therefore, AODV is currently the most widely adopted MANET (mobile ad hoc network) protocol [10] . In recent years, some improvements have been made to AODV, focusing on link failure, quality of service (QoS), average delay, routing load, and packet loss rate [11] [12] [13] .
AODVjr is a trimmed-down version of AODV. It keeps the central elements of AODV and removes some functions, such as sequence number, gratuitous RREP, hop count, HELLO message, Route Error message (RERR), and the precursor list [10, 14] . Therefore, AODVjr is more suitable for wireless applications that require less communication overhead. AODVjr has been successfully used in ZigBee networks [15] . Fig. 1 shows the operations of AODVjr. When the source node A wants to send a packet to the destination node J, which is not originally in its routing table, it broadcasts an RREQ packet to search for a route to the destination. Different from AODV, in which the intermediate nodes respond to the RREQ, AODVjr allows for only the destination node J to respond. When node A finds a route to the target node J, it sends the DATA packet to node J. 
III. AODVJR-PB ROUTING ALGORITHM
In a recent study, Shrikant Upadhyay, et al. showed that AODV is associated with longer end-to-end delay than DSR or DSDV [16] . To perform route maintenance, AODVjr requires the destination to occasionally send a packet to the source [10] . In most applications, this process consumes a significant amount of battery energy. To improve the overall performance of AODVjr, Xiaojun Liu proposed E-AOMDVjr [17] . The experimental results showed that E-AOMDVjr improved the reliability of transmission, decreased energy consumption, and extended the lifetime of the network. Although beneficial, this solution does not solve AODVjr's problem of long end-to-end delay. To solve this problem, we incorporated a piggybacking technique into our network design: DATA and ACK packets were encapsulated in RREQ and RREP packets during route discovery. Hence, the original route maintenance function could be removed from AODVjr without compromising its performance.
A. AODVjr-PB Algorithm Description
The operations of AODVjr-PB are shown in Fig. 2 . Assume that node A is the coordinator, or personal digital assistant (PDA), and that it wants to acquire information about the environment around node J. Node A initiates route discovery with a flooding mechanism if it has no routing entry for node J in its neighbor table (NT) or routing table (RT). In WSNs, the size of a data packet is usually small; hence, when node A broadcasts an RREQ to search for node J, the DATA packet can be piggybacked to the RREQ packet. Node J may receive several RREQ packets from different paths, but it responds to node A with an RREP message through the best route: J→G→B→A. Similar to the piggyback mechanism used for the RREQ packet, node J can piggyback ACK onto the RREP packet. During the route discovery procedure, all nodes that receive an RREQ packet establish a routing table entry whose destination is node A. But only nodes A, B, and G can build a routing table entry for node J because they received an RREP packet from node J. Path cost is one critical factor in route selection during route discovery. In AODV and AODVjr algorithms, path cost is usually related to hop count; that is, the cost of routing is usually associated with hop count. Nevertheless, communication is the primary consumer of energy in this environment, in which sending a bit over 10 or 100 meters consumes as much energy as thousands to millions of operations (known as the R 4 signal energy drop-off) [18] . A path with a lower hop count may provide a reduced link quality. In AODVjr-PB, we consider both the hop count and the link quality to achieve a tradeoff between transmission delay and throughput [19] . 
The RSSI (received signal strength indication) is essentially a value that represents the received signal strength estimated by the receiver node [20] . The value of RSSI is an integer ranging from 0 to 255. Fig. 3 depicts the flow chart of DATA packet processing in the network (NWK) layer. First, if a node finds that the destination of a data packet is in its neighbor table, it will deliver the packet directly. If the destination is in its routing table, it forwards the DATA to the next hop, according to the routing table. Otherwise, it initiates an AODVjr-PB route discovery procedure to search for an optimal or suboptimal path to the destination. 
B. Flow Chart of DATA Packet Processing
C. Route Discovery
The objective of route discovery is to find the best route between two nodes. Like AODVjr, route discovery in AODVjr-PB is based on the well-known AODV routing algorithm. When a source node wants to search for a route to the destination, it broadcasts an RREQ message, on which the DATA fragment piggybacks, to the network through a flooding mechanism. Fig. 4 illustrates the transmission process of RREQ packets in the NWK layer. During route discovery, when the nodes receive an RREQ packet for the first time, they set up a new entry in their routing table for the source node. If a node finds that it has received this RREQ packet before, it checks whether or not the new path to the source has a smaller link cost. If so, it updates the corresponding entry in the routing table and rebroadcasts the RREQ message; otherwise, it discards the RREQ packet. When the destination node receives an RREQ packet that carries DATA, it extracts the DATA fragment and sends it to its upper layer, then it replies by sending an RREP message supplemented with an ACK packet to the source node. Compared with the original RREQ and RREP messages of AODVjr, AODVjr-PB only needs two more fields: a 1-byte-long field that indicates the length of the piggybacked DATA/ACK packet and an n-byte-long field used for the piggybacked DATA/ACK packet (depicted in Fig. 6 ). If the length of the piggybacked DATA/ACK packet has a value of zero, then the packet is a normal RREQ/RREP packet. 
D. Routing Table Format
As Fig. 7 shows, a node must maintain three tables: the route discovery table (RDT), the routing table, and the neighbor table. In Fig. 7 (a) , the structure of the route discovery table is similar to that of AODV. In our system, the length of NWK address is shortened to 2 bytes. When a new route discovery table entry is created, a route request timer starts. The route discovery table entry is deleted when the timer expires. Fig. 7 (b) gives the contents of the routing table. It contains five fields: the destination NWK address, the next hop NWK address to the destination, the path cost, the item lifetime (time to live, TTL), and the failure count. TTL in the routing table is set to be a definite amount of time. For example, the TTL may be set to 5 seconds when a new route is found. The TTL will decrease by one unit every second, and the record within the routing table must be cleared before its TTL reaches zero. When a new packet is received from the source or the sink node, the TTL will be updated to its maximum value. The failure count of the routing table is initially set to zero. This value increases by one when a communication failure occurs. When it reaches a predetermined maximum (for example 3 counts), the routing entry is removed.
The neighbor table, shown in Fig. 7 (c) , is used for resolution of an NWK layer address to a MAC layer address, which is similar to the address resolution protocol (ARP). In our work, the MAC address is identical to the NWK address. 
IV. HARDWARE PLATFORM ARCHITECTURE
In general, a sensor node consists of four components: a sensing unit, a processing unit, a transceiver unit, and a power unit [2] . Our test bed is displayed in Fig. 8 . The sensing unit contained at least a temperature sensor, a humidity sensor, and a light sensor. Some nodes' sensing unit also comprised a CO sensor and a combustible gas sensor. The low power SCM, which contained an A/D converter, acted as the processing unit. Analog signals produced by the sensors were fed into the signal conditioning circuit. The SCM converted the output of the signal conditioning circuit using its ADCs. The transceiver unit was the RF module, which connected the node to the network, and transferred the environmental signals to the gateway that linked the network to the PSTN (public switched telephone network) and GPRS/GSM (general packet radio service/global system for mobile communications). The power unit was supported by four AA batteries. 
V. SOFTWARE SOLUTIONS
The firmware of the wireless nodes was developed using Keil uVision4. In order to accelerate the development speed and decrease maintenance costs, we transplanted μC/OS-II to STC12LE5A60S2. The software and hardware structures of a wireless node are illustrated in Fig. 9 . Because we used beaconless routing, the major function of the MAC layer was to transmit and receive packets. BLACK_LIST_TABLE.C was a file we used to test AODVjr-PB. The purpose of the NWK layer was to implement the AODVjr-PB routing algorithm. The file RREQ_DATA.C was responsible for initiating and processing the routing request, and RREP_ACK.C realized the route reply. The file AODVjr_PB_ROUTE.C accomplished the AODVjr-PB routing algorithm by using the routing table, the route discovery table, and the neighbor table. The main functions of the application layer were sensor detection, UART communication, RF data processing, housing the LCD display, and controlling the buzzer alarm. As a wireless node began its normal working mode, the power leading to the LCD could be shut down to save battery energy.
As shown in Fig. 10 , we used LabVIEW to devise a graphical user interface (GUI) on a PC to communicate with the coordinator node, referred to as the gateway, using a universal asynchronous receiver transmitter (UART) port. Moreover, the operator had the ability to enter a command into the GUI and monitor the network remotely via the PSTN and GPRS/GSM. 
VI. EXPERIMENTAL TECHNIQUES AND RESULTS
To evaluate the performance of the AODVjr-PB routing protocol, a simple WSN with 16 nodes and a full mesh topology was constructed in our laboratory. To compare AODVjr-PB with the AODVjr routing algorithm, the blacklist table test procedure [21] was used to filter unnecessary neighbor nodes in the blacklist table (shown in Fig. 9) .
A. Test Scheme
To test the performance of our algorithm with largescale networks, we devised a test method called the blacklist table. This scheme was based on the access control list (ACL) in the IEEE 802.15.4 protocol [5] . The ACL mechanism provides security in the IEEE 802.15.4 standard by restricting the communication between two nodes in the MAC layer. The central idea of the blacklist table is to constrain correspondence in the MAC layer, in which a node will pay no attention to the packets transmitted by nodes in its blacklist table. In practical applications, removing the blacklist table does not influence the network properties. Table I is the blacklist table of an RF module. When the RF module receives a packet, regardless if it is a routing packet or data packet, if the sending address S satisfies any inequality in (3), it will discard the received packet. In Table I , the address is a MAC layer address, which is equal to an NWK layer address. When the start address is the same as the end address, the addresses reference the same node. For example, if we want to set up a network like Fig. 2 , assuming that addrA is the short MAC layer address of node A, we assign 0 to addrA. In a similar way, we assign 1, 2, … , 9 to addrB, addrC, …, addrJ, respectively. The blacklist table for Fig. 2 is shown in Table II . Node A can communicate with nodes B, C, and D, so its blacklist table contains only one record, which has a start address of 4 (node E) and an end address of 9 (node J). Node B is able to correspond to nodes A, E, and G, so its blacklist table includes nodes C, D, F, H, I, and J. Node J is analogous with other nodes, and its blacklist table has 2 records: node A to node F, and node I. The blacklist table entries for node C to node I were omitted from Table II.   TABLE II.  BLACKLIST TABLE OF 
B. Test Tool
In order to analyze the data frames delivered by RF modules during communication, we used a smartRF packet sniffer produced by Texas Instruments Inc., which is a PC software application used to display and store RF packets captured using a listening RF hardware node. The sniffer supports the IEEE 802.15.4 and ZigBee protocols. The packet sniffer can filter and decode the packet, and then display it in a convenient way, with options for filtering and storing the package in a binary file format.
The software interface of the packet sniffer is depicted in Fig. 11 . The packet sniffer made detailed communication information available, from which we analyzed metrics such as transmission delay, data length, frame control field, sequence number, destination PAN, destination address, LQI, etc. The term LQI means "link quality indicator," which is the same as the RSSI. With the aid of MATLAB, we were able to calculate the data acquired by the packet sniffer and construct plots to compare the properties of AODVjr-PB with AODVjr. Figure 11 . Software interface of the packet sniffer.
C. Experimental Results and Analysis
We established a mesh network with our test bed nodes using the configurations described in Table III . The shortest path from the coordinator to the furthest node is 8 hop counts. As shown in Fig. 10 , we let the computer connect the gateway directly through its UART port, and we make the coordinator acquire environmental signals from the other nodes in intervals of 10 seconds for 200 total collections. The survival time of a routing table entry was set to 5 seconds; that is, every time the coordinator queried other nodes, it had to search them again. We let the average size of the DATA+RREQ and ACK+RREP packets be 100 bytes, and we examined the average end-to-end transmission delay, delivery success rates, and end-to-end data rates at different hop counts. First, from Fig. 12 (a) , we concluded that the AODVjr-PB algorithm shortened the transmission delay by about 40% compared with the AODVjr algorithm. Second, as illustrated in Fig. 12 (b) , the communication success rate of most nodes with different hop counts was greater than 98%, which was higher than the success rates associated with AODVjr. We also tested the end-to-end data rates at different hop counts. These results are shown in Fig. 12  (c) . Even when the hop count reached 8, the end-to-end data rate of the network using the AODVjr-PB algorithm was still above 2 kbps.
It is obvious that if we transmit data continuously without pause, the data rate will increase because it does not need to search for a route every time. So, the data rates found in our study would successfully support environmental monitoring in most scenarios.
With the smartRF packet sniffer, we found that when node A communicated with the destination node, it always used the best route, which used a smaller hop count and had better link quality. Therefore, our results show that using the AODVjr-PB algorithm can decrease retransmissions to save energy during communication.
To sum up our findings, we showed that the AODVjr-PB algorithm is reliable and outperforms the AODVjr algorithm in terms of transmission delay, delivery success rate, and data rate. 
VII. CONCLUSIONS AND FUTURE WORK
We designed and implemented an environmental monitoring network using the AODVjr-PB algorithm, an energy efficient routing protocol. We proposed a testing scheme called the blacklist table to examine indoor mesh networks. Experimental results showed that AODVjr-PB outperformed AODVjr with respect to transmission delay, delivery success rate, and data rate. The AODVjr-PB algorithm also reduced the communication overhead. We believe that AODVjr-PB is a suitable routing algorithm for mesh networking applications, such as environmental monitoring, precision agriculture, pollution detection systems, and consumer electronics.
Our future work includes implementing the routing algorithm in larger and more complex networks, such as mobile wireless networks.
