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a b s t r a c t
Scale elasticity (SE) and returns to scale (RTS) are important topics in performance
analysis, which helpmanagers tomake decisions about the expansion or contraction of the
operation of decisionmaking units under assessment. In this paper, somenew results about
these topics in the presence of alternative solutions, regarding the concept ofmultifunction,
are provided.
At first, some properties of some multifunctions (functions), defined with respect to
the optimal solutions of DEA models, are established which help us in what follows. In
turn, the relationships between the considered multifunctions and the concept of RTS and
SE are studied. Finally an approach for the estimation of the RTS classification of units is
obtained, which leads to an important corollary as an interesting result which introduces
a connection between two concepts, RTS and SE. This is important from an applied point of
view. Also, from a technical point of view, the proofs of theorems which give this corollary
use a main lemma of convex analysis literature and give a constructive proof about RTS.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Evaluation of decisionmaking units (DMUs) has long been considered a difficult task because one is dealingwith complex
economic and behavioral entities. This task becomes more difficult when it involves multiple inputs and multiple outputs.
To solve the problem, Charnes et al. [1] proposed the data envelopment analysis (DEA) technique, which allows any DMU
to select their most favorable weights while requiring the resulting ratios of the sum of weighted outputs to the sum of
weighted inputs of all DMUs to be less than or equal to a constant value. After introducing the first model in DEA, the CCR
model by Charnes et al. [1], Banker et al. [2] developed the DEA technique by providing the BCC model. Nowadays DEA has
allocated a wide variety of research in Operations Research to itself.
Two concepts that have sparked considerable interest in the theory of production are those of returns to scale (RTS) and
scale elasticity (SE). RTS and SE can provide useful information on the optimal size of DMUs (Førsund [3]), or on whether
small in size DMUs over- or under-perform larger ones, and vice versa, i.e., they are used to determine whether a technically
efficient DMU can improve its productivity by resizing the scale of its operations.
There are many papers in the DEA literature which discuss about the theory and applications of RTS and SE, see, e.g.,
[4,5,2,6–10,3,11–24] among others. Recently, Fukuyama [11] provided some characterizations of SE and RTS in DEA.
Soleimani-damaneh andMostafaee [18] and Zhang [24] presented some counterexamples and comments to themain lemma
of the Fukuyama’s paper, and in a recently published paper Fukuyama [12] provided more discussion. Regarding the critical
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discussions presented in [11,12,18,24] and considering the importance of two concepts RTS and SE, it seems that these two
notions need more discussion in the presence of alternative solutions to be clarified. In this paper some new mathematical
characterizations of these topics, regarding the concept of multifunction, are provided. The provided results help us to have
better applications of DEA. The rest of the paper unfolds as follows: Section 2 surveys some preliminaries; Section 3 contains
the main results of the paper, and Section 4 gives some conclusions.
2. Preliminaries
Suppose that (xj, yj) for j = 1, 2, . . . , J areM-dimensional input and N-dimensional output vectors. Relative to the data
set {(xj, yj) : j = 1, 2, . . . , J}, we construct the (N × J)matrix of observed outputs, Y , and the (M × J)matrix of observed
inputs, X . We assume that the inputs and outputs are positive.
Fukuyama [11] provided the following three sets on a J-dimensional vector of intensity variables λ:
LAMV = {λ : eλ = 1, λ = 0},
LAMNI = {λ : eλ 5 1, λ = 0},
LAMC = {λ : λ = 0},
where e is a row vector with all components equal to one. The above three sets are corresponding to variable, nonincreasing,
and constant RTS assumptions of technology, respectively. Also, corresponding to nondecreasing RTS assumption of
technology, we have the following set with respect to the vector of intensity variables λ:
LAMND = {λ : eλ = 1, λ = 0}.
For evaluating DMUo, an output-oriented V -primal model is constructed as
φV (xo, yo) = max
φ,λ
{φ : Yλ = φyo, Xλ 5 xo, λ ∈ LAMV , φ free}, (1)
where (xo, yo) is DMUo’s input–output vector. The dual of (1) is the V -dual model denoted by
v(xo, yo|φV )xo + w(xo, yo|φV ) = min
v,w,µ
{vxo + w : −µY + vX + we = 0, µyo = 1, v = 0, µ = 0, w free}. (2)
Also, replacing LAMV by LAMC , LAMNI , and LAMND in (1), we obtain the C-primal, NI-primal, and ND-primal models, respec-
tively, as follows:
φC (xo, yo) = max
φ,λ
{φ : Yλ = φyo, Xλ 5 xo, λ ∈ LAMC , φ free},
φNI(xo, yo) = max
φ,λ
{φ : Yλ = φyo, Xλ 5 xo, λ ∈ LAMNI , φ free},
φND(xo, yo) = max
φ,λ
{φ : Yλ = φyo, Xλ 5 xo, λ ∈ LAMND, φ free}.
Lemma 1. (i) 1 5 φV (xo, yo) 5 φNI(xo, yo) 5 φC (xo, yo).
(ii) 1 5 φV (xo, yo) 5 φND(xo, yo) 5 φC (xo, yo).
(iii) φV (xo, yo) = min{φNI(xo, yo), φND(xo, yo)}.
(iv) φC (xo, yo) = max{φNI(xo, yo), φND(xo, yo)}.
DEA categorizes DMUs into three classes according to their RTS classification: Constant RTS (CRS), Increasing RTS (IRS),
and Decreasing RTS (DRS), and the RTS classification of DMUs can be used to improve the operation of the units. Note that,
hereafter the notations NIRS and NDRS stand for nonincreasing RTS and nondecreasing RTS, respectively.
Definition 1 ([11], Definition 1; see also [8]). For output orientation, the technology exhibits the following scale returns:
(i) DRS prevails at (xo, yo) if φV (xo, yo) = φNI(xo, yo) < φC (xo, yo).
(ii) IRS prevails at (xo, yo) if φV (xo, yo) < φNI(xo, yo) = φC (xo, yo).
(iii) CRS prevails at (xo, yo) if φV (xo, yo) = φNI(xo, yo) = φC (xo, yo).
3. Main results
At the beginning of this section we elaborate on the concept of homogeneous of degree minus one functions. In the
following definition dom f denotes the domain of f .
Definition 2. Let Eo ⊆ (0,∞) be a subset of positive real numbers. The function f defined by (x, y) ∈ RM × RN −→
f (x, y) ∈ R is said to be positively homogeneous of degree minus one (PHDMO) at (xo, yo) in yo with respect to Eo if for each
γ ∈ Eo we have (xo, γ yo) ∈ domf and f (xo, γ yo) = γ−1f (xo, yo).
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It is clear that every PHDMO function with respect to (0,∞), is PHDMOwith respect to any Eo ⊆ (0,∞), but the reverse
is not true necessarily.
A degree of scale returns is gauged with respect to the scale elasticity which is the proportional change in outputs
resulting from the equiproportionate change in inputs. Following this concept, Banker et al. [2] provided a frontier-based
formula with respect to the V-dual model solution (2). This formula has been modified in [11] to accommodate the
nonfrontier situation, and its modified version is as follows:
E(xo, yo|φV ) = v(xo, yo|φ
V )xo
µ(xo, yo|φV )φV (xo, yo)yo . (3)
Fukuyama [11] provided the following lemma (see Lemma 1 in [11]):
Lemma 2. (i) φV (xo, yo), φNI(xo, yo), and φC (xo, yo), are homogeneous of degree minus one in yo.
(ii) v(xo, yo|φV ) andw(xo, yo|φV ) are homogeneous of degree minus one in yo.
Soleimani-damaneh and Mostafaee [18] showed that the above lemma is not valid, in general, by introducing some
counterexamples. Also Zhang [24] showed that the first part of this lemma is valid when the production possibility set is
unaffected by artificially scaled outputs. In fact, Lemma 1 in [11] dealswith the PHDMOproperty at (xo, yo) in yowith respect
to (0,∞). Example 1 in [18] shows that φV (xo, yo), φNI(xo, yo), and φC (xo, yo), are not PHDMO at (xo, yo) in yo with respect
to (0,∞). But regarding Proposition 1 in [24] we conclude that φV (xo, yo), φNI(xo, yo), and φC (xo, yo), are PHDMO at (xo, yo)
in yo with respect to
EVo = {γ ∈ (0,∞) : (xo, γ yo) ∈ PPSV },
ENIo = {γ ∈ (0,∞) : (xo, γ yo) ∈ PPSNI},
ECo = {γ ∈ (0,∞) : (xo, γ yo) ∈ PPSC },
respectively, in which PPSV , PPSNI , and PPSC stand for production possibility sets under different returns to scale assump-
tions. Therefore Lemma 2(i) can be modified as follows:
Lemma 3. φV (xo, yo), φNI(xo, yo), and φC (xo, yo), are PHDMO in yo with respect to EVo , E
NI
o , and E
C
o , respectively.
Remark 1. It is clear that
EVo = (0, φV (xo, yo)], ENIo = (0, φNI(xo, yo)], and ECo = (0, φC (xo, yo)].
Now we discuss Lemma 2(ii). At the beginning of discussion, note the unlike φ(xo, yo) which is a real-valued function,
v(xo, yo|φV ), µ(xo, yo|φV ), and w(xo, yo|φV ) are not functions. In fact, v(xo, yo|φV ), µ(xo, yo|φV ), and w(xo, yo|φV ) are
multifunctions, regarding the existing of alternative solutions. Indeed, v(xo, yo|φV ) : RM × RN −→ 2RM is a multifunction
defined by
v(xo, yo|φV ) = {v ∈ RM : v is a part of an optimal solution to Model (2)}.
Also µ(xo, yo|φV ) : RM × RN −→ 2RN is defined by
µ(xo, yo|φV ) = {µ ∈ RN : µ is a part of an optimal solution to Model (2)},
andw(xo, yo|φV ) : RM × RN −→ 2R is defined by
w(xo, yo|φV ) = {w ∈ R : w is a part of an optimal solution to Model (2)}.
Hence we provide the concept of PHDMOmultifunctions:
Definition 3. Let Eo ⊆ (0,∞) be a subset of positive real numbers. The multifunction F defined by (x, y) ∈ RM × RN −→
F(x, y) ∈ 2RK is said to be PHDMO at (xo, yo) in yo with respect to Eo if for each γ ∈ Eo we have (xo, γ yo) ∈ dom F and
γ−1F(xo, yo) = F(xo, γ yo), i.e., for each z ∈ F(xo, γ yo) there exists a z ′ ∈ F(xo, yo) such that γ−1z ′ = z and vice versa.
Regarding Definition 3, Lemma 2(ii) can be modified as follows.
Lemma 4. The multifunctions v(xo, yo|φV ), µ(xo, yo|φV ), andw(xo, yo|φV ) are PHDMO in yo with respect to EVo .
Proof. It is clear that, (xo, γ yo) is belong to the domain of multifunctions v(xo, yo|φV ), µ(xo, yo|φV ), and w(xo, yo|φV ) for
any γ ∈ EVo . Multiplying yo by γ ∈ EVo and regarding Models (1) and (2), we have:
φV (xo, γ yo) = max
φ,λ
{φ : Yλ = φγ yo, Xλ 5 xo, λ ∈ LAMV , φ free}, (1′)
v(xo, γ yo|φV )xo + w(xo, γ yo|φV ) = min
v,w,µ
{vxo + w : −µY + vX + we = 0, µγ yo = 1, v = 0, µ = 0, w free}. (2′)
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Note that since γ ∈ EVo , the input and output matrices, X, Y remain unchanged. Also since γ ∈ EVo , by Lemma 3 and LP
duality theory, we have
v(xo, γ yo|φV )xo + w(xo, γ yo|φV ) = φV (xo, γ yo) = γ−1φV (xo, yo)
= γ−1v(xo, yo|φV )xo + γ−1w(xo, yo|φV ).
Hence
z = (v(xo, yo|φV ), w(xo, yo|φV ), µ(xo, yo|φV ))
is optimal to Model (2) if and only if
γ−1z = (γ−1v(xo, yo|φV ), γ−1w(xo, yo|φV ), γ−1µ(xo, yo|φV ))
is optimal to Model (2′). This completes the proof regarding Definition 3. 
Note that restricting the γ parameter to the above-defined Eo sets is not meaningless in the studying the scale elasticity,
because scale elasticity does not have the interesting economic meaning for a point outside the production possibility set.
As mentioned above, v(xo, yo|φV ) and µ(xo, yo|φV ) are multifunctions, regarding the existence of alternative solutions.
Hence the SE provided in formula (3) is a multifunction, too. In fact, SE, hereafter denoted by E1, is a multifunction E1 : RM×
RN −→ 2R defined by




: (µ, v)is a part of an optimal solution to Model (2)
}
. (4)
In the following theorem, we define multifunction E2 : RM × RN −→ 2R by
E2(xo, yo|φV ) ≡ w(xo, φV (xo, yo)yo),
i.e.,
E2(xo, yo|φV ) = {w ∈ R : w is a part of an optimal solution to Model (5)},
in which model (5) is as follows:
min
v,w,µ
{vxo + w : −µY + vX + we = 0, µφV (xo, yo)yo = 1, v = 0, µ = 0, w free}. (5)
Theorem 1. E1(xo, yo|φV ) = 1− E2(xo, yo|φV ).
Proof. It is sufficient to prove that
∀e1 ∈ E1(xo, yo|φV )∃e2 ∈ E2(xo, yo|φV ) such that e1 = 1− e2,
and vice versa. Considering e1 ∈ E1(xo, yo|φV ), there exists an optimal solution (µ(xo, yo|φV ), v(xo, yo|φV ), w(xo, yo|φV ))
to Model (2) such that
e1 = v(xo, yo|φ
V )xo




By Lemma 4, there exists an optimal solution
(µ(xo, φV (xo, yo)yo|φV ), v(xo, φV (xo, yo)yo|φV ), w(xo, φV (xo, yo)yo|φV ))
to Model (5) such that
e1 = v(xo, φV (xo, yo)yo|φV )xo = 1− w(xo, φV (xo, yo)yo|φV ).
Now, by defining e2 = w(xo, φV (xo, yo)yo|φV ), we have e2 ∈ E2(xo, yo|φV ) and e1 = 1− e2. The proof of the reverse case is
similar. 
An interpretation of SE is that the technology exhibits decreasing (increasing) returns to scale if and only if its values
are less (greater) than one for all alternative optimal solutions. The following lemma slightly modifies Banker and Thrall’s
frontier result [7] regarding this matter.
Lemma 5. For any DMUo, we have the following:
(i) DRS prevails at (xo, yo)⇐⇒ min E2 > 0.
(ii) IRS prevails at (xo, yo)⇐⇒ max E2 < 0.
(iii) CRS prevails at (xo, yo)⇐⇒ 0 ∈ E2.
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A proof for Lemma 5 has been provided in [7]. Also, a simpler proof has been provided by Fukuyama [11]. The corollary below
follows directly from Lemma 5 and Theorem 1.
Corollary 1. For DMUo we have
(i) DRS prevails at (xo, yo)⇐⇒ min E1 > 1.
(ii) IRS prevails at (xo, yo)⇐⇒ max E1 < 1.
(iii) CRS prevails at (xo, yo)⇐⇒ 1 ∈ E1.
Assumption 1. Hereafter, we assume that (xo, y∗) is a BCC-efficient point, andwe have chosen convenient α > 0 and β > 0
such that (αxo, βy∗) is also another BCC-efficient point and it lies on at least one of the defining supporting hyperplanes of
PPSV together with (xo, y∗).
Lemma 6. Suppose that Assumption 1 holds. Defining multifunctions
A1 = {(µ, v,w)|(µ, v,w) is an optimal solution to V-dual model (2) when assessing
(xo, y∗) such that − µ(xo, y∗|φV )βy∗ + v(xo, y∗|φV )αxo + w(xo, y∗|φV ) = 0},
and
A2 = {(µ, v,w)|(µ, v,w) is an optimal solution to V-dual model (2) when assessing
(αxo, βy∗) such that − µ(αxo, βy∗|φV )y∗ + v(αxo, βy∗|φV )xo + w(αxo, βy∗|φV ) = 0},
there exists a nonzero constant k such that A2 = kA1.
Proof. It is sufficient to prove that
∀a1 ∈ A1∃a2 ∈ A2 such that ka1 = a2,
and vice versa. Regarding Assumption 1,A1 6= ∅. Considering a1 ∈ A1, there exists an optimal solution a1 = (µ(xo, y∗|φV ),
v(xo, y∗|φV ), w(xo, y∗|φV )) to Model (2) when assessing (xo, y∗) such that
−µ(xo, y∗|φV )y∗ + v(xo, y∗|φV )xo + w(xo, y∗|φV ) = 0.
Regarding the definition ofA1, the hyperplane
{(x, y)| − µ(xo, y∗|φV )y+ v(xo, y∗|φV )x+ w(xo, y∗|φV ) = 0}
is binding at (αxo, βyo). Hence there exists an optimal solution
(µ(αxo, βy∗|φV ), v(αxo, βy∗|φV ), w(αxo, βy∗|φV ))
to Model (2) when assessing (αxo, βy∗) such that
(µ(αxo, βy∗|φV ), v(αxo, βy∗|φV )) = k(µ(xo, y∗|φV ), v(xo, y∗|φV )),
for some nonzero scalar k. Moreover we have,
−µ(xo, y∗|φV )βy∗ + v(xo, y∗|φV )αxo + w(xo, y∗|φV ) = 0.
Therefore
w(xo, y∗|φV ) = µ(xo, y∗|φV )βy∗ − v(xo, y∗|φV )αxo
= 1
k





a2 = (µ(αxo, βy∗|φV ), v(αxo, βy∗|φV ), w(αxo, βy∗|φV )),
we get a2 = ka1.
The proof of the reverse case is similar. 
Lemma 7. In Lemma 6, k = 1
β
.
Proof. In Lemma 6, we have






and the proof is complete. 
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Theorem 2. Suppose that Assumption 1 holds. Defining multifunctions1




|(µ, v,w) ∈ A1
}
and








E1(xo, y∗|φV ) = β
α
E1(αxo, βy∗|φV ).
Proof. It is sufficient to prove that
∀e1 ∈ E1(xo, y∗|φV )∃e2 ∈ E1(αxo, βy∗|φV ) such that e1 = β
α
e2,
and vice versa. Considering e1 ∈ E1(xo, y∗|φV ), there exists
(µ(xo, y∗|φV ), v(xo, y∗|φV ), w(xo, y∗|φV )) ∈ A1
such that e1 = v(xo, y∗|φV )xo. By Lemmas 6 and 7, there exists








v(xo, y∗|φV )xo = β
α
v(αxo, βy∗|φV )αxo.
Considering e2 = v(αxo, βy∗|φV )αxo, we have e2 ∈ E1(αxo, βy∗|φV ) and e1 = βα e2. The proof of the reverse case is
similar. 
Definition 4. Let F be a multifunction, defined by (x, y) ∈ RM × RN −→ F(x, y) ∈ 2RK , and (x1, y1), (x2, y2) ∈ RM × RN .
Then F(x1, y1) < F(x2, y2) if
∀f1 ∈ F(x1, y1)∃f2 ∈ F(x2, y2) such that f1 < f2.
(Note that f1 < f2 if and only if f2 − f1 ∈ {z ∈ RK : zi > 0, i = 1, 2, . . . , K}).
The following corollary is derived directly from Theorem 2 and Definition 4.
Corollary 2. Under conditions of Theorem 2, we have
(i) E1(xo, y∗|φV ) < E1(αxo, βy∗|φV )⇐⇒ βα < 1.
(ii) E1(xo, y∗|φV ) > E1(αxo, βy∗|φV )⇐⇒ βα > 1.
(iii) E1(xo, y∗|φV ) = E1(αxo, βy∗|φV )⇐⇒ βα = 1.
The rest of the paper deals with the RTS classification of units. Before providing the main results of this part, we recall
Banker et al.’s definition of RTS [2] which plays a crucial role in the proof of these results. Hereafter the notations cl, ∂ and
int stand for closure, boundary and interior of the related sets, respectively. The following definition is an improved version
of that provided in [2].
Definition 5. Let (xo, yo) ∈ ∂(PPSV ), then
(i) IRS prevails at (xo, yo), if and only if there exists a δ∗ > 0 such that
((1+ δ)xo, (1+ δ)yo) ∈ int(PPSV )
for each δ ∈ (0, δ∗) and
((1+ δ)xo, (1+ δ)yo) 6∈ int(PPSV )
for each δ ∈ (−δ∗, 0).
1 Note that, regarding Assumption 1, (xo, y∗) and (αxo, βy∗) are efficient points and hence φ has been removed from denominator of SE in two defined
sets E1(xo, y∗|φV ) and E1(αxo, βy∗|φV ).
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(ii) DRS prevails at (xo, yo), if and only if there exists a δ∗ > 0 such that
((1+ δ)xo, (1+ δ)yo) ∈ int(PPSV )
for each δ ∈ (−δ∗, 0) and
((1+ δ)xo, (1+ δ)yo) 6∈ int(PPSV )
for each δ ∈ (0, δ∗).
(iii) CRS prevails at (xo, yo), if and only if there exists a δ∗ > 0 such that at least one of the following conditions holds
(iii-a) ((1+ δ)xo, (1+ δ)yo) ∈ ∂(PPSV ) for each δ ∈ (−δ∗, δ∗),
(iii-b) ((1+ δ)xo, (1+ δ)yo) 6∈ ∂(PPSV ) for each δ ∈ (−δ∗, δ∗)− {0},
(iii-c)
((1+ δ)xo, (1+ δ)yo) ∈ ∂(PPSV )
for each δ ∈ (0, δ∗) and
((1+ δ)xo, (1+ δ)yo) 6∈ ∂(PPSV )
for each δ ∈ (−δ∗, 0),
(iii-d)
((1+ δ)xo, (1+ δ)yo) 6∈ ∂(PPSV )
for each δ ∈ (0, δ∗) and
((1+ δ)xo, (1+ δ)yo) ∈ ∂(PPSV )
for each δ ∈ (−δ∗, 0).
To prove the followingmain results we need two lemmas. The proof of Lemma 8 is not difficult regarding the DEA literature,
and is hence omitted. Also, Lemma 9 is well known in convex analysis (see Theorem 2.2.2 in page 39 of [25]).
Lemma 8. Considering (x, y) ∈ (PPSV ), we have (x, y) ∈ int(PPSV ) if and only if φV (x, y) > 1 and θV (x, y) < 1, where φV is
output-oriented efficiency score, as defined in (1) and θV is input-oriented efficiency score defined by
θV (x, y) = min
θ,λ
{θ : Yλ = y, Xλ 5 θx, λ ∈ LAMV , θ free}.
Lemma 9. Let S be a convex set in Rn. Let x1 ∈ cl S and x2 ∈ int S. Then λx1 + (1− λ)x2 ∈ int S for each λ ∈ (0, 1).
Theorem 3. Assume that (xo, y∗) and (αxo, βy∗) are distinct BCC-efficient points for some α, β > 0.
(i) α < β < 1 H⇒ DRS prevails at (xo, y∗).
(ii) 1 < α < β H⇒ IRS prevails at (xo, y∗).
Proof. (i) Before beginning the proof, note that Fig. 1 has been sketched for better understanding the proof of this part of
the theorem. Now we start the proof. Defining δ∗ = 1− β and δ′ = β − α, we have
((1− δ∗ − δ′)xo, (1− δ∗)y∗) = (αxo, βy∗) ∈ ∂(PPSV ). (6)
Sinceαxo < xo, by comparing (xo, βy∗)with (αxo, βy∗), we have θV (xo, βy∗) < 1. Also since y∗ > βy∗, by comparing (xo, y∗)
with (xo, βy∗), we have φV (xo, βy∗) > 1. Thus, regarding Lemma 8, we have
(xo, (1− δ∗)y∗) = (xo, βy∗) ∈ int(PPSV ). (7)
Considering λ = β−α1−α , we have λ ∈ (0, 1) and
λ(xo, βy∗)+ (1− λ)(αxo, βy∗) = (βxo, βy∗) = ((1− δ∗)xo, (1− δ∗)y∗).
Therefore by (6) and (7), and Lemma 9, we have
((1− δ∗)xo, (1− δ∗)y∗) ∈ int(PPSV ). (8)
Now considering 0 < δ < δ∗ and defining µ = δ
δ∗ , we have µ ∈ (0, 1) and
µ((1− δ∗)xo, (1− δ∗)y∗)+ (1− µ)(xo, y∗) = ((1− δ)xo, (1− δ)y∗).
Therefore, since (xo, y∗) ∈ ∂(PPSV ), by (8) and Lemma 9, we have
((1− δ)xo, (1− δ)y∗) ∈ int(PPSV ).
This implies that NIRS prevails at (xo, y∗), regarding part (i) of Definition 5.
Now, if we establish that CRS does not prevail at (xo, y∗), then the proof is complete. If CRS prevails at (xo, y∗) then
θC (xo, y∗) = 1, where
θC (xo, y∗) = min
θ,λ
{θ : Yλ = y∗, Xλ 5 θxo, λ ∈ LAMC , θ free}.
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Fig. 1. Related to part (i) of Theorem 3.
It is not difficult to show that





: (αxo, βy∗) ∈ (PPSV )
}
.





< 1 for the above LP. Hence, 1 = θC (xo, y∗) = α∗β∗ < 1. This obvious
contradiction shows that CRS does not prevail at (xo, y∗), and completes the proof.
(ii) Defining δ∗ = α − 1 and δ′ = β − α, we have
((1+ δ∗)xo, (1+ δ∗ + δ′)y∗) = (αxo, βy∗) ∈ ∂(PPSV ). (9)
Since xo < αxo, by comparing (xo, y∗)with (αxo, y∗)we have θV (αxo, y∗) < 1. Also, since βy∗ > β , by comparing (αxo, βy∗)
with (αxo, y∗), we have φV (αxo, y∗) > 1. Thus regarding Lemma 8, we have
((1+ δ∗)xo, y∗) = (αxo, y∗) ∈ int(PPSV ). (10)
Considering λ = β−α
β−1 , we have λ ∈ (0, 1) and
λ(αxo, y∗)+ (1− λ)(αxo, βy∗) = (αxo, αy∗) = ((1+ δ∗)xo, (1+ δ∗)y∗).
Therefore by (9) and (10), and Lemma 9, we have
((1+ δ∗)xo, (1+ δ∗)y∗) ∈ int(PPSV ). (11)
Now considering 0 < δ < δ∗ and defining µ = δ
δ∗ , we have µ ∈ (0, 1) and
µ((1+ δ∗)xo, (1+ δ∗)y∗)+ (1− µ)(xo, y∗) = ((1+ δ)xo, (1+ δ)y∗).
Therefore, since (xo, y∗) ∈ ∂(PPSV ), by (11) and Lemma 9, we have
((1+ δ)xo, (1+ δ)y∗) ∈ int(PPSV ).
This implies that NDRS prevails at (xo, y∗), regarding part (ii) of Definition 5.
Now, in a manner similar to the proof of part (i), it can be shown that CRS does not prevail at (xo, y∗), and the proof is
complete. 
Remark 2. Regarding Fig. 1, in the proof of part (i) of the above theorem
C = ((1− δ∗)xo, (1− δ∗)y∗)
is a convex combination of two points A = (xo, βy∗) and B = (αxo, βy∗). Also, for any δ ∈ (0, δ∗),
((1− δ)xo, (1− δ)y∗)
is a convex combination of two points C = ((1 − δ∗)xo, (1 − δ∗)y∗) and D = (xo, y∗). A similar figure can be sketched for
better understanding the proof of part (ii) of the above theorem.
Theorem 4. Assume that (xo, y∗) and (αxo, βy∗) are distinct BCC-efficient points which satisfy Assumption 1.
(i) β < α < 1 H⇒ NDRS prevails at (xo, y∗).
(ii) 1 < β < α H⇒ NIRS prevails at (xo, y∗).
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Fig. 2. Related to Remarks 3 and 4.
Proof. (i) Considering x′ = αxo, y′ = βy∗, α′ = 1α , and β ′ = 1β , two points (x′, y′) and (α′x′, β ′y′) are BCC-efficient, where
1 < α′ < β ′. Hence, by Theorem 3, IRS prevails at (x′, y′), i.e., IRS prevails at (αxo, βy∗). By Assumption 1, two points (xo, y∗)
and (αxo, βy∗) lie commonly on at least one of the defining supporting hyperplanes of (PPSV ). Therefore CRS or IRS prevails
at (xo, y∗), regarding Theorem 5.2 in [8].
(ii) The proof of this part is similar to that of part (i) and is hence omitted. 
Remark 3. Note that Theorem 4 has a further assumption (Assumption 1) compared to Theorem 3. In fact, if we ignore this
assumption, the implications of Theorem 4 does not hold. To clarify this, consider three units, E = (2, 32 ), F = (3, 3),G =
(4, 72 ), with a single-input and a single-output as shown in Fig. 2. Consider (xo, y
∗) = ( 72 , 134 ). It can be seen that this point
is BCC-efficient. Now considering α = 57 and β = 913 , we have (αxo, βy∗) = ( 52 , 94 ) which is a BCC-efficient point. In this
case β < α < 1, while DRS prevails at (xo, y∗). Note that in this example two points (xo, y∗) and (αxo, βy∗) do not conform
to Assumption 1, because they are not lie on any same defining supporting hyperplane of (PPSV ). A similar example can be
provided for part (ii) of Theorem 4.
Remark 4. In contrast to Theorem 3, in Theorem 4 CRS may prevail at (xo, y∗), i.e., we cannot say that IRS and DRS certainly
prevail for parts (i) and (ii) of this theorem, respectively. To clarify this, consider four units H1 = (1, 12 ), K1 = (2, 2), F1 =
(3, 3), and G1 = (4, 72 ), with a single input and a single output. Consider (xo, y∗) = (2, 2). It can be seen that this point is
BCC-efficient. Now considering α = 12 and β = 14 , we have (αxo, βy∗) = (1, 12 ) which is a BCC-efficient point. In this case
β < α < 1, while CRS prevails at (xo, y∗). Note that in this example, although two points (xo, y∗) and (αxo, βy∗) conform
to Assumption 1, we cannot say that IRS certainly prevails at (xo, y∗). A similar example can be provided for part (ii) of
Theorem 4.
Remark 5. Assume that (xo, y∗) and (αxo, βy∗) are distinct BCC-efficient points for some α, β > 0. Theorems 3 and 4 have
considered four cases which may happen on α, β . Furthermore, if α = β , then CRS prevails at (xo, y∗). Other cases on α, β
do not happen, because they contradict simultaneous efficiency of (xo, y∗) and (αxo, βy∗).
Regarding Corollary 2 and Theorems 3 and 4, we reach the following final corollarywhich provides a connection between
two concepts: RTS and SE.
Corollary 3. When reaching (αxo, βy∗) from (xo, y∗), we have
(i) Under Assumption 1, if E1 increases while both input and output vectors, xo and y∗, decrease, then NDRS prevails at (xo, y∗).
(ii) Under Assumption 1, if E1 increases and both input and output vectors, xo and y∗, increase, too, then NIRS prevails at (xo, y∗).
(iii) If E1 decreases and both input and output vectors, xo and y∗, decrease, too, then DRS prevails at (xo, y∗).
(iv) If E1 decreases, while both input and output vectors, xo and y∗, increase, then IRS prevails at (xo, y∗).
(v) Under Assumption 1, if E1 remains constant, then CRS prevails at (xo, y∗).
4. Conclusions
Two important concepts that play a vital role in the theoretical and applied DEA are those of returns to scale (RTS) and
scale elasticity (SE). RTS and SE can be used to determine whether a technically efficient DMU can improve its productivity
by resizing the scale of its operations. As mentioned in some papers of the DEA literature, estimating and interpreting
of these two concepts are critical problems in the presence of alternative solutions, see, e.g., [5,6,8,15,18,22,24] among
others. Regarding recently published four papers about this problem (references [11,12,18,24]), it seems that these two
notions need more discussions in the presence of alternative solutions to be clarified. In this paper some newmathematical
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characterizations of these topics, regarding the concept of multifunction, have been provided. In fact, the established results
provide a constructive insight into the theory of RTS and SE, and help us to have better applications of DEA.
As some outstanding points of the paper, we refer to two points: The final corollary of this paper, which results from
established lemmas and theorems, is an interesting result which introduces a connection between two concepts, RTS and
SE. This is important from an applied point of view. From a technical point of view, the proofs of Theorems 3 and 4 use a
main lemma of convex analysis literature and give a constructive proof about RTS.
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