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ABSTRACT 
The problem of minimizing a weighted sum of Euclidean norms is considered. 
Applications include minimal-surface computations. A robust parallel algorithm, based 
upon a line-search Newton’s method, is presented which takes full advantage of the 
structure of the problem in order to fully utilize vectorization and concurrency in the 
computations. The proposed method can achieve good performance, especially on a 
machine with an architecture that combines vector and parallel capabilities on a 
twolevel shared memory structure such as that on the AUiant FX/8 system. Perfor- 
mance results are given on the Alliant to illustrate the efficiency of the algorithm. 
1. INTRODUCTION 
We consider the function 
F(r) = k wJA,x -bJ (1.1) 
i=l 
where wi > 0 for all i, x E R”, bj E R”‘l and the matrices Ai are mi x n. 
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(Here and throughout the paper, ().I) d enotes the Euclidean vector norm.) 
This function is convex, and infinitely differentiable at all points x for which 
A,x#b,, i=l,..., s. For the purposes of the algorithm to be described in 
this paper we make the following assumptions: 
ASSUMPTION 1.2 
(a) The function F(x) has a unique minimizer x*, at which F is infinitely 
differentiable and v 2F(x*) is positive definite. 
(b) For all points x encountered by the algorithm, A,x z bi, i = 1,. . . , 8, 
and v 2F(x) is positive definite. 
Note that Assumption 1.2(a) implies that F is infinitely differentiable in 
some open neighborhood of x*, so if the algorithm produces a sequence of 
iterates { xk } which converges to x *, then Assumption 1.203) will automati- 
cally be satisfied for k sufficiently large. A sufficient condition for a unique 
minimizer x* is that F(x) is a uni.formZy convex function, and this is true 
when there is at least one index i for which A i has rank n and Air z bi, for 
all x E R”. A sufficient condition for assumption 1.2 to hold is that this is true 
for all i = 1,2,. . . , s. 
Problems of the form (1.1) have been studied recently by Spath [13] and 
are special cases of the classes of functions studied by Calamai and Conn 
[2, 31 and Overton [ll]. One application is the Weber problem of mathemati- 
cal economics (see Eckhardt [7]), where the function has the form 
F(x) = f: wi(lx - bill. 
i=l 
(1.3) 
This originally arose in the context of single-facility location: x is the location 
of a proposed new facility, and b,, . . . , b, are the locations of existing 
facilities. Calamai and Conn [2,3] and Overton [ll] consider the multifacility 
location problem, which has the form (1.1) with mi < n for some i = 1,. . . , S. 
It is possible that our Assumption 1.2 will hold for this problem (that is, none 
of the new or existing facilities will coincide) and that our algorithm can be 
applied successfully. However, it is also possible that Aix* = bi for some i 
at the solution x*, so that Assumption 1.2 is violated. The algorithms in 
[2, 3, 111 make use of an active-set approach to handle the resulting 
nonsmoothness in F; hence these methods are considerably more complex 
than ours. 
Another application for (1.1) is the minimal-surface problem (see Concus 
[4] and Eckhardt [5]). Using a finite-difference discretization, this problem 
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can be formulated as in (1.1) with m, = 5, i = 1,. . . , s, and s and n large 
(and dependent on the number of mesh points in the discretization). How- 
ever, for this application bi @ R( Ai) and hence F will be differentiable for all 
x, so our algorithm can be applied provided v 2F( x) is nonsingular for all x 
encountered by the algorithm. This can be expected to be true in practice. 
Spath [12] considers finding regression coefficients x for a linear model, 
in order to fit a set of observations given by a matrix A and a vector b. 
Well-known methods for determining x include I, regression (in which x is 
chosen to minimize ]]Ax - bill) and least-squares regression (in which ]]Ax - 
blln is minimized). He considers “cluster analysis” as a regression method 
which falls between those two approaches. The data are partitioned into a 
number of clusters (each corresponding to submatrices Ai and bi of A and b 
respectively), and a function of the form (1.1) is minimized. In his examples it 
is always true that m, > n. 
Much of the literature (Concus [4], Eckhardt [5-71, Voss and Eckhardt 
[14], Spath [13]) considers the use of an algorithm due to Weiszfeld [15]. This 
algorithm requires the smoothness assumption (1.2) to hold. It is only linearly 
convergent, but has the desirable property that each step is guaranteed to 
produce a decrease in the value of F (see, for example, Eckhardt [5]). As 
some of these authors noted, the full step generated by Newton’s method 
does not always have this property. However, because of the assumption (1.2) 
(i.e., the convexity of F), it follows that the Newton step is a descent 
direction for F, and hence that a line search in that direction will always 
produce a decrease in F. Moreover, as the solution x* is approached, it can 
be shown by standard optimization analysis (see, for example, Fletcher [8]) 
that the full Newton step will eventually always produce a decrease in F, and 
that the sequence of iterates converges quadratically to x*. Therefore it is not 
surprising that Newton’s method with line search (referred to hereafter as 
LSN) provides a fast and robust alternative to Weiszfeld’s approach. The 
iteration count is usually small, even for problems which present difficulties 
for the Weiszfeld method. The algorithm of Overton [ll] essentially reduces 
to LSN on the function under consideration here. 
The primary contribution of this paper is to describe a fast parallel 
algorithm for LSN and to implement it on a multiprocessor computer architec- 
ture utilizing both vectorization and concurrency, namely the Alliant FX/8. 
We take advantage of the special feature of (1.1) namely the ease with which 
the Hessian and gradient of F can be evaluated by parallel schemes and the 
fact that the line search requires very little extra computational effort. (This 
latter feature contrasts with the usual situation in optimization, in which the 
line search accounts for a substantial part of the total computation.) In the 
case m, > n, some “preprocessing” of the matrices Ai and vectors bi 
substantially lessens the effort needed to compute the gradient and Hessian 
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of F at each step, and makes the time required for these evaluations 
dependent only on n and s (and not on the mi’s). 
Algorithm LSN is specified in the next section, and details of the parallel 
implementation (on an Alliant FX/8 multiprocessor) are discussed in Section 
3. In Section 4, numerical experience is reported, and some conclusions are 
stated in Section 5. 
2. NEWTON’S METHOD WITH LINE SEARCH 
Most of the discussion in this section is relevant to the case in which 
m, > n, i = l,..., s. However, as stated in the previous section, the algorithm 
may be successfully applied to some problems for which m, < n. In the latter 
case, the algorithm described below can be simplified; the necessary modifi- 
cations are summarized at the end of the section. 
The Newton step at point x is obtained by minimizing the second-order 
Taylor series expansion of F about x: 
minF(x)+ p’vF(x)+ $Tv2F(~)p 
P 
By Assumption 1.2, the Hessian v 2F(x) is positive definite and so p can be 
obtained by solving 
v2F(x)p = -vF(x). (2.1) 
Here (2.1) is solved by finding a Cholesky factorization of v 2F(x), then 
using forward and back substitution. We have 
F(x) = i: willAir - bill, 
i=l 
vF(x) = f: wi 
i=l 
A;!;;-$) = i: yioizi, 
I i=l 
_ A;( A,r - bi)( Aix - bi)TA, 
IlAix - ‘ill’ I 
(2.2) 
s 
= c yfA;Ai-z,z’, (2.3) 
j=l 
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ui = llAix - bill, (2.4a) 
(2.4b) 
zi = >$(Aix - bi). 
‘i 
(2.4~) 
The computation of these quantities is expedited if QR factorizations of the 
matrices A, are known. That is, for each Ai we consider an mi X mi 
orthogonal matrix Qi and an n X n upper triangular matrix Ri such that 
QF_,$ = “oi .
[ 1 
Applying Qi to the corresponding right-hand side bi produces 
‘i 
QTbi= di ) 
[ 1 
where ci E R” and di E R”l-“. Using this notation in (2.4a), 
ui = [[Air - bill 
= (IIRp - cil12 + lldillz)"2 
= [ Ilri(X)I12 + IIdiI12] “‘7 
(2.5) 
(2.6) 
(2.7) 
where ri(x) = Rix -ci. Equation (2.7) suggests how ui should be calculated: 
the quantity IId ill 2 is independent of x and so can be calculated during the 
initialization phase. similarly, (2.4~) can be rewritten as 
(2.8) 
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and, setting Z = [zi ,..., z,], (2.3) becomes 
v 2F( x) = c (yFR;R,) - ZZT. (2.9) 
i=l 
Note that only R i, ci and ]]di]] 2 are needed explicitly; Qi need not be stored. 
Also, RTRi can be computed during the initialization phase for each i = 
1 >...> s. Since these matrices are symmetric, only their lower triangles need 
be calculated, and they can be stored in the lower triangular part of the data 
structure for Ai. The first term in (2.9) is now simply a weighted sum of these 
lower triangles, the weights for which are adjusted at each iteration. 
In connection with the line search in the Newton direction p, we need to 
define the scalar function 
t(a)=F(x+ap) 
= iF,wi [II'i( x + ap) - q/l2 + lldil12]1’2 
= i Wi( ]]1;]]2 + ]]d,]/2 +2a+l,p + cY21~R,pI~y2. 
I=1 
Defining 9i = Rip and 
ti(a) = (0: +2~$9, + ‘~~~~9~ll~)““, 
it follows that 
t(a) = c W,ti(a). (2.10) 
i=l 
Here 9i, riTqi, II (rill 2 are independent of OL and so can be calculated at the start 
of the line search. Evaluation of each ti(o) requires only four multiplications 
and one square root, for each new value of CY. Similarly, 
ti’( a) = $4 (1;‘9i + 49jl12) (2.11) 
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and 
t/( cl) = $-$9il12-ibiw12) 
t 
can be cheaply evaluated, leading to 
.v 
t’(a) = c qti’(a), ,“( a) = i qt;‘( a) 
i==l i=l 
The algorithm is outlined below: 
ALGORITHM LSN. 
A: lnitializution 
Step Al: Initialize x (say x c- 0.) 
Step A2: for i = 1,. . . , s 
compute Ri, ci, A, = lIdill from (2.4)-(2.5); 
compute lower triangle of RTR,; 
set ri + Rix - ci; ui +- (llri112 + Ai)i12. 
B: Iteration 
Step 1: 
Step 2: 
Step 3: 
Step 4: 
Step 5: 
fori=l,...,s 
compute yi from (2.4b); 
compute zi from (2.8). 
Calculate V F( x) from (2.2); 
Calculate V 2F( x) from (2.9). 
(*Cholesky factorization*) 
Find lower triangular L such that 
V%(X) = LLT. 
Solve LLTp = -_VF(x) for p. 
(*Line Search*) 
fori=l,...,s 
compute qi = Rip> riT9i> l(rJ12> llQil12; 
Find a! such that 
jt’(cY>j =G - n,t’(O>, 
t(0) -t(a) 2 ?J$lt’(o), 
where 0 < q2 < r~i < 1. 
77 
(2.12) 
(2.13) 
(2.14) 
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Step 6: (*Convergence Test*) 
ij- IIapII/IIx + epll G nEr.x or [F(r) - F(x + w)l/F(x + w> 
< RELF 
then set x + x + cup and STOP; 
fir i = l,..., s recompute ui, r,; 
go to step 1. 
NOTE 1. The line search is simply a safeguarded Newton method 
applied to the scalar function t(a). It can be outlined as follows: 
Line search 
Step Ll: Set ui= -r,Tqj/llQilj2 for i=l,...,s; 
Set p+-maxi=r 
’ ” 
s ui: 
if/3 > 1.2 
then a +- 1 
else if Cwiui/~wi > 0 
then a + II wiui/C wi 
else a + i/3; 
if t’(a) > 0 then p + 0. 
Step L2: if a satisfies (2.13) and (2.14) 
then STOP; 
if la - p 1 < TOL then STOP; 
Step L3: Z+ a- t’(a)/t”(a); 
if a does not lie between a and (a + p)/2 
then a+-(a+p)/2; 
if t(z) <t(a) 
then if (Z - a)t ‘( a) > 0 then /3 +-- a; 
a+a 
else p + Cu; 
go to step L2. 
The line search is basically a simplified version of the one in Overton [ 111, 
except for the initial choices of p and a. The initial j? represents an upper 
bound on the minimizers ui of each component of F, and hence an upper 
bound on the overall minimizer a *. The use of a “weighted average” of these 
values as a possible choice for the initial a value proves to be quite successful 
in practice. An application of the mean-value theorem shows that the 
condition 0 < q2 < vi < 1 ensures that there exists an interval of positive a 
values which satisfy (2.13) and (2.14). Eventual convergence of the line 
search is guaranteed by the fact that the length of the “uncertainty interval” 
(the interval enclosed by a and p) is at least halved at each iteration. When x 
MINIMIZING A SUM OF EUCLIDEAN NORMS 79 
is sufficiently close to the solution x *, the line search will terminate with the 
initial choice LY = 1. Because it is inexpensive to try many different cx values 
in the line search, a wise strategy is to choose rl small (say 10P3), to ensure 
that a close approximation to the optimal value (Y* is found. 
NOTE 2. In summarizing the computation requirements of Algorithm 
LSN, we count the number of floating-point additions and multiplications 
needed for each task. An addition/subtraction and a multiplication/division 
each count as one “flop” (floating-point operation). 
In the initialization, the QR factorizations of the matrices Ai require 
approximately 
s 
2 
[ 1 C mi n2 - zsn3 flops, i=l 
and the computation of the lower triangular part of the matrices RyRi is 
accomplished in about isn3 flops. Calculation of the initial residuals ri is less 
expensive, requiring only about sn ’ flops (and nothing at all if the initial 
choice x = 0 is used). 
During each iteration, the main tasks are the computation of the vectors 
zi (sn2 flops), the evaluation of the lower triangle of v 2F(~) (2sn’ flops), 
the Cholesky factorization in step 3 (in” flops), and the computation of the 
qi vectors in step 5 (sn2 flops). The calculation of p in step 4 (2n2 flops) and 
calculation of vF(x) (2sn flops) are less significant. A quick glance at these 
operation counts is enough to show that the initialization phase is a very 
significant part of the computation, particularly since the algorithm only 
seems to require a small number of iterations. Fortunately, as will be seen in 
the remaining sections, it is also the easiest to speed up in a multiprocessor 
environment. 
NOTE 3. Weiszfeld’s method differs from Algorithm LSN in two main 
respects: firstly, the “Hessian” used by Weiszfeld’s method does not incorpo- 
rate the zizT terms [in (2.3)], and secondly, the full step is always taken. An 
efficient implementation of Weiszfeld’s method would differ only slightly in 
the operation count per iteration from Algorithm LSN. 
NOTE 4. The algorithm is simplified somewhat if mi < n. In this case it 
is usually better to avoid initial QR factorization of the matrices Ai, and 
evaluate v F and v 2F directly from the formulae (2.2). In the initialization 
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Stage A, it would only be necessary to calculate the lower triangular factors 
of ATAi ( n2C mi flops) and initialize ri = A,xi - hi. In steps 1 and 2, 
evaluation of yi, zi, vF(x), and v 2F(r) requires 2m,n, 2min, sn, and 2sn2 
flops respectively. The line-search functions are 
ti(a) = ( )/ri112 +Sh~l;.T9~ + (~~)lq~ll~)~‘~, 
where qi = Aip requires 2m,n flops to evaluate. The line-search algorithm 
needs no modification. 
3. IMPLEMENTATION 
In this section we describe the implementation of Algorithm LSN on an 
Alliant FX/8 vector multiprocessor system at the University of Illinois Center 
for Supercomputing Research and Development. The techniques which we 
used to take advantage of the parallel architecture on this machine would 
apply equally well to any shared-memory multiprocessor system (except for 
management of the cache memory). 
The Alliant FX/8 contains eight vector processors (CEs). Each CE has a 
scalar and vector instruction set with eight floating-point registers. In vector 
mode, each CE performs at a peak rate of 11.8 million single-precision 
floating-point operations a second (Mflops), and so the eight-processor system 
is claimed (see [9]) to be able to achieve a peak rate of approximately 94 
Mflops in single precision. However, double-precision Mflop rates for general 
matrix computations are usually much smaller [9, lo]. The eight CEs share a 
global physical memory of 64 Mbytes and a 128Kbyte writeback cache for 
fast access. 
The compiler attempts to detect those sections of the FORTRAN program 
that have potential for vector and parallel processing, and generates machine 
code that will use the vectorization and concurrency features of the hard- 
ware. For example, when the loops are nested, the compiler attempts to 
generate code so that the innermost loop will run in vector mode, and the 
next-to-innermost loop in concurrent mode. The programmer can insert 
optimization directives into the code to control vectorization and concur- 
rency at various levels. Essentially, the Alliant FX/8 can be thought of as a 
moderate-scale supercomputer sharing many features with the Cray X-MP 
and the Cray 2 systems. However, an important feature of the Alliant is that 
in order to fully utilize the capabilities of the machine, efficient management 
of a relatively small (128Kbyte) cache memory is necessary. 
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Our code is written in standard FORTRAN, and so can be run on any 
machine with a FORTRAN 77 compiler. However, the code is structured so that 
it will be optimized by the compiler to best advantage (see [9] for some 
guidelines on how to achieve this). Also, use has been made of compiler 
directives to control the vectorization/concurrency. Since these directives are 
preceded by a “C,” they appear to a standard FORTRAN 77 compiler as 
comments, and so do not interfere with the portability of the code. 
The first important use of concurrency in the code occurs at the initializa- 
tion stage. The s iterations in step A2 are quite independent of each other, 
and so each iteration is assigned to a single processor. On the Alliant, this 
means that eight different iterations of the loop are executing concurrently on 
the eight processors. The QR factorizations are performed with the use of 
Householder transformations (giving an algorithm which is rich in vector 
arithmetic, and so able to take advantage of the vectorization abilities of each 
processor). This strategy works best when it is possible to fit eight of the 
coefficient matrices Ai into the cache memory at once (e.g. when each 
matrix contains no more than 4000 double-precision elements). If the matri- 
ces are larger, performance may degrade, since it will become necessary to 
transfer data between main memory and cache within each iteration of the 
outermost loop. An alternative strategy in such a situation would be to 
factorize only one matrix at a time, using block Householder transformations 
to manage the cache more efficiently (Bischof and Van Loan [l], Harrod 
[lo]). The latter strategy would, however, only be competitive if the matrices 
were very large; certainly for the test problems which we report on in Section 
4 it proved to be less efficient than our approach. 
The calculations of RTRi and r, are also each assigned to a single 
processor, to allow for concurrent execution. Both calculations require a large 
number of vector inner products, which again can be efficiently carried out 
on the vector hardware in each processor. 
In part B of the code, a compiler directive was used to force concurrent 
evaluation of the quantities ]]ri]] ‘, rirqi, and (]qi(]2. In the remainder of the 
code, parallelism was used at a lower level. For example, in the calculation of 
the zi (step l), it was found to be better to evaluate the components of a 
single vector zi concurrently, rather than to assign the evaluation of each zi 
to a single processor. In the evaluation of the Hessian v 2F( X) from (2.9), the 
weighted sum of the matrices is accumulated, one term at a time, into a 
single array. An alternative strategy, in which the summation was partitioned 
into eight pieces and each piece was evaluated on a single processor, did not 
prove to be substantially faster. For the Cholesky factorization of step 3, a 
standard column-bycolumn algorithm was used. When n is large enough that 
the Hessian V 2F(~) overflows the cache memory, it would be more advanta- 
geous to use a “block Cholesky” algorithm (see, for example, Wright [16]). 
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4. NUMERICAL TESTING 
For the numerical results to be described in this section, an initial guess of 
x = 0 was always used, and the convergence and line-search parameters were 
assigned the following values: 
Tjl = 10-3, 7, = 10-4, 
RELX = RELF = 10-14, TOL = 10-S. (4.1) 
The value of qr is smaller than would be used in a general optimization 
method, but an accurate determination of the minimum along the search 
direction is possible here, since the line search is inexpensive. Double 
precision was used throughout the computations. 
The problems considered by Spath [ 131 all made use of a 96 x 4 matrix 
and a 96-clement vector from [12, pp. 20%2091. These six problems were 
obtained by partitioning this data set in different ways: three coefficient 
matrices Ai were used in the first three problems, and five matrices were 
used in the last three problems. Tables 1 and 2 give the row dimensions of 
each matrix, together with the minimizing values of F(x) and x for each 
TABLE 1 
ROW DIMENSIONS OF OBSERVATION MATRICES AND SOLUTIONS TO TEST 
PROBLEMS 1-3 IN SPATH [13] 
Problem Row dimensions of A, min F(r) Solution vector 
No. ml m2 m3 = F(r*) rl* X‘T x3+ x4* 
1 48 32 16 31969.7 1.97701 1.13718 49.5952 15.9314 
2 32 3 2 34743.8 3.42579 7.62497 33.1418 14.7140 
3 40 16 40 34300.5 4.02722 7.54391 32.5666 15.2173 
TABLE 2 
ROW DIMENSIONS OF OBSERVATION MATRICES AND SOLUTIONS TO TEST 
PROBLEMS 4-6 IN SPATH 1131 
Problem Row dimensions of Ai min F(r) Solution vector 
No. ml m, m3 m, m5 =F(x*) z;* xz* x3* 1: 
4 18 18 18 18 24 43729.3 2.03698 4.08702 40.7050 12.7154 
5 10 10 10 10 56 41343.6 7.46536 7.46024 29.1408 14.3717 
6 20 10 15 25 26 43900.0 3.93166 7.00355 34.2980 13.0707 
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TABLE 3 
PERFORMANCEOFALGORITHMLSNONSPATHTESTPROBLEMS 
Prolem No. Iterations 
1 7 
2 5 
3 4 
4 6 
5 5 
6 5 
Total line-search 
values tried 
24 
8 
7 
14 
9 
10 
problem. In Table 3, the performance of Algorithm LSN is summarized. The 
third column is the total number of values of cu tried in the line search 
(summed over all iterations). Note that no problem required more than 7 
iterations, while the number of iterations of Weiszfeld’s method for the same 
problems varies from 7 (for Problems 2 and 3) to 108 (for Problem 1; see 
Spath [13]). The CPU time required for each problem on the eight-processor 
version of the code was about 0.06-0.07 seconds, too small for the intrinsic 
timing functions to measure accurately. 
The second set of test results is from a set of variably dimensioned, 
randomly generated problems. All coefficient matrices and right-hand-side 
vectors were filled with numbers which were drawn from a uniform distribu- 
tion in the range [ - 2,2]. The weights were chosen as wt = . . . = w,_ 1 = 1, 
w, = 2. The parameter settings were as in (4.1). Two executable versions of 
the code were used to generate the results. In the version LSN~, the FORTRAN 
code was compiled, and optimized for vectorization only, to run on a single 
processor. In the version LSN~, the same code was compiled to run in parallel 
on all eight processors. 
Table 4 gives results for a set of three problems in which m and s were 
held fixed and n was varied ( mi = m, i = 1,. . . , s). In Table 5, m and n were 
held fixed while s was varied. The sixth and seventh columns give the 
TABLE 4 
PERFORMANCEOFLSNlANDLSN8ONBANDOMPROBLEMS,FORVARYING ?I 
a values LsNl time: LsN8 time: 
m n s Iterations tried total (init) total (init) Speedup 
64 12 48 4 5 0.76 (0.51) 0.22 (0.11) 3.5 
64 24 48 4 5 2.21 (1.70) 0.47 (0.32) 4.7 
64 48 48 4 6 7.45 (6.07) 1.48 (1.16) 5.0 
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TABLE 5 
PERFORMANCE OF LSNi AND LSN8 ON RANDOM PROBLEMS, FOR VARYING S
a values LsNl time: LsN8 time: 
m n s Iterations tried total (init) total (init) Speedup 
64 48 12 4 6 2.05 (1.52) 0.49 (0.330 4.2 
64 48 24 4 6 3.86 (3.05) 0.83 (0.62) 4.7 
64 48 48 4 6 7.45 (6.07) 1.48 (1.16) 5.0 
64 48 96 4 6 14.62 (12.13) 2.81 (2.26) 5.2 
execution times required by LSN~ and LSN~, with the time spent in the 
initialization phase in parentheses. Times were measured by calling 
the FX/FORTRAN intrinsic function “etime.” The eighth column gives the 
speedup, calculated as the ratio of the execution time for LSN~ to the 
execution time for LSN~. It appears that our code makes efficient use of all 
eight processors (when run in parallel) and its efficiency increases as the 
dimensions of the problems increase. 
It is also worth noting that, in accordance with the operation counts in 
Section 2, the execution times increase in proportion to s (for fixed m and 
n), and in proportion to n2 (for fixed m and s). 
Finally, we report that the timings given in Tables 4 and 5, together with 
the operation counts provided in Section 2, yield megaflop rates between 4 
and 6 for both the initialization and total times for each problem using LSN~. 
However, megaflop rates in excess of 20 were observed for each problem 
using LsN8. 
5. CONCLUSIONS 
We have shown that the line-search Newton’s method is an efficient and 
robust technique for the solution of the problem (1.1). Application of stan- 
dard optimization theory shows that the method is globally convergent, and 
locally convergent at a quadratic rate. Moreover, advantage can be taken of 
the special structure of the problem (1.1) to produce a fast implementation, 
which can make efficient use of the parallel architecture in a multiprocessor 
system. This situation contrasts with many other optimization problems, for 
which parallelization is difficult to achieve. 
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