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Taking into account the interplay between the disorder and Coulomb interactions, the phase dia-
gram of three-dimensional anisotropic-Weyl semimetal is studied by renormalization group theory.
It is well established that the weak disorder is irrelevant in 3D anisotropic-Weyl semimetal, while
the strong disorder makes sense which drives a quantum phase transition from semimetal to com-
pressible diffusive metal. The long-range Coulomb interaction is irrelevant in clean anistropic Weyl
semimetal. However, we find that the long-range Coulomb interaction exerts a dramatic influence
on the critical disorder strength for phase transition to compressible diffusive metal. Specifically, the
critical disorder strength can receive prominent changes even though an arbitrarily small value of
Coulomb interaction is included. This novel behavior is closely related to the anisotropic screening
effect of long-range Coulomb interaction, and essentially results from the specifical energy dispersion
of the fermions in three-dimensional anisotropic Weyl semimetal.
I. INTRODUCTION
In the fast-expanding field of topological phases of
matter, various semimetals (SMs) have been attract-
ing particular research interest. Major results con-
sist of, among others, the predictions and/or realiza-
tions of three-dimensional Dirac semimetal (3D DSM)1–3,
3D Weyl semimetals (WSM)3–11, nodal line semimetal
(NLSM)3,12,13 etc.. A rich diversity of novel physics
emerges in these materials. For instance, the chiral
anomaly of WSM give rise to interesting features and
phenomena, such as the negative magnetoresistance14,15,
planar Hall effect16 anomalous thermoelectric response17,
just to mention a few.
In these SM systems, the interplay of topological prop-
erty, disorder, and interactions is at the core of the emer-
gent phases of matter. For most of SMs, the Fermi sur-
face is composed of discrete points in the Brillouin zone
1–3, in contrast to the conventional metals which have
large finite Fermi surface18,19. Therefore, the density of
states (DOS) vanishes at Fermi level in SMs. Accord-
ingly, the Coulomb interaction is still long-ranged in SMs.
The renormalization group (RG) studies revealed that
the long-range Coulomb interaction can be marginally
irrelevant20–34, irrelevant35–37, or relevant38–44, depend-
ing on the energy dispersion of the electronic excitations
in SMs. On the other hand, compared with the conven-
tional metal, the disorder introduced in SMs could play
a different role, whose presence may drive a SM, through
a continuous quantum phase transition (QPT), into a
compressible diffusive metal (CDM) or other topologi-
cal/trivial phases45–47.
The combination of correlated electron interactions
and disorder has fueled intensive effort to search for
novel QPT48–69. Actually, the interplay of long-range
Coulomb interaction and disorder has been studied in 2D
DSM56–62, 3D DSM/WSM24,63,65, 3D Luttinger SM66,68,
3D NLSM67, and 3Dmulti-WSMs69. For example, Nand-
kishore and Parameswaran found that the famous non-
Fermi liquid ground state can be induced by the long-
range Coulomb interaction in the Luttinger semimetal,
however it is inevitably destroyed once the disorder is
included66.
In this article, we study the QPTs of 3D anisotropic-
Weyl semimetals (AWSMs) driven by the long-range
Coulomb interaction and disorder simultaneously. The
energy dispersion of fermion excitations in 3D AWSM is
linear with two momentum components, but quadrati-
cal with the third one36,70,71. 3D AWSM state can be
obtained through fine tuning to the topological phase
transition point between 3D WSM and normal band
insulator70,71. Yang et al. showed that the long-
range Coulomb interaction is irrelevant in a clean 3D
AWSM36, which is consistent with the pioneering work
of Abrikosov35. The studies given by Roy72 and Luo et
al.
73 pointed out that the weak disorder is irrelevant in
3D AWSMs, but a QPT from SM to CDM will be induced
at the critical disorder strength.
Due to the long-range Coulomb interaction is irrelevant
in 3D AWSMs, it is naively expected that the Coulomb
interaction will not play obvious role in the phase tran-
sitions occurred in disordered AWSMs. However, after
performing concrete RG calculations, we find that the
long-range Coulomb interaction has dramatic influence
on the phase diagram of disordered AWSMs. Remark-
ably, we show that even in the presence of Coulomb in-
teraction with arbitrarily small value, though, the critical
disorder strength can receive a prominent modification
in some conditions. We indicate that this novel behav-
ior is closely related to the anisotropic screening effect
of Coulomb interaction, and essentially results from the
special energy dispersion of fermions in 3D AWSM essen-
2tially.
The structure of this paper is as follows. The model
is described in Sec. II. In the Sec. III, we show the RG
equations of the model parameters and the numerical re-
sults of the RG method. In this section, we illustrate the
phase diagrams of disordered AWSMs with Coulomb in-
teractions. After presenting these results, in Sec. IV we
discuss the observables in various phases. In Sec. V, we
discuss the physical implications of our results for can-
didate materials of 3D AWSMs. The main results are
summarized in Sec. VI. The detailed derivations for the
RG equations are presented in the Appendixes.
II. EFFECTIVE ACTION
The Hamiltonian of free 3D anisotropic Weyl fermions
is given by36,70,71
Hf =
∫
d3xψ†(x)
(−iv∂xσ1 − iv∂yσ2 −A∂2zσ3)ψ(x),(1)
where ψ represents two-component spinor, and σ1,2,3 are
the Pauli matrixes. v and A are model parameters. The
energy dispersion of fermions takes the form
E(k) = ±
√
v2k2⊥ +A
2k4z . (2)
The Hamiltonian for the long-range Coulomb interaction
between the fermions can be written as
HC =
1
4π
∫
d3xd3x′ρ(x)
e2
ǫ |x− x′|ρ(x
′), (3)
where ρ(x) = ψ†(x)ψ(x) is the fermion density operator,
e is the electric charge, and ǫ is the dielectric constant.
The effective strength of long-range Coulomb interaction
is defined as α = e2/vǫ. The action for the fermion-
disorder coupling is
Sdis =
3∑
j=0
∫
dτd3xVjψ
†(x)Γjψ(x). (4)
The quenched random field Vj is taken as a Gaussian
white noise distribution which satisfies 〈Vj(x)〉 = 0 and
〈Vj(x)Vj(x′)〉 = ∆jδ3 (x− x′). The Coulomb interaction
can be treated by introducing a boson field φ through
Hubbard-Stratonovich transformation24,29,30,36,37,69.
The disorder potential is averaged by adopting the
replica method57,59,61,63,65–68,72–74.
Accordingly, the total effective action can be written
as
S = Sf + Sb + Sfb + Sdis, (5)
Sf =
∫
dω
2π
d3k
(2π)3
ψ†a (iω − vkxσ1 − vkyσ2
−Ak2zσz
)
ψa, (6)
Sb =
∫
dω
2π
d3k
(2π)3
φ
[
1√
η
(
k2x + k
2
y
)
+
√
ηk2z
]
φ, (7)
Sfb = ig
∫
dτd3xφψ†aψa, (8)
Sdis =
3∑
j=0
∆j
2
∫
dτdτ ′d3x
(
ψ†aΓjψa
)
τ
(
ψ†bΓjψb
)
τ ′
,(9)
where g =
√
4πe√
ǫ
. η is utilized to parametrize the
anisotropy of the Coulomb interaction. a, b = 1, 2, ..., n
are the replica indexes. The limit n → 0 will be taken
at the end of calculation. The type of disorder de-
pends on the concrete expression of Γj . The matrix
Γ0 = 1 corresponds to random scalar potential (RSP).
For Γ1,2,3 = σ1,2,3, the types of disorder are the three
components of random vector potential (RVP), which are
dubbed as x-, y-, and z-RVP respectively in the follow-
ing. The parameter ∆j with j = 0, 1, 2, 3 represents the
strength of disorder.
III. RENORMALIZATION GROUP RESULTS
In this section, we analyze the impact of Coulomb in-
teraction and disorder for 3D AWSM by RG theory18.
According to detailed derivations as shown in the Ap-
pendixes, the RG equations for the corresponding pa-
rameters take the form
dv
dℓ
=

C1 − 1
2
3∑
j=0
∆j

 v, (10)
dA
dℓ
=

C2 − 1
2
3∑
j=0
∆j

A, (11)
dα
dℓ
=

−C1 − 1
2
β − 1
2
γ +
1
2
3∑
j=0
∆j

α, (12)
dβ
dℓ
=

1
2
− 1
2
C2 − β + 1
4
3∑
j=0
∆j

β, (13)
dγ
dℓ
=

−1
2
+
1
2
C2 − 2C1 − γ + 3
4
3∑
j=0
∆j

 γ, (14)
d∆0
dℓ
= −1
2
∆0 +
(
5
4
∆20 +
5
4
∆0∆1 +
5
4
∆0∆2
+
33
20
∆0∆3 +
4
5
∆1∆3 +
4
5
∆2∆3
)
−∆0
(
2C1 +
1
2
C2 + 2β + 2γ
)
, (15)
d∆1
dℓ
= −1
2
∆1 +
(
1
20
∆1∆0 +
1
20
∆21 +
9
20
∆1∆2
+
17
20
∆1∆3 +
4
5
∆0∆3
)
3−∆1
(
2C1 +
1
2
C2 − C3
)
, (16)
d∆2
dℓ
= −1
2
∆2 +
(
1
20
∆2∆0 +
9
20
∆2∆1 +
1
20
∆22
+
17
20
∆2∆3 +
4
5
∆0∆3
)
−∆2
(
2C1 +
1
2
C2 − C3
)
, (17)
d∆3
dℓ
= −1
2
∆3 +
(
− 7
20
∆3∆0 +
17
20
∆3∆1 +
17
20
∆3∆2
+
1
20
∆23 +
2
5
∆20 +
2
5
∆21 +
2
5
∆22
+
4
5
∆0∆1 +
4
5
∆0∆2
)
−∆3
(
2C1 +
1
2
C2 − C4
)
, (18)
where ℓ is the running length scale. The re-definition
∆iΛ
1
2
π2v2
√
A
→ ∆i has been employed in the derivation of
the RG equations. The parameters β and γ are defined
as β = 310
α
A¯
and γ = 821αA¯ respectively, where A¯ =√
A
√
Λ
v
√
η . The coefficients Ci ≡ Ci(α, ζ) where ζ = A¯2
with i = 1, 2, 3, 4 take complicated expressions, which are
shown in the Appendixes. If the Coulomb interaction is
completely neglected, α, β, γ, Ci are all taken to be zero,
which leads the RG equations considering only disorder.
Once the Coulomb strength α has arbitrarily finite initial
value, α and β can flow independently.
A. Only Coulomb interaction
If only Coulomb interaction is considered, the RG
equations become
dv
dℓ
= C1v, (19)
dA
dℓ
= C2A, (20)
dα
dℓ
=
(
−C1 − 1
2
β − 1
2
γ
)
α, (21)
dβ
dℓ
=
(
1
2
− 1
2
C2 − β
)
β, (22)
dγ
dℓ
=
(
−1
2
+
1
2
C2 − 2C1 − γ
)
γ. (23)
Dependence of α on the running length scale ℓ is shown
in Fig. 1(a). We can easily find that α approaches to
zero quickly in the lowest energy limit, which represents
that the Coulomb interaction is irrelevant. According to
Figs. 1(b) and (c), v and A flow from the bare value v0
and A0 to two new constants, and only acquire quan-
titative increments. Thus, the behaviors of the observ-
able quantities including DOS, specific heat etc. do not
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FIG. 1: (a)-(c) Flows of α, v, and A considering only long-
range Coulomb interaction. Blue, red, green, black, magenta
curves represent the initial values α0 = 0.01, 0.05, 0.1, 0.2, 0.5.
β0 = 1 is taken in (a)-(c). (d) The flow diagram on the α-β
plane.
change qualitatively, but only receive quantitative cor-
rections. This is a standard characteristic of Fermi Liq-
uid. The flow diagram on the α-β plane is presented in
Fig. 1(d). It is obvious that (α, β) flows to the stable
fixed points (α∗, β∗) = (0, 12 ). The parameter γ satisfy-
ing γ = 8α2/70β approaches to zero quickly in the lowest
energy limit. The finite fixed value β∗ = 12 is correspond-
ing to anisotropic screening effect. Concretely, including
the correction of the polarization Π(q⊥, qz), the dressed
long-range Coulomb interaction can be written as
D−1(q⊥, qz) ∼ 1√
η
q2⊥ +
√
ηq2z +Π(q⊥, qz)
∼ 1√
η
q2⊥ (1 + βℓ) +
√
ηq2z (1 + γℓ)
∼ 1√
η
q
3/2
⊥ +
√
ηq2z , (24)
which takes obviously anisotropic dependence on q⊥ and
qz. We employe the RG scheme with a momentum shell
e−ℓΛ < E < Λ where E =
√
v2k2⊥ +A
2k4z . In Ref.
36,
a momentum shell is imposed to the component kz . Al-
though different RG schemes are adopted, the physical
results shown in above are consistent well with Ref.36
B. Only disorder
In this subsection, the numerical results considering
disorder solely are displayed.
If only RSP is considered initially, the flows of ∆0, ∆1,
∆2, ∆3, v, and A are displayed in Figs. 2(a)-(f) respec-
tively. If the initial value of RSP ∆00 is smaller than
a critical value ∆∗00, ∆0 flows to zero in the lowest en-
ergy limit, which represents that RSP is irrelevant. ∆1,
∆2, and ∆3 are dynamically generated and increase with
ℓ at the beginning, but start to decrease with ℓ if ℓ is
large enough, and approach to zero finally. In this case,
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FIG. 2: (a)-(f) Flows of ∆0, ∆1, ∆2, ∆3, v, and A only in-
cluding initially RSP. Blue, red, green, black, magenta curves
represent the initial values ∆00 = 0.1, 0.2, 0.3, 04, 0.5.
v and A only receive quantitative corrections and flow to
new constants which are smaller than the initial values
v0 and A0. Accordingly, the SM phase is stable against
the disorder in this case, and the observable quantities
do not obtain qualitative modification. If ∆00 is larger
than the critical value ∆∗00, ∆0 approaches to infinity at
some finite energy scale. ∆1, ∆2, and ∆3 are dynamically
generated and also flow to infinity finally. v and A flow
to zero at the same finite energy scale. These behaviors
are generally believed to signify that the system is driven
to CDM phase24,72–75. The CDM is characterized by fi-
nite zero-energy disorder scattering rate γ0 and accord-
ingly finite zero-energy DOS ρ(0) which is determined
by γ0. The critical value ∆
∗
00 is an unstable fixed point,
which corresponds to the quantum critical point (QCP)
between SM and CDM phases. The numerical calcula-
tion exhibits that ∆∗00 ≈ 0.324. A similar QCP was also
found in 3D DSM or WSM through RG studies24,74,75.
Whereas, RSP can be solely exist in 3D DSM or WSM,
but x-, y-, or z-RVP are dynamically generated in 3D
AWSM although only RSP is considered initially.
The flows of ∆0, ∆1, ∆2, ∆3, v, and A considering ini-
tially only x-RVP are depicted in Figs. 3(a)-(f) respec-
tively. We find that there is a similar threshold value
∆∗10 ≈ 0.626, which defines a QCP. If ∆10 < ∆∗10, ∆0,
∆1, ∆2, and ∆3 all approach to zero finally, which indi-
cates that the disorder is irrelevant and the SM is stable.
If ∆10 > ∆
∗
10, ∆0, ∆1, ∆2, and ∆3 all flow away, which
represents the instability to CDM phase. If only y-RVP
is included initially, we obtain similar results, which are
not shown here.
If only z-RVP is included initially, it is found that RSP,
x-RVP, and y-RVP are not dynamically generated, and
z-RVP can exist solely. The dependence of d∆3dℓ on ∆3
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FIG. 3: (a)-(f) Flows of ∆0, ∆1, ∆2, ∆3, v, and A only
including initially x-RVP. Blue, red, green, black, magenta
curves represent the initial values ∆10 = 0.1, 0.3, 0.5, 0.7, 0.9.
is shown in Fig. 4(a). The flows of ∆3, v, and A with
different initial values ∆30 are shown in Figs. 4(b), (c),
and (d) respectively. If ∆30 is smaller than ∆
∗
30 = 10,
∆3 approaches to zero quickly. If ∆30 > ∆
∗
30, z-RVP
becomes relevant and flows away. Thus, there is a QCP
from SM to CDM phases at ∆30 = ∆
∗
30.
The phase diagrams considering initially two types of
disorder are presented in Fig. 5. The green and yellow re-
gions represent SM and CDM phases respectively. There
is a critical line separating the SM and CDM. A QPT
between SM to CDM phases appears if the initial values
of disorder strength is turned to across the critical line.
C. Interplay of Coulomb interaction and disorder
In this subsection, we analyze the interplay of Coulomb
interaction and disorder in 3D AWSM.
Dependence of ∆0 on ℓ considering initially both of
RSP and long-range Coulomb interaction with different
initial conditions is shown in Fig. 6. It is clear that RSP
is suppressed by long-range Coulomb interaction. For a
given β0, there are two different cases determined by the
initial value ∆00. In the first case, ∆00 takes a relative
small value, such as Figs. 6(a) and (c), then ∆0 always
flows to zero even if α0 takes arbitrarily small value. It
represents that the system is always in SM phase once
both of RSP and long-range Coulomb interaction are con-
sidered. For a large enough ∆00, such as Figs. 6(b) and
(d), ∆0 flows away if the Coulomb interaction takes a
smaller initial value, but approaches to zero if the ini-
tial value of Coulomb interaction is larger than a critical
value. It indicates that there is a QPT from CDM to SM
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FIG. 4: (a) Dependence of d∆3
dℓ
on ∆3; (b)-(d) Flows of ∆3,
v, and A. Only z-RVP is initially considered. In (b)-(d), blue,
red, green, black, magenta curves represent the initial values
∆30 = 1, 5, 10, 11, 12.
phases with increasing of Coulomb interaction.
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FIG. 5: Phase diagrams of 3D AWSM considering initially
two types of disorder. (a) RSP and x-RVP; (b) RSP and
z-RVP; (c) x-RVP and y-RVP; (d) x-RVP and z-RVP.
Considering long-range Coulomb interaction and RSP
initially, the phase diagrams on the plane of ∆00 and
α0 with different values of β0 are shown in Figs. 7(a)-
(d). The red point represents the QCP from SM to
CDM phases considering only RSP initially. According to
Fig. 7, the CDM phase is compressed, but the SM phase
is enlarged by long-range Coulomb interaction. There is
a remarkable result: once long-range Coulomb interac-
tion is also considered, the critical strength of RSP for
the appearance of CDM receives a prominent increment,
even if the initial value Coulomb strength α0 takes arbi-
trarily small value. For larger β0, the suppression effect
for RSP by long-range Coulomb interaction is more obvi-
ous. The parameter β is corresponding to the anisotropic
screening effect of Coulomb interaction. It indicates that
the remarkable suppression effect for RSP results form
essentially the anisotropic screening effect of Coulomb
interaction, which is contributed by the Feynman dia-
gram Fig. 15(e). If ∆00 is larger than a critical value, the
system is in CDM phase for small α0, but restores SM
phase if α0 is larger enough.
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FIG. 6: Flow of ∆0 considering initially RSP and Coulomb
interaction. (a) ∆00 = 0.4, β0 = 0.1; (b) ∆00 = 0.8, β0 = 0.1;
(c) ∆00 = 0.8, β0 = 0.5; (d) ∆00 = 1.2, β0 = 0.5.
0 0.5 1 1.5 2
∆00
0
0.5
1
1.5
2
α
0
(a)
CDM
SM
0 0.5 1 1.5 2
∆00
0
0.5
1
1.5
2
α
0
(b)
CDM
SM
0 0.5 1 1.5 2
∆00
0
0.5
1
1.5
2
α
0
(c)
CDM
SM
0 0.5 1 1.5 2
∆00
0
0.5
1
1.5
2
α
0
(d)
CDM
SM
FIG. 7: Phase diagrams of 3D AWSM considering initially
both of RSP and Coulomb interaction. β0 = 0.1, 0.3, 0.5, 1 in
(a), (b), (c), and (d) respectively. The red point represents
the critical value of RSP corresponding to the QCP between
SM and CDM phase neglecting Coulomb interaction.
If both of long-rang Coulomb interaction and x-RVP
are initially considered, the flows of ∆1 with different ini-
tial conditions are presented in Fig. 8. For a given β0,
there are three different cases. In the first case, such
as Fig. 8(c), ∆10 takes relatively small value. In this
case, ∆1 always flows to zero if α0 takes arbitrarily finite
value, which indicates that the system is always in SM
phase. In the second case, such as Figs. 8(b) and (d),
∆10 takes a large enough value. Accordingly, ∆1 flows
away inevitably, which represents that the system is un-
avoidably driven to CDM phase. In the third case, as
shown in Fig. 9(a), ∆10 takes an intermediate value. In
this case, ∆1 flows away if α0 takes a smaller value, but
approaches to zero if α0 is larger than a critical value.
It indicates that there is a QPT from CDM to SM with
increasing of α0 for the third case.
The phase diagrams considering long-range Coulomb
interaction and x-RVP initially with different values of
6FIG. 8: Flow of ∆1 considering initially x-RVP and Coulomb
interaction. (a) ∆10 = 0.75, β0 = 0.1; (b) ∆10 = 1, β0 = 0.1;
(c) ∆10 = 0.75, β0 = 0.5; (d) ∆10 = 1.2, β0 = 0.5
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FIG. 9: Phase diagrams of 3D AWSM considering initially
both of x-RVP and Coulomb interaction. β0 = 0.1, 0.3, 0.5, 1
in (a), (b), (c), and (d) respectively. The red point represents
the critical value of x-RVP between SM and CDM phase ne-
glecting the Coulomb interaction.
β0 are depicted in Fig. 9. The red point in Fig. 9 repre-
sents the critical value ∆∗10 if only x-RVP is considered.
We can find that the critical strength of x-RVP consid-
ering infinitesimal weak Coulomb interaction also has a
finite difference with ∆∗10. However, for larger ∆10, the
system is always in CDM phase, and can not restore the
SM phase by strong Coulomb interaction. For a narrow
intermediate range of ∆10, the system is in CDM phase
for weak α0, but restores the SM phase if α0 is large
enough.
These behaviors are probably due to subtle interplay of
several effects. Firstly, the Feynman diagram Fig. 15(e)
leads the corrections
δ∆
(5)
0 = −2∆0
(√
ηC⊥ +
Cz√
η
)
ℓ, (25)
δ∆
(5)
1 = 0, (26)
which represent that Fig. 15(e) induces the suppression
effect for RSP, but does not result in the correction for
coupling of x-RVP and fermions. The contribution of
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FIG. 10: The relation between Ci/α and ζ. The blue, red,
green, black, magenta, cyan lines are corresponding to C1, C2,
C3, C4, C5, and C6 respectively. C5 = −
(
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1
2
C2 − C3
)
and C6 = −
(
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1
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)
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FIG. 11: Flows of ∆3 considering initially z-RVP and
Coulomb interaction. (a) ∆30 = 12, β0 = 0.1; (b) ∆30 = 15,
β0 = 0.1; (c) ∆30 = 12, β0 = 0.5; (d) ∆30 = 15, β0 = 0.5
Fig. 15(e) for RSP is the last term of Eq. (E6). Secondly,
the contributions from Feynman diagram Fig. 15(d) for
RSP and x-RVP are
δ∆
(4)
0 = 0, (27)
δ∆
(4)
1 = ∆1C3ℓ, (28)
which indicate that Fig. 15(d) does not lead correction for
RSP but enhances x-RVP. The contribution of Fig. 15(d)
for x-RVP is the last term of Eq. (E7). Thirdly, the
fermion self-energy induces renormalization of the pa-
rameters v and A, which could result in correction for
∆i in the RG equations, due to that the effective dis-
order strength is determined by ∆iΛ
1
2
π2v2
√
A
. It should be
noticed that the replacement ∆iΛ
1
2
π2v2
√
A
→ ∆i has been em-
ployed in derivation for the RG equations. These three
7effects lead the term
−∆0
(
2C1 +
1
2
C2 + 2β + 2γ
)
(29)
for the RG equation of ∆0 as shown in Eq. (15), and the
term
−∆1
(
2C1 +
1
2
C2 − C3
)
(30)
for the RG equation of ∆1 given by Eq. (16). The term
(29) is always negative. Accordingly, these three effects
results in that the Coulomb interaction suppresses RSP.
According to Fig. 10, the term shown in Eq. (30) is pos-
itive in a wide range of ζ. It represents that the three
effects mentioned above could enhance x-RVP in some
condition. Fourthly, RSP and x-RVP dynamically gen-
erate and enhance each other. The promotion effect be-
tween RSP and x-RVP may be suppressed as the gener-
ation of RSP is prevented by long-rang Coulomb inter-
action. The complex behaviors considering initially both
of long-range Coulomb interaction and x-RVP are due to
the competition of the four effects aforementioned. The
phase diagram including both of long-range Coulomb in-
teraction and y-RVP has similar characteristics.
According to Fig. 10, the term
−∆3
(
2C1 +
1
2
C2 − C4
)
(31)
is always negative. Thus, the long-range Coulomb in-
teraction always tends to suppresses z-RVP. Considering
initially both of long-range Coulomb interaction and z-
RVP, the flow of ∆3 is presented in Fig. 11. We find that
for ∆30 > ∆
∗
30, ∆3 grows with lowering of the energy
scale, but begins to decrease if the runing parameter ℓ
is large enough, and always approaches to zero in the
lowest energy limit. Thus, the system is always is in
SM phase if both of long-range Coulomb interaction and
z-RVP are considered. The remarkable suppression ef-
fect of long-range Coulomb for z-RVP should result from
the specifical energy dispersion of 3D anisotropic Weyl
fermions.
IV. OBSERVABLE QUANTITIES
In this section, we compare the behaviors of observable
quantities including DOS and specific heat in SM and
CDM phases.
A. DOS
In the SM phase, the retarded fermion propagator
takes the form as
Gret0 (ω,k) =
1
ω − (vkxσ1 + vkyσ2 +Ak2zσ3) + iδ
. (32)
The spectral function is
A(ω,k) = − 1
π
Tr
[
Im
[
Gret0 (ω,k)
]]
= 2|ω|δ (ω2 − E2k) , (33)
where Ek =
√
v2k2⊥ +A
2k4z . The DOS is given by
ρ(ω) =
∫
d3k
(2π)3
A(ω,k) =
|ω| 32
2π2v2
√
A
, (34)
which vanishes in the limit ω → 0.
In CDM phase, the fermions acquire finite disorder
scattering rate γ0. Accordingly, the retarded fermion
propagator becomes
Gret(ω,k) =
1
ω + iγ0 − (vkxσ1 + vkyσ2 +Ak2zσ3)
. (35)
The spectral function can be written as
A(ω,k) = − 1
π
Tr
[
Im
[
Gret(ω,k)
]]
=
2
π
γ0
(
ω2 + γ20 + E
2
k
)
(ω2 − γ20 − E2k)
2
+ 4ω2γ20
. (36)
The corresponding DOS can be obtained through
ρ(ω) =
∫
d3k
(2π)3
A(ω,k). (37)
In the limit ω ≪ γ0 ≪ Λ, DOS is approximated as
ρ(ω) ≈ 4γ0
√
Λ
π3v2
√
A
. (38)
It is clear that ρ(0) takes finite value in CDM phase.
B. Specific heat
In the SM phase,the fermion propagator in Matsubara
formalism can be expressed as
G0(ωn,k) = − iωn + vkxσ1 + vkyσ2 +Ak
2
zσ3
ω2n + E
2
k
, (39)
where ωn = (2n + 1)πT with n being integers. The free
energy of the fermions is
Ff (T ) = −2T
∑
ωn
∫
d3k
(2π)2
ln
[(
ω2n + E
2
k
) 1
2
]
. (40)
Carrying out the frequency summarization, one gets
Ff (T ) = −2
∫
d3k
(2π)3
[
Ek + 2T ln
(
1 + e−
E
k
T
)]
, (41)
8which is divergent. In order to get a finite free energy,
we redefine Ff (T )− Ff (0) as Ff (T ), and obtain
Ff (T ) = −4T
∫
d3k
(2π)3
ln
(
1 + e−
E
k
T
)
= −3(8−
√
2)ζ
(
7
2
)
16π
3
2 v2
√
A
T
7
2 . (42)
Using the formula
Cv = −T ∂
2Ff (T )
∂T 2
, (43)
Cv can be written as
Cv =
105(8−√2)ζ ( 72)
64π
3
2 v2
√
A
T
5
2 ∝ T 52 . (44)
In CDM phase, the fermion propagator in Matsubara
formalism is given by
G(ωn,k) = − iω
′
n + vkxσ1 + vkyσ2 +Ak
2
zσ3
ω′2n + E
2
k
. (45)
where ω′n = ωn + γ0sgn(ωn). The free energy of the
fermions is
Ff (T ) = −2T
∑
ωn
∫
d3k
(2π)2
ln
[(
ω′2n + E
2
k
) 1
2
]
(46)
In the low temperature regime, Ff (T ) can be approxi-
mated as
Ff (T ) ≈ − 4
π
∫
d3k
(2π)2
{
Ek arctan
(
Ek
πT + γ0
)
+
γ0
2
ln
[
(πT + γ0)
2 + E2k
]}
. (47)
In the regime T ≪ γ0 ≪ Λ, we get
Cv = −T ∂
2Ff (T )
∂T 2
≈ 12γ0
√
Λ
πv2
√
A
T ∝ T, (48)
which is obviously different from Eq. (44).
V. PHYSICAL IMPLICATIONS
In this section, we discuss the potential implications of
the theoretical results in the candidate physical systems
for 3D AWSM and other related materials.
According to the study by Yang et al.71, 3D AWSM
might be obtained at the topological QCP between nor-
mal band insulator and WSM, or at the QCP between
normal band insulator and topological insulator in 3D
noncentrosymmetric system. The theoretical studies pre-
dicted that 3D AWSM can be reached at the QCP be-
tween normal band insulator and topological insulator
through turning pressure on BiTeI, in which the inversion
symmetry is broken70,76. The subsequent experimental
measurements for pressured BiTeI through x-ray pow-
der diffraction and infrared spectroscopy are consistent
with the theoretical prediction77. The measurements of
Shubnikov-de Haas (SdH) quantum oscillations also rev-
eled the existence of pressure-induced topological QPT
in BiTeI78. We expect that the theoretical results shown
in Sec. III could be verified in the candidate materials for
3D AWSM by turning the strength of Coulomb interac-
tion and disorder properly.
In 3D anisotropic DSM (ADSM), the dispersion of
fermion excitations is also linear with two momentum
components but quadratical with the third one36. Yang
et al. showed that 3D ADSM can be obtained at the
QCP between normal band insulator and topological 3D
DSM, or at the QCP between 3D DSM and weak topolog-
ical insulator or topological crystalline insulator36. The
analysis of Yuan et al. exhibited that 3D ADSM state is
possible to be realized in ZrTe5 at the QCP between insu-
lating and 3D DSM phases79. The experimental studies
on pressured ZrTe5 through SdH quantum oscillations
showed the evidence of 3D ADSM state80. Recently,
the experimental studies based on SdH quantum oscil-
lations and high pressure x-ray diffraction exhibited that
there is a QCP from 3D DSM to band insulator phases in
Cd3As2 with increasing of pressure
81. The theoretical re-
sults shown above should also hold on in 3D ADSM, and
are helpful for understanding the low energy behaviors of
candidate materials of 3D ADSM.
Various unconventional fermions, including 2D Dirac
fermions82,83, 3D Weyl fermions84,85, 3D double- and
triple-Weyl fermions86,87, 3D nodal line fermions88 etc.
can be realized in photonic crystal. 3D anisotropic Weyl
fermions could be also obtained through properly design-
ing the photonic crystal. In photonic crystal, the disorder
can be introduced and controlled by speckled beam89–91.
The fermions in photonic crystal are not influenced by
Coulomb interaction. In contrast, in SM materials, the
long-range Coulomb interaction is intrinsic. Therefore,
the phase diagrams of 3D anisotropic Weyl fermions un-
der the influence of disorder in photonic crystal and SM
materials could take obvious differences, which may be
verified experimentally in future.
VI. SUMMARY
In summary, the low energy behaviors of 3D AWSM
under the influence of long-range Coulomb interaction
and disorder are studied by RG theory. The system is
in the SM phase, CDM phase, or at the unstable criti-
cal point, depending on the initial values of strength of
Coulomb interaction and disorder. We find a very novel
behavior: the critical disorder strength for driving the
CDM phase can be remarkably increased in some con-
ditions, even if the Coulomb strength takes arbitrarily
small value, once the interplay of Coulomb and disorder
is considered. This novel behavior is closely related to
the anisotropic screening effect of Coulomb interaction,
9and essentially results from the particular dispersion of
the fermions in 3D AWSM.
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Appendix A: Propagators
The propagator of the 3D anisotropic Weyl fermions
takes the form
G0(ω,k) =
1
iω − (vkxσ1 + vkyσ2 +Ak2zσ3)
. (A1)
The propagator of boson φ which represents the influence
of Coulomb interaction is given by
D0(q) =
√
η
q2x + q
2
y + ηq
2
z
=
√
η
q2⊥ + ηq
2
z
. (A2)
Appendix B: Boson self-energy
As shown in Fig. 12, the self-energy of boson field φ is
defined as
Π(Ω,q) = −g2
∫
dω
2π
∫ ′ d3k
(2π)3
Tr [G0(ω,k)
×G0(ω,k+ q)] . (B1)
∫ ′
represents that a momentum shell will be imposed in
some proper way. Substituting Eq. (A1) into Eq. (B1),
and taking the limit Ω = 0, we get
Π(0,q) = 2g2
∫
dω
2π
∫ ′ d3k
(2π)3
1
(ω2 + E2k)
(
ω2 + E2k+q
)
×
[
ω2 − v2kx (kx + qx)− v2ky (ky + qy)
−A2k2z (kz + qz)2
]
, (B2)
where Ek =
√
v2k2⊥ +A
2k4z . Performing the expansion
of qi up to quadratical order, we obtain
Π(0,q) = v2q2⊥
g2
16π
∫ ′
dk⊥d|kz |k⊥
(
2
E3k
− v
2k2⊥
E5k
)
+v2A2q2z
g2
2π
∫ ′
dk⊥d|kz |k⊥ k
2
zk
2
⊥
E5
k
. (B3)
Employing the transformations
E =
√
v2k2⊥ +A
2k4z , δ =
Ak2z
vk⊥
, (B4)
and carrying out the integrations of E and δ within the
ranges bΛ < E < Λ with b = e−ℓ and 0 < δ < +∞,
Π(0,q) can be written as
Π(0,q) ≈ C⊥q2⊥ℓ+ Czq2zℓ, (B5)
where
C⊥ =
3g2
40π
√
A
√
Λ
, (B6)
Cz =
2g2
√
AΛ
1
2
21πv2
. (B7)
FIG. 12: Self-energy of bosonic field. The solid line represents
the free fermion propagator, and the wavy line represents the
boson propagator that is equivalent to the Coulomb interac-
tion function.
FIG. 13: Self-energy of fermions due to (a) Coulomb inter-
action and (b) disorder. The dashed line represents disorder
scattering.
Appendix C: Fermion self-energy
As depicted in Fig. 13(a), the self-energy of fermions
induced by the Coulomb interaction takes the form
ΣC(ω,k) = −g2
∫ +∞
−∞
dΩ
2π
∫ ′ d3q
(2π)3
G0(Ω,q)
×D0(ω − Ω,k− q). (C1)
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Substituting Eqs. (A1) and (A2) into Eq. (C1) and re-
taining the leading contributions, ΣC can be approxi-
mated as
ΣC(ω,k) ≈ v (kxσ1 + kyσ2)Σ1 +Ak2zσ3Σ2, (C2)
where
Σ1 =
g2
√
η
2
∫ ′ d3q
(2π)3
q2⊥
Eq
1
(q2⊥ + ηq
2
z)
2 , (C3)
Σ2 =
g2η
3
2
2
∫ ′ d3q
(2π)3
q2z
(−q2⊥ + 3ηq2z)
Eq (q2⊥ + ηq
2
z)
3 . (C4)
We have dropped a constant term which does not depend
on external energy and momenta. Utilizing the transfor-
mations (B4) and performing the integration of E, we
obtain
Σ1 ≈ C1ℓ, Σ2 ≈ C2ℓ, (C5)
where
C1 =
g2ζ
3
2
8π2v
∫ +∞
0
dδ
1√
δ (1 + δ2)
1
4
× 1(
ζ + δ (1 + δ2)
1
2
)2 , (C6)
C2 =
g2ζ
1
2
8π2v
∫ +∞
0
dδ
√
δ
(
1 + δ2
) 1
4
×
(
−ζ + 3δ (1 + δ2) 12)(
ζ + δ (1 + δ2)
1
2
)3 , (C7)
with ζ = AΛv2η .
As displayed in Fig. 13(b), the self-energy of fermions
leaded by disorder scattering satisfies
Σdis(ω) ≈
3∑
j=0
∆j
∫ ′ d3k
(2π)3
ΓjG0(ω,k)Γj . (C8)
Substituting Eq. (A1) into Eq. (C8), and employing the
transformations (B4), Σdis can be obtained as following
Σdis(ω) = −iω
3∑
j=0
∆j
4π2v2
√
A
∫ Λ
bΛ
dE√
E
∫ +∞
0
dδ
× 1√
δ (1 + δ2)
5
4
≈ −iω
3∑
j=0
∆jΛ
1
2
2π2v2
√
A
ℓ. (C9)
FIG. 14: Corrections to fermion-boson coupling due to (a)
Coulomb interaction and (b) disorder.
FIG. 15: One-loop Feynman diagrams for the corrections to
the fermion-disorder vertex.
Appendix D: Corrections to fermion-boson coupling
The correction to the fermion-boson coupling leaded
by Feynman diagram Fig. 14(a) satisfies
δg(1) = −g3
∫ ′ dΩ
2π
d3q
(2π)3
G0(Ω,q)G0(Ω,q)
×D0(Ω,q). (D1)
Substituting Eqs. (A1) and (A2) into Eq. (D1), one can
find that
δg(1) = 0. (D2)
Fig. 14(b) results in the correction
δg(2) = g
3∑
j=0
∆j
∫ ′ d3k
(2π)3
ΓjG0(0,k)G0(0,k)Γj .
≈ g
3∑
j=0
∆j
Λ
1
2
2π2v2
√
A
ℓ. (D3)
Appendix E: Corrections to fermion-disorder vertex
The correction from the Feynman diagram as shown
in Fig. 15(a) is given by
δ∆
(1)
i Γi = 2∆i
3∑
j=0
∆j
∫ ′ d3k
(2π)3
ΓjG0(ω,k)Γi
×G0(ω,k)Γj . (E1)
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The correction of Figs. 15(b) and (c) for the fermion-
disorder coupling satisfies
V (2)+(3) =
3∑
i=0
∑
i≤j≤3
V
(2)+(3)
ij , (E2)
where
V
(2)+(3)
ij = 2∆i∆j
∫ ′ d3k
(2π)3
(
ψ†aΓiG0(0,k)Γjψa
)
×
{
ψ†b [ΓjG0(0,k)Γi
+ΓiG0(0,−k)Γj]ψb
}
. (E3)
There are ten choices for the values of i and j. As dis-
played in Fig. 15(d), the correction to fermion-disorder
vertices resulting from Coulomb interaction takes the
form
V
(4)
i = −2∆ig2
∫ ′ dΩ
2π
d3q
(2π)3
G0(Ω,q)ΓiG0(Ω,q)
×D0(Ω,q). (E4)
The correction from Fig. 15(e) can be written as
δ∆
(5)
i = 2∆ig
2
∫ ′ dω
2π
d3k
(2π)3
Tr [G0(ω,k)Γi
×G0(ω +Ω,k+ q)]D0(Ω,q). (E5)
Substituting Eqs. (A1) and (A2) into Eqs. (E1)-(E5), we
finally obtain
δ∆0 =
[(5
2
∆20 +
5
2
∆0∆1 +
5
2
∆0∆2 +
7
2
∆0∆3
+2∆1∆3 + 2∆2∆3
) 2Λ 12
5π2v2
√
A
−2∆0
(√
ηC⊥ +
Cz√
η
)]
ℓ, (E6)
δ∆1 =
[(
− 1
2
∆1∆0 − 1
2
∆21 +
1
2
∆1∆2 +
3
2
∆1∆3
+2∆0∆3
) 2Λ 12
5π2v2
√
A
+∆1C3
]
ℓ, (E7)
δ∆2 =
[(
− 1
2
∆2∆0 +
1
2
∆2∆1 − 1
2
∆22 +
3
2
∆2∆3
+2∆0∆3
) 2Λ 12
5π2v2
√
A
+∆2C3
]
ℓ, (E8)
δ∆3 =
[(
− 3
2
∆3∆0 +
3
2
∆3∆1 +
3
2
∆3∆2 − 1
2
∆23 +∆
2
0
+∆21 +∆
2
2 + 2∆0∆1 + 2∆0∆2
) 2Λ 12
5π2v2
√
A
+∆3C4
]
ℓ, (E9)
where
C3 =
g2ζ
1
2
8π2v
∫ +∞
0
dδ
2 + δ2√
δ (1 + δ2)
5
4
× 1
ζ + δ (1 + δ2)
1
2
, (E10)
C4 =
g2ζ
1
2
4π2v
∫ +∞
0
dδ
δ
3
2
(1 + δ2)
5
4
1
ζ + δ (1 + δ2)
1
2
.(E11)
Appendix F: Derivation of the RG equations
The action of free 3D anisotropic Weyl fermions is
Sψ =
∫
dω
2π
d3k
(2π)3
ψ†(ω,k)
[
iω − v(kxσ1 + kyσ2)
−Ak2zσ3
]
ψ(ω,k). (F1)
Considering the self-energy of fermions induced by
Coulomb interaction and disorder-scattering, the action
becomes
Sψ =
∫
dω
2π
d3k
(2π)3
ψ†(ω,k)
[
iω − v(kxσ1 + kyσ2)
−Ak2zσ3 − ΣC − Σdis
]
ψ(ω,k)
=
∫
dω
2π
d3k
(2π)3
ψ†(ω,k)
[
iωe
∑3
j=0
∆jΛ
1
2
2π2v2
√
A
ℓ − v (kxσ1
+kyσ2) e
C1ℓ −Ak2zσ3eC2ℓ
]
ψ(ω,k). (F2)
Utilizing the transformations
kx = k
′
xe
−ℓ, (F3)
ky = k
′
ye
−ℓ, (F4)
kz = k
′
ze
− ℓ
2 , (F5)
ω = ω′e−ℓ, (F6)
ψ = ψ′e

 94−
∑3
j=0
∆jΛ
1
2
2π2v2
√
A
2

ℓ
, (F7)
v = v′e
(
−C1+
∑
3
j=0
∆jΛ
1
2
2π2v2
√
A
)
ℓ
, (F8)
A = A′e
(
−C2+
∑
3
j=0
∆jΛ
1
2
2π2v2
√
A
)
ℓ
, (F9)
the action of fermions can be written as
Sψ′ =
∫
dω′
2π
d3k′
(2π)3
ψ′†(ω′,k′)
[
iω′ − v′ (k′xσ1 + k′yσ2)
−A′k′2z σ3
]
ψ′(ω′,k′), (F10)
which has the same form as the action of free fermions.
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The action of free bosonic field φ takes the form
Sφ =
∫
dω
2π
d3k
(2π)3
φ†(ω,k)
(
k2⊥√
η
+
√
ηk2z
)
φ(ω,k).(F11)
Including the correction of self-energy of boson, the ac-
tion can be written as
Sφ =
∫
dω
2π
d3k
(2π)3
φ†(ω,k)
( k2⊥√
η
+
√
ηk2z
+Π(0,k)
)
φ(ω,k)
≈
∫
dω
2π
d3k
(2π)3
φ†(ω,k)
( k2⊥√
η
e
√
ηC⊥ℓ
+
√
ηk2ze
Cz√
η
ℓ
)
φ(ω,k). (F12)
Employing the transformations Eqs. (F3)-(F6), and
φ = φ′e
(
5
2
−
√
ηC⊥+
Cz√
η
4
)
ℓ
, (F13)
η = η′e
(
−1+√ηC⊥−Cz√η
)
ℓ
, (F14)
we can get
Sφ′ =
∫
dω′
2π
d3k′
(2π)3
φ′†(ω′,k′)
(
k′2⊥√
η′
+
√
η′k′2z
)
×φ′(ω′,k′), (F15)
which recovers the form of action of the free bosons.
The action of fermion-boson coupling is
Sψφ = g
∫
dω1
2π
d3k1
(2π)3
dω2
2π
d3k2
(2π)3
ψ†(ω1,k1)ψ(ω2,k2)
×φ(ω1 − ω2,k1 − k2). (F16)
Including the corrections to one-loop order, the action
becomes
Sψφ = (g + δg)
∫
dω1
2π
d3k1
(2π)3
dω2
2π
d3k2
(2π)3
ψ†(ω1,k1)
×ψ(ω2,k2)φ(ω1 − ω2,k1 − k2)
≈ ge
∑
3
j=0
∆jΛ
1
2
2π2v2
√
A
ℓ
∫
dω1
2π
d3k1
(2π)3
dω2
2π
d3k2
(2π)3
×ψ†(ω1,k1)ψ(ω2,k2)φ(ω1 − ω2,k1 − k2).(F17)
Adopting the transformations Eqs. (F3)-(F7), Eq. (F13),
and
g′ = ge
(
−
√
ηC⊥+
Cz√
η
4
)
ℓ
, (F18)
we obtain
Sψ′φ′ = g
′
∫
dω′1
2π
d3k′1
(2π)3
dω′2
2π
d3k′2
(2π)3
ψ′†(ω′1,k
′
1)ψ
′(ω′2,k
′
2)
×φ′(ω′1 − ω′2,k′1,−k2), (F19)
which takes the same form as the original action.
The action of fermion-disorder coupling takes the form
Sdis =
3∑
j=0
∆j
2
∫
dω1dω2d
3k1d
3k2d
3k3
(2π)8
ψ†a(ω1,k1)Γj
×ψa(ω1,k2)ψ†b(ω2,k3)Γj
×ψb(ω2,−k1 − k2 − k3). (F20)
Including the corrections to the fermion-disorder cou-
pling, the action is given by
Sdis =
3∑
j=0
(∆j + δ∆j)
2
∫
dω1dω2d
3k1d
3k2d
3k3
(2π)8
×ψ†a(ω1,k1)Γjψa(ω1,k2)ψ†b(ω2,k3)Γj
×ψb(ω2,−k1 − k2 − k3). (F21)
Employing the transformations as shown in Eqs. (F3)-
(F7), the action can be further written as
Sdis ≈ 1
2
[
∆i
(
1− 1
2
ℓ
)
+ δ∆i
−2∆i
3∑
j=0
∆jΛ
1
2
2π2v2
√
A
ℓ
]∫
dω′1dω
′
2d
3k′1d
3k′2d
3k′3
(2π)8
×ψ′†a (ω′1,k′1)Γiψ′a(ω′1,k′2)ψ′†b (ω′2,k′3)Γi
×ψ′b(ω′2,−k′1 − k′2 − k′3). (F22)
Let
∆′i = ∆i
(
1− 1
2
ℓ
)
+ δ∆i − 2∆i
3∑
j=0
∆jΛ
1
2
2π2v2
√
A
ℓ,(F23)
we get
Sdis =
∆′i
2
∫
dω′1dω
′
2d
3k′1d
3k′2d
3k′3
(2π)8
ψ′†a (ω
′
1,k
′
1)Γi
×ψ′a(ω′1,k′2)ψ′†b (ω′2,k′3)Γi
×ψ′b(ω′2,−k′1 − k′2 − k′3). (F24)
Through Eqs. (F7)-(F9), (F14), (F18), and (F23), we
finally get the RG equations
dv
dℓ
=

C1 − 1
2
3∑
j=0
∆j

 v, (F25)
dA
dℓ
=

C2 − 1
2
3∑
j=0
∆j

A, (F26)
dη
dℓ
= (−1 + β − γ) η, (F27)
dg
dℓ
= −β + γ
4
g, (F28)
13
dA¯
dℓ
=
(
− 1
2
+
1
2
C2 − C1 + 1
2
β − 1
2
γ
+
1
4
3∑
j=0
∆j
)
A¯, (F29)
dα
dℓ
=

−C1 − 1
2
β − 1
2
γ +
1
2
3∑
j=0
∆j

α, (F30)
dβ
dℓ
=

1
2
− 1
2
C2 − β + 1
4
3∑
j=0
∆j

 β, (F31)
dγ
dℓ
=

−1
2
+
1
2
C2 − 2C1 − γ + 3
4
3∑
j=0
∆j

 γ, (F32)
d∆0
dℓ
= −1
2
∆0 +
(
5
4
∆20 +
5
4
∆0∆1 +
5
4
∆0∆2
+
33
20
∆0∆3 +
4
5
∆1∆3 +
4
5
∆2∆3
)
−∆0
(
2C1 +
1
2
C2 + 2β + 2γ
)
, (F33)
d∆1
dℓ
= −1
2
∆1 +
(
1
20
∆1∆0 +
1
20
∆21 +
9
20
∆1∆2
+
17
20
∆1∆3 +
4
5
∆0∆3
)
−∆1
(
2C1 +
1
2
C2 − C3
)
, (F34)
d∆2
dℓ
= −1
2
∆2 +
(
1
20
∆2∆0 +
9
20
∆2∆1 +
1
20
∆22
+
17
20
∆2∆3 +
4
5
∆0∆3
)
−∆2
(
2C1 +
1
2
C2 − C3
)
, (F35)
d∆3
dℓ
= −1
2
∆3 +
(
− 7
20
∆3∆0 +
17
20
∆3∆1 +
17
20
∆3∆2
+
1
20
∆23 +
2
5
∆20 +
2
5
∆21 +
2
5
∆22
+
4
5
∆0∆1 +
4
5
∆0∆2
)
−∆3
(
2C1 +
1
2
C2 − C4
)
, (F36)
where A¯, α, β, and γ are defined as
A¯ =
√
A
√
Λ
v
√
η
=
√
ζ, (F37)
α =
g2
4πv
, (F38)
β =
√
ηC⊥ =
3
10
α
A¯
, (F39)
γ =
Cz√
η
=
8
21
αA¯. (F40)
The re-definition
∆iΛ
1
2
π2v2
√
A
→ ∆i, (F41)
has been used in the derivation of the RG equations.
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