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a b s t r a c t
A dynamic panel data model is considered that contains possibly stochastic individual components and
a common stochastic time trend that allows for stationary and nonstationary long memory and general
parametric short memory. We propose four different ways of coping with the individual effects so as
to estimate the parameters. Like models with autoregressive dynamics, ours nests I(1) behaviour, but
unlike the nonstandard asymptotics in the autoregressive case, estimates of the fractional parameter can
be asymptotically normal. For three of the estimates, establishing this property ismadedifficult due to bias
caused by the individual effects, or by the consequences of eliminating them, which appears in the central
limit theorem except under stringent conditions on the growth of the cross-sectional size N relative to
the time series length T , though in case of two estimates these can be relaxed by bias correction, where
the biases depend only on the parameters describing autocorrelation. For the fourth estimate, there is
no bias problem, and no restrictions on N . Implications for hypothesis testing and interval estimation are
discussed, with central limit theorems for feasibly bias-corrected estimates included. AMonte Carlo study
of finite-sample performance is included.
© 2015 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Important features of many econometric models for panel data
are unobserved individual fixed effects and temporal dynamics
that possibly allow for nonstationarity. When the cross-sectional
dimension is large the individual effects cause an incidental param-
eters problem that heavily determines methodology, which has
been predominately developed in the context of autoregressive, in-
cluding possibly unit root, dynamics. A recent textbook treatment
is Hsiao (2014). The present paper focuses on the incidental pa-
rameters problem in the context of fractional dynamics, which of-
fer some advantages over autoregressions. A simple model for an
observable array {yit} is
λt (L; θ0) (yit − αi) = εit , (1)
for i = 1, . . . ,N , t = 0, 1, . . . , T . The unobserved individual ef-
fects {αi, i ≥ 1} are subject to little, if any, more detailed specifica-
tion in the sequel; the unobserved innovations {εit , i ≥ 1, t ≥ 0}
are throughout assumed to be independent and identically
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parameter vector, known only to lie in a given compact subset Θ
of Rp+1; L is the lag operator; for any θ ∈ Θ and each t ≥ 0,
λt (L; θ) =
t
j=0
λj (θ) Lj (2)
truncates the expansion
λ (L; θ) =
∞
j=0
λj (θ) Lj,
where the λj (θ) are given functions. We are concerned with
λ (L; θ) having the particular structure
λ (L; θ) = ∆δψ (L; ξ) ,
where δ is a scalar, ξ is a p×1 vector, θ = δ, ξ ′′, the prime denot-
ing transposition, and the functions∆δ and ψ (L; ξ) are described
as follows. With ∆ = 1− L,∆δ has the expansion
∆δ =
∞
j=0
πj (δ) Lj, πj (δ) = Γ (j− δ)
Γ (−δ)Γ (j+ 1) ,
for non-integer δ > 0, while for integer δ = 0, 1, . . . , πj (δ) =
1(j = 0, 1, . . . , δ) (−1)j δ (δ − 1) · · · (δ − j+ 1) /j!, taking 0/0 =
le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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of its arguments such that for complex-valued x, |ψ (x; ξ)| ≠ 0,
|x| ≤ 1 and in the expansion
ψ (L; ξ) =
∞
j=0
ψj (ξ) Lj,
the coefficients ψj (ξ) satisfy
ψ0 (ξ) = 1, ψj (ξ) = O (exp (−c (ξ) j)) , (3)
where c (ξ) is a positive-valued function of ψ . Note that
λj (θ) =
j
k=0
πj−k (δ) ψk (ξ) , j ≥ 0. (4)
The fractional operator ∆δ bestows possible stationary (when
0 < δ < 1/2) or nonstationary (when δ ≥ 1/2) long memory on
yit − αi, while ψ (L; ξ) adds possible short memory structure, for
example representing the autoregressive operator of a stationary
and invertible autoregressive moving average process with com-
bined order p, or of an exponential spectrum model (Bloomfield
(1973)). The truncation in (2) is motivatedmainly by a desire to al-
low for δ ≥ 1/2, when ∆−δ , and thus λ−1 (L; θ), do not converge.
On the other hand we can write (1) as
yit = αi + λ−1t (L; θ0) εit = αi + λ−1 (L; θ0) {εit1 (t ≥ 0)} .
It is possible that ξ0 is empty, i.e. p = 0 and ψ (x; ξ) ≡ 1 a priori,
in which case for each i, yit − αi has pure fractional dynamics. Our
interest is in statistical inference on θ0 =

δ0, ξ
′
0
′, and especially
on δ0 with ξ0 regarded as a nuisance parameter.
For each iwe can call yit −αi an I (δ0) process. Temporarily tak-
ing ψ (x; ξ) ≡ 1 for simplicity, we can write
yit = αi +
t
j=0
πj (−δ0) εi,t−j, (5)
whence when δ0 = 1,
yit = αi +
t
j=0
εi,t−j. (6)
The latter results also on taking ρ = 1 in the autoregressive
scheme popular in the dynamic panel data literature:
yit = αi +
t
j=0
ρ jεi,t−j. (7)
The typical alternatives to ρ = 1 covered by (7) are the stationary
ones ρ ∈ (−1, 1) or the explosive ones ρ > 1. Other versions of
the autoregressive panel data model are
yit = αi + ρyi,t−1 + εit , t > 0, (8)
and
yit = αi + uit , uit = ρui,t−1 + εit , t > 0, (9)
with ρ ∈ (−1, 1]; note that (9) implies that
yit = (1− ρ) αi + ρyiit−1 + εit , t > 0,
so that αi is eliminated when ρ = 1. The usual aim in (7), (8) or
(9) is estimating ρ or unit root testing. As one recent reference,
Han and Phillips (2010) develop inference based on generalized
method-of-moment estimates. Note that in the fractional model
(5), the weights πj (−δ0) have decay or growth that is, unlike in
(7), not exponential but algebraic, since, for any δ,
πj (δ) = 1
Γ (−δ) j
−δ−1(1+ O(j−1)) as j →∞. (10)The moving average weights in the more general model (1) have
the same rate, in particular, by (4) and summation-by-parts,
λj (θ) =
j−1
k=0

πj−k (δ)− πj−k−1 (δ)
 k
l=0
ψl (ξ)+
j
l=0
ψl (ξ)
= ψ (1; ξ)
j−1
k=0

πj−k (δ)− πj−k−1 (δ)
+ ψ (1; ξ)
−
j−1
k=0

πj−k (δ)− πj−k−1 (δ)
 ∞
l=k+1
ψl (ξ)−
∞
l=j+1
ψl (ξ)
= ψ (1; ξ) πj (δ)
+O

j−1
k=0
(j− k)−δ−2 exp (−c (ξ) k)+ exp (−c (ξ) j)

= ψ (1; ξ)
Γ (−δ) j
−δ−1(1+ O(j−1)) as j →∞, (11)
using (10) and (3), where we note that the exponential decay re-
quirement in the latter ensures that (11) holds for all δ > 0.
As is well known from the time series literature the fractional
class described by λt (L; θ0) has a smoothness at δ0 = 1 (and else-
where) that the autoregressive class lacks. A consequence estab-
lished in that literature is that large sample inference based on an
approximate Gaussian pseudo likelihood can be expected to entail
standard limit distribution theory; in particular, Lagrange multi-
plier tests on θ0 (for example of the I(1) hypothesis δ0 = 1) are
asymptotically χ2 distributed with classical local power proper-
ties, and estimates of θ0 are asymptotically normally distributed
with the usual parametric rate (see Robinson (1991, 1994), Be-
ran (1995), Velasco and Robinson (2000), Hualde and Robinson
(2011)). This is the case whether δ0 lies in the stationary region
(0, 1/2) or the nonstationary one [1/2,∞) (or, also, the negative
dependent region (−∞, 0)).
If N is regarded as fixed while T →∞, (1) is just a multivariate
fractional model, with a vector, possibly stochastic, location. But in
many practical applicationsN is large, and evenwhen smaller than
T , is more reasonably treated as diverging in asymptotic theory if T
is. In that case inference on θ0 is considerably complicated by an in-
cidental parameters problem. In this paper we present and justify
several approaches that resolve this question. We throughout em-
ploy asymptotic theory with respect to T diverging, where either
N increases with T or stays fixed, and both cases are covered by
indexing with respect to T only. In (1) the interest is in estimating
θ0 (efficiently, perhaps with some a priori knowledge on the range
of allowed values) and testing hypotheses such as I(1), δ0 = 1, or
of absence of short memory structure, which might entail ψ0 = 0.
Hassler et al. (2011) have recently developed tests in a panel with
a more general temporal dependence structure which is allowed
to vary across units, and with allowance for cross-sectional depen-
dence, but without allowing for individual effects and keeping N
fixed as T →∞.
The following section introduces four rival estimates of θ0.
Three are versions of time series conditional-sum-of-squares (CSS)
estimates, recently treated in a general fractionally integrated set-
ting by Hualde and Robinson (2011), one of which ignores the
fixed effects, while the other two correct for them by regres-
sion and first differencing, respectively. The fourth is a Gaussian
pseudo-maximum likelihood estimate (PMLE) based on the dif-
ferenced model, and is somewhat more onerous computationally.
Section 3 contains consistency theorems. In Section 4 the estimates
are shown to be asymptotically normal. For the 3 CSS estimates,
unless the restriction on the growth of N relative to T is very strin-
gent, asymptotic biases in the central limit theorem are present,
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fers no such bias. In Section 5 we describe the implications of our
results for hypothesis testing and interval estimation, numerically
compare biases, and justify feasible bias correction. Section 6 con-
sists of a Monte Carlo study of finite-sample performance of our
methods. Section 7 discusses possible extensions. Theorem proofs
appear in Appendix A. These depend in part on two Propositions,
stated in Sections 3 and 4 but proved in Appendix B. Our proofs
also use technical lemmas, stated and proved in Appendix C; we
draw attention here to Lemma 3, which is a technical tool that is
central to the consistency proofs, and Lemma 4, which is of some
independent interest.
2. Parameter estimation
We consider four different, but asymptotically equivalent and
efficient, methods of estimating θ0 in (1). All these estimates are
implicitly-defined and entail optimization overΘ = D×Ξ , where
Ξ is a compact subset of Rp and D = [δ, δ], where
δ > max

0, δ0 − 12

, δ0 ∈ D, (12)
which implies that δ0 > 0 and δ > δ0 − 12 for δ ∈ D. The choice of
D thus implies some prior belief about the whereabouts of δ0, for
example to cover the possibility δ0 = 1,D can only include nonsta-
tionary δ-values, δ > 12 . On the other hand there is no upper limit
on δ. In Hualde and Robinson’s (2011) study of CSS estimates in the
pure time series case, D is effectively unrestricted. There may ac-
cordingly be scope for relaxing our restrictions on D, though these
restrictions appear to play a role in ensuring that the approxima-
tion errors stemming from the presence of the individual effectsαi,
or from themeasures we take to eliminate them, are small enough
to enable our estimates to be consistent and asymptotically nor-
mally distributed. The choice ofΞ can naturally embody stationar-
ity and invertibility restrictions onψ (L; ξ), for example, for p = 1
and in the first-order autoregressive case ψ (L; ξ) = 1 − ξL, we
might take Ξ = [η − 1, 1 − η] for arbitrarily small positive η.
In general it is assumed that (3) holds for all ξ ∈ Ξ with c (ψ)
satisfying
inf
Ξ
c (ξ) = c∗ > 0. (13)
Also, it is assumed that for ξ ∈ Ξ , ψ (x; ξ) is continuous in ξ and,
for all ξ ≠ ξ0, |ψ (x; ξ)| ≠ |ψ (x; ξ0)| on a subset of {x : |x| = 1}
of positive Lebesgue measure. All our estimates optimize objec-
tive functions that cross-sectionally aggregate time series objective
functions.
It is helpful to define
τt (θ) = λt (L; θ) 1 = λt (1; θ) ,
so using (4),
τt (θ) =
t
j=0
λj (θ) =
t
k=0
πk (δ)
t−k
j=0
ψj (ξ)
=
t
k=0
ψk (ξ)
t−k
j=0
πk (δ) . (14)
In the pure fractional caseψ (L; ξ) ≡ 1 from summing coefficients
of Lj on both sides of the identity∆∆δ−1 = ∆δ ,
τt (θ) =
t
k=0
πk (δ) = πt (δ − 1) . (15)2.1. Uncorrected CSS estimation
Our first approach is essentially CSS estimation which ignores
the αi. Define
LUT (θ) =
1
NT
N
i=1
T
t=0
(λt (L; θ) yit)2 , (16)
andθUT = argmin
θ∈Θ L
U
T (θ) .
Notice that, writing
vit = λ−1t (L; θ0) εit , (17)
we have for all θ ∈ Θ ,
λt (L; θ) yit = λt (L; θ) (αi + vit) = λt (L; θ) vit + τt (θ) αi. (18)
The term τt (θ) αi in (18) contributes a bias. From (11),
τt (θ) = ψ (1; ξ)
Γ (1− δ) t
−δ + O(t−δ−1). (19)
Thus the bias decays to zero for δ > 0, but more or less slowly, and
its presence explains the need for asymptotic theory with T →∞,
in order to achieve consistent estimation of θ0.
2.2. Fixed effects CSS estimation
Instead of ignoring the αi we now start from a CSS-type objec-
tive function based on fractionally differencing the yit − αi, and
then concentrate out the αi. Define
LT (θ, α1, . . . , αN) = 1NT
N
i=1
T
t=0
(λt (L; θ) (yit − αi))2 .
Differentiating gives
∂
∂αi
LT (θ, α1, . . . , αN) = −2NT
T
t=0
(λt (L; θ) yit
− λt (1; θ) αi) λt (1; θ) , i = 1, . . . ,N,
and thence
αˆiT (θ) = 1SλλT (θ)
T
t=0
(λt (L; θ) yit) τt (θ) , i = 1, . . . ,N,
using (14) and defining
SττT (θ) = 1+ τ ′T (θ) τT (θ) ,
τT (θ) = (τ1 (θ) , . . . , τT (θ))′ .
Thence introduce
LFT (θ) = LT

θ, αˆ1T (θ) , . . . , αˆNT (θ)

= 1
NT
N
i=1
T
t=0

λt (L; θ)

yit − αˆiT (θ)
2
, (20)
andθ FT = argmin
θ∈Θ L
F
T (θ) .
The summands in LFT (θ) are squared fractional residuals after re-
gression on the final end effect τt (θ).
Since
αˆiT (θ) = 1SττT
T
t=0
τt (θ) (λt (L; θ) yit) = αi + aiT (θ)SττT (θ) ,
where
aiT (θ) =
T
t=0
τt (θ) λt (L; θ) vit , (21)
438 P.M. Robinson, C. Velasco / Journal of Econometrics 185 (2015) 435–452note that
λt (L; θ)

yit − αˆi (θ)
 = λt (L; θ) vit − aiT (θ)τt (θ)SττT (θ) , (22)
and by comparison with θUT there is again a term contributing
bias. We show that nevertheless θ FT is consistent though a bias
correction may be desirable for statistical inference.
2.3. Differenced CSS estimation
Applying another standard approach to eliminating theαi, first-
differencing gives:
∆yit = ∆vit , t = 1, . . . , T .
Wemight then attempt to fully whiten the data by forming the
zit (θ) = λt−1

L; θ (−1) (∆yit) , t = 1, . . . , T ,
where θ (−1) = δ − 1, ξ ′′. Define
LDT (θ) =
1
NT
N
i=1
T
t=1
z2it (θ) (23)
andθDT = argmin
θ∈Θ L
D
T (θ) .
Note that
zit (θ) = λt

L; θ (−1) (∆vit)+ λt−1 L; θ (−1)
− λt

L; θ (−1) (∆vit)
= λt (L; θ) vit − λt

θ (−1)

Lt∆λ−1t (L; θ0) εit
= λt (L; θ) vit − λt

θ (−1)

εi0. (24)
This results from
λt−1

L; θ (−1)− λt L; θ (−1) = −λt θ (−1) Lt
and from
λt

L; θ (−1) (∆vit) = vit + t
j=1

λj

θ (−1)
− λj−1 θ (−1) vi,t−j
= λt (L; θ) vit ,
because
λj

θ (−1)
− λj−1 θ (−1) = j
k=0
πk (δ − 1) ψj−k (ξ)
−
j−1
k=0
πk (δ − 1) ψj−1−k (ξ)
= ψj (ξ)+
j−1
k=1
ψj−k (ξ) πk (δ − 1)
−
j−1
k=1
πk−1 (δ − 1) ψj−k (ξ)
+πj (δ − 1)− πj−1 (δ − 1)
= ψj (ξ)+
j−1
k=1
ψj−k (ξ) (πk (δ − 1)
−πk−1 (δ − 1))− πj−1 (δ − 1)
+πj (δ − 1)
= λj (θ) , (25)
since for t ≥ 1, from (15)
πj (δ − 1)− πj−1 (δ − 1) = πj (δ) . (26)From (25)
λt

θ (−1)
 = τt (θ) ,
so
zit (θ) = λt (L; θ) vit − τt (θ) εi0. (27)
In view of (18) and (27) there is a bias contribution of the same
order as that for the uncorrected estimateθUT . But something has
been gained because the αi have been eliminated and, as withθ FT ,
it will be possible to institute a bias-correction.
2.4. Pseudo maximum likelihood estimation
The previous estimates all employ versions of the CSS prin-
cipal, where the Gaussian pseudo-likelihood is approximated by
ignoring potential dependence and heteroscedasticity in the ap-
proximately whitened data. Here we develop a PMLE based on the
fractionally adjusted first differences zit (θ) (as distinct from, for
example, the PMLE based on pure first differences ∆yit in an au-
toregressive setting of Hsiao et al. (2002)). From (27), for t ≥ 1
zit (θ0) = εit − τt (θ0) εi0,
whence, denoting σ 20 = Eε2it ,
Cov (zis (θ0) , zit (θ0)) = σ 20ωst (θ0) ,
where
ωst (θ) = 1 (s = t)+ τs (θ) τt (θ) .
Introduce the T × T matrix ΩT (θ) = (ωst (θ)) and the T × 1
vectors ziT (θ) = (zi1 (θ) , . . . , ziT (θ))′, i = 1, . . . ,N . Define the
approximate Gaussian pseudo log-likelihood
QT

θ, σ 2
 = − N
i=1

T
2
log(2π)+ T
2
log σ 2 + 1
2
log |ΩT (θ) |
+ 1
2σ 2
z′iT (θ)Ω
−1
T (θ) ziT (θ)

.
Differentiating,
∂
∂σ 2
QT

θ, σ 2
 = − N
i=1

T
2σ 2
− 1
2σ 4
z′iT (θ)Ω
−1
T (θ) ziT (θ)

,
leads to
σ 2T (θ) = 1NT
N
i=1
z′iT (θ)Ω
−1
T (θ) ziT (θ) ,
and the concentrated function
QT

θ,σ 2T (θ) = −NT2 log(2π)+ NT2 logσ 2T (θ)
+ N
2
log |ΩT (θ) | + NT2

= −NT
2
(1+ log(2π))− NT
2
logσ 2T (θ)
− N
2
log |ΩT (θ) |.
Thus define
LPT (θ) = exp

− 2
NT
Q PT

θ,σ 2(θ)− (1+ log(2π))
= |ΩT (θ) | 1Tσ 2T (θ) ,
and the PMLEθ PT = argmin
θ∈Θ L
P
T (θ) .
For computations, note the formulae
Ω−1T (θ) = IT −
τT (θ) τ
′
T (θ)
SττT (θ)
, |ΩT (θ) | = SττT (θ). (28)
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Consistency proofs are facilitated by noting that all four of the
objective functions introduced in the previous section are approx-
imately equal, and are of the form
LT (θ) = AT (θ)+ BT (θ),
where
AT (θ) = 1N
N
i=1
AiT (θ), AiT (θ) = 1T
T
t=0
(λt (L; θ) vit)2
and BT (θ) is a measurable function of εit , 1 ≤ i ≤ N , t ≤ T , of
smaller order of magnitude. Hualde and Robinson (2011) showed
under conditions on ε1t , t = 1, 2, . . . , that are implied by ours,
that the statisticθ1T = argmin
θ∈Θ A1T (θ)
is consistent for θ0. They were thus concerned with the single time
series case, but due to the identity of distribution across i, and
model constancy across i, their results easily extend to establish
consistency ofθT = argmin
θ∈Θ AT (θ).
We state first the following Proposition which is used to prove
consistency of each of our estimates, along with Theorem 1 of
Hualde and Robinson (2011). DefineθT = argmin
θ∈Θ LT (θ).
Proposition 1. Let
sup
θ∈Θ
|BT (θ)|→p 0, as T →∞. (29)
Then as T →∞θT →p θ0.
Theorem 3.1. If
N
i=1 α
2
i = Op(N) as N →∞, as T →∞,θUT →p θ0.
Theorem 3.2. As T →∞,θ FT →p θ0.
Theorem 3.3. As T →∞,θDT →p θ0.
Theorem 3.4. As T →∞,θ PT →p θ0.
Note that these results hold without assumptions on N , which
might be fixed or increase with T at any rate.
4. Asymptotic normality
The following Proposition is not newwhen N = 1 (cf. Robinson
(1991)), but we include it to demonstrate thatN may increasewith
T . Define
φ (L; ξ) = ψ−1 (L; ξ) =
∞
j=0
φj (ξ) Ljand, for ψ (L; ξ) differentiable in ψ ,
χ (L; ξ) = ∂
∂θ
log λ (L; θ) = log∆, ∂/∂ξ ′ logψ (L; ξ)′
=
∞
j=0
χj (ξ) Lj
so
χj (ξ) =

χ1j (ξ) , χ
′
2j (ξ)
′
,
where
χ1j (ξ) = −j−1, χ2j (ξ) =
j
k=1
φk (ξ) ψ˙j−k (ξ) ,
with ψ˙j (ξ) = (∂/∂ξ) ψ (ξ), and we assume (cf (3)) that ψ˙j (ξ) =
O (exp (−c (ξ) j)). Define also
wT = 1
2 (NT )
1
2
N
i=1
∂
∂θ
AiT (θ0) = 1
(NT )
1
2
N
i=1
T
t=1
εit fit ,
where
fit =
t−1
j=0
χt−j (θ0) εij, (30)
noting that
∂
∂θ
AiT (θ) = 2T
T
t=0
(λt (L; θ) vit) ∂
∂θ
λt (L; θ) vit
and λt (L; θ0) vit = εit while, for t ≥ 1,
∂
∂θ
λt (L; θ0) vit = ∂
∂θ
λ (L; θ0) λ−1t (L; θ0) εit
= χ (L; ξ) λ (L; θ0) λ−1t (L; θ0) εit
= χ (L; ξ) {εit1(t ≥ 0)}
= fit . (31)
Introduce the (p+ 1)× (p+ 1)matrix
B (ξ) =
∞
j=1
χj (ξ) χ
′
j (ξ)
=

π2/6 −
∞
j=1
χ ′2j (ξ) /j
−
∞
j=1
χ2j (ξ) /j
∞
j=1
χ2j (ξ) χ
′
2j (ξ)
 ,
and assume B (ξ0) is non-singular.
Proposition 2. As T →∞,
wT →dN

0, σ 40 B (ξ0)

. (32)
Now assume that θ0 ∈ Int (Θ), and for all x on the complex unit
circleψ (x; ξ) is twice continuously differentiable inψ in a neigh-
bourhood of ξ0; note that (3) implies that all derivatives in x on|x| = 1 of ψ (x; ξ), and thus of φ (x; ξ), exist and are bounded.
Theorem 4.1. Let
N
i=1 α
2
i = Op(N) as N → ∞. When δ0 > 14 , as
T →∞,
(NT )
1
2
θUT − θ0→dN 0, B−1 (ξ0) (33)
if, as T → ∞, NT 1−4δ0 log2 T → 0 when δ0 ∈
 1
4 ,
1
2

, NT−1 log4 T
→ 0 when δ0 = 12 , and NT−1 → 0 when δ0 > 12 .
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but a slower rate than T , and arbitrarily slowly for δ0 close enough
to 14 from above, and no central limit theorem is available when
δ0 <
1
4 .
Define π˙t (δ) = (∂/∂δ) πt (δ), so from (14),
τ˙t(θ) = ∂
∂θ
τt (θ)
=

t
k=0
π˙k (δ)
t−k
j=0
ψj (ξ)
t
k=0
πk (δ)
t−k
j=0
ψ˙ ′j (ξ)
′
. (34)
Let
Sτ τ˙T (θ) =
T
t=1
τt (θ) τ˙t(θ).
Theorem 4.2. As T →∞,
(NT )
1
2
θ FT − θ0 − T−1bFT (θ0)→dN 0, B−1 (ξ0) , (35)
where
bFT (θ) = B−1 (ξ)
Sτ τ˙T (θ)
SττT (θ)
,
with bFT (θ) = O

log T1(δ ≤ 12 )+ 1(δ > 12 )

. Thus
(NT )
1
2
θ FT − θ0→dN 0, B−1 (ξ0) (36)
if, as T → ∞, NT−1 log2 T → 0 when δ0 ≤ 14 , and if NT−1 → 0
otherwise.
When δ0 > 12 , the restrictions on N for (36) are the same as
those for (33) forθUT but when δ0 ≤ 12 they are weaker, and do not
strengthen with decreasing δ0, indeed (36), unlike (33), holds for
δ0 ∈

0, 14

. Moreover, whereas Theorem4.1, like Theorem3.1, im-
poses some restriction on theαi, this is avoided in Theorem4.2. The
recentering in (35) avoids any restrictions on N . Note that bFT (θ)
is a known function of θ . When δ < 1, in the pure fractional case
ψ (L; ξ) ≡ 1, from (15) τt (θ) > 0, whence Lemma 3 in Appendix C
implies that Sτ τ˙T (θ) < 0, and thus bFT (θ) < 0.
Define
SτχT (θ) =
T
t=1
τt (θ) χt (ξ) .
Theorem 4.3. When δ0 > 14 , as T →∞,
(NT )
1
2
θDT − θ0 − T−1bDT (θ0)→dN 0, B−1 (ξ0) , (37)
where
bDT (θ) = −B−1 (ξ)

Sτ τ˙T (θ)− SτχT (θ)

and bDT (θ) = O(T 1−2δ log T1(δ < 12 )+log2 T1(δ = 12 )+1(δ > 12 )).
Thus, when δ0 > 14 ,
(NT )
1
2
θDT − θ0→dN 0, B−1 (ξ0) (38)
if, as T → ∞, NT 1−4δ0 log2 T → 0 when δ0 ∈
 1
4 ,
1
2

, NT−1 log4 T
→ 0 when δ0 = 12 , and NT−1 → 0 when δ0 > 12 .
The result (38) is the same as (33) forθUT , except that it imposes
no restrictions on theαi. Aswith (35) forθ FT , (37) avoids any restric-
tions on N , but it requires δ0 > 14 , as (33) and (38), due to the slow
convergence of the term causing the bias in the CSS which are of
similar nature in both the uncorrected and difference CSS estima-
tion. The bias term bDT (θ) lacks the deflating factor S
−1
ττT (θ) ≤ 1 ofθ FT , making it of larger order ofmagnitude than bFT (θ)when δ0 ≤ 12 ,
and it also involves the additional term SτχT (θ). This isO(1) for all δ
(see Lemma1 in Appendix C) and is thus dominated asymptotically
by Sτ τ˙T (θ) when δ0 ≤ 12 . In the pure fractional case ψ (L; ξ) ≡ 1,
when δ < 1 from (15) τt (θ) > 0, and thus SτχT (θ) < 0, and since
Sτ τ˙T (θ) < 0 as previously observed, there is some cancellation in
the bias, while when δ > 1,
∞
t=1 πt(δ−1) = −1, and it is readily
seen that SτχT (θ) > 0 for all large enough T .
Theorem 4.4. As T →∞,
(NT )
1
2
θ PT − θ0→dN 0, B−1 (ξ0) . (39)
Theorem 4.4 demonstrates superiority ofθ PT in that it imposes no
restrictions on N or δ, to compensate for its somewhat greater
computational complexity relative to our other estimates.
5. Statistical inference
In the present section we develop the results of the previous
section for statistical inference on θ0. Our results allow for exam-
ple testing of a short memory composite null hypothesis δ0 = 0
against long memory alternatives, testing an I(1) composite hy-
pothesis δ0 = 1, and testing the short memory component, for
example the pure fractional null ψ (L; ξ) = 1 with δ0 unspecified,
or the composite nullψ (L; ξ) = 1−pj=1 ψj0Lj, with unspecified
δ0 andψj0, j = 1, . . . , p. Theorems 4.1–4.4 suggest thatθ FT ,,θDT andθ PT aremore useful thanθUT , with potential for bias correction ofθ FT ,,θDT , thereby relaxing the restrictions on the rate of increase of N
relative to T , and since inference based on isθ PT straightforward,
requiring no bias correction, we do not discuss this further in the
present section.
We first considerWald hypothesis testing on δ0, focusing on the
pure fractional case ψ (L; ξ) ≡ 1. The leading case, mentioned in
the Introduction, of testing the I(1) null δ0 = 1, turns out to be
the most favourable. Since τt(1) = 0, 1 ≤ t ≤ T , it follows that
bFT (1) = bDT (1) = 0. Thus the results (36) and (38) are respectively
identical to (35) and (37), and so (NT )1/2
δFT − 1 and (NT )1/2δDT − 1 are asymptotically N 0, 6/π2 with no restrictions on
N . Another case that is sometimes of interest is the I(2) hypothesis
δ0 = 2. It is easy to see that SττT (2) = Sτ τ˙T (2) = SτχT (2) = 1,
so bFT (2) = −6/π2, bDT (2) = 0, andδFT is simply bias-corrected,
while no correction ofδDT is needed. In general, for other null hy-
potheses, for example δ0 = 12 (the boundary between the station-
ary andnonstationary regions),we can carry out the bias correction
by evaluating bFT (δ0) and b
D
T (δ0) at the null, which is straightfor-
ward given Lemma 3 in Appendix C, and applying (35) and (37).
Some numerical comparisons of the biases are of interest. Ta-
bles 1 and 2 present the scaled biases ofδFT andδDT for selected val-
ues of T and δ.We find that bFT (δ) decreasesmonotonically in δ and
in T , sharing the sign of δ, whereas bDT (δ) is positive and increasing
in |δ − 1| (though not symmetrically) and is mostly decreasing in
T (note that scalingwith respect to T has already been carried out).
For interval estimation bFT (θ0) and b
D
T (θ0) need to be estimated,
while when a short memory parameter vector ψ0 is present this
must be estimated even for hypothesis testing on δ0 only. We in-
troduce the feasibly bias-corrected estimatesθ FT = θ FT − T−1bFT θ FT  ,θDT = θDT − T−1bDT θDT  .
The following theorems indicate that these estimates entail
stronger restrictions on N (and in some cases on δ0) than the in-
feasible bias-corrected ones featured in (35) and (37), but milder
restrictions than the uncorrected onesθ FT andθDT . In particular,θDT
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Scaled asymptotic bias bFT (δ)× 100/T of fixed effect estimate, ψ(L; ξ) ≡ 1.
T δ : 0.3 0.6 0.9 1.0 1.1 1.4
5 −17.77 −11.04 −2.25 0 1.76 4.77
10 −11.54 −6.64 −1.17 0 0.85 2.24
100 −2.25 −1.04 −0.13 0 0.08 0.21
Table 2
Scaled asymptotic bias bDT (δ)× 100/T of differenced estimate, ψ(L; ξ) ≡ 1.
T δ : 0.3 0.6 0.9 1.0 1.1 1.4
5 27.05 5.43 0.20 0 0.14 1.17
10 28.94 4.51 0.14 0 0.08 0.63
100 18.90 1.18 0.02 0 0.01 0.06
still requires δ0 > 14 asθDT and both estimates requireN to increase
slower than T 3, though as withθUT , the rate forθDT is heavily δ0-
dependent, such that N cannot increase much faster than T when
δ0 approaches 14 from above.
Theorem 5.1. As T →∞,
(NT )
1
2
θ FT − θ0→dN 0, B−1 (ξ0) ,
if, as T → ∞, NT−3 log6 T → 0 when δ0 ≤ 12 or NT−3 → 0 when
δ0 >
1
2 .
Theorem 5.2. When δ0 > 14 , as T →∞,
(NT )
1
2
θDT − θ0→dN 0, B−1 (ξ0) ,
if NT 1−8δ0 log6 T → 0 when δ0 ∈
 1
4 ,
1
2

, or if NT−3 log10 T → 0
when δ0 = 12 , or if NT−3 → 0 when δ0 > 12 .
Simplified corrections are possible that improve on our original
F andD estimates, but by less than our feasible bias-corrected ones.
In the case ψ (L; ξ) ≡ 1,
bFT (δ) = −

6 log T
π2
+ O(1)

1

δ <
1
2

−

3 log T
π2
+ O(1)

1

δ = 1
2

+

6ω (δ)
π2
+ O(T 1−2δ log T )

1

δ >
1
2

, (40)
bDT (δ) =

6T 1−2δ log T
π2(1− 2δ)Γ (1− δ)2 + O(T
1−2δ)

1

δ <
1
2

+

3 log2 T
2π3
+ O(log T )

1

δ = 1
2

,
−

6ω (δ) π−2
(2δ − 1) B (δ, δ) +
 1
0

(1− x)δ−1 − 1
x

dx
+O

log T
T 2δ−1
+ T−δ

1

δ >
1
2

, (41)
whereω (δ) = ψ (2δ)−ψ (δ)−(2δ − 1)−1, defining the digamma
functionψ (x) = (∂/∂x) logΓ (x); this follows fromLemma1 since
with τj (θ) = πj (δ − 1), we have∞j=0 τ 2j (θ) = ((2δ − 1)B(δ,
δ))−1,
∞
j=0 τj (θ) τ˙t(θ) = 12 (∂/∂θ)
∞
j=0 τ
2
j (θ), (∂/∂δ) log B(δ,
δ) = 2 (ψ(2δ)− ψ(δ)) and∞j=1 τj (δ) /j =  10 (1− x)δ−1 − 1 /
xdx. The leading terms in (40) and (41) could be used in simpler bias
corrections. For example a simple bias-corrected Fixed effects esti-
mate isδFT −6 log T/ π2T for δ0 < 12 , where the correction is free
ofδFT . But which correction to use requires knowledge of whetherTable 3
Approximation (40) to asymptotic bias of fixed effect estimate bFT (δ)× 100/T .
T δ: 0.3 0.6 0.9 1.0 1.1 1.4
5 −19.57 −45.57 −2.55 0 1.64 4.21
10 −14.00 −22.79 −1.28 0 0.82 2.11
100 −2.80 −2.28 −0.13 0 0.08 0.21
Table 4
Approximation (41) to asymptotic bias of difference estimate bDT (δ)× 100/T .
T δ : 0.3 0.6 0.9 1.0 1.1 1.4
5 55.27 82.64 0.44 0 0.20 1.28
10 52.17 41.32 0.22 0 0.10 0.64
100 26.21 4.13 0.02 0 0.01 0.06
or not we are in the stationary region, and the theoretical improve-
ments over the original bias-uncorrected estimates are small, not-
ing the approximation errors above and bearing in and that the
effect of inserting estimates of δ0 in most of the corrections needs
to be taken into account. Tables 3 and 4 illustrate the approxima-
tions, and are directly comparable with those of Tables 1 and 2,
respectively. The approximations work reasonably well when δ0 is
close to 1, but otherwise are less precise.
6. Simulations
In this section we conduct a simulation study of the finite sam-
ple properties of our estimates of θ0. in the pure fractional case,
θ = δ. We concentrate on the Fixed Effects and Difference esti-
mates and the PML estimates, in both original and feasible bias-
corrected forms, and the PML estimates, but not for Uncorrected
estimates, which heavily depend on the magnitude of the fixed ef-
fects αi relative to the idiosyncratic errors εit , whereas the others
are invariant to the specification of αi.
We focus first on the pure fractional case, θ = δ. We generate
the εit as standard normal, noting that the estimates are invariant
to the variance of εit . We consider different choices of N , T and δ0.
In particular we set T = 5, 10 and 100 as in Tables 1–4, and to
consider the effect of increasing the overall sample size, we used
when T = 5, 10 three combinations of NT (100, 200 and 400) so
the range of values of N oscillates from N = 20 to 80 for T = 5 and
from N = 10 to 40 for T = 10, while when T = 100 we took only
NT = 200 and 400, i.e. N = 2 and 4 (thus omitting the case NT =
T = 100 since we cannot remove fixed effects with a single time
series). The values of δ0 include a stationary one (δ0 = 0.3), which
is the most problematic from the point of view of bias, a moder-
ately non-stationary one (δ0 = 0.6), values around the unit root
(δ0 = 0.9, 1.0, 1.1), and a more nonstationary one (δ0 = 1.4). Op-
timizations were carried out using the Matlab function fminbnd
with D = [0.1, 1.5], and the results are based on 10,000 indepen-
dent replications.
We first explore the accuracy of the asymptotic approximations
for the biases in Theorems 4.2–4.3, and whether feasible bias cor-
rection produces better centering properties. In Table 5we observe
that the uncorrected Fixed Effects estimateδFT has a bias in linewith
that predicted in Table 1 when δ0 = 0.3 and T = 5, but in general
it has larger bias (in absolute value) than predicted by the magni-
tude of bFT (δ0) /T for large T and small δ0. For δ0 ≥ 1.0 the bias
is small, as predicted, and the accuracy of the approximation im-
proveswith increasingN . The right panel of Table 5 shows that fea-
sible bias correction removes a large fraction of the bias ofδFT when
δ0 = 0.3, but for all the smallish δ0 the biases, while reduced, are
still substantial. In some cases the biases ofδFT andδFT do not change
monotonically with δ0 and T . For the Difference estimateδDT we ob-
serve that Table 6 shows more monotonic properties of bDT (δ0) /T
found in Table 2, even for the smaller NT , and that bias correction
works inδDT quite well when δ0 ≥ 0.6. Table 7 illustrates the far
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100× Empirical bias of fixed effect estimatesδFT ,δFT .
Uncorrected estimatesδFT Bias-corrected estimatesδFT =δFT − bFT (δFT )/T
δ0: 0.3 0.6 0.9 1.0 1.1 1.4 0.3 0.6 0.9 1.0 1.1 1.4
T NT = 100 NT = 100
5 −19.95 −45.42 −19.43 −6.51 −0.33 2.37 −0.42 −26.69 −12.57 −4.69 −1.62 −2.48
10 −17.80 −21.13 −4.27 −1.81 −0.42 0.50 −5.11 −11.34 −2.22 −1.41 −1.11 −1.73
T NT = 200 NT = 200
5 −20.00 −48.28 −14.06 −2.49 1.25 3.69 −0.47 −29.01 −8.34 −1.70 −0.52 −1.26
10 −18.92 −20.23 −2.88 −0.91 0.24 1.51 −6.15 −10.32 −1.17 −0.72 −0.57 −0.76
100 −12.95 −7.99 −1.54 −0.71 −0.19 0.43 −5.05 −3.07 −0.76 −0.63 −0.57 −0.66
T NT = 400 NT = 400
5 −20.00 −49.62 −9.11 −0.88 1.75 4.49 −0.47 −30.13 −4.48 −0.57 −0.18 −0.53
10 −19.58 −19.32 −2.20 −0.45 0.59 2.01 −6.77 −9.37 −0.65 −0.36 −0.28 −0.29
100 −13.38 −7.31 −1.11 −0.35 0.13 0.83 −5.45 −2.44 −0.40 −0.31 −0.28 −0.26Table 6
100× Empirical bias of difference estimatesδDT ,δDT .
Uncorrected estimatesδDT Bias-corrected estimatesδDT =δDT − bDT (δDT )/T
δ0: 0.3 0.6 0.9 1.0 1.1 1.4 0.3 0.6 0.9 1.0 1.1 1.4
T NT = 100 NT = 100
5 21.80 5.64 −0.76 −1.05 −0.85 −0.46 11.58 1.17 −1.36 −1.28 −1.09 −1.58
10 17.91 3.63 −0.93 −1.10 −1.00 −0.93 6.04 −0.56 −1.31 −1.22 −1.13 −1.53
T NT = 200 NT = 200
5 22.34 6.13 −0.28 −0.56 −0.36 0.66 13.01 2.22 −0.66 −0.67 −0.54 −0.51
10 18.63 4.14 −0.44 −0.60 −0.50 −0.00 8.07 0.50 −0.69 −0.66 −0.60 −0.62
100 15.12 2.59 −0.50 −0.59 −0.54 −0.33 4.04 −0.37 −0.65 −0.62 −0.59 −0.64
T NT = 400 NT = 400
5 22.65 6.42 −0.00 −0.29 −0.09 1.23 13.77 2.79 −0.29 −0.34 −0.25 0.03
10 19.06 4.47 −0.15 −0.31 −0.21 0.43 9.13 1.10 −0.34 −0.34 −0.30 −0.20
100 15.71 2.94 −0.20 −0.30 −0.24 0.06 5.56 0.22 −0.32 −0.31 −0.29 −0.26Table 7
100× Empirical bias of PML estimateδPT .
δ0: 0.3 0.6 0.9 1.0 1.1 1.4
T NT = 100
5 0.18 −1.86 −1.17 −0.98 −0.84 −1.22
10 −0.58 −1.43 −1.09 −1.00 −0.94 −1.27
T NT = 200
5 −0.31 −0.98 −0.58 −0.49 −0.42 −0.47
10 −0.54 −0.76 −0.56 −0.51 −0.47 −0.52
100 −0.55 −0.65 −0.56 −0.53 −0.52 −0.57
T NT = 400
5 −0.31 −0.46 −0.28 −0.23 −0.20 −0.17
10 −0.33 −0.38 −0.28 −0.26 −0.24 −0.23
100 −0.28 −0.31 −0.27 −0.26 −0.25 −0.24
superior bias properties of the PML estimateδPT , which are much
better than those of the previous bias-corrected estimates.
Tables 8–10 report (scaled) Monte Carlo square error across
simulations for the three estimates, in both uncorrected and fea-
sible bias-corrected versions in case ofδFT andδDT . For all estimates,
performance improves with increasing δ0, T and NT , predom-
inately monotonically, and with bias correction when imple-
mented. The asymptotic standard error,

6/π2

/(NT ), which gives
0.61, 0.30 and 0.15 for NT = 100, 200 and 400, respectively, are
poorly approximated for low δ0, but in a number of cases quitewell
approximated for larger δ0.
Tables 11–13 report empirical coverage of 95% confidence in-
tervals for δ0 based on our central limit theorems. TheδPT estimate
achieves the most accurate coverage, although the results leave
something to be desired when δ0 = 0.3 and 0.6, but the bias-
correctedδFT andδDT also generally perform reasonably, at least for
the larger δ0, especially by comparison with intervals based on un-
corrected estimates.
We next incorporated autoregressive short memory, FAR(1),
taking p = 1 and ψ (L; ξ) = 1 − ξL, generating data for the same6 δ0 values as before, and for ξ0 = −0.5,−0.3, 0.3, 0.5. In view of
the large number of potential cases, Tables 14 and 15 report Monte
Carlo bias and mean square error respectively for only the, supe-
rior, PMLE. As might be expected the biases of and mean square
errors ofδPT increase markedly relative to the pure fractional case,
though interestingly by no means always increasing with |ξ0|, the
figures forξ PT being broadly comparable. Empirical coverages ofδPT
likewise deteriorated relative to Table 13, and are not reported in
order to conserve on space.
7. Final comments
We have established asymptotic properties of four estimates of
the time series parameters in the fractional panel model (1), find-
ing that the simplest one is the least useful practically, two others
are useful at least after bias-correction which may limit the mag-
nitude of N relative to T , and the fourth requires no bias correction
and is valid for all sequences N as T increases. We have focused on
a relatively simple model in order to get ideas across, as even here
some details are complicated, but a number of modifications and
extensions are possible.
1. All our procedures are justified under large-T asymptotics.
It seems possible to consider methods that are likely to be valid
under N → ∞ and/or T → ∞, in particular a PMLE based not
on the fractionally adjusted first differences zit (θ) but on the pure
first differences ∆yit . However, though theory with N → ∞ only
seems relatively straightforward, the covariancematrix of the vec-
tor (∆yi2, . . . ,∆yiT ) does not have the simple identity-plus-rank-
one-matrix structure of ΩT (θ), and theory with T → ∞ seems
harder than for our methods, and may also require focusing on
δ0 ∈ (1/2, 3/2).
2. There are alternative ways of introducing short memory pa-
rameterizations. If δ0 < 1/2 is assumed we can employ the un-
truncated model
λ (L; θ0) (yit − αi) = εit , (42)
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Empirical MSE×100 of fixed effect estimatesδFT , δFT .
Uncorrected estimatesδFT Bias-corrected estimatesδFT =δFT − bFT (δFT )/T
δ0: 0.3 0.6 0.9 1.0 1.1 1.4 0.3 0.6 0.9 1.0 1.1 1.4
T NT = 100 NT = 100
5 4.00 22.95 15.76 6.69 2.64 0.75 0.02 8.64 8.90 4.08 1.79 0.66
10 3.51 8.09 2.05 1.37 1.10 0.68 0.55 3.98 1.38 1.06 0.94 0.67
T NT = 200 NT = 200
5 4.00 24.04 9.49 2.15 0.87 0.51 0.00 8.91 5.23 1.31 0.61 0.35
10 3.69 6.29 0.88 0.61 0.52 0.40 0.48 2.69 0.59 0.48 0.45 0.36
100 2.17 1.56 0.52 0.45 0.42 0.35 0.71 0.81 0.43 0.40 0.39 0.35
T NT = 400 NT = 400
5 4.00 24.73 4.32 0.62 0.42 0.42 0.00 9.16 2.26 0.39 0.29 0.19
10 3.86 4.94 0.2 0.29 0.26 0.25 0.49 1.76 0.27 0.23 0.22 0.20
100 2.09 0.99 0.25 0.22 0.20 0.19 0.58 0.41 0.21 0.19 0.19 0.18Table 9
100× Empirical MSE of difference estimatesδDT ,δDT .
Uncorrected estimatesδDT Bias-corrected estimatesδDT =δDT − bDT (δDT )/T
δ0: 0.3 0.6 0.9 1.0 1.1 1.4 0.3 0.6 0.9 1.0 1.1 1.4
T NT = 100 NT = 100
5 5.79 1.43 1.19 1.20 1.19 0.82 3.96 1.95 1.37 1.25 1.17 0.80
10 4.09 1.01 0.92 0.93 0.93 0.73 3.17 1.56 1.03 0.96 0.92 0.72
T NT = 200 NT = 200
5 5.51 0.93 0.59 0.60 0.59 0.47 2.93 0.97 0.67 0.61 0.57 0.44
10 3.90 0.60 0.45 0.46 0.45 0.40 1.88 0.73 0.49 0.46 0.45 0.39
100 2.72 0.45 0.39 0.39 0.39 0.36 1.59 0.60 0.41 0.40 0.39 0.36
T NT = 400 NT = 400
5 5.40 0.70 0.30 0.30 0.30 0.27 2.51 0.54 0.33 0.30 0.29 0.24
10 3.85 0.42 0.22 0.23 0.22 0.21 1.42 0.36 0.24 0.23 0.22 0.21
100 2.68 0.27 0.19 0.19 0.19 0.18 0.95 0.29 0.20 0.19 0.19 0.18Table 10
100× Empirical MSE of PML estimateδPT .
δ0: 0.3 0.6 0.9 1.0 1.1 1.4
T NT = 100
5 2.37 2.22 1.26 1.09 1.00 0.75
10 1.56 1.40 0.94 0.87 0.83 0.68
T NT = 200
5 1.46 1.08 0.60 0.52 0.48 0.40
10 0.90 0.67 0.45 0.42 0.40 0.36
100 0.63 0.50 0.39 0.37 0.36 0.34
T NT = 400
5 0.82 0.52 0.29 0.25 0.23 0.21
10 0.47 0.33 0.22 0.20 0.19 0.18
100 0.32 0.25 0.19 0.18 0.18 0.17
as in the stationary longmemory literature.Without such a restric-
tion on δ0, we can consider, as in Hualde and Robinson (2011), for
example,
∆
δ0
t (yit − αi) = ψ (L; ξ0) εit , (43)
where ∆δt =
t
j=0 πj (θ) Lj (cf (2)). However, under both (42) and
(43),θ FT andθDT have additional bias components, due to {εit , t <
0}, that are again given functions of θ0, and are of similar orders
of magnitude to the biases so far encountered, but involve infi-
nite series in general, and complicate matters considerably. Fur-
thermore a PMLE of θ0 under both (42) and (43) would involve an
objective function far harder to handle theoretically and computa-
tionally than LPT (θ).
3. The iid requirement over t of the εit could be weakened to
martingale difference and mild homogeneity assumptions as in
Hualde and Robinson (2011), but for aesthetic reasons we keep the
conditions simple by matching the iid assumption across i.
4. Variation in parameters across given subsets of the cross
section can be accommodated relatively straightforwardly since it
is only required that T increases in the asymptotics.5. It would be possible to incorporate exogenous variables that
vary with t, or with i and t , perhaps in a linear regression frame-
work; this raises an additional initial values issue, see Hsiao et al.
(2002).
6. Time trends can be introduced, perhapswith coefficients that
vary over the cross section in the same way as the αi, for exam-
ple αi can be replaced in (1) by αi + βit . The additional coeffi-
cients can be eliminated by extending our approaches for dealing
with (1), for example taking second differences, but the details are
more involved. Nonparametric trends can also be considered, see
e.g. Robinson (2012).
7. We allow for cross-sectional dependence and heteroscedas-
ticity in the yit via the αi. However, conditional on the αi the yit
are cross-sectionally iid. It would be straightforward to relax this
requirement in case of fixed N , such as by allowing (ε1t , . . . , εNt)
to have an unrestricted covariancematrix. For increasing N the co-
variance structure can thus be thought of as nonparametric, and
more challenging to deal with, and in a different model with such
structure Robinson (2012) found it necessary to heavily restrict
the rate of increase of N with T . Alternatively a parametric form
can be employed, such as a factor model (see Ergemen and Ve-
lasco, 2014) or, when there is knowledge of spatial locations or
differences, a spatialmodel. Generally, cross-sectional dependence
raises questions of robust inference and efficient estimation, but
the bias issues encountered would remain much the same under
cross-sectional dependence.
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Empirical coverage of 95% CI based onδFT ,δFT .
Uncorrected estimatesδFT Bias-corrected estimatesδFT =δFT − bFT (δFT )/T
δ0: 0.3 0.6 0.9 1.0 1.1 1.4 0.3 0.6 0.9 1.0 1.1 1.4
T NT = 100 NT = 100
5 0.17 4.18 56.17 70.08 76.82 96.08 99.90 3.94 65.28 79.29 84.15 92.36
10 14.34 36.83 78.00 83.57 86.42 95.51 98.30 53.69 84.70 87.72 89.10 93.66
T NT = 200 NT = 200
5 0.01 1.36 55.98 71.08 76.79 97.63 99.99 1.22 68.82 80.81 84.65 92.75
10 4.25 26.89 78.22 84.27 86.88 96.71 99.37 48.75 85.69 88.36 89.50 94.12
100 34.47 61.87 87.23 89.64 90.79 96.23 66.33 78.74 90.46 91.34 91.77 95.04
T NT = 400 NT = 400
5 0 0.18 54.20 71.41 75.85 67.41 100.00 0.19 70.20 81.60 85.16 93.17
10 0.39 14.63 77.75 84.57 86.91 85.98 99.88 41.74 86.03 88.66 89.75 94.59
100 16.27 52.86 87.56 90.04 91.09 91.50 59.08 77.94 90.87 91.72 92.10 92.35Table 12
Empirical coverage of 95% CI based onδDT ,δDT .
Uncorrected estimatesδDT Bias-corrected estimatesδDT =δDT − bDT (δDT )/T
δ0: 0.3 0.6 0.9 1.0 1.1 1.4 0.3 0.6 0.9 1.0 1.1 1.4
T NT = 100 NT = 100
5 25.38 79.33 84.26 84.05 84.08 93.01 49.49 73.94 81.94 83.65 84.83 92.20
10 37.15 87.32 89.09 88.98 89.07 93.90 59.10 80.50 87.57 88.64 89.38 93.45
T NT = 200 NT = 200
5 5.84 71.93 83.90 83.75 83.94 94.13 36.60 72.45 81.91 83.56 84.79 92.79
10 11.91 83.00 89.31 89.16 89.14 94.75 50.94 80.10 87.96 89.01 89.54 94.01
100 24.68 89.49 91.70 91.61 91.64 95.27 59.11 84.83 90.95 91.53 91.81 94.97
T NT = 400 NT = 400
5 0.26 58.03 83.87 83.77 84.02 83.80 20.17 69.13 81.95 83.68 84.9 86.33
10 0.93 74.37 89.32 89.18 89.29 89.67 37.27 79.32 88.03 89.10 89.76 90.34
100 4.56 85.27 91.93 91.83 91.91 92.17 51.33 84.91 91.28 91.79 92.11 92.28Table 13
Empirical coverage of 95% CI based onδPT .
δ0: 0.3 0.6 0.9 1.0 1.1 1.4
T NT = 100
5 59.04 71.41 83.97 86.23 87.81 93.60
10 73.30 81.69 89.13 90.25 90.92 94.35
T NT = 200
5 58.88 71.45 84.41 86.74 88.21 94.10
10 73.34 81.97 89.59 90.67 91.30 94.94
100 82.29 87.63 91.91 92.42 92.69 95.41
T NT = 400
5 59.08 71.63 84.98 87.36 88.85 90.36
10 73.47 82.22 89.94 91.11 91.72 92.32
100 82.56 87.94 92.34 92.96 93.28 93.45
Appendix A. Proofs of theorems
Proof of Theorem 3.1. From (16) and (18), LUT (θ) = LT (θ) +
(NT )−1
N
i=1 αiaiT (θ) + (NT )−1
T
t=0 τ 2t (θ)
N
i=1 α
2
i . We check
Proposition 1. From (12), ζ = 12 −

δ0 − δ

> 0. Thus, using
Lemma 2 and
N
i=1 α
2
i = Op (N),
sup
D,Ξ
 2NT
N
i=1
αiaiT (θ)
 ≤ 2TN

N
i=1
α2i
N
i=1
sup
D,Ξ
a2iT (θ)
1/2
= Op

T−1 sup
i
E

sup
D,Ξ
a2iT (θ)
1/2
= Op

T δ0−δ+max(
1
2−δ,0)−1 log2 T

= Op

T−ζ+max(−δ,−
1
2 ) log2 T

, (44)which is op(1), on choosing δ > 0. From Lemma 1, SττT (θ) ≤
KT 2max(
1
2−δ,0) log T . Thus verification of (29), and thence the proof,
is completed by the estimate
sup
D,Ξ
SττT (θ)
NT
N
i=1
α2i = Op

T−2δ log T
 = op(1).  (45)
Proof of Theorem 3.2. From (20) and (22), LFT (θ) = LT (θ) −
(SττT (θ)NT )−1
N
i=1 a
2
iT (θ). We again check Proposition 1. From
Lemma 1, SττT (θ) ≥ ηT 2max( 12−δ,0) for some η > 0. Thus adapting
the methods of Lemma 2,
sup
D,Ξ
1
SττT (θ)NT
N
i=1
a2iT (θ) = Op

1
T
sup
i
E

sup
D,Ξ
a2iT (θ)
SττT (θ)

= Op

log4 T
T 1−2(δ0−δ)

= Op

log4 T
T 2ζ

= op (1) . 
Proof of Theorem 3.3. From (23) and (27), LDT (θ) is
LT (θ)− 1NT
N
i=1
ε2i0 −
2
N
N
i=1
εi0
1
T
T
t=1
τt (θ) λt (L; θ) vit
+ SττT (θ)− 1
NT
N
i=1
ε2i0 = LT (θ)−
2
NT
N
i=1
εi0aiT (θ)
+ SττT (θ)− 1
NT
N
i=1
ε2i0 + Op

T−1

uniformly. Then as in (44) and (45), supD,Ξ
Ni=1 εi0aiT (θ) +
supD,Ξ (SττT (θ)− 1)
N
i=1 ε
2
i0 = op (NT ), to check Proposi-
tion 1. 
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100× Empirical bias of PML estimate FAR(1) model δPT ,ξ PT .
ξ0 δPT ξ PT
δ0: 0.3 0.6 0.9 1.0 1.1 1.4 0.3 0.6 0.9 1.0 1.1 1.4
−0.5 T NT = 100 NT = 100
5 −6.81 −19.15 −13.90 −9.28 −5.17 1.74 2.02 6.97 5.18 2.95 0.93 −1.56
10 −4.56 −6.68 −4.53 −3.65 −2.83 −0.90 2.46 3.41 2.26 1.85 1.51 1.14
T NT = 200 NT = 200
5 −8.19 −18.67 −10.38 −6.15 −2.91 2.96 2.34 6.51 2.93 0.81 −0.76 −2.66
10 −3.91 −4.61 −2.93 −2.21 −1.50 0.34 1.72 1.84 0.83 0.48 0.20 −0.14
100 −1.92 −2.05 −1.85 −1.62 −1.35 −0.57 1.23 1.16 0.94 0.83 0.73 0.63
T NT = 400 NT = 400
5 −8.30 −16.99 −7.85 −4.40 −1.70 3.69 2.08 5.44 1.28 −0.44 −1.72 −3.40
10 −2.91 −3.29 −2.05 −1.44 −0.79 0.96 1.07 0.98 0.14 −0.16 −0.41 −0.72
100 −1.06 −1.09 −1.07 −0.89 −0.65 0.07 0.60 0.47 0.31 0.22 0.14 0.06
−0.3 T NT = 100 NT = 100
5 −8.14 −21.19 −14.19 −9.27 −5.24 1.10 3.15 10.45 7.88 5.08 2.80 0.54
10 −4.90 −8.21 −5.42 −4.35 −3.43 −1.54 2.88 5.12 3.55 2.96 2.54 2.20
T NT = 200 NT = 200
5 10.63 −22.07 −10.06 −5.33 −1.99 3.31 4.37 11.09 4.87 1.96 0.05 −1.50
10 −4.54 −5.41 −2.91 −2.10 −1.34 0.35 2.47 2.97 1.32 0.90 0.57 0.37
100 −2.22 −2.39 −2.03 −1.77 −1.48 −0.76 1.55 1.56 1.27 1.15 1.05 1.00
T NT = 400 NT = 400
5 11.49 −20.30 −6.48 −2.85 −0.25 4.39 4.63 9.89 2.07 −0.11 −1.50 −2.61
10 −3.54 −3.43 −1.77 −1.12 −0.47 1.12 1.85 1.59 0.42 0.09 −0.17 −0.32
100 −1.14 −1.10 −1.05 −0.85 −0.61 0.04 0.79 0.62 0.48 0.39 0.31 0.30
0.3 T NT = 100 NT = 100
5 −3.65 −6.56 −2.56 −1.61 −1.16 −1.56 1.08 3.45 1.46 1.36 1.79 4.61
10 0.61 −6.25 −6.04 −5.70 −5.35 −5.03 −1.60 3.67 3.87 3.86 3.89 4.61
T NT = 200 NT = 200
5 −8.90 −9.92 −4.80 −3.62 −2.82 −2.67 6.51 7.77 4.75 4.44 4.55 6.85
10 −0.69 −6.64 −5.83 −5.33 −4.88 −4.31 0.33 5.12 4.82 4.68 4.61 5.11
100 0.19 −6.13 −6.55 −6.24 −6.00 −5.59 −0.75 4.71 5.30 5.16 5.11 5.21
T NT = 400 NT = 400
5 −13.07 −12.52 −6.00 −4.71 −3.85 −3.69 10.94 11.13 6.69 6.25 6.28 8.55
10 −0.56 −6.17 −5.45 −4.80 −4.22 −3.60 0.87 5.49 5.24 4.94 4.73 5.18
100 1.54 −3.51 −4.14 −3.86 −3.62 −3.37 −1.39 2.98 3.73 3.61 3.54 3.77
0.5 T NT = 100 NT = 100
5 −0.90 1.36 4.09 4.73 5.29 5.27 −0.94 −3.10 −4.01 −3.93 −3.80 −2.31
10 3.74 0.47 0.80 1.10 1.36 1.17 −4.87 −3.27 −3.19 −3.19 −3.15 −2.24
T NT = 200 NT = 200
5 −3.56 −0.02 3.45 4.05 4.58 5.23 2.32 −0.92 −2.47 −2.32 −2.13 −1.34
10 2.72 −0.80 −0.34 −0.09 0.20 0.41 −3.06 −0.94 −0.88 −0.81 −0.79 −0.29
100 3.71 −2.76 −3.39 −3.22 −3.10 −2.88 −4.41 0.69 1.45 1.44 1.47 1.60
T NT = 400 NT = 400
5 −6.13 −1.85 2.32 3.17 3.82 4.80 5.46 1.58 −0.69 −0.80 −0.74 −0.34
10 2.00 −2.06 −1.50 −1.08 −0.72 −0.23 −1.59 1.16 1.12 1.01 0.96 1.16
100 4.62 −2.53 −3.10 −2.90 −2.67 −2.38 −4.48 1.44 2.14 2.08 2.00 2.04Proof of Theorem 3.4. We have LPT (θ) = σ 2T (θ) + (|ΩT (θ) | 1T
−1)σ 2T (θ) = LDT (θ)+σ 2T (θ)− LDT (θ)+|ΩT (θ) | 1T − 1σ 2T (θ).
In view of Theorem 3.3, checking Proposition 1 entails verifying
that
sup
D,Ξ
LDT (θ)−σ 2T (θ) = op(1),
sup
D,Ξ
|ΩT (θ) | 1T − 1 = o(1), (46)
since this and (from Theorem 1 of Hualde and Robinson (2011))
sup LDT (θ) = Op(1) imply that supσ 2T (θ) = Op(1). From (28),
LDT (θ)−σ 2 (θ) = 1NT
N
i=1
z′iT (θ)

IT −Ω−1T (θ)

ziT (θ)
= 1
NTSττT (θ)
N
i=1

z′iT (θ) τT (θ)
2
. (47)
Now z′iT (θ) τT (θ) =
T
t=1 τt (θ) (λt (L; θ) vit − τt (θ) εi0) =
aiT (θ)− εi0 (SττT (θ)− 1). Then using Lemma 1 and proceeding asin Lemma 2,
sup
i
E

sup
D,Ξ


z′iT (θ) τT (θ)
2
SττT (θ)


≤ sup
i
2E

sup
D,Ξ
a2iT (θ)
SττT (θ)

+ 2σ 20

1+ sup
D,Ξ
S−2ττT (θ)

,
which is O

T 2(δ0−δ) log4 T + 1 so, noting that δ0 − δ ≥ 0, (47) is
Op

T 2(δ0−δ)−1 log4 T
 = Op T−2ζ log4 T = op (1) uniformly, to
check the first part of (46). Finally, from (28), for K a generic finite
constant,
|ΩT (θ) | 1T − 1 = SττT (θ) 1T − 1 = O

T−1 (SττT (θ)− 1)

≤ KT 2max( 12−δ,0)−1 log T ≤ KT−2δ log T → 0,
uniformly, to check the last part of (46). 
Proof of Theorem 4.1. By themeanvalue theorem, 0 = (∂/∂θ) LUT
(θUT ) = (∂/∂θ) LUT (θ0) + MUT θUT − θ0, where MUT is the ma-
trix

∂2/∂θ∂θ ′

LUT (θ) with each row evaluated at a mean value
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100× Empirical MSE of PML estimates FAR(1) model δPT ,ξ PT .
ξ0 δPT ξ PT
δ0: 0.3 0.6 0.9 1.0 1.1 1.4 0.3 0.6 0.9 1.0 1.1 1.4
−0.5 T NT = 100 NT = 100
5 4.77 11.19 10.23 7.41 4.97 2.64 2.19 4.05 4.83 4.14 3.37 2.59
10 3.27 3.83 2.40 2.07 1.83 1.55 1.73 2.14 1.84 1.74 1.67 1.60
T NT = 200 NT = 200
5 3.33 8.14 4.75 2.80 1.75 1.18 1.24 2.43 2.07 1.56 1.27 1.16
10 2.00 1.76 1.03 0.89 0.80 0.70 0.94 0.97 0.80 0.77 0.75 0.73
100 1.24 0.95 0.69 0.65 0.63 0.59 0.77 0.72 0.66 0.65 0.65 0.65
T NT = 400 NT = 400
5 2.31 5.51 2.06 1.16 0.77 0.67 0.70 1.36 0.84 0.67 0.62 0.65
10 1.08 0.82 0.48 0.42 0.38 0.34 0.48 0.45 0.39 0.38 0.37 0.37
100 0.60 0.43 0.32 0.30 0.29 0.27 0.37 0.34 0.32 0.32 0.31 0.31
−0.3 T NT = 100 NT = 100
5 5.92 14.26 12.91 9.63 7.04 4.22 3.36 7.04 8.81 7.68 6.55 5.10
10 4.04 5.56 3.85 3.33 2.98 2.51 2.67 3.97 3.64 3.43 3.26 3.05
T NT = 200 NT = 200
5 4.48 11.90 6.48 3.88 2.53 1.71 2.10 5.21 4.41 3.22 2.52 2.05
10 2.67 2.66 1.39 1.19 1.05 0.92 1.58 1.87 1.38 1.30 1.22 1.18
100 1.66 1.27 0.89 0.84 0.81 0.77 1.26 1.18 1.05 1.03 1.02 1.03
T NT = 400 NT = 400
5 3.51 8.80 2.50 1.38 0.98 0.93 1.34 3.45 1.66 1.20 1.04 1.01
10 1.57 1.12 0.59 0.52 0.48 0.45 0.89 0.81 0.62 0.60 0.59 0.58
100 0.82 0.55 0.40 0.38 0.36 0.35 0.63 0.55 0.50 0.49 0.49 0.49
0.3 T NT = 100 NT = 100
5 8.99 10.18 8.07 7.65 7.36 5.91 7.60 8.91 8.44 8.24 8.09 6.76
10 6.81 7.62 6.82 6.67 6.52 6.11 6.25 7.35 7.08 7.03 6.96 6.68
T NT = 200 NT = 200
5 7.23 8.05 6.03 5.61 5.28 4.37 5.87 7.14 6.37 6.14 5.92 5.24
10 5.33 5.93 4.91 4.71 4.55 4.20 4.74 5.77 5.23 5.12 5.01 4.74
100 3.96 4.88 4.52 4.36 4.28 4.06 3.79 4.95 4.79 4.69 4.63 4.47
T NT = 400 NT = 400
5 6.46 6.91 4.63 4.24 3.94 3.22 5.16 6.29 5.00 4.76 4.56 4.12
10 4.03 4.43 3.60 3.35 3.15 2.83 3.54 4.42 3.90 3.71 3.55 3.31
100 2.77 2.87 2.59 2.46 2.38 2.28 2.58 3.00 2.85 2.76 2.70 2.62
0.5 T NT = 100 NT = 100
5 6.53 6.83 6.39 6.19 5.97 4.37 6.85 7.56 7.26 6.94 6.55 4.40
10 6.74 6.05 5.62 5.53 5.42 4.76 6.98 6.40 6.06 5.96 5.84 5.04
T NT = 200 NT = 200
5 4.83 4.96 4.57 4.39 4.18 3.12 4.73 5.25 4.93 4.65 4.32 2.92
10 5.42 4.47 4.01 3.92 3.83 3.45 5.33 4.55 4.18 4.09 3.98 3.53
100 4.48 3.98 3.79 3.73 3.69 3.52 4.51 3.94 3.77 3.72 3.68 3.52
T NT = 400 NT = 400
5 3.57 3.57 3.22 3.04 2.83 2.04 3.37 3.63 3.29 3.05 2.76 1.77
10 4.25 3.29 2.89 2.80 2.70 2.37 4.11 3.27 2.93 2.84 2.75 2.40
100 3.40 2.80 2.63 2.57 2.51 2.36 3.28 2.77 2.61 2.57 2.52 2.37between θ0 and θUT . Now (∂/∂θ) LUT (θ0) = 2NT Ni=1Tt=1( ∂∂θ λt
(L; θ0) yit)λt (L; θ0) yit , where, using (30) and (31), λt (L; θ0) yit =
εit + τ 0t αi, ∂∂θ λt (L; θ0) yit = fit + τ˙ 0t αi, with τ 0t = τt (θ0), τ˙ 0t =
τ˙t (θ0) for brevity, with similar abbreviating notation used subse-
quently. Thus
(NT )
1
2
∂
∂θ
LUT (θ0) = 2wT +
2
(NT )
1
2
N
i=1
αi
T
t=1

τ˙ 0t εit + τ 0t fit

+ 2
(NT )
1
2
N
i=1
α2i
T
t=1
τ˙ 0t τ
0
t . (48)
By Proposition 2, wT →d N (0, σ 40 B (ξ0)). The second term on
the right of (48) is Op

(N/T ) E
Tt=1 τ˙ 0t εit + τ 0t fit21/2

.
Now
E
 T
t=1
τ˙ 0t εit

2
≤ K
T
t=1
τ˙ 0t 2 ≤ K T
t=1

t
j=1
(t − j)−δ0
j
2
,while, since
T
t=1 τ 0t fit =
T
t=1 τ 0t
t−1
j=0 χ
0
t−jεij =
T−1
t=0 (
T−t
j=1
τ 0j+tχ
0
j )εit ,
E
 T
t=1
τ 0t fit

2
= σ 20
T−1
t=1
 T−t
j=1
τ 0j+tχ
0
j

2
≤ K
T−1
t=1

T−t
j=1
(j+ t)−δ0 j−1
2
.
Now for δ > 0,
t
j=1 j−1 (t − j)−δ = O

t−δ log t + t−1, t > 0,T−t
j=1 j−1 (t + j)−δ = O((t + 1)−δ log (t + 1)), t ≥ 0, so the sec-
ond term in (48) is
N
T
 1
2
Op
 T
t=1

t−2δ0 log2 t + t−2 12 + 1

=

N
T
 1
2
Op

log T
T δ0−
1
2
1

δ0 <
1
2

+ log 32 T1

δ0 = 12

+ 1

.
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Op

N
T
 1
2 T
t=1

log t
t2δ0
+ 1
tδ0+1

=

N
T
 1
2
Op

T 1−2δ0 log T1(δ0 < 1/2)+ log2 T1(δ0 = 1/2)
+ 1(δ0 > 1/2)) .
Thus the last two terms in (48) are op(1) under the stated condi-
tions on N and T . The result follows if

∂2/∂θ∂θ ′

LUT (θ0)→p 2σ 20 B
(ξ0) and MUT −

∂2/∂θ∂θ ′

LUT (θ0)→p 0. Because we do not have
to contend with the (NT )
1
2 norming it is not hard to show that the
αi have negligible effect, and the second limit is established using
Theorem 3.1 and the proof of Theorem 2 of Hualde and Robin-
son (2011), while to save space we justify the first only in the
pure fractional case ψ (L; ξ) ≡ 1. Writing χt (L) = −tj=1 j−1Lj,
∂2/∂δ2

LUT (δ) is
2
NT
N
i=1
T
t=0

χ2t (L)∆
δ
tαi + χ2t (L)∆δ−δ0t εit

∆δt+1αi +∆δ−δ0t εit

+

χt (L)∆δtαi + χt (L)∆δ−δ0t εit

×

χt (L)∆δtαi +χt (L)∆δ−δ0t εit

,
and so

∂2/∂δ2

LUT (δ0) is
2
NT
N
i=1
T
t=0

χ2t (L)∆
δ0
t+1αi + χt (L)2 εit
 
∆
δ0
t αi + εit

+

χt (L)∆
δ0
t αi + χt (L) εit

×

χt (L)∆
δ0
t αi + χt (L) εit

.
By arguments similar to those previously used this differs by op(1)
from
2
T
T
t=0

E (χt (L) εit)2 + Op
χt (L)2 τ 0t  τ 0t + χt (L) τ 0t 2
= 2
T
T
t=0

t
j=1
σ 20
j2
+ Op

log2 t
t2δ0

→ 2σ 20
π2
6
. 
Proof of Theorem 4.2. By themean value theorem, 0 = (∂/∂θ) LFTθ FT  = E (∂/∂θ) LFT (θ0)+(∂/∂θ) LFT (θ0)− E (∂/∂θ) LFT (θ0)
+ MTF
θF − θ0, where MTF has a similar interpretation to MTU .
Writing ε˜it (θ) = λt (L; θ)

yit − αˆi (θ)

, we have from (22) and
(17), a0iT = aiT (θ0) =
T
t=0 τ 0t εit and thus ε˜it (θ0) = εit − τ 0t
T
s=0
τ 0s εis/S
0
ττT . Also, since (∂/∂θ) ε˜it (θ) = (∂/∂θ) λt (L; θ) vit − (∂/
∂θ) (aiT (θ)/SττT (θ)) τt (θ)−(aiT (θ)/SττT (θ))τ˙t (θ), we have, using
the orthogonality, across t = 0, 1, . . . , T , of ε˜it (θ) to τt (θ),
(NT )
1
2
∂
∂θ
LFT (θ0) = 2 (NT )−
1
2
N
i=1
T
t=1

fit − τ˙
0
t
S0ττT
T
s=0
τ 0s εis

×

εit − τ
0
t
S0ττT
T
s=0
τ 0s εis

(49)
= 2wT − 2 (NT )
− 12
S0ττT
N
i=1
T
t=1
τ˙ 0t εit
T
s=0
τ 0s εis
− 2 (NT )
− 12
S0ττT
N
i=1
T
t=1
τ 0t fit
T
s=0
τ 0s εis+ 2 (NT )
− 12
S02ττT
N
i=1
T
t=1
τ 0t τ˙
0
t

T
s=0
τ 0s εis
2
. (50)
The second term in (50) has mean and covariance matrix respec-
tively
−E
2 (NT )− 12
S0ττT
N
i=1
T
t=1
τ˙ 0t εit
T
s=0
τ 0s εis
 = −N
T
 1
2
2σ 20
S0τ τ˙T
S0ττT
,
4
NT
S0−2ττT
T
t=1
T
u=1
τ˙ 0t τ˙
0′
u
T
r=0
T
s=0
τ 0r τ
0
s
N
i=1
E (εirεisεitεiu
− E (εisεit) E (εirεiu))
= 4σ
4
0
T
S0−2ττT
T
t=1
τ˙ 0t τ˙
0′
t
T
s=0
τ 02s
+ 4σ
4
0
T
S0−2ττT

T
t=1
τ˙ 0t τ
0
t

T
t=1
τ˙ 0t τ
0
t
′
+ O T−1
= 4σ
4
0
T
S0−1ττT S
0
τ˙ τ˙T +
4σ 40
T
S0−2ττT S
0
τ τ˙T S
0′
τ τ˙T + O

T−1
 = o(1)
as T →∞, where S0τ˙ τ˙T =
T
t=1 τ˙ 0t τ˙ 0′t . Since E (εisfit) = E

εis
t−1
j=0
χ0t−jεij

= σ 20 χ0t−s1 (0 ≤ s < t) for t ≥ 2, the next term in (50) has
mean
−

N
T
 1
2 2
S0ττT
E

T
t=1
τ 0t fit
T
s=0
τ 0s εis

= −

N
T
 1
2 2σ 20 S
0
τ τ˙T
S0ττT
,
since, from Lemma 3 in Appendix C, the expectation is σ 20
T
t=1 τ 0tt−1
s=0 τ 0s χ0t−s = σ 20
T
t=1 τ 0t τ˙ 0t . The norm of its covariance matrix
is dominated by the term in the top left hand corner,
4
NT
S0−2ττT
T
t=1
T
s=1
t
j=1
T
u=0
T
r=0
u
k=1
j−1k−1τ 0r τ
0
s τ
0
t τ
0
u
×
N
i=1

E

εi,t−jεisεi,u−kεir
− E εi,t−jεis E εi,u−kεir
= 4σ
4
0
T
S0−2ττT
T
t=1
t
j=1
T
u=0
j−1|j+ t − u|−1τ 0t τ 0u
+ 4σ
4
0
T
S0−2ττT
T
t=1
t
j=1
T
u=1
u
k=1
j−1k−1τ 0t−jτ
0
t τ
0
u−kτ
0
u + O

T−1

,
which is O

T−δ0 log T + T−1 log2 T = o (1). The last term in (50)
has expectation
2 (NT )−
1
2
S02ττT
N
i=1
T
t=1
τ 0t τ˙
0
t E

T
s=0
τ 0s εis
2
=

N
T
 1
2 2σ 20
S02ττT

T
t=1
τ 0t τ˙
0
t

T
t=0
τ 02t

=

N
T
 1
2
2σ 20
S0τ τ˙T
S0ττT
,
and its covariance matrix is
4S0−4ττT
NT
N
i=1
E  T
s=0
τ 0s εis
4
−
E

T
s=0
τ 0s εis
2
2
×
T
t=1
T
s=1
τ 0t τ˙
0
t τ
0
s τ˙
0′
s = o (1) ,
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O

S02ττT

. Overall, we deduce that (NT )
1
2 ∂
∂θ
LFT (θ0) + 2σ 20 (N/T )
1
2
S0τ τ˙T/S
0
ττT →dN (0, σ 40 B (ξ0)). Using similar techniques as before,
the probability limit of the second derivative term is 2σ 20 B (ξ0), and
the result follows. 
Proof of Theorem 4.3. We start with an analogous development
as before. We have zit (θ0) = εit − τ 0t εi0, and (∂/∂θ) zit (θ0) = fit −
τ˙ 0t εi0. Thus (NT )
1
2 (∂/∂θ) LDT (θ0) is
2
(NT )
1
2
N
i=1
T
t=1

∂
∂θ
zit (θ0)

zit (θ0)
= 2
(NT )
1
2
N
i=1
T
t=1

fit − τ˙ 0t εi0
 
εit − τ 0t εi0

. (51)
Expanding (51),
(NT )
1
2
∂
∂θ
LDT (θ0) = 2wT −
2
(NT )
1
2
N
i=1
εi0
T
t=1
τ 0t fit
− 2
(NT )
1
2
N
i=1
εi0
T
t=1
τ˙ 0t εit +
2
(NT )
1
2
N
i=1
ε2i0
T
t=1
τ˙ 0t τ
0
t
reveals the same asymptotically N (0, σ 40 B (ξ0)) term wT , while,
noting that fit = t−1j=1 χjεi,t−j + χtεi0 and employing similar ar-
guments to before and δ0 > 14 it is readily seen that the remaining
part of (51) differs by op(1) from its expectation, which is 2 (N/T )
1
2
σ 20 (Sτ τ˙T (θ0) −
T
t=1 τ 0t χt) = 2 (N/T )
1
2 σ 20

Sτ τ˙T (θ0)− SτχT (θ0)

,
since the second term has variance matrix
O
T−1 T
t=1
T
s=1
τ 0t τ
0
s
t∧s
j=1
χjχ|t−s|+j+ T−1  T
t=1
τ 0t χt
2
= o (1) ,
that of the third one is O

T−1
T
t=1
τ˙ 0t τ˙ 0′t  = o (1), while that
of the last term is 4σ 20 T
−1
T
t=1 τ˙ 0t τ 0t
 T
t=1 τ˙ 0t τ 0t
′ = 4σ 20 T−1
Sτ τ˙T (θ0)Sτ τ˙T (θ0)′, whose norm is
O

T−1

T 1−2δ0 log T + T−δ0 + 1+ 1

δ0 = 12

log T
2
= O T 1−4δ0 log2 T+ o (1) = o (1)
because δ0 > 14 . The probability limit of the second derivative term
is obtained much as before. 
Proof of Theorem 4.4. We have (∂/∂θ) LPT (θ0) = σ 2T (θ0) (∂/∂θ)
|ΩT (θ0)| 1T + |ΩT (θ0)| 1T (∂/∂θ)σ 2T (θ0). Thus, denoting Ω jT (θ) =
∂/∂θj

ΩT (θ), where θj is the jth element of θ ,
∂
∂θj
LPT (θ0) = |ΩT (θ0)|
1
T
σ 2T (θ0)
T
trace

Ω−1T (θ0)Ω
j
T (θ0)

− 1
NT
N
i=1
z′iT (θ0)Ω
−1
T (θ0)Ω
j
T (θ0)Ω
−1
T (θ0) ziT (θ0)

+ 2
NT
|ΩT (θ0)| 1T
N
i=1
z˙j
′
iT (θ0)Ω
−1
T (θ0) ziT (θ0) ,where z˙jiT (θ) is the jth row of z˙
′
iT (θ0) = (∂/∂θ) ziT (θ). The term in
braces has expectation zero becauseσ 2T (θ0) equals (NT )−1 times
N
i=1
T
t=1
z2it (θ0)−
1
S0ττT
N
i=1

T
t=1
τ 0t zit (θ0)
2
=
N
i=1
T
t=1

εit − τ 0t εi0
2 − 1
S0ττT
N
i=1

T
t=1
τ 0t

εit − τ 0t εi0
2
,
soσ 2T (θ0) has expectation
σ 20

1+ S
0
ττT − 1
T

− σ
2
0
TS0ττT

S0ττT − 1
+ S0ττT − 12 = σ 20 ,
and because
E

1
NT
N
i=1
z′iT (θ0)Ω
−1
T (θ0)Ω
j
T (θ0)Ω
−1
T (θ0) ziT (θ0)

= σ
2
0
T
trace

Ω−1T (θ0)Ω
j
T (θ0)

.
On the other hand,
2
NT
N
i=1
z˙′iT (θ0)Ω
−1
T (θ0) ziT (θ0) =
2
NT
N
i=1

T
t=1
z˙it (θ0) zit (θ0)
− 1
S0ττT

T
t=1
z˙it (θ0) τ 0t

T
t=1
zit (θ0) τ 0t

.
Now
2
NT
N
i=1
T
t=1
z˙it (θ0) zit (θ0) = 2NT
N
i=1
T
t=1

fit − τ˙ 0t εi0
 
εit − τ 0t εi0

has expectation
2
NT
N
i=1
T
t=1

τ˙ 0t τ
0
t Eε
2
i0 − τ 0t E (fitεi0)
 = 2σ 20
T

S0τ τ˙T −
T
t=1
τ 0t χ
0
t

= 2σ
2
0
T

S0τ τ˙T − S0τχT

,
while
2
NTS0ττT
N
i=1

T
t=1
z˙it (θ0) τ 0t

T
t=1
zit (θ0) τ 0t

= 2
NTS0ττT
N
i=1
T
t=1

fit − τ˙ 0t εi0

τ 0t
T
t=1

εit − τ 0t εi0

τ 0t
has expectation
2
TS0ττT

E

T
t=1
fitτ 0t
T
s=1
τ 0s εis

− S0ττT − 1 T
t=1
τ 0t E (fitεi0)
+ σ 20 S0τ τ˙T

S0ττT − 1

= 2
TS0ττT

T
t=1
τ 0t E

t
j=1
χ0j εi,t−j
T
s=1
εisτ
0
s

− σ 20

S0ττT − 1
 T
t=1
τ 0t χ
0
t + σ 20 S0τ τ˙T

S0ττT − 1

= 2
TS0ττT
E

T−1
t=0

T−t
j=1
τ 0t+jχ
0
j

εit
T
s=1
εisτ
0
s − σ 20

S0ττT − 1

S0τχT
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
S0ττT − 1
 
= 2σ
2
0
TS0ττT

T−1
t=1
τ 0t
T−t
j=1
τ 0t+jχ
0
j −

S0ττT − 1

S0τχT
+ S0τ τ˙T

S0ττT − 1

= 2σ
2
0
TS0ττT

S0τ τ˙T − S0τχT −

S0ττT − 1

S0τχT + S0τ τ˙T

S0ττT − 1

= 2σ
2
0
T

S0τ τ˙T − S0τχT

because
T−1
t=1
τ 0t
T−t
j=1
τ 0t+jχ
0
j =
T
t=2
τ 0t
t−1
j=1
τ 0t−jχ
0
j
=
T
t=2
τ 0t

t
j=1
τ 0t−jχ
0
j − τ 00χ0t

=
T
t=1
τ 0t τ˙
0
t −
T
t=1
τ 0t χ
0
t = S0τ τ˙T − S0τχT ,
from Lemma 3 in Appendix C. It follows that E (∂/∂θ) LPT (θ0) = 0.
By similarmeans to those used before itmay be shown that (NT )1/2
(∂/∂θ) LPT (θ0)− E (∂/∂θ) LPT (θ0)
 = 2wT + op(1)→dN (0, 4σ 20
B (ξ0)). We again omit the details of the convergence of the second
derivative term. 
Proof of Theorem 5.1. We have (NT )
1
2
θ FT − θ0 = (NT ) 12 (θ FT −
θ0 − T−1bFT (θ0))− (N/T )
1
2

bFT
θ FT − bFT (θ0). It suffices to show
that the second term on the right is op(1). By the mean value
theorem, bFT
θ FT  − bFT (θ0) = ∂/∂θ ′ bFT (θ∗) θ FT − θ0. Looking
just at the case ψ (L; ξ) ≡ 1 for brevity,
∂
∂θ ′
bFT (θ)
= − 6
π2

SττT (θ)
∂
∂δ
Sτ τ˙T (θ)− Sτ τ˙T (θ) ∂
∂δ
SττT (θ)

S−2ττT (θ)
= O
 ∂∂δ Sτ τ˙T (θ)
 S−1ττT (θ)+ (Sτ τ˙T (θ))2 S−2ττT (θ)
= O

log2 T1

δ ≤ 1
2

+ 1

δ >
1
2

from Lemma 1, with the same orders holdingmore generally. Sinceθ FT − θ0 = Op(bFT (θ0) /T + (NT )− 12 ), where bFT (θ) = O(log T1
(δ ≤ 12 )+ 1(δ > 12 )),
(N/T )
1
2

bFT
θ FT − bFT (θ0)
= Op

(N/T )
1
2 log2 T (log T/T + (NT )− 12 )

= Op

N
1
2 T−
3
2 log3 T + log2 T/T

, δ0 ≤ 12 ,
(N/T )
1
2

bFT
θ FT − bFT (θ0) = Op (N/T ) 12 (T−1 + (NT )− 12 )
= Op

N
1
2 T−
1
2 + T−1

, δ0 >
1
2
,
and these are o(1) under the stated conditions. 
Proof of Theorem 5.2. As in the previous proof, (NT )
1
2
θDT − θ0
= (NT ) 12 θDT − θ0 − T−1bDT (θ0) − (N/T ) 12 bDT θDT − bDT (θ0),with bDT
θDT − bDT (θ0) = ∂/∂θ ′ bDT (θ∗) θDT − θ0 and
∂
∂θ ′
bDT (θ) = O
 ∂∂θ Sτ τ˙T (θ)
+  ∂∂θ SτχT (θ)

= O

log2 T
T 2δ − 11

δ <
1
2

+ log3 T1

δ = 1
2

+ 1

δ >
1
2

,
applying Lemma 1 again. Since θDT − θ0 = Op(bDT (θ0) /T +
(NT )−
1
2 ), where bDT (θ) = O(T 1−2δ log T1(δ < 12 ) + log2 T1(δ =
1
2 )+ 1(δ > 12 )),
(N/T )
1
2

bDT
θDT − bDT (θ0)
= Op

(N/T )
1
2 T 1−2δ0 log2 T

T−2δ0 log T + (NT )− 12

= Op

N
1
2 T
1
2−4δ0 log3 T + T−2δ0 log2 T

, δ0 <
1
2
,
N
T
 1
2 
bDT
θDT − bDT (θ0)
= Op

N
T
 1
2
log3 T

log2 T
T
+

1
NT
1/2
= Op

N
1
2
log5 T
T
3
2
+ log
3 T
T

, δ0 = 12 ,
(N/T )
1
2

bDT
θDT − bDT (θ0) = Op (N/T ) 12 T−1 + (NT )−1/2
= Op

N
1
2 T−
3
2 + T−1

, δ0 >
1
2
,
which are o(1) under the stated conditions. 
Appendix B. Proofs of propositions
Proof of Proposition 1. Define ν (L; θ) = λ (L; θ) λ−1 (L; θ0) =
∆δ−δ0ψ (L; θ) φ (L; θ0) = ∞j=0 νj (θ) Lj, and note that λt (L; θ) vit
=tj=0 νj (θ) vi.t−j and
sup
Θ
νj (θ) ≤ K sup
D
jδ0−δ−1 ≤ Kjδ0−δ−1 ≤ Kj−1/2−ζ (52)
for some ζ > 0. For η > 0 let Nη = {θ : ∥θ − θ0∥ ≤ η}, Nη =
θ : θ ∉ Nη, θ ∈ Θ

. Writing ℓT (θ) = LT (θ)− LT (θ0), P(θ ∈ Nη)
≤ P

infNη ℓT (θ) ≤ 0

≤ P

supΘ |VT (θ)| ≥ infNη U (θ)

, where
VT (θ) = U (θ)+ LT (θ0)− LT (θ)with
U (θ) = σ 20
∞
j=1
ν2j (θ) = σ 20

1
2π
 π
−π
ν eiλ; θ2 dλ− 1
= σ 20
 1
2π
 π
−π
1− eiλ2(δ−δ0)  ψ

eiλ; ξ
ψ

eiλ; ξ0
 
2
dλ− 1
 .
Because U (θ) is continuous, vanishes if and only if θ = θ0, and,
fromHualde and Robinson (2011), is otherwise positive, infNηU (θ)
> 0. It thus remains to show that supΘ |VT (θ)|→p 0. We have
VT (θ) = U (θ) + AT (θ0) − AT (θ) + BT (θ0) − BT (θ), so in view of
(29) it suffices to show that supΘ |AT (θ)− AT (θ0)− U (θ)|→p 0.
Now AT (θ)− AT (θ0)− U (θ) is
1
NT
N
i=1
T
j=1
ν2j (θ)
T−j
t=0

ε2it − σ 20

+ 2
NT
N
i=1
T
t=1
t
j=1
j−1
k=0
νj(θ)νk(θ)εi,t−jεi,t−k
− σ
2
0
T
T
j=1
(j− 1) ν2j (θ)− σ 20
∞
j=T+1
νj(θ),
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sup
Θ
 N
i=1
T
j=1
ν2j (θ)
T−j
t=0

ε2it − σ 20

≤
N
i=1
sup
Θ
 T
j=1
ν2j (θ)
T−j
t=0

ε2it − σ 20
 , (53)
sup
Θ
 N
i=1
T
t=1
t
j=1
j−1
k=0
νj(θ)νk(θ)εi,t−jεi,t−k

≤
N
i=1
sup
Θ
 T
t=1
t
j=1
j−1
k=0
νj(θ)νk(θ)εi,t−jεi,t−k
 . (54)
It follows from the proof of Theorem 1 of Hualde and Robinson
(2011), constancy of the νj(θ) across i, and identity of distribution
of εit across i, that the i-summands in the right sides of (53) and
(54) are op(1) uniformly in i, whence (53)+ (54)= op(NT ). Finally
supΘ T−1
T
j=0 (j− 1) ν2j (θ) + supΘ
∞
j=T+1 ν
2
j (θ) → 0 from
(52). 
Proof of Proposition 2. The left side of (32) can be written wT =
T−
1
2
T
t=0 rtT , where rtT = N−
1
2
N
i=1 εit
t
j=1 χ
0
j εi,t−j, and our
notation stresses the possibility that N increases with T . Denot-
ing by Ft−1 the σ -field of events generated by {εis, i ≥ 1, s < t},
~ ′

E
T
t=0 rtT
T
t=0 rtT
− 12 T
t=0 rtT →dN (0, 1) for any vec-
tor ~ such that ∥~∥ = 1 since (see e.g. Brown (1971)), E (rtT |Ft−1 )
= 0, t ≥ 1 (by serial independence of the εit ), E ∥rtT∥4 = O

N−2N
h=1
N
i=1
t
j=1 j−2
2 ≤ K (since ∥rtT∥ is dominated by the
contribution from the first element of χ0j ) and T
−1T
t=0

E~ ′rtT2 |Ft−1 −E ~ ′rtT2→p 0, since its left side hasmean
zero and variance
1
T 2
T
t=0

E

E
~ ′rtT2 |Ft−1 2− E ~ ′rtT22
= O((NT )−1),
because, looking just at the case ~ is null apart from its first ele-
ment, which is 1, E

E
~ ′rtT2 |Ft−1 2 is
σ 40
1
N2
N
h=1
N
i=1
E


t
j=1
εh,t−j
j
2  t
k=1
εi,t−k
k
2
= σ 40

t
j=1
j−2
2
+ O
 1
N2
N
i=1


t
j=1
1
j2
2
+
t
j=1
1
j4


=

E
~ ′rtT22 + O(N−1). 
Appendix C. Technical lemmas
Lemma 1. As T →∞,
SττT (θ) =

ψ (1; ξ)2 T 1−2δ
(1− 2δ)Γ (1− δ)2 + O(1)

1

δ <
1
2

+

ψ (1; ξ)2
π
log T + O(1)

1

δ = 1
2

+
 ∞
j=0
τ 2j (θ)+ O(T 1−2δ)

1

δ >
1
2

;Sτ τ˙T (θ) =
−ψ (1; ξ) log T
ψ˙ (1; ξ)

×

ψ (1; ξ) T 1−2δ
(1− 2δ)Γ (1− δ)2 + O(T
1−2δ)

1

δ <
1
2

+

ψ (1; ξ)
π
log T + O (1)

1

δ = 1
2

+
 ∞
j=1
τj (θ) τ˙t(θ)+ O(T 1−2δ log T )

1

δ >
1
2

;
SτmT (θ) =
 ∞
j=1
τj (θ)
j
+ O(T−δ)

1 (δ > 0) ;
∂
∂θ
Sτ τ˙T (θ) = O

T 1−2δ log2 T1

δ <
1
2

+ log3 T1

δ = 1
2

+ 1

δ >
1
2

;
∂
∂θ
SτχT (θ) = O(1)1 (δ > 0) .
Proof of Lemma 1. For δ ≤ 12 ,
Tj=1 t−2δ −  T1 x−2δdx ≤ K and
from (10) and (11), SττT (δ) = 1 + ψ (1; ξ)2 Γ (1 − δ)−2Tt=1
t−2δ(1+O(t−1)). Thus, since  T1 x−2δdx = (1−2δ)−1T 1−2δ+O(1),
δ ≤ 12 ,
 T
1 x
−1dx = log T , the approximations of SττT (θ) for δ ≤ 12
are readily checked, whereas for δ > 12 , SττT (θ) =
∞
j=0 τ
2
j (θ) −∞
j=T+1 τ
2
j (θ) =
∞
j=0 τ
2
j (θ)+ O(T 1−2δ) from (10). Next, since
τ˙j(θ) =
−τj (θ) ψ (1; ξ) {log j+ O(1)} , τj (θ) ψ˙ ′ (1; ξ)
× 1+ O j−1′ , as j →∞, (55)
and, for δ ≤ 12 ,
Tt=1 t−2δ log t −  T1 x−2δ log xdx ≤ K , where T
1 x
−2δ log xdx = (1 − 2δ)−1T 1−2δ (log T + O(1)), δ < 12 ,
 T
1 x
−1
log xdx = 12 log2 T , where
 T
1 x
−2δ log xdx = (1− 2δ)−1 T 1−2δ
(log T + O(1)), δ < 12 ,
 T
1 x
−1 log xdx = 12 log2 T , the approxima-
tions of the components of Sτ τ˙T (θ) with δ ≤ 12 may be checked,
whereas that for δ > 12 follows because (10) and (55) imply∞
j=T+1 τj (θ) τ˙t(θ) = O(T 1−2δ log T ). The remaining results follow
similarly and straightforwardly. 
Lemma 2. Uniformly in i, as T →∞,
E

sup
θ∈Θ
|aiT (θ)|2

= O

T δ0−δ+max(
1
2−δ,0) log2 T
2
.
Proof of Lemma 2. We have λt(L; θ)vit =tj=0 νj(θ)εi,t−j, where
νj (θ) was defined in the proof of Proposition 1. Thus aiT (θ) =T
t=0 τt(θ)
t
j=0 νj(θ)εi,t−j =
T
t=0 ct(θ)εit , where ct(θ) =
T−t
j=0
τt+j (θ) νj (θ). By summation-by-parts aiT (θ) = T−1t=0 ct(θ) −
ct+1(θ)
t
s=0 εis+cT (θ)
T
t=0 εit . Now |cT (θ)| = |τT (θ)| ≤ KT−δ ,
while ct(θ) − ct+1(θ) = T−t−1j=0 τt+j (θ)− τt+j+1 (θ) νj (θ) +
τT (θ) νT−t (θ), so
|ct(θ)− ct+1(θ)|
≤ K
T−t−1
j=1
(t + j)−δ−1 jδ0−δ−1 + K
T δ
(T − t)δ0−δ−1
≤ K
tδ+1
T−t−1
j=1
jδ0−δ−1 + K (T − t)
δ0−δ−1
T δ
. (56)
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t)δ0−δ−1, which is bounded by Kt−δ−1T δ0−δ for t ≤ T/2, and by
KT−δ(T − t)δ0−δ−1 for t ≥ T/2. For δ = δ0 (56) is bounded by
Kt−δ0−1 log T for t ≤ T/2, and by KT−δ0−1 log T + KT−δ0(T − t)−1
for t ≥ T/2. For δ > δ0 (56) is bounded by Kt−δ−1 for t ≤ T/2, and
by KT−δ−1 + KT−δ(T − t)δ0−δ−1 for t ≥ T/2. Then we can write
sup
θ∈Θ
|aiT (θ)|2
≤ 2
T−1
t=0
T−1
r=0
sup
θ∈Θ
|ct(θ)− ct+1(θ)| sup
θ∈Θ
|cr(θ)− cr+1(θ)|
×
 t
s=0
εis
r
ℓ=0
εiℓ
+ 2 supθ∈Θ |c2T (θ)
 T
t=0
εit

2
,
Now E
Tt=0 εit 2 = O (T ) and using Cauchy–Schwarz inequality
E
t
s=0 εis
r
ℓ=0 εiℓ
 = O t1/2r1/2. Thus, uniformly in i for δ <
δ0, E

supθ∈Θ∩{δ<δ0} |aiT (θ)|2

is
O

sup
δ<δ0
T 2(δ0−δ)
[T/2]
t=1
[T/2]
r=1
t−δ−
1
2 r−δ−
1
2
+ sup
δ<δ0
1
T 2δ
T−1
t=[T/2]
T−1
r=[T/2]
(T − t)δ0−δ−1(T − r)δ0−δ−1t 12 r 12
+ sup
δ<δ0
T 1−2δ

= O

sup
δ<δ0
T 2(δ0−δ)

T 1−2δ1

δ <
1
2

+ log2 T1

δ = 1
2

+ 1

δ >
1
2

+ T 2(δ0−2δ)+1 + T 1−2δ

= O

T 2(δ0−2δ)+1 + T 2(δ0−δ) + log2 T1

δ = 1
2

= O

T δ0−δ+max(
1
2−δ,0) log T
2
for δ < δ0;
O

[T/2]
t,r=1
(tr)−δ0−
1
2 + T−2δ0
T−1
t,r=[T/2]
(T − t)−1(T − r)−1(tr) 12
+ T 1−2δ0

log2 T

= O

log T1

δ0 >
1
2

+ log2 T1

δ0 = 12

+ T 12−δ0 log T
2
= O

Tmax(
1
2−δ0,0) log T1

δ0 ≠ 12

+ log2 T1

δ0 = 12
2
= O

Tmax(
1
2−δ0,0) log2 T
2
for δ = δ0;
uniformly; and for δ > δ0,
O

sup
δ>δ0

[T/2]
t=1
t−δ−1/2 + T−δ
T−1
t=[T/2]

(T − t)δ0−δ−1 t1/2
+ T−δ−1T 3/2 + T 1/2−δ
2
= O 1(δ0 > 1/2)+ log T1(δ0 = 1/2)+ T 1/2−δ01(δ0 < 1/2)2= O Tmax(1/2−δ0,0)1 (δ0 ≠ 1/2)+ log T1(δ0 = 1/2)2
= O Tmax(1/2−δ0,0) log T2 for δ > δ0.
The claimed bound is then readily assembled using δ ≤ δ0. 
Lemma 3. For all θ ,
t
j=1
χj (ξ) τt−j (θ) = τ˙t(θ). (57)
Proof of Lemma 3. We write πj = πj (δ), ψj = ψj (ξ), ψ˙j =
ψ˙j (ξ), φj = φj (ξ), τj = τj (θ), τ˙t = τ˙t (θ). The first element of
τ˙t is
t
k=1 π˙k
t−k
j=0 ψj, which is the coefficient of Lt in the expan-
sion of ψ (L; ξ) (∂/∂δ)∆δ , where π˙k is the coefficient of Lk in the
expansion of (∂/∂δ)∆δ . But also
ψ (L; ξ) ∂
∂δ
∆δ = ψ (L; ξ)∆δ log∆ = −
∞
j=0
πjLj
∞
k=1
Lk
k
∞
l=0
ψlLl
= −
∞
t=1
t
k=1
1
k

t−k
l=0
l
j=0
πjψl−j

Lt
= −
∞
t=1
t
k=1
1
k
τt−kLt =
∞
t=1
t
k=1
χ1kτt−kLt ,
so the top elements of both sides of (57) are equal. The vector
consisting of the remaining elements of the right side of (57) ist
k=0 πk
t−k
j=0 ψ˙j, whereas the left side is
t
j=1
χ2jτt−j =
t−1
s=0

t−s
g

k=1
φt−s−kψ˙k

s
k=0
πk
s−k
l=0
ψl
=
t−1
s=0
s
k=0
πk
s−k
l=0
ψl

φ0ψ˙t−s + · · · + φt−s−1ψ˙1

=
t−1
s=0
(π0 (ψ0 + ψ1 + · · · + ψs)+ π1 (ψ0 + ψ1
+ · · · + ψs−1)+ · · · + πsφ0)
× φ0ψ˙t−s + · · · + φt−s−1ψ˙1
= π0ψ0

φ0ψ˙t + · · · + φt−1ψ˙1
+ (π0 (ψ0 + ψ1)
+π1ψ0)

φ0ψ˙t−1 + · · · + φt−2ψ˙1
+ (π0 (ψ0
+ψ1 + ψ2)+ π1 (ψ0 + ψ1)+ π2ψ0)

φ0ψ˙t−2
+ · · · + φt−3ψ˙1
+ · · · + (π0 (ψ0 + ψ1 + · · ·
+ψt−1)+ π1 (ψ0 + ψ1 + · · · + ψt−2)+ · · ·
+πt−1φ0) ψ˙1
= ψ˙t + (π0φ1 + π0 (ψ0 + ψ1)+ π1ψ0) ψ˙t−1
+ (π0ψ0φ2 + (π0 (ψ0 + ψ1)+ π1ψ0) φ1
+ (π0 (ψ0 + ψ1 + ψ2)+ π1 (ψ0 + ψ1)
+π2ψ0)) ψ˙t−2 + · · · + ψ˙1 (π0ψ0φt−1
+ · · · (π0 (ψ0 + ψ1 + · · · + ψt−1)+ π1 (ψ0 + ψ1
+ · · · + ψt−2)+ · · · + πt−1))
=
t−1
k=0
πk
t−k
j=1
ψ˙j,
since
m
l=0 ψ
0
l φ
0
m−l = 1 (m = 0), which follows from the identity
φ (L; θ) ψ (L; θ) ≡ 1. 
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