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CHAPTER 1  








Although scientists do not agree on one definition of life,[1] it is commonly held that 
it displays certain features, such as metabolism, growth, reproduction and evolution. 
What keeps living systems up and running on the molecular level? The answer is: 
chemical reactions. Myriad chemical processes occur simultaneously in biological 
systems to keep them alive. These processes form a chemical reaction network with 
intricate balance. Furthermore, living systems are constantly out-of-equilibrium, 
driven by inputs of energy, information and matter.  
By definition, a chemical reaction network comprises of a set of species and a set of 
reactions that connects those species.[2–5] Changes in concentrations of the individual 
species due to reactions shape the dynamics of the network as a whole. 
Reaction networks are responsible for the emergent properties of living systems and 
life itself is one such emergent property. To quote Linus Pauling, “life is a relationship 
among molecules and not a property of any molecule”.[6] A key challenge for modern 
natural sciences is to understand the complexity of existing reaction networks in living 
systems and to create novel networks with emergent properties. 
In the next sections of this chapter I will briefly review how different fields study 
reaction networks. The main focus here lies on bottom-up approaches in synthetic 
biology, mathematical modelling and systems chemistry. Following these sections, an 
outline of the thesis is given. 
1.2 Cell-free synthetic biology – How do we 
build life? 
A single cell is the basic unit of life. To understand what makes the cell alive, the 
field of synthetic biology pursues a grand challenge – to build a synthetic cell.[7] Several 
European and American initiatives have joined their scientific forces to make it 
reality.[8–10] Important modules of synthetic cells to be developed are: information 
(DNA replication, genetic regulation), self-organisation (membrane, division), and 
metabolism (energy regeneration, synthesis of building blocks).[11]  
Self-organisation module. 
The cell membrane is a crucial component of cellular organisation, separating the 
cell from the outside environment.  The cellular compartment of a synthetic cell was 
mimicked using various vesicles, such as droplets,[12] liposomes,[13,14] coacervates,[15], 
polymersomes.[16]  These vesicles can be used to study membrane proteins and cell 
division.  
Ongoing efforts to reconstitute minimal cell division machinery in a synthetic cell 
include studies of the bacterial division machinery FtsZ[17] and the ubiquitous 
membrane remodelling machine ESCRT.[18] One of the important parts of cell division 
system is the positioning of the division site. In E.coli, the so-called Min system finds 
the middle of the cell, where division occurs later.[19] To do so, the systems oscillates 
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pole-to-pole, inhibiting formation of the division ring (Z-ring) at the poles, making  the 
middle of the cell the only possible location for the formation of the division ring. The 
oscillating reaction network consists of ) three proteins MinD, MinC, MinE; ) ATP, 
ADP; ) a phospholipid membrane. The mechanism of Min system oscillations is 
shown in Figure a. First, MinD binds ATP ( ), then it dimerises on the membrane ( ). 
MinC ( ) and MinE ( b) can bind to the membrane-bound MinD-ATP, with MinE 
being able to displace MinC from MinD ( a). MinE increases ATPase activity of MinD, 
and upon hydrolysis of ATP to ADP both proteins detach from membrane ( ). The Min 
system has been studied in vitro and found to form waves and spiral patterns on a flat 
membrane (Figure b). 
Figure .  (a) Biochemical reactions underlying the oscillations in Min system. (b) Confocal 
images of Min-protein surface waves in vitro. Reproduced from Schwille and co-workers.[20,21] 
Information module. 
Synthetic DNA programs are meant to hold necessary information on which 
proteins must be expressed in synthetic cells. Cell-free synthetic biology is based on 
the central dogma of molecular biology, reconstructing transcription and translation 
steps in artificial cells.[ , ] Commonly, cell-free protein synthesis is performed using 
purified transcription-translation machinery and several protein expression systems 
have been commercialised.[ , ] The challenge is to develop a self-sustaining system, 
which is able not only to produce required proteins, but also to replicate its own 
genome. Recent advances have been reported by van Nies et al.[ ] and Libicher et 
al.[ ]  Van Nies et al.[ ] demonstrated coupled DNA replication and gene expression 
in liposomes, where a  kbp genome (~  genes) was replicated. Libicher et al.[ ]  
constructed a minimal in vitro translation system, enabling self-encoded replication 
and expression of a kbp genome, which includes the full set of E.coli translation 
factors, an energy regeneration system, as well as RNA and DNA polymerases. 
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1.3 Synthetic metabolism – How do we (re)wire 
life? 
The metabolic network of a cell supplies all of the necessary matter and energy for 
a cell to remain alive. Metabolic networks have been rewired in vivo in bacteria for 
biotechnological applications, such as production of fuels, chemicals, and 
pharmaceuticals.[28–30]  
In the process of metabolic engineering in vivo, design of the pathway of interest 
could be straightforward, but its implementation in host cells can be difficult due to 
side reactions and metabolic burden. Usually, many design-build-test cycles are 
required to efficiently channel host’s metabolism to produce a desired product. Several 
methods have been used for this engineering, such as adjustment of gene expression 
levels to improve metabolic flux;[31,32] engineering of the ribosome binding site;[33,34] and 
introduction of a gene switch to balance cell growth and product formation.[35,36]  
The design of a synthetic metabolism from bottom-up in vitro gives an opportunity 
to remove cellular constraints, allowing for the incorporation of novel chemistries and 
enzymes. Recent examples by Panke and co-workers[37] and Erb and co-workers[38] 
described designed networks with a single functionality with  and  enzymes, 
respectively. The key challenge for a design of self-sustaining synthetic metabolism in 
vitro is to replace the complex regulatory networks that maintain cofactor recycling 
and balance. 
Panke and co-workers reported an in vitro -enzyme cascade (Figure a) using 
main reactions of the glycolysis pathway for production of dihydroxyacetone 
phosphate (DHAP) from glucose.[37] The presence of multiple feedback loops and 
nonlinear kinetics of the enzymes significantly complicates rational design of such 
pathway. To tackle the complexity of enzyme kinetics in the large cascade the team 
used a system engineering approach.  They combined online detection, continuous 
flow reactor operation and variety of input profile of the substrates (Figure b). In 
comparison with static conditions, variable input functions affect the response of the 
system allowing better quantification of parameters and more detailed model of the 
system. Whereas the studied system is a mere model system, the presented approach 
should facilitate design of enzymatic reaction networks for production of fine 
chemicals. 
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Figure .  (a) Enzymatic cascade reaction for the production of dihydroxyacetone phosphate 
DHAP from glucose (GLC).  (b) Possible input profiles of substrates to the CSTR with theoretical 
form, practical realisation and measured response, and idealized substrate profile in CSTR 
without (green dotted line) and with (red solid line) the enzyme cascade. Reproduced from 
Panke and co-workers.[37] 
Erb and co-workers reported a synthetic enzymatic network, dubbed ‘CETCH’, for 
CO  fixation, which works in vitro (Figure ).[38] The network consists of  enzymes, 
which catalyse  reactions in the core of the network and  more reactions for cofactor 
regeneration, correction of side reactions and the readout module. The entry point in 
the cycle is propionyl coenzyme A (propionyl-CoA), which is regenerated after  steps. 
The fixation of CO  occurs at the steps #  and #  with different substrates but 
catalysed by the same enzyme. The primary end product of the fixation is glyoxylate, 
which is converted to malate in the readout module. Notably, the rate of CO  fixation 
is  nmol min−  mg−  of core cycle proteins, which is faster than the same rate in Calvin 
cycle ( -  nmol min−  mg− ).[39] One of the challenges in the realisation of the cycle was 
the limited efficiency of the enzymes. For example, the enzymes that catalyse steps #  
and #  had to be engineered to minimise side reactions and to directly use molecular 
oxygen as the electron acceptor. Future applications of the cycle include improved 
CO -fixation by transferring the cycle to in vivo conditions and further development 
of artificial photosynthesis. 
In contrast to the work by Panke and co-workers[37] described above, a detailed 
kinetic model of CO -fixation network was not developed. Such model, in principle, 
can help to optimise functioning of the network by identifying feedback interactions 
and by determining optimal conditions. 
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Figure .  Topology of the CETCH cycle, including proofreading and cofactor regenerating 
enzymes. Reproduced from Schwander et al.[38] 
1.4 Synthetic biology with new functionalities  
The next step in understanding how actual biological systems work, synthetic 
biologists also explore new functionalities that can be achieved using standard 
biological components.  
The simple rules of DNA base pair interactions and predictability of its D and D 
structures gave rise to the field of DNA nanotechnology. This field encompasses DNA 
computing, DNA origami and nanomachines. Development of rules for creating 
nucleic acid junctions[40] gave rise to DNA origami,[41] enabling self-assembly of 
complex nanometer[41–43] and micrometer[44] scale structures. Dynamic DNA origami 
are known as DNA nanomachines, they usually have a new functionality, such as 
molecular transport,[45] cargo sorting,[46]  and dynamic scaffolds.[47] Inputs of DNA 
strands were also used to control the shape change in materials.[48] 
In parallel to these areas, a series of DNA circuits and DNA computers with 
enzymes[49–52], or enzyme-free[53,54] were developed. Next to fundamental knowledge, 
the field pursues possible applications in data storage[55] and disease diagnostics.[56] An 
interesting example of a strand displacement DNA circuit with reaction-diffusion 
processes was described by Chirieleison et al.[57] The circuit is embedded in a hydrogel 
and able to visualise the edge of an input pattern (Figure a). The circuit is organised 
as an incoherent-feed forward loop (Figure b), where input I is light irradiation, A – 
fast diffusing DNA strand, B and C are slow diffusing DNA strands. The difference in 
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diffusion rates of DNA strands is key to the observed functionality. Initially, the gel is 
homogenously filled with caged A (yellow), inactive B and C (grey) strands. Light 
irradiation ( ) simultaneously ) uncages A, producing active A (white), and ) turns 
inactive B into degraded B (purple), which is unable to react further. The uncaged A 
then diffuses into the area where input was absent ( ) and turns inactive B into active 
B (white). Active B in turn reacts with inactive C producing fluorescent C (white) at 
the boundary ( / ). Experimentally, the gel was irradiated via masks shown in Figure 
d, and the generated output patterns are shown in Figure e, where fluorescence is 
localised at the edge of the input shape.  The described approach is highly 
programmable and a total of  circuits were shown in the paper, which visualised 
different parts of an input pattern. It also demonstrates how macroscale morphologies 
are designed through molecular interactions. 
Figure .  (a) Definition of edge detection with a binary input. (b) Network motif description 
of the incoherent feed-forward loop. The input signal is denoted as I. The only fast-diffusing 
species (A) is denoted with a dashed circle. (c) Detailed mechanism of the incoherent feed-
forward loop. The input signal can turn caged A (yellow) into active A (white) and 
simultaneously turn inactive B (grey) into degraded B (purple), unable to be activated by A. 
Activated A can then diffuse (blue wave arrow) to the area where the input signal is absent ( ) 
and turn inactive B (grey) into active B (white). Active B can then combine with inactive C 
(grey) to form active C (white) near the /  boundary. Reproduced from Chirieleison et al.[57] 
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Another approach for building DNA-based reaction networks, named PEN DNA 
toolbox, is described by Rondelez and co-workers.[58,59] Here, formation of DNA strands 
is regulated by three enzymes Polymerase (Pol), Exonuclease (Exo), Nickase (Nick) 
(schematically shown in Figure a). The reaction network contains the enzymes and 
singles stranded DNA pieces α, αtoβ, pTα and a mixture of nucleoside phosphates 
(dNTPs). The strand αtoβ serves as a template for production of an output strand β, 
where α serves as a catalytic input. In the activation step, Pol extends α to produce αβ, 
which in turn is cut by Nick to produce two separate strands α and β. In the 
deactivation step, catalysed by a pseudo-template pTα, Pol adds short polynucleotide 
tail to the strand α, which prevents it from binding to the template αtoβ. All produced 
strands are dynamically depolymerised by Exo. This approach allows programming of 
chemical networks with complex dynamic behaviour, such as oscillations,[58] 
bistability,[60] and pattern formation.[61] It also can be used to control colloids by 
Figure .  (a) Main reactions of the PEN toolbox are activation, deactivation, and degradation 
are catalysed by three enzymes: polymerase, Pol; exonuclease, Exo; nickase, Nick. (b), (c) the 
PEN toolbox can be used to control the behaviour of colloidal particles by immobilising DNA 
strands onto agarose beads (b) and supplementing the solution with components of the 
network (c). (d) Colourized representation of the front propagation where colour represents 
the time of amplification for each particle. Reproduced from Gines et al.[62] 
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attaching DNA templates to agarose particles (Figure b) and mixing these particles 
with the enzymatic hardware (Figure c).  Figure d shows an example of such control, 
where a travelling wave is triggered by the molecular program of the network.[62] The 
wave is an example of communication between colloids and shows the potential of PEN 
DNA toolbox to program spatial interactions, potentially providing a route to 
dynamically self-shaping materials.  
The output of DNA based networks typically is a fluorescent molecule, making 
sensing and computing possible applications for the networks. However, coupling of a 
network output to catalytic activity of other molecules is limited. This issue was 
addressed by de Greef and co-workers[63], who implemented an additional translator 
module, that couples PEN DNA toolbox to production of DNA strands, which regulate 
enzymatic activity.  
1.5 Mathematical modelling – How do we 
model life? 
The complexity of biochemical reactions is daunting. In human cells there are more 
than  different proteins,[64] that function together to maintain the living state. 
The field of systems biology aims to provide a simple and abstract framework to 
understand this complexity.[65] Researchers have dissected biochemical networks into 
abstract architectures (motifs) and functions.[66–70] Basic network motifs were 
identified with emergent functions such as filters, pulse generators, ultra-sensitive 
elements, oscillators and more. Examples of network motifs are given in Figure a. In 
such motifs, there is no molecular information, just abstract interactions.  
The simplest motifs are negative and positive feedback. In biological systems, 
positive feedback is commonly associated with switch-like behaviour and bistability; 
negative feedback is often linked to noise resistance to perturbations. The regulation 
can be both direct (via expression of a transcription factor) and indirect (via several 
steps).  
Feed-forward loops (FFLs) are a common three-node motif.  In these loops, first 
node (X) regulates the downstream node Z via a short direct branch and a long branch 
(via node Y). Any of the interaction can be positive or negative. The loops are divided 
in two classes: coherent (both branches have the same sign of action) and incoherent 
(branches have different signs of action). A coherent FFL type  acts as a persistence 
detector in biochemical circuits, which differentiates duration of an input. In this loop, 
the terminal node Z acts as an AND logic gate, requiring stimulus from both X and Y. 
Upon a short input stimulation (Sx), activity of Y increases a bit, but not enough to 
activate Z. In case of a longer input, activity of Y increases significantly to activate Z, 
and the increased activity of Z is observed. Several other functionalities of simple 
motifs are summarised in  Figure c. 
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 Modelling of dynamics of motifs and networks can be done with a set of ordinary 
differential equations, following the rules of (bio)chemical kinetics. This approach 
guides synthetic biology, giving opportunity for rational design of new or altered 
synthetic biochemical circuits.[71,72] 
 
Figure .  (a) The most common motifs in the bacterial transcription factor network are positive 
and negative feedback loops and feedforward loops (FFL). (b) A type I coherent feedforward loop 
with an AND gate terminal node can show the behaviour of a persistence detector—it will only 
respond to a longer pulse of input. (c) Table showing examples of simple functional behaviours 
and network motifs that are often associated with them. Reproduced from Lim et al.[66] 
Even though network motifs have been identified within genetic networks, the 
universality of kinetic rules makes it possible to realise the motif behaviour and 
functionality in other types of reaction networks. For example, in chemical terms, 
positive feedback can be viewed as autocatalysis and negative feedback as inhibition 
(reversible and irreversible). Larger motifs can be further designed based on these basic 
interactions. 
One of the intriguing questions to ask if there is a basic motif of life, that could be 
modelled? A variety of artificial digital life models were studied, including Conway’s 
game of life[73] and many others.[74] These models do not intend to model biological life, 
but to observe how evolution arises in an environment completely different from 
nature.  
Full modelling of biological life is a significant challenge. A recent advance is a 
whole-cell model of M. genitalium reported by Karr el al.[75] Figure  gives an example 
of visualisation of this model, based on the later developed web-based software 
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WholeCellViz.[76] The model combines different biological mechanisms in a modular 
design. Each module, which represents a single process (metabolism, transcription, 
etc., total of ), is separately build, parametrised, and tested. The modules interact 
with each other in time and together describe the internal state of the cell. The 
information for the model was combined out of >  publications.  
 
Figure .  Visualisation of the whole-cell model of M. genitalium. Visualisations of (a) Predicted 
shape over the life cycle. (b) Fluxes in the metabolism. (c) Gene expression, (d) DNA replication. 
Reproduced from Lee et al.[76] 
The predictive power of the model was tested by comparing growth rates of in silico 
gene knockouts to experimental knockouts. In a set of  experiments, the model 
correctly predicted essentiality of  genes and gave correct estimates for growth rates 
of  strains. The discrepancies of the model and experiments were explored further. It 
was found that certain enzymes have cross catalytic functionalities, which were 
included in the updated model and resolved the discrepancies. Next to obtaining 
insights into biology of M. genitalium, this study provided a technology that is 
currently used to build whole-cell models of more complex organisms. 
Modelling efforts are also guiding experimental design of a minimal synthetic cell. 
Breuer et al. presented a model of the metabolism of the minimal synthetic organism 
JCVI-syn A.[77] The genome of JCVI-syn A is based on M. mycoides capri (same genus 
as M. genitalium), but doesn’t contain non-essential genes and was synthesised de 
novo. The comparison of proteomics data to the model yielded hypothesis on gene 
functions and provided suggestion for several further gene removals. However,  
essential genes of M. genitalium do not have a clear function in the model and motivate 
the search for new unknown biological mechanisms. 
Solving discrepancies between experiments and cell models is crucial to gain the 
full understanding of biological systems. The fully rational design of novel 
microorganisms and synthetic metabolisms will have a major impact on biotechnology 
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and medicine. Currently, main challenges associated with building large scale cell 
models are data curation, model validation, speed of computation, experimental 
interrogation, data visualisation.[78] Development of single cell and spatially resolved 
analyses, maintenance of curated databases, collaboration and community 
developments will enable whole-cell modelling to realise its potential.[78] 
1.6 Systems chemistry – What can we learn 
from living systems? 
The field of Systems Chemistry aims to mimic the functional behaviour of living 
systems by constructing complex molecular systems with well-defined dynamic 
properties.[79] Chemistry as a discipline is moving from a science focused on the 
synthesis and properties of individual molecules to studying complex systems of 
molecules and reactions.[80] Application of these inputs and nature’s design principles 
open up a lot of opportunities to build novel life-like materials and chemical systems.  
Topics that are studied> dissipative systems, replicators, dynamic supramolecular 
systems and reaction networks. 
Dissipative chemical systems. 
One of the studied class of systems are chemically fuelled dissipative self-
assemblies.[81,82] A biological example of dissipative self-assembly is reversible 
formation of actin filaments,[83] which is crucial for intracellular transport[84] and cell 
motility.[85] These filaments are formed by supramolecular polymerisation of actin 
monomers, which depends on ATP. The filaments itself hydrolyse ATP and 
disassemble. It creates an assembly-disassembly cycle, which depends on ATP as a fuel 
source.  
A variety of dissipative synthetic systems have been developed, which show 
transient formation of vesicles,[86] gels[87–89], colloids,[90,91] supramolecular polymers.[92] 
Boekhoven et al. showed transient self-assembly of synthetic molecules into fibres that 
form a gel.[89] The schematic of the systems is shown in Figure a. Here, the inactive 
building block with a free carboxylic group (blue) forms an ester (red) after addition of 
fuel (methylating reagent DMS), then methylated molecules self-assemble to fibres, 
which form the gel. The ester slowly hydrolyses, producing the original starting 
molecule, finishing one cycle. Figure b gives an example of how this reaction cycle 
fuels a liquid-gel-liquid transition. Lifetime and stiffness of the gel are affected by pH 
and concentration of fuel. Interestingly, on the microscopic level the dynamics of the 
supramolecular fibres is reminiscent of dynamics of microtubule (de)polymerisation 
in terms of nonlinear behaviour and dynamic instability. 




Figure .  (a) A chemically fuelled cycle, where fuel (methylating reagent DMS) converts the 
precursor with a free carboxylic group (blue) to an ester (red). The ester self-assembles to fibres, 
that form a gel. Conditions hydrolysis of the ester drives the systems back to the disassembled 
state. (b) State of the system shown in (a) at different time points: liquid ( .  h), gel (  h), liquid 
( ). (c)  Schematic representation of the dissipative self-assembly of vesicles. (d) Fluorescence 
intensity correlates with number of vesicles in the system, driven by the cycle shown in (c); 
addition of ATP as fuel is indicated by arrows.  Reproduced from Boekhoven et al.[89], Muñana et 
al.[93], Maiti et al.[86] 
In the system described by Maiti et al. transient formation of vesicles is fuelled by 
ATP. Figure c schematically shows the system, comprised of surfactant named 
C TACN·Zn and enzyme potato apyrase. The surfactant is only able to form vesicles 
in presence of ATP, but ATP is hydrolysed by apyrase to AMP that does not stabilise 
the vesicles. Upon addition of ATP as fuel, the system displays transient formation of 
vesicles. Figure d shows response of the systems to  pulses of fuel, where each 
consequent peak has a smaller intensity due to accumulations of waste products. In 
the study the vesicles were employed as nanoreactors to catalyse a nucleophilic 
substitution reaction. The reaction occurs in the membrane of the vesicles, thereby 
chemical reactivity is coupled to the transient state of the system. 
For many fuelled cycles accumulation of waste products poisons the system, 
limiting how many cycles can be repeated. Sorrenti et al. reported removal of waste 
from the system by using a membrane reactor.[92] Although, ideally one could imagine 
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that waste product can be not only removed, but also converted back to fuel or used 
differently. 
Chemical replicators. 
The study of minimal chemical replicators is aimed to understand principles of 
biological replication, origin of chirality and evolution.[94,95] A range of replicators was 
developed based on small molecules[96–100], oligonucleotides,[101,102] peptides[103–105] and 
vesicles.[106,107] Philp and co-workers extensively studied synthetic replicators based on 
the , -dipolar cycloaddition between nitrone and maleimide containing compounds. 
In the recent example, the replicator was used to drive a propagating reaction-diffusion 
front.[96] 
Dynamic supramolecular systems. 
Supramolecular chemistry mastered self-assembly of compounds based on non-
covalent interactions in equilibrium. In the latest years the field actively studies 
dynamic,[108] out-of-equilibrium self-assembly[109] and assembly of complex systems.[110] 
Recently, Pappas et al. developed dynamic peptide libraries for the discovery of 
supramolecular materials.[111] Properties of supramolecular materials based on 
peptides are strongly dependent on the sequence of amino acids. Completely rational 
selection of a sequence is challenging due to the vast number of possible combinations. 
In dynamic libraries, enzymatic catalysis drives continuous condensation, hydrolysis 
and exchange reactions, thereby allowing the system to ‘search’ for self-assembling 
structures. Dynamic peptide libraries crosslinked by enzymatic oxidation were shown 
to produce polymeric peptide pigments.[112] 
Reaction networks. 
Crucial for the field is the development of designed chemical reaction networks 
with emergent properties. A variety of enzymatic reaction networks has been reported 
with different functionalities such as oscillations,[113] autonomous movement of 
vesicles,[114] adaptive response,[115] and reversible coacervation[116].  
Recently, Hess and co-workers have described a two-enzyme network (Figure a), 
which triggers pattern formation in solution. The network consists of ) enzymes: 
glucose oxidase (GOx) and horseradish peroxidase (HRP); and ) corresponding 
substrates: glucose, , ′-azino-bis( -ethylbenzothiazoline- -sulfonic acid) (ABTS).  
Upon catalysis GOx switches between reduced (GOx-FADH ) and oxidised (GOx-FAD) 
states. GOx utilizes O  to oxidize glucose to glucono-δ -lactone and produces H O , 
which is then utilized by HRP to oxidize ABTS to produce coloured ABTS cation radical 
(ABTS+•). In turn, ABTS+• oxidises GOx-FADH  to GOx-FAD, thereby competing with 
O  for the enzyme. This substrate competition has key importance for the dynamics of 
the network, resulting in pulse-like behaviour in well-stirred conditions (Figure b). 
The network can be recharged with oxygen to produce multiple pulses (Figure c). 
Interestingly, the network triggers pattern formation in the thin layer of the solution 
(Figure d). 




Figure .  (a) Reaction network of the GOx–HRP cascade. The first two reactions consume 
oxygen to produce ABTS+•. The pathway for the reduction of ABTS+• is regulated by the 
dissolved oxygen level. As the oxygen is depleted, ABTS+• replaces oxygen as the primary 
substrate for GOx. (b) Pulses of ABTS+• generated by the network. (c) ‘Green bottle’ experiment, 
where pulse response in the network can be repeated after shaking the bottle and consecutively 
adding more oxygen to the solution. (d) The formation and evolution of spatiotemporal patterns. 
Significant progress has been made recently in the development of enzyme-free 
organic reaction networks. Semenov et al. described a bistable and oscillatory network 
that produces oscillations in the concentration of free thiols.[117] The reactions of the 
network (Figure a) can be divided into three classes: (i) trigger, (ii) amplification, 
(iii) exhaustion.  In the trigger step (i), ethanethiol is formed either through hydrolysis, 
or through aminolysis of an amino acid thioester. The ethanethiol formed initially is 
consumed in a fast reaction with maleimide, creating a delay in the oscillations. When 
all maleimide is depleted, excess of ethanethiol participates in the amplification step 
(ii), where mercaptoethyl amide is produced. Overall, in this step one thiol molecule 
produces two thiol-containing molecules, causing the observed autocatalytic 
amplification. In the last step, exhaustion (iii), all thiol containing species react with 
acrylamide, thereby decreasing the free thiol concentration. The reactions are 
performed in a continuously stirred tank reactor (CSTR), ensuring constant inflow of 
new reagents and outflow of products and unreacted reagents. The network in flow 
conditions shows bistability and oscillations (Figure b, c) with appropriate choice of 
concentrations. The study paves the way for understanding how small molecules could 
self-organise into complex networks, relevant for emergence of metabolism and early 
life. 




Figure .  (a) The reactions occurring in the oscillating network, divided into three step: (i) 
trigger, (ii) amplification, (iii) exhaustion. (b) Bistability in thiol concentration controlled by 
flow rate (space velocity). (c) Experimentally observed oscillations in concentration of thiols for 
different flow rates. Adapted from Whitesides and co-workers.[117,118] 





Figure .  Living systems as an inspiration for systems chemistry.  
It is clear that the complexity of biological systems arises from networks of chemical 
reactions. Reaction networks orchestrate, among others, metabolism, circadian 
rhythms, and cell division. Yet chemistry, as a discipline has not developed the tools to 
construct complex synthetic chemical systems. In my PhD research I started to close 
this gap in our knowledge by developing the tools to study and to design model 
systems.  
This thesis focuses on studying enzymatic reaction networks (ERNs) in the context 
of systems chemistry. Here, enzymes are wired in network motifs using small 
molecules – substrates and inhibitors. The choice for enzymes is motivated by the fact 
that the range of chemical transformations catalysed by enzymes is much more diverse 
than what can be expected in nucleic-acid-based networks, thus potentially allowing a 
broader range of possible applications in, for example, materials science or sensing. Of 
course, an initial hurdle is the fact that nucleic-acid-based networks are eminently 
programmable, and make use of a small, well-defined set of chemical transformations, 
and enzymatic reaction networks will need to overcome these challenges in 
programmability and find ways to create scalable networks based on well-defined 
chemical conversions. 
I explore two directions: ) the study of dynamics of an oscillating enzymatic 
reaction network in Chapters  and , and ) engineering of novel reaction networks 
in Chapters  and . 
In Chapter  I introduced a phototriggered inhibitor as an external control node to 
the oscillating reaction network based on the enzyme trypsin. The inhibitor is used to 
tailor the temporal response of the network. In particular, we used timed irradiation of 
the inhibitor to entrain, synchronise oscillators and to study dynamics by 
perturbations. 
Chapter  continues to explore the dynamics of the trypsin oscillator using the 
photoinhibitor as a tool to perturb the system. I performed a detailed computational 
analysis and identified that a different magnitude of a perturbation triggers two 
distinctive responses: obtaining sustained oscillations and causing the loss of the 
amplitude. We rationalise our findings based on non-linear dynamics and identify that 
non-essential side reactions crucially tailor the observed behaviour. 
Chapter 1   
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 Chapter  introduces a new approach to construct small ERNs based on reversible 
and cleavable inhibitors. We show how to design auto-activation topologies producing 
sigmoidal responses in enzymatic activity, and explored several small networks based 
on this approach. 
In chapter  I propose the design of an ERN capable of maintaining acid-base 
homeostasis in open conditions. I modelled the response of the network based on rate 
constants available in the literature and performed several preliminary experiments. 
Lastly, in chapter  I give a broad perspective on possible future directions in the 
development of enzymatic reaction networks.
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CHAPTER 2  
Photochemical Control Over Oscillations in 
Chemical Reaction Networks 
Systems chemistry aims to emulate the functional behaviour observed in living 
systems by constructing chemical reaction networks (CRNs) with well-defined 
dynamic properties. Future expansion of the complexity of these systems would require 
external control to tune behaviour and temporal organization of such CRNs. In this 
chapter, we design and implement a photoswitchable probe, which upon irradiation 
adds an additional negative feedback loop of a CRN that produces oscillations of 
trypsin under out-of-equilibrium conditions. By changing the timing and duration of 
irradiation, we gain external control over the temporal response of the network. 
 
Part of this chapter have been published in: A. A. Pogodaev, A. S. Y. Wong, W. T. S. 
Huck, J. Am. Chem. Soc. , , – . 
  




A discipline of ‘systems chemistry’ is developing, which aims to capture the 
complexity observed in natural systems within a synthetic chemical framework.[1–3] In 
recent years, significant progress has been made, including the design of oscillating 
reaction networks,[ , ] the formation of transient gels[ ] and vesicles[ ], self-replicating 
systems,[ , ] DNA-based controllers and oscillators,[ , ] self-organizing ensembles of 
nanoparticles,[ ] and catalytic reactions with chemo-mechanical feedback.[ ] A major 
challenge for systems chemistry is to translate the design principles of living systems, 
based on feedback loops and reaction networks, into functional synthetic equivalents. 
Huck group recently reported an oscillating out-of-equilibrium CRN based on the 
proteolytic enzyme trypsin.[ , ] Figure . a gives a schematic topology of the CRN and 
an overview of the processes that dominate during different stages of the oscillation. 
The network consists of one positive feedback loop (the autocatalytic production of 
enzyme trypsin (Tr) from trypsinogen (Tg)) and one negative feedback loop. The 
negative feedback loop starts with the activation of a pro-inhibitor (Pro-I), by Tr, into 
an intermediate inhibitor that produces active inhibitor of Tr by the action of the 
enzyme aminopeptidase (Ap). The two-step negative feedback loop produces a delay 
in Tr inhibition, which is a key requirement for producing oscillations in flow 
conditions.[ ]  
Figure .  (a) Schematic representation of the out-of-equilibrium system and the key processes 
during oscillations, (b) Details of the original network (light blue box) and the photochemical 
control node (orange box), (c) Schematic representation of usage on the introduced control node 
to induce delay, entrainment, synchronization and to study dynamics. 
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We can tailor the system-level properties of these networks (i.e., robustness and 
resilience of the functional output) by changing the precise structure of the small 
molecules.[ ] However, incorporation of simple designs into more complex out-of-
equilibrium networks will make it ever more difficult to ensure that each reaction in 
the network has a suitable reaction rate. Thus, we will require a method to regulate 
individual rates in the network, without disrupting others.  
In chemical systems, light is an attractive external control element, as it can 
selectively and rapidly change reactions rates (in contrast to changes in concentration, 
solvent quality, or temperature). Research on the well-known BZ (Belousov-
Zhabotinsky) system has shown that light can be used to alter frequency and phase of 
the oscillations[ ] and induce formation of specific patterns.[ ]  
In this chapter, we demonstrate photochemical regulation of an oscillating 
enzymatic reaction network. In our design, the concentration of active trypsin (Tr) is 
expected to fully control the output of the network. In order to change the level of 
active [Tr] instantaneously, external control is obtained via a photolabile inhibitor 
(Figure . b). Upon irradiation with light at  nm, active inhibitor concentration is 
increased, strengthening the final step in the negative feedback. Figure . c 
schematically shows usage of the newly introduced control node that we discuss in this 
chapter, such as introducing a delay in oscillations, a tool to perturb the system, a tool 
to entrain and synchronize the oscillating system(s). 
2.2 Results and discussion 
 Synthesis and kinetic studies of the photolabile 
inhibitor 
The photolabile inhibitor (Photo-I) consists of an inhibitor moiety coupled to a 
well-known methyl- -nitroveratryloxycarbonyl (MeNVOC) photoprotection 
group[ , ] further functionalized with poly ethylene glycol tails (PEG) to increase 
water solubility. The synthesis of Photo-I was completed in five steps (see Scheme ) 
full details and characterization can be found in the experimental section.  
 
Scheme .  Synthesis of photolabile inhibitor (Photo-I) in five steps. 
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For the photocleavage reaction of Photo-I in agreement we assumed the reaction 
depicted in Scheme  in agreement  with the literature on nitrobenzyl-based protection 
groups.[ ] The actual mechanism of the cleavage is fairly complex and depends on 
































Scheme .  Photocleavage reaction of Photo-I. 
Next, we studied photophysical properties of Photo-I depending on the irradiation 
time. Figure . a, b displays acquired spectra. By monitoring absorbance at  nm 
(Figure . c) which increases for the first  s and then decreases for almost  min 
we concluded that several processes are happening upon irradiation, which can include 
formation of different by-products of the cleaved nitrosoketone moiety. To simplify the 
determination of the photocleavage rate constant we decided to perform an indirect 
method for the determination of an apparent rate constant in an enzymatic assay as 
Figure .  (a) Selected UV-vis spectra at ,  sec, and  min irradiation time, (b) All acquired 
UV-vis spectra, (c) absorbance intensity at  nm over time. 
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described in the experimental section. We found a cleavage rate constant of  h- . In 
comparison to the typical time scales of our oscillations (periods ~ - h), active 
inhibitor formation from the Photo-I can be considered an instantaneous process. 
Furthermore, the inhibition by the uncleaved photolabile inhibitor (𝑘 = .  mM-
 h- ) is roughly  times slower in comparison with inhibition by active inhibitor 
(𝑘 = .  mM-  h- ). The apparent inhibition rate constant of the uncleaved photo-
inhibitor is similar to other background inhibition reactions in the network and can 
therefore be treated as a background reaction. See experimental section for full details 
on kinetic and spectral properties of Photo-I, including the photo-cleavage rate, 
background inhibition, background hydrolysis of the sulfonyl fluoride group. 
 Simulations of the kinetics of the network 
Simulations are required to establish the starting concentrations of Tg, Tr, and 
small molecules, as well as suitable flow rates and the importance of timing of 
irradiation. Therefore, we added the kinetic parameters of the photochemical 
production of inhibitor to the set of differential equations in MATLAB that we 
previously used to simulate the dynamics of the network.[ ] We simulated the response 
of the system to different concentrations of the Photo-I, as well as the duration and the 
precise timing of the irradiation. Figure . a shows the simulated response of the 
network upon three min. irradiation pulses at different phases (denoted here in radians 
from  to π) of the oscillation. We note that only upon irradiation during the rise in 
Tr concentration (around . π; Figure . a – iv), do we see a marked damping of the 
amplitude followed by a slow recovery in the oscillations. In all other cases the effect 
of a short pulse is quite similar and results mostly in a small delay. A closer look at 
irradiation around . π (Figure . b) shows that the system is rather sensitive to the 
precise timing of irradiation, as the sustained oscillations recover differently from 
perturbations at . π and . π.  
Figure .  Modelling of a short single irradiation pulse (a) Irradiation for  min. at different 
phases of oscillations: , . π, π, . π, solid lines depict simulations with irradiation and 
dashed grey lines without irradiation, orange stars indicate a timepoint of irradiation. (b) Zoom 
with irradiations at . π and . π for different times. The conditions used for simulations: 
[Tg] =  µM, [Pro-I] = .  mM, [Ap] = .  U/ml, [Photo-I] =  µM, [Tr] = .  µM, kf= .  h- .
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 Initial flow experiments 
First, we carried out a preliminary test of the photochemical switching of the 
inhibitor in the full network. The full network was studied experimentally in a flow 
reactor fed by four different syringes with Tg, Tr, Ap, combined ProInh and Photo-I. A 
computer-controlled circuit with three LEDs placed around the flow reactor was used 
to control length and timing of irradiations. The outflow of the reactor was coupled to 
a microfluidic chip that served as an online detection system where active [Tr] was 
quantified in flow by a fluorogenic assay based on benzoyl-L-arginine- -amido- -
methylcoumarin. 
As shown in Figure . a, the network shows sustained oscillations without UV 
exposure, and complete inhibition of Tr during continuous irradiation of the flow 
reactor. 
Next, we confirmed the effect observed in simulations by performing two 
experiments with exactly the same starting conditions and irradiated for one minute 
at different phases of oscillation. Figure . b shows an overlay of two irradiated 
experiments in comparison with non-irradiated oscillations. Although there are some 
fluctuations in the amplitude, we observed that irradiating the reactor during the 
initial rise in trypsin concentration, yielded a stronger perturbation, and a similar slow 
recovery of the amplitude as observed in the simulations shown in Figure . b. 
Figure .  (a) Flow experiment performed with constant irradiation from  h to  h (b) 
Dependency on time of irradiation. Three separate experiments performed with identical 
starting conditions, namely .  mM Pro-I, .  mM Photo-I, .  U/mL Ap, kf = .  h– . 
Irradiation pulse was  min. The orange stars depict time of irradiation. 
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Qualitatively, the phase dependence can be explained by considering the amount of 
active Tr present in the system (see also Figure . a). When no active Tr is present, the 
formation of additional inhibitor will not have much impact. Similarly, when the 
oscillation is past its peak, the negative feedback loop has already started to 
outcompete the autocatalytic production of Tr, and hence the impact of additional 
inhibitor will be small. Therefore, the perturbation of the system will be largest during 
the (initial) rise in [Tr] (i.e., during the start of the autocatalytic positive feedback loop). 
However, a detailed, experimental study into the underlying mechanisms of the 
sensitivity of the system to the precise timing of irradiation is beyond the scope of this 
work. 
 Entrainments of the oscillations 
We further studied the effect of irradiation on a network that operated outside the 
regime of sustained oscillations. External pulsing with light might ‘rescue’ the 
functionality of the system. For example, it is possible to entrain the system that is in 
a regime of damped oscillations, by a series of irradiation pulses, to produce a forced 
oscillating system 
We have studied the effect of a sequence of light pulses on the trypsin oscillator in 
the model. Results are depicted in Figure . , where in each subgraph the top plot 
Figure .  Effect of series of light pulses on the trypsin oscillator. Time traces of Trypsin (green 
lines) and Inhibitor (red lines) are plotted. Five consecutive irradiations are performed at (a) 
maxima of Inh peaks, (b) maxima of Tr peaks, (c) each  h, (d) each  h, (e) each  h. The 
conditions used for simulations: [Tg] =  µM, [Pro-I] = .  mM, [Ap] = .  U/ml, [Photo-
I] =  µM, [Tr] = .  µM, kf= .  h- , single irradiation pulse is min. 
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corresponds to oscillations of Tr and the bottom plot corresponds to Inh oscillations 
(which are shifted by . π phase).  The effective entrainment can be observed in case 
of irradiation during the rise in Inh concentration, with the most effective entrainment 
leading to oscillations with the largest amplitude upon irradiation at the maxima of 
Inh peaks (Figure . a). In the meantime, irradiation during the decline of Inh 
concentration is counterproductive to entrainment (Figure . c), because it disrupts 
timing between positive and negative feedback loops. We note that to get oscillations 
with the same amplitude it is necessary to irradiate at the same phase of oscillations 
(Figure . a, b). In case of irradiation at fixed time intervals (Figure . c-e) the 
oscillations during irradiation have a changing amplitude. 
Next, we performed an experiment with irradiation of damped oscillations as shown 
in Figure . , where there is insufficient active inhibitor to bring [Tr] back to baseline 
levels, leading to a steady state [Tr] of ~ .  µM. Upon each irradiation, the additional 
active inhibitor lowers the active [Tr] to baseline levels, and subsequently the 
autocatalytic, positive feedback loop restarts. Remarkably, even after the irradiation 
pulses have terminated, the system is able to oscillate for some time more, before 
eventually reaching a damped state.  
 Synchronization of two oscillators 
Above, we have demonstrated how we can use light to modulate the output of the 
network. As explained in the introduction, future work will show the integration of 
multiple networks. To demonstrate how light-induced inhibition of Tr can be used in 
a control systems engineering approach in coupled reaction networks, we ran two 
oscillating networks (containing Photo-I) in separate reactors and then combined the 
outflow of the reactors in a Y-junction prior to analysing the functional output of the 
combined set (Figure . a). In Figure . b, we started the two oscillating reactions with 
a delay of  hours, leading to a significant phase difference between the two reactors. 
The first part of Figure . b shows the oscillations of both reactors combined, and one 
Figure .  Demonstration of entrainment of oscillations. Experiment showing entrainment of 
damped oscillations by a series of  min irradiations at the position indicated by an orange star 
and line. 
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can clearly distinguish peaks from both oscillating reactors (reactor started first 
depicted as the solid blue line and second reactor as the dashed red line). However, by 
irradiating both reactors for  min, we flood both networks with active inhibitor and 
thus bring the system back to a state where the concentration of active Tr is minimal. 
Subsequently, both reactors ‘restart’ with the positive feedback loop initiating the cycle, 
synchronizing the two reactors, and producing a single oscillation in the combined 
output. 
 Conclusion 
In summary, we have shown how a light-induced local perturbation of the network 
(i.e., we only affect concentration of a single component) can be used to gain external 
control over its out-of-equilibrium function. Experimental realization of the 
photochemical control over the phase and amplitude of the oscillations shows strong 
similarity with simulations. As a first demonstration, we have shown how we can 
synchronize multiple oscillators; a useful feature for more integrated systems, where 
the timing of different modules needs to be controlled. Our concept is general, and we 
envision applications to other CRNs, whether they are based on small molecules , 
synthetic gene networks , or DNA PEN toolbox . We have also observed subtle 
changes in the response of the network to short exposures to light at different phases 
of the oscillation. These results indicate that Photo-I can be used as a probe. to study 
the dynamics of the network (robustness, resilience) and we investigate these 
properties in Chapter . 
Figure .  Phasing of two coupled oscillators. (a) schematic representation of the experimental 
setup, (b) phasing of two oscillators by simultaneous irradiation of both reactor for  min. 




We wish to thank Max Berkers for efforts in synthesis, S. G. J. Postma and P.A. 
Korevaar for their comments and help in the preparation of the manuscript. 
2.3 Supplementary details 
Materials: All chemicals and reagents were used as received from commercial 
suppliers (e.g., Acros, Sigma Aldrich, Ellsworth, Life Technologies) without any further 
treatment unless stated otherwise. Trypsinogen and trypsin (from bovine pancreas) 
were purchased from Sigma Aldrich, while aminopeptidase N (EC: . . . ) was 
received from Novabiochem.  
Instrumentation: Nuclear Magnetic Resonance (NMR) spectra were measured on 
a Varian INOVA A-  spectrometer at  MHz for H or on a Bruker-AVANCE III 
 spectrometer at  MHz for H, .  MHz for C( H). The chemical shifts for H 
and C are given in parts per million (ppm) relative to TMS and calibrated using a 
residual peak of the solvent; : .  for (CD ) SO, : .  for CD OD and : .  for 
D O in H NMR and : .  for CD OD in C NMR. Multiplets are reported as s 
(singlet), d (doublet), dd (double doublet), t (triplet), q (quartet) and m (multiplet). 
Coupling constants are reported as J as value in Hertz (Hz). The number of protons (n) 
for a given resonance is indicated as nH and is based on the spectral integration values. 
Mass spectra were obtained from Thermo Scientific™ LCQ Fleet™ ion trap mass 
spectrometer with Gemini-NX C  A  x .  mm column and JEOL Accurate Time 
of Flight (ToF) instruments, both using linear ion trap electrospray ionization (ESI). 
The masses-to-charge ratio is given in Daltons (Da). Preparative-HPLC was performed 
on a Shimadzu with a Phenomenex® Gemini-NX u C  A reversed-phase column 
(  x .  mm). Cetoni® neMESYS, .  gear high-precision pumps were used for CSTR 
experiments, of which the outflow was collected either collected with a Bio-Rad  
fraction collector or imaged on an Olympus IX  inverted microscope. Kinetic 
measurements for rate constant determination or analyses on the collected outflow 
were performed on a Perkin Elmer LS  fluorescence spectrometer. Aminopeptidase 
activity was measured, and  U was defined as  µmol of L-leucine-p-nitroanilide being 
converted within  minute at pH .  at  °C. UV lamp was lab-made and based on 
Arduino Mega  controller with VAOL- EUV T  UV LED from Mouser, intensity 
of the lamp at nm was equal to  mW/cm . 
 Synthesis and characterization 
Synthesis of the photolabile inhibitor ( ) was completed in five steps from 
commercially available , -methylenedioxy- -nitroacetophenone as a starting 
material. Synthetic procedures for  and  were adapted from literature.[ , ] 




Scheme .  Synthetic procedure used to obtain photolabile inhibitor ( ). 















AlCl  ( .  g) was added on ice to  mL of , -dichloroethane under N  atmosphere. 
Afterwards, a solution of , -methylenedioxy- -nitroacetophenone ( .  g, .  
mmol) in  mL , -dichloroethane was added dropwise to the AlCl  solution. The 
mixture was stirred for .  hours at °C. Concentrated HBr solution ( %,  mL) was 
added to the mixture and stirred for . h under N  atmosphere. The product was 
extracted with diethyl ether, dried over Na SO  and filtered. The solvent was 
evaporated to yield , -dihydroxy- -nitroacetophenone as a green-yellow solid.  
Yield: % ( .  g, .  mmol)  
H NMR (  MHz, DMSO-d ): δ .  (s, H, OH- ), .  (s, H, OH- ), .  (s, 
H, Ar CH- ), .  (s, H, Ar CH- ), .  (s, H, CH - ). 
C NMR (  MHz, DMSO-d ) δ .  (C- ), .  (C- ), .  (C- ), .  (C-
), .  (C- ), .  (C- ), .  (C- ), .  (C- ). 
HRMS-ESI (Da): m/z observed .  C H NO Na+ [M+Na]+; m/z calculated 
.  for [M+Na]+. 
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-( , -bis( -( -( -methoxyethoxy)ethoxy)ethoxy)- -nitrophenyl)ethanone 
( ) 
 
Compound  ( .  g, .  mmol,  eq.) was mixed with tri(ethylene 
glycol)monomethyl ether tosylate ( .  g, .  mmol, .  eq) and dissolved in  mL 
dry DMF, after which anhydrous Na CO  ( .  g, .  mmol, .  eq) was added. The 
mixture was kept under an argon atmosphere in an oil bath and stirred overnight at 
°C. The mixture was subsequently diluted with water (  mL) and extracted with 
EtOAc. The organic layer was washed with a saturated solution of Na CO  ( x), water 
( x), and brine ( x). The mixture was dried over Na SO  and filtered. The solid residue 
was washed with a small volume of EtOAc. Finally, the solvent was evaporated in vacuo 
to yield the product as a dark yellow oil.  
Yield: % ( .  g, .  mmol) 
H NMR (  MHz, Chloroform-d) δ .  (s, H, Ar H- ), .  (s, H, Ar H- ), .  
(t, J= .  Hz, H, CH - , ), .  (m, H, CH - , ), . - . (m, H, CH - , , , 
,  , , ), .  (s, H, CH - ), .  (s, H, CH - ), .  (s, H, CH - ). 
C NMR (  MHz, Chloroform-d): δ .  (C- ), .  (C- ), .  (C- ), 
.  (C- ), .  (C- ), .  (C- ), .  (C- ), [ . , . , . - .  ( s 
overlap), . , . , . , . , . , . , . , . ] (C- , , , , , , 
, , , , , ), .  (C- , ), .  (C- ). 
HRMS-ESI (Da): m/z observed: .  C H NO + [M+H]+, .  for 
C H NO Na+ [M+Na]+ ; m/z calculated .  for [M+H]+ and .  for 
[M+Na]+. 
 
-( , -bis( -( -( -methoxyethoxy)ethoxy)ethoxy)- -nitrophenyl)ethanol ( ) 
 
Compound  ( .  g, .  mmol,  eq.) was dissolved in methanol (  mL) and added 
to a solution of NaBH  ( .  g, .  mmol, .  eq.) in methanol (  mL) and stirred 
for h. The reaction was quenched with H O and extracted with EtOAc ( x mL). The 
combined organic layer was washed with a solution of Na CO  ( x), and brine ( x). The 
 Photochemical Control Over Oscillations in Chemical Reaction Networks 
37 
 
mixture was then dried over Na SO , filtered, and concentrated under reduced 
pressure to yield the product as a viscous yellow liquid. 
Yield: % ( .  g, .  mmol) 
H NMR (  MHz, Chloroform-d) δ .  (s, H, Ar H- ), .  (s, H, Ar H- ), .  
(q, J = .  Hz, H CH- ),  .  (m, H CH - ), .  (dd, J = . , .  Hz, H, CH - ), 
.  (m, H, CH - , ), . - .  (m, H, CH - , , , , , , , ), .  (s, 
H, CH - ), .  (s, H, CH - ), .  (d, J = .  Hz, CH - ). 
C NMR (  MHz, Chloroform-d): δ .  (C- ), .  (C- ), .  (C- ), .  
(C- ), .  (C- ), .  (C- ), [ . , . , . , . , . , . , . , . , 
. , . , . ] (C- , , , , , , , , , , , ), .  (C- ), [ . , 
. ] (C- , ), .  (C- ). 
HRMS-ESI (Da): m/z observed: .  for C H NO Na+ [M+Na]+; m/z 
calculated .  for [M+Na]+. 
 
-( , - bis( -( -( -methoxyethoxy)ethoxy)ethoxy)- -nitrophenyl)ethyl -
(fluorosulfonyl)phenethylcarbamate (Photo-I) ( ) 
 
Compound  ( .  g, .  mmol,  eq.) was dissolved in  mL anhydrous THF and 
mixed with  mL phosgene solution ( %) in toluene under N  atmosphere. The 
reaction was left to proceed overnight after which the solution was concentrated in 
vacuo resulting in compound , which was used in the next step without further 
purification.  Conversion of  to chloroformate of  was assessed only by LCQMS-ESI: 
m/z observed: . ( %), .  ( %) for C H NO ClNa+ [M+Na]+ ; m/z 
calculated .  ( %), .  ( . %) for [M+Na]+ . 
Subsequently, a solution of DIPEA (  mg, .  mmol,  eq.) and AEBSF 
hydrochloride (  mg, .  mmol, .  eq.) dissolved in .  mL DMF was added 
dropwise to the reaction mixture that was cooled with an ice bath. After  minutes, 
the ice bath was removed, and the reaction was allowed to proceed overnight. The 
reaction was quenched with .  M HCl solution until pH = . The mixture was 
transferred to an amber separation funnel where the organic layer was washed with 
diluted (~ .  M) HCl solution and brine, after which the organic phase was dried over 
Na SO  and evaporated in vacuo. 
The product was purified by preparative HPLC with C  reversed-phase column 
using a gradient elution (CH CN/H O) at constant flow rate of  mL/min. Gradient 
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program:  min at % CH CN, - min gradient from % to %, -  min – gradient 
from % to %, -  min – stable at %, -  min – gradient from % to 
%, -  min – stable at %. Retention time of the product is .  min. The pure 
fractions were combined, frozen, and lyophilized to afford the pure product. 
The structure and purity of the product was assessed by H, C NMR (Figure S . . ), 
HRMS-ESI, and analytical HPLC (Figure S . . ). Purity from HPLC – %. 
Yield (calculated from ): % ( .  mg,  µmol) 
H NMR (  MHz, Acetonitrile-d ): δ . (d, J = .  Hz, H, ArH- , ), .  (s, 
H, ArH- ), .  (d, J = .  Hz, H, ArH- , ), .  (s, H, ArH- ), .  (q, J = .  Hz, 
H, CH- ), .  (t, J = .  Hz, H, NH- ), . , (m, H, CH - ), . , (m, H, CH -
), .  (m, H, CH - , ), . - .  ( m, H, CH - , , , , , , , ), .  
(m, H, CH - ), .  (s, H, CH - ), .  (s, H, CH - ), .  (t, J = .  Hz, H, 
CH - ), .  (d, J = .  Hz, H, CH - ). 
C NMR (  MHz, Acetonitrile-d ): 
δ .  (C- ), .  (C- ), .  (C- ), .  (C- ), .  (C- ), .  (C- ), 
.  (C- , ), .  (d, J= .  Hz, C- ), .  (C- , ), .  (C- ), .  
(C- ), [ . , . , . , . , . , . , . , . , . , . , . , . ], 
(C- , , , , , , , , , , , ), .  (C- ), .  (C- , ), .  (C-
), .  (C- ), .  (C- ). 
HRMS-ESI (Da): m/z observed: .  for C H N O FSNa+ [M+Na]+ ; m/z 
calculated .  for  [M+Na]+ .  
Figure .  H (top) and C (bottom) NMR spectra of the compound  
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 Methods and calibration for kinetic studies 
We followed the reactions in the assays containing trypsin by quenching aliquots 
(  L) of the reaction mixture in a solution of KHSO  ( .  M,  L). For the 
measurement of trypsin activity, disposable cuvettes (path length .  cm) were filled 
with  mL of the fluorogenic substrate bis-(Cbz-L-Isoleucyl-L-Prolyl-L-Arginine 
Amide)-Rhodamine  ( .  µM in  mM Tris buffer, pH . ). To this solution, -  
µL of the quenched reaction mixture was added. Trypsin activity was instantaneously 
recovered by changing the pH back to . . After mixing, conversion of the fluorogenic 
substrate was monitored at ex=  nm and em =  nm for  seconds with a time 
interval of .  seconds using a Perkin Elmer LS  fluorescence spectrometer. Trypsin 
concentration was calculated according to change in conversion of the substrate at 
 °C (a.u. s- ), compared to a calibration curve. 
 UV-vis studies of the photocleavage reaction 
For measurements a  µM solution of Photo-I was prepared in  mM Tris buffer 
(pH . , mM CaCl ). The sample was irradiated ( nm,  mW/cm ) for selected 
time intervals and absorbance was measured by UV-vis spectroscopy. Figure S . a, b 
displays acquired spectra. By monitoring absorbance at  nm (Figure S . c) which 
increases for the first  s and then decreases for almost  min we conclude that 
several processes are happening upon irradiation, which can include formation of 
different by-products of the cleaved nitrosoketone moiety. To simplify the 
determination of the photocleavage rate constant we decided to perform an indirect 
method for the determination of an apparent rate constant described below.  
 Apparent rate constant determination by Tr assay 
To determine the apparent rate constant of photocleavage we have used an indirect 
method in which Tr activity is monitored after different irradiation times.  µM 
Figure .  Purity assessment of the compound  by analytical HPLC. 
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Photo-I was mixed with  µM Tr in Tris buffer. The solution was irradiated for selected 
time intervals. After each irradiation interval an aliquot was taken from the solution 
and allowed to stand in an eppendorf tube for  hours to ensure complete binding of 
the released inhibitor to Tr. After  hours Tr activity was measured by fluorogenic assay. 
Thus, the amount of released inhibitor through photocleavage was correlated to a 
decrease in Tr activity. Experimental data were fitted in COPASI taking hydrolysis and 
background inhibition into account. Importantly, the decrease in Tr activity is equal to 
the amount of inhibitor released. The fact that active Tr concentration dropped to  
µM ( % of the original concentration) indicates that release of AEBSF is clean.  
 
Figure .  Measured activity of Tr (red crosses) and fit (red solid line) for determination of 
apparent cleavage constant. 
From the fit the determined rate constant was . ± .  min-  ( ±  h- ). We note 
however, that due to different setup used for flow experiments and kinetic 
measurements, the rate constant may be slightly different due to different light 
absorbance of PDMS and quartz, so the determined rate constant gives an order of 
magnitude rather than an exact number. 
 Background inhibition 
For background inhibition of trypsin caused by newly introduced Photo-I we 
assumed a bimolecular reaction mechanism between these two species: 
𝑇𝑟 +  𝑃ℎ𝑜𝑡𝑜˗𝐼 → 𝑇𝑟˗𝑃ℎ𝑜𝑡𝑜˗𝐼 
For measurements,  µM Tr was mixed with  µM Photo-I in  mM Tris buffer 
(pH . , mM CaCl ) and Tr activity over time was analysed by the standard 
fluorogenic assay. Figure . a displays measured Tr activity over time. Based on the 
initial concentrations the model was fitted by exponential decay: 








𝑒 .  .([ ˗ ] [ ] )  
To calculate the rate constant we plotted the data as ([𝑇𝑟])/([𝑇𝑟] + [𝑃𝑃𝐺˗𝐼𝑛ℎ]0 −
[𝑇𝑟]0 ) over time (Figure . b). 
 
Figure .  (a) – Measured Tr activity upon background inhibiton caused by Photo-I, (b) fit of 
the data 
Where 𝑘 .  .([𝑃𝑃𝐺˗𝐼𝑛ℎ] − [𝑇𝑟] ) = 𝑏  and from that 𝑘 .  . = (1.4 ±
0.3) ℎ 𝑚𝑀   
Table  compares inhibition of Tr by different inhibition species, where rate for 
inhibitor, int. inhibitor and proinhibitor were taken from the previous publication. As 
it shows the value of background inhibition by the photoinhibitor is comparable to the 
values of int. inhibitor and proinhibitor and allows to use photoinhibitor in the system.  
Table .  Comparison of Tr inhibition by different species 
Compound Inhibition rate constant (mM-1 h-1) 
Inhibitor (AEBSF) 𝑘  52.7 ± 0.3 
Intermediate inhibitor (H-Gln-Inh) 𝑘  1.00 ± 0.02 
Proinhibitor (Ac-Lys(Me)-Gln-AEBSF) 𝑘  1.34 ± 0.16 
Photoinhibitor 𝑘  1.4 ± 0.3 
 
 Tr stability during UV irradiation 
Our choice of nm wavelength for photocleavage was based on the fact that this 
wavelength allows to cleave Photo-I without damaging Tr by UV light.[ ] For 
measurements µM Tr solution in  mM Tris buffer (pH . , mM CaCl ) was 
irradiated for selected time intervals, after each irradiation a  µl aliquot was 
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quenched in  µl . M KHSO  and later Tr activity was analysed by the standard 
fluorescence assay. 
 
Figure .  Tr stability upon UV irradiation. 
 Hydrolysis of Photo-I 
Hydrolysis of the sulfonyl fluoride group of PhotoI was measured by NMR in 
deuterated buffer ( mM Tris, mM CaCl , pD . , with % CD CN). For the 
measurement a pseudo D kinetic NMR experiment was employed (  scans each  
min).  The reaction was treated as a first order reaction due to excess of water.  
𝑃ℎ𝑜𝑡𝑜𝐼 → 𝑃ℎ𝑜𝑡𝑜𝐼˗𝑂𝐻 
The Figure .  shows the ratio [PhotoI]/[PhotoI]  and intercept of the fitted line 
gives the rate constant equal to .  h- . The Table  compares hydrolysis rates of 
the different sulfonyl-fluorides present in the system. 
 
Figure .  Hydrolysis of PhotoI. 
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Table 2.2 Comparison of hydrolysis of the different sulfonyl fluorides. 
Compound Hydrolysis rate (h-1) 
Inhibitor (AEBSF) 𝑘  0.034 ± 0.005 
Intermediate inhibitor (H-Gln-Inh) k  0.0360 ± 0.0007 
Proinhibitor (Ac-Lys(Me)-Gln-AEBSF) 𝑘  0.180 ± 0.004 
Photoinhibitor 𝑘  0.0075± 0.0003 
 Mathematical modelling 
At the core of all our simulations, trajectories of the individual species are 
calculated by numerical integration from an initial state of the system. The 
mathematical model based on mass action kinetics describes the network as a set of 
Ordinary Differential Equations (ODEs) and was previously reported (see reference  
of the main text). Based on this backbone we implemented the external negative 
feedback in the model by introducing a new ODE with photocleavage of Photo-I and 
adapting the ODE for Tr and inhibitor to include influence of irradiation (see 
highlighted parts in the set of ODEs below). 
Individual reaction Mechanism 
Positive feedback  
(r1) Trypsin autocatalysis: Tr + Tg
  
⎯   [TrTg]
  
⎯⎯   2 Tr  
Negative feedback   
(r2) Pro inhibitor activation: 
Tr +   I 
 
 [Tr-  I] ⎯   Tr +   I  




  [Ap- I]
  
⎯⎯  Ap + I  




→  Tr-I  
 
External negative feedback  
 Photocleavage of PhotoI Photo-I
  
⎯⎯⎯  I + Photo 
Side reactions   
(r5) Trypsin inhibition by intermediate 
inhibitor: 
Tr +  I
 
→ Tr- I  
(r6) Trypsin inhibition by pro inhibitor: Tr +   I
 
→  Tr-  I  
(r7) Hydrolysis of active inhibitor: I
 
→   I-OH  
(r8) Hydrolysis of intermediate inhibitor:  I 
 
→  I-OH  
(r9) Hydrolysis of pro inhibitor:   I
 
→   I-OH  
(r10) Hydrolysis of photoinhibitor: Photo-I
 
→ Photo-I-OH 
(r11) Trypsinogen auto autocatalysis: 2 Tg
  
⎯⎯  Tg + Tr  





⎯⎯⎯  Tr   




The differential equations of the full model were deduced from the reaction 
mechanisms listed in Table S . . . The full network in presence of the continuous in- 
and outflow of the species in the network is: 
Tg = − k [Tr] + k [Tg] + k [Tg] + k [TrTg] + k [Tg]   
Tr = − k [Tg] + k + k
  [  I] + k [ I] + k [I] + k [Tr] +  
   (k + 2 k )[TrTg] + (k + k )[Tr  I] + k [Tg] −
k if(UV) + k [Tr]     
  I = − k + k  [Tr] + k  + k [  I] + k [Tr  I] +
k [  I]    




 [Tr] + k





[ I] − k [Tr] + k + k [I] + k if(UV)[Photo-I]  
TrTg = k [Tr][Tg] − (k + k + k )[TrTg]  
Tr  I = k [Tr][  I] − (k + k + k ) [Tr  I]  
Photo-I =  (k
cleav
if(UV) − k )[Photo-I] − kflow([Photo-I]0 − [Photo-I])   
These equations were implemented in MATLAB and solved numerically using 
available integrators. The logical parameter if(UV) describes status of the UV lamp with 
 meaning working and  meaning off, effectively turning irradiation-dependent 
constants to zero in the latter case. 
 Flow experiments 
The experimental setup used here was reported previously.[ , ] Here we briefly 
describe main steps. 
We manufactured a  µL flow reactor with a stirring bar inside from 
polydimethylsiloxane (PDMS) attached to a glass slide. The volume occupied by the 
stirring bar is taken into account. The reactor has  inlet tubing and one wider outlet 
tubing. Photos of the reactor are shown in Figure . . 
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The outflow of the reactor is first diluted in a T-junction with buffer and then 
attached to a T-junction microfluidic chip (Dolomite Microfluidics).  The outflow is 
mixed with fluorogenic substrate for Trypsin (Bz-Arg-AMC). Fluorescence in the chip 
is monitored over time (each  minutes) using a fluorescence microscope. Fluorescent 
intensity is converted to concentrations of trypsin after performing a calibration with 
known trypsin concentrations. 
Irradiations are performed with a custom build circuit based on a microcontroller 
Arduino Mega  with three coupled UV LEDs (λmax= nm). Lamp intensity was 
measured at  nm using an ABM intensity meter Model  and was equal to  
mW/cm . The tubing containing Photo-I and the outflow tubing were wrapped in foil. 
The flow reactor is fed by  syringes, containing Trypsin, Trypsinogen, Pro-I + 
Photo-I, Aminopeptidase. Two more syringes are used for diluting the outflow of the 
reactor and for the fluorogenic substrate. We used syringe pumps neMESYS from 
CETONI and flow rates were controlled by neMESYS software. 
 UV LED lamp  
To perform irradiations, we used LEDs controlled by a microcontroller. The circuit 
is based on a microcontroller Arduino Mega  with three coupled UV LEDs 
(λmax= nm). For computer control of the circuit, an Arduino sketch was uploaded 
on the Arduino board and a small program written in Python was used to perform 
irradiations. Lamp intensity was measured at  nm using an ABM intensity meter 
Model  and was equal to  mW/cm . 
Arduino sketch: 
 
int ledStatus; // status of the LED. It's either HIGH or LOW (  or ) 
 
Figure .  The flow reactor used for flow experiments. 
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void setup() {                 
  pinMode( , OUTPUT);  // initialize  digital pin as an output for  led respectively 
  pinMode( , OUTPUT);  // Don't use  as output because it blinks when 
connecting Arduino to PC 
  pinMode( , OUTPUT);    
Serial.begin( );  // begin serial communication at  baud, this number 
shoul match the baud in the python script 
} 
 
// main loop begins 
void loop() { 
  if(Serial.available() > ) { // see if there is incoming data 
    ledStatus = Serial.parseInt(); // parse the data and store the first integer.  
    digitalWrite( , ledStatus); // Turn ON or Turn OFF the LED as per user input 
    digitalWrite( , ledStatus); 
    digitalWrite( , ledStatus); // 
  } 
} 
Python code: 




from Tkinter import * 
 
def ledOn(): # ledOn() is executed if onButton is pressed 
 arduinoSerialPort.write('a ') # sends 'a ' to the Arduino  
def ledOff(): #ledOff() is executed if offButton is pressed 
 arduinoSerialPort.write('a ') # sends 'a ' to the Arduino 
 
def TimedLedOn(): # TimedLedOn is executed if 'Timed On/Off' is pressed 
 arduinoSerialPort.write('a ') # sends 'a ' to the Arduino 
 time.sleep(timeinput.get())  #delay (time of irradiation) 
 arduinoSerialPort.write('a ') # sends 'a ' to the Arduino 
 
 
arduinoSerialPort = serial.Serial('COM ', )  #connects to the COM port, may 
differ between computers 
appWindow = Tk() #creates the application window 
appWindow.wm_title("LED Control") #displays title at the top left 
appWindow.geometry(' x ') 




var = IntVar() 
timeinput=IntVar() 
 
onButton = Radiobutton(appWindow, text="LED ON", variable = var, value = , 
command=ledOn) 
onButton.pack( anchor = W ) 
offButton = Radiobutton(appWindow, text="LED OFF", variable = var, value = , 
command=ledOff) 
offButton.pack( anchor = W ) 
 
timeEntry = Entry(appWindow, bd = , width= , textvariable=timeinput) 
timeEntry.pack(anchor = W, side='left') 
onoffButton = Button(appWindow, text="Timed On/Off",  
command=TimedLedOn) 
onoffButton.pack( anchor = W, side='left' ) 
 
appWindow.mainloop() # main loop. From here, the GUI starts updating and 
responding to user inputs. 
 Flow experiment with synchronization of two 
reactors  
For the experiment with two reactors we have used the standard procedure for 
loading syringes. The first reactor was connected to a Y-junction with one of the ports 
closed by a plug (Figure . ). The Y junction was connected to a T-junction as in a 
normal one-reactor experiment. After  hours the second reactor was started with 
another set of pumps and the outflow of the second reactor was connected to the Y-
junction, allowing detection of the combined outflow 
 
Figure .  Experimental setup of the two-reactor experiment just after starting the first reactor.
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CHAPTER 3  
The Dynamics of an Oscillating Enzymatic 
Reaction Network is Crucially Determined by 
Side Reactions 
 
Synthetic complex chemical systems are often subject to perturbations in reaction 
conditions. To ensure robust functioning of these systems in real-world applications, a 
better understanding is required of how resilience to perturbations could be included 
in the design of these systems. In order to develop such an understanding, we need a 
deeper insight into how chemical systems respond to perturbations. Here, we study 
the effect of spiking concentrations in an oscillating enzymatic reaction network.  We 
identify that a different magnitude of a perturbation triggers two distinctive responses: 
obtaining sustained oscillations and causing the loss of the amplitude. We rationalise 
our findings based on non-linear dynamics and identify that non-essential side 
reactions crucially tailor the observed behaviour. 
 
Part of this chapter have been published in: A. A. Pogodaev, T. T. Lap, W. T. S. 
Huck, ChemSystemsChem , , e . 
 
  




Each synthetic out-of-equilibrium system operates within a certain range of 
parameters (concentrations of reagents, temperature, flow rates, etc.).  Chemical 
systems in real-world applications are often subject to fluctuations in parameters or 
sudden perturbations. To design robustly functioning systems, we need to fully 
understand how the dynamics of these systems responds to fluctuations and 
perturbations. In general terms, the size of the parameter range within which the 
system produces the desired output, determines how robust the system is. How quickly 
the system recovers after a perturbation defines the resilience of the system. 
Out-of-equilibrium oscillating (bio)chemical reactions provide autonomous 
temporal regulation in biological and synthetic systems. In biological systems 
oscillators are known to orchestrate cell division,[ ] glycolysis[ ] and circadian 
rhythms.[ ] In the synthetic context, oscillators were used to develop self-regulating 
materials,[ , ] to study quorum sensing[ ] and to induce pattern formation.[ , ] A 
common way to study the stability of an oscillating system is by applying a perturbation 
in one or more parameters, as has been previously shown in inorganic[ , ], 
electrochemical[ , ] and glycolytic oscillators.[ , ] 
Here, we study the effect of concentration perturbations on the out-of-equilibrium 
function of the oscillating enzymatic reaction network based on the previously 
designed trypsin oscillator.[ , ] Briefly, the network (Figure a) consists of enzymatic 
autocatalysis and a delayed negative feedback governed by small molecules. 
Trypsinogen (Tg) is autocatalytically converted to trypsin (Tr); the pro-inhibitor (Pro-
I) is converted to active inhibitor (I), catalysed by Tr and aminopeptidase (Ap). We 
introduced the photo-caged inhibitor (Photo-I), which upon irradiation releases a 
certain amount of the active inhibitor, thereby triggering a concentration 
perturbation.[ ] The network is kept in out-of-equilibrium conditions by pumping 
reagents through a flow reactor. 
In previous work we focused on studying molecules that would allow the oscillator 
to function in the large parameter space (be robust) and to reach the limit cycle (LC) 
rapidly (be resilient).  Figure b shows examples of a high resilience oscillator (left) 
and a low resilience oscillator (right). The different steepness of grey lines highlights 
that the former reaches the LC faster than the latter (  peaks vs  peaks). The ability of 
the oscillator to reach the LC quickly is inherently proportional to the ability to recover 
after a perturbation.  In previous work, we found that after perturbing resilient 
oscillators with photocleavable inhibitor, the system recovered LC behaviour via a 
gradual increase in amplitude, as schematically shown in Figure c on the left. 
Exploring this system further, we discovered that low resilience oscillators (i.e. when 
we perturbed the system when the starting conditions were chosen such that the 
system reached LC oscillations slowly), the system did not recover the LC (Figure c, 
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right panel), which is surprising as the concentration of reagents flowing into the 
reactor had not changed. Here, we combine modelling and experiments to gain a 
deeper understanding of the different responses of the trypsin oscillator to 
perturbation of different amplitude and at different times. 
3.2 Results and discussion 
 Characterisation of a weakly resilient oscillator 
First, we simulated low resilience oscillations without a perturbation in Figure . 
We observed that the LC was reached after  cycles (  h). Importantly, in case of a 
typical experiment lasting around  h (highlighted by the grey area) we would not 
observe the system to reach the LC, as it would still be away by ΔLC= . µM (the 
experimental time is limited by the amount and stability of reagents in syringes, that 
feed the flow reactor; performing a >  h experiment is possible, but challenging). 
More importantly, as the observed drift in the amplitude is shallow, the experimentally 
observed oscillations would likely be wrongly qualified as LC oscillations before the LC 
is actually reached. Oscillators such as the one we are studying here, that reach the 
limit cycle slowly, are known in mathematics as weakly nonlinear oscillations,[ ] where 
the drift in the amplitude occurs on a time scale longer than the oscillations. 
Figure .  (a) Schematic overview of the oscillating network including trypsin (Tr), trypsinogen 
(Tg), pro-inhibitor (Pro-I), aminopeptidase (Ap), intermediate inhibitor (Int-I), photoclevable
inhibitor (Photo-I) as an external control node. (b) Comparison of a high resilience oscillator 
(left) and a low resilience oscillator (right). The resilience is associated with how quickly the 
oscillator reaches the limit cycle oscillations (highlighted by the grey lines). (c) The high 
resilience oscillator (left) recovers after the perturbation. The low resilience oscillator (right) 
does not recover after the perturbation. 
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 Mapping the response of the system. 
We were curious to see if a perturbation with Photo-I could force the system to 
reach the LC faster and within an experimentally accessible time window of  h. For 
that we simulated the response of the system to a short perturbation (  min) with 
different doses of Photo-I ( -  µM) and with different timing of irradiation (from 
.  to  h). We use the difference in number of cycles to reach the LC (ΔCyclesLC) 
with and without a perturbation as an observable to characterise how a perturbation 
affects the system. 
Figure a shows a single Tr oscillation, together with several initial trajectories after 
perturbations in the background. Based on the recovery trajectories we constructed a 
phase sensitivity heat map in Figure b. The colours in the heat map indicate if a 
perturbed system reaches the LC faster (purple colours) or slower (green colours). The 
white area in the heatmap corresponds to conditions where the oscillations are not 
affected significantly (- ≤ΔCyclesLC≤ ). For example, the simulations in Figure c and 
f both show similar shallow drift in the amplitude as the reference simulation in Figure 
. In agreement with our previous findings,[ ] the system is phase sensitive to the 
timing of perturbations and affected the most on the rise in [Tr] (here . - .  h), where 
perturbations lead to major deviations in the response of the oscillator. The purple 
coloured oval ring with ΔCycles < -  indicates that the system reaches the LC faster 
and in fact, almost immediately after the perturbation (Figure d). On the other hand, 
the bright green area corresponds to conditions where the system reaches the LC much 
slower (ΔCycles > ). Strikingly, the lowered resilience appears to coincide with a 
significant amplitude loss (Figure e). These simulations show that the perturbations 
at the same position, but with a different magnitude can affect the oscillator in two 
distinctly different ways.  
Figure .  Simulation of a low resilience oscillator. The LC is reached after  cycles (at ~  h). 
In case of a typical experiment of  h (highlighted by the grey area), the LC is not reached, and 
the systems is away by .  µM from the LC.  Open circles depict tops of the oscillation peaks. 




Figure .  (a) Zoom of a single Tr oscillation) and several trajectories after perturbations in the 
background. (b) Phase sensitivity heat map for different timing and perturbation magnitude. 
(c)-(f) Selected simulations from the heat map with irradiation time at .  h and different 
[Photo-I] = (c) , (d) , (e) , (f)  µM. Open circles depict tops of the oscillation peaks. 
The orange star indicates the timing of perturbations. 
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To understand why the system responds so differently we explored the phase space 
of the system. Strictly speaking, each parameter of the system adds a dimension to the 
phase space, making it a -mer space for our model. For simplicity we ) selected core 
components of the network (Tr, Pro-I and Inh) to construct the D phase trajectory 
shown schematically in Figure a and then ) ‘flattened’ the D phase trajectory by 
computing [Inh’] by applying a transform matrix to the combination of [Inh] and [Pro-
I] (see S.I. S ). 
Figure b-d show phase trajectories and corresponding Tr oscillations for three 
different perturbation magnitudes ([Photo-I] = , ,  µM). The application of a 
perturbation moves the phase trajectory along the Inh’ axis due to release of free Inh. 
Figure .  (a) Projection of a D phase trajectory to a D phase trajectory; (b)-(d) Phase 
trajectory (right) and Tr oscillations (left) for a series of different perturbations. The orange star 
indicates the timing of the perturbations. 
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For the smallest dose of  µM (Figure b), the trajectory does not reach the LC and 
the overall behaviour is not affected significantly. For the intermediate Photo-I dose 
(Figure c) the trajectory after the perturbation is exactly on the LC and the system 
continues to oscillate along the LC. For the high magnitude (Figure d) the trajectory 
‘overshoots’ and reaches the centre of the LC, from where it slowly (+  cycles to the 
LC) spirals outwards. The spiralling from the centre of the LC is slower, than the 
spiralling towards the LC from the outside due to balance of reactions. 
The phase space analysis gives an explanation why the systems recovers so slowly 
in terms of dynamical systems theory. In terms of systems chemistry, it might be more 
illuminating to understand which reactions or molecules are responsible for this 
behaviour.  
 Exploring the effect of side reactions in the model 
We decided to test a truncated version of our model, where several non-essential 
reactions are omitted: we removed three classes of reactions, shown in Figure a: ) 
hydrolysis of sulfonyl fluoride groups of Inh, Int-I, Pro-I and Photo-I which result in 
non-inhibiting species; ) background inhibition of Tr by Pro-I, Int-I and Photo-I; ) 
autolysis of Tg not catalysed by Tr. Figure . a,b compares simulations of full and 
truncated models. We observe that the oscillations recover the amplitude  times 
Figure .  Three classes of side reactions that are not essential to observe oscillations: hydrolysis 
and background inhibition 
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faster in the truncated model (  h, Figure . b) in comparison with the full model 
(  h, Figure . a,c). The removal of only one class of reactions (see S.I. S ) also gives 
faster recovery, but to a lesser extent than the removal of three classes simultaneously. 
The side reactions can be considered a slow term in kinetics of the oscillations, whereas 
the essential reactions are a fast term. The fast term determines the periodicity of 
oscillations and the LC amplitude, whereas the slow term causes the observed drift in 
the amplitude. The difference of the models highlights the importance of incorporating 
the side reactions. Even though these reactions are not essential for the observed 
functionality, they tailor the behaviour of the systems and can significantly affect it. 
 Experimental validation 
Finally, to prove the validity of our model we conducted several experiments. We 
changed the flowrate in comparison to the model to gain access to less resilient 
oscillations experimentally. Figure a shows a reference experiment without a 
perturbation. The system reached its LC after  peaks, with an amplitude of .  µM. In 
the experiments in Figure b, c we performed irradiations at .  h and .  h (but at 
the same phase of oscillations) with  and  µM Photo-I respectively. At  µM 
(Figure b) we observed sustained oscillations with an amplitude of .  µM after 
irradiation, similar to the LC amplitude obtained in the reference experiment. Using 
Figure .  (a) Two classes of side reactions that are not essential to observe oscillations: 
hydrolysis and background inhibition; (b) Simulation of the full model; (c) Simulation of the 
truncated model where the reactions depicted in (a) are omitted; (d) Simulation of the full 
model for longer time. The orange star indicates the timing of perturbations. 
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the  µM Photo-I concentration (Figure c) we observed low amplitude oscillations 
( .  µM), resembling the simulations in Figure d. Experimental limitations do not 
allow us to monitor the systems long enough to observe the recovery of the amplitude. 
Even though the model overestimates how many cycles it takes to reach the LC without 
a perturbation, the performed experiments qualitatively confirm the model predictions.  
 Conclusion  
In summary, we have shown how the functionality of an out-of-equilibrium 
oscillating reaction network can be affected by concentration perturbations. 
Simulations show that the timing of a perturbation is important and determined the 
region where the system is the most sensitive to perturbations. We show that the 
perturbation essentially moves the system along a complex trajectory. Depending on 
the time and the magnitude, this move can result in the system immediately reaching 
the LC, but it might also under- or overshoot. Undershooting will have little 
consequence and the perturbation will be barely noticeable. Overshooting means that 
the system no longer spirals towards the LC, but effectively has to spiral “backwards” 
from an area of phase space that is normally not occupied, and this is associated with 
very long recovery times.  Thus, a perturbation at the same point, but with a different 
intensity, can yield very different outcomes: immediate transition to the limit cycle or 
severe amplitude loss. These results are at first sight counter-intuitive, as the final 
behaviour of the system is sought to be determined by the input parameters. Part of 
the challenge of identifying a ‘molecular’ explanation lies in experimental restrictions: 
it is impossible to monitor the system sufficiently long (it can take hundreds of hours 
for the oscillator to reach the LC in certain cases).  However, we show that slow 
background reactions crucially determine recovery dynamics of the system; in our case 
these are the deleterious side reactions such as hydrolysis of the fluorosulfonyl 
inhibitor and intermediates, and weak inhibition by the non-activated inhibitor 
Figure .  Experimental validation of the modelling predictions. (a) No perturbation. The LC 
is reached after  peaks, the LC amplitude is .  µM. (b) The perturbation at .  h with  µM 
Photo-I triggers the transition to the LC oscillations with the amplitude .  µM. (c) The 
perturbation at .  h with  µM Photo-I triggers the loss of the amplitude, to the value of .  
µM. 
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precursors. For systems chemistry, this study emphasises two important 
considerations for the design of future out-of-equilibrium systems: ) both the steady 
state behaviour and the dynamics of the system play an important role in the overall 
functionality of the system, ) designing resilient out-of-equilibrium reaction networks 
requires a  detailed knowledge of all reactions in the system . We advocate researchers 
to develop detailed models of chemical reaction networks at an early stage in their 
design, in order to limit the number of experiments needed to find suitable conditions 
(flow rate, concentrations, identification of side reactions) that generate the desired 
out-of-equilibrium behaviour. 
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3.3 Supplementary details 
 Mathematical modelling 
All simulations were performed in MATLAB a and are based on numerical 
integration of a set of Ordinary Differential Equations (ODEs). The Live Script that 
reproduces all figures from the main next and SI is attached as a separate file. 
The ODEs are based on mass action kinetics and were previously reported by us.[36,37]  
Table 3.1 lists all reactions of the network that are included in the model. Reactions r1-r4 are 
essential to observe the oscillations. Reaction r5 is the phototriggered release of the active 
inhibitor, and it is used to perturb the network. Reactions r6-r13 are non-essential side 
reactions, where r6-r8 are background inhibition by sulfonyl fluoride containing species (but 
not by the free inhibitor); r9-r10 are hydrolysis of sulfonyl fluoride group; r13 – autolysis of 
Tg not catalysed by Tr. 
 
Table .  All reactions that are used in modelling of the oscillating network. 
Individual reaction Mechanism 
Positive feedback  





⎯⎯   2 Tr 
Negative feedback  
r  Pro inhibitor activation: Tr +    I 
 
←
 [Tr-  I] ⎯   Tr +  I 
r  Delayed inhibitor activation: Ap +  I
 
  
  [Ap- I]
  
⎯⎯  Ap + I 
r  
Trypsin inhibition by active inhibitor: 
 Tr + I 
 
→  Tr-I 
External negative feedback 
r  Photocleavage of Photo-I Photo-I
  
⎯⎯⎯  I + Photo 
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Side reactions  
Background inhibition  
r  
Trypsin inhibition by intermediate 
inhibitor: Tr +  I
 
→ Tr- I 
r  Trypsin inhibition by pro inhibitor: Tr +   I
 
→  Tr-  I 
r  Trypsin inhibition by photo inhibitor: Tr + Photo-I
 
→  Tr- Photo-I 
Hydrolysis  
r  Hydrolysis of active inhibitor: I
 
→   I-OH 
r  Hydrolysis of intermediate inhibitor:  I 
 
→  I-OH 
r  Hydrolysis of pro inhibitor:   I
 
→   I-OH 
r  Hydrolysis of photoinhibitor: Photo-I
 
→   Photo-I-OH 
Autolysis of Tg (not catalyzed by trypsin)  
r  Trypsinogen auto autocatalysis:  Tg
  
⎯⎯  Tg + Tr 
 
 Influence of side reactions on the recovery trajectory 
As shown in Figure  of the main text, side reactions crucially determine the 
recovery trajectory of the oscillations. Here Figure .  shows how removal of only one 
class of side reactions influences the recovery.  
Figure .  Simulations of oscillations with full model (a) and without different reactions (b)-(e). 
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 Orthographic projection of a 3D phase trajectory to a 
2D phase trajectory 
To represent the D phase trajectory in D coordinates we calculated an 
orthographic projection (Figure . ).  To do so we applied a transformation matrix to 
the coordinates of the trajectory.  
 
Figure .  Schematic of an orthographic projection of a phase trajectory from D to D space. 
In MATLAB transformation matrix T was calculated using this line of code: 
T = viewmtx(al, el)* makehgtform('scale',1./[max(x) max(y) 
max(z)]); 
Where viewmtx(al, el) is used for calculating orthographic rotation matrix and 
makehgtform(…)]) is  used for scaling of the coordinates. (az, el) stand for azimuth and 
elevation of the rotation matrix and (x, y, z) are coordinates of the trajectory.  
Then matrix T is applied to the coordinates (x, y, z) from D space to obtain (x_proj, 
y_proj) in D space. 
projection =T * [x, y, z]; 
x_proj = projection (1,:); 
y_proj = projection (2,:); 
In our case coordinates (x, y, z) correspond to (Tr, Inh, Pro-I). We chose az= , 
el=  for the rotation matrix so, that point of view on the limit cycle is perpendicular 
to the limit cycle. 
 Experimental setup 
The experimental setup used here was reported in the Chapter .  
The buffer compositions, concentrations of each component, flow rates are listed 
in Table . . 
 The Dynamics of an Oscillating Enzymatic Reaction Network is Crucially Determined by Side Reactions 
63 
 
Table .  Composition of solutions in syringes and flow rates used for experiments. MQ = 
ultrapure Milli-Q water, Tris = pH .  buffer prepared from tris(hydroxymethyl)aminomethane. 
 Starting reagents Detection system 
#       












CaCl ,  
mM 
HCl 
 mM HCl, ~ % 
DMF 
 mM 
MgCl ,  
mM Tris 
 mM 




in the syringe 
.  μM 






μL/  µL 
-  µM 
Concentration 
in the reactor 







.  μL/µL   
Flow rate 
(µL/h) for 
kflow= .  h-  
.  .  .  .  .   
 
 Experimental conditions 
Table .  lists concentrations of starting reagents and conditions used for the 
experiments in Figure . . 
 












k flow, h-1 
Figure 6a 
 
0 0.2 146 15.5 1.4 0 0.24 
Figure 6b 
300 s LED 
at 6.5 h 
0.2 167* 15 1.4 50 0.24 
Figure 6c 
300 s LED 
at 18.0 h 
0.2 146 15.5  1.4 100 0.24 
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CHAPTER 4  
Modular design of small enzymatic reaction 
networks based on reversible and cleavable 
inhibitors 
 
2TSystems chemistry aims to mimic the functional behavior of living systems by 
constructing chemical reaction networks with well-defined dynamic properties. 
Enzymes can play a key role in such networks, but there is currently no general and 
scalable route to the design and construction of enzymatic reaction networks. Here, 
we introduce reversible, cleavable peptide inhibitors that can link proteolytic 
enzymatic activity into simple network motifs. As a proof-of-principle, we show auto-
activation topologies producing sigmoidal responses in enzymatic activity, explore 
cross-talk in minimal systems and design a simple enzymatic cascade. 
 
32TPart of this chapter have been published in:32T A. A. Pogodaev, C. L. Fernandez 
Regueiro, M. Jakštaitė, M. J. Hollander, W. T. S. Huck, Angew. Chem. Int. Ed. 2019, 58, 
14539–14543. 
  




Chemical reaction networks drive many of the key processes in living systems, 
including circadian clocks, signaling pathways, DNA replication, energy metabolism 
and cell division.[1,2]P A key feature of these reaction networks is that function arises 
from the topology of the underlying network motifs,[3] which, in principle, opens up 
opportunities for forward engineering of synthetic systems with similar properties. The 
field of systems chemistry mimics the complexity of biological reaction networks 
within a synthetic framework. Recent examples include replicating systems,[4,5] 
transient self-assembly,[6–8] active colloids[9] and many others.[10] The past decade has 
seen the rapid development of synthetic nucleic acid-based reaction networks based 
on genetic elements,[11–14] or toehold strand-displacement DNA networks.[15–17] However, 
the development of enzymatic reaction networks[18–21] has been slow. In contrast to 
most DNA-based networks[15,16], where interactions can be ‘programmed’ based on 
base-pair interactions, the reaction kinetics of enzymatic reactions cannot be predicted 
a priori. Still, the range of chemical transformations catalysed by enzymes is much 
more diverse than what can be expected in nucleic acid-based networks, thus 
potentially allowing a broader range of possible applications in, for example, materials 
science or sensing.[22–25] We are therefore interested in developing a general and 
scalable route to programmable enzymatic reaction networks.  
A crucial control element in such networks is the ability to upregulate and 
downregulate the activity of an enzyme, thereby controlling which reactions take place. 
Here, we introduce a general route to upregulate enzymatic activity by using reversible 
inhibitors that can be cleaved, either by the same enzyme as they inhibit (in which case 
the kinetics are similar to autocatalysis or positive feedback loops, and therefore we 
refer to these systems as auto-activation) or by another enzyme. 
The general principle is depicted in Figure 4.1a. In the presence of a high-affinity 
reversible peptide inhibitor (low KRInhR), a major fraction of the enzyme is in the inactive 
state. Cleavage of the inhibitor due to proteolytic activity produces low-affinity 
fragments, shifting the equilibrium to the free, active enzyme. We simulated this 
process in Figure 4.1b using mass-action kinetics with arbitrary rate constants, varying 
kRon Rand kRoff Rrates to obtain different values of Michaelis-Menten constant KRM R(1, 10, 100 
µM).  During the process the inhibitor concentration decreases following lines in the 
lower graph, whereas the enzyme activity in the upper graph increases in a sigmoidal 
fashion for KRMR=1 µM and 10 µM, and in a close-to-linear fashion for KRMR=100 µM (see 
4.3.13) for a model calculation). We thereby expected this behavior could be observed 
experimentally upon choice of molecules with suitable rate constants, with particular 
interest in sigmoidal activation. 
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Figure 4.1 (a) Schematic drawing of cleavable reversible inhibitor allowing switching between 
low- and high-activity states of enzymes. When inhibitor is present, it is mostly bound to the 
enzyme and blocks enzymatic activity. Upon cleavage of the inhibitor, produced fragments do 
not bind significantly to the enzymes, resulting in the equilibrium shifting to the active 
enzyme. (b) Kinetic simulations of availability of enzyme active site (top panel) and inhibitor 
concentration (bottom panel) during proteolytic cleavage of the inhibitor with different KM 
constants. Lower KM values (1 and 10 µM) show sigmoidal change in availability of enzyme. 
(c) Overview of reactions in the systems with high and low affinity substrates. Includes 1) 
cleavage reaction with a high-affinity substrate (peptide inhibitor), 2) reaction with a low 
affinity substrate (fluorogenic substrate) and 3) reversible inhibition by cleaved fragments of 
the inhibitor.  
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4.2 Results and discussion 
  Choice of peptide inhibitiors and characterisation of 
thereof 
Experimentally, enzyme activity can be followed using a fluorogenic substrate. 
From an enzyme kinetics point of view, a high-affinity substrate acts as a competitive 
inhibitor of a low-affinity substrate for access to the enzyme.[26] As a test case, we study 
proteolytic enzymes, using fluorogenic substrates as low-affinity substrates and 
peptide-based inhibitors acting as high-affinity substrates. Figure 4.1c summarises the 
reactions in the system including 1) cleavage of a peptide inhibitor, 2) residual 
interaction with cleaved peptide fragments and 3) cleavage of a fluorogenic substrate.  
We take all of these reactions into account and model the progress of reactions using 
a set of Michaelis-Menten-based rate equations (see 4.3.12).  
We first determined the kinetic parameters of the activation of three different 
proteolytic enzymes, trypsin (Tr), chymotrypsin (Cr) and elastase (Els), which have 
different preferences for cleavage sites of peptide bonds. Trypsin preferably cleaves 
after positively charged residues (R, K), chymotrypsin cleaves after large hydrophobic 
residues (F, Y, W), and elastase cleaves after small hydrophobic residues (A, V, L).[27] 
To regulate enzymatic activity, we exploit substrate analog inhibitors. In the case of 
proteases, these are typically short peptides acting as competitive reversible inhibitors. 
From the literature we selected Ac-TKIFKI-NHR2 Rfor Tr,[28] Ac-CCFSWRCRC-OH 
(cyclized cysteines) for Cr[29], and  TFA-VYVA-OH[30] and Ac-MCTASIPPQCY-OH 
(cyclized cysteines) for Els[31] (further in the text we use abbreviated forms). 
Interactions of enzymes with inhibitors and substrates were characterised by 
chromatographic and fluorogenic assays to obtain the rates for the reactions depicted 
in Figure 4.1c. See 4.3.3 - 4.3.11 for full experimental details, values of all kinetic 
parameters, and molecular structures.  
 Auto-activation systems 
Next, we experimentally studied three different auto-activation topologies. Figure 4.2 
shows the design and experimental results for trypsin – TKIFKI, chymotrypsin – 
CCFSWRCRC and elastase – MCTASIPPQCY. The reactions were studied by taking 
aliquots of the reaction mixture in time and monitoring enzyme activity by fluorogenic 
assays and cleavage of the inhibitors by HPLC. In all experiments, the concentration of 
fluorogenic substrate [Sub]R0 Rwas fixed at KRMR and the inhibitor concentration [Inh]R0 
Rwas varied as a ratio of KRInhR. See 4.3.14 for information about influence of the substrate 
concentration. For each system, the equilibrium is initially strongly shifted towards the 
enzyme-inhibitor complex, resulting in low activity of the enzyme towards the 
fluorogenic substrate. The inhibitors, due to limited proteolytic stability, are cleaved 
over time, producing low-affinity fragments (KRFr.Inh.R>> KRInhR). When [Inh] approaches 
the KRInhR value, competition between inhibitor and fluorogenic substrate increases, 
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resulting in more substrate being cleaved. Finally, when [Inh] drops below a certain 
concentration, the enzymatic activity reaches a plateau of high activity. The overall 
process displays a sigmoidal kinetic curve in good agreement with the model (solid 
lines in Figure 4.3). For all three enzymes, an increase of starting inhibitor 
concentration [Inh]R0R delays the onset of the activation process and lowers the initial 
activity. Please note, the final plateau value is lower for higher [Inh]R0 Rdue to a small 
inhibitory effect of the cleaved peptide fragments. ` 
 Multi enzymatic systems 
Future enzymatic reaction networks will require modularity and scalability. We 
therefore study the properties of small network topologies with multiple enzymes as 
shown in Figures 3 and 4.  
We explored the influence of cross-talk and coupling of reactions by combining Tr 
and Cr auto-activation pairs (Figure 4.3a). Tr cleaves the inhibitor for Cr: 
CCFSWR\CRC. In turn, Cr cleaves the inhibitor for Tr: TKIF\KI. We performed a two-
enzyme experiment with conditions used in Figure 4.2 for individual experiments with 
[CCFSWRCRC]R0R=50·KRInhR and [TKIFKI]R0R=100·KRInhR. We observed (Figure 4.3a) that Tr 
activation was 0.5 h faster, whereas Cr activation was 1 h slower in comparison with 
individual auto-activation experiments. We rationalized that additional interactions 
play a role in these systems, including cross-cleavage, cross-inhibition by peptide 
Figure 4.2 Auto-activation systems based on trypsin, chymotrypsin and elastase. For each 
enzyme-inhibitor pair, sigmoidal kinetics are observed. Individual points represent 
experimental data and solid lines show model simulations. (a) Trypsin cleaves its inhibitor 
TK\IFK\I at two sites. [Tr] = 300 nM; [TKIFKI]= 25·Kinh, 50·Kinh, 100·Kinh µM; Kinh =21µM; 
[Sub]0=110 µM; (b) Chymotrypsin cleaves its inhibitor CCF\SWRCRC. [Cr] = 50 nM; 
[CCFSWRCRC] =25·Kinh, 50·Kinh, 100·Kinh µM; Kinh =0.1 µM; [Sub]0=60 µM; (c) Elastase cleaves 
its inhibitor MCTA\SIPPQCY. [Els] = 500 nM; [MCTASIPPQCY] = 18·Kinh, 37·Kinh, 74·Kinh µM; 
Kinh =0.271 µM; [Sub]0=1200 µM. Each experiment is done in duplicates. Error bars represent 
the standard deviation. 
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fragments and formation of new fragments. A simplified reaction network is shown in 
Figure 4.3b (See 4.3.12, Scheme 2 for more details), where all depicted reactions happen 
at the same time. We adapted the previous model used for auto-activation to include 
interactions of Tr with CCFSWRCRC and Cr with TKIFKI (kRcatR and KRMR values) and to 
fit the experimental data. The results of the modelling are plotted in Figure 4.3a as 
solid lines. The model captures both accelerated and decelerated responses in this 
system. Obtained rate constants suggest that cleavage of CCFSWRCRC by Tr 
(kRcatR/KRMR=0.04 µM/s) is 20 times less efficient than by Cr (kRcatR/KRMR=0.2 µM/s), whereas 
cleavage of TKIFKI by Cr (kRcatR/KRMR=0.05 µM/s) and Tr (kRcatR/KRMR=0.3 and 0.05 µM/s) 
occur with similar efficiency. The cleavage of TKIFKI by two different pathways alters 
substrate competition in the coupled system in comparison with individual auto-
activations. Activation of Cr is slower (negative feedback), because it now interacts 
with TKIFKI; whereas Tr activations is faster (positive feedback), because it participates 
Figure 4.3 Study of multi-enzymatic systems. (a) Crosstalk between Tr and Cr auto-activation 
systems, individual points represent experimental data and solid lines show model simulations, 
individual auto-activations from Figure 4.2 are depicted in grey. Acceleration of Tr activation by 
0.5 h is observed, while Cr is slowed down by 1 h. This suggest that Tr systems down regulates Cr 
activation (negative feedback arrow), while Cr system upregulates Tr activation. Starting 
inhibitor concentrations are [TKIFKI]0=100·Kinh(Tr)=1050 µM, [CCFSWRCRC]0=50·Kinh(Cr)=5 
µM. (b) Overview of reactions in Cr-Tr coupled system. Peptide CCFSWRCRC is predominantly 
cleaved by Cr and marginally by Tr, cleavage of TKIFKI occurs with similar rates via two 
pathways. (c) A small enzymatic cascade where Cr auto-activation is coupled to destruction of 
inhibitor of Els (VYVA). VYVA is not cleaved by Els itself, and Els activity increases only after 
auto-activation of Cr. (d) Overview of reactions in the cascade system. First, Cr cleaves its own 
inhibitor CCFSWRCRC. Then Cr cleaves VYVA, inhibitor of Els, and thereby activates Els. Cr has 
higher affinity to CCFSWRCRC (KM=0.1 µM) than to VYVA (KM=5300 µM), which determines 
the cleavage order in the cascade. 
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less in removal of TKIFKI. The strong agreement between model simulations and 
experimental results suggests that cross-talk can be controlled, and it opens up 
possibilities to explore different topologies, for example those comparable to our 
recently reported adaptive enzymatic network.[32]  
Of course, cross-talk between different motifs might be undesirable, even if it can 
be used to diversify the output of small networks. We therefore also studied the 
coupling of Cr and Els auto-activation systems from Figure 4.2 (see 4.3.15), and these 
showed no cross-talk and can be used orthogonally without interference.  
 Next, we explored a small enzymatic activation cascade, in which activation of 
elastase occurs only after auto-activation of chymotrypsin. Figure 4.3c shows the small 
cascade, coupling the Cr – CCFSWRCRC auto-activation with Els and inhibitor of Els 
VYVA, which is not cleavable by Els itself. The reactions of the cascade topology are 
schematically shown in Figure 4.3d. Due to difference in affinity of Cr to CCFSWRCRC 
(KRMR=0.1 µM) and VYVA (KRMR=5300 µM), cleavage of VYVA and thereby activation of 
Els occurs only after auto-activation of Cr. As Figure 4.3c shows, Els with VYVA and 
without Cr remains inhibited during the time of the experiment (bottom plot, grey 
squares). When Els – VYVA is mixed with Cr – CCFSWRCRC, first auto-activation of 
Cr takes place within 2 h, followed by cleavage of VY\VA by Cr, which then activates 
Els to a maximum activity of 60% at 12 h. The model simulations are plotted as solid 
lines. For the upper plot in Figure 4.3c we note small deviations from expected values 
at high Cr activity, probably caused by errors of small-volume measurements; the fit in 
lower plot fails to predict some features of the experimental data, probably due to the 
fact that the working concentration of the peptide VYVA (85 µM) is significantly lower 
than KRMR of cleavage by Cr (in the range of 1-10 mM). 
 Switch of inhibition activity 
Lastly, to enrich design rules for construction of peptide-controlled enzymatic 
networks we sought to activate reversible inhibitors instead of cleaving peptide 
inhibitors. For this, we introduced phosphorylated peptides in combination with 
phosphatases to introduce an off-on switch for inhibition strength (Figure 4.4a). When 
an amino acid (S, T or Y) in a peptide inhibitor is phosphorylated, inhibition strength 
decreases significantly. In case of CCF(pS)WRCRC, KRinhR is 660 times larger than for the 
nonphosphorylated peptide (see 4.3.6). Figure 4b shows that alkaline phosphatase 
(ALP) is able to dephosphorylate CCF(pS)WRCRC and can be used for the formation 
of activated inhibitor. The concentration of phosphatase determines how quickly the 
inhibitor is released. In a proof-of-concept experiment, we start with Cr and 
Fi  4  St d  f lti ti  t  ( ) S h  h i   f lk li  h ht  (ALP)   ff  t i    
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CCF(pS)WRCRC. The phosphorylated peptide barely inhibits Cr (KRinhR =66 µM), thus 
at t=0, we observe a high activity of Cr (at around 90% of maximum activity; Figure 
4c).  
Addition of various [ALP] triggers formation of the inhibitor CCFSWRCRC. The 
inhibitor is in turn cleaved by Cr in the same fashion as in Figure 4.2b. The interplay 
of inhibitor release and cleavage results in the transient kinetics shown in Figure 4.4c. 
The addition of high [ALP]=240 nM quickly produces a significant amount of inhibitor 
to bring Cr activity down to 3%, which is followed by auto-activation. Low [ALP]=15 
nM releases inhibitor slowly in small concentrations, which are immediately consumed 
by 
Cr and Cr activity changes only slightly. Intermediate [ALP]=60 nM decreases Cr 
activity to 20%, producing a smaller dip than [ALP]=240 nM. Model simulations for 
these systems are plotted both in Figure 4.4b and c as solid lines, showing a reasonably 
Figure 4.4 Study of multi-enzymatic systems. (a) Scheme showing usage of alkaline phosphatase 
(ALP) as an off-on trigger of inhibition strength for activity of Cr. Phosphorylated inhibitor 
CCF(pS)WRCRC binds only weakly to Cr, whereas the non-phosphorylated molecule binds 
strongly resulting in inhibition of Cr; (b) Dephosphorylation of CCF(pS)WRCRC by different 
concentrations of ALP monitored by HPLC; (c) Temporal traces of Cr activity after addition of 
ALP to mixture of 50 nM Cr and 15 µM CCF(pS)WRCRC. [ALP]=240 nM releases significant 
amount of CCFSWRCRC and brings Cr activity down to 3%, later Cr auto-activates itself and 
restores activity to 65%. [ALP]=15 nM does not produce a dip in Cr activity, since it releases 
inhibitor slowly and it is immediately cleaved. [ALP]=60 nM produces intermediated response, 
bringing activity of Cr down to 20%. 
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good fit for intermediate and high [ALP]. Larger deviations for low [ALP] might be 
explained by error in estimation of KRM R(210±40 µM). 
 Conclusion 
Summarising, we have described a new approach to control the activation of 
enzymes in small networks. The use of reversible, cleavable inhibitors resulted in 
sigmoidal auto-activation of three different proteolytic enzymes. We demonstrated the 
potential for programming the functional output of small enzymatic reaction networks 
by controlling the lagtime of autoactivation and by constructing a number of multi-
enzymatic topologies. Furthermore, we introduced the possibility to rapidly switch off 
enzymatic activity by introducing a reservoir of phosphorylated peptides that can be 
activated by the addition of a phosphatase. Our experimental results were in good 
agreement with mathematical simulations that incorporate all interactions between 
peptide inhibitors and small fragments with the various enzymes. The design approach 
shown here can be generalised to enzymes of different classes, as our approach is based 
on the selection of inhibitors that act as substrates with strongly different kinetic 
properties. We are currently exploring the design and functionality of more complex 
networks that include multiple positive and negative feedback loops, as well as the 
incorporation of different classes of enzymes. If successful, this would be an important 
step towards a molecular information processing system that could be programmed 
via a panel of reversible inhibitors. Such a system could then be used to control the 
activation of enzymatic reactions in time, a key capability of living systems. 
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4.3 Supplementary details 
 Materials and instrumentation 
Materials: All chemicals and reagents were used as received from commercial 
suppliers without any further treatment unless stated otherwise. All peptides used in 
this study, except TFA-VYVA, were synthesised by CASLO ApS (Denmark) as TFA salts 
with >95% purity.  
Trypsin, Chymotrypsin (both from bovine pancreas), Elastase (from porcine 
pancreas) and Alkaline phosphatase (from bovine intestinal mucosa) were purchased 
from Sigma-Aldrich. Detailed specification of the enzymes: 
Trypsin from bovine pancreas (Sigma-Aldrich #T1426), essentially salt-free, 
lyophilised powder, ≥10,000 BAEE units/mg protein. Purity: 90-100% protein. MRwR = 
23.8 kDa.  
Chymotrypsin from bovine pancreas (Sigma-Aldrich #C4129), Type II, lyophilised 
powder, ≥40 units/mg protein. Purity≥ 85% protein. MRwR = 25.0 kDa 
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Elastase from porcine pancreas (Sigma-Aldrich #45125), lyophilised powder, 
~8 U/mg. Impurities: salt. MRwR = 25.9 kDa 
Alkaline phosphatase from bovine intestinal mucosa (Sigma-Aldrich #P7640), 
lyophilised powder, ≥10 DEA units/mg solid. MRwR = 160 kDa (dimer). 
For calculation of enzyme concentration all enzymes assumed to be essentially salt-
free and calculations are based on molecular weights specified above. All enzymes were 
aliquoted as concentrated stock solutions (10, 100 µM or 1 mg/ml), frozen in liquid 
nitrogen and kept at -80⁰C. Trypsin and Chymotrypsin aliquots were dissolved in 2mM 
HCl, 20 mM CaClR2R, Elastase aliquots were dissolved in 5 mM PIPES buffer pH=6.2. 
Alkaline phosphatase aliquots were dissolved in 200 mM Tris, 20 mM CaClR2R, 2 mM 
MgClR2R buffer pH 7.8. 
General experiments were done in 200 mM Tris, 20 mM CaClR2 Rbuffer pH 7.8. 
Experiments containing phosphatase or phosphorylated peptides were performed in 
200 mM Tris, 20 mM CaClR2R, 2 mM MgClR2, R0.1% BSA buffer pH 7.8. Cascade 
experiments were performed in 200 mM Tris, 20 mM CaClR2R, 0.1% BSA buffer pH 7.8. 
Instrumentation: Nuclear Magnetic Resonance (NMR) spectra were measured on 
a Bruker-AVANCE III 500 spectrometer at 500 MHz for 1H, 125.8 MHz for 13C and 
470.4 MHz for 19F. Mass spectra were obtained from a Thermo Scientific™ LCQ Fleet™ 
ion trap mass spectrometer with Gemini-NX C18 110A 150 x 2.0 mm column and JEOL 
Accurate Time of Flight (ToF) instruments, both using linear ion trap electrospray 
ionisation (ESI).  
Fluorescence measurements were made with a Tecan Spark 10M plate reader. 
Fluorescence intensity of wells, containing 30-200 µL of reaction mixture, was 
monitored for 1-4 min (shaking 3s/orbital mode/amplitude 4mm) at 23 °C using top or 
bottom reading mode.  λRexR/λRemR =380 nm/460 nm for 7-amino-4-methylcoumarin-
based substrates and λRexR/λRemR =496 nm/520 nm for rhodamine 110-based substrates. 
High-performance Liquid Chromatography (HPLC) was performed using Agilent 
Analytical AG1120 under a flow of 1mL/min at 30 °C or a Shimadzu Nexera/Prominence 
system under a flow of 0.8 mL/min at 50 °C with a Shim-pack GIST-AQ C18 column. 
For the Agilent system, a 25 min gradient program was used starting from 5% 
acetonitrile in HR2RO (both with 0.1% TFA):  5 min – 5%, 15 min – 95%, 20 min – 95 %, 
22 min – 10 %, 25 min – 5%. For the Shimadzu system, a 8.8 min gradient program was 
used starting from 20% acetonitrile in HR2RO (both with 0.1% TFA): 0.3 min – 20%, 5.5 
min – 90%, 5.8 min – 90 %, 5.85 min – 20 %, 8.8 min – 20%. 
Software: We used Origin 2018b for the fitting of rate constants and MATLAB 
2017b or 2019a for the fitting of rate constants and the simulations of response of the 
small enzymatic networks described in this work. 
 Synthesis and characterisation 
Synthesis of the peptide TFA-VYVA-OH. The peptide was synthesised by 
conventional manual Fmoc Solid-Phase Peptide Synthesis technique starting from 0.45 
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mmol H-Ala-ClTrt resin (BACHEM). Amino acid coupling was performed using 4 eq. 
of protected amino acid, 4 eq. HATU, 4 eq. DIPEA in DMF for 20 min. Fmoc 
deprotection was performed with 20% piperidine in DMF for 10 min. Kaiser tests and 
washings with DMF were done after each step. Coupling of TFA group was done using 
4 eq. TFA-OSu (TCI chemicals) and 4 eq. DBU as a stronger base in DMF for 1 h. After 
that, the resin was extensively washed with DMF, DCM, MeOH, DCM and the peptide 
was cleaved using 10 ml mixture of trifluoroethanol/acetic acid/DCM (15:15:70). 
Solvent was concentrated on a rotary evaporator and the peptide was precipitated 
using EtR2RO, centrifuged, washed with EtR2RO and lyophilised from dioxane/water 
mixture. After that, the peptide was treated with 5 mL TFA:DCM 1:1 to remove tBu 
protection group and concentration, precipitation, washing, lyophilisation steps were 
repeated as above yielding the final compound in 91% purity. 
Yield: 10% (25 mg, 0.046 mmol) over 4 couplings on resin and deprotection in 
solution.  




















































1H NMR (500 MHz, DMSO-dR6R) δ 12.48 (s, 1H, OH-3), 9.36 (d, J = 8.9 Hz, 1H, NH-
13), 9.11 (s, 1H, Ar-OH-15), 8.23 (m, 2H, NH-6, 25), 7.76 (d, J = 9.0 Hz, 1H, NH-33), 7.01 
– 6.95 (m, 2H, ArH-16, 20), 6.62 – 6.54 (m, 2H, ArH-17, 19), 4.50 (td, J = 8.9, 4.6 Hz, 
1H, CH-11), 4.24 – 4.10 (m, 3H, CH-4, 23, 31), 2.87 (dd, J = 14.0, 4.6 Hz, 1H, CH2-22), 
2.67 (dd, J = 14.0, 9.3 Hz, 1H, CH2-22), 2.07 – 1.88 (m, 2H), 1.27 (d, J = 7.3 Hz, 3H, CH3-
30), 0.87-0.82 (m, 12H, CH3-8,9,27,28). 
13C NMR (126 MHz, DMSO-d6) δ [173.84, 170.50, 170.29, 169.07] (4s, C-5, 12, 24, 
32), 155.87 (weak, m, C-1), 155.67 (s, C-18), 129.92 (s, C-16, 20), 127.51 (s, C-21), 114.62 
(s, C-17, 19), [58.93, 57.08, 47.35] (3s, C-4, 23, 31), 54.07 (s, C-11), [30.83, 29.74] (2s, C-
10, 29), [18.92, 18.84, 18.34, 17.93] (4s, C-8, 9, 27, 28), 16.93 (s, C-30). (C-35 is not found, 
probably, due to a weak signal). 
19F NMR (471 MHz, DMSO-dR6R) δ -74.17 (1s, F-36, 37, 38) 




































TFA-VYVA-OH in DMSO, 19F, -170 to -20
 
 Cleavage and kinetic studies 
Table 4.1 summarises all kinetic parameters measured in this study; error margins 
represent 95% confidence intervals for the nonlinear least squares’ parameter 
estimates. The sections below describe how the rates were measured in more detail. 
Determination of cleavage sites can be found in 4.3.5.  
 
Table 4.1 Summary of kinetic parameters. 
Fluorogenic substrates 
Fluorogenic substrates Enzyme VRmaxR, µM·s
-1 KRMR, µM kRcat,R s-1 
Bz-R-AMC Tr 0.613 ± 0.018 112 ± 9 31 ± 1 
Suc-AAPF-AMC Cr 3.66 ± 0.08 62 ± 8 183 ± 4 
MeOSuc-AAPV-AMC Els 0.280 ± 0.012 1230 ± 135 2.8 ± 0.12 
Peptides 
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Enz + Peptide 
Kinh�⎯�




�⎯⎯�   Enz + PeptideFragments 
21.0 ± 0.9 0.63, 1.22 
Ac-TKIF|KI-NHR2 Cr 115 ± 25 7.43 





Ac OHMCTAS I PQCY  Els 




TFA-VY|VA-OH Cr 5300 ± 4400 3.1 ± 2.4 
TFA-VYVA-OH Els Enz + Peptide 
Kinh�⎯�
          
�⎯�  
[Enz-Peptide] 6.6 ± 1.0 - 
Ac-CCF(pS)WRCRC-
OH ALP 
Enz + Phos.Peptide 
  KM  �⎯�




�⎯⎯�   Enz
+ Phosphate + Peptide 
212 ± 43 0.25 ± 0.04 
Inhibition by peptide fragments, produced after cleavage 




Enz + PeptideFragments 
KfrInh�⎯⎯�
          







H OHSWR C R C  
Cr 13 ± 2 
Ac OHMC T A
H OHS I PPQCY  
Els 104 ± 36 
POR4R3- ALP 77 ± 14 
 
 Characterisation of the fluorogenic substrates 
Characterisation of fluorogenic substrates included the determination of maximum 
reaction velocity (VRmaxR), the Michaelis constant (KRMR) and the turnover number (kRcatR). 
Fluorogenic assays were performed at fixed enzyme concentration with varied 
substrate concentration. Amount of produced fluorescent product was calculated 
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according to the AMC calibration curve.  The data was fit with the Michaelis-Menten 




(Eq.  1) 
This plot predicts reaction velocity as a function of concentration and allows 




(Eq.  2) 
Experimental data points and fit values are shown in Figure 4.5 and the obtained 
values are summarized in Table 4.2. 





-1 kcat, s-1 KM, µM kcat/KM, µM-1·s-1 
Bz-R-AMC Trypsin 20 0.613±0.018 31±1 112±9 0.28±0.02 
Suc-AAPF-
AMC Chymotrypsin 20 3.66±0.08 183±4 62±8 3±0.4 
MeOSuc-
AAPV-AMC Elastase 100 0.280±0.012 2.8±0.12 1230±135 0.0023±0.0003 
 
Figure 4.5 39T Michaelis Menten curves for a) Tr (20nM) + Bz-R-AMC, b) Cr (20nM) + Suc-AAPF-AMC, c) Els 
(100nM) + MeOSuc-AAPV-AMC39T.   
 Characterisation of peptide inhibitors 
Cleavage studies 
The different peptide inhibitors were subjected for LC-MS analysis to identify 
cleavage sites. Samples with peptides containing disulfide bridges were additionally 
treated with TCEP (1 mM final concentration) to reduce them. The molecular mass was 
assigned to cleaved fragments and location of the cleavage site was determined. Table 
4.3 summarises the obtained data and Figure 4.6 - Figure 4.11 show corresponding LC-
MS spectra. 
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Table 4.3 The summarised data of the identified cleavage sites. Cleavage sites are depicted as 
solid red lines. 







Figure 4.6 LC-MS data for Tr + TKIFKI. 
 
Figure 4.7 LC-MS data for Cr + CCFSWRCRC. 





Figure 4.8 LC-MS data for Els + MCTASIPPQCY. 
 
Figure 4.9 LC-MS data for Tr + CCFSWRCRC. 
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Figure 4.10 39TLC-MS data for Cr + TKIFKI. 
 
Figure 4.11 LC-MS data for Cr + VYVA. 
 Measurement of inhibition by peptide inhibitors 
We determine the inhibition constant of the peptides-based inhibitors by Dixon 
plot (Figure 4.12) or Michaelis-Menten plot (Figure 4.13). The obtained values for KRiR 
are summarized in Table 4.4. 
In case of the Dixon plots, the effect on enzymatic rate (v) was determined by 
fluorogenic assay using three substrate concentrations over a range of inhibitor 
concentrations, keeping enzyme concentration constant. Linear slopes for each 
inhibitor concentration were averaged and plotted as 1/V against inhibitor 
concentration. The mean intersection of the three lines at [I]=-KRiR gives the inhibition 
constant. 
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In case of the Michaelis-Menten plot, the initial rate of enzymatic cleavage (v) was 
determined by fluorogenic assay using a range of five substrate concentrations, in the 
presence of three different inhibitor concentrations. The inhibition constant KRiR was 
then obtained from fitting a Michaelis-Menten-type equation for competitive 
inhibition to the experimental data using the Origin 2018b software package. 
 
Table 4.4 Summary of inhibition constants. 
Enzyme [Enzyme], nM Substrate Inhibitor KRiR, µM 
Cr 5 Suc-AAPF-AMC Ac-CCFSWRCRC-OH 0.094 ± 0.012 
Cr 0.5 Suc-AAPF-AMC Ac-CCF(pS)WRCRC-OH 65.7 ± 9.4 
Cr 5 Suc-AAPF-AMC Ac-TKIFKI-NHR2 115 ± 25 





Els 25 MeOSuc-AAPV-AMC TFA-VYVA-OH 6.7 ± 1.0 
Tr 1 (Cbz-IPR)2-Rho 110 Ac-TKIFKI-NHR2 20.9 ± 0.9 
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Figure 4.12 Dixon plots for a) TKIFKI and Cr, b) CCFSWRCRC and Cr, c) MCTASIPQCY and Els, 
d) TFA-VYVA and Els, e) TKIFKI and Tr.  




 Measurement of background inhibition by cleavage 
fragments 
We quantified background inhibition of the produced peptide fragments by 
comparing enzymatic activity with and without inhibitory fragments present. The 
inhibition type was assumed to be reversible competitive. Quantified binding constant 
KfrInh  in case of several fragments present corresponds to the sum of individual 
inhibition constants. 
Enzymatic production of fluorogenic product without any inhibitor present can be 








 (Eq. 3) 
At the final plateau of the auto-activation experiments, all inhibitor is converted to 
peptide fragments, thus concentration of the fragments [frInh]  is equal to starting 
inhibitor concentration [Inh]0 . At this stage, enzymatic activity can be described by 




















  (Eq. 5) 
 
Figure 4.13 Michaelis-Menten plot for inhibition of Cr by CCF(pS)WRCRC. 
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Rearrangement of Eq. 5 gives Eq. 6, according to which Kinh_FrInh was calculated. The 
values were calculated from individual auto-activation curves (Figure 4.3) and 
averaged, the data is summarised in Table 4.5. 
KFrInh = [frInh] ∗ �
d












Table 4.5 Summary of inhibition constants by peptide fragments. 







3777± 378 3726 
3427 
Ac OHCC F
H OHSWR C R C  
Chymotrypsin 
11.09 
13 ± 2 13.48 
15.06 
Ac OHMC T A
H OHS I PPQCY  
Elastase 
62.51 
104 ± 36 123.13 
127.21 
 
 Cleavage and dephosphorylation rates 
Cleavage rates 
We determined the maximum cleavage velocity (VRmaxR) and the turnover number 
(kRcatR) for the cleavage reaction of the peptide inhibitors by the different enzymes. The 
values were calculated from HPLC data of peptide inhibitor disappearance from 
individual auto-activation curves (Figure 4.14). The first points of these curves are at 
saturated concentration of peptide inhibitor, and therefore correspond to VRmax region. 
Values of kRcat were calculated according to Eq. 2  
We determined cleavage rates of Ac-CCFSWRCRC-OH and Ac-MCTASIPPQCY-
OH by elastase by linear fit of initial disappearance.  
Trypsin cleaves Ac-TKIFKI-NHR2 Rat two sites with different rate constants. These 
rates were determined by fitting experimental data to the model simulations (see 
4.3.10). 
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Cleavage rates of TFA-VYVA by Cr were determined by HPLC assay using varied 
TFA-VYVA concentration. Initial rate of disappearance was fitted to standard MM 
kinetics. The results are plotted in Figure 4.15, which gave KRMR=5300 ± 4400 µM and 
kRcatR=3.1 ± 2.4 s-1. The fit has a large error, since KRM Ris rather high to be measured reliably 
without consuming too much peptide. 
 Dephosphorylation rates 
Dephosphorylation of Ac-CCF(pS)WRCRC-OH (CCFp) by alkaline phosphatase 
(ALP) is subject to product inhibition of ALP by inorganic phosphate. Because 
phosphate acts as a competitive (reversible) inhibitor,[33] ALP-catalysed 
dephosphorylation of a substrate over time can be described by Eq. 7, analogous to Eq. 
Figure 4.14 Peptide inhibition disappearance for a) Tr auto-activation, b) Cr auto-activation c) 
Els auto-activation. 
Figure 4.15 Michaelis-Menten fit for the cleavage of TFA-VYVA by Cr. 
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4. As the appearance of phosphate is equal to the disappearance of substrate, a system 
of ordinary differential equations (ODEs) is created.  
d
dt
[Phos. Inh] =  −









  (Eq.  7) 
The turnover number (kRcatR) and Michaelis-Menten constant (KRMR) for the 
dephosphorylation reaction, as well as the inhibition constant (KRiR) for phosphate 
inhibition were determined by an HPLC assay with varying starting concentrations of 
Ac-CCF(pS)WRCRC-OH (Figure 4.17). CCF(pS)WRCRC and ALP were mixed in buffer 
in HPLC vials and kept at 25 °C in the HPLC autosampler. Disappearance of the 
phosphorylated inhibitor was monitored over time by automatic injection from the 
vials every 45 minutes, followed by fitting of a product inhibition model to the 
experimental progress curves using a MATLAB script (see 4.3.12). This script integrates 
the ODEs and optimises the constants (kRcatR, KRMR, KRiR) using a least-squares algorithm to 
obtain a best fit to the experimental data. This optimisation yielded values of kRcatR = 
0.25 ± 0.04 s-1, KRMR = 212 ± 43 µM and KRInhR = 77 ± 14 µM. 
Figure 4.4b was obtained in the same way by following mixtures of 
[CCF(pS)WRCRC] = 70 µM and [ALP] = 15/60/240 nM with automatic sampling every 
~28 minutes. 
We note that we tested inhibition by phosphate in Tris buffer without 0.1% BSA 
and obtained a value of KRinhR = 3 µM (data is not shown), close to literature values, 
whereas in Tris buffer containing 0.1% BSA, phosphate inhibition is 26 times weaker 
(KRinhR = 77 µM). We did not investigate chemical nature of this deviation. 
 
  
Figure 4.16 Dephosphorylation of CCF(pS)WRCRC at starting concentrations ranging from 30 
to 200 µM over time with [ALP] = 60 nM.  
Chapter 4   
90 
 
Table 4.6 Summary of experimental conditions and cleavage and dephosphorylation rates. 
Peptide [Peptide], µM Enzyme 
[Enzyme], 
nM Vmax, µM·s





Tr 300 0.322 ± 0.094 



























ALP 60 0.015 ± 0.002 0.25 ± 0.04 
 
 Fitting of rate constants for cleavage of TKIFKI by Tr.  
Cleavage of TKIFKI by Tr occurs at two sites with two different rate constants. To 
quantify it we fitted HPLC data to the model of cleavage using a MATLAB script. The 
fit is shown in Figure 4.17. 
R  
Figure 4.17 37TFit of Tr auto-activation with TKIFKI to obtain rate constants. 
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 Stability of enzymes 
We have checked the stability of Trypsin, Chymotrypsin, Elastase and Alkaline 
phosphatase by fluorogenic or photogenic assay as individual enzymes and in mixed in 
pairs. In all cases, enzymes retain >70% activity within 24h. 
Figure 4.18 Stability of (a) chymotrypsin and (b) trypsin, isolated or in a mixture of both 
enzymes, at room temperature over time. Experimental conditions: 100 mM Tris, 20 mM Ca2+, 
pH 7.8. [Cr] = 5µM, [Tr] = 5 µM, [Suc-AAPF-AMC] = 255µM, [Bz-R-AMC] = 85 µM. 
Figure 4.20  Stability of chymotrypsin (a) and elastase(b) in a mixture of both enzymes, at 
room temperature over time. Experimental conditions: [Els] = 500 nM, [Cr] = 100 nM, 200 mM 
Tris, 20 mM Ca2+, 0.1%BSA, pH 7.8. [Suc-AAPF-AMC] = 60 µM, [MeOSuc-AAPV-AMC] = 1200 
µM. 




































Figure 4.19 Stability of chymotrypsin (left) and alkaline phosphatase (right), isolated or in a 
mixture of both enzymes, at room temperature over time. Incubation conditions: [Cr] = 10 nM, 
[ALP] = 3.125 µM, 200 mM Tris, 20 mM Ca2+, 2 mM Mg2+, pH 7.8. Experimental conditions: 
diluted incubation mixture 20x in buffer ([Cr] = 0.5 nM, [ALP] = 156 nM), [Suc-AAPF-AMC] = 
60 µM, [pNPP] = 500 µM. 
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 Mathematical modelling 
The mathematical model of our system is based on Michaelis-Menten kinetics with 
competition included. The network is described as a set of Ordinary Differential 
Equations (ODEs). The equations were solved numerically using MATLAB 2017b or 
2019a.  
Table 4.7 shows main reactions and rate equations for the auto-activation topology 
with one cleavage site. 
Table 4.7 Reactions and rate equations in the auto-activation topology with one cleavage site 
Reaction and reaction equation Rate equation 
Conversion of the inhibitor 
Enz + Inh 
Kinh�⎯�























Conversion of the fluorogenic substrate 
Enz + FlSubs  
KM ��























Cleavage of TKIFKI by Tr in two different sites was modelled according to the 
scheme shown below: 
 
Scheme 4.1 
The obtained reaction rates are summarized in the table below: 
Rate Value 
kRcat_Tr1R, s-1 1.3 
kRcat_Tr2R, s-1 0.6 
KRinh_Tr1R, µM 26 
KRinh_Tr2R, µM 98 
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KRinh_Tr3R, µM 64 
KRinh_Tr4R, µM 632 
KRfr.inh_Tr_TKIFKIR, µM 4166 
Modelling of the coupled topology (Figure 4.3a) combines the two auto-activation 
topologies and introduces additional terms for cross-interactions according to the 
scheme below, including inhibition by final peptide fragments: 
The reaction rates obtained for cross interactions are summarized in the table 
below: 
Rate Value 
kRcat_Cr_TKIR, s-1 1.16 
kRcat_Tr3R, s-1 1.28 
kRcat_Tr_CCFR, s-1 2.77 
KRM_Cr_TKIR, µM 25 
KRinh_Tr5R, µM 395 
KRM_Tr_CCFR, µM 273 
KRfr.inh_1_Cr R, µM 1157 
KRfr.inh_2_Tr R, µM 1240 
KRfr.inh_2_Cr R, µM 4166 
 Simulation of availability of the free enzyme during 
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Figure 4.1b of the main text was simulated using mass action kinetics according to 
the Scheme 3. Values of kRcatR and kRonR were fixed to 1e8 (mM/h) and 1e3 (1/h) accordingly, 
starting concentrations [Enz]R0 Rand [Inh]R0R are 1 µM and 1 mM accordingly. To show 
influence of KRM Ron the kinetics of the system, reaction parameter kRoff Rwas varied as 1e6, 
1e7, 1e8 to obtain KRM Rvalues of 1, 10, 100 µM. 
 
 Heat maps characterizing steepness of the response 
To elucidate the influence of starting inhibitor concentration [Inh]R0 Rand fluorogenic 
substrate [Sub]R0R, we constructed heat maps characterising maximal steepness and 
ratio between maximal and minimal activity for the described auto-activation systems. 
Maximal steepness is calculated as the maximal derivative over the time course of 
simulation, and ratio between max and min activities as ratio of enzyme activities at 
the end and start of a simulation. Heat maps were calculated using the script 
autoactivation_parameter_screen.m. 
The example of Cr– CCFSWRCRC is shown in details in Figure 4.21, where Figure 
4.21a schematically shows equations used for calculations, Figure 4.21b shows heat 
maps for maximal steepness and max/min ratio, Figure 4.21c shows individual 
simulation at fixed concentration of one component and varied concentration of the 
Figure 4.21 (a) Schematic representation of rate equations used for calculations of maximal 
steepness and max/min ratio; (b) Heat maps characterising sigmoidal response of Cr-
CCFSWRCRC system, where left heat map shows maximal steepness of the response and the right 
map shows ratio max/min of the response; (c) individual simulations of the response at fixed 
concentration of inhibitor and varied concentration of substrate on the left graph, and fixed 
substrate concentration and varied inhibitor concentration on the right graph. 
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second component. The heat maps in Figure 4.21b show that increase of [Sub]R0 Rmakes 
response both less steep and with a smaller max/min ratio, whereas increase of 
[CCFSWRCRC]R0 Rmakes response less steep as well, but increases max/min ratio.  
Figure 4.22 shows heat maps for the systems Tr – TKIFKI, Els – MCTASIPPQCY. 
 Experimental conditions 
Auto-activation (Figure 4.3) 
Schematic pipeline of a typical auto-activation experiment is shown in Figure 4.23. 
Enzyme and peptide-based inhibitor were mixed in 200 mM Tris buffer 20 mM CaCl2 
(pH=7.8), containing 0.1% BSA in both cascade experiments and 2 mM MgClR2R in 
dephosphorylation cascade. Aliquots were taken in time for HPLC analysis and 
fluorogenic assay. HPLC aliquots (20-50 µL) were mixed with 5 µL AcOH to quench 
all reaction and samples were analysed later. Aliquots for fluorogenic assay (30 µL) 
were mixed on a microplate with 1 µL of substrate solution and fluorescence intensity 
was measured immediately. Slope of production of fluorescent product is proportional 
to enzymatic activity in time. Fluorescence intensity is recalculated to the amount of 
AMC produced via a calibration curve and enzymatic activity is normalised to 
enzymatic activity in absence of an inhibitor. Table 4.8 summarises conditions used 
Figure 4.22 (a) heat map for the system Tr – TKIFKI, [Tr]=300 nM, [Sub]0=0-500 µM, [Inh]0=0-
3000 µM; (b) heat map for the system Els – MCTASIPPQCY, [Els]=500 nM, [Sub]0=0-3000 µM, 
[Inh]0=0-50 µM. 
Figure 4.23 Schematic pipeline of a typical auto-activation experiment. 
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for individual auto-activation experiments (Figure 4.2). Substrate concentration is 
fixed at the KRMR value of that substrate, enzyme concentration is fixed to give a linear 
slope during fluorogenic assay, and peptide concentration is varied as ratio of KRinh Rof 
that inhibitor. For the Elastase – MCTASIPPQCY auto-activation pair, the HPLC signal 
is below the detection limit due to low concentration of the inhibitor. We thereby used 
higher [MCTASIPPQCY] for HPLC experiments in Figure 4.16. All experiments were 
done in independent duplicates and data points are depicted as average values ± 
standard deviation. 
Table 4.8 Summary of concentrations of enzymes, peptides and substrates used in auto-
activation experiments. 
























 Multi-enzyme systems (Figure 4.4) 
Experiments are done in similar fashion to the auto-activation experiments (Figure 
4.24). Enzymatic activity was determined for each enzyme in a multi-enzyme system 
by mixing it with corresponding fluorogenic substrates. Results of HPLC analyses are 
not shown, since in some cases the concentrations of inhibitors were different by 
several orders of magnitude (e.g., 1050 µM TKIFKI and 5 µM CCFSWRCRC) and 
thereby no reliable integration was obtained. Table 4.9 summarises conditions used 
for multi-enzyme experiments (Figure 4.3). 
  
Figure 4.24 Multi-enzyme systems described in in Figure 4.3. 
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Table 4.9 Summary of concentrations of enzymes, peptides and substrates used in multi-enzyme 
experiments. 
System Enzyme [Enzyme], nM Peptide 
[Peptide], 
µM 
Substrate [Substrate], µM 
a 
Tr 300 TKIFKI 2100 (100·Kinh) 
Bz-R-AMC 110 

















We have performed control experiments for the multi-enzyme systems by mixing 
individual components together. 
 
Figure 4.25 Control experiment for chymotrypsin-trypsin topology. Stability of (a) chymotrypsin 
with TKI (b) trypsin with CCFSWRCRC, at room temperature over time. Experimental 
conditions: 200 mM Tris, 20 mM Ca2+, pH 7.8.  
[Cr] = 50 nM, [TKI] = 2100 µM, [Suc-AAPF-AMC] = 60 µM. 
 [Tr] = 300 nM, [CCF] = 10 µM, [Bz-Arg-AMC] = 110 µM. 




Figure 4.26 Control experiment for chymotrypsin-elastase topology. Stability of (a) 
chymotrypsin with TFA-VYVA (b) elastase with CCFSWRCRC, at room temperature over time. 
Experimental conditions: 200 mM Tris, 20 mM Ca2+, pH 7.8.  
[Cr] = 100nM, [TFA-VYVA] = 85 µM,  [Suc-AAPF-AMC] = 60 µM. 
 [Els] = 500 nM, [CCFSWRCRC] = 5 µM, [MeOSuc-AAPV-AMC] = 1200 µM. 
We explored cross-talk between Cr and Els auto-activation systems from Figure 4.2. 
Four samples were prepared containing Cr + MCTASIPPQCY, Cr+ CCFSWRCRC, Els + 
MCTASIPPQCY, Els + CCFSWRCRC. Peptide concentration was monitored by HPLC 
using automatic injection. Samples were kept at 25 °C in the HPLC auto-sampler. The 
experiment shows that both auto-activations are orthogonal, as Cr does not cleave 
MCT and Els does not cleave CCFSWRCRC.  
 
Figure 4.27 Control experiment for chymotrypsin-elastase auto-activation coupling. a) MCT 
cleavage by Cr or Els. b) CCFSWRCRC cleavage by Cr or Els. Experimental conditions: 200 mM 
Tris, 20 mM Ca2+, pH 7.8. a) [Cr] = 1nM, [MCT] = 40 µM, [Els] = 500 nM, [MCT] = 40 µM; b) 
[Cr] = 1nM, [CCF] = 25 µM, [Els] = 500 nM, [CCF] = 25 µM. 
 Dephosphorylation cascade (Figure 4.5) 
Experiments were performed in similar fashion to the autoactivation experiments. 
Chymotrypsin and phosphorylated inhibitor (Ac-CCF(pS)WRCRC-OH) were mixed in 
200 mM Tris buffer containing 20 mM CaClR2R, 2 mM MgClR2R and 0.1% BSA. Peptide 
concentrations were monitored over time by HPLC analysis and chymotrypsin activity 
by fluorogenic assay. The activity was normalised to control experiments without 
inhibitors present. Table 4.10 summarises the conditions used for the phosphatase-
chymotrypsin cascade. 
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Table 4.10 Summary of concentrations of enzymes, peptides and substrates used in 
phosphatase-chymotrypsin experiments. 
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CHAPTER 5  
Modelling of an Enzymatic Reaction 
Network Maintaining Acid-Base 
Homeostasis  
 
Acid-base homeostasis is crucial for proper biological functioning. A variety of 
feedback mechanisms dynamically maintains constant pH in different compartments 
of a cell or parts of an organism. Despite homeostasis being one of the hallmarks of 
living systems, it is rarely realised in synthetic systems. Here we report the design and 
modelling of an enzymatic reaction network that maintains pH homeostasis in flow 





All living systems have an ability to maintain the constant state by counteracting 
and adapting to external and internal disturbances. This ability, known as homeostasis, 
is maintained by a variety of regulatory mechanisms on different scales.[1] For example, 
humans maintain constant levels of core temperature, blood glucose levels, pH of 
fluids, etc. Despite homeostasis being one of the hallmarks of living systems, it is rarely 
realised in synthetic systems. The reported examples include the design of homeostatic 
materials that maintain constant temperature[2], a synthetic cell maintaining a constant 
level of ATP production,[3]  buffered DNA strand displacement networks,[4,5] an 
adaptive enzymatic reaction network.[6] Ma et al. described enzyme network 
topologies, that are capable to maintain homeostasis by achieving perfect adaptation 
to changes in conditions. Based on these topologies, homeostatic transcription-
translation circuits were realised in E. coli.[7,8] 
Most reactions in living systems are catalysed by enzymes. Since enzymatic catalysis 
is strongly pH-dependent, maintaining a constant pH is crucial for proper biological 
function. A well-known biological acid-base homeostatic mechanism is the 
bicarbonate buffer system, maintaining the pH of blood at . .[9] Importantly, the 
composition of this buffer is dynamically regulated via feedback loops, such as 
respiratory control of partial CO  pressure and renal control of the bicarbonate ion in 
plasma. All common laboratory buffer solutions (phosphate, carbonate, Tris, etc.) 
essentially dampen the effect of pH change, whereas acid-base homeostasis 
mechanism dynamically corrects for it by changing concentration of CO  or 
bicarbonate. 
In this chapter we present the design of an enzymatic reaction network that 
dynamically maintains homeostasis in pH level in response to external pH fluctuations. 
We modelled the kinetics of the network based on reaction rates available in the 
literature. To conclude, we present several preliminary experiments. 
5.2 Results and discussion 
The design of the network is based on two enzymes, urease and trypsin, and 
corresponding substrates urea and benzyl-arginine ethyl ester.  The reaction catalysed 
by urease increases the pH of the solution, whereas the reaction catalysed by trypsin 
decreases the pH. In all next sections we present results based on simulations, except 
the last section . . , where few preliminary experiments are shown. To model the 
kinetics, we used the equation for pH-dependent Michaelis-Menten with rate 
constants known for trypsin[10,11] and urease.[12,13] Supplementary details on the rate 
equations are available in the section . . Simulations are used to understand the 
behaviour of the system and to find optimal concentrations for operating the system. 
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5.2.1 Modelling of the urea-urease reaction 
Urease (Ur) converts urea to ammonia and carbon dioxide, which are further 
protonated in water and equilibrate with ammonium and (bi)carbonate ions (Figure 
. a). Since the ammonia produced is a weak base, the reaction increases the pH of the 
solution in unbuffered conditions. The rate of urea hydrolysis depends on pH, 
following a bell-shaped rate-pH curve (Figure . b) with a maximum at pH= .  If the 
initial pH of the solution is acidic, then the released base accelerates the rate of 
hydrolysis, resulting in sigmoidal kinetics, typical for autocatalysis (Figure . c). The 
final pH of the reaction is always ~ .  due to the formation of a NH -NH + buffer 
(pKA= . ) and decrease of the reaction rate. Figure . d schematically shows an 
autocatalytic motif depicting this reaction. 
 
Figure .  Urea-urease reaction. (a) Reaction scheme. (b) Dependence of the rate on pH. (c) 
Simulated kinetics of the reaction with pH as an observable. (d) Schematic autocatalytic motif, 
describing the reaction. 
5.2.2 Modelling of the benzyl arginine ethyl ester – 
trypsin reaction 
Trypsin (Tr) hydrolyses its substrate benzyl-arginine ethyl ester (BAEE) to benzyl-
arginine (BA) and ethanol (Figure . a). The carboxylic group of benzyl arginine is 
deprotonated (pKA= . ), and thus the reaction lowers the pH of the solution. The rate 
of hydrolysis has a bell-shaped dependence on pH with a maximum at pH=  (Figure 
. b). When the reaction is started at slightly basic pH= -  in unbuffered conditions, 




activity of Tr (Figure . c). The reaction triggers a negative feedback on itself as shown 
schematically in Figure . d. 
 
Figure .  Benzyl-arginine ethyl ester – Trypsin reaction. (a) Reaction scheme. (b) Dependence 
of the rate on pH. (c) Simulated kinetics of the reaction with pH as an observable. (d) Schematic 
motif with a negative feedback loop, describing the reaction. 
5.2.3 Modelling of an enzymatic reaction network with 
Urease and Trypsin 
The two reactions described above have an antagonistic effect on the pH of the 
solution. We combined these reactions in a network shown in Figure . a.  In addition 
to the direct feedback loops depicted in the motifs in Figure . d  and Figure . d, a 
rise in pH increases the activity of Tr, while a fall in pH by Tr activity decreases the 
activity of Ur. Thus, an indirect negative feedback loop is formed. 
In batch conditions, the network produces a pulse-like response (Figure . b). 
Initially, Ur autocatalytically increases the pH due to hydrolysis of urea, then Tr-
catalysed hydrolysis of BAEE accelerates, triggering a decrease in pH. The shape of the 
peak is dependent on the balance between Tr, Ur, and substrates. However, for all 
conditions where more acid than base is produced ([BAEE] > ·[Urea]), the system 
reaches a final pH of . A similar system with a pulse-like response based on urease and 
esterase was used to introduce temporal control in a DNA-based hydrogel.[14] 
Next, we studied the response of the network in open conditions with constant 
inflow of reagents. We put the network in a flow reactor (continuously stirred tank 
reactor, CSTR), where all enzymes and reagents are fed into the reactor (Figure . c). 
Several example of simulated time traces with varied [Tr] and [Ur] are shown in Figure 
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. d. In these open conditions, the network reaches a non-equilibrium steady state 
(NESS) with constant level of pH. 
In contrast to the transient behaviour observed in batch conditions, where the final 
pH of the system is always the same; in flow conditions the network can reach different 
levels of pH between  and . 
 
 
Figure .  (a) Urease-Trypsin reaction network in batch conditions. (b) Typical response of the 
network in batch conditions. (c) Urease-Trypsin reaction network in flow conditions, where 
enzymes and substrates are constantly supplied to the reactor. (d) Typical response of the 
network in batch conditions. 
5.2.4 Robustness of the network to changes in inflow 
conditions 
We tested the robustness of the steady state of the network to changes in flow 
conditions. For that we simulated the response of the network upon changing inflow 
parameters in a stepwise manner in Figure . . Step gradients are depicted as dotted 
red lines and for changes in Ur, Tr, total flow rate (parameter kflow) we used a gradient 
 - .  - .  - .  - . , for pH inflow we used a step gradient  –  –  –  – . 
We observed that the system is fairly robust to changes in Ur (Figure . a) and the 
change of the concentration from  to  u/mL only causes a drop in pH by .  
units. The network is quite sensitive to changes in [Tr] and flow rate (kflow). The change 
of [Tr] from  u/mL to  u/mL causes an increase of pH by .  units (Figure . b). 
The decrease in flow rate proportionally decreases the pH of the output (Figure . c). 





Figure .  Robustness of the steady state of the network to changes in flow conditions. For all 
subfigures black lines depict pH of the network and red dotted lines depict the changes in 
corresponding parameter. Changes in (a) Urease, (b) Trypsin, (c) Total flow rate (kflow), (d) pH 
of the inflow solutions. 
The most interesting property of the network is shown in Figure . d: the response 
of the system does not depend on the inflow pH! In other words, the pH of the system 
is determined only by the reactions in the network. We tested if the network is robust 
to changes in pH at different steady states. We simulated response of the network with 
different [Tr] to changes in pH in Figure . . The figure clearly shows that in all cases 
different [Tr] lead to a different pH in the reactor, but this pH is insensitive to changes 
in the inflow pH. 
We note that the network with [Tr] =  is also robust to changes in pH. It means 
that the overall robustness to inflow pH comes from the urea-urease reaction alone, 
whereas the reaction catalysed by Tr makes it possible to reach different steady states. 
 
Figure .  Robustness of the steady state of the network for different concentrations of Tr to 
changes in the inflow pH. 
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5.2.5 Robustness of the network to addition of an acid 
or base 
The fact that pH of the system is robust to external fluctuations of pH and depends 
only on reactions in the network effectively makes this system a buffering reaction 
network. We illustrate the applicability of this network as a pH buffer by simulating a 
sudden addition of an acid or base in Figure . a and b. The network instantaneously 
recovers after perturbation by an acid or base (indicated by red arrows). In contrast to 
that, when an acid or base is added to the flow reactor without the network (Figure 
. c and d), an immediate change in pH is observed and the pH returns to initial level 
in ~  s, following kinetics of the flow reactor. 
 
Figure .  Simulations of addition of an acid or base to a flow reactor with and without the 
network. The addition of an acid is simulated by changing current pH to , and in case of a base 
to pH= . (a), (b) addition of an acid (a) and base (b) to a reactor with the network. (c), (d) 
addition of an acid (c) and base (d) to a reactor without the network. 
5.2.6 Preliminary experiments 
The urea-urease reaction in flow conditions was previously shown to display 
bistable behaviour.[12] In preliminary experiments we compared how bistable 
behaviour is different in the urea-urease reaction and the presented enzymatic 
network. We performed experiments in a flow reactor, where pH is monitored by a pH 
electrode directly placed in the reactor. 
Figure . a shows a flow experiment with the urea-urease reaction, where the 




step wise manner. The bistability diagram constructed in Figure . b displays two 
branches and is comparable to the diagram obtained by Hu et al.[12] 
We then conducted a flow experiment with the Urease-Trypsin network. Figure 
. c shows pH trace of the experiment together with applied gradient of urease. The 
bistability diagram in Figure . d has two branches, with an upper branch around 
pH= . . In comparison with the upper branch in Figure . b, the branch exist over a 
broader urease range and whilst varying within a more narrow pH range.  
Experimentally, the response of the network to changes in urease is similar to the 
response of the network in simulations. We expect that predictions of the model 
regarding homeostasis in pH will also hold. But for the best predictability, values from 
the literature should be fitted to the data obtained in our experimental conditions. 
 
 
Figure .  Experimentally tested robustness of urea-urease reaction (a, b) and the urease-trypsin 
network (c, d) to changes in [Urease]. (a) Measured pH of the urea-urease reaction (black line) 
in response to changes in [Urease] (red dashed line). (b) bistability plot constructed based on 
data in (a). (c) Measured pH of the urease- trypsin network (black line) in response to changes 
in [Urease] (red dashed line). (d) bistability plot constructed based on data in (c). 




We presented the design of a pH buffering reaction network, where pH of the 
system is kept constant in open conditions. We simulated the behaviour of the network 
based on rate constants available in the literature and showed that the system 
maintains the constant level of pH in range -  in response to changes in the inflow 
pH and sudden addition of an acid or base.  
Preliminary experiments showed that the model correctly predict robustness 
against changes in concentrations of urease. We expect that the predictions for pH 
homeostasis will also be verified experimentally. 
Dynamic maintenance of acid-base homeostasis by a synthetic reaction network is 
a novel concept. Ultimately, we think that such concept can be used in creating 
synthetic cells, where pH of different compartments can be dynamically maintained at 
a constant desired level and creating a pH gradient across a membrane. For example, 
the pH inside of liposomes can be maintained at , while pH of surrounding solution 
is . Substates (urea, BAEE) in this case could be transported by membrane proteins, 
while enzymes stay inside liposomes and maintain inner acid-base homeostasis. 
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5.3 Supplementary details 
We used a pH-dependent Michaelis-Menten equation to describe the rate of the 
enzymatic catalysis according to Scheme , where the active site ionises as a dibasic 
acid. 
 
Scheme 1.  
In this scheme E represents enzyme, S - substrate, P – product, and H – protons. 
𝐾  , 𝐾 , 𝐾  , 𝐾  - equilibrium constants of (de)protonation steps, 𝑘  – is the specific 
pH-independent rate constants, 𝐾  – pH-independent Michaelis-Menten constants. 
For urease, apparent KM is assumed to be pH-independent (𝐾  , =















[𝑈𝑟𝑒𝑎] + 𝐾 ,
 
Where 𝑘 , =  1 ∙ 10  𝑠  , 𝐾 , = 1 ∙ 10  𝑀, 𝐾 , = 2 ∙ 10  𝑀,  𝐾 , =
 2.5 ∙ 10  𝑀 
For trypsin, both apparent 𝑘  ,  and 𝐾  ,  are pH-dependent, and the 












[𝐵𝐴𝐸𝐸] + 𝐾  , (𝐻 )
 















Where 𝑘 , = 1 ∙ 10  𝑠  , 𝐾 , = 6.3 ∙ 10  𝑀, 𝐾 , = 4 ∙ 10  𝑀, 𝐾 , =
1 ∙ 10  𝑀 , 𝐾 , = 1 ∙ 10  𝑀, 𝐾 , = 5 ∙ 10  𝑀.  
5.4 References 
[ ] J. E. Hall, A. C. Guyton, Guyton and Hall Textbook of Medical Physiology, 
Saunders/Elsevier, Philadelphia, Pa, . 
[ ] X. He, M. Aizenberg, O. Kuksenok, L. D. Zarzar, A. Shastri, A. C. Balazs, J. 
Aizenberg, Nature , , – . 
[ ] T. Pols, H. R. Sikkema, B. F. Gaastra, J. Frallicciardi, W. M. Śmigiel, S. Singh, 
B. Poolman, Nat. Commun. , , – . 
[ ] D. Scalise, N. Dutta, R. Schulman, J. Am. Chem. Soc. , , – . 
[ ] M. R. Lakin, D. Stefanovic, ACS Synth. Biol. , , – . 
[ ] B. Helwig, B. van Sluijs, A. A. Pogodaev, S. G. J. Postma, W. T. S. Huck, Angew. 
Chem. Int. Ed. , , – . 
[ ] S. K. Aoki, G. Lillacci, A. Gupta, A. Baumschlager, D. Schweingruber, M. 
Khammash, Nature , , – . 
[ ] D. K. Agrawal, R. Marshall, V. Noireaux, E. D. Sontag, Nat. Commun. , , 
. 
[ ] L. L. Hamm, N. Nakhoul, K. S. Hering-Smith, Clin. J. Am. Soc. Nephrol. , 
, – . 
[ ] W. E. Spomer, J. F. Wootton, Biochim. Biophys. Acta BBA - Enzymol. , , 
– . 
[ ] S.-S. Wang, F. H. Carpenter, J. Biol. Chem. , , – . 
 Modelling of an Enzymatic Reaction Network Maintaining Acid-Base Homeostasis 
113 
 
[ ] G. Hu, J. A. Pojman, S. K. Scott, M. M. Wrobel, A. F. Taylor, J. Phys. Chem. B 
, , – . 
[ ] B. Krajewska, J. Mol. Catal. B Enzym. , , – . 
[ ] L. Heinen, T. Heuser, A. Steinschulte, A. Walther, Nano Lett. , , –
. 








CHAPTER 6  







6.1 Outlook and future perspectives 
Pharmaceuticals, materials, fuels. ‘Simple’ chemistry significantly advanced the 
development of society in the past by providing molecules and materials for every need. 
Now, chemistry as a discipline is moving from a science focused on the synthesis and 
properties of individual molecules to studying complex systems of molecules and 
reactions.[1,2] The prime source of inspiration for this ‘systems chemistry’ approach is 
the living systems that surround us.  
The key to design novel functional chemical systems is to implement reactions that 
will power it. Chemical reactions combined in a network are ultimately responsible for 
the emergent behaviour in these systems. In my PhD I researched how to engineer 
synthetic enzymatic reaction networks. I used a combination of traditional chemical 
techniques (enzymology, organic synthesis) and basic methods of complex systems 
science (chemical reaction network theory, out-of-equilibrium systems). 
In this chapter, I discuss several ideas that can be done as follow-up projects and 
further opportunities in design of enzymatic reaction networks. 
 
Design of networks with photoswitchable inhibitors. 
The work presented in Chapters  and  is based on a photocaged inhibitor that 
releases an active irreversible inhibitor upon irradiation. The disadvantage of this 
approach is that inhibitory activity cannot be readily removed from the system. The 
usage of reversible photoswitchable inhibitors (Figure . a) would allow to overcome 
this issue and explore new ways to regulate designed reaction networks. Namely, 
photoswitchable inhibitors would allow ) to perform perturbation analysis, where a 
perturbation can be reversed and ) ultimately, build a reaction network mimicking 
circadian rhythm. 
As an example, I illustrate how signal propagation can be studied in a simple 
enzymatic cascade. The cascade is depicted in Figure . b. Here, the fluorogenic 
substrate Z-Phe-Arg-AMC can be cleaved by chymotrypsin (Cr) to produce non-
fluorescent product H-Phe-AMC that then becomes available for cleavage by 
aminopeptidase (Ap). As the result, fluorescent product AMC is released in two steps. 
The photoinhibitor would regulate activity of Cr in a reversible on/off fashion. The 
network is modelled in a flow reactor based on Michaelis-Menten kinetics. Figure . c 
illustrates how a different sequence of pulses and different distance between pulses 
affects response of the system. For example, panel ii) in comparison with panel i) shows 
that switching off the inhibitor with blue light does not let the inhibitor to accumulate; 
panel iii) shows that increase of distance between uv pulses produces more individually 
pronounced peaks.  
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Additionally, the model shows that response of the cascade to different duration of 
a single uv pulse follows a sigmoidal curve.  This behaviour is known as ‘persistence 
filtering’, where short impulses are disregarded by the system, whereas long persistent 
stimuli affect the response.[3]  
A variety of photoswitchable inhibitors for proteases already have been reported.[4] 
The main issue in applicability of these photoinhibitors to proteolytic networks lies in 
relatively small difference in inhibition activities between two states (max switching 
factor . ). A skilful organic synthesis is needed to establish new photoswitchable 
inhibitors with higher switching factor and potentially orthogonal switching of activity 
of several proteases. 
  
Figure .  Application of a photoswitchable inhibitor to study an enzymatic cascade. (a) 
Photoinhibitor can be switched on by uv light and turned off by blue light. (b) The enzymatic 
cascade where cleavage of the substrate Z-Phe-Arg-AMC is regulated by Cr and Ap. The 
photoinibitor control activity of Cr. (c) Different sequences of light pulses: (i) close uv pulses 
let the inhibitor to accumulate, (ii) alternating uv/blue pulses switch off the inhibitor, (iii) uv 





Study of collapse of oscillations in the trypsin oscillator 
 
Figure .  Perturbations of the trypsin oscillator with different amount of Photo-I. (a)  µM. 
(b)  µM. (c)  µM. 
In Chapter  I showed that a perturbation can trigger severe amplitude loss of 
oscillations. In those cases, recovery of amplitude was observed in the model in >  
h, but was too slow to be observed experimentally (  h). 
Upon further exploring the model I identified a particularly narrow set of 
perturbation conditions where complete collapse of oscillations is observed (Figure 
. a). When the system is perturbed with  µM of Photo-I at .  h, the phase 
trajectory precisely reaches the centre of the limit cycle. There the trajectory does not 
have a ‘momentum’ to recover oscillations. However, for perturbations with  and 
 µM, oscillations after perturbation have small amplitude, but it is enough to recover 
oscillations in >  h. 
This collapse is probably hard to find experimentally, since range of conditions 
where it is observed in the model is too narrow. Additionally, I expect that small 
temperature fluctuations (± .  ⁰C) could also give a momentum for oscillations to 
recover. 
Nonetheless, it is a very interesting observation in terms of nonlinear dynamics, 
which to the best of my knowledge was not reported previously. So called amplitude 
death is only known for a system of coupled oscillators.[5,6] More rigorous mathematical 
analysis can give a better understanding of this phenomenon and reveal its relevance 
for biological oscillators. 
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Towards more complex reaction networks 
 
Figure .  Scheme showing the increase of complexity from a -node trypsin oscillator towards 
complex networks incorporating metabolic principles of regulations. 
Reaction networks described in this thesis have lower complexity than networks in 
biological systems. One of the advantages of small networks is a great level of 
understanding of interactions inside the network. The next logical step is to increase 
complexity of reaction networks, while preserving the detailed understanding (Figure 
. ). For example, more complex networks could incorporate metabolic principles of 
regulation, such as flux regulation in response to external and internal signals, 
allosteric control of enzymatic activities, etc.[7] The goal is not to rebuild the 
metabolism from scratch, but to unravel the whole potential of functional chemical 
reaction network.  
Out-of-equilibrium conditions are a crucial component of complex chemical 
systems. In this work such conditions were introduced with the help of a flow reactor. 
It proved to be an excellent tool for prototyping out-of-equilibrium reaction networks, 
where supply of reagents can be easily regulated. In a more cell-like system, flow 






Molecular programming of enzymatic reaction networks 
 
Figure .  The concept of using a mixture of peptides as a ‘molecular code’ for enzymatic 
reaction networks. (a) Several enzymes are separated in a compartment; (b) a mixture of 
peptides is fed to the compartment are creates the interactions between enzymes, wiring them 
into motifs; (c) examples how a mixture of different peptides with different concentrations can 
be used to program the dynamics of reaction networks. 
The principle of building small ERNs based on peptide inhibitors described in 
Chapter  can be expanded further. The idea is schematically shown in Figure . , 
where in Figure . a a compartment is filled with different enzymes. A mixture of 
peptides can be fed to the compartment, so that peptides create interactions between 
enzymes, giving a rise to an enzymatic reaction network with various motifs (Figure 
. b). The network can be (re)programmed by feeding a different mixture of peptides 
(Figure . c). The peptides in this case can be considered ‘a molecular code’, that tells 
‘the enzymatic hardware’ which kinetic program to execute. 
Additional reaction types could be included to achieve a greater control in the 
system. For example, next to proteolytic reactions, synthesis of new peptides can be 
incorporated into the system. 
 
The urease network for periodic precipitation 
The urease-trypsin network presented in Chapter  displays acid-base homeostatic 
properties. Both positive and negative feedback are present in the system, but since the 
delay between two feedback loops is too short, no oscillations are observed in the 
system. If a delayed negative feedback loop is introduced to the system with a pH-
dependent irreversible inhibitor of urease (Figure . a), oscillations in the pH could be 
observed (Figure . b). Oscillations can be exploited to trigger periodic precipitation 
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of, for example, calcium carbonate or calcium phosphate in D patterns (Figure . c). 
Crystallisation of carbonates, phosphates and silicates by living organisms is the 
process called biomineralization. Often, skeletal features of organisms are formed 
during this process, such as shells and bones. The oscillating urease network can be 
used to mimic biomineralization induce precipitation of a structured D pattern. 
Taylor and co-workers recently reported periodically triggered nucleation of Ca (PO )  
by the urea-urease reaction in batch conditions.[8] Even though, that the observed 
amplitude change in the amount of the phosphate is relatively small and no patterns 
were observed, the reported findings can help to design a reaction-diffusion network.  
 
Figure .  Schematic idea of an oscillating urease network that triggers pattern formation. (a) 
Topology of the network, where urease autocatalytically increases the pH and then activates an 
irreversible inhibitor. (b) Schematic oscillations produced by the network, which trigger periodic 
precipitation above a threshold. (c) Cartoon representation of a formed precipitated pattern. 
 
Reaction networks based on proteases to regulate extracellular matrix. 
 
Figure .  A reaction network producing D patterns in a solution as an inspiration for a 
reaction network that can regulate the behaviour of extracellular matrix in D. 
The core of all reaction networks studied in this thesis consists of proteolytic 
enzymes. The biological function of proteases is degradation of proteins and the 
generation of amino acids. Beyond that, proteases regulate the fate, localization, and 
activity of many proteins, contribute to the processing of cellular information, and 
generate, transduce, and amplify molecular signals.[9] 
One of the interesting classes of proteases are matrix metalloproteinases (MMPs), 
which regulate the extracellular matrix (ECM) by processing extracellular matrix 
proteins (collagens, elastin, gelatin, etc.).[10,11] These proteases operate in a D 





differentiation. I envision that it is possible to create new reaction networks with 
MMPs, and that, ultimately, those networks could regulate the ECM in a desired way 
and affect cellular behaviour. 
First, D reaction-diffusion systems based on easily available proteases (trypsin, 
chymotrypsin, etc.) can be studied to engineer design rules and learn about possible 
pitfalls (Figure . , left). Next, these design rules can be used to build reaction 
networks with MMPs (Figure . , right), which could for example regulate stem cell 
fate by affecting ECM.   
 
Taken together, I expect that further development of enzymatic reaction networks 
will ) give a greater understanding of complex chemical and biological systems, ) 
present a paradigm shift in how we construct materials, devices or synthetic systems 
) find possible applications in chemistry and bioengineering. 
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Chemistry as a discipline is moving from a science focused on the synthesis and 
properties of individual molecules to studying complex systems of molecules and 
reactions. The prime source of inspiration for this ‘systems chemistry’ approach are the 
living systems that surround us. What keeps living systems up and running? Chemical 
reactions combined in networks with intricate balance of the respective reactions. Next 
to that, living systems are constantly out-of-equilibrium, driven by inputs of energy, 
information and matter. Application of these inputs and nature’s design principles 
open up a lot of opportunities to build novel life-like materials and chemical systems. 
The challenge for chemists is to translate these design principles to functional chemical 
systems. 
Yet chemistry, as a discipline has not developed the tools to construct complex 
synthetic chemical systems. In my PhD research I started to close this gap in our 
knowledge by developing the tools to study and to design model systems.  I combined 
chemical techniques (enzymology, organic synthesis) with basics of complex systems 
science (non-linear dynamics, chemical reaction network theory, out-of-equilibrium 
systems).  Results of this work are presented in this thesis. 
 
In chapter  I provide a brief general overview of how different fields study reaction 
networks. Namely, perspectives from fields of synthetic biology, systems chemistry and 
mathematical modelling are given. 
 
Chapters  and  study in details the previously developed enzymatic oscillator 
based on trypsin. To further tune behaviour and temporal organization of the oscillator 
we sought to introduce an external control to the system, using light as a stimulus. In 
chapter  the molecule of photoinhibitor was introduced in the oscillating system as 
a such external control node.  The photoinhibitor was used to entrain a single oscillator, 
synchronise a couple of oscillators and to study dynamics by perturbations. 
 
Chapter  continues to explore the dynamics of the trypsin oscillator using the 
photoinhibitor as a tool to perturb the system. I performed detailed computational 
analysis and identified that a different magnitude of a perturbation triggers two 
distinctive responses: obtaining sustained oscillations and causing the loss of the 
amplitude. The findings were rationalised based on non-linear dynamics and non-
essential side reactions were identified as crucial to the observed behaviour. For 
systems chemists, this study highlights an importance of side reactions in designed 
systems. Additionally, more rigorous mathematical analysis can give a better 
understanding of the collapse of oscillations and reveal its relevance for biological 
oscillators. 
 




Chapter  introduced a new concept to link enzymatic activity into simple network 
motifs using reversible, cleavable peptide inhibitors. We constructed auto-activation 
topologies producing sigmoidal responses in enzymatic activity, explored cross-talk in 
minimal systems, designed a simple enzymatic cascade, and introduced non-inhibiting 
phosphorylated peptides that can be activated using a phosphatase. This chapter 
describes an important step towards developing a molecular information processing 
system. Processes happening in such system could be programmed via a panel of 
reversible inhibitors. 
 
In chapter  I proposed the design of an enzymatic reaction network based on 
urease and trypsin that dynamically maintains homeostasis in the pH level.  
Maintenance of acid-base homeostasis is one of crucial biological functions, which up 
to date has not been realised in synthetic systems. I modelled the reaction network in 
flow conditions based on Michaelis-Menten kinetics and reaction rates available in the 
literature. In the simulations I showed that the system maintains the constant pH in 
response to external pH fluctuations and sudden addition of an acid or a base. In case 
of a successful experimental realisation, this network will be the first example of a 
synthetic pH maintaining network, paving the way for further studies. 
 
Lastly, in chapter  I sketch possible research questions and projects that can be 
build on the basis of the work presented in this thesis. Namely, I discuss: ) design of 
networks with photoswitchable inhibitors, ) study of collapse of oscillations in the 
trypsin oscillator; ) design of more complex network and molecular programming of 
reaction networks; ) design of a urease-based reaction network triggering periodic 
precipitation; ) reaction networks based on proteases to regulate extracellular matrix. 
 I foresee that the further development of reaction networks and implementation 
of a ‘reaction network’ thinking approach will give a rise to new functional 
(bio)materials and chemical systems.    




De scheikunde als vakgebied beweegt zich van een wetenschap gefocust op de 
synthese en eigenschappen van individuele moleculen naar het bestuderen van 
complexe systemen van moleculen en reacties. De primaire bron van inspiratie van 
deze “systeemchemie” (systems chemistry) benadering zijn de levende systemen om 
ons heen. Wat houdt deze systemen in gang? Dat zijn chemische reacties verbonden 
in netwerken, die onderling zeer nauwkeurig zijn afgesteld. Daarbij zijn levende 
systemen constant uit evenwicht (out of equilibrium), aangedreven door de input van 
energie, informatie en materie. Het toepassen van deze inputs en de ontwerpprinicipes 
van de natuur stelt veel kansen tot onze beschikking voor het construeren van nieuwe 
life-like materialen en chemische systemen. De uitdaging voor de scheikundigen is het 
vertalen van deze ontwerpprincipes naar een functionerend chemisch systeem. 
Echter, de scheikunde heeft als discipline de gereedschappen nog niet ontwikkeld 
om dergelijke complexe synthetische chemische systemen op te bouwen. In mijn 
promotieonderzoek heb ik een begin gemaakt dit gat in onze kennis te dichten door 
nieuwe tools te ontwikkelen om modelnetwerken te bestuderen en te ontwikkelen. 
Hierbij heb ik chemische technieken gebruikt (enzymologie, organische synthese) 
alsook de basis van complexe systeemwetenschap (non-lineaire dynamica, chemisch 
reactienetwerk theorie, out-of-equilibrium systemen). De resultaten van dat werk 
presenteneer ik in deze thesis. 
 
In hoofdstuk  geef ik een beknopt algemeen overzicht van hoe verschillende 
vakgebieden reactienetwerken bestuderen. Specifiek zijn dat perspectieven vanuit de 
systeembiologie, systeemchemie en het wiskundig modelleren van dergelijke 
netwerken 
 
Hoofdstukken  en  gaan in detail in op de voorheen ontwikkelde enzymatische 
oscillator gebaseerd op trypsine. Om het gedrag en de temporele organisatie verder fijn 
te stemmen poogden we een vorm van externe controle op het systeem te introduceren, 
waarbij we licht als stimulus gebruikten. In hoofdstuk  wordt een photoinhibitor 
geïntroduceerd bij een oscillerend systeem als externe controlemodule. De 
photoinhibitor werd gebruikt om een enkele oscillator te trainen, enkele oscillatoren 
te koppelen en om de dynamica van verstoringen te bestuderen.  
 
Hoofdstuk   vervolgt met het verkennen van de dynamica van de trypsine 
oscillator waarbij de photoinhibitor wordt gebruikt als gereedschap om het systeem te 
verstoren. Na uitvoerige computationele analyse stelde ik vast dat verschillende ordes 
van grootte van verstoring resulteren in twee karakteristieke responses: het verkrijgen 
van aanhoudende oscillatie en het veroorzaken van een verlies van in amplitude. Deze 
bevindingen kunnen verklaard worden door non-lineaire dynamica en non-essentiële 
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zijreacties werden geïdentificeerd als cruciaal voor het waargenomen gedrag. Voor 
systeemchemici wordt het belang van zijreacties onderschreven voor ontworpen 
systemen. Daarnaast kan een meer rigoureuze wiskundige analyse een beter begrip 
geven van het ineenstorten van oscillaties en daarmee de relevantie voor biologische 
oscillatoren tonen. 
 
Hoofdstuk  introduceert een nieuw concept waarin enzymatische activiteit 
gekoppeld wordt aan reversibele, knipbare peptide inhibitors. We hebben 
autoactivatie netwerken gebouwd die sigmoidale responses in enzymatische activiteit 
genereren, cross-talk in minimale systemen verkend, een simpele cascade ontworpen 
en niet-inhiberende gefosforyleerde peptiden geintroduceerd die door een fosfatase 
geactiveerd kunnen worden. In dit hoofdstuk word teen belangrijke stap beschreven 
richting het ontwikkelen van een moleculair informatie verwerkingssysteem 
(molecular information processing system). De processen in een dergelijk systeem 
kunnen geprogrammeerd worden met verschillende reversibele inhibitors. 
 
In hoofdstuk  stelde ik het ontwerp voor van een enzymatisch reactienetwerk 
gebaseerd op urease en trypsine dat op een dynamische wijze homeostase onderhoudt 
van de pH. Het onderhoud van zuur-base homeostase is één van de cruciale biologische 
functies die tot nu toe nog niet gerealiseerd zijn in een synthetisch systeem. Ik heb het 
reactie netwerk gemodelleerd onder flow-condities gebaseerd op Michaelis-Menten 
kinetiek en de reactie constanten beschikbaar vanuit de literatuur. In deze simulaties 
liet ik zien dat het systeem een constante pH behoudt in reactie op externe pH 
fluctueringen en de plotselinge toevoeging van zuur of base. In het geval van een 
succesvolle experimentele realisatie, zou dit het eerste voorbeeld zijn van een 
synthetisch netwerk dat de pH onderhoudt, wat de weg vrijmaakt voor 
vervolgonderzoek. 
 
Tenslotte beschrijf ik in hoofdstuk  de mogelijke onderzoeksvragen en -projecten 
die voort kunnen bouwen op het werk in dit proefschrift. Hierin bediscussieer ik: ) het 
ontwerp van netwerken met photoswitchable inhibitors, ) het bestuderen van het 
ineenstorten van oscillaties in de trypsine oscillator, ) het ontwerp van complexere 
netwerken en het moleculair programmeren van reactienetwerken, ) het ontwerp van 
een reactienetwerk op basis van urease dat leidt tot periodieke neerslagreacties, ) 
reactienetwerken op basis van proteases om de extracellulaire matrix te reguleren.  
Ik voorspel dat de verdere ontwikkeling van reactienetwerken en de implementatie 
van een “reactienetwerk denkwijze” aanzet zal geven tot nieuwe functionele 
(bio)materialen en chemische systemen. 
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