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The seven preceding editions of the FCA4AI Workshop showed that many researchers
working in Artificial Intelligence are deeply interested by a well-founded method for classifi-
cation and data mining such as Formal Concept Analysis (see https://conceptanalysis.
wordpress.com/fca/). FCA4AI was co-located with ECAI 2012 (Montpellier), IJCAI 2013
(Beijing), ECAI 2014 (Prague), IJCAI 2015 (Buenos Aires), ECAI 2016 (The Hague), IJ-
CAI/ECAI 2018 (Stockholm), and IJCAI 2019 (Macao). The workshop has now a quite long
history and all the proceedings are available as CEUR proceedings (see http://ceur-ws.
org/, volumes 939, 1058, 1257, 1430, 1703, 2149, and 2529). This year, the workshop has
again attracted many researchers from many countries working on actual and important top-
ics related to FCA, showing the diversity and the richness of the relations between FCA and
AI.
Formal Concept Analysis (FCA) is a mathematically well-founded theory aimed at data
analysis and classification. FCA allows one to build a concept lattice and a system of depen-
dencies (implications and association rules) which can be used for many Artificial Intelligence
needs, e.g. knowledge discovery, learning, knowledge representation, reasoning, ontology en-
gineering, as well as information retrieval and text processing. Recent years have been wit-
nessing increased scientific activity around FCA, in particular a strand of work emerged that
is aimed at extending the possibilities of FCA w.r.t. knowledge processing, such as work
on pattern structures, relational context analysis, and triadic analysis. These extensions are
aimed at allowing FCA to deal with more complex data, both from the data analysis and
knowledge discovery points of view. Actually these investigations provide new possibilities for
AI practitioners within the framework of FCA. Accordingly, we are interested in the following
issues:
• How can FCA support AI activities such as knowledge processing, i.e. knowledge
discovery, knowledge representation and reasoning, learning, i.e. clustering, pattern and
data mining, natural language processing, and information retrieval (non exhaustive
list).
• How can FCA be extended in order to help Artificial Intelligence researchers to solve
new and complex problems in their domains.
The workshop is dedicated to discussion of such issues. First of all we would like to thank
all the authors for their contributions and all the PC members for their reviews and precious
collaboration. This year, 24 papers were submitted and 14 were accepted for presentation
at the workshop, out of which 6 short papers. The papers submitted to the workshop were
carefully peer-reviewed by three members of the program committee. Finally, the order of
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Embedding Formal Contexts Using Unordered
Composition?
Esteban Marquer, Ajinkya Kulkarni, and Miguel Couceiro
Université de Lorraine, CNRS, Inria N.G.E., LORIA, F-54000 Nancy, France
{esteban.marquer,ajinkya.kulkarni,miguel.couceiro}@inria.fr
Abstract. Despite their simplicity, formal contexts possess a complex
latent structure that can be exploited by formal context analysis (FCA).
In this paper, we address the problem of representing formal contexts us-
ing neural embeddings in order to facilitate knowledge discovery tasks.
We propose Bag of Attributes (BoA), a dataset agnostic approach to
capture the latent structure of formal contexts into embeddings. Our
approach exploits the relation between objects and attributes to gener-
ate representations in the same embedding space. Our preliminary ex-
periments on attribute clustering on the SPECT heart dataset, and on
co-authorship prediction on the ICFCA dataset, show the feasibility of
BoA with promising results.
Keywords: Formal Concept Analysis · Vector Space Embedding · Neu-
ral Networks · Complex Data · Link Prediction · Clustering.
1 Introduction
In recent years there has been an increasing interest in approaches to combine
formal knowledge and artificial neural networks (NN). As mentioned in [1, p. 6],
these approaches have a “generally hierarchical organization”, with the “lowest-
level network [taking] raw data as input and [producing] a model of the dataset”.
These networks represent data as real-valued vectors called embeddings.
Formal concept analysis (FCA) is another powerful tool for understanding
complex data. Replicating its mechanisms using NNs could help processing com-
plex and large datasets [5,17] by tackling FCA’s scalability issues. Following this
idea, we want to reproduce the general extraction process of FCA with NN ar-
chitectures. This asks for a general embedding framework for contexts capable
of handling data of arbitrary dimensions while encoding much of the contextual
information. To our knowledge, there are only a few approaches in this direc-
tion [5,10,17,20]. Dürrschnabel et al. [5] propose FCA2VEC to embed formal
contexts by encoding FCA’s closure operators. It has three main components:
attribute2vec and object2vec, (both based on word2vec [19]), and closure2vec that
relies on a distance between closures of sets of attributes. In fact, closure2vec
? We would like to thank the Inria Project Lab (IPL) HyAIAI (“Hybrid Approaches
for Interpretable AI”) for funding the research internship of E. Marquer.
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is based on [20] that showed how to encode closure operators with simple feed-
forward NNs. An advantage of this framework is that it produces embeddings of
low dimensions (2 and 3) to facilitate interpretability. Yet FCA2VEC has sev-
eral limitations: the embedding models need to be trained on each formal context
(without guaranties of generalization) and the embeddings for objects and at-
tributes are not defined in the same embedding space, which can be problematic
when processing objects and attributes together.
To overcome these limitations, we propose Bag of Attributes (BoA) for pro-
viding a shared embedding space for objects and attributes by composing object
embeddings from attribute embeddings. It is based on unordered composition
and long short-term memory neural network (LSTM). Also, it predicts the num-
ber of concepts and a new measure of attribute similarity, called co-intent sim-
ilarity, based on metric learning. This novel approach differs from the existing
ones as it is agnostic to the data. Indeed, the model can accommodate any num-
ber of objects and attributes and it generalizes on real-world formal contexts
despite being trained on randomly generated ones. We also explore the advan-
tages and limits of our approach and provide experimental results on attribute
clustering on the SPECT heart dataset1, and on co-authorship prediction on
the ICFCA dataset2. The comparison of BoA with FCA2VEC shows competi-
tive performances on both tasks.
The paper is organized as follows. In Section 2, we briefly recall some basic
background on FCA and NN. The architecture of BoA is defined in Section 3,
whereas the corresponding training process and datasets are presented in Sec-
tion 4. We discuss the impact of datasets characteristics on the performance in
Section 5. Section 6 describes our experiments on attribute clustering and co-
authorship prediction using real-world datasets3. Finally, we discuss potential
developments for future work in Section 7.
2 Preliminaries And Basic Background
In this section we briefly recall some basic background on FCA (Subsection 2.1)
and deep learning (Subsection 2.2 and 2.3), and define the new co-intent sim-
ilarity for attributes. For further details on FCA see, e.g., [8,12], and on NN
architectures see, e.g., [11].
2.1 Formal Concept Analysis
A formal context is a triple 〈A,O, I〉, where A is a finite set of attributes, O is a
finite set of objects, and I ⊆ A×O is an incidence relation between A and O. A




3 Compared to graph neural network approaches, FCA2VEC shows an improvement
of at least 5% on all metrics for link prediction.
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attributes as columns Ca, for o ∈ O and a ∈ A. The entry of C corresponding
to o and a is defined by Co,a = 1 if (o, a) ∈ I, and 0 otherwise.
It is well known [8] that every formal context 〈A,O, I〉 induces a Galois
connection between objects and attributes: for X ⊆ O and Y ⊆ A, defined by:
X ′ = {y ∈ A | (x, y) ∈ I for all x ∈ X} and Y ′ = {x ∈ O | (x, y) ∈ I for all y ∈
Y }. A formal concept is then a pair (X,Y ) such that X ′ = Y and Y ′ = X, called
respectively the intent and the extent. It should be noticed that both X and Y
are closed sets, i.e., X = X ′′ and Y = Y ′′. The set of all formal concepts can be
ordered by inclusion of the extents or, dually, by the reversed inclusion of the
intents. We denote by I ⊆ 2A the set of intents and E ⊆ 2O the set of extents.
2.2 Auto-Encoders, Embeddings And Metric Learning
Auto-encoders are a class of deep learning models composed of (i) an encoder,
that takes some x as an input and produces a latent representation z, and (ii) a
decoder, that takes z as an input and reconstructs x̂ a prediction of x. The model
learns to compress x into z by training the the model to match x and x̂. The
training objective matching x and x̂ is the reconstruction loss. Auto-encoders are
one of the methods to generate representation of data as vectors. In that case z
is called the embedding of x, and the real-valued space in which z is defined is
called the embedding space.
Unlike traditional auto-encoders, variational auto-encoders (VAEs) [14] en-
code a distribution for each value of z instead of the value itself. In practice, for
each component of z, the encoder produces two values: a mean µ and a standard
deviation σ. When training the model, z is sampled from the normal distribution
defined by µ and σ. Finally, the distribution defined by µ and σ is normalized by
adding the Kullback–Leibler (KL) divergence loss term. To make this process dif-
ferentiable and be able to train the model, a method called reparametrization [14]
is used. VAEs are known to provide better generalization capabilities and are
easier to use to decode arbitrary embeddings, compared to classic auto-encoders.
This property is useful for generation since we can train a model generating em-
beddings and then decode them with a pre-trained VAE. In fact, VAEs are used
in a wide variety of applications to improve the quality of embedding spaces,
e.g., for image [14], for speech [16] and for graph generation [15].
Metric learning [18] is a training process used ensure that embedding spaces
have the properties of metric spaces. To achieve this, a loss is used to reduce the
distance between the embeddings of equal elements and increase the distance
between embeddings of different elements. Multiple losses can achieve this, such
as the pairwise loss and the triplet loss. Triplet loss considers the embeddings
of three elements: an input x1, some x2 judged equal to x1 and some y different
from x1. In some approaches [16] a predictor (typically a multi-layer perceptron
(MLP)) is used to predict a distance between the embeddings instead of applying
a standard distance directly on the embeddings. It is possible to learn distances
on different properties of the embedded elements, by splitting the embedding
into segments and learn a different distance on each one [16]. Metric learning
is usually used to approximate actual distances. However, this process can be
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applied to learn other kinds of measures not fitting the definition of a distance,
which is what we do in this paper.
We need both “equal” and “different” attributes to use metric learning losses
on attribute embeddings. Nonetheless, even if we consider equivalent attributes
(i.e. with the same extent) as “equal”, they are usually rare within a given con-
text. We define co-intent similarity to compare attributes and avoid this issue.





1 if |{i ∈ I|a1 ∈ i}|+ |{i ∈ I|a2 ∈ i}| = 0
2× |{i ∈ I|a1 ∈ i, a2 ∈ i}|
|{i ∈ I|a1 ∈ i}|+ |{i ∈ I|a2 ∈ i}|
otherwise.
(1)
In other words, it is the ratio of intents containing both attributes over the
intents containing a1 or a24. In cases where no intent contain the attributes (both
attributes are empty or padding columns), the similarity is set to 1. Co-intent
similarity ranges from 0, for attributes never appearing in the same intents, to
1, for attributes always appearing together or for identical attributes.
2.3 Unordered Composition
By unordered composition functions we mean operations that do not take into
account the order of the input elements and that can accommodate any num-
ber of input elements. Typical examples are the componentwise min, max, and
average (also called respectively min-, max-, and average-pooling). Unordered
composition-based models have proven their effectiveness in a variety of tasks,
for instance, sentence embedding [13], sentiment classification [4] and feature
classification [9]. On the one hand, this family of methods allows inputs of vary-
ing sizes to be processed at a relatively low computational cost, by opposition
to recurrent models like LSTM [11]. On the other hand, we lose the information
related to the order of the input elements.
3 Proposed approach
In this section we first define the proposed approach and explain the objectives
used to train the model. The training process is detailed in Section 4.
3.1 Bag of Attributes
Bag of Attributes (BoA) takes a formal context as input, and produces embed-
dings for its attributes. Then, object embeddings are computed using the embed-
dings of the attributes and the formal context. BoA has four main components: a
pre-embedding generator, an attribute encoder called self-other encoder to com-
pute the attribute embedding, an object encoder and a decoder. It considers the
4 Observe that this is essentially the Jaccard index on the set of intents.
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(a) Self-other attribute encoder for an attribute. (b) BoA encoder architecture.
Fig. 1: Schematic representation of the BoA architecture. Blue blocks correspond
to tensors, the orange to neural components and green blocks to non-neural
computations. Arrows joining blocks represent concatenation of tensors.
attributes as an unordered set to produce the object and attribute embeddings.
The name is inspired by Bag of Words (BoW) [19]. The structure of the encoder
is schematized in Figure 1. The decoder itself is an MLP predicting if an object
has an attribute or not (1 or 0, respectively). Its input is the concatenation of the
object and the attribute embeddings. A sigmoid function applied on the output
ensures it is in [0, 1]. BoA is trained as a VAE on formal contexts, so a µ and σ
vector is produced for each attribute. The sampling of the attribute embeddings
is done before the generation of object embeddings.
The order of the attributes in the dataset does not matter for FCA, there-
fore in BoA each attribute is processed in a similar manner to capture this
property. Each attribute is compared to all the other attributes, for each object
of the dataset. In practice, the column of an attribute (self ) is compared to
an unordered composition (average-pooling) of all the other attributes (other).
Self and other are then processed by a bidirectional LSTM (BLSTM) [11], with
the object dimension as the sequence dimension. The last hidden state of the
BLSTM is processed with a feed-forward layer into an embedding that represents
the attribute. The structure of the attribute encoder is presented on Figure 1a.
Finally, the object embeddings are computed by applying max-pooling on the
embeddings of the attributes present in the object’s intent. We apply a LSTM on
each row of C before the self-other encoder, as it produces different embeddings
for each attribute despite the same input, to allow the model to determine which
attribute is involved by avoiding the use unordered composition directly on C.
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3.2 Training Objective
We train BoA using KL divergence on the attribute embeddings exclusively as
the sampling happens before the computation of the object embeddings. We use
the binary cross entropy loss for reconstruction because the model predicts be-
tween two classes (1 and 0). On top of that, we use metric learning with the new
co-intent similarity (see Equation 1) and the number of concept [8], with mean
square error (MSE) as the loss function. Predicting the number of concepts from
the context without actually computing the intents, helps when generating the
set of concepts using neural models. Indeed, knowing how many elements to gen-
erate beforehand facilitates the generation process. We use MLPs to predict the
co-intent similarity and number of concepts. For co-intent similarity between two
attributes a1 and a2, the input is the concatenated embeddings of a1 and a2 and
a sigmoid output function is added to ensure the predicted similarity is in [0, 1].
We apply a max-pooling over the attribute embeddings before predicting the
number of concepts, which corresponds to a deep averaging network (DAN) [13].
4 Training Setup
In this section we present our training process (Subsection 4.1), dataset (Sub-
section 4.2) and we describe the data augmentation process (Subsection 4.3).
4.1 Training Process
We train BoA in two phases of 5000 epochs each. In the first phase, we apply the
reconstruction loss and the KL divergence only. Then, we gradually introduce
the prediction of the co-intent similarity and of the number of concepts. When
using metric learning with multiple distances, a common approach is to split
the embedding space and to learn one distance per sub-part of the embedding
space [16]. We apply the same principle and use 50% of the embedding space
to predict the co-intent similarity and 25% for the number of concepts. The
exact embedding dimension of BoA is 128, with a pre-embedding of size of 64.
The LSTM and the BLSTM have two layers each. The decoder MLP has four
layers, and the MLPs used for distance prediction both have two layers. We use
a rectified linear unit activation function between all the layers of the model.
4.2 Training Data
The dataset used for training the BoA model is composed of 6000 randomly gen-
erated formal contexts split into training and validation, and the corresponding
intents computed using the Coron system5. To generate a context of |O| ob-
jects and |A| attributes we sample |O| × |A| values from a Poisson distribution
and apply a threshold of 0.3. Values under the threshold correspond to 1 in the
context, which leads to a density around 0.3. Note that the random generation
5 http://coron.loria.fr/site/index.php
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Table 1: Descriptive statistics on the dataset of randomly generated contexts.
Dataset # Object # Attribute # Concept Context density
Mean
± std.
train 12.83± 6.11 12.98± 6.03 77.93± 78.39 0.329± 0.057
test 12.83± 6.13 12.97± 6.04 78.12± 77.27 0.332± 0.057
Range train 1 to 20 2 to 20 1 to 401 0 to 0.56test 2 to 20 3 to 20 2 to 401 0 to 0.49
process may result in empty rows and columns, which will be dropped by Coron
if they are at the extremities of the context. For this reason, the actual size of
the generated context may be smaller than the requested one. We generate a
training set of 5000 contexts and a test set of 1000 samples. For the training
phase, a development set of 10% of the training set is randomly sampled from
the training set. For each set, we generate different sizes of contexts, 20% of each:
5× 5, 10× 10, 10× 20, 20× 10 and 20× 20 contexts (|O| × |A|). The statistics
of the generated datasets are reported in Table 1.
4.3 Data Augmentation
We rely on plain random generation for the formal contexts, and not on more
involved generation processes as discussed in [7,6], so the random data is biased.
We introduce a simple way to compensate some of those biases while improving
the generalization capability of the model. We implement the following data
augmentation pipeline: (i) duplicating of objects and attributes, (ii) inverting
the value of entries and (iii) shuffling objects and attributes. With this process,
we simulate identical (duplication) and nearly identical (duplication + drop)
objects or attributes that appear in real-world datasets.
Objects and attributes have a probability p of being duplicated. If dupli-
cated, they have the same probability p of being duplicated again. From this
definition, the number of copies of an object (or attribute) follow a geometric
law with a probability of success p. Consequently, the exact number of objects
and attributes actually seen during training do not match the ones reported in
Table 1. Nonetheless, the duplication follows a geometric law so we can estimate
the number amount of object and attribute seen as number/(1 − p). Invert-
ing some randomly selected values in the formal context is our adaptation of
dropout, a common technique in deep learning. The shuffling after duplication
avoids model’s reliance on order of the objects and the attributes. We set the
duplication probability to p = 0.1 and the drop probability to 0.01. In this set-
ting, the estimated average object and attribute numbers are respectively 14.25
and 14.42, for both the training and development sets.
When co-intent similarity is used, duplication and shuffling are reproduced on
the intents. However, drops in a formal context alter the corresponding lattice,
so they are not applied at all when using data from the lattice. This precaution
avoids making the model insensitive to small variations in the input.
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4.4 Issues With KL Divergence
When adding the KL divergence to the prototype of BoA (initially a simple
auto-encoder) the performance of the model was greatly impaired. The analysis
of the predictions revealed the model was going for “low hanging fruits” and
ignored the embeddings themselves, as described in [3]. To solve this issue we
apply annealing [3] and multiply the KL divergence by a lambda that we set to
10−3. This reduces the impact of the KL divergence on the training and allows
the model to learn some features before the KL divergence comes into effect.
However, it reduces the benefits we get from using a VAE.
5 Exploring The Limits Of BoA
We now explore the limits of BoA w.r.t. input data. All experiments are per-
formed on randomly generated data to control of the evaluation process.
5.1 Reconstruction Performance
To assess the reconstruction performance of the BoA auto-encoder, we use the
area under the ROC curve (AUC ROC). It allows to determine whether the BoA
has good predictive capacity and, similarly to the F1 measure, gives a general
account of performance. To determine if the results are significantly different,
we use Student t-test on means. The results are presented in Figure 2.
We first evaluate the impact of the density on the reconstruction by compar-
ing the performance on random contexts with densities from 0.1 to 0.9. We use
100 samples per density with a fixed size of 20 objects and attributes. Student’s
t-test show significant differences between the performance with the various den-
sities: all the p-values are under 0.01 except between 0.4 and 0.8 (0.24), 0.5 and
0.6 (0.39), and 0.7 and 0.8 (0.19). However, the model performance stays overall
stable across the densities, while slightly better with smaller densities. We sus-
pect this tendency is due to the composition process of the object embeddings:
the higher the density, the more attributes are present for an object, so more
attribute embeddings are involved in the composition of the object embeddings,
making it more complex to decode.
We also examine the effect of the size on the AUC ROC. Square random con-
texts (|O| = |A|) of sizes in {5, 10, 20, 50, 100, 200, 500} and a fixed density of 0.3
are used for this experiment, with 20 samples per size. The model performs very
well for seen data sizes with a slight drop to 0.83 for 20 objects and attributes. As
expected, the performance drops when manipulating larger contexts. For 50 ob-
jects and attributes (2.5 times the maximum seen size), the AUC ROC is above
0.63, but from 100 objects and attributes onward, it drops under 0.6. Finally,
with 500 objects and attributes (25 times the largest seen data size and 4 times
the embedding size), the reconstruction AUC ROC falls to 0.50 in average. This
is the limit of reconstruction performance with the current training process.
Finally, we examine the impact of the number of concepts on the performance
of the model. We use contexts of fixed size (20 objects and attributes) from the
14
(a) Impact of the density, from 0.1 to 0.9,
100 samples per density.
(b) Impact of the size, from 5 to 500 ob-
jects and attributes, 20 samples per size.
(c) Impact of the concept number, for 200 sample with 20 objects and attributes. The
blue line is the general tendency when rounding the concept number to 50.
Fig. 2: Reconstruction performance on random contexts. The error bars and the
shaded area correspond to the standard deviation.
test set, totaling 200 contexts. We consider the concept number as an indicator
of the variety of attributes and objects in the context. Indeed, if the concept
number is high for a given size of context, we can expect the context to be close
to the clarified context (context with no equivalent objects or attributes). This
implies a lower amount of duplicate objects and attributes. In addition, we can
expect the model to have a harder time encoding and decoding irregular contexts
than repetitive ones. Consequently, the drop of the AUC ROC for higher concept
numbers is not surprising. However, we also observe a lower performance around
150 concepts. This second decrease requires further investigation.
5.2 Metric Learning Performance
We evaluate the performance of BoA for the co-intent similarity and number
of concepts’ prediction, by computing the attribute embeddings and applying
the predictors trained together with the BoA model. We use the 200 contexts of
20 objects and attributes from the test set. The prediction results are reported
Figure 3. The Pearson correlation coefficient is 0.9 between the actual concept
number and the prediction, indicating a strong correlation. We can notice the
tendency of the model to under-evaluate the concept number. Even though BoA
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(a) Concept number. (b) Co-intent similarity.
Fig. 3: Predicted pseudo-metrics against the actual values, for the 200 samples
with 20 objects and attributes from the test set.
manages to differentiate ai and aj , when ai = aj , the predictions in the other
cases are not clear: for similarities between 0 and 0.8, they seem randomly picked
between 0 and 0.4. The analysis of the training process reveals a small difference
of the MSE between the first and the last training epochs: from 0.17 to 0.05.
6 Experiments On Real-World Datasets6
To evaluate the performance of BoA on real-world datasets, we follow the em-
pirical setting of [5]: we reproduce their link prediction and attribute clustering
tasks, used to evaluate object2vec (o2v) and attribute2vec (a2v), respectively.
We use the same ICFCA dataset as [5] for link prediction. For attribute clustering
however, we use SPECT heart7 as it is smaller than wiki44k [5], with dimensions
closer to the training data: 68 objects and 23 attributes. We train the CBoW
and SG variants of FCA2VEC models using the same settings as in [5], with 20
random iterations of each model and an embedding size of 3. To obtain compa-
rable results, we reduce the embeddings produced by BoA to 3 dimensions by
applying two standard dimensionality reduction techniques: principal component
analysis (PCA) and t-distributed stochastic neighbor embedding (TSNE). We use
Student t-test on means to determine if the results are significant.
We report the link prediction performance in Table 2. The three BoA variants
show a significantly different performance from o2v SG, with all the p-values
lower than 0.005. We found that the classifier based on BoA, the one with the
best F1 score, systematically answers positive. Additionally, we fail to reproduce
the performance of [5] (F1 score of 0.69 for o2v CBoW, 0.66 for o2v SG) Finally,
the ICFCA context is very sparse: it has a density of 0.003 on the train and
0.005 on the test set. Due to this, the task may not be representative of the
6 Experiments were carried out using the Grid’5000 testbed, supported by a scientific
interest group hosted by Inria and including CNRS, RENATER and several
Universities as well as other organizations (see https://www.grid5000.fr).
7 https://archive.ics.uci.edu/ml/datasets/SPECT+Heart
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Table 2: Performance on the link prediction task (mean ± std.).
Model Precision Recall F1
o2v CBoW 0.63± 0.05 0.46± 0.05 0.53± 0.05
o2v SG 0.70± 0.04 0.49± 0.03 0.57± 0.02
BoA PCA 3d 0.65 0.42 0.51
BoA TSNE 3d 0.58 0.67 0.62
BoA 0.50 1.00 0.67
Table 3: Performance on the attribute clustering task with 2, 5 and 10 clusters.
Model k = 2 k = 5 k = 10
a2v CBoW 0.66± 0.00 0.14± 0.02 0.063± 0.013
a2v SG 0.35± 0.13 0.11± 0.03 0.042± 0.010
BoA TSNE 3d 0.30 0.29 0.044
BoA PCA 3d 0.70 0.22 0.051
BoA 0.70 0.22 0.051
performance of the object embeddings on most datasets. These results hint that
the task needs to be adapted to get proper insight on the object embedding
performance. The attribute clustering performance is reported in Table 3. In
this experiment, we find that the CBoW variant performs significantly better
than the SG (all t-test p-values under 0.0005). This is the opposite of the result
found by [5] for attribute clustering. However, this result may be due to using a
different dataset. Interestingly, the BoA PCA variant performs equally to the full
BoA. The performance of BoA (and BoA PCA) is significantly better than a2v
CBoW for 2 and 5 clusters (p-values under 10−14). For 10 clusters however, a2v
CBoW performs significantly better (p-value under 0.001). The model improves
the performance of a2v CBoW by 4% for 2 clusters and 8% for 5 clusters.
7 Conclusion And Future Work
We introduced the co-intent similarity for attributes and proposed BoA, a gen-
eralized embedding framework for formal contexts that integrates several FCA
aspects. Our framework is data agnostic and scales to real-world datasets such as
the SPECT heart dataset. It is also robust w.r.t. variations in the density and the
concept number of formal contexts. The experimental results are encouraging,
as our general approach achieves performance similar to FCA2VEC, a dataset
specific one. In addition to being data agnostic, BoA constitutes a promising
alternative to FCA2VEC since it uses a single embedding space for all con-
texts. Moreover, the asymptotic time complexity of embedding a formal context
through BoA is θ(|O| × |A|2). In comparison, applying a linear embedding (the
most basic embedding) or an LSTM embedding model (like our pre-embedding)
to each entry has a complexity of θ(|O| × |A|).
As future work we aim to tackle two active issues in the FCA community: the
random generation of contexts and the scalability of concept lattices. Random
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context generation introduces several biases as it does not match the distribution
of real-world formal contexts (see e.g., the “stegosaurus effect” discussed in [2]). It
could be beneficial to use more accurate generation algorithms than our current
algorithm, like those discussed in [6,7]. Nonetheless, it is encouraging to see that
BoA achieves acceptable performance when trained on simply generated contexts
of relatively small size (up to 20 objects and attributes). Since this preliminary
work enables the use of decoders in generation processes, using NNs seems a
feasible direction for concept lattices construction. These are some directions of
current ongoing work.
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Abstract. Concept lattices are an elegant and effective tool for knowl-
edge representation. In the last decades, there have been many advances
in FCA theory building, offering a deep understanding of the theoretical
foundations. There are many very efficient algorithms to compute con-
cept lattices and FCA has been extended and generalized (pattern struc-
tures, triadic, n-adic FCA, etc.). Many projects have been conducted and
there is an impressive list of FCA related software1. Due to technological
advances, we have now new and interesting possibilities for representing
concept lattices. This paper’s aim is to discuss how virtual reality (VR)
can improve user’s experience in navigating concept lattices. Using VR
rooms, we can have a totally new 3D experience of a concept lattice, we
can freely move through that structure, exploring it from literally many
points of view, and can communicate in a multi-player setting with other
users, fulfilling R. Wille’s dream of conceptual landscapes of knowledge.
1 Introduction
FCA has been designed from its very beginning, as a mathematical theory aim-
ing to offer an effective reasoning support for scientists, practitioners and users
in their attempt to analyse data. The key word was restructuring and its seminal
paper [9] was also programmatic. R. Wille mentioned that ”... the connections
of the theory to its surroundings are getting weaker and weaker, with the result
that the theory and even many of its parts become more isolated.” Ten years
later, FCA developed to ”a set-theoretical model for concepts and conceptual
hierarchies, allowing the mathematical study of the representation, inference, ac-
quisition, and communication of conceptual knowledge” [10]. This development
led then to conceptual landscapes of knowledge [8], a paradigm which allows a
unifying model to various tasks of knowledge processing. For 20 years, conceptual
structures have been implemented in various software systems but the represen-
tation of knowledge tended to be two-dimensional, due to inherent technological
limitations.
For improving effectiveness and also the user’s experience in navigating con-
cept lattices, modern technological advances makes possible to represent concep-
tual knowledge in 3D. As real-life landscapes are three dimensional, conceptual
1 https://conceptanalysis.wordpress.com/fca-software/
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landscapes of knowledge should be also represented in a 3D environment, which
comes with a couple of challenges and need for innovation. In this paper, we
present our approach, own views and ideas of a translation of 2D representation
of concept lattices in 3D, followed by some technical solutions of the implemen-
tation.
2 Related Work
At the best of our knowledge, there is no well established available tool to repre-
sent concept lattices and ToscanaJ2 related features in a VR environment. Nev-
ertheless, there is a plethora of software tools and implementations developed
by various groups of our FCA community, which are targeting several problems
and approaches. Without any claim of being comprehensive, we briefly present
some of these contributions.
LatViz [1] proposes improvements over existing tools, as well as new func-
tionalities such as visualization of Pattern Structures, concept annotations, in-
tuitive visualization of implications. ConExp3 is meanwhile a classic among FCA
software tools, while ConExp-FX4, and ConExp-NG5 are reimplementations of the
former. The latter one is part of FCA Tools, a collection of FCA related software
tools6. FCA Tools Bundle [4] is a growing collection of FCA tools, including
dyadic, triadic, analogical complexes, local navigation in triadic data sets, and a
method for narrowing down the set of concepts using a like-dislike feature based
on ASP.
Nevertheless, at this moment, there is no commercial software implementing
FCA methods, and, paradoxically, exactly those FCA varieties having the most
potential for real life applications are neglected: many-valued contexts and tem-
poral FCA. Many-valued contexts are handled by the ToscanaJ suite [2], and an
attempt to implement scaling features is done in FCA Tools Bundle7 [4]. Be-
sides scale building (which is done using Elba), the ToscanaJ suite includes also
conceptual landscapes navigation capabilities, by defining a browsing scenario
and then perform navigation [8]. Unfortunately, ToscanaJ has not been updated
for a long time and there is a need to implement a more modern version.
As times evolve and new technologies emerge, new opportunities arise allow-
ing innovation upon existing technologies by combining these technologies with
some research fields in a way that improves the experience that an user has, or
flattening the learning curve of otherwise rather difficult fields/technologies.
Virtual Reality (VR) is not at all new, but recent advances make it particu-
larly suitable for collaborative learning, for improving conceptual knowledge [7],








3 Setting the stage
With the development of new technologies and game engines8, the modern
graphic capabilities of these technologies increased dramatically and it lies at
hand to include them in new FCA software tools. Good practices in FCA data
analysis projects showed that decoupling all technical aspects related to data
preparation, scale building, conceptual schemata, etc, from the actual graphical
navigation experience in conceptual landscapes is beneficient. This is especially
important for users that have almost no technical background. Especially for
applications of FCA in data analysis projects, in order to make the users com-
fortable enough to make the concept analysis by themselves and not be over-
whelmed by the various tools and various concepts surrounding Formal Concept
Analysis, we need to decouple the creation with the exploration of the lattices.
This decoupling allows the first one to be done by someone that knows the con-
cepts, possibly a Data Scientist, while allowing the user or researcher to focus on
the latter one. This approach is not new, and it has been already implemented
in the ToscanaJ management suite. On the other hand, throwing the user with
a VR headset on in a room with a concept lattice in front of him will not do
the trick though, because there are two factors that come into play – one comes
if the user never experienced Virtual Reality before, which is already a pretty
overwhelming experience, and the other one comes if he has never seen a concept
lattice before. The first one is resolved by the gaming feel such environment gives
the user, and the other one should be resolved by presenting the user a really
basic tutorial, in which is stated plainly what the objects and attributes are, and
how can you read the relationship between them.
At this point of early stage setting, the aim is gamifying the FCA experience.
For this, we need an intuitive and captivating technological environment where
an intuitive tool, specifically designed for non FCA experts can be used.
4 Stage Design
We propose an approach that allows the user to explore and navigate through
concept lattices in a Virtual Reality environment.
For this, we have developed a tool that is designed specifically for people that
had no connection to FCA before, or even mathematics. This is a process that
has been proven to be a real challenge as every person is different and what may
work for someone may not work for someone else. To overcome this problem,
we revised every functionality and user experience aspect (controls, navigation,
visualization) based on the feedback we received from various sources. These
sources varied from students that had no experience with FCA trying the project
in their free time, to university staff and senior FCA researchers.
Because feedback came from such many sources, it gave us a good overview




Fig. 1: 3D view of a concept lattice: Live in water data set
5 Technologies
The technologies used are Unity3D, for a compatible working space that cur-
rently supports VR Headsets, meaning that it is a cross platform (and by thus
it supports HTC Vive, Oculus,etc.), and SteamVR 2D Plugin, the actual plugin
that helps us with VR I/O operations.
5.1 Unity
Unity is a game engine developed by Unity Technologies. It is cross-platform, and
it is mainly used to develop games, simulations, and can be also used to develop
Virtual Reality and Augmented Reality applications. Unity offers a scripting API
over the engine in C#, allowing the developer only to focus on the developing
of the application, the engine handling the Virtual Reality rendering itself and
the loading of 3D models.
5.2 HTC Vive
HTC Vive is a Virtual Reality Headset developed by HTC and Valve. As a
tracking system it uses two lighthouses, which are base stations emitting pulsed
IR lasers, allowing it to use a room scale technology that allows the user to move
in 3D space and use motion-tracked handheld controllers to interact with the
environment
5.3 SteamVR
SteamVR is a plugin for Unity which allows Virtual Reality application devel-
opers to target one single API that all the popular Virtual Reality headsets can
connect to. This allows the developer to develop and compile the application one
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time, rather than doing it for every supported headset separately. It handles the
input from the controllers, and the motion-tracking of the VR Headset and of
the controllers and provides an interaction framework based on laser-pointing.
5.4 HoverUI Kit
HoverUI Kit is a framework that allows the developer to create Virtual Reality
interfaces, based on the mechanism of hovering.
6 3D visualization of conceptual landscapes
6.1 Concept lattices
Concept lattices are represented in 3D by using a circular cone like view of the
nodes which are at the same depth in the lattice. Concept lattices are computed
with the NextClosure algorithm. Our application allows the parsing a formal
context file exported from Concept Explorer, computing its formal concepts and
representing it with a 3D concept lattice, as seen in Figure 1. This 3D concept
lattice is calculated with the rules of a 2D concept lattice, but given an extra
dimension we can extrapolate the z-coordinate of each node, making the nodes
and connections more distinguishable from each other.
6.2 Many-valued contexts
The conceptual structure of a many-valued context is encoded in its conceptual
schema, as it is usually done in the ToscanaJ system. This conceptual schema
is a collection of conceptual scales which is then connected to a database in
order to permit conceptual navigation. The same idea is transferred now in the
VR environment. Many-valued contexts are scaled (either using ToscanaJ or
FCA Tools Bundle) and the resulting concept lattice is represented in 3D in
an VR environment. Elba from the ToscanaJ suite does not arrange the nodes
automatically, resulting a diagram which is difficult to read and time consuming
to rearrange, see Figure 2.
This problem is resolved by our VR application because we can extrapolate
the nodes to use the extra z-dimension, leaving them aligned nicely for easy and
clean visualization. The same list of strings as in Figure 2 was represented in a
browsing scenario in our application, and the result can be seen in Figure 3.
6.3 Temporal Concept Analysis
Temporal FCA deals with data with a temporal layer and has as main aim
visualization of this temporal dimension in a conceptual hierarchy. Life-tracks are
visual representations of temporal modifications in conceptual landscapes. For
that, we need to identify in the many-valued context the attribute representing
the time. For this, we have to scale the time-representing attribute, resulting a
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Fig. 2: Nominal scale used to represent a list of strings in ToscanaJ
Fig. 3: Nominal Scale used to represent a list of strings in the application
temporal scale, which can be used to determine a subject’s concept with respect
to the temporal scale and a scale we want to search the position in.
An example of a life-track in a lattice can be seen in Figure 4, for which
we took a database provided by our university [3] representing a log file of sites
accessed by the students in one semester. The searched scale is representing the
different materials provided by the instructor for the ninth week. The week in
which the subject was can be read as the object, for example he did not visit any
of these sites on week 1, 2, 3, 7, 10, 11 and 13. We can remark, for example, that
in the fourteenth week the student accessed all of these sites, probably because
the exam was coming soon.
Analyzing the life-tracks of more students, allows you to draw different con-
clusions about each student, for example seeing how stressed is the particular
student in the exam-period, compared to a week from the teaching-period, or
even to another students.
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Fig. 4: Life-track lattice representing the sites accessed by a student
7 Exploration and navigation
The Input System of the application is based on the Command Pattern, which
is illustrated in Figure 5.
Fig. 5: Class Diagram of the Actions
Every controller has one action assigned to it, allowing the user to switch between
actions using a menu built using HoverUI Kit. The menu (see Figure 6) uses the
hover mechanism, which makes the whole interaction with menus for the user
very intuitive.
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Fig. 6: Action Selection Menu
The actions are categorized, each being put under a category that describes what
the action is affecting. The user can quickly switch off hand actions by using the
menu selecting button. As seen in Figure 6, the following categories are available:
– Movement
• Fly Action: When triggered, it moves the user into the direction that the
controller is facing, see Figure 7.
• Teleport Action: When triggered, it creates a pointer that the user can
move around. When released it teleports the user to the pointed node.
• Fly Speed: Slider that allows the user to choose the speed of the Fly
Action.
– Node Move Action: When triggered, the selected node is following the posi-
tion change of the trigger controller.
– Lattice Rotate Action: When triggered, it rotates the lattice around its cen-
ter, with respect to the position of the trigger controller.
– Multi-player mode: A new multi-player mode was introduced, that leverages
the sockets TCP connections to help users share insights and data in real-
time. To be able to locate another user, a new service was introduced, where
a user can introduce the IP of another user, basically allowing the users to
connect to one another as a server-client. When a user is in the virtual room,
with the new menu explained below, it has the option to make his virtual
room public – allowing any other friend to find him and to connect to the
room. The configuration of this service is required if the user wants to use
the multi-player extension – if it’s not configured, the option of Create or
Join a server will be greyed out and if pressed an error notification is shown
stating that the user has not configured the service.
The real-time information sharing is achieved by allowing the users to speak
with each other with the press of a button. Visually, real-time information
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Fig. 7: Actions for a 3D concept lattice
sharing is achieved by allowing one user to highlight a node – which makes
the node highlighted for every other user. Another way is to save one or
more nodes in a list, which every user can access. While browsing life-track
or many-valued browsing-scenarios, two users can visualize different lattices
at one time, and if the users access one interesting node from the table, it
will take the user to the same browsing scenario as when the original user
has saved the node.
– Gesture-based input system: The old input system [6] was lacking what seems
essential for any virtual reality application – the flexibility of the controls.
For this reason, it was rethought as a gesture-based system, replacing the
old Action Menu that the user had on each controller with gestures that the
user can do with both controllers.
The new control system works as follows:
• If only one controller back-trigger button is pressed, the user will rotate
the lattice in the direction of the movement of his hand.
• If both of the controllers have their back-trigger button pressed:
∗ If the controllers move in the same direction, it will move the anchor
at which the camera looks.
∗ If the controllers move in opposite directions, if the controllers are
moving away from each other it will zoom-out, else it will zoom-in.
The old selection system was kept, allowing the users to point with a laser
at a node they want to select and select it using the grip button, see Figure
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8. If a user wants to move a node, while a node is selected the user can hold
the touch-pad button pressed and the nodes position will mimic the changes
of positions of the controller. The arrow size of the life-tracks was pushed
into a new menu option.
Fig. 8: Point and action
Another important characteristic of a virtual-reality environment is the feel-
ing that the users really is in another room than he is physically - it is
important to preserve that feeling by making the virtual environment react
to users actions. For this, new haptic responses were added, and so if a user
would do a valid action the controllers will now vibrate.
– Menus: New menus were introduced to help users to navigate through the
application smoothly. A new main-menu was introduced that allows the user
to select whether he wants to navigate through lattices. A new settings menu
was added, allowing the user to select widgets that the user wants to see while
in the virtual room - as for now, the user can select whether wants to see
if the server is public or not. A new in-game menu was added, allowing the
user to go back to the main-menu if it is already in a virtual room, or to




In this paper, we have described a design and implementation plan of a Virtual
Reality tool that can handle formal and many-valued contexts, as well as contexts
with a temporal layer. An early prototype has been presented at an FCA Tools
workshop organized at the ICFCA 2019 [6]. Since then, the application has been
improved constantly. A new multi-player feature was added, in order to support
communication in VR rooms, the input system has been modified, as well as
new user interfaces and menus.
This approach faced the constant challenge of representing order diagrams
in 3D, and with the meanwhile classical problem of a ”nice” concept lattice
representation.
As future work, we plan to investigate new visualization algorithms. For
instance, the use of genetic algorithms can be greatly improve the visualization of
the lattice. We also intend to extend our research towards a so-called Navigation
Assistant: Defining what the user is looking for, an AI assistant could be helping
the user finding the desired node.
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Abstract. Closure systems and their representations are essential in nu-
merous fields of computer science. Among representations, dihypergraphs
(or attribute implications) and meet-irreducible elements (reduced con-
text) are widely used in the literature. Translating between the two rep-
resentations is known to be harder than hypergraph dualization, a well-
known open problem. In this paper we are interested in enumerating the
meet-irreducible elements of a closure system from a dihypergraph. To
do so, we use a partitioning operation of a dihypergraph which gives a
recursive characterization of its meet-irreducible elements. From this re-
sult, we deduce an algorithm which computes meet-irreducible elements
in a divide-and-conquer way and puts the light on the major role of du-
alization in closure systems. Using hypergraph dualization, this strategy
can be applied in output quasi-polynomial time to particular classes of
dihypergraphs, improving at the same time previous results on ranked
convex geometries.
Keywords: Dihypergraphs · Decomposition · Closure systems · Meet-
irreducible elements
1 Introduction
Closure systems play a major role in several areas of computer science and
mathematics such as database [9, 18, 19], Horn logic [16], lattice theory [6, 7] or
Formal Concept Analysis (FCA) [12] where they are known as concept lattice.
Due to the exponential size of a closure system, several compact representa-
tions have been studied over the last decades [12,14,16,20]. Among all possible
representations, there are two prominent candidates: implicational bases and
meet-irreducible elements. The former consists in set a of rules B!h over the
ground set where B is the body and h the head of the rule. A rule depicts a
causality relation between the elements of B and h, i.e., whenever a set con-
tains B, it must also contain h. As several implicational bases can represent the
same closure system, numerous bases with “good” properties have been studied.
Among them, the Duquenne-Guigues base [13] being minimum or the canonical
direct base [5] are worth mentioning. Like closure systems, implicational bases
are ubiquitous in computer science. They appear for instance as Horn theories
in propositional logic [16], attribute implications in FCA [12], functional de-
pendencies in databases theory [9, 18] and they are conveniently expressed by
? The second author is funded by the CNRS, France, ProFan project.
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directed hypergraphs (dihypergraphs for short) [1,11] where an implication B!h
corresponds to an arc (B, h). A nice survey on the topic can be found in [23].
The second representation for a closure system is a (minimum) subset of
its elements from which it can be reconstructed. These elements are known as
meet-irreducible elements [7]. In Horn logic, they are known as the characteristic
models [16]. In FCA, they are written as a binary relation: the context [12]. They
appear in the Armstrong relation [19] in database theory.
The problem of translating between these representations has been widely
studied in the literature [2, 4, 8, 16, 19, 23]. Even though the two directions of
the translation are equivalent [16], computing meet-irreducible elements from
a set of implications has been less studied. This problem can be equivalently
reformulated in FCA terms as follows: given a set of attribute implications,
find an associated (reduced) context. Algorithms for this problem are used in
databases to build relations satisfying a set of functional dependencies [19]. Fur-
thermore, some tasks such as a abduction [16] are easier with meet-irreducible
elements than implications. On the negative side, it has been shown in [16]
that this problem is harder than enumerating minimal transversals of a hyper-
graph, also known as hypergraph dualization for which the best algorithm runs
in output quasi-polynomial time [10]. Furthermore, Kavvadias et al. [15] have
shown that enumerating maximal meet-irreducible elements cannot be done in
output-polynomial time unless P = NP. On the positive side, exponential time
algorithms have been given in [19, 22]. More recently, output quasi-polynomial
time algorithms have been given for some classes of closure systems [4, 8].
In this paper we seek to push further the understanding of this problem,
based on previous works such as [8, 17]. We use a hierarchical decomposition
method introduced in [21] for dihypergraphs representing implicational bases.
To achieve this decomposition we use a restricted version of a split, a partition-
ing operation of the ground set [21]. We call this restriction an acyclic split. An
acyclic split of H is a bipartition of its ground set V into two non-trivial parts
V1,V2 such that any arc (B, h) (i.e., any implication) is either fully contained
in one of the two parts or the body B is in V1 while the head h is in V2. In-
tuitively, H is divided in three subhypergraphs, H[V1],H[V2] and a bipartite
dihypergraph H[V1,V2] which models interactions from V1 to V2. Clearly, some
dihypergraphs do not admit such splits. An acyclic split yields a decomposition
of the underlying closure system into projections (or traces) and provide a re-
cursive characterization of its meet-irreducible elements. Therefore, we propose
an algorithm which compute meet-irreducible elements of a dihypergraph from
a hierarchical decomposition using acyclic splits.
The paper is presented as follows. In Section 2 we recall definitions about
directed hypergraphs and closure systems. Section 3 introduces acyclic split of
a dihypergraph H and presents an example to illustrate our contribution. In
Section 4 we study the construction of the underlying closure system and we
give a characterization of its meet-irreducible elements. This characterization
suggests a recursive algorithm which computes meet-irreducible elements of H
in a divide-and-conquer way with acyclic splits, discussed in Section 5. We obtain
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new classes of dihypergraphs for which computing meet-irreducible elements can
be done in output quasi-polynomial time using hypergraph dualization, thus
generalizing recent works on ranked convex geometries [8].
2 Preliminaries
All the objects considered in this paper are finite. If V is a set, 2V denotes its
powerset. For n ∈ N, we denote by [n] the set {1, . . . , n}. Sometimes we will
denote by x1 . . . xn the set {x1, . . . , xn}.
We begin with notions on lattices and closure systems [6,7]. A closure system
on V is a set system F ⊆ 2V such that V ∈ F and for any F1, F2 ∈ F, F1∩F2 ∈ F.
An element F of F is called a closed set. The number of closed sets in F represents
its size, written |F |. When ordered by set-inclusion, (F,⊆) is a lattice. Let F ∈ F.
The ideal of F , denoted #F is the collection of closed sets of F included in F ,
namely #F = {F ′ ∈ F | F ′ ⊆ F}. The filter "F is defined dually. For a subset
B of F, we put #B =
⋃
F∈B #F and dually "B =
⋃
F∈B "F . Let F1, F2 ∈ F. We
say that F1 and F2 are incomparable if F1 * F2 and F2 * F1. Assume F1 ⊆ F2.
Then F2 is a cover of F1, written F1 ≺ F2, if for any other F ′ ∈ F, F1 ⊆ F ′ ⊆ F2
implies F1 = F ′ or F2 = F ′. A closed set M of F is a meet-irreducible element if
for any F1, F2 ∈ F, M = F1 ∩F2 implies M = F1 or M = F2. The ground set V
is not a meet-irreducible element. Equivalently, M is a meet-irreducible element
of F if and only if it has a unique cover. The set of meet-irreducible elements
of F is written M(F) or simply M when clear from the context. A subset B of
F is an antichain if elements of B are pairwise incomparable. Let U ⊆ V. The
trace (or projection) of F on U , denoted F : U , is obtained by intersecting each
closed set of F with U , i.e., F : U = {F ∩ U | F ∈ F}. If F′ ⊆ F is a closure
system, it is a meet-sublattice of F. Let F1,F2 be two closure systems on disjoint
V1,V2 respectively. The direct product of F1 and F2, denoted F1×F2, is given
by F1×F2 = {F1 ∪ F2 | F1 ∈ F1, F2 ∈ F2}.
In this paper, we suppose that implicational bases are given as directed hy-
pergraphs. Directed hypergraphs are a convenient representation for attribute
implications of FCA, Horn clauses, functional dependencies [1,11,23]. We mainly
refer to papers [1, 11] for definitions of dihypergraphs. A (directed) hypergraph
(dihypergraph for short) H is a pair (V(H),E(H)) where V(H) is its set of
vertices, and E(H) = {e1, . . . , en}, n ∈ N, its set of arcs. An arc e ∈ E(H) is a
pair (B(e), h(e)), where B(e) is a non-empty subset of V called the body of e and
h(e) ∈ V \B called the head of e. When clear from the context, we write V, E and
(B, h) instead of V(H), E(H) and (B(e), h(e)) respectively. An arc e = (B, h)
is written as the set e = B ∪ {h} when no confusion can arise. Whenever a
body B is reduced to a single vertex b, we shall write (b, h) instead of ({b}, h)
for clarity. In this case, the arc (b, h) is called a unit arc. A dihypergraph where
all edges are unit is a digraph. Let H = (V,E) be a dihypergraph and U ⊆ V.
The subhypergraph H[U ] induced by U is the pair (U,E(H[U ])) where E(H[U ])
is the set of arcs of E contained in U , namely E(H[U ]) = {e ∈ E | e ⊆ U}. A
bipartite dihypergraph is a dihypergraph in which the ground set can be parti-
tioned into two parts (V1,V2) such that for any (B, h) ∈ E, B ⊆ V1 or B ⊆ V2.
We denote a bipartite dihypergraph by H[V1,V2]. A split [21] of a dihypergraph
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H is a non-trivial bipartition (V1,V2) of V such that for any arc (B, h) of H,
either B ⊆ V1 or B ⊆ V2. A split (V1,V2) partitions H into three arc disjoint
subhypergraphs H[V1],H[V2] and a bipartite dihypergraph H[V1,V2].
The closure system associated to a dihypergraph H is obtained with the
forward chaining algorithm. It starts from a subset X of V and constructs a
chain X = X0 ⊆ X1 ⊆ · · · ⊆ Xk = XH such that for any i = 1, . . . , k we have
Xi = Xi−1 ∪ {h | ∃(B, h) ∈ E s.t. B ⊆ Xi−1}. The operation (.)H is a closure
operator, that is for any X,Y ⊆ V, we have X ⊆ XH, X ⊆ Y =⇒ XH ⊆ YH
and (XH)H = XH. A set X is closed if X = XH. Note that X is closed for H if
and only if for any arc (B, h) ∈ E, B ⊆ X implies h ∈ X. We say that X satisfies
an arc (B, h) if B ⊆ X =⇒ h ∈ X. The collection F(H) = {XH | X ⊆ V} of
closed sets of H is a closure system. For clarity, we may write F instead of F(H).
Our definition of a dihypergraph implies ∅ ∈ F, without loss of generality.
3 Acyclic split and illustration on an example
In this section we introduce acyclic splits and we illustrate our approach to com-
pute meet-irreducible elements from a dihypergraph on a toy example. Let V =
[7] andH = (V, {(2, 3), (4, 3), (6, 5), (57, 6), (24, 6), (24, 7), (1, 4), (1, 5), (1, 7)}). It
is represented in Figure 1 (a). To represent an arc (B, h) with |B| ≥ 2 we use a
black vertex connecting every elements of B from which starts an arrow towards

























(b) The closure system F associated to
H, where meet-irreducible elements are
darkened.
Fig. 1: The dihypergraph H and its closure system F
The idea is to split H into three subhypergraphs H[V1],H[V2] and H[V1,V2]
as in [21]. However we use a restricted version of a split we call an acyclic
split. A split is acyclic if for any arc (B, h) of H[V1,V2], B ⊆ V1 and h ∈
V2. A dihypergraph which does not have any acyclic split is indecomposable. A
maximum subhypergraph of H which has no acyclic split is a c-factor (cyclic
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factor) of H. If a c-factor H′ of H is reduced to a vertex, i.e., H′ = ({x}, ∅), it
is a singleton c-factor of H.
For instance in H, the bipartition V1 = {1, 2, 3}, V2 = {4, 5, 6, 7} is not
a split because the body of (24, 6) has elements from both V1 and V2. If we
fix V1 = {1, 2, 4, 6} and V2 = {3, 5, 7}, then the bipartition is a split but not
acyclic since the arc (6, 5) goes from V1 to V2 and (57, 6) from V2 to V1. An
acyclic split is V1 = {1, 2, 3, 4} and V2 = {5, 6, 7}. It induces the three subhy-
pergraphs H[V1] = (V1, {(4, 3), (1, 4), (2, 3)}), H[V2] = (V2, {(6, 5), (57, 6)} and
H[V1,V2] = (V, {(24, 6), (24, 7), (1, 5), (1, 7)}). Observe that H[V2] is indecom-
posable: the unique split of V1 is V′1 = {5, 7} and V′2 = {6}, which is not acyclic.
Hence, H[V2] is a c-factor of H. Closure systems F1, F2 of H[V1] and H[V2] are













(b) F2, the closure lattice of H[V2]
Fig. 2: Closure lattices of H[V1] and H[V2], meet-irreducible are darkened.
The splitting operation provides a partition of M(F) into two classes. The
first class contains meet-irreducible elements of F1 to which we added V2. This is
the case for example of 234567 and 567, which are the meet-irreducible elements
234 and ∅ of F1. The second class contains meet-irreducible which are inclusion-
wise maximal closed sets of F whose trace on V2 is meet-irreducible in F2.
For instance, 235 and 345 are inclusion-wise maximal closed sets of F whose
intersection with V2 rise 5, a meet-irreducible element of F2.
Thus, every meet-irreducible element of F belongs to exactly one of these two
classes. Observe that any other F ∈ F cannot be part of M(F). As F ⊆ F1×F2,
every M ∈ M arise from the combination of some F1 ∈ F1 and F2 ∈ F2. Let
F ∈ F be outside of those two class. If V2 ⊆ F , then F ∩ V1 cannot be meet-
irreducible in F1. In this case, covers of F ∩ V1 in F1 can be used to produce
distinct covers of F in F. If however V2 * F , then covers of F ∩ V2 in F2 yield
covers of F in F. In the case where F ∩ V2 is meet-irreducible in F2, there will
be a closed set F1 in F1 such that F ∩V1 ⊂ F1 and F1 ∪ (F ∩V2) will be closed
in F by assumption. This can be used to find another cover of F in F.
This characterization suggests to recursively find meet-irreducible elements
of F. If H is indecomposable, we computes M with known algorithms [4, 19].
Otherwise, we find an acyclic split (V1,V2) and recursively applies on H[V1,V2].
Then, we compute M using H[V1,V2], M1 and M2. In Figure 3, we give the
trace of a decomposition for H using acyclic splits. This strategy is particularly
interesting for cases where c-factors of H are all of the form ({x}, ∅) for x ∈ V,
since the unique meet-irreducible element in this case is ∅.
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Thus, the steps we will follow are the following. Given a dihypergraph H
and its closure system F, we will study the construction of F with respect to an
acyclic split. This will lead us to a characterization of M. Recursively applying




































Fig. 3: Hierarchical decomposition of F using acyclic splits. Meet-irreducible el-
ements are darkened.
4 The closure system induced by an acyclic split
In this section, we show the construction of a closure system with respect to an
acyclic split. We give a characterization of its closed sets and meet-irreducible
elements M. Let H = (V,E) be a dihypergraph and (V1,V2) an acyclic split of
H. Let F1,F2 be the closure systems associated to H[V1] and H[V2] respectively.
Similarly, M1,M2 are their meet-irreducible elements. We show how to construct
F from F1,F2 and H[V1,V2]. We begin with the following theorem from [21]:
Theorem 1 (Theorem 3 of [21]). Let (V1,V2) be a split of H, F1 and F2
the closure systems corresponding to H[V1] and H[V2] respectively. Then,
1. If F ∈ FH then Fi = F ∩Vi ∈ Fi, i = {1, 2}. Moreover, FH ⊆ F1 × F2.
2. If H[V1,V2] has no arc then FH = F1 × F2.
3. If B ⊆ V1 for any arc (B, h) of H[V1,V2], then FH : Vi = Fi for i ∈ {1, 2}.
4. If B ⊆ V2 for any arc (B, h) of H[V1,V2], then FH : Vi = Fi for i ∈ {1, 2}.
The first item states that F is a meet-sublattice of F. From item 2 we can de-
rive a characterization of meet-irreducible elements of the direct product F1×F2.
This result has already been formulated in lattice theory, for instance in [7]. We
reprove it in our framework for self-containment.
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Proposition 1. Let H be a dihypergraph an (V1,V2) an acyclic split of H where
H[V1,V2] has no arcs. Then M = {M1∪V2 |M1 ∈M1}∪{M2∪V1 |M2 ∈M2}.
Proof. Let M ∈ M, i ∈ {1, 2} and Mi = M ∩ Vi. As M 6= V, Vi * M for
at least one of i ∈ {1, 2}. Suppose it holds for V1 and V2. Then, there exists
M ′i ∈ Fi, such thatMi ≺M ′i in Fi. However, by Theorem 1, F = F1×F2. Hence
M1 ∪M ′2 and M ′1 ∪M2 belong to F. Furthermore they are incomparable and we
have M ≺ M1 ∪M ′2 and M ≺ M ′1 ∪M2 which contradicts M ∈ M. Therefore,
either V1 ⊆ M or V2 ⊆ M . Assume without loss of generality that V1 ⊆ M .
Let M ′′ be the unique cover of M in F. Then, V1 ⊆ M ′′ and it follows that
M2 ≺ M ′′ ∩ V2 in F2. As M ′′ is the unique cover of M in F, we conclude that
M ′′ ∩V2 is the unique cover of M2 in F2 and M2 ∈ F2.
Let M1 ∈M1 and consider M1 ∪V2 ∈ F2. Let M ′1 be the unique cover of M1
in F1. As F = F1×F2 by Theorem 1, we have that M1 ∪ V2 ≺ M ′1 ∪ V2 is in
F. Let F be any closed set such that M1 ∪ V2 ⊂ F . We have F ∩ V2 = V2 and
hence M1 ⊂ F ∩ V1. Since F = F1×F2, we get F ∩ V1 ∈ F1. As M1 ≺ M ′1 in
F1 and M1 ∈M1, we conclude that M ′1 ⊆ F ∩V1 and hence that M ′1 ∩V2 ⊆ F .
Therefore, M1 ∪V2 ∈M. Similarly we obtain M2 ∪V1 ∈M, for M2 ∈M2. ut
Item 3 of Theorem 1 considers the case where the split is acyclic (as item 4 ).
In particular, the proof of Theorem 1 shows that F2 ⊆ F in this case. Since F
is a meet-sublattice of F1×F2, and both F1, F2 appear as traces of F, we have
that |F | ≥ |F1 | and |F | ≥ |F2 |. As F2 ⊆ F, for each F2 ∈ F2, it may exists
several closed sets of F1 which extend F2 to another element of F.
Definition 1. Let H be a dihypergraph with acyclic split (V1,V2). Let F1 ∈ F1,
F2 ∈ F2. We say that F1∪F2 is an extension of F2 if it belongs to F. We denote
by Ext(F2) the set of extensions of F2, namely Ext(F2) = {F ∈ F | F ∩V2 = F2}.
We denote by Ext(F2) : V1 the set of closed sets of F1 which make extensions
of F2. Hence, any closed set F of F can be seen as the extension of some F2 ∈ F2





Extensions of F2 ∈ F2 can be characterized using H[V1,V2] as follows.
Lemma 1. Let F1 ∈ F1, F2 ∈ F2. Then F1 ∪ F2 is an extension of F2 if and
only if for any arc (B, h) in H[V1,V2], B ⊆ F1 implies h ∈ F2.
Proof. We begin with the only if part. Let F1 be a closed set of F1 such that
F1∪F2 is an extension of F2 and let (B, h) ∈ H[V1,V2]. If B ⊆ F1, then it must
be that h ∈ F2 since otherwise we would contradict F1 ∪ F2 ∈ F.
We move to the if part. Let F1 be a closed set of F1 and F2 a closed set of
F2 such that for any arc (B, h) ∈ H[V1,V2], B ⊆ F1 implies h ∈ F2. We have
to show that F1 ∪ F2 is closed. Let (B, h) be an arc of H. As (V1,V2) is an
acyclic split of V, we have two cases for (B, h): either (B, h) is in H[V1,V2] or
it is not. In the second case, assume it is in H[V1]. As B ⊆ F1 ∪ F2, we have
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B ⊆ F1. Furthermore, F1 is closed for H[V1]. Hence, h ∈ F1 ⊆ F1 ∪ F2. The
same reasoning can be applied if (B, h) is in H[V2]. Now assume (B, h) is in
H[V1,V2]. We have that B ⊆ V1 by definition of an acyclic split. In particular
we have B ⊆ F1 which entails h ∈ F2 by assumption. In any case, F1∪F2 already
contains h for any arc (B, h) such that B ⊆ F1 ∪ F2 and F1 ∪ F2 is closed. ut
Observe that for the particular case F2 = V2, we have Ext(V2) : V1 = F1
because any arc (B, h) of H[V1,V2] satisfies h ∈ V2. A consequence of Lemma
1 is that the extension is hereditary, as stated by the following lemma.
Lemma 2. Let F1 ∈ F1, F2 ∈ F2. If F1∪F2 is an extension of F2, then for any
closed set F ′1 of F1 such that F ′1 ⊆ F1, F ′1 ∪ F2 is also an extension of F2.
Proof. Let F1 ∈ F1, F2 ∈ F2 such that F1 ∪ F2 ∈ F. Let F ′1 ∈ F1 such that
F ′1 ⊆ F1. As F1 ∪ F2 is an extension of F2, for any arc (B, h) of H[V1,V2] such
that B ⊆ F1, we have h ∈ F2 by Lemma 1. Since F ′1 ⊆ F1, this condition holds
in particular for any arc (B, h) of H[V1,V2] such that B ⊆ F ′1 ⊆ F1. Applying
Lemma 1, we have that F ′1 ∪ F2 is closed. ut
As F is a meet-sublattice of F1×F2 by Theorem 1, it follows from Lemma 2
that for any F2 ∈ F2, the set Ext(F2) : V1 is an ideal of F1. Thus, it is uniquely
determined by its maximal elements. They are inclusion-wise maximal closed
sets of F1 satisfying the condition of Lemma 1.
Example 1. We consider the introductory example H and the acyclic split V1 =
{1, 2, 3, 4} and V2 = {5, 6, 7}. We have for instance Ext(7) = {7, 37, 237, 347}
which corresponds to the ideal {∅, 3, 23, 24} of F1 illustrated on the left of Figure
2 representing F1.
Now we are interested in the characterization of meet-irreducible elements M
of F. The strategy is to identify for each F2 ∈ F2, which closed sets of Ext(F2)
are meet-irreducible elements of F.
Proposition 2. Let F = F1 ∪ F2 ∈ F. Let F ′2 ∈ F2 such that F2 ≺ F ′2. Then
F ′2 ∪ F1 is closed in F and F ≺ F ′2 ∪ F1 in F.
Proof. Let F = F1 ∪ F2 ∈ F. Let F ′2 ∈ F2 such that F2 ≺ F ′2. As F1 ∪ F2 is an
extension of F2, for every arc (B, h) of H[V1,V2] such that B ⊆ F1, we have
h ∈ F2 ⊆ F ′2 by Lemma 1. Therefore, F1 ∪ F ′2 is an extension of F ′2.
Now we show that F1 ∪ F ′2 is a cover of F . Let F ′′ ∈ F such that F ⊆ F ′′ ⊆
F1 ∪ F ′2. As F ∩ V1 = F1 = (F1 ∪ F ′2) ∩ V1, we have that F ′′ ∩ V1 = F1. Recall
from Theorem 1 that F ⊆ F1×F2. Therefore F ′′ ∩ V2 is a closed set of F2
and F2 ⊆ F ′′ ∩ V2 ⊆ F ′2. As F2 ≺ F ′2 in F2, we have either F2 = F ′′ ∩ V2 or
F ′2 = F
′′∩V2. Consequently, F ′′ = F or F ′′ = F1∪F ′2 which entails F ≺ F1∪F ′2
in F, concluding the proof. ut
A consequence of this proposition is that for any F2, F ′2 ∈ F2 such that
F2 ⊆ F ′2, one has Ext(F2) : V1 ⊆ Ext(F ′2) : V1. In particular, if F2 ≺ F ′2 in F2,
then each extension F of F2 is covered by the unique extension F ′ of F ′2 such
that F ∩V1 = F ′ ∩V1. This leads us to the following lemmas.
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Lemma 3. Let F2 ∈ F2, F2 6= V2 and F1 ∈ F1 such that F1 ∪ F2 is a non-
maximal extension of F2. Then F1 ∪ F2 /∈M.
Proof. Let F2 ∈ F2, F2 6= V2 and F1 ∈ F1 such that F1 ∪ F2 is a non-maximal
extension of F2. As F2 6= V2, there exists at least one closed set F ′2 ∈ F2 such
that F2 ≺ F ′2. By Proposition 2 we have that F1∪F2 ≺ F1∪F ′2 in F. Furthermore,
F1 ∪F2 is not a maximal extension of F2. Therefore, there exists a closed set F ′1
in F1 such that F1 ≺ F ′1 and F ′1 ∪ F2 ∈ F. As F ⊆ F1×F2 by Theorem 1 and
extension is hereditary by Lemma 2, it follows that F1 ∪F2 ≺ F ′1 ∪F2 in F with
F1 ∪F ′2 6= F ′1 ∪F2. Therefore F1 ∪F2 is not a meet-irreducible element of F. ut
Lemma 4. Let F2 ∈ F2 such that F2 6= V2 and F2 /∈M2. Then F /∈M for any
F ∈ Ext(F2).
Proof. Let F2 ∈ F2 such that F2 6= V2 and F2 /∈ M2. Let F ∈ Ext(F2) and
F1 = F ∩V1. As F2 /∈M2, it has at least two covers F ′2, F ′′2 in F2. By Proposition
2, it follows that both F ′2∪F1 and F ′′2 ∪F1 are covers of F in F. Hence F /∈M. ut
These lemmas suggest that meet-irreducible elements of F arise from maximal
extensions of meet-irreducible elements of F2. They might also come from meet-
irreducible extensions of V2 since Ext(V2) : V1 = F1. As V2 has no cover in
F2, Proposition 2 cannot apply. These ideas are proved in the following theorem
which characterize meet-irreducible elements M of F.
Theorem 2. Let H = (V,E) be a dihypergraph with an acyclic split (V1,V2).
Meet-irreducible elements M of F are given by the following equality:
M = {M1 ∪V2 |M1 ∈M1} ∪ {F ∈ max⊆(Ext(M2)) |M2 ∈M2}
Proof. First we show that {M1∪V2 |M1 ∈M1} ⊆M. LetM1 ∈M1. By Lemma
1, we have that M1 ∪V2 ∈ F, as h ∈ V2 for any (B, h) in H[V1,V2]. Let F ′, F ′′
be two covers ofM1∪V2 in F. First, observe that F ′ and F ′′ differ fromM1∪V2
only in V1 as they both contain V2. By Theorem 1, F ⊆ F1×F2, so F ′ ∩ V1
and F ′′ ∩ V1 are closed sets of F1. Furthermore Ext(V2) : V1 = F1 by Lemmas
2 and 1. Therefore, both F ′ ∩ V1 and F ′′ ∩ V1 cover M1 in F1. Since M1 is a
meet-irreducible element of F1, we conclude that F ′ = F ′′ and M1 ∪V2 ∈M.
Next, we prove that {F ∈ max⊆(Ext(M2)) | M2 ∈ M2} ⊆ M. Let M2 ∈ M2
and F ∈ max⊆(Ext(M2)) with F = F1 ∪M2. Since M2 ∈ F2, it has a unique
cover M ′2 in F2. By Proposition 2, we get F ≺ M ′2 ∪ F1 in F. Let F ′′ ∈ F such
that F ⊂ F ′′. Recall that F ⊆ F1×F2 by Theorem 1, so that F ′′ ∩V1 ∈ F1 and
F ′′∩V2 ∈ F2. Furthermore, F ∈ max⊆(Ext(M2)), therefore F ⊂ F ′′ implies that
M2 ⊂ F ′′ ∩V2 and hence that M ′2 ⊆ F ′′ ∩V2 as M2 ∈ F2. Since F1 ⊆ F ′′ ∩V1,
we get F ≺M ′2 ∪ F1 ⊆ F ′′ and F ∈M as it has a unique cover.
Now we prove the other side of the equation. Let M ∈ M. As F ⊆ F1×F2,
M ∩V2 ∈ F2 and we can distinguish two cases. EitherM ∩V2 = V2 orM ∩V2 ⊂
V2. Let us study the first case and letM1 =M ∩V1. LetM ′ be the unique cover
of M in F. We show that M ′1 = M ′ ∩ V1 is the unique cover of M1 in F1. By
Theorem 1 and Lemma 2, we have thatM1 ≺M ′1 in F1. Let F1 be any closed set
of F1 with M1 ⊂ F1. Recall that Ext(V2) : V1 = F1 by Lemmas 1 and 2. Hence
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F1 ∪V2 is closed and M ⊆ F1 ∪V2. As M ∈M , we also deduce M ′ ⊆ F1 ∪V2.
Therefore,M ′1 ⊆ F1, andM ′1 must be the unique cover ofM1 in F1. So,M1 ∈M1
and for any M ∈M such that V2 ⊆M , we have M ∈ {M1 ∪V2 |M1 ∈M1}.
Now assume that M ∩V2 ⊂ V2. Let M1 =M ∩V1 and M2 =M ∩V2. Then
by contrapositive of Lemma 3 we have that M ∈ max⊆(Ext(M2)) as M2 6= V2.
Similarly we get M2 ∈M2 by Lemma 4. ut
This theorem hints a strategy to compute meet-irreducible elements in a
recursive manner, using a hierarchical decomposition of H with acyclic splits, as
proposed in the next section.
5 Recursive application of acyclic splits
In this section, we discuss an algorithm to compute M from a dihypergraph H
based on Theorem 2. First, note that we have both |M | ≥ |M1 | and |M | ≥
|M2 |. Furthermore, eachM ∈M arise from a unique element ofM ′ ∈M1 ∪M2,
and each M ′ ∈ M1 ∪M2 is used to construct at least one new meet-irreducible
element M ∈ M. Therefore, we deduce an algorithm whose output is precisely
M, where eachM ∈M is given only once. Furthermore, the space needed to store
intermediate solutions is bounded by the size of the output M which prevents
an exponential blow up during the execution. The algorithm proceeds as follows.
For c-factors of H, we use algorithms such as in [19] to compute M. When c-
factors are singletons, the unique meet-irreducible to find is ∅ and hence no call
to other algorithm is required. Otherwise, we find an acyclic split (V1,V2) of H
and we recursively call the algorithm on H[V1] and H[V2]. Then, we compute
M using M1,M2 and Theorem 2.
Computing M from M1, M2 requires to find maximal extensions of every
meet-irreducible element M2 ∈ M2. We will show that finding maximal exten-
sions of a closed set is equivalent to a dualization problem in closure systems.
First, we state the extension problem:
Problem: Find Maximal Extensions with Acyclic Split (FMEAS)
Input: A triple H[V1], H[V2], H[V1,V2] given by an acyclic split of a di-
hypergraph H, meet-irreducible elements M1,M2, and a closed set F2 of
H[V2].
Output: The maximal extensions of F2 in F, i.e., max⊆(Ext(F2)).
Let B+, B− be two antichains of F. The dualization in lattices asks if two
antichains B−, B+ are dual in F, that is if
#B+ ∪ "B− = F and "B− ∩ #B+ = ∅.
Note that B− and B+ are dual if either B+ = max⊆{F ∈ F | F /∈ "B−} or
B− = min⊆{F ∈ F | F /∈ #B+}. If F is given, the question can be answered in
polynomial time. In our case however, F is implicitly given by M and H. More
precisely we use the next generation problem:
Problem: Dualization with Dihypergraph and meet-irreducible
(DMDual)
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Input: A dihypergraph H = (V,E), the meet-irreducible elements M of F,
and an antichain B− of F.
Output: The dual antichain B+ of B−.
This problem has been introduced in [3] in its decision version, where authors
show that it is not harder than finding a (minimum) dihypergraph from a set
of meet-irreducible elements. In general however, the problem is open. When H
has no arcs, DMDual is equivalent to hypergraph dualization as there are |V |
meet-irreducible elements which can easily be computed by taking V \{x} for
any x ∈ V. This latter problem can be solved in output quasi-polynomial time
using the algorithm of Fredman and Khachiyan [10].
We show that FMEAS and DMDual are equivalent under polynomial re-
duction. First, we relate maximal extensions of a closed set with dualization.
Let F2 ∈ F2. Recall that Ext(F2) : V1 is an ideal of F1. Hence, the antichain
max⊆(Ext(F2) : V1) has a dual antichainB−(F2) in F1, i.e.,B−(F2) = min⊆{F1 ∈
F1 | F1 /∈ Ext(F2) : V1}.
Proposition 3. Let F2 ∈ F2, and F1 ∈ F1. Then, F1 ∈ B−(F2) if and only if
F1 ∈ min⊆{BH[V1] | (B, h) ∈ H[V1,V2], h /∈ F2}.
Proof. We show the if part. Let F1 ∈ min⊆{BH[V1] | (B, h) ∈ H[V1,V2], h /∈
F2}. We show that for any closed set F ′1 ⊆ F1 in F1, F ′1 contributes to an
extension of F2. It is sufficient to show this property to the case where F ′1 ≺ F1
as Ext(F2) : V1 is an ideal of F1. Hence consider a closed set F ′1 in F1 such
that F ′1 ≺ F1. Note that such F ′1 exists since ∅ ∈ F1 and no arc (B, h) in
H has B = ∅ so that ∅ ⊂ BH[V1] for any arc (B, h) of H[V1,V2] such that
h /∈ F2. Then, by construction of F ′1, for any (B, h) in H[V1,V2] such that
h /∈ F2, we have BH[V1] * F ′1. As (.)H[V1] is a closure operator, it is monotone
and BH[V1] * F ′H[V1]1 = F ′1 entails B * F ′1 for any such arc (B, h). Therefore
F ′1 ∈ Ext(F2) : V1 and F1 ∈ B−(F2).
We prove the only if part. We use contrapositive. Assume F1 /∈ min⊆{BH[V1]
| (B, h) ∈ H[V1,V2], h /∈ F2}. Then we have two cases. First, for any arc
(B, h) in H[V1,V2] such that h /∈ F2, BH[V1] * F1. As (.)H[V1] is a clo-
sure operator, it is monotone, and since F1 is closed in F1, we have B * F1
and F1 ∈ Ext(F2) : V1 by Lemma 1. Hence F1 /∈ B−(F2). In the second case,
there is an arc (B, h) with h /∈ F2 in H[V1,V2] such that BH[V1] ⊆ F1 which
implies F1 /∈ Ext(F2) : V1. If BH[V1] ⊂ F1, then clearly F1 /∈ B−(F2) as
BH[V1] ∈ F1 and BH[V1] /∈ Ext(F2) : V1. Hence, assume that F = BH[V1].
Since F1 /∈ min⊆{BH[V1] | (B, h) ∈ H[V1,V2], h /∈ F2} by hypothesis, there
exists another arc (B′, h′) ∈ E(H[V1,V2]) such that h /∈ F2 and B′H[V1] ⊂ F1.
Hence B′H[V1] /∈ Ext(F2) : V1 and F1 /∈ B−(F2) as it is not an inclusion-wise
minimum closed set which does not belong to Ext(F2) : V1. ut
Observe that for any F2 ∈ F2, B−(F2) can easily be computed using H[V1,
V2] and Lemma 1. Therefore we prove the following theorem.
Theorem 3. FMEAS and DMDual are polynomially equivalent.
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Proof. First we show that DMDual is harder than FMEAS. Let H = (V,E)
be a dihypergraph, and (H[V1],H[V2],H[V1,V2],M1,M2, F2) be an instance of
FMEAS. By Proposition 3, finding max⊆(Ext(F2)) amounts to find the dual
antichain of B−(F2) = min⊆{BH[V1] | (B, h) ∈ H[V1,V2], h /∈ F2} in F1. Note
that B−(F2) can be computed in polynomial time in the size of H[V1] and
|B−(F2)| ≤ |E(H[V1,V2])|. Therefore, the instance of FMEAS reduces to the
instance (H[V1],M1,B−(F2)) of DMDual.
Now we show that FMEAS is harder than DMDual. Let (H,M,B−) be
an instance of DMDual. Let z be a new gadget vertex and consider the bi-
partite dihypergraph H[V, {z}] = (V∪{z}, {(B, z) | B ∈ B−}). Let Hnew =
H∪H[V, {z}]. Clearly, Hnew has an acyclic split (V, {z}) such that Hnew[V] =
H, Hnew[{z}] = ({z}, ∅) and Hnew[V, {z}] = H[V, {z}]. The closure system as-
sociated to Hnew[{z}] has only 2 elements: its unique meet-irreducible element
∅ and {z}. We obtain an instance FMEAS where the input is H, Hnew[{z}],
H[V, {z}], M, {∅} and where the closed set of interest is ∅. Moreover this reduc-
tion is polynomial in the size of (H,M,B−) as we create a unique new element
and |B− | arcs. According to Proposition 3, maximal extensions of ∅ are given
by the antichain dual to B−(∅) = min⊆{BH | (B, z) ∈ H[V, {z}]}. However, we
have B−(∅) = B−, so that maximal extensions of ∅ are precisely elements of the
dual antichain B+ of B−. ut
We can deduce a class of dihypergraphs where our strategy can be applied to
obtain meet-irreducible elements in output quasi-polynomial time. Let us assume
that H can be decomposed as follows. Its c-factors are singletons. If H is not
itself a singleton, it has an acyclic split (V1,V2) with H[V1] = (V1, ∅). Hence,
DMDual reduces to hypergraph dualization and can be solved in output-quasi
polynomial time using the algorithm of [10]. Recursively applying hypergraph
dualization, we get M for H in output-quasi polynomial time. This class of
dihypergraph generalizes ranked convex geometries of [8].
The closure system represented by a dihypergraph H is a ranked convex
geometry if there exists a full partition V1, . . . ,Vn, of V such that H[Vi] =
(Vi, ∅) for any 1 ≤ i ≤ n and for any arc (B, h) in H there is a j < k such that
B ⊆ Vj and h ∈ Vj+1. All c-factors of H are singletons. Choosing the acyclic
split (Vi,
⋃n
j=i+1 Vj) at the i-th step of the algorithm yields a decomposition
which satisfies conditions of the previous paragraph.
6 Conclusion
In this paper we investigated the problem of finding meet-irreducible elements
of a closure system represented by a dihypergraph. In general, the complexity
of this problem is unknown and harder than hypergraph dualization. Using a
partitioning operation called an acyclic split on the dihypergraph, we gave a
characterization of its associated meet-irreducible elements. Acyclic splits lead
to a recursive algorithm to find meet-irreducible elements from a dihypergraph.
With our algorithm, we reach new classes of dihypergraphs for which meet-
irreducible elements can now be computed in output quasi-polynomial time. In
particular, we improve previous results on ranked convex geometries [8].
Acknowledgment Authors are thankful to reviewers for their helpful remarks.
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1 Université de Lorraine, CNRS, Inria, LORIA, F-54000 Nancy, France
2 National Research University Higher School of Economics, Moscow, Russia
tatiana.makhalova@inria.fr, skuznetsov@hse.ru, amedeo.napoli@loria.fr
Abstract. Discovery of the pattern search space is an essential compo-
nent of Itemset Mining. The most common approach to reduce pattern
search space is to compute only frequent closed itemsets. Frequent pat-
terns are known to be not a good choice due to omitting useful infrequent
itemsets and their exponential explosion with decreasing frequency. In
our previous work we proposed the closure structure that allows for com-
puting itemsets level-by-level without any preset parameters. In this work
we study experimentally some properties of the closure levels.
1 Introduction
Itemset Mining (IM) envelops a wide variety of tasks and methods related to
computing and selecting itemsets. Its main challenges can be summarized in two
questions: What itemsets (and how) to compute? Which of them (and how) to
use? IM is usually considered as unsupervised learning, meaning that one selects
itemsets based on such characteristics as coverage, diversity, interestingness by a
certain measure [9], etc. However, IM also includes some supervised approaches,
e.g., rule-based classifiers, where itemsets are selected based on a standard qual-
ity measure of classifiers. However, both supervised and unsupervised approaches
may use the same methods for itemset computing. To date, frequency remains
the major criterion for computing itemsets. The methods for computing fre-
quent itemsets are brought together under the name Frequent Itemset Mining
(FIM). The main drawback of FIM is omitting interesting and useful infrequent
itemsets, while the main advantage of FIM is efficiency in the sense that any
FIM-approach computes frequent itemsets and only them (because of the anti-
monotonicity of frequency w.r.t. the order of pattern inclusion).
Nowadays there are almost no other (anti-)monotone measures that are com-
monly used in IM for computing itemsets. In [4] authors propose to generate
closed itemsets based on ∆-measure, which is monotone w.r.t. projections. Au-
thors propose an efficient polynomial algorithm, however, the lack of experiential
study of the quality of generated itemsets may hamper a wide use of this ap-
proach in practice.
In our previous work [11], we proposed the closure structure of concept lattice
(i.e., the whole set of closed itemsets) and an algorithm for its gradual comput-
ing. The algorithm computes closed itemsets (formal concepts) by levels with
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polynomial delay. Each level may contain itemsets of different frequency, how-
ever, the number of frequent itemsets decreases with each new level. In [11] we
presented some theoretical results and described characteristics of closed item-
sets by levels based on experiments. In this work, we study further topology of
the closure structure and applicability of concepts for classification by closure
levels.
The paper has the following structure. In Section 2 we recall the basic notions.
In Section 3 we describe the GDPM algorithm for computing closure levels and
discuss its flaws. In Section 4 we present a simple model of a rule-based classifier.
Section 5 contains the results of the experiments. In Section 6 we conclude and
give directions of future work.
2 Basic notions
2.1 Concepts and the partial order between them
A formal context [7] is a triple (G,M, I), where G is called a set of objects, M is
called a set of attributes and I ⊆ G×M is a relation called incidence relation,
i.e., (g,m) ∈ I if object g has attribute m. The derivation operators (·)′ are
defined for A ⊆ G and B ⊆M as follows:
A′ = {m ∈M | ∀g ∈ A : gIm} , B′ = {g ∈ G | ∀m ∈ B : gIm} .
Sets A ⊆ G, B ⊆ M , such that A = A′′ and B = B′′, are said to be closed.
For A ⊆ G, B ⊆ M , a pair (A,B) such that A′′ = B and B′′ = A, is called
a formal concept, A and B are called extent and intent, respectively. In Data
Mining, an intent is also called a closed itemset (or closed pattern).
A partial order ≤ is defined on the set of concepts as follows: (A,B) ≤ (C,D)
iff A ⊆ C (D ⊆ B), a pair (A,B) is a subconcept of (C,D), while (C,D) is a
superconcept of (A,B). With respect to this partial order, the set of all formal
concepts forms a complete lattice L called the concept lattice of the formal
context (G,M, I).
2.2 Equivalence classes and key sets
Let B be a closed itemset. Then all subsets D ⊆ B, such that D′′ = B are called
generators of B and the set of all generators is called the equivalence class of B,
denoted by Equiv(B) = {D | D ⊆ B,D′′ = B}. A subset D ∈ Equiv(B) is a
key [2, 13] or minimal generator of B if for every E ⊂ D one has E′′ 6= D′′ = B′′,
i.e., every proper subset of a key is a member of the equivalence class of a
smaller closed set. We denote a set of keys (key set) of B by K(B). The set of
keys is an order ideal, i.e., any subset of a key is a key [13]. The minimum key
set Kmin(B) ⊆ K(B) is a subset of the key set that contains the keys of the
minimum size, i.e., Kmin(B) = {D | D ∈ K(B), |D| = minE∈K(B)|E|}. In an
equivalence class there can be several keys, but only one closed itemset, which
46
is maximal in this equivalence class. An equivalence class is called trivial if it
consists only of a closed itemset.
For the sake of simplicity, we denote attribute sets by strings of characters,
e.g., abc instead of {a, b, c}.
Example. Let us consider a formal context given in Table 1. Five concepts have
nontrivial equivalence classes, namely ({g1}, acf), ({g3}, ade), ({g5, g6}, bdf),
({g5}, bdef) and (∅, abcdef). Among them, only bdf and abcdef have the min-
imum key sets that differ from the key sets, i.e., Kmin(bdf) = {b}, K(bdf) =
{b, df} and Kmin(abcdef) = {ab}, K(abcdef) = {ab, adf, aef, cef}.
Table 1. Formal context and nontrivial equivalence classes.
a b c d e f
g1 × × ×
g2 × × ×
g3 × × ×
g4 × ×
g5 × × × ×
g6 × × ×
C Kmin(C) K(C) Equiv(C)
ade ad ad ad, ade
acf af , cf af , cf af , cf , acf
bdf b b, df b, df , bd, bf , bdf
bdef be, ef be, ef be, ef , bde, bef , def , bdef
abcdef ab ab, adf , aef , cef ab, adf , aef , cef , ..., abcdef∗
∗ The equivalence class includes all itemsets that contain a key from K(abcdef).
2.3 Level-wise structure on minimum key sets
In [11] we introduced the minimum closure structure induced by minimum key
sets. Here we recall the main notions.
Let C be a set of all closed itemsets and Kmin(B) be the minimum key set
of a closed itemset B ∈ C. We denote a function that maps a closed itemset
to the size of its minimum key by level, i.e., level : C → {0, . . . , |M |}, such
that level(B) = |D|, where D ∈ Kmin(B) is an arbitrary itemset chosen from
Kmin(B). The minimal structural level k is given by all minimum keys of size




Kmin(B). We say that B belongs to the minimum
structural level k if keys in Kmin(B) have size k. We denote the corresponding
set of closed itemsets of level k by Cmink . More formally, Cmink = {B | B ∈
C, level(B) = k}. We call minimum structural complexity of C the maximal
number of not empty levels, Nminc = max{k | k = 1, . . . , |M |, Kmink 6= ∅}.
Example. The closure structure of the concept lattice from the running example
is given in Fig. 1. It consists of 3 closure levels, minimum structural complexity
is equal to 3.
3 The GDPM algorithm and related issues
Efficiency is a principal parameter of the algorithms for computing closed item-
sets (concepts). Apart of polynomial delay, we pay attention to other important
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Fig. 1. The closure structure of the concept lattice of the context from Table 1 induced
by the sizes of the minimum keys. The smallest lexicographically minimum keys for
each concept are highlighted in boldface.
characteristics, namely (1) the strategy of computing a concept given already
generated ones, and (2) the test of uniqueness of generated concepts.
Taking into account that the set of minimum keys is an order ideal, we may
generate closure levels using a strategy similar to one used in the Titanic and
Pascal algorithms, i.e., computing a new minimum key by merging two minimum
keys, that differ in one element, from the previous level. This strategy may be
non-optimal because (1) for each concept we should keep all its minimum keys,
and (2) the time complexity of the key candidate generation is quadratic w.r.t.
the size of the last level.
An alternative strategy is to add to each key an attribute that is not included
into the corresponding intent. For this strategy it is important to use an efficient
procedure for verification whether a concept is generated for the first time. We
cannot use the canonicity test as it is done, for example, in CbO because a key
of a concept may be lexicographically less than its minimum key.
The simplest solution to ensure the presence of only one minimum key for
each concept is to use a lexicographic tree that contains all previously generated
concepts. Thus, for each generated key we additionally need O(|M |) time to
check if a concept was generated at previous iterations.
We proposed an algorithm called GDPM (Gradual Discovery in Pattern Min-
ing) to compute the closure structure of concept lattice by levels. Its detailed
description and an example are given in [11] (referred there as CbO-Gen). Here
we give its brief description.
The pseudocode of GDPM is given in Algorithm 1. The algorithm computes
concepts based on the breadth-first traversal, i.e., at the level k it computes
all concepts that have a minimum key of size k. Each newly generated key is
obtained by computing the union of a minimum key from the previous level and
an attribute that is out of the closure of the minimum key (lines 3-13). The
key is added to K∗k only if its closure is not in the lexicographic tree that stores
all generated previously intents (lines 8-11). For each concept we store only one
minimum key in K∗k.
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Algorithm 1 GDPM
Require: K∗k−1, a subset of the minimum key set Kmink−1 of level k − 1,
Tk−1, the lexicographic tree containing all closed itemsets
⋃
i=1,...,k−1 Cmini
Ensure: K∗k, a subset of the minimum key set of level k
1: K∗k ← ∅
2: Tk ← Tk−1
3: for all X ∈ K∗k−1 do
4: Y ←M \X ′′
5: for all m ∈ Y do
6: X∗ = X ∪ {m}
7: S ← (X∗)′′
8: if S /∈ Tk then
9: add(Tk, S)





4 Concepts as classifiers. Baseline classification model
In order to evaluate intents (closed itemsets) as representatives of the classes we
propose to use the class labels of objects that were unavailable during computing
the closure structure. Further we describe a simple concept-based classification
model. This model is closely related to the JSM-method proposed by Finn, that
is widely used in the FCA community [10, 3, 8].
Let (G,M, I) be a training context, and each object g belongs to one class
label(g) ∈ Y, where Y is a set of class labels. We use concepts as classifiers.
Let c = (A,B) ∈ C be a formal concept, then its class is given by class(c) =
arg maxy∈Y(
∑
g∈A[label(g) = y]), where [·] is an indicator function, taking 1 if
the condition in the bracket is true and 0 otherwise. An object g is classified by
a set of concept classifiers C∗ based on the weighted majority vote as follows:




w(c)), where w(·) is a weight
function, and θ is a weight threshold. For example, for a concept c = (A,B)








2 · prec(c) · recall(c)
prec(c) + recall(c)
,
where tp(c) = |{g | label(g) = class(c), g ∈ A}|, fp(c) = |A| − tp(c), tn = |{g |
label(g) 6= class(c), g ∈ G \A}|, fn = |G \A| − tn.
As a set of classifiers we use either a single level Cmink or all concepts up to
level k, i.e., ∪j≤kCminj .
Example. Let us consider the context from Table 1. We take the class labels
where objects g1 and g2 belong to class “+”, and g3 − g6 belong to class “−”.
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The weights of concept classifiers are given by the extent precision, e.g., pr(a) =
pr(c) = pr(d) = pr(f) = 2/3. The threshold is θ = 2/3. The intents a and c
are from “+”-class, d and f are from “−”-class. Then, to classify object gtest
described by acdf we use the intents a, c, d, f from the 1st level, and ac, acf
from the 2nd level. Using the intents of the 1st level we are not able to classify
gtest since pr(a) + pr(c) = pr(d) + pr(f) = 4/3. For the intents of the 2nd level
we have pr(ac) + pr(acf) = 2 for “+” class and 0 for “−” class, thus, we classify
gtest as “+”.
The proposed model is based on all intents from a given level that meet the
weight requirements. However, more sophisticated models, e.g., Classy [12] or
Krimp [14], can be adapted to use the intents by closure levels instead of frequent
itemsets. More proper combination of the intents may improve the classification
quality.
For large datasets the closure structure can be computed for each class inde-
pendently.
5 Experiments
In this section we report the results of an experimental study of the minimum
closure structure, i.e., closed itemsets within levels Cmink . We use freely available
datasets from the LUCS/KDD data set repository [5], their characteristics are
given in Table 2.
Table 2. Description of datasets and their level structure.
name |G| × |M | dens. |C| level size |C
min
k |
1 2 3 4 5 6 7 8 9 10 11
hepatitis 155×50 0.36 144870 50 761 4373 14696 31240 41995 33048 14724 3570 399 14
heart-d. 303×45 0.29 25538 45 561 2696 6381 7980 5389 2037 417 32
auto 205×129 0.19 57788 127 2695 12539 21311 15283 5042 748 43
glass 214×40 0.23 3245 40 450 1217 1041 386 96 14 1
pima 768×36 0.22 1625 36 284 466 451 271 96 19 2
iris 150×32 0.50 4481 30 263 792 1279 1335 682 100
led7 3200×28 0.50 1950 14 84 280 560 630 321 61
ticTacToe 958×27 0.33 42711 27 324 2266 9664 16982 10648 2800
wine 178×65 0.20 13228 65 1289 4779 5026 1791 265 13
zoo 101×35 0.46 4569 35 377 1194 1656 1059 239 9
breast 699×14 0.64 361 12 50 112 125 55 7
car eval. 1728×21 0.29 7999 21 183 847 2196 3024 1728
ecoli 327×24 0.29 425 24 138 185 67 10 1
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5.1 Concept contrast based on F1 measure
In IM apart of descriptive quality of itemsets as coverage or diversity, one is
interested in assessing the quality of itemsets as representatives of the classes.
The latter is closely related to emerging patterns [6, 1]. In this study we evaluate
contrast of formal extents by F1 measure. As it was shown in [11], the average F1
measure usually decreases w.r.t. closure levels. However, there are some datasets
with atypical behavior, where the average F1 measure increases at the last levels
of the closure structure. To address the underlying causes of this behavior we
study the values of F1 measure within the frequency ranges of size 0.1, i.e.,
(0.0, 0.1], (0.1, 0.2], (0.2, 0.3], etc.
Fig. 2 shows the results for some datasets. Our experiments showed that
usually the value of F1 measure of the concepts within a fixed frequency range
remains almost the same at all levels. Thus, the average F1 at a closure level is
affected by the proportion of the concepts of a certain frequency. Since the ratio
of frequent (infrequent) concepts decreases (increases) with the level number,
F1 measure decreases as well. Thus, we may expect increase of the average F1
measure at the last levels for datasets with a large number of frequent and
“coherent” attributes and a subset of infrequent “incoherent” attributes.
Fig. 2. The average F1 measure for 8 datasets within 10 frequency ranges.
In the previous study we showed that the size of closure levels resembles the
values of binomial coefficients, i.e., the largest levels are located in the middle
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of the closure structure, while the first and last levels are the smallest ones. In
Fig. 3 we show the size of the levels w.r.t. 10 frequency ranges. As for the whole
set of concepts, for the subset of concepts of a given frequency we observe quite
similar level size distributions – the largest level is on the middle, the smallest
ones are located the first and last levels. The index of the largest levels is shifting
– the less frequency the larger the index of the largest level.
Fig. 3. The size of the concepts of a given frequency range w.r.t. level number.
5.2 Classification quality
In this section we report the average accuracy by 10-fold cross validation of
the rule-based classifier described in Section 4. We use 8 folds (training set)
to compute itemsets, 1 fold (test set) to select the best parameters and 1 fold
(validation set) to assess the performance of the classifiers. We report the average
values on the validation sets. We use both concepts from a single closure level
(single level, SL) and concepts from all levels up to a given level (cumulative
levels, CL) to build a classifier. As a weight function we use precision with the
following threshold values: 0.0, 0.6, 0.7, 0.8 and 0.9.
The experiments showed that both SL- and CL-classifiers may achieve quite
high accuracy. The average accuracy for 8 datasets is given in Fig. 4. The max-
imal (or close to the maximal) accuracy of CL-classifiers is achieved at the first
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levels and usually changes slightly when the classifier is extended by the further
closure levels. For SL-classifiers the maximal (or close to the maximal) accuracy
is usually achieved at one of the first levels.
Fig. 4. Average accuracy of four classifiers: “SL/CL pr. = X” stands for a single-level
(SL) or cumulative (CL) classifier where each concept has precision at least X.
We also compared the proposed classifier with the state-of-the-art classifiers
from the Sklearn library. We consider SVM, Naive Bayes, and 3 tree-based mod-
els: Random Forests, CART, C5.0. We also use three sets to select the best
parameters for each classifiers, i.e., the number of trees for tree-based classifiers
(50 or 100), the maximum tree depth (2, 5, 10, 15) and the kernel types for SVM
(polynomial, Radial basis function, sigmoid).
The average accuracy is reported in Table 3. The experiments show that
even with the simplest model of classifiers based on closure level we can achieve
the accuracy comparable with the one of the state-of-the-art classifiers. A more
proper selection and combination of the generated concepts may provide better
quality.
Based on the obtained results we may conclude that the proposed level-wise
strategy allows us to generate the concepts that describe meaningful groups of
objects and the intents from the first closure levels may be used as an alternative
to frequent itemset.
6 Conclusion
In this paper, we study further the closure structure of concept lattice by fo-
cusing on the ability of concepts to describe meaningful subsets of objects. Our
experiments show that the levels of the closure structure are a good alternative
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Table 3. The average accuracy of classifiers. The best performance of the proposed
classifiers (SL/CL) and their parameters (level, precision threshold) are given in the
last two columns.
data RF CART C5.0 SVM NB




CL level, pr. SL level,pr. CL level,pr. SL level,pr.
auto 0.77 0.66 0.64 0.74 0.54 0.71 3, 0.8 0.65 2, 0.8 0.74 4, 0.9 0.65 2, 0.8
breast 0.94 0.94 0.94 0.94 0.93 0.94 3, 0.0 0.94 3, 0.6 0.94 3, 0.0 0.94 3, 0.6
car ev. 0.96 0.97 0.97 0.99 0.80 0.70 3, 0.8 0.74 3, 0.0 0.86 5, 0.9 0.88 5, 0.0
ecoli 0.87 0.87 0.86 0.86 0.66 0.80 3, 0.7 0.84 3, 0.6 0.81 4, 0.7 0.84 3, 0.6
glass 0.76 0.69 0.66 0.72 0.45 0.65 3, 0.8 0.63 3, 0.0 0.65 4, 0.9 0.63 3, 0.0
heart-d. 0.56 0.54 0.53 0.55 0.20 0.54 1, 0.0 0.54 3, 0.6 0.55 7, 0.9 0.57 7, 0.0
hepatitis 0.81 0.78 0.80 0.83 0.53 0.83 2, 0.9 0.81 3, 0.9 0.83 2, 0.9 0.81 3, 0.9
iris 0.94 0.94 0.94 0.93 0.95 0.96 2, 0.6 0.95 1, 0.7 0.96 2, 0.6 0.95 1, 0.7
led7 0.75 0.75 0.75 0.76 0.75 0.55 3, 0.6 0.62 3, 0.0 0.74 7, 0.0 0.74 6, 0.7
pima 0.74 0.72 0.74 0.73 0.53 0.74 3, 0.6 0.75 3, 0.6 0.75 4, 0.6 0.75 4, 0.6
ticTacToe 0.98 0.95 0.94 0.98 0.68 0.97 3, 0.9 0.98 3, 0.9 0.99 6, 0.9 0.99 6, 0.6
wine 0.94 0.86 0.90 0.95 0.84 0.93 3, 0.9 0.90 3, 0.7 0.93 6, 0.9 0.92 4, 0.6
zoo 0.86 0.91 0.94 0.96 0.95 0.84 3, 0.8 0.83 3, 0.7 0.82 4, 0.8 0.83 3, 0.7
average 0.84 0.81 0.82 0.84 0.68 0.78 0.78 0.81 0.81
to frequency. Each closure level is computed with polynomial delay, and the
quality of itemsets decreases after the first levels.
One of the main directions of future work is to develop more efficient al-
gorithms for computing the closure levels and study other practical applica-
tions where the proposed closure structure may provide better results than the
frequency-based concept generation.
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Abstract. The goal of subgroup discovery is to find groups of objects
that are significantly different than “average” object w.r.t. some super-
vised information. It is a computational intensive procedure that tra-
verses a large searching space corresponding to the set of formal con-
cepts. It was recently found that a part of formal concepts, called stable
concepts, can be found in polynomial time. Accordingly, in this paper a
new algorithm, called SD-SOFIA, is presented. SD-SOFIA fits subgroup dis-
covery process in the framework of stable concept search. The proposed
algorithm is evaluated on a dataset from UCI repository. It is shown that
its practical computational complexity is polynomial.
Keywords: Subgroup Discovery · Stable Concepts · Supervised Learn-
ing · Exploratory Data Analysis · Algorithms.
Introduction
Subgroup discovery is supervised data mining technique allowing for finding
groups of objects that express unexpected behavior w.r.t. some supervised infor-
mation [1]. For example, class labels of objects is an example of such supervised
information. Subgroup discovery not only enumerates the objects with unex-
pected behavior but also describes them in a human readable form providing a
way for understanding the connection between the supervised information and
the description space. Such understanding is important for analysis of the real
process generating the supervised information.
Formal concept analysis (FCA) [11] is a well-established mathematical for-
malism suitable for description of subgroup discovery process. Indeed, extents
of formal concepts are subgroups, their intents are subgroup descriptions. Then
every concept can be evaluated by means of a quality function that relates object
class labels1 and the concept interest. Then the task of the subgroup discovery
in these terms is to find the concept with the best value of the quality function.
One of the challenges in subgroup discovery is the exponentially large search-
ing space of concepts that entails two consequences. First, it is computationally
hard to find the best subgroups. Second, since the searching space is large, it is
? The reported study was funded by RFBR, project number 19-31-37001
1 For simplicity only classification task is considered.
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likely that some its elements are associated with high values of quality function
just by chance, i.e., spurious findings are possible. There are a number of ap-
proaches that deals with these consequences. In particular, the searching space
can be limited, e.g., it can be stated that only concepts with few attributes con-
stitute the searching space. Another possible way is to rely on a certain heuristic
such that it is unlikely to miss the best subgroups [14, 5]. Finally, some ap-
proaches allow gradually refining the searching space in such a way that their
computation can be stopped at any moment and the best found result is re-
ported [2].
The problem of spurious findings can be solved by controlling the statistical
significance of the examined subgroups [15]. Such approaches can be naturally
combined with the approaches that limit the searching space. By contrast, comb-
ing statistically significant subgroup discovery with heuristic methods is hard.
Accordingly, in this paper we discuss a limitation of the searching space that
is based on stability of a formal concept. This choice is motivated by two facts.
First, stability is a meaningful concept selection method. Indeed, stability is
the probability of a concept to be preserved after random deletion of objects
from the dataset. Thus, if just a small modification of the object set is enough
for removing a concept, then probably this concept can be removed from the
searching space. Second, it was recently shown that stability threshold can be
adjusted on the fly, allowing for polynomial time computational procedure [8,
6]. Consequently, combining this procedure with subgroup discovery give an op-
portunity for controling the subgroup discovery computation time and allowing
for statistically significant subgroup discovery.
Accordingly, the main contribution of this paper is the algorithm combining
the subgroup discovery process and the stability threshold adjustment allowing
for practical polynomial time complexity subgroup discovery with mathematical
guarantees for the resulting subgroup.
The rest of the paper is organized as follows. Section 1 provides some basic
definitions, then in Section 2 the task is defined. Later the algorithms proposed
in this paper are discussed in Section 3. Finally, before concluding the paper the
algorithms are evaluated an a dataset from the UCI repository [9].
1 Definitions
Subgroup discovery task statement depends (1) on the searching space and (2)
on the quality function. The searching space is defined by means of FCA, while
quality function is considered to be known and is not discussed in this paper.
1.1 Formal concept analysis
For simplicity the dataset is described as a formal context (G,M, I), where G is
the set of objects, M is the set of attributes, and I ⊆ G ×M is a relation be-
tween. The sets of objects and attributes are connected by means of a derivation
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operator2:
A↑ = {B ⊆M | ∀g ∈ A ((g,m) ∈ I)}, for A ⊆ G, (1)
B↓ = {A ⊆ G | ∀m ∈ B ((g,m) ∈ I)}, for B ⊆M. (2)
A formal concept is a pair (A,B), where A ⊆ G is callede extent and B ⊆M
is called intent, such that A = B↓ and B = A↑. The set of concepts is ordered
w.r.t. the order on extents (or dually inverse order on intents). This order is a
lattice called concept lattice.
1.2 Projections
The algorithm presented in Section 3 is based on the notion of projections.
Originally, it was introduced within the framework of pattern structures [10].
However, for the sake of simplicity, it is presented here in terms of standard
FCA.
Definition 1. Projection ψ : 2M → 2M is a function sutisfying:
– idempotency, i.e., ψ(ψ(X)) = ψ(X);
– monotonicity, i.e., X ⊂ Y −→ ψ(X) ⊆ ψ(Y );
– contractivity, i.e., X ⊇ ψ(X).
In this paper, a special kind of projections is considered corresponding to
removal of certain attributes. In particular, ψY (X) = X ∩ Y , i.e., it removes all
attributes outside of Y . It can be seen, that the ψY is a projection. The larger
the set Y the more attributes are preserved after the projection.
As it will be discussed later the algorithm starts from the most simple pro-
jections, removing many attributes, and then iteratively adds attributes one by
one updating the result. A similar approach was used in [2] where numerical
intervals were iteratively updated.
1.3 Subgroup Discovery
From the subgroup discovery (SD) point of view the concept lattice is the search-
ing space. The extent of a formal concept is the subgroup and the intent of a
formal context is the description of this subgroup. Given a quality function
Q : 2G → R, the goal of SD is to find the formal concept with extent maximizing
the quality function Q.
Let us consider a standard quality function for the classification task [13].
Let class labels of objects are given by a function class : G → {0, 1}, where
{0, 1} is the set of available class labels. Given a set of objects A, the weighted




( |{g ∈ A | class(g) = 1}|
|A| −




2 The operators (·)↓ and (·)↑ are used instead of the standard (·)′, since it makes the
reading more clear w.r.t. the operator argument.
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This quality function express a trade-off between the size of the subgroup |A||G|
and the improvement in the “purity” of class labels within the concept w.r.t. the
average “purity”.
Although it is possible to iterate over all formal concepts and compute their
quality, it is not efficient. Thus, a typical exhaustive subgroup discovery proce-
dure is implemented as a branch-and-bound search. It is based on the following
two ingredients [3]:
– A refinement operator r : 2G → 22G , that is monotone, i.e., given B0 ⊆ M ,
(∀B ∈ r(B0))B ⊆ B0. The refinement operator organizes the procedure of
generating new “more specific” candidate subgroups based on already found
ones.
– An optimistic estimator Q : 2G → R of the subgroup quality function Q.
The optimistic estimator Q(A) is the upper bound of the quality function Q
on any subset of A, i.e., (∀S ⊆ A)Q(A) ≥ Q(S).
Given these two components and the quality of the already found best sub-
group qbest the discovering procedure is as follows. For any found subgroup A
with description B0 = A
↑ one can verify if any subset of A is a potentially in-
teresting subgroup, i.e., Q(A) > qbest. If not the subgroup A can be ignored,
otherwise it is refined by means of the refinement operator r. The refined sub-
groups with description B ∈ r(B0) are evaluated by means of the subgroup
quality function Q and if any subgroup is better then the already found one, the
best subgroup is updated.
1.4 Formal Concept Stability and Δ-stability
The branch and bound computational efficiency is still limited if the dataset is
large. The further improvement of the efficiency can be made by modification
of the searching space. One way is to consider only “stable” concepts as the
searching space.
Stability of a formal concept [12] measures how strong the concept depend
on the dataset. If removal of random objects from the dataset is likely to remove
a concept then the concept is not stable.
It was shown that, given a context and a concept, the computation of concept
stability is #P-complete [12]. Accordingly, in [7] bounds on stability of a concept











where DD(c) is the set of all direct descendants of a concept c in the lattice and
∆(c, d) is the size of the set-difference between extent of c and extent of d, i.e.
∆(c, d) = |Ext(c) \ Ext(d)|. It can be seen that stability in 3 is bounded tightly
if ∆(c) = min∆(c, d)
d∈DD(c)
is high. Moreover, the higher the stability is, the tighter
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the bounds. Thus, in order to identify the most stable concepts one can switch
to ∆(c), called Δ-measure, which is polynomially computable.
Recently, it was also shown, that given a Δ-measure threshold θ, it is possible
to directly find formal concepts with Δ-measure higher than θ [8]. Moreover,
introducing a special adjustment procedure, one is able to extract concepts with
the highest value of Δ-measure in polynomial time [6]. Accordingly, in this paper
this approach is translated to subgroup discovery task.
2 Task Statement
The goal of this paper is to present an algorithm for subgroup discovery task
modifying the searching space in such a way that its practical computational
complexity is polynomial.
More formally, given a formal context K = (G,M, I) and a quality function
Q of a formal concept, the goal is an algorithm that finds the threshold θ of
Δ-measure and the corresponding best Δ-stable concept C, w.r.t. Q, such that
the practical computational complexity is polynomial w.r.t. K, T(Q), and the
memory usage limit L, where T(Q) is the computational complexity of Q, and L
is the maximal number of potential concepts to be extended at the same time.
3 Algorithms
3.1 Algorithm θ-Σοφια
Let us first remind the original algorithm Σοφια [8, 6]. It is based on the following
observations.
Proposition 1 (Projection antimonotonicity). Given a context K = (G,M, I),






It should be noticed, that Δ-measure depends on the structure of the concept
lattice, i.e., Δ-measure should be computed when the lattice is fixed. Accord-
ingly, in (4) every Δ-measure is indexed with the corresponding formal con-
text. It also should be noticed that (ψ(B)↓, ψ(B)) is indeed a formal concept in
(G,ψ(M), I) as it is shown earlier [10].
This property (4) gives a way for direct search for Δ-stable concepts. Indeed,
a concept C = (A,B) is not Δ-stable in (G,ψ(M), I) for some ψ, then any
preimages of B cannot be the intents of Δ-stable concepts in (G,M, I), i.e., any
concept with intent B̂, such that ψ(B̂) = B is not Δ-stable. Thus, if one is
able to find Δ-stable concepts in (G,ψ(M), I), then only the preimages of these
concepts w.r.t. ψ can be Δ-stable in (G,M, I).
However, how can one efficiently find Δ-stable concepts in (G,ψ(M), I)?
Since (G,ψ(M), I) is a context it is possible to consider a projection of it. It
forms a chain of projections and Δ-stable concepts are first found in the most
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Data: A context K = (G,M, I), a chain of projections Ψ = {ψ0, ψ1, · · · , ψk},
and a threshold θ for Δ-measure.
1 Function ExtendProjection(i, θ, Pi−1)
Data: Projection number i, a threshold value θ, and the set of concepts
Pi−1 for the projection ψi−1.
Result: The set Pi of all concepts with the value of Δ-measure higher
than the threshold θ for the projection ψi.
2 Pi ←− ∅;
3 /* Put all preimages in ψi(K) for any concept p */
4 foreach p ∈ Pi−1 do
5 Pi ←− Pi ∪ Preimages(i, p)
6 /* Filter concepts in Pi to have a value of Δ higher than θ */
7 foreach p ∈ Pi do
8 if ∆ψi(p) ≤ θ then
9 Pi ←− Pi \ {p}
10 Function θ-Σοφια






12 /* Run through out the chain Ψ */
13 foreach 0 < i ≤ |M | do
14 P ←− ExtendProjection(i, θ,P);
Algorithm 1: The Θ-Σοφια algorithm for finding concepts in K with a
value of a Δ-measure higher than a threshold θ.
general projections removing all attributes, then the next projections removes
all but one attribute, the next one removes all but two attributes, on so on.
This procedure is shown in Algorithm 1 and is called θ-Σοφια algorithm. The
computational complexity of this algorithm is
O
(
|M | · max
0<i≤|M |
|Pi| · (T(Preimages) + T(∆))
)
.
It become polynomial if the threshold θ is adjusted in such a way that |Pi| < L
for any i and a predefined memory limit L.
3.2 Algorithm SD-SOFIA
Usage of Algorithm 1 is limited for subgroup discovery, since it finds preimages
of all concepts from projection i to projection i+ 1 simultaneously. By contrast,
the most commonly used strategy in subgroup discovery is expansion of the
most promising concept [4]. This allows for earlier finding of concepts with high
quality Q improving the efficiency of branch cutting.
It should be noticed that in Algorithm 1 finding preimages of a concept
does not depend on other concepts and, thus, concepts that are stored in P
can correspond to different projections. In this case, one is able to choose the
order of concept expansion and, in particular, it can be used for expanding first
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1 Function FindBestConcept()
2 queue.Push ((G,⊥ | 0)); /* Projection number 0 */
3 while not queue.isEmpty() do
4 c← queue.PopTheMostPromissing ();
5 {ci} ← Preimages(c);
6 foreach cc ∈ {ci} do
7 if Proj(cc) = |M | then
8 best.Register(cc);
9 next;
10 if ∆Proj(cc)(cc) < θ then
11 next;
12 if not best.IsPromissing(cc) then
13 next;
14 queue.Push(cc);
15 if queue.Size() > L then
16 θ ← AdjustThld(queue, θ);
Algorithm 2: The SD-SOFIA algorithm identifying the Δ-measure
threshold θ and the corresponding best concept w.r.t. a quality function
Q. The algorithm ensures the polynomial computational complexity.
the most promising concepts w.r.t. subgroup discovery task. This procedure is
shown in Algorithm 2. All concepts are stored in a queue. The queue can contain
concepts from different projections, thus, a concept is denoted as (A,B | i),
where A and B are the extent and the intent of the concept correspondingly,
and i is the projection it is computed in. The corresponding elements of a concept
c = (A,B | i) can be extracted by means of functions Ext, Int, and Proj for the
extent, the intent, and the projection number of c correspondingly.
Let us first fix some order on attributes M . Let Mi be the first i attributes
from M . Then, this algorithm relies on the following chain of projections Ψ =〈
ψ0, ψ1, . . . , ψ|M |
〉
, where ψi(X) = X ∩Mi, i.e., it removes all attributes but the
first i attributes from M . In line 2, Algorithm SD-SOFIA initializes the queue
with the only available concept in projection 0. This concept is (G, ∅). Indeed,
since M0 contain no attribute, the only available intent is ∅.
Then, while queue is not empty the concepts are extracted one by one. For
subgroup discovery task the concepts are extracted (line 4) w.r.t. their potential,
i.e., the value of the optimistic estimate Q of the quality function Q. Then in
line 5 the preimages of the most promissing concept c = (A,B | i) are computed.
Since projection ψi+1 preserves one more attribute than projection ψi, there are
only two possible preimages: c1 = (A,B
↓↑ | i + 1) and c2 = ((B ∪ {i})↓, (B ∪
{i})↓↑ | i+ 1). The preimages c1 and c2 can coincide and, thus, in this case only
one of them should be considered.
Then every preimage cc of the concept c is processed in lines 7–14. First in
lines 7–9 it is verified that cc is already in the last projection ψ|M |. Only in
this case the final Δ-measure value for this concept is known. Thus, only in this
moment it is possible decide if this concept can be reported as the best concept.
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1 Function AdjustThld(queue, θ0)
2 queue← {c ∈ queue | best.IsPromissing(c)};
3 if queue.Size < |L| then
4 return θ0;
5 return min {θ > θ0 | L ≥ |{c ∈ queue | ∆(c) > θ}|};
Algorithm 3: Adjustment of minimal threshold for Δ-measure.
If yes, in line 8 the quality of cc is checked and if it is high the concept is saved
as potentially best concept.
In lines 10-11 the concept cc is checked. If the value of its Δ-measure is
smaller than the threshold θ, it is not Δ-stable concept and, thus, its preimages
cannot be Δ-stable either.
Then, in lines 12–13 the concept cc is verified if its preimages can poten-
tially be reported as the best concepts, i.e., that the optimimstic estimate for
the quality function on its subconcepts (concepts with smaller but comparable
extents) is large enough. If yes, the concept cc is pushed to the queue in line 14
for further processing.
Finally, in lines 15–16 the threshold θ is adjusted in such a way that ensures
that the size of the queue is smaller than the memory limit L (the parameter of
the algorithm). Let us discuss the adjustment in more details.
3.3 Adjustment of Δ threshold
The algorithm for adjusting the threshold is shown in Algorithm 3. First, in line
2 the algorithm removes all patterns that cannot generate concepts with high
quality. Then, if necessary it increases the threshold θ in such a way, that the
number of concepts with high Δ-measure is less then L.
This adjustment is polynomial, however, the computational complexity of the
whole procedure is no more polynomial. Indeed, if the concept with the maximal
projection number is expanded, then this procedure become a depth first order
FCA algorithm, that requires only O(|M |) memory to store concepts and thus
if L > |M | the adjustment procedure is never run and, thus, Algorithm 2 can
iterate over all concepts. However, if one always selects the concept with the
minimal projection number, then this procedure becomes the same as in Algo-
rithm 1 with the polynomial complexity. Indeed, in this case one can consider
the expansions of all concepts with the minimal projection number as one expan-
sion and it become exactly Σοφια algorithm. Similarly, if only expansion of the
concepts with small projection number is allowed ,i.e. if the projection number
is in the interval [imin, imin + k], where imin is the minimal projection number,
gives an intermediate worst-case computational complexity with a multiplier of
2k. For small k it is small and algorithm can be considered polynomial.
The similar effect on computational complexity can be achieved by always
expanding concepts with the largest extent. Such kind of concept expansion
corresponds to subgroup discovery procedure. Indeed, the larger the extent, the
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better the quality Q can be potentially attained on its subsets. Thus, there is a
hope, that in practice Algorithm 2 can behave as an algorithm with polynomial
computational complexity for subgroup discovery task.
Before proceeding to practical evaluation we should discuss how the best
concepts should be registered, i.e. lines 8 and 12 of Algorithm 2.
3.4 Best concept registration
The most simple concept registration procedure can just verify that the quality of
the input concept is larger than the quality of the currently known best concept.
If the new concept is better, then it substitutes the previous best concept. This
procedure has a problem when the Δ-measure threshold θ is adjusted. Indeed,
let θ = 1 and the best concept found so far be cbest, let ∆(cbest) = 1. If on the
next step the stability threshold is adjusted, what should happen to cbest?
If it is just preserved, then the result would not correspond to the final pro-
jection. Thus, this would invalidate any procedure that compute the statistical
significance of the found subgroup [15]. Consequently, a special mechanism is
needed allowing for defining the best stable concept found so far for any Δ-
threshold θ higher than the current threshold. Consequently, any concept that
is not dominated either by Δ-measure or by SD quality Q should be regis-
tered. Indeed, if for two concepts ∆(c1) ≤ ∆(c2) and Q(c1) ≤ Q(c2), i.e., c1 is
dominated by c2, the concept c1 cannot be the best SD-concept for any θ. By
contrast, if ∆(c1) < ∆(c2) and Q(c1) > Q(c2), then for θ ≤ ∆(c1) the concept
c1 is Δ-stable and since Q(c1) > Q(c2) the concept c1 is better than c2 and can
be reported as the best concept, however if ∆(c1) < θ ≤ ∆(c2), then c1 is no
more Δ-stable and thus it cannot be reported as the best concept, but c2 is still
can be reported. Thus, all undominated concepts should be preserved. Thus,
Algorithm 4 describes how one should register the best concepts.
In line 2 of Algorithm 4 an element of the best concept storage is found.
This element is such that best[i − 1] < ∆(cc) ≤ best[i] (the set best of the
best concepts is ordered w.r.t. Δ), i.e., best[i] dominates cc w.r.t. Δ. Thus, if
Q(cc) < Q(best[i]) the concept cc should not be registered (lines 3–4). Simlarly,
in lines 14–15 if the potential of cc is small then it is not promising.
If the concept cc is not dominated by best[i] it is inserted into best in lines
5–8. Finally, the quality of cc can be so high that it dominates some concepts
from best (the concepts best[j] for j < i are already dominated w.r.t. the
Δ-measure, thus, they should be compared by means of the quality function).
The operations best.FindInsertPositions, best.Insert, and best.Remove are
standard operations and can be efficiently implemented by means of red-black
trees and other standard approaches.
4 Evaluation
Let us now check how the proposed approach behaves on real data. The approach




3 if Q(best[i]) ≥ Q(cc) then
4 return;




9 i← i− 1;
10 while Q(best[i]) < Q(cc) do
11 best.Remove(i);
12 i← i− 1;
13 Function best.IsPromissing(cc)
14 i← best.FindInsertPosition(∆Proj(cc)(cc));
15 return Q(best[i]) < Q(cc);
Algorithm 4: Registration of undominated concepts w.r.t. Δ-measure
and SD quality Q.
The dataset contains 3196 of objects, corresponding to positions in chess with
the supervised information (‘the whites win’ and ‘the whites do not win’). The
dataset contains a huge number of concepts and thus it is a good candidate for
computational efficiency test. For this task we run the subgroup discovery task
for the classification quality function from [13] discussed in Section 1.3.
4.1 Computational time and the dataset size
In the first experiment the size of the dataset is varied from 200 objects to the
whole dataset of 3196 objects. For every size a random sample from the original
dataset is taken. The memory limit L is also varied from 100 to 100000. The
result is shown in Figure 1a. Since it is interesting to see the difference w.r.t.
large interval of possible dataset sizes it is given in the log-log scale. However,
in order to judge the computational complexity of the approach the real values
should be converted to relative values. In particular the time is measured in
computational time needed for computing the smallest dataset with the same L.
For example, for L = 1000 the computation time for the right most point (the
whole dataset) is shown to be equal to 2.5, which means that it is in 22.5 = 5.6
times larger than the time needed for the smallest dataset for the same L. Then
the algrithm can be considered linear or better if it is below the function y = x.
As it can be seen from the plot for all values of L the computational behaviour
of the approach is not worser than linear time complexity. We can also note that
the slope of all curves is never larger than 1, which also proves that it behaves































Fig. 1. Computation time w.r.t. dataset size and memory limit
4.2 Computational time and the memory limit
In the second experiment the whole dataset is taken and the memory limit is
varying form 100 to 106. The result is shown in Figure 1b. As before it is given
in the log-log space. As we can see the slope of this curve is also never larger
than 1, i.e., the practical computational complexity of this approach is linear.
In both experiments we can see that the slope is much smaller than 1 till a
certain moment. It could be explained by the fact that the memory limit is too
large and is not totally used. Indeed, when the datasets are small in the first
experiments, the total number of concepts is also small, and, thus, the availble
memory is too large. However, when the size of the dataset is increased, the total
number of concepts is also increased and then the memory limit L become to be
important. Similarly, when in the second experiment the memory limit is large
(L = 106), then the memory limit become to be less important.
4.3 Quality of the found concepts
Let us now briefly discuss how the quality of the found concepts depends on
different memory limits on the whole dataset. Setting the memory limit to 100,
allows finding the best concept with Δ measure of 106, with the extent size of
1002 and the quality of 0.121. By contrast, for L = 106, the Δ of the found
concept is 3, the extent size is 1326 and the quality is 0.157. We see that if we
can wait, a better concept can be found, however if the time is limited small L
threshold allows finding interesting subgroups much faster.
Conclusion
In this paper a new approach to subgroup discovery was proposed. Although
it is not possible to prove polynomial complexity of the algorithm, in practice
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for subgroup discovery task it shows polynomial behaviour, which is extremly
important for processing of large datasets.
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Representation of Knowledge Using Different Structures 








Abstract. The paper is devoted to the problem of knowledge representation us-
ing concepts of different levels of generality. Model-theoretical methods are be-
ing developed for translating data and knowledge presented in the language of 
low-level concepts into knowledge presented using concepts of a high level of 
generality. The formalization of knowledge is carried out in the terms of FCA, 
which allows us to move from low-level concepts to more general concepts and, 
as a result, generate new, more general knowledge about the domain. 
Keywords:  Knowledge Representation, FCA, Precedent Model, Boolean-
valued Model, Semantic Domain Model 
1 Introduction 
Knowledge representation is a central part of the development of intelligent systems. 
Today, there are several different methodologies for representing knowledge: frames, 
semantic networks, production systems, etc. [1]. 
One of the most developed and popular methodologies are the logical knowledge 
representation. Logical systems are highly expressive. Representation of the data 
array in the form of an algebraic system makes it possible to work with two levels of 
information consideration: the level of the initial data on which the analysis is per-
formed, and the level of knowledge – generalized laws formulated in the form of sen-
tences of first-order predicate logic. Consideration of a set of different situations 
(precedents) of the given domain as a class of algebraic systems allows us to work 
with statistical knowledge about the domain [2]. 
On the other hand, FCA is a powerful tool for presenting and processing 
knowledge [3-5]. FCA methods are widely used for ontology engineering [6], ma-
chine learning [7], semantic web [8] and so on. The connection between FCA and the 
theory of axiomatizable classes of algebraic systems was shown in [9]. There was 
described a method for constructing a formal context for the case model (using the 
notion of a Boolean-valued model) and a method of transitioning to an object-




Recently, much attention has been paid to approaches to concept mining simplifi-
cation. For example, in [12], the concept indices were studied and their applications 
for evaluating interestingness measures of formal concepts. 
In this paper we consider various levels of knowledge representation, which are 
presented using concepts of varying degrees of generality. For example, knowledge of 
a lower level of generality is:  
– symptoms of diseases, test results; 
– specific numerical data on exchange rates, oil prices; 
Knowledge of the high level of generality is, for example: 
– patients' diseases, syndromes, complications of diseases; 
– economic forecasts, expectations of stability or instability, currency crises, etc. 
Knowledge containing statements of different levels of generality is formalized in 
the form of algebraic systems of different signatures. For these systems, formal con-
texts are constructed that describe them. The properties of lattices of constructed for-
mal contexts are studied. 
2      Semantic Domain Model 
We start the formalization with a finite set 𝔼 = {𝐸1, … ,𝐸𝑛} of domain precedents. We 
have a set (signature) 𝜎 of low-level concepts of this domain. Each domain precedent 
𝐸𝑖 ∈ 𝔼 is formalized as a model 𝐸 = 〈𝐴,𝜎〉 [13, 14]. 
Next, we will bring together knowledge about of all precedents from the class 𝔼. 
For this we need to enrich the signature 𝜎 with a set of constants 𝑪𝑨 = {𝑐𝑎 | 𝑎 ∈ 𝐴}, 
i.e. to take 𝜎𝐴 = 𝜎 ∪ 𝑪𝑨. Now we may consider the set 𝑆𝑎(𝜎𝐴) of all atomic sentences 
of the signature 𝜎𝐴 as a formalization of low-level concepts of the object domain and 
the set 𝑆(𝜎𝐴) of all sentences of the signature 𝜎𝐴  as a formalization of all possible 
concepts of the domain. 
Definition 1 [15]. Ordered triple 𝔄𝔼 ⇋ 〈𝐴,𝜎𝐴, 𝜏〉 is called Precedent Model gen-
erated by the set of the precedents  𝔼, if for any sentences 𝜑(𝑐𝑎1 , … , 𝑐𝑎𝑛) ∈ 𝑆(𝜎𝑐) we 
have 
𝜏 (𝜑(𝑐𝑎1 , … , 𝑐𝑎𝑛)) = {𝐸 ∈ 𝔼 |𝐸 ⊨ 𝜑(𝑎1, … , 𝑎𝑛)}. 
The definition of Boolean-valued Model one can find in [15].  
It was shown in [15] that for any Precedent Model it is possible to construct a 
Boolean-valued Model isomorphic to it. 
When there is a formalization of individual precedents of the given domain, it is 
often necessary to describe low-level concepts. So, for example, in the subject domain 
of computer security [16] we formalized the knowledge obtained from texts in natural 
language. Of these texts, it was often possible to single out very small (in volume) 
concepts. For example, in some precedent it was said about an attack using the 
Randex virus, in another precedent the CMJ virus was used, and in the third - 
MrKlunky. For each of these viruses it will be difficult to identify any regularities, 




particular virus to the total number of precedents, is very small. Thus the evalution  μ 
on the predicates formalizing these concepts will be very close to zero. 
On the other hand, all these viruses have many common characteristics, so it’s 
reasonable to combine them into one, more general concept  “TSR Viruses” and to 
study the properties of this new concept. Note that each such concept is  expressible 
in the signature 𝜎 through some formula.  
So, we select the set of formulas 𝐹 ⊆ 𝐹(𝜎) and enrich the signature𝜎 with the set 
of new predicts 𝑷𝐹 = {𝑃𝜑 | 𝜑 ∈ 𝐹}. Let 𝜎𝐹 = 𝜎𝐴 ∪ 𝑷𝐹 . Next, we extend the Boolean-
valued model 𝔄𝔹 to the signature 𝜎𝐹, i.e. put 
𝔄𝔹
′ = 𝔄𝔹 ⇂ 𝜎𝐹, 
where the estimation 𝜏′: 𝑆(𝜎𝐹) → 𝔹 is redefined as follows. For each  𝑃𝜑(𝑥1, … , 𝑥𝑛) ∈
𝑷𝑭  and for any elements𝑎1, … , 𝑎𝑛 ∈ 𝐴 we have 
𝜏′ (𝑃𝜑(𝑐𝑎1, … , 𝑐𝑎𝑛)) = 𝜏 (𝜑(𝑐𝑎1, … , 𝑐𝑎𝑛)). 
Now we can remove low-level concepts from the signature 𝜎𝐹  leaving only 
concepts of a higher level, i.e. put 𝜎∗ = 𝑪𝑨 ∪ 𝑷𝑭 . The model 𝔄𝔹′′ = 𝔄𝔹′ ↾ 𝜎∗  is a 
formalization of the subject domain at a higher level. 
Let  𝔄𝔹  be an atomic Boolean-valued model. Denote 
𝐴𝑡(𝔹) = {𝑎 ∈ 𝔹 | 𝑎 is an atom}. 
Consider the formal context   
𝑲(𝔄𝔹) = (𝐴𝑡(𝔹),  𝑆𝑎(𝜎A),  𝐼𝜏), 
where  
𝑎 𝐼𝜏  𝜑 ⇔  𝑎 ≤ 𝜏(𝜑). 
We say that the formal context 𝑲(𝔄𝔹) describing the Boolean-valued model 𝔄𝔹  [17]. 
In the next section, we will consider various generation algorithms of the   model 
𝔄𝔹
′′  from the model 𝔄𝔹  and show how the formal contexts describing them will 
change. 
3         Formal contexts representing higher-level concepts  
When forming a set of 𝑷𝐹 of higher-level concepts, first of all, we consider the possi-
bility of obtaining these concepts directly from the formal context itself that describes 
this Boolean-valued model. 
Definition 2. Consider the formal context 𝑲 = (𝐺,𝑀, 𝐼). Denote by ?̃? the set of 
contents of all concepts of the context  𝑲, i.e. 
?̃? = {𝐵 ⊆ 𝑀|𝐵↓↑ = 𝐵}. 
Consider the formal context ?̃? = (𝐺, ?̃?, 𝐼 ̃), where for any object 𝑔 ∈ 𝐺 and for any 
𝐵 ∈ ?̃? we have 




Proposition 1. The concept lattices generated by the formal contexts                
𝑲 = (𝐺,𝑀, 𝐼)  and  ?̃? = (𝐺, ?̃?, 𝐼 ̃) are isomorphic, i.e. 𝔅(𝑲) ≅  𝔅(?̃?). 
Thus, this Proposition shows that in order to move to the meta level it is not 
enough to have only “internal” information contained in a formal context. So, for 
example, in [16] it was proposed to obtain “external” information through cauteriza-
tion of the set of objects' properties and, when moving to the meta-level, consider 
generalized properties that characterize different clusters. 
We describe this approach in the terms of  FCA [18]. 
Let an equivalence relation ~ be defined on the set 𝑀. We will denote by [𝑚]∼ the 
equivalence class generated by the element 𝑚 and denote by 𝑀/∼ the factor-set. 
Definition 3. Consider the formal context 𝑲 = (𝐺,𝑀, 𝐼) and the equivalence rela-
tion ~ defined on the set 𝑀. 
1. By 𝑲∧ = (𝐺,𝑀/∼, 𝐼∧)  we denote the formal context in which 
𝑔 𝐼∧ [𝑚]∼  ⇔  ∀𝑛 ∈ [𝑚]∼  𝑔𝐼𝑛. 
2. By 𝑲∨ = (𝐺,𝑀/∼, 𝐼∨) we denote the formal context in which
𝑔 𝐼∨ [𝑚]∼  ⇔  ∃𝑛 ∈ [𝑚]∼  𝑔𝐼𝑛. 
Proposition 2. Consider the formal contexts 𝑲 = (𝐺,𝑀, 𝐼)  and                        
𝑲∧ = (𝐺,𝑀/∼, 𝐼∧). Then  the lattice 𝔅(𝑲∧) is a sublattice of the lattice 𝔅(𝑲).  
Theorem 1. Consider the formal contexts 𝑲 = (𝐺,𝑀, 𝐼) and 𝑲∨ = (𝐺,𝑀/∼, 𝐼∨). 
We define a map ℎ: 𝔅(𝑲) → 𝔅(𝑲∨) as follows: ℎ((𝐴,𝐵)) = (𝐴↑↓,𝐴↑). Then for any 
(𝐴1,𝐵1), (𝐴2,𝐵2) ∈ 𝔅(𝑲) we have: 
1. (𝐴1,𝐵1) ≤ (𝐴2,𝐵2) ⇒ ℎ((𝐴1,𝐵1)) ≤ ℎ((𝐴2,𝐵2)); 
2. ℎ((𝐴1,𝐵1)) ∩ ℎ((𝐴2,𝐵2)) = ℎ((𝐴1,𝐵1) ∩ (𝐴2,𝐵2)); 
3. ℎ((𝐴1,𝐵1)) ∪ ℎ((𝐴2,𝐵2)) ≤ ℎ((𝐴1,𝐵1) ∩ (𝐴2,𝐵2)). 
Thus, it follows from the Theorem 1 that the map ℎ: 𝔅(𝑲) → 𝔅(𝑲∨) is a homo-
morphism of the lower semilattices. 
Corollary 1. A map ℎ: 𝔅(𝑲) → 𝔅(𝑲∨) is homomorphism of the lattices if and 
only if for any  𝐴1,𝐴2 ∈ 𝐺 follow condition is satisfied: 
(𝐴1 = 𝐴1
′′ 𝑎𝑛𝑑 𝐴2 = 𝐴2
′′) ⇒ 𝐴1 ∪ 𝐴2 = (𝐴1 ∪ 𝐴2)
′′. 
Note that in the general case, the homomorphism ℎ may not possess the properties of 
injectivity and surjectivity. This means that when moving from the context 𝑲 to the 
context 𝑲∨, on the one hand, some concepts will be combined into more general con-
cepts, and on the other hand, new concepts will appear. On the other hand, when mov-
ing from the context 𝑲 to the context 𝑲∧, some concepts will be “forgotten” only. 
The results obtained in the paper may be applied to the development of ontologi-
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The study of the relationship between
publications in social networks communities via
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Kristina Pakhomova and Alina Belova
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Abstract. Nowadays the users generate considerable amount of infor-
mation in the Internet. Therefore, they have a deal with the issue of how
to retrieve the required information perhaps much more relevant than
he/she supposed. Moreover, the mix of different data sources usually
muddles users in the case of searching for the instructive information.
The authors of this paper will introduce the approach based on text pro-
cessing and formal concept analysis in order to structure the information
from a variety of sources, particularly, social media communities. Addi-
tionally, they will clarify the relations between community posts with
the same topic, where these relations become a recommendation tool for
the user’s decision making. In conclusion, the authors will build a dia-
gram that will be a convenient visualization tool in an effort to structure
information that was obtained from various sources.
Keywords: Formal Concept Analysis · Semantic Analysis · Social Net-
work · Data Mining · Community topic.
1 Introduction
Due to a rapidly increasing amount of data which is generated by users of the
Internet, how to deal with this data becomes the most important issue. For in-
stance, in 2019, 4.39 billion people were registered in services provided by social
networks, which is 366 million (9%) more than in January 2018 (information
provided by ’We Are Social agency’ and ’Hootsuite’ service [9]). Social network-
ing services contain information that includes a variety of data, for instance,
text and media. Obviously, text information is publications in social networking
communities, each of those are described by a wide range of topics. In this case,
users need to quickly filter and analyze a large amount of information. Cur-
rently, the filtering may be carried out in two ways: automatically, by using data
mining methods, and manually by the user. However, the relevant result of the
user request is an extremely important issue, but also the speed of request and
visualization of the result has value. According to the wide range of data mining
methods, the authors will explain a mathematical approach - formal concept
analysis (FCA) that satisfies the above criteria.
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Current research that based on the analysis of social network data is pre-
sented in the following works [5,6,7,8]. It is worth noting that the most signif-
icant work is the one [8], in which scientists deal with social media data via
FCA.
This paper includes four-section: an introduction, approach explanation, ex-
periment computation, and conclusion. Firstly, the authors will explain briefly
the theory of FCA and basics semantic analysis methods.Secondly, the authors
propose a solution based on methods of semantic data analysis and FCA. Fi-
nally, they will explain an experiment implementation based on the social net-
work dataset and also they will propose to visualize the results of computation
by using concepts lattice as a diagram, in which each circle will be marked in a
certain color.
2 Computation approach
2.1 Brief review about Semantic Analysis
In order to study the text data ,in particular, the meaning of the text obviously
the authors deal with semantic analysis [11,12,13]. According to its theory in
general, the text should be subjected to the basic text manipulation methods
such as tokenize, lemmatize, and etc. We apply semantic analysis in order to
compute the set of keywords that will be related to the posts with the common
topic. Where set of posts 𝐺 = {𝑔1, 𝑔2, ..., 𝑔𝑛}, 𝑁 = 0, ..., 𝑛, then the set of words
and symbols is 𝑊 = {𝑤1, 𝑤2, ..𝑤𝑝}, 𝑃 = 0, ..., 𝑝 when the word includes in text
𝑊 ⊆ 𝐺 for 𝑔 ∈ 𝐺 and 𝑤 ∈𝑊 . We deal with tokenize, lemmatizer, removing stop
words and parts of speech other than nouns in order to compute keywords. So the
final set of keywords is 𝑀 which satisfy 𝑀 ⊆ 𝑊 , where 𝑀 = {𝑚1,𝑚2, ...,𝑚𝑙},
𝐿 = 0, ..., 𝑙.
2.2 Brief review of Formal Concept Analysis
FCA was invented by Germany mathematic Rudolf Wille in 1981 [2]. According
to Wille paper, after 1996 Wille and Ganter clarify the theory of formal concept
[3].
According to Wille and Ganter paper that introduce to formal context is
(𝐺,𝑀, 𝐼), where 𝐺 - the set of objects, 𝑀 - set of attributes, binary relationship
between objects and attributes explains 𝐼 ⊆ 𝐺 ×𝑀 for 𝑔 ∈ 𝐺, 𝑚 ∈ 𝑀 when
𝑔𝐼𝑚, if object 𝑔 has an attribute 𝑚.
Formal concept is pair (𝐴,𝐵) : 𝐴 ⊆ 𝐺, 𝐵 ⊆𝑀 satisfy the Galois connection
between (2𝐺,⊆) and (2𝑀 ,⊆), 𝐴′ = 𝐵 and 𝐵′ = 𝐴. Where 𝐴 and 𝐵 - extent and
intent of formal concept (𝐴,𝐵). The ordered set of all formal concept forms is
called the concept lattice B (𝐺,𝑀, 𝐼) [1].
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2.3 Concept lattice building
In a previous subsection, the authors have defined the main mathematical method
founded on formal concept computation. Therefore, the ordered concepts build
the concept lattice, which is visualised by diagram, Hasse. Every set of formal
concepts has a great common subconcept as supremum. Its extent consists of
those objects that are common to all extents of the set. Every set of formal
concepts has a least common superconcept, the intent of which comprises all
attributes which all objects of that set of concepts have. Additionally, ordered
this way the set should satisfy the axioms defining a lattice, there are com-
mutative, associative, absorption laws. Thus, a complete lattice is an ordered
poset in which all subsets have both a supremum and an infimum [4]. This di-
agram consists of main elements such as circles are set of formal concepts, lines
explain the relation between formal concepts and labels. Notably, an attribute
can be reached from an object via an ascending path according to subconcept-
superconcept hierarchy. Additionally, it satisfies if and only if the object has the
attribute.
Each post includes specific metadata that describe users’ personal interest in
the particular post, they are likes and reposts. Concerning of those measures we
want to compute for every concept the average values of likes and reposts, and
after we are going to clustering the ordered set of concepts by using k-means
(KMeans) [14] . This also will assist to fix the color of each circle of the diagram
in order to visualize the clusters of formal concepts.
3 Computation experiment
The authors have investigated the social network dataset concerning the common
topic that takes place in the social network communities. Thus, this dataset
includes information about Id post, the text of the post, value of users’ attitudes,
and value of reposts (see Tab. 1). It was obtained from ’Vk’ social network, It
community, which text of the posts in Russian and English [10].
Table 1. Experimental dataset
Id Post Text Value of likes Value of reposts
1297322 𝑔1 6 0
1297419 𝑔2 41 5
In order to compute keywords,the authors used semantic analysis which was
explained before. We computed the formal context according to set of key-words
will be presented as attributes of a formal context and the set of objects - a
number of posts (see Tab. 2).
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Table 2. Example of formal context
Id post microsoft httpamp remote ... javascript
1297322 1 1 0 ... 0
... ... ... ... ... ...
1297419 0 1 0 ... 1
According to FCA theory the set of formal concepts was computed. Although
the set of posts includes no more than 100 items, the number of obtained formal
concepts is quite huge,approximately 800 items. Moreover, for each formal con-
cept the average of users’ likes and average of reposts were computed (see Tab.
3).
Table 3. Example of formal concepts
Extent Intent color like color repost
1297430, 1297330, 1297313,
1297235, 1296857 javascript, httpamp blue green
1296857, 1296779 javascript, help blue green
... ... ... ...
1297419, 1297266 javascript, developer, company green red
1297419, 1296779 javascript, developer,middle blue green
1297266, 1296779 javascript, developer, senior green red
However, the great number of ordered formal concepts build a huge diagram,
for this reason, the authors have explained only the set of concepts and their
clustering. According to Tab. 3 in which an object ′𝑗𝑎𝑣𝑎𝑠𝑐𝑟𝑖𝑝𝑡′ takes place by
following the next set of formal concepts. We deal with diagram in order to
concentrate on users preferences,for instance, the user who takes an interest in
hiking a job or career development and he ∖ she takes an interest on ′𝑗𝑎𝑣𝑎𝑠𝑐𝑟𝑖𝑝𝑡′
may be recommended the next set of posts: 1297419, 1297266, 1296779 and
etc. This argument makes sense due to lattice lines properties that explain the
relation between formal concepts.
By using the measures (likes and reposts) we computed three concept clus-
ters, where centroids according to likes are (𝑐𝑜𝑙𝑜𝑟 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 : 𝑣𝑎𝑙𝑢𝑒) : (𝑟𝑒𝑑 :
108.333, 𝑏𝑙𝑢𝑒 : 55.3985, 𝑔𝑟𝑒𝑒𝑛 : 24.227), and reposts are (𝑔𝑟𝑒𝑒𝑛 : 9.1345, 𝑟𝑒𝑑 :
3.254). Additionally, each circle of the diagram has its own color that explains
a cluster number. This opportunity allows users to visualize their searching and
to rank posts according to measures. For instance, the user concentrates on
′𝑗𝑎𝑣𝑎𝑠𝑐𝑟𝑖𝑝𝑡′ therefore high priority has 1296779 and after 1296779,1297419 as
stated by post likes. However, measure repost supports a few users so its values
explain only two clusters but another hand this measure makes more sense than
likes measure in the opinion of an issue of ranking.
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4 Conclusions and future work
This paper has discussed the approach which manipulates the social network
dataset by using FCA, particularly, it assists the user of social media to deal with
communities’ posts. The authors take into account the specific framework of a
dataset that is satisfied with a variety of social services. Moreover, the authors
concentrated on such criteria as accessible, high quality, immediate, and relevant
information that can be provided to the user by his/her request. Although this
approach partially satisfies this number of criteria, so it will be tried to improve
in the future by using FCA advantages.
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Patterns via Clustering as a Data Mining Tool




Abstract. Research shows that pattern structures are a useful tool for
analyzing complex data. In our paper, we present a new general frame-
work of using pattern structures as a data mining tool and as an appli-
cation of the new framework we show a way to handle a classification
problem of red wines.
1 Introduction
Pattern structures within the framework of formal concept analysis have been
introduced in [4]. Since then they have been the subject of further investiga-
tions like in [2, 9, 11, 10, 12] and have turned out to be a useful tool for analyzing
various real-world applications (cf. [4–8]). In this paper, we want to present a
new application. But first we will introduce a general way to construct a pattern
structure. Then we are going to use several clustering algorithm to find impor-
tant pattern in it. Further we will use this pattern to build a model to solve a
classification problem. In particular, we will take the dataset from [3] and train
an algorithm to predict the quality of red wines.
2 Preliminaries
We start with some general definitions:
Definition 1 (restriction). Let P := (P,≤P) be a poset, then for every set U
the poset
P | U := (U,≤P ∩(U × U))
is called the restriction of P onto U .
If we consider a poset of patterns, it often arises as a dual of a given poset.
Definition 2 (opposite or dual poset). Let P := (P,≤P) be a poset. Then we
call
Pop := (P,≥P) with ≥P:= {(q, p) ∈ P × P | p ≤ q}
the opposite or dual of P.
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Definition 3 (Interval Poset). Let P := (P,≤P) be a poset. Then we call
IntP := {[p, q]P | p, q ∈ P} with [p, q]P := {t ∈ P | p ≤P t ≤P q}
the set of all intervals of P, and we refer to IntP := (IntP,⊆) as the interval
poset of P.
Remark: (i) Let P be a poset. Then IntP is a lower bounded poset, that is, ∅ is
the least element of IntP, provided P has at least 2 elements. Furthermore if P
is a (complete) lattice than so is IntP.
(ii) If A is a set of attributes than (RA,≤) := (R,≤)A is a lattice. With (i) it
follows that Int(RA,≤) is a lower bounded lattice.
Definition 4 (kernel operator). A kernel operator on a poset P := (P,≤) is
a map γ : P → P such that for all x, y ∈ P :
kx ≤ y ⇔ kx ≤ ky (1)
A subset ζ of P is called a kernel system in P if for every x ∈ P the
restriction of P onto {t ∈ ζ | t ≤ x} has a greatest element.
Remark: A closure operator on P := (P,≤) is defined as a kernel operator
on Pd, and a closure system in P is defined as a kernel system in Pd.
The main definitions of FCA are based on a binary relation I between a
set of so called objects G and a set of so called attributes M . However, in many
real-world knowledge discovery problems, researchers have to deal with data sets
that are much more complex than binary data tables. In our case, there was a set
of numerical attributes, such as the amount of acetic acid, density, the amount
of salt, etc., describing the quality of a red wine. To deal with this kind of data,
pattern structures are a useful tool.
Definition 5 (pattern setup, pattern structure). A triple P = (G,D, δ) is a
pattern setup if G is a set, D = (D,v) is a poset, and δ : G→ D is a map. In
case every subset of δG := {δg | g ∈ G} has an infimum in D, we will refer to P
as pattern structure.
For pattern structures, an important complexity reduction is often provided
by so-called o-projections:
Proposition 1 (o-projection). For a pattern structure P := (G,E, ε) and a
kernel operator κ on E, the triple
opr(P , κ) := (G,D, δ)
with D := E|D where D := κE and
δ : G→ D, g 7→ κ(εg)
is a pattern structure, called the o-projection of P via κ (see [2]).
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3 Construction of a pattern structure
The following definition establishes the connection between pattern setups and
pattern structures.
Definition 6 (embedded pattern structure). Let E be a complete lattice and
P := (G,D, δ) a pattern setup with D := E|D. Then we call
Pe := (G,E,D, δ) with δ : G→ L, g 7→ δg
the embedded pattern structure. We say the pattern setup P is embedded
in the pattern structure (G,E, δ).
This definition shows, that it is possible to build a pattern structure from a
given pattern stup. The construction below is another demonstration of how to
build a pattern structure from a pattern setup.
Construction 1. Let G be a set and let L := (L,≤) be a poset, then for every
map % : G→ L the elementary pattern structure is given by:
P% := (G,E, ε) with E := (2L,⊇) and ε : G→ 2L, g 7→ {%g}.
Hence, the pattern setup (G,L, %) is embedded in the pattern structure
(G,E, ε). In many cases this construction leads to a large set of patterns. There-
fore we need the following: Let ζ be a closure system in 2L := (2L,⊆), that is,
ζ is a kernel system in E and let γ : 2L → 2L be the associated closure operator
of ζ w.r.t. 2L. Thus, γ is a kernel operator on E. Then (G,D, δ) is a pattern
structure for D := E|ζ and
δ : G→ D, g 7→ γ{g}.
Indeed the map
ψ : 2L → ζ,X 7→ γX
is a residual map from E to D with δ = ψ ◦ ε.
By the above proposition, (G,D, δ) is a pattern structure, since
opr(P%, γ) = (G,D, δ)
is the o-projection of P% via γ.
4 Connection to Data Mining and to our Dataset
In this section we describe how we use the construction 1 to handle a typical
data mining classification problem. We train a model to predict classes of red
wines. But first we give an insight to our data.
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4.1 Red Wine Dataset
To apply our previous results on a public data set we choose the red wine data
set from [3]. There are 1599 examples of wines, described by 11 numerical at-
tributes. The input includes objective tests (e.g. fixed acidity, sulphates, PH
values, residual sugar, chlorides, density, alcohol...) and the output is based on
sensory data (median of at least 3 evaluations made by wine experts). Each ex-
pert graded the wine quality between 0 (very bad) and 10 (very excellent). For
our purpose, we established a binary distinction where every wine with a quality
score above 5 is classified ”good” and all below as ”bad”. This led to a set of 855
positive and 744 negative examples. We split the data into a training set (75%
of the examples) and a test set (25% of the examples).
4.2 Describing the Proceeding
Many data mining relevant data sets (like the red wine dataset) can be described
via an evaluation matrix:
Definition 7 (evaluation map, evaluation setup). Let G be a finite set, M a
set of attributes and Wm := (Wm,≤m) a complete lattice for every attribute














αm : G→Wm, g 7→ wm
is called evaluation map. We call E := (G,M,W, α) an evaluation setup.
Example 1. In the wine data set in [3] we can interpret the wines as a set
G, the describing attributes as the set M and Wm as the numerical range of
attribute m with the natural order.
In the above example the the evaluation map
α : G×M →W
assigns to every wine bottle the values of all attributes m ∈ M . This map is a








Thus, E := (2L,⊇) is the dually ordered power set of vectors with values of
the attributes, which describe the wine. On E we installed the following kernel
operator
γ : 2L → 2L, X 7→ [infLX, supLX]L,
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This leads to the o-projection of the elementary pattern structure P% via γ, that
is,
(G,D, δ) := opr(P%, γ).
As a matter of fact,
D = (D,⊇) with D = IntL
is the dual interval lattice of L and the map δ is given by
δ : G→ D, g 7→ {%g}.
Often the dual power set lattice E is too large for applications. Therefore, we
concentrate on relevant patterns in D, that is, in the dual interval lattice of E.
To identify important patterns in E for the red wine classification, we looked
at the positive examples of the training set and combined the results of different
clustering algorithms implemented in python. In particular, we used a k-means
algorithm, k-medoids algorithm (with metrices Mahalanobis, Euclidean and cor-
relation), a Gausian Mixture Model and a Bayesian Gaussian Mixture Model
to cluster the good red wines. Furthermore we interprete the leaves of decision
trees (with Gini Impurity and entropy as splitting measure) as cluster of wines
to find important patterns in E for our case. The same cluster algorithm can
lead to different output clusters; this is a result of the different metrics, which
were used to measure the distance and the randomly choosen starting points of
the algorithms. Hence we tried every algorithm 5 times. For every attempt we
used different specifications. The number of clusters for the k-medoids, k-means,
Gausian Mixture Model and Gausian Mixture Model algorithm is set randomly
between 2 and 50. For the decision trees we set the number of examples in a leaf
to at least 100. This leads to more than 700 clusters in E.
Via the kernel operator on E:
γ : 2L → 2L, X 7→ [infLX, supLX]L
we get patterns in D of the clusters in E. Since γ is a closure operator on the
power set 2L := (2L,⊆) we can think of the patterns as closures of clusters.
On the next step we eliminated all clusters with less than 100 wines. Then we
looked at the ratio of good examples (wines with a scoring of 5 or better) and
all examples (good and bad) in the patterns and took the five patterns with the
best ratio. These patterns are listed below. The range of the attributes is printed
in red. For a better interpretability we scaled every attribute to the range [0, 1].
85
Fig. 1. Interval 1: decision tree (entropy), 108 wines, 108 good and 0 bad
Fig. 2. Interval 2: decision tree (entropy), 158 wines, 158 good and 0 bad
Fig. 3. Interval 3: decision tree (gini), 128 wines, 127 good and 1 bad
Fig. 4. Interval 4: k-medoids (mahalanobis), 163 wines, 160 good and 3 bad
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Fig. 5. Interval 5: k-medoids (mahalanobis), 216 wines, 209 good and 7 bad
Combining these 5 intervals to predict the classes of the test set leads to the
following confusion matrix:
Fig. 6. Combination of the 5 intervals
The following table presents a comparison of our method to other algorithms.
Our method is easy to interprete and leads to the second best precision of
all listed algorithms, but the recall value is the worst under all methods. More
patterns would probably lead to a better recall, but likely worsen the precision.
Further investigations are needed to find the best collections of patterns for dif-
ferent usecases (e.g. maximize accuracy). The here presented proceeding is just
an example of building a model from our framework. Hopefully, further investi-
gations show, that it is possible to create stronger models with our framework.
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Model Accuracy Presicion Recall F1-score
cluster pattern 71,5% 77,1% 65,5% 70,7%
K-nearest neighbors 74,2% 73,0% 81,0% 76,9%
Support Vector 73,5% 75,6% 73,4% 74,5%
Naive Bayes 70,0% 69,2% 77,8% 73,2%
logistic regression 73,2% 73,6% 76,8% 75,2%
Random Forest 78,0% 80,0% 77,7% 78,8%
Table 1. Comparison of different classifier algorithms
5 Conclusion
We introduced a new general framework for the application of pattern structures.
Then we gave an example how this general framework can be used to predict the
quality of red wines. In the presented way the pattern structures can be a useful
tool in analysing data. As shown here they are capable to give good predictions
and the good interpretability makes them even more powerful.
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Interval-based sequence mining using FCA and
the NextPriorityConcept algorithm
Salah Eddine Boukhetta, Jérémy Richard, Christophe Demko, and Karell
Bertet
Laboratory L3i, La Rochelle University, La Rochelle, France
Abstract. In this paper, we are interested in sequential data analy-
sis using GALACTIC, a new library based on Formal Concept Analysis
(FCA) for calculating a concept lattice from heterogeneous and com-
plex data. Inspired by the pattern structure theory, data in GALACTIC
are described by predicates according to their types and a system of plu-
gins allows an easy integration of new characteristics and new descrip-
tions. We present new ways to analyse interval-based sequences, where
items persist in time. Here we address the question of mining relevant
sequential patterns, describing a set of sequences, by maximal common
subsequences, or shortest supersequences. Experimentation on two real
sequential datasets shows the effectiveness of our plugins in term of size
of the lattice and of running time.
Keywords: Formal concept analysis · Lattice · Pattern structures · Interval-
based sequences · Maximal common subsequences · Shortest common superse-
quences
1 Introduction
Sequences appear in many areas: sequences of words in a text, trajectories, surf-
ing on the internet, or buying products in a supermarket. A sequence is a suc-
cession 〈xi〉 of symbols, sets or events. Sequence mining is a topic of data mining
which aims at finding frequent patterns in a dataset of sequences. Many algo-
rithms have been proposed for mining sequential patterns, such as GSP [25],
PrefixSpan [24], CloSpan [29], etc. These algorithms take as input a dataset of
sequences and a minimum support threshold, and generate all frequent subse-
quences. Some algorithms mine time-point sequences 〈(ti, xi)〉, where an item xi
occurred at a timestamp ti, for example for discovering episodes in a long time-
point sequence [23, 26]. In real world applications, events may persist in time,
or in an interval of time (ti, ti), we call these sequences, interval-based sequences
〈(ti, ti, Xi)〉, where Xi is an itemset. They are mostly analysed using Allen’s in-
terval relations [1]. To quote from Kam and Fu’s work on discovering temporal
interval sequences [18], the patterns discovered are of type ”event A’s occurrence
time overlaps with that of event B and both of these events occur before event
C appears”. Other works also used Allen’s relations to discover interval based
patterns [17, 28].
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Formal Concept Analysis (FCA) appears in 1982 [27], then in the Ganter
and Wille’s 1999 work [14], it is issued from a branch of applied lattice theory
that first appeared in the book of Barbut and Monjardet in 1970 [2]. The lattice
property guarantees both a hierarchy of clusters, and a complete and consistent
navigation structure for interactive approaches [11]. The formalism of pattern
structures [13, 20] and abstract conceptual navigation [10, 9] extend FCA to deal
with non-binary data, where data is described by patterns such that the pat-
tern space must be organised as a semi-lattice in order to maintain a Galois
connection between objects and their descriptions. By FCA framework, pattern
lattice and bases of rules are defined, where a concept is composed of a subset
of objects together with their common patterns, and a rule possesses patterns in
premises and conclusions. However, pattern lattices are huge, often untractable
[19], and the need for approaches to drive the search towards the most relevant
patterns is a current challenge. Logical Concept Analysis [12] is a generaliza-
tion of FCA in which sets of attributes are replaced by logical expressions. The
power set of attributes mentioned by the Galois connection is replaced by an
arbitrary set of formulas to which are associated a deduction relation (i.e., sub-
sumption), and conjunctive and disjunctive operations, and therefore forms a
lattice. Inspired by pattern structures, the NextPriorityConcept algorithm,
introduced in a recent article [8] proposes a user-driven pattern mining approach
for heterogeneous and complex data as input. This algorithm allows a generic
pattern computation through specific descriptions of objects by predicates. It
also proposes to reduce predecessors of a concept by the refinement of a set of
objects into a fewer one through specific user exploration strategies, resulting
in a reduction of the number of generated patterns. Some algorithms appear
within FCA framework for analysing sequence data; we can mention works for
mining medical care trajectories using pattern structures [5, 6], sequence mining
to discover rare patterns [7], and other studies on demographic sequences [15,
16]. But for discovering interval-based sequence using FCA methods, we found
fewer works. We can cite Kaytoue et al.’s work on gene expression data [21].
In this article, we propose a new sequence mining approaches using the
NextPriorityConcept algorithm, with descriptions and strategies dedicated
to interval-based sequences. We propose two different descriptions that describe
a subset of objects by subsequences or supersequences. We also propose five
strategies of pattern exploration in order to generate a reduction of a cluster of
interval-based sequences, i.e., its predecessors in the pattern lattice.
Section 2 introduces basic definitions related to interval sequence mining
and a short description of the NextPriorityConcept algorithm. Section 3
will be dedicated to our new interval-based sequence descriptions and strategies.
Experimental results are presented in Section 4.
2 Preliminaries
2.1 Interval-based Sequences
A sequence s is a succession of itemsets from a dictionary Σ, often in the form
of s =< Xi >i≤n, where Xi ⊆ Σ is a subset of items i.e., itemset. A temporal
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sequence is a sequence where each itemset Xi must have an associated timestamp
ti. An Event (or Time frame) E, is a triple E = (t, t,X) where X ⊆ Σ is
an itemset, t is the starting time and t is the ending time, t ≤ t. For better
readability we refer to (t, t) by T .
Interval-based sequence. An interval-based sequence (or Time frame sequence)
s = 〈(Ti, Xi)〉i≤n is a list of events (or time frames), verifying ti < ti+1, thus
an interval-based sequence is a list of separate intervals containing itemsets.
The size of the interval-based sequence is the number of its time frames. We
refer to the interval-based sequence by sequence.
Consider the example in Figure 1 for an alphabet Σ = {C,M,P,H} (where C
stands for Castle, M for Museum, P for Public Garden and H for Historical
Place), the sequences represent trajectories of visits of three tourists s1, s2 and
s3. In this example, visitors may be in two or more different locations at the
same interval as the intervals are large enough and we may don’t have the exact
interval of each location.







Fig. 1. Example of interval-based sequences
Subinterval. For two intervals, T = (t, t) and T ′ = (t′, t′), we say that T is
subinterval T ′, if : t ≥ t′ and t ≤ t′ and we write T  T ′, that corresponds
to the containing relation from Allen’s relations [1].
Projections. We introduce the projection operator Φ of a sequence s, over a
given interval T , that selects all the itemsets of the sequence included in this
interval : ΦT (s) = {X ′ : T ′  T and (T ′, X ′) ∈ s}. Dually, the projection
operator Φ, over an itemset X ⊆ Σ selects all the intervals where the items of
X may occur: ΦX(s) = {T ′ : X ′ ⊆ X and (T ′, X ′) ∈ s}. ΦΣ(s) represents
a set of all the intervals in s.
Subsequence. A sequence s, is subsequence of another sequence s′, s b s′ if
for all (T,X) ∈ s, there exists (T ′, X ′) ∈ s′ such that T  T ′ and X ⊆ X ′.
We also say that s′ is supersequence of s.
Affix. A prefix/suffix of a sequence s = 〈(Ti, Xi)〉i≤n according to a window
w, is the subsequence of s composed by the first/last w time frames of s,
prefix(s, w) = 〈(Ti, Xi)〉1≤i≤w, suffix(s, w) = 〈(Ti, Xi)〉(n−w)<i≤n.
Cardinality. For a set of sequences A, an item x ∈ Σ and an interval T , the
function card gives the number of sequences a ∈ A possessing the item x in
the projection of a over T , x ∈ ΦT (a).
card(A, T, x) = |{a : x ∈ ΦT (a), a ∈ A}| (1)
When card(A, T, x) is maximal, we denote card(A, T, x) by cardmax(A, T ).
We define cardmin(A, T ) in the same maner when card(A, T, x) is minimal.
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From example in Figure 1 we have, Φ(10:00,11:00)(s2) = {P,H}, the prefix of s1
is 〈(08:30, 11:00), P )〉, and all three tourists were in the museum from 14:00 to
15:00, so 〈(14:00, 15:00),M)〉 is subsequence of s1, s2 and s3. For A = {s1, s2, s3}
and T = (11:00, 12:00) card(A, T, P ) = cardmax(A, T ) = 2.
2.2 Description of the NextPriorityConcept algorithm
The NextPriorityConcept algorithm [8] computes concepts for heteroge-
neous and complex data for a set of objects G, its main characteristics are:
Heterogeneous data as input, described by specific predicates. The al-
gorithm introduces the notion of description δ as an application to provide
predicates describing a set of objects A ⊆ G. Each concept (A, δ(A)) is com-
posed of a subset of objects A and a set of predicates δ(A) describing them.
Such generic use of predicates makes it possible to consider heterogeneous
data as input, i.e., numerical, discrete or more complex data. However, un-
like classical pattern structures, predicates are not globally computed in a
preprocessing step, but locally for each concept.
Concept lattice generation. The NextPriorityConcept algorithm is in-
spired by Bordat’s algorithm[3], also found in Linding’s work [22], that re-
cursively computes the immediate successors of a concept, starting with the
bottom concept. It is a dual version that computes the immediate prede-
cessors of a concept, starting with the top concept (G, δ(G)) containing the
whole set of objects, until no more concepts can be generated. The use of a
priority queue ensures that each concept is generated before its predecessors,
and a mechanism of propagation of constraints ensures that meets will be
computed. NextPriorityConcept computes a concept lattice and there-
fore is positioned in FCA framework, with the possibility of extraction of
rules, closure computations or navigation in the lattice, that can be useful
in many fields of pattern mining and discovery.
Predecessors selection by specific strategies. The algorithm also introduces
the notion of strategy σ to provide predicates (called selectors) describing
candidates for an object reduction of a concept (A, δ(A)) i.e., predecessors
of (A, δ(A)) in the pattern lattice. A selector proposes a way to refine the
description δ(A) to a reduced set A′ ⊂ A of objects. Several strategies are
possible to generate predecessors of a concept, going from the naive strat-
egy classically used in FCA that considers all the possible predecessors, to
strategies reducing the number of predecessors in order to obtain smaller
lattices. Selectors are only used for the predecessors’ generation, they are
not kept either in the description or in the final set of predicates. There-
fore, choosing or testing several strategies at each iteration in a user-driven
pattern discovery approach would be interesting.
The main result in [8] states that the NextPriorityConcept algorithm com-
putes the formal context 〈G,P, IP 〉 and its concept lattice (where P is the set of
predicates describing the objects in G, and IP = {(a, p), a ∈ G, p ∈ P : p(a)} is
the relation between objects and predicates) if description δ verifies δ(A) v δ(A′)
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for A′ ⊆ A. The run-time of the NextPriorityConcept algorithm has a com-
plexity O(|B| |G| |P |2 (cσ + cδ)) (where B is the number of concepts, cσ is the
cost of the strategy and cδ is the cost of the description), and a space memory
in O(w |P |2) (where w is the width of the concept lattice).
3 NextPriorityConcept for sequences
In order to mine interval-based sequences with NextPriorityConcept algo-
rithm, we have to define descriptions and strategies for sequences. Consider a
set G of sequences whose size is smaller than n, defined on an alphabet Σ as
input:
A description δ is a mapping δ : 2G → 2P which defines a set of predicates
δ(A) describing any subset A ⊆ G of sequences. Predicates are of form, ”is
subsequence/supersequence of”.
A strategy σ is a mapping σ : 2G → 2P which defines a set of selectors σ(A) to
select strict subset A′ of A as predecessor candidates of any concept (A, δ(A))
in the pattern lattice.
Predicates are computed using the subsequence relation in the form ”is subse-
quence of ” or ”is supersequence of”. For better readability, the sets δ(A) and
σ(A) will be treated either as sets of predicates/selectors, or as sets of sequences,
they can reciprocally be deduced from each other.
3.1 Description for interval sequences
We define two descriptions for a subset A ⊆ G of sequences. The maximal
common time frame description MCTF refers to the classical maximal common
subsequence description [4] and corresponds to the set of maximal subsequences
of all sequences in A. The shortest supersequence time frame description SSTF
contains all minimal supersequences of sequences in A.
t8:00 9:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00
MCTF P M
SSTF P P,H M,H C,M,H C,M
Fig. 2. δMCTF({s1, s2, s3}) and δSSTF({s1, s2, s3}) for s1, s2 and s3 in Figure 1.
Figure 2 represents δMCTF(A) and δSSTF(A) for A = {s1, s2, s3} from Fig-
ure 1. We can observe that MCTF could be interpreted as ”conjunction” where
(14:00, 15:00, {M}) in δMCTF means that all s1, s2 and s3 contain (14:00, 15:00, {M}).
Dually, SSTF could be interpreted as ”disjunction”. More formally, MCTF and SSTF
are defined for a subset A ⊆ G of sequences by:
Maximal Common Time Frame (MCTF) description.
δMCTF(A) = {〈(T,X)〉 : ∀a ∈ A,X ⊆ ΦT (a)} (2)
Shortest Shared Time Frame (SSTF) description.
δSSTF(A) = {〈(T,X)〉 : ∀a ∈ A,ΦT (a) ⊆ X} (3)
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To compute the two descriptions of a set A of sequences, we iterate on the
sequences of A, and update the resulting sequences of δ(A) with the com-
mon parts. Therefore the complexity of the description is cMCTFδ = c
SSTF
δ =
O(s |A| log(|A|)) ≤ O(s |G| log(|G|)) where s is the maximal size of the computed
sequences. We have to ensure that the NextPriorityConcept algorithm gen-
erates a concept lattice. These descriptions must verify δ(A) v δ(A′) for A′ ⊆ A:
Proposition 1 For A′ ⊆ A ⊆ G, we have the following two properties:
1. δMCTF(A) v δMCTF(A′)
2. δSSTF(A) v δSSTF(A′)
Proof: Let A and A′ be two subsets of G such that A′ ⊆ A.
1. Let c ∈ δMCTF(A), i.e., c is a maximal subsequence of A. From A′ ⊆ A we
can deduce that c is also a subsequence of sequences in A′, but c is not
necessarily a maximal subsequence for A′. If c is a maximal subsequence in
A′ then c ∈ δMCTF(A′). Otherwise, there exists c′ ∈ δMCTF(A′) such that c
is a subsequence of c′. In these two cases, we can deduce that, δMCTF(A) v
δMCTF(A
′).
2. Let s ∈ δSSTF(A), i.e., s is the supersequence of all sequences in A. From
A′ ⊆ A we can deduce that s is also a supersequence of sequences in A′
but not necessarily the shortest one. If s is a shortest supersequence in A′
then s ∈ δSSTF(A′). Otherwise, there exists s′ ∈ δSSTF(A′) such that s is
supersequence of s′. We can deduce that, δSSTF(A) v δSSTF(A′).

3.2 Strategies and selectors for time frame sequences
Strategies are used by the NextPriorityConcept algorithm to refine each
concept (A, δ(A)) into concepts with fewer objects (sequences) and more spe-
cific descriptions. It is important to clarify that a strategy must be used with a
description composed of predicates of the same kind. Recall that MCTF descrip-
tion defines ”is subsequence of” predicates whereas SSTF description defines ”is
supersequence of” predicates. We define one subseqeunce strategy for the MCTF
description and four supersequence strategies for the SSTF description.
Strategy with subsequence selectors for MCTF description: The Aug-
mented Minimum Cardinality strategy computes all the possible refinements of
a concept (A, δMCTF(A)) by adding in the events of sequences of δMCTF any item
with a minimal cardinality card(A, T, x) for each time frame T . More formally,
σAMC is defined for A ⊆ G by:
Augmented Minimum Cardinality.
σAMC(A) = {〈(T,X)〉 : ∀a ∈ A,ΦT (a) ⊆ X and ∀x ∈ X
card(A, T, x) = |A| ∨ card(A, T, x) = cardmin(A, T )}
(4)
The cost for this strategy is clearly equal to the cost of MCTF description, cAMCσ =
cMCTFδ .
Figure 3, represents the generated Hasse diagram of sequences in Figure 1
using the MCTF description and the AMC strategy, where in each concept the
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symbol $ represents the identifier of the concept, and the symbol # represents
the number of sequences inside the concept, i.e., its support. The concept $0
contains the description of the 3 visits. The concept $1 describes the two visits,
s1 and s3 as they were in the Public Garden from 08:30 to 11:00 then in the
Museum from 14:00 to 15:00.
$1: #2
s match ["[8.3;11):{'P'}", "[14;15):{'M'}"]
$0: #3
$2: #1
s match ["[10;12):{'P', 'H'}", "[14;16):{'M'}"]
['s2']
$3: #1
s match ["[8.3;12):{'P'}", "[14;16):{'C', 'M'}"]
['s3']
$4: #1
s match ["[8.3;11):{'P'}", "[13;15):{'H', 'M'}"]
['s1']
$5: #0
Fig. 3. Hasse diagram of the reduced concept lattice for the AMC strategy and the
MCTF description
Strategies with supersequence selectors for SSTF description: First, the
Simple Time Frame strategy consists in simply generating selectors by deleting
one item from each itemset on the SSTF description. More formally, σSTF is
defined for a subset of sequences A ⊆ G, and the SSTF description, by:
Simple Time Frame strategy (STF).
σSTF(A, δSSTF) = {〈(T,X\{x})〉 : ∀x ∈ X, (T,X) ∈ s, s ∈ δSSTF(A)} (5)
To implement this strategy, we have to consider any item of any sequence of the
description, thus a complexity cSTFσ = O(sm c
SSTF
δ ) ≤ O(s |Σ| cSSTFδ ) where
m is the maximal number of items in any time frame in the sequences of the
description.
$1: #2
s match ["[8.3;12):{'P'}", "[13;14):{'M', 




s match ["[8.3;10):{'P'}", "[10;12):
{'P', 'H'}", "[14;16):{'C', 'M'}"]
$3: #2
s match ["[8.3;10):{'P'}", "[10;12):{'P', 









Fig. 4. Hasse diagram of the reduced concept lattice for the STF strategy and the
SSTF description
Figure 4 represents the generated Hasse diagram using the SSTF description
and the STF strategy. Concepts $1, $2, and $3 contain descriptions of {s1, s3},
{s2, s3}, and {s1, s2}. Concept $2 shows that at least one of s2 or s3 visited P
from 08:30 to 10:00, then H or P from 10:00 to 12:00, and finally C or M from
14:00 to 16:00. The strategy constructs a lattice with all concepts, hence it is
time consuming. So, we thought about strategies that may reduce the size of the
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lattice, and the time complexity. The Bounds Time Frame strategy consists in
deleting only the items of cardinalities minimal or maximal. The Window Affix
Time Frame strategy uses a window parameter w and generates the prefix and
suffix. The Alphabet Time Frame strategy, deletes one item of the alphabet from
all the time frames. More Formally, these strategies are defined for a subset A
of sequences and the description δSSTF by:
Bounds Time Frame (BTF), for an integer card:
σBTF(A, c) = {〈(T,X\{x})〉 : (T,X) ∈ s,
card(A, T, x) = c, s ∈ δSSTF(A)}
(6)
In particular, we can consider σBTF(A, cardmax) and σBTF(A, cardmin)
Window Affix Time Frame strategy (WATF), for a window size w:
σWATF(A,w) = {〈(T,X)〉 : (T,X) ∈ s− prefix(s, w),
(T,X) ∈ s− suffix(s, w), s ∈ δSSTF(A)}
(7)
Here the s− prefix(s, w) means s without time frames in prefix(s, w), same
for s− prefix(s, w).
Alphabet Time Frame strategy (ATF):
σATF(A) = {〈(T,X\{x})〉 : ∀(T,X) ∈ s, ∀x ∈ Σ, s ∈ δSSTF(A)} (8)
The cost of the BTF strategy is cBTFσ = O(s c
SSTF
δ ), as it must calculate the
predicates of SSTF, then iterate on the resulting sequences. For the WATF strategy,
cWATFσ = c
SSTF
δ , the w parameter is constant, so the cost is equal only to the
cost of δSSTF. For the ATF strategy c
ATF
σ = O(s c
SSTF
δ ).
The NextPriorityConcept allows a user-driven approach for the data
analyst to choose strategies that respond the best to the specifications of the
data. With the SSTF description, the data analyst have a choice of 4 strategies.
The BTF strategy allows a generation of predecessors where frequent or non-
frequent events may not appear (maximum and minimum cardinalities). The
WATF strategy focuses of events that appear first or last at the same interval.
The ATF strategy focuses on clusters where some events may not appear. The
use of these strategies reduces the time complexity of the lattice generation
process and generate a smaller lattice than the STF strategy.
4 Experiments
In this section, we experimentally evaluate our descriptions and strategies for
mining interval sequences. Our approach is different from previous works. We are
not mining all frequent interval-based sequences, but we use our strategies and
descriptions to mine only the relevant ones. To experimentally assess the effec-
tiveness of our descriptions and strategies, we use GALACTIC1 (GAlois LAttices,
Concept Theory, Implicational systems and Closures), a development platform
1 https://galactic.univ-lr.fr
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of the NextPriorityConcept algorithm, which mixed with a system of plu-
gins, makes it possible easy integration of new kinds of data (descriptions and
strategies). We have implemented new plugins for sequences. Experiments were
performed on an Intel Core i7 2.20GHz machine with 32GB main memory. We
run our experiments on two real datasets:
GeoLuciole dataset is issued from classical GPS trajectories of people’s de-
placements in the city of La Rochelle in France. By matching the GPS co-
ordinates to districts of the city, raw data are transformed into semantic
sequences. The data have been collected by a specific application named
GeoLuciole that we have developed for the DA3T2 project. The data con-
tains only 15 trajectories with an average size of sequences equals to 23.
Wine-City dataset is issued from the museum ”La cité du vin” in Bordeaux,
France4, gathered from the visits over a period of one year (May 2016 to
May 2017). The museum is a large ”open-space”, where visitors are free to
explore the museum the way they want. The trajectories in this dataset are
of size 9 on average.
Comparison of descriptions
Here we compare our two descriptions in terms of running time and lattice
size. We use the MCTF description with the AMC strategy, and the SSTF descrip-
tion with the STF strategy. These two strategies generate all possibles subseqe-
unces/supersequences. Results for the Wine-City dataset are given in Table 1.
We can observe that MCTF is far faster than SSTF. It generates a lattice of 149
concepts in about 2 minutes from 500 sequences, while the SSTF description,
stops with 1024 concepts generated in about 30 minutes from only 10 sequences.
These descriptions are two different ways of representing the data. The SSTF
description is clearly richer than the MCTF description that is the classical max-
imal common subsequences description extended to intervals, but SSTF is not
adapted to huge datasets.
data size 4 6 10 100 500 1000
σSTF(δSSTF)
# concepts 16 33 1024
time(ms) 2878 11760 1927039
time/concept(ms) 179,87 356,36 1881,87
σAMC(δMCTF)
# concepts 6 12 13 67 149 132
time(ms) 267 771 838 17198 141281 246437
time/concept(ms) 44.5 64.25 64.46 256.68 948.19 1866.94
Table 1. # of concepts and execution time for δMCTF and δSSTF descriptions for the
Wine city dataset
2 System for the Analysis of Numerical Traces for the development of Tourist Territo-
ries (Dispositif d’Analyse des Traces numériques pour la valorisation des Territoires
Touristiques)
3 It was planned to collect more data during the holidays on Mars and April, but




We focus now on the SSTF description to compare the four strategies; STF, BTF,
WATF and ATF. Recall that the STF strategy generates all possible supersequences
whereas BTF, WATF and ATF focus on special supersequences (prefix, suffix, ac-
cording to a window). Figure 5 shows the running time and the number of con-
cepts generated using the Wine-City dataset. Compared to the STF strategy, we
can clearly see that the other strategies are faster, and generate fewer concepts.
The WATF strategy is the best in this example, especially with w = 1, with w = 2:
the result approximates that of the BTF strategy. We run the BTF strategy with
cardmin and cardmax: we observe that the running time is better, and we ob-
tain fewer concepts with cardmin. The complexity of NextPriorityConcept
depends on the size of the lattice, therefore a reduction to more relevant con-
cepts also reduce the running time. Table 2 presents a comparaison between the



























σWATF(δSSTF w = 1)
σWATF(δSSTF w = 2)
σATF(δSSTF)
Fig. 5. Running time and size of the lattice using the δSSTF description and the four
strategies for the Wine-City dataset
four strategies of the SSTF description with the GeoLuciole dataset. The BTF,
ATF and WATF strategies are compared to the STF in terms of compression ratio
i.e., the ratio between the number of concepts obtained with the STF strategy
by the number of concepts obtained with each of the other strategies. Table 2
shows the effectiveness of our strategies in reducing the number of concepts. We
can also observe that the compression ratio is improved as we increase the size
of the data for all strategies. ATF strategy performs better and generates fewer
concepts compared to BTF. The compression ratio is low with the WATF strategy,
because the size of sequences is close to the window, and thus as we raise the
windows the number of concepts get closer to the STF strategy. The behaviour
of WATF strategy is linked to the average size of the sequences. The data analyst
can variate parameters such as the cardinality for BTF, or the window for WATF,
to generate only relevant concepts.
5 Conclusion
In this paper, we presented a sequence mining approach using the NextPrior-
ityConcept algorithm. This algorithm allows a generic pattern computation
through specific descriptions and strategies.
We presented two descriptions and five strategies for analysing interval-based
sequences. The two descriptions represent two different approaches for repre-
senting a set of sequences. The first one MCTF is the classical maximal common
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dataset size 4 5 6 7 10 15
# Concepts
σSTF 16 32 64 128 672 16640
Compression ratio
σBTF(cardmin) 2.28 4.57 4.92 4.74 18.66 96.18
σBTF(cardmax) 5.33 2.66 7.11 3.45 28 92.96
σATF 4 2.13 4 8.53 24.88 130
σWATF(w = 1) 1.77 3.2 3.76 10.66 32 386.97
σWATF(w = 2) 1.45 2.13 1.42 4.26 7.38 49.52
Table 2. # of concepts and compression ratio using δSSTF description and the four
strategies STF, BTF, ATF and WATF for the GeoLuciole dataset
subsequences, whereas the second one SSTF provides a richer description of in-
terval sequences. We presented one strategy for the MCTF description, and four
strategies for the SSTF description that can be tested in a user-driven approach
in order to generate fewer concepts and more relevant data. Therefore, we will
focus on reducing the time complexity of our plugins, and create more config-
urable ones that respond the best to the particularity of the data we want to
treat.
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Abstract. In this paper we extend previously developed approach to
FCA-based machine learning with discrete attributes to the case with
objects described by continuous attributes. We combine the logistic re-
gression with an entropy-based separation of attribute values, which is
similar to Quinlan’s approach to dealing with continuous attributes. We
apply Cox-Snell and McFadden significance criteria to logistic regression.
Finally, we present the results of applying the new version of FCA-based
learning system to the analysis of Wine Quality dataset from UCI Ma-
chine Learning Repository.
Keywords: FCA · Machine Learning · continuous attributes · entropy.
Introduction
In [8] the author extended some FCA ideas [1] by developing a probabilistic ap-
proach to Machine Learning (ML) based on similarity operation. FCA provides
a very efficient representation for training objects by means of bitsets (fixed
length strings of bits) with bit-wise multiplication as a similarity between them.
The previous version of the ML program (called ’VKF system’ in honor to Prof.
V.K. Finn) was applicable to objects described by discrete attributes only. How-
ever, a variety of interesting data needs both discrete and continuous attributes
for their representation. The first step to include continuous cases to VKF system
is an analogue of J.R. Quinlan’s approach to similar problem for C4.5 decision
tree algorithm [5]. He splits the whole domain of a continuous attribute into
several intervals to reach minimal mean entropy.
To obtain bitset representation from such division we introduce indicator
variables and combine their values. The main result asserts that bit-wise mul-
tiplication corresponds to a convex hull of intervals of values under similarity,
which was studied in [2] and [4] in terms of interval pattern structures within,
an FCA-based approach to analysis of data with continuous attributes. A more
important problem is to discover complex combinations of continuous attributes.
? partially supported by RFBR grant 18-29-03063mk.
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Since our main goal is to discover a classifier, we apply Bayes Machine Learning
ideas to generate such complex attributes through well-known logistic regression.
The key question is to detect significance of essential relationships (interac-
tions) between pairs of attributes. Hence, we apply well-known Cox-Snell and
McFadden criteria to discover such interactions.
The structure of the paper is as follows. In Section 1 we recall general def-
initions and some facts from FCA. Section 2 covers main algorithms of VKF-
method. Section 3 describes new results. Subsection 3.1 reproduces Quinlan’s
technique to separate continuous feature domain into several intervals. It also in-
troduces a representation of the occurrence of an attribute value in some interval
by bitset. Subsection 3.2 introduces a logistic regression approach to discovering
relationships between continuous features.
1 Formal Concept Analysis (FCA)
A (finite) context is a triple (G,M, I) where G and M are finite sets and
I ⊆ G × M . The elements of G and M are called objects and attributes,
respectively. As usual, we write gIm instead of 〈g,m〉 ∈ I to denote that object
g has attribute m.
For A ⊆ G and B ⊆M , define
A′ = {m ∈M |∀g ∈ A(gIm)}, (1)
B′ = {g ∈ G|∀m ∈ B(gIm)}; (2)
so A′ is the set of attributes common to all the objects in A and B′ is the set
of objects possessing all the attributes in B. The maps (·)′ : A 7→ A′ and (·)′ :
B 7→ B′ are called derivation operators (polars) of the context (G,M, I).
If we fix attribute subsets {g1}′ ⊂ M and {g2}′ ⊂ M for objects g1 ∈ G
and g2 ∈ G, respectively, with corresponding bitsets, then the derivation opera-
tor on a pair of objects corresponds to bit-wise multiplication, since {g1, g2}′ =
{g1}′ ∩ {g2}′. More generally, the polars correspond to the iteration of bit-wise
multiplication (in arbitrary order) of corresponding bitset-represented objects
and attributes, respectively. The last remark is important, since bit-wise mul-
tiplication is a basic operation of modern CPU and GPGPU. The aim of the
article is to invent a bitset representation of continuous features in such a way
that bit-wise multiplication of resulting bitsets has clear meaning with respect
to original values!
A concept of the context (G,M, I) is defined to be a pair (A,B), where
A ⊆ G, B ⊆ M , A′ = B, and B′ = A. The first component A of the concept
(A,B) is called the extent of the concept, and the second component B is
called its intent. The set of all concepts of the context (G,M, I) is denoted by
L(G,M, I).
Definition 1. For (A,B) ∈ L(G,M, I), g ∈ G, and m ∈M define
CbO((A,B), g) = ((A ∪ {g})′′, B ∩ {g}′), (3)
CbO((A,B),m) = (A ∩ {m}′, (B ∪ {m})′′). (4)
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We call these operations CbO because the first one is used in well-known
Close-by-One (CbO) Algorithm [3] for generating all concepts from L(G,M, I).
Lemma 1. Let (G,M, I) be a context, (A,B) ∈ L(G,M, I), g ∈ G, and m ∈M .
Then
CbO((A,B), g) = (A,B) ∨ ({g}′′, {g}′), (5)
CbO((A,B),m) = (A,B) ∧ ({m}′, {m}′′). (6)
This lemma proves the correctness of definition 1 of operations CbO. Most
important property of these operations is represented in the following
Lemma 2. Let (G,M, I) be a context, (A1, B1), (A2, B2) ∈ L(G,M, I), g ∈ G,
and m ∈M . Then
(A1, B1) ≤ (A2, B2)⇒ CbO((A1, B1), g) ≤ CbO((A2, B2), g), (7)
(A1, B1) ≤ (A2, B2)⇒ CbO((A1, B1),m) ≤ CbO((A2, B2),m). (8)
2 FCA-based Machine Learning
We deal with supervised Machine Learning. Hence we have training examples
together with the target values on them. All examples are described by binary
attributes from M , i.e. they can be given by bitsets of fixed length. Usually,
a subset of examples is used as a test sample Gτ for checking the quality of
training. The training examples are divided into positive G+ and negative G−
subsets according to the value of the target attribute. The elements of G+ and
G− make the training sample, elements of G− are called counter-examples
(obstacles). Formal context (G+,M, I) is the main data set.
The well-known example (S, S, 6=) of context for Boolean algebra demon-
strates difficulties of brute force approach. For Boolean algebra of all subsets
of n elements the context uses n2 bits, and all the concepts need n · 2n bits.
For n = 32 the first number is 1 Kb (or 128 bytes) and the second one is 16
Gigabytes! The time complexity is exponential too.
Hence we need to replace computation of the whole lattice of all concepts by
randomized algorithms to generate a random subset of the lattice. The author
introduced and investigated mathematical properties of several algorithms of
this kind, the best of which are variants of coupling Markov chains.
Now we represent the classical version of coupling Markov chain that is a core
of probabilistic approach to machine learning based on FCA (VKF-method).
Data: context (G+,M, I), external function CbO( , )
Result: random concept (A,B) ∈ L(G+,M, I)
X := G tM ; (A,B) := (M ′,M); (C,D) = (G,G′);
while ((A 6= C) ∨ (B 6= D)) do
select random element x ∈ X;
(A,B) := CbO((A,B), x);
(C,D) := CbO((C,D), x);
end
Algorithm 1: Coupling Markov chain
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The ordering of two concepts (A,B) ≤ (C,D) at any intermediate step of
the while loop of Algorithm 1 is defined by Lemma 2.
For Boolean lattice (contranomial) context the author [8] computed the mean




n and proved strong concentration
of length of arbitrary trajectory about its mean. For n = 32 the mean is ≤ 130,
hence every trajectory generates about 260 (since two concepts is a state of the
coupling Markov chain) subsets. Hence, only a small fraction of concepts occurs
during computation of a moderate size subset of the Boolean algebra. We have in
mind that there are 4,294,967,296 elements of Boolean algebra on 32 attributes.
Machine Learning procedure has two steps: induction and prediction. At the
first step the system generate hypotheses about causes of the target property
from training sample. At the prediction step the system applies the hypotheses
to predict the target value for test examples.
The induction step of FCA-based learning applies the Coupling Markov chain
Algorithm 1 to generate a random formal concept (A,B) ∈ L(G+,M, I). The
program saves the concept (A,B) if there is no obstacle (counter-example) o ∈
G− such that B ⊆ o′.
Data: number N of concepts to generate
Result: random sample S of formal concepts without obstacles
G+ := (+)-examples, M := attributes; I ⊆ G+ ×M is a formal context
for (+)-examples;
G− := (-)-examples; S := ∅; i := 0;
while (i < N) do
Generate concept (A,B) by Algorithm 1;
hasObstacle := false;
for (o ∈ G−) do




if (hasObstacle = false) then
S := S ∪ {(A,B)};
i := i+ 1;
end
end
Algorithm 2: Inductive generalization
Condition (B ⊆ o′) of Algorithm 2 means the inclusion of intent B of concept
(A,B) into the intent of counter-example o.
If a concept “avoids” all such obstacles it is added to the result set of all the
concepts without obstacles.
We replace a time-consuming deterministic algorithm (for instance, ”Close-
by-One” [3]) for generation of all concepts by the probabilistic one to randomly
generate the prescribed number of concepts.
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The goal of Markov chain approach is to select a random sample of formal
concepts without computation of the (possibly exponential size) set L(G,M, I)
of all the concepts.
Finally, machine learning program predicts the target class of test examples
and compares the results of prediction with the original target value.
Data: random sample S of concepts, list Gτ of test objects
Result: prediction of target class of Gτ elements
for (o ∈ Gτ ) do
PredictPositively(o) := false;
for ((A,B) ∈ S+) do





Algorithm 3: Prediction of target class by analogy
The author proved [8] the following theorem to estimate parameter N from
Algorithm 2.
Test object o is an ε-important if probability of all concepts (A,B) with
B ⊆ {o}′ exceeds ε.
Theorem 1. For n = |M | and for any ε > 0 and 1 > δ > 0 random sample S
of concepts of cardinality
N ≥ 2 · (n+ 1)− 2 · log2 δ
ε
(9)
with probability > 1− δ has property that every ε-important object o contains
some concept (A,B) ∈ S such that B ⊆ {o}′.
This theorem is an analogue of the famous results of V. Vapnik and A. Cher-
vonenkis [7] from Computational Learning Theory (here n + 1 corresponds to
log2 d, where d is a VC-dimension).
From the practical point of view this theorem asserts the sufficiency of poly-
nomial number of random concepts as causes of the target property to minimize
1-type error (wrong prediction of positive test examples) with respect to predic-
tion by analogy (Algorithm 3).
3 Continuous attributes
3.1 Entropy approach
Let G = G+ ∪ G− be a disjoint union of training examples G+ and counter-
examples G−. Interval [a, b) ⊆ IR of values of continuous attribute V : G → IR
generates three subsets
G+[a, b) = {g ∈ G+ : a ≤ V (g) < b},
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G−[a, b) = {g ∈ G− : a ≤ V (g) < b},
G[a, b) = {g ∈ G : a ≤ V (g) < b}
.
Definition 2. Entropy of interval [a, b) ⊆ IR of values of continuous attribute
V : G→ IR is
ent[a, b) = −|G
+[a, b)|











Mean information for partition a < r < b of interval [a, b) ⊆ IR of values
of continuous attribute V : G→ IR is
inf[a, r, b) =
|E[a, r)|
|E[a, b)| · ent[a, r) +
|E[r, b)|
|E[a, b)| · ent[r, b). (11)
Threshold is a value V = r with minimal mean information.
For continuous attribute V : G → IR denote a = minV by v0 and let vl+1
be an arbitrary number greater then b = maxV . Thresholds {v1 < . . . < vl} are
computed sequentially by splitting the largest entropy subinterval.
These constructions were introduced by J.R. Quinlan for C4.5, the well-
known system for learning Decision Trees [5].
Definition 3. For each 1 ≤ i ≤ l indicator (Boolean) variables corresponds to
δVi (g) = 1⇔ V (g) ≥ vi (12)
σVi (g) = 1⇔ V (g) < vi (13)




1 (g) . . . σ
V
l (g) is a bitset-representation of
continuous attribute V on element g ∈ G.
Lemma 3. Let δ
(1)




1 . . . σ
(1)
l represent vi ≤ V (A1) < vj and
δ
(2)




1 . . . σ
(2)


















corresponds to min{vi, vn} ≤ V ((A1 ∪A2)′′) < max{vj , vm}.
In other words, Lemma 3 asserts that the result of bit-wise multiplication of
bitset representations is a convex hull of its arguments’ intervals.
The proof follows immediately from definition 3.
Similar bitset presentation for continuous features was mentioned earlier in [4]
for interval pattern structures. However this work uses a priori given subdivision
of a feature domain into disjoint subintervals.
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3.2 Logistic regression between attributes
A classifier is a map c : IRd → {0, 1}, where IRd is a domain of objects to
classify (described by d attributes) and {0, 1} are class marks.
Probability distribution of 〈X,K〉 ∈ IRd × {0, 1} can be decomposed as
pX,K(x, k) = pX(x) · pK|X(k | x),
where pX(x) is a marginal distribution of objects and pK|X(k | x) is a condi-
tional distribution of marks on given object, i.e. for every x ∈ IRd the following
pK|X(k | x) = IP{K = k |X = x} holds.
Error probability of classifier c : IRd → {0, 1} is
R(c) = IP {c(X) 6= K} . (14)
Bayes classifier b : IRd → {0, 1} with respect to pK|X(k | x) corresponds
to
b(x) = 1⇔ pK|X(1 | x) >
1
2
> pK|X(0 | x) (15)
We remind well-known
Theorem 2. The Bayes classifier b has the minimal error probability:
∀c : IRd → {0, 1} [R(b) = IP{b(X) 6= K} ≤ R(c)]
Bayes Theorem implies
pK|X(1 | x) =
pX|K(x | 1) · IP{K = 1}









1 + exp{−a(x)} = σ(a(x))
where a(x) = log
pX|K(x|1)·IP{K=1}
pX|K(x|0)·IP{K=0} and σ(y) =
1
1+exp{−y} is the well-known
logistic function.
Equation (15) transforms to
b(x) = 1⇔ a(x) > 0 (16)
Let approximate unknown a(x) = log
pX|K(x|1)·IP{K=1}
pX|K(x|0)·IP{K=0} by linear combina-
tion wT · ϕ(x) of basis functions ϕi : IRd → IR (i = 1, . . . ,m) with respect to
unknown weights w ∈ IRm.
For training sample 〈x1, k1〉, . . . , 〈xn, kn〉 introduce tj = 2kj − 1. Then











Lemma 4. log [1 + exp{−t ·∑mi=1 wiϕi}] is a convex function of w.
109
Hence, the logarithm of likelihood












Newton-Raphson method leads to iterative procedure
wt+1 = wt − (∇wT∇wL(wt))−1 · ∇wL(wt). (18)
Use sj =
1
1+exp{tj ·(wT ·Φ(xj))} we obtain
∇L(w) = −ΦTdiag(t1, . . . , tn)s,∇∇L(w) = ΦTRΦ,
where R = diag(s1(1 − s1), s2(1 − s2), . . . , sn(1 − sn)) is diagonal matrix with
elements s1(1−s1), s2(1−s2), . . . , sn(1−sn) and diag(t1, . . . , tn)s is vector with
coordinates t1s1, t2s2, . . . , tnsn.




ΦTdiag(t)s = (ΦTRΦ)−1ΦTRz, (19)
where z = Φwt +R
−1diag(t1, . . . , tn)s are iterative calculated weights.
As usual, the ridge regression helps to avoid ill-conditioned situation
wt+1 = (Φ
TRΦ+ λ · I)−1 · (ΦTRz).
In the computer program ’VKF system’ we use standard basis: constant 1
and attributes themselves.
At last, we need a criterion for significance of regression. For logistic regres-
sion two types of criteria were applied:
Criterion of Cox-Snell declares attribute Vk significant, if
R2 = 1− exp{2(L(w0, . . . , wk−1)− L(w0, . . . , wk−1, wk))/n} ≥ σ. (20)
McFadden criterion declares attribute Vk significant, if
1− L(w0, . . . , wk−1, wk)
L(w0, . . . , wk−1)
≥ σ. (21)
Conclusion
We have extended the ’VKF system’ approach to FCA-based machine learning
on examples with both discrete and continuous attributes.
Experiments with Wine Quality Dataset [6] demonstrate a very good behav-
ior of the proposed approach. For red wines with high scores (more than 7) all
examples were classified correctly.
The pair-wise logistic regression is combined with single threshold compu-
tation. Lemma 3 gives a condition of non-triviality of similarity on values of
continuous attribute: if the corresponding part of the resulting bitset is non-
void, then the values V (B′) belong to a common interval.
When analyzing relationship between ’alcohol’ and ’sulphates’ for red wines
we observe a phenomenon directly corresponding to the well-known
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Lemma 5. Disjunction xi1 ∨ . . .∨ xik of Boolean variables holds, if and only if
xi1 + . . .+ xik ≥ σ holds for any 0 < σ < 1.
Positive (but slightly different) weights correspond to different scaling of various
attributes. So we have not only conjuction of attributes by also a disjunction.
Similar case is a relationship between ’citric acid’ and ’alcohol’.The situation
with the pair (’pH’, ’alcohol’) is radically different. The alcohol’s weight is pos-
itive, whereas pH’s weight is negative. With the help of aforementioned lemma
and standard logic we obtain the implication (’pH’⇒’alcohol’).
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Abstract. A problem of incremental granular computing is considered
in the tasks of classification reasoning. Objects, values of attributes, par-
titions of objects (classifications) and Good Maximally Redundant Tests
(GMRTs) (special kind of formal concepts) are considered as granules.
The paper deals with inferring GMRTs. They are good tests because they
cover the largest possible number of objects w. r. t. inclusion relation on
the set of all object subsets. Two kinds of classification subcontexts are
defined: attributive and object ones. The context decomposition leads
to a mode of incremental learning GMRTs. Four cases of incremental
learning are proposed: adding a new object (attribute value) and delet-
ing an object (attribute value). Some illustrative examples of four cases
of incremental learning are given too.
Keywords: Granular computing · incremental classification · good test
· formal concept
1 Introduction
Information granules are becoming important entities in data processing at the
different levels of data abstraction. Information granules have also contributed
to increasing the precision in data processing [9]. Application of information
granules is one of the problem-solving methods based on decomposing a big
problem into subtasks.
Several studies devoted to evolving information granules to adapt to changes
in the streams of data are described in [12]. The process of forming information
granules is often associated with the removal of some element of data or dealing
with incomplete data [1]. Generally, we consider object, property, class of objects,
and classification as the main granules of human classification reasoning.
The paper deals with inferring good classification (diagnostic) tests. Tests
are good because they cover the largest possible number of objects w. r. t. the
inclusion relation on the set of all object subsets.
Two kinds of classification subcontexts are defined: attributive and object
ones. The context decomposition leads to a mode of incremental learning good
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classification tests. Four cases of incremental learning are proposed: adding a new
object (attribute value) and deleting an object (attribute value). Some heuristic
rules allowing decreasing the computational complexity of inferring good tests
are considered too.
In [7], it is considered the link between Good Test Analysis (GTA) and Formal
Concept Analysis (FCA) [5]. To give a target classification of objects, we use an
additional attribute KL6∈U . In Tab. 1, we have classification KL containing two
classes: the objects in whose descriptions the target value k(+) appears and all
the other objects.
Table 1. Example of classification
Index x1 x2 x3 x4 x5 x6 x7 x8 KL
1 2 3 1 2 1 2 2 2 k(+)
2 2 2 2 2 1 2 0 2 k(+)
3 2 3 1 3 1 2 2 2 k(+)
4 2 2 3 1 1 0 2 2 k(+)
5 2 3 2 2 1 2 2 0 k(+)
6 2 3 1 3 0 0 2 2 k(+)
7 2 3 1 2 1 2 2 0 k(-)
8 1 4 2 1 0 2 0 2 k(-)
9 2 3 1 3 1 0 2 2 k(-)
10 1 4 2 2 1 2 2 2 k(-)
11 2 4 1 2 0 2 2 2 k(-)
12 2 4 2 2 1 2 0 0 k(-)
2 Three interrelated sets of classes, objects, and
properties
The “atom” of plausible human reasoning is a concept. The concepts are rep-
resented by theirs names. We shall consider the following roles of names in rea-
sonings: a name can be the name of object, the name of class of objects and the
name of classification or collection of classes. With respect to the role of name in
knowledge representation schemes, it can be the name of attribute or attribute’s
value. A class of objects may contain only one object; hence the name of the
object is a case of the name of a class. For example, fir-tree can be regarded as
the name of a tree or the name of a class of trees. Each attribute genarates a
classification of a given set of objects; hence the names of attributes can be the
names of classifications and the attribute values can be the names of classes.
In the knowledge bases, the sets of names for objects, classes and classifications
must not intersect.
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Let k be the name of an objects’ class, c be the name of a property of
objects (value of an attribute), and g be the name of an object. Each class or
property has only one maximal set of objects as its interpretation that is the set of
objects belonging to this class or possessing this property: k→I(k) = {g : g≤k},
c→I(c) = {g : g≤c}, where the relation ’≤’ denotes ’is a’ relation and has
causal nature (the dress is red, an apple is a fruit). Each object has only one
corresponding set of all its properties:C(g) = {c : g≤c}. We shall say that C(g)
is the description of object g. The link g→C(g) is also of causal nature. We shall
say that C(k) = {∩C(g) : g≤k} is the description of class k, where C(k) is a
collection of properties associated with each object of class k. The link k→C(k)
is also of causal nature. Figure 1 illustrates the causal links between classes of
objects, properties of objects, and objects.
Clearly, each description (a set of properties) has one and only one interpre-
tation (the set of objects possessing this set of properties). But the same set
of objects can be the interpretation of different descriptions (equivalent with
respect to their interpretations). The equivalent descriptions of the same class
are said to be the different names of this class. The task of inferring the equiv-
alence relations between names of classes and properties underlies the processes
of plausible reasoning.
The identity has the following logical content: class K is equivalent to prop-
erty k ((K↔k)) if and only if the interpretations I(K), I(k) on the set of con-
ceivable objects are equal I(K) = I(k). It is possible to define also the rela-
tionship of approximate identity between concepts: k approximates B (k≤B) if
and only if the relation I(k)⊆I(K) is satisfied. We can consider instead of one
property (concept) any subset of properties joined by the union ∪ operation:






k : g ≤ k
g : g ≤ k
c : g ≤ c
g : g ≤ c
k → c(k)
k ← c(k)
Fig. 1. Links between Objects, Classes, and Properties of Objects
Connection directed from ’Properties of objects’ to ’Classes of objects’ is con-
structed by learning from examples of objects and their classes. This connection
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is also of causal nature, it is expressed via the “if – then” rule: to say that “if
tiger, then mammals” means to say that I(tiger) ⊆ I(mammals).
3 Background definitions
.
Let G = {1, 2,. . ., N} be the set of objects’ indices (objects, for short) and M
= {m1, m2, . . ., mj, . . . mq} be the set of attributes’ values (values, for short).
Each object is described by a set of values from M. The object descriptions
are represented by rows of a table R the columns of which are associated with
the attributes taking their values in M. Denote a description of g∈G by δ(g).
Let D+ and G+ (D− = D/D+) and G− = G/G+) be the sets of positive or
negative object descriptions and the set of indices of these objects, respectively.
The definition of good tests is based on two mapping 2G → 2M, 2M → 2G. Let
A ⊆ G, B ⊆ M. Denote by Bi, Bi ⊆ M, i = 1,. . ., N the description of object
with index i. The relations 2G → 2M, 2M → 2G are: A′ = val(A) = {intersection
of all Bi: Bi ⊆ M, i ∈ A} and B′ = obj(B) = {i: i ∈ G, B ⊆ Bi}.
These mapping are the Galois’s correspondences. Operations val(A), obj(B)
are reasoning operations (derivation operations). We introduce two generaliza-
tion operations: generalization of(B) = B′′= val(obj(B); generalization of(A) =
A′′ = obj(val(A)). These operations are the closure operations [8]. A set A is
closed if A = obj(val(A)). A set B is closed if B = val(obj(B)). For g ∈ G and
m ∈ M, g′ is called object intent and m′ is called value extent. We illustrate the
derivation and generalization operations (Tab. 1):
A = {4, 8}, val(A) = {x4 = 1, x8 = 2}; A′′ = obj({x4 =1, x8 = 2}) = {4, 8}
= A;
m = {x8 = 0}, obj ({x8 = 0}) = {5, 7, 12}; m′′ = val({5, 7,12}) = {x1 = 2,
x4 = 2, x5 = 1, x6 = 2, x8 = 0 }; B = {x4 = 3, x5 = 1}, obj({B}) = {3,9}; B′′
= val({3, 9}) = {x1 = 2, x2 = 3, x3 = 1, x4 = 3, x5 = 1, x7 = 2, x8 = 2}.
Definition 1. A Diagnostic Test (DT) for G+ is a pair (A,B) such that
B⊆M,A = obj(B)6=∅, A⊆G+, and obj(B)∩δ(g) = ∅, (∀g)g∈G−.
Definition 2. A Diagnostic Test (DT) for G+ is maximally redundant if
obj(B∪m)⊂A for all m∈M \ B.
Definition 3. A Diagnostic Test (DT) for G+ is good iff any extension
A∗ = A∪i, i∈G+\A, implies that (A∗, val(A∗)) is not a test for G+.
Note that the definition of tests for G+ does not differ from the definition of
positive hypotheses given in [6] and [4] in the language of predicates. Definitions
2, 3, 4 remain true if G+ is replaced by G−. In what follows, we are interested in
inferring GMRTs for positive class of objects. As far as Formal Concept Analysis
development and application, the following surveys [11,10,3,2] can be seen
Some examples of formal concepts are in Tab. 1. Let us check if a pair (A,
B) = ((1,5, 6,7,9), (x1=2, x2 = 3, x7 = 2)) is a concept or not. It is a concept,
because obj((x1=2, x2 = 3, x7 = 2) = (1,5,6,7,9) = A. However, this concept
does not distinguish the classes of objects. Pair ((11,12), (x1 = 2, x2 = 4, x4 =
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2)) is a concept and a test for k(−), but not a good one, because there is pair
((8, 10, 11, 12), (x2 = 4)) such that (11, 12) ⊂ (8, 10, 11 12).
4 Incremental learning GMRTs
Define two kinds of subtasks:
1. to find all GMRTs intents of which are included in the description of an
object;
2. to find all GMRTs into intents of which a given set of values is included.
To solve these subtasks, we need to form subcontexts (projections) of a given
classification context.
Definition 4. Let B⊆M . The object projection proj(B,G+) on G+ is
proj(B,G+) = {δ(g) ∩ B|g∈G+, δ(g)∩B 6=∅, and (obj(δ(g)∩B), δ(g)∩B) is a
test for G+}.
An example of object projection proj(d2) on G+ is in Tab. 2.
Table 2. Example of object 2 projection
Index x1 x2 x3 x4 x5 x6 x7 x8 KL Test?
1 2 2 1 2 2 k(+) no
2 2 2 2 2 1 2 0 2 k(+) yes
3 2 1 2 2 k(+) yes
4 2 2 1 2 k(+) yes
5 2 2 2 1 2 k(+) no
6 2 2 k(+) no
Definition 5. Let X⊆M . The value projection proj (X, G+) on G+ is
proj(X,G+) = {δ(g)|g∈G+, X⊆ δ(g)}.
An example of value projection proj(x5 = 1, x6 = 2) on G+ can be presented
as descriptions of 1, 2, 3 and 5 objects.
5 Four cases of incremental learning of classification
context
We propose four cases of modifying classification contexts: adding/removing ob-
jects and adding/removing values of attributes. Modification of GMRTs is based
on a decomposition of classification contexts into value and object subcontexts
and inferring GMRTs in them. Let STGOOD+ and STGOOD− be the current
sets of extents of GMRTs for positive and negative class of objects, respectively.
117
We mean that the process in which a change of the classification context implies
only updating the sets STGOOD+ and STGOOD−. The classification context
can be changed as follows: a new object is added with the indication of its class
membership; an object is deleted from G+ or G-; a value is introduced into the
classification context; a value is deleted from the classification context. Updat-
ing STGOOD+ and STGOOD− is performed with the use of only subcontexts
associated with added (deleted) object or value.
Case 1 The following actions are necessary:
1. Checking whether it is possible to extend the extents of some existing GM-
RTs for the class to which a new object belongs (a class of positive objects,
for certainty).
2. Inferring all GMRTs, intents of which are included into the new object de-
scription; for this goal, the first kind subtask is used.
3. Deleting GMRTs for positive class extents of which are included in the extent
of any new GMRTs.
4. Checking the validity of GMRTs for negative objects, and, if it is necessary,
modifying invalid GMRTs (test for negative objects is invalid if its intent
is included in a new (positive) object description); for this goal, the second
kind subtask is used.
Let s∈STGOOD− and Y = val(s). If Y⊆ tnew(+), then s should be deleted
from STGOOD− because (s, Y ) is invalid test for G−.
Proposition 1. obj(Y ) forms the subcontext for finding corrected tests for
G−.
Proof. Y⊆X ↔ obj(X) ⊆ obj(Y ). Assume that there exists a GMRT (with
intent Z) for G− such that obj(Z) 6⊂ and 6= obj(Y ). Then obj(Z) contains some
objects not belonging to obj(Y ) and Z will be included in some descriptions of
objects not belonging to obj(Y ) and, consequently, Z has been obtained at the
previous steps of the incremental algorithm for finding all GMRTs for G−.
Consider an example of adding object in the process of inferring GMRTs for
the data in Tab. 1. Let us fix the classification context with 3 first objects from
G+ and all the objects of G−. For this current situation we have one GMRT for
G+, namely, ((1,2,3) (x1=2, x5 = 1, x6 = 2, x8 = 2)) and one GMRT for G−,
namely, ((8,10, 11, 12), (x2 = 4, x6 = 2)). As a result of adding object 4 into
positive class of objects, we obtain a new GMRT for positive class of objects
((2,4), (x1 = 2, x2 = 2, x5 = 1, x8 = 2)). GMRTs for negative class of objects
do not changed.
Case 2 Suppose that an object g is deleted from G+ (G−) The following actions
are necessary:
1. ∀s, s∈STGOOD+ (STGOOD−), g∈s, delete g from s; in this connection,
we observe that (s\g, val(s\g)) remains to be the test for G+ (G−).
2. We denote modified test (s\g, val((s\g)) by MT. We have the following
possibilities:
118
– the intent of MT has not changed; then MT is a GMRT for G+(G− ) in
the modified context;
– the intent of MT has changed and the extent of MT is included in the
extent of an existing GMRT for G+(G−), then MT must be deleted;
otherwise MT is a GMRT for G+(G−).
An example of deleting object. Let us fix the whole classification context (Tab. 1).
We have one GMRT for G- obtained in this context: ((8,10,11,12), (x2 = 4, x6
= 2). Delete object 8. We have one modified test: ((10, 11, 12), (x2 =4, x4 = 2,
x6 = 2)) and it is the GMRT.
Case 3 Suppose that a new value m∗ is added to the classification context: m∗
appears in the descriptions of some positive and negative objects and M ::=
m∗∪M . The task of finding all GMRTs for G+(G−) whose intents contain m∗ is
reduced to the task of the second kind. The subcontext for this task is determined
by the set of all objects whose descriptions contain m∗. As result, we obtain all
the GMRTs (obj(Y ), Y ) for G+(G−) such that m∗∈Y . We can add a set of values
if we want that all these values will be included simultaneously in the intents of
GMRTs.
Case 4 Suppose that some value m is deleted from the classification context.
Let a GMRT (obj(X), X) for G+(G−) be transformed into (obj(X\ m), X\ m).
Then we have ((X\m) ⊂X) ↔ (obj(X) ⊆ obj(X\m)).
Consider two possibilities: obj(X\m) = obj(X) and obj(X) ⊂ obj(X\m). In
the first case, (obj(X\m), X\m) is a GMRT for G+(G−). In the second case,
(obj(X\m), X\m) is not a test. However, obj(X\m) can contain extents of new
GMRTs for G+(G−) and these tests can be obtained by using the subtask of the
second kind.
An example of deleting value x6 = 2. The GMRT for the negative class ((8,
10, 11, 12), (x8 = 4)) remains GMRT. The GMRTs ((2, 4), (x1 = 2, x2 = 2, x5
= 1, x8 = 2)) remains GMRT, but the pair ((1, 2, 3), (x1 = 2, x5 =1, x8 = 2))
is not a test for positive objects after deleting x6 = 2. It is impossible to find
any GMRTs for positive objects 1, 2, 3, 4.
Recognizing the class membership for a new object not belonging to training
set is performed as follows:
– If (and only if) description of object contains an intent of GMRT of only one
class, then the object can be assigned to this class;
– If description of an object does not contain any intent of GMRTs, then we
have the case of uncertainty.
In two last cases, it is necessary to continue learning by adding new objects or
to change the classification context.
6 Conclusions
The paper examines the relationship between an incremental model of good
classification test inferring with granular computing. In the process of finding
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good tests, the following granules are highlighted: objects, attribute values, and
object classes. The incremental test inferring is carried out as a process in which
granules can be added and removed, changing the classification context. The
decomposition of classification contexts into subcontexts is considered based
on the selection of objects and values of attributes (granules). Thus, granules
become active elements of test inferring and allow this process to be made data
driving based on data selection.
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Abstract. In this paper we recall the basic mathematical fundamentals
of Formal Concept Analysis (FCA) and analyse the possibilities to define
soft sets from a concept lattice. We propose two ways of finding soft sets
in a concept lattice of FCA model. We give also an example of soft set
in the framework of digital medical image. We prove the usefulness of
working with soft sets for the ROI - RONI categorization of a medical
image.
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1 Introduction
This paper is an investigation of the links between two great mathematical the-
ories: Formal Concept Analysis (FCA) and Soft Sets (SS). FCA was founded
in the late 90s by a team of German and French researchers in Darmstadt and
Paris. Theoretically speaking, it is based on a main theorem using the notion of
Galois connection. FCA has been developed a lot, especially from an application
point of view, finding a good number of applications in different fields. SS is
newer (end of 90’ by Molodtsov [3]) and probably less known. It is a pure cat-
egorization theory considered by some as a generalization of fuzzy sets theory.
At the first glance, the common point of both theories is the fact that both are
categorization theories.
In the theory of categorization, there are two classes of models:
1. Models whose categorization objects belong to a space X and for which the
categorization criteria are also defined within the space X;
2. Models whose categorization objects are in a space X and for which the
categorization criteria are defined outside of the space X;
The soft set theory is a theory of categorization giving a categorization of a
space X, following a set of parameters outside X.
Both soft set and FCA models are of the second type. It is for this reason
that we decided to study the two models from the point of view of their basic
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mathematical concepts. We found that the FCA model was a special case of soft
set. It is claimed that in particular classes of applications soft set modeling may
be more profitable.
The paper is organized as follows. Section 2 presents the mathematical FCA
model. Section 3 gives the basic concepts of soft sets theory. In section 4, two
soft sets models of FCA are proposed. Section 5 is dedicated to an application
of soft sets to digital medical image analysis. Finally, some conclusions are given
in section 6.
2 FCA model
The FCA model is presented following [1].
Definition 1. (Formal context) A formal context, K, is a triple K = (O, A, I)
where O is a set of objects, A is a set of attributes and I is a binary relation from
O to A defined by:
∀o ∈ O, a ∈ A,
I(o, a) = 1 when the object o has the attribute a
I(o, a) = 0 otherwise.
Starting from binary relation I, one defines two derivation operators I↑ and
I↓.
Definition 2. (Derivation operators) Let P(O) and P(A) be respectively the set
of all subsets of O and A.
The operator I↑ is defined as follows:
I↑ : P(O) → P(A). For X ⊂ O,
I↑(X) = {a ∈ A/I(o, a) = 1, ∀o ∈ X} (1)
The operator I↓ is defined as follows: I↓ : P(A) → P(O). For Y ⊂ A,
I↓(Y ) = {o ∈ O/I(o, a) = 1, ∀a ∈ Y } (2)
Three properties are established in [1]:
1. X1 ⊆ X2 ⇒ I↑(X1) ⊇ I↑(X2);
2. X ⊆ I↓(I↑(X)) and Y ⊆ I↑(I↓(Y));
3. I↑(I↓(I↑(X))) = I↑(X) and I↓(I↑(I↓(Y))) = I↓(Y).
Definition 3. (Formal concept)[1] A formal concept, C of a formal context K
is a pair C = (X,Y) with X⊆ O, Y ⊆ A, X = I↓(Y) and Y = I↑(X). X is called
the extent, denoted by Ext, and Y is called the intent, denoted by Int of the
formal concept C.
Definition 4. (A formal concepts order)[1] Let be two concepts, C1 and C2. An
order relation  is introduced by:
C1  C2 ⇐⇒ Ext(C1) ⊆ Ext(C2) ⇐⇒ Int(C2) ⊆ Int(C1)
Taking into account properties 2 and 3, it is proved [1] that the set of all
formal concepts of a context K is a complete lattice denoted by G(K). This
lattice verifies the property of Galois connection [2] and it is called Galois lattice
of concepts.
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3 Basic concepts of soft sets theory
Mathematical categorization theory contains several categorization models each
based on a mathematical theory, be it algebraic, geometric, probabilistic or other.
In classical models of categorization, the idea is to split a space X in categories
taking into account one or several criteria defined also based on the space X. So
these criteria are in some way internal to the space X.
A soft set is a model giving a categorization on a space X taking into account
a cognitive element external to X. This feature of externality represents another
point of view of categorization.
We give some basic elements from soft set theory [3][4]. A soft set is a pa-
rameterized family of sets - intuitively, this is ”soft” because the boundary of
the set depends on the parameters. Formally, a soft set is defined by:
Definition 5. (Soft set) Let X be an initial universe set and E a set of param-
eters with respect to X. Let P(X) denote the power set of X and A ⊂ E. A pair
(F, A) is called a soft set over X, where F is a mapping given by F : A → P(X).
In other words, a soft set (F, A) over X is a parameterized family of subsets of
X. For e ∈ A, F (e) may be considered as the set of e-elements or e-approximate
elements of the soft sets (F, A). Thus (F, A) is defined as:
(F,A) = {F(e) ∈ P(X) if e ∈ A} and (F,A) = ∅ if e /∈ A (3)
Remark 1. A soft set is a categorization of a space X guided by a set of parame-
ters A and a function F establishing a correspondence between a parameter and
a subset of X.
4 Two soft set models of concept lattice
We explore in this section two possibilities to interpret the FCA model as a
soft set. The ”conceptual metaphor ” generating this parallel is that relations
between objects and attributes in the FCA model can be viewed as parameters.
We have two options : either classify objects or classify formal concepts from the
FCA model.
In the first case, one classifies FCA objects and the set A of parameters is
the set A of FCA attributes. That is the categorization is constructed following
attributes.
In the second case, one classifies FCA formal concepts and the set A of param-
eters is a subset of cartesian product O x A of FCA model.
Remark 2. The second SS model (Soft set 2) is possible because of the duality
between extension and intention in the FCA model and the property of Galois
connection.
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4.1 First soft sets model of FCA
Definition 6. (Soft set 1) Let be the formal context K = (O, A, I) and its as-
sociated concept lattice G(K).
We define a soft set SS1 as follows:
SS1 = {F1, A} where A⊂ A, F1 : A → P(O) defined by:
F1(a) = {o ∈ O / I(o,a) = 1 }, if a ∈ A
F1(a) = ∅, otherwise.
4.2 Second soft sets model of FCA
Definition 7. (Soft set 2) Let be the formal context K = (O, A, I) and its
associated concept lattice G(K).
We define a soft set SS2 as follows:
SS2 = {F2, A} where A⊂ O x A, F2 : A→ P(G(K)).
Remark 3. In this case, the categorization space is all the concept lattice.
1. One categorizes formal concepts, (not objects as in Soft set 1) and the clus-
ters are related to a set of parameters chosen in the set O x A of FCA
model.
2. F2 can be defined in several ways depending on the purpose of the categoriza-
tion. The advantage is that one can choose as parameters, object-attribute
pairs, therefore, take as the set of parameters A a subset of the space (O x
A) of the FCA model.
5 Image analysis application
From mathematical point of view, a grey-level digital image is a function I(x,y)
defined on Z2 with values in [0, 255]. The space X is a discrete space. In medical
image case, we need to distinguish the following elements:
– the header (HD) containing patient informations,
– the anatomical object (AO)
– the background (BG) and,
– the disease area (DA) inside the anatomical object.
In the following example, we process a medical image with FCA model but
taking into account the point of view of soft sets. The image (see Figure 1) is a
grayscale image of size 512*512.
The image is divided into 16 non overlapping blocks B1, B1,......B16. The
size of each block is 64*64 pixels. Their position is given in Table 1. Locations
are dependent on pixels.
The FCA attributes are the following: Entropy, Header(H), Background (BG)
and Anatomical Object(AO). The FCA objects are the blocks. One applies Soft
set 2 model.
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Fig. 1. A medical image
Table 1. Blocks location
B1 B2 B3 B4
B5 B6 B7 B8
B9 B10 B11 B12
B13 B14 B15 B16
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In the digital medical image applications, image characteristics must be
splited in two categories: the category of characteristics expressing the position
versus the standard partition (background, header, anatomical object, disease
area) with values 0,1 and the category of characteristics expressing the values of
features related to the intensity function I(x, y).
We split entropy’s values into 4 intervals: Entropy 1 = [0, 0.25[; Entropy 2=
[0.25, 0.50[; Entropy 3 = [0.50, 0.75[; Entropy 4 = [0.75, 1]. Table 2 shows the
blocks and corresponding entropy values.
Table 2. Blocks position and blocks entropy
Block number Block position in columns Block position in rows Entropy
B1 0 - 63 0 - 63 0.5239
B2 64 -127 0 - 63 0.8223
B3 128 - 255 0 - 63 0.6223
B4 256 - 511 0 - 63 0.4123
B5 0 - 63 64 -127 0.5326
B6 64 -127 64 -127 0.8774
B7 128 - 255 64 -127 0.5820
B8 256 - 511 64 -127 0.6699
B9 0 - 63 128 - 255 0.7789
B10 64 -127 128 - 255 0.4236
B11 128 - 255 128 - 255 0.6982
B12 255 - 511 128 - 255 0.7899
B13 0 - 63 256 - 511 0.2314
B14 64 -127 256 - 511 0.2369
B15 128 - 255 256 - 511 0.4789
B16 256 - 511 256 - 511 0.5693
The FCA context is described in figure 2 and the concept lattice in figure 3.
The set of parameters is defined on O x A of FCA model with O = {B2, B6,
B9, B12} and A = {Entropy 4, AO}, so A = {B2, B6, B9, B12} x {Entropy 4,
AO}. Function F2, F2 : A → P(G(K)) is defined by: for a pair p in A , F2(p) =
the subset of formal concepts in the sub-lattice corresponding to a characteristic
considered as the most important in the analysis. In our case, Entropy 4 is
chosen as the most important characteristic. This corresponds to concepts in
the sub-lattice in blue in figure 4.
6 Conclusions
In this paper we did a bridge between FCA model and Soft Set Theory. We have
analyzed the the FCA model from the point of view of Soft Sets. Because of
the fact that the attributes in FCA model can be considered as parameters in
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Fig. 2. The FCA context of a medical image
Fig. 3. The FCA lattice of a medical image
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Fig. 4. The sub-lattice of a medical image
the categorization of objects, we propose two types of models of FCA as soft
set: the first one that categorizes objects of the FCA model, the second one
that categorizes formal concepts of FCA model. We can find out that the main
theorem in FCA proved more than 20 years ago, notably that the concepts lattice
is a Galois lattice make possible to view some sub lattice or path of concepts
lattice as soft sets. All the examples of FCA are processed with Conexp 1.5. An
application of FCA – Soft Set in the domain of medical image was presented.
The point of view Soft Set may be useful in a definition of the texture for the
medical image. Developing a tool dedicated in particular to process some soft
sets F-type functions can be useful in the library of digital image analysis.
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Abstract. In this paper we present an approach for estimating the error
rate of bitset representation of object descriptions in FCA-based knowl-
edge discovery. Errors of this kind lead to overfitting phenomenon. The
key technique used in our approach is based on the Möbius function on
finite partial ordered sets, which was introduced by G.-C. Rota.
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Introduction
‘JSM-method of automatic hypotheses generation’ is an approach to Knowledge
Discovery that was proposed by V.K. Finn (see, [2], [3]). Initial goal was to
formalize ‘Inductive Logic’ proposed by sir John Stuart Mill in 1848 (at the
same time as Boolean Logic was proposed by John Boole) using Boolean Algebra
and Many-Valued Logic. This approach has been extended to predict the target
property of test examples with the help of generated causes of the property (also
called ‘hypotheses’). This approach is actually a Machine Learning techniques
but high computational complexity (see [7]) is an obstacle to its scalability.
Later JSM-method has been extended to arbitrary (lower semi-)lattices of
object descrptions, where similarity operation on object descriptions (wedge op-
eration) satisfies usual idempotent, commutative and associative laws. In [1], [7]
FCA-based techniques [4] were applied to JSM-method. FCA provides a very
efficient representation for training objects by means of bitsets (fixed length
strings of bits) with bit-wise multiplication as similarity operation on them.
The author [12] investigated the ‘overfitting’ phenomenon for JSM-method
by means of so-called ‘phantom’ or ‘accidental’ hypotheses. In practice they oc-
cur when generated hypotheses are contained in descriptions of examples of the
opposite sign (so-called ‘counter-examples’) that do not possess the target prop-
erty. JSM-method rejects such hypotheses by means of the ‘forbidding counter-
example test’ (FCET), however the remaining hypotheses can be contained
in test examples and erroneously classify them as having the target property,
hence causing the ‘overfitting’. This phenomenon was experimentally detected
? partially supported by RFBR grant 18-29-03063mk.
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by RSUH student L.A. Yakimova within her master project under supervision of
the author. Another approach to the overfitting of FCA-based Machine Learning
was invented and studied in [8].
The analysis of such situations reveals that FCET can reject some phantom
hypotheses if the data contains errors in values of some attributes. This paper
considers a possibility to estimate error rates in attribute values taking into
account the lattice structures on them. Without loss of generality, we restrict
ourselves to the case of single target attribute. The general case is reduced to this
one by assuming the independence of errors rates of values of different attributes.
1 Basic definitions and results
1.1 Bitset Encoder Algorithm
A (finite) context is a triple (G,M, I) where G and M are finite sets and
I ⊆ G × M . The elements of G and M are called objects and attributes,
respectively. As usual, we write gIm instead of 〈g,m〉 ∈ I to denote that object
g has attribute m.
For A ⊆ G and B ⊆M , define
A′ = {m ∈M |∀g ∈ A(gIm)}, (1)
B′ = {g ∈ G|∀m ∈ B(gIm)}; (2)
so A′ is the set of attributes common to all the objects in A and B′ is the set of
objects possesing all the attributes in B. The maps (·)′ : A 7→ A′ and (·)′ : B 7→
B′ are called derivation operators (polars) of the context (G,M, I).
A concept of the context (G,M, I) is defined to be a pair (A,B), where
A ⊆ G, B ⊆ M , A′ = B, and B′ = A. The first component A of the concept
(A,B) is called the extent of the concept, and the second component B is
called its intent. The set of all concepts of the context (G,M, I) is denoted by
L(G,M, I).
Let (G,M, I) be a context. For concepts (A1, B1) and (A2, B2) in L(G,M, I)
we write (A1, B1) ≤ (A2, B2), if B1 ⊆ B2. The relation ≤ is a partial order on
L(G,M, I).
Element x ∈ L of finite lattice 〈L,∧,∨〉 is called ∨-irreducible, if x 6= ∅ and
for all y, z ∈ L y < x and z < x imply y ∨ z < x. Element x ∈ L of finite lattice
〈L,∧,∨〉 is called ∧-irreducible, if x 6= ∅ and for all y, z ∈ L x < y and x < z
imply x < y ∧ z.
If subsets of attributes {gi}′ ⊂M and {gj}′ ⊂M are intents of objects gi ∈ G
and gj ∈ G, respectively, with corresponding bitsets, then the derivation operator
on a pair of objects corresponds to bit-wise multiplication, since {gi, gj}′ =
{gi}′ ∩ {gj}′. Moreover, polars correspond to iteration of bit-wise multiplication
(in arbitrary order) of corresponding bitset-represented objects and attributes,
respectively. The last remark is important, since bit-wise multiplication is a basic
operation of modern CPU and GPGPU. In terms of JSM-method the binary
130
operation ∩ : 2M × 2M → 2M is called ‘similarity operation’. This operation
defines a low-semilattice on subsets of attributes.
Descriptions of objects can combine discrete and continuous attrtibutes. Here
we restrict ourselves to discrete case only, and we will consider the continuous
case in another paper. The set of objects’ descriptions must be a part of extended
set F of ‘fragments’ supplied with binary ‘similarity’ operation ∧ : F × F → F ,
which is idempotent x ∧ x = x, commutative x ∧ y = y ∧ x, and associative
x ∧ (y ∧ z) = (x ∧ y) ∧ z. Moreover, there is the minimal element ∅ satisfying
x ∧ ∅ = ∅ (so-called ‘trivial fragment’). In FCA this construction is realized by
means of pattern structures [5]. We convert a fragment into a subset of attributes
in such a way that similarity operation becomes set-theoretic intersection (and
bit-wise multiplication on corresponding bitsets). We reformulate Basic Theorem
1 of FCA in the following form to construct such an algorithm for encoding values
of each attribute, then we form their concatenation for encoding whole object
descriptions.
Theorem 1. [4] For every finite lattice 〈L,∧,∨〉 let G be a (super)set of all
∧-irreducible elements and M be a (super)set of all ∨-irreducible elements. For
gIm ⇔ g ≥ m the formal context (G,M, I) generates L(G,M, I), which is iso-
morphic to the original lattice 〈L,∧,∨〉.
In [13] we used this theorem to prove correctness of the following algorithm
with respect to the property that similarity operation between values corre-
sponds to the bit-wise multiplication between their codes:
Data: set V of values of current attribute
Result: matrix B with rows as bitset codes of values
V := topological sort(V ); // topological sorting
T := order matrix; // transitive closure of cover relation
∀i[Del[i] = false]; // deleted columns
for (index = 2; index < n; + + index) do
for (indx = 1; indx < index; + + indx) do
for (ndx = 0;ndx < indx; + + ndx) do
if (T [ ][V [index]] == T [ ][V [indx]]&T [ ][V [ndx]]) then





for (index = 2; index < n; + + index) do
for (indx = 1; indx < index; + + indx) do
if ¬Del[indx] then




Algorithm 1: Encoder Algorithm
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For instance, when we consider famous Mushroom Data Set [11] from Ma-
chine Learning Repository at University of California in/ Irvine, the following
values of ’spore print color’ are available: black (k), brown (n), buff (b), choco-
late (c), green (r), orange (o), purple (u), white (w), and yellow (y). Let us
concentrate on black, brown, buff, chocolate, and yellow values. The correspond-
ing semi-lattice is shown in Fig. 1.
∅
@@   
k n y@@   
c b
Fig. 1. A fragment of spore print color values semi-lattice
We added ∅ value to denote the absence of similarity of spore print colors
between several training examples that generate some hypotheses.
The order corresponds to “to be more specific/general” relation between
values. For example, buff is brown-yellow and chocolate is black-brown. Hence
the similarity between mushrooms with chocolate spore print (c) and ones with
buff spore print (b) has brown color (n) of spore print as common.
The algorithm has the following steps:
1. Topological sorting of elements of the semilattice.
2. In the context of order ≥ look for columns that coincide with bit-wise mul-
tiplication of previous ones (every such column corresponds to ∨-reducible
element).
3. All found (∨-reducible) columns are removed.
4. Rows of reduced context form bitset representations of the corresponding
values.
We sort the values as k < n < c < y < b in correspondence with the partial
order on them. Then Theorem 1 gives a big context corresponding to ≥.
values k n c y b
k 1 0 0 0 0
n 0 1 0 0 0
c 1 1 1 0 0
y 0 0 0 1 0
b 0 1 0 1 1
The column ‘c’ is equal to the product of columns ‘k’ and ‘n’ since c = k∨n.
Hence it is reducible. The other ∨-reducible element of the lattice is ‘b’ (again
column ‘b’ is a product of columns ‘n’ and ‘y’).
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The rows of reduced context
values k n y
k 1 0 0
n 0 1 0
c 1 1 0
y 0 0 1
b 0 1 1
are the bitset representations of the corresponding colors of spore print.
The encoding of the whole description is a concatenation of bit-set presenta-
tion of values of its features in some fixed order. Since the bitset representations
of different values of same feature have same length, the bit-wise multiplication
of the whole representations reduces to the bit-wise multiplications of the corre-
sponding parts, and the similarity between objects is given by the component-
wise similarity of their intents.
1.2 Overfitting Phenomenon for JSM-method
We begin with a demonstration of the phenomenon by JSM-method’s application
to a school problem in geometry. The task is to learn sufficient conditions on
a convex polygon to be circled and to predict this property for test examples.
Hence there are two target classes: the positive one (with a possible circle around
the figure) and the negative one.
The training sample contains regular triangle, rectangular triangle, square,
isosceles trapezoid, and diamond (the last figure is negative, the rest contains
positive training examples). The test sample contains isosceles triangle, rectan-
gle, and deltoid. We consider the most general case of the corresponding polygon.
Hence, for instance, isosceles trapezoid has bases of different sizes and differs from
rectangle.
We represent each polygon by a subset of attributes from the following list:
(a) the figure is a triangle;
(b) the figure is a quadrangle;
(c) the figure has a right angle;
(d) the figure has a pair of equal length sides;
(e) all sides of the figure have same length;
(f) the figure has a pair of parallel sides;
(g) the figure has a pair of equal angles;
(h) all angles of the figure are equal.
(i) the sum of the opposite angles of the quadrangle is equal to π.
Hence, the training context (G+,M = {a, b, c, d, e, f, g, h, i}, I) is
training objects a b c d e f g h i
regular triangle 1 0 0 1 1 0 1 1 0
rectangular triangle 1 0 1 0 0 0 0 0 0
square 0 1 1 1 1 1 1 1 1
isosceles trapezoid 0 1 0 1 0 1 1 0 1
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This context generates the following concepts with extents of cardinality > 1
〈{regular triangle, rectangular triangle}, {a}〉,
〈{regular triangle, square}, {d, e, g, h}〉,
〈{regular triangle, square, isosceles trapezoid}, {d, g}〉,
〈{square, isosceles trapezoid}, {b, d, f, g, i}〉.
The first concept 〈{a}′, {a}〉 corresponds to the well-known geometric the-
orem “Each triangle can be circumscribed by a circle”. The second one
expresses the famous fact about regular polygons “Vertices of regular poly-
gon lie on a circle”. This concept has the form 〈{e, h}′, {e, h}′′〉. The fourth
concept represented as 〈{i}′, {i}′′〉 corresponds to the well-known geometric the-
orem “Every quadrangle with the sum of opposite angles equal to π
can be circumscribed by a circle”. The third concept is a ‘phantom’ because
its extent contains two types of objects: a regular triangle with the first ‘real’
cause, and quadrangles with the sum of opposite angles equal to π (square and
isosceles trapezoid). Its intent consists of ‘accidental common’ attributes. Luck-
ily, the forbidden counter-example test (FCET) procedure rejects this concept
because of the counter-example
counter − example a b c d e f g h i
diamond 0 1 0 1 1 1 1 0 0
However, the situation is very subtle, since the 4th concept has two types
of objects in its extent. However, it corresponds to the true geometric fact! We
think that this concept is a ‘real cause’ as opposed to ‘phantom concept’ 3.
Test sample Gτ contains
test objects a b c d e f g h i
isosceles triangle 1 0 0 1 0 0 1 0 0
rectangle 0 1 1 1 0 1 1 1 1
deltoid 0 1 0 1 0 0 1 0 0
JSM-method predicts the first test (isosceles triangle) positively through the
1st concept. The second test object (rectangle) is classified positively by applying
the 4th concept. JSM-method might incorrectly predict the target property of the
last test case if the 3rd hypothesis is not rejected. This is exactly the phenomenon
of overfitting: the hypothesis is consistent with the training sample, but it leads
to the incorrect classification of test examples.
A similar situation occurs in real data experiments with the use of JSM-
method. For example, consdier an application of JSM-method to the study of
toxicity of substituted nitrobenzenes [6]. The data was collected by pharmacol-
ogists from the Liverpool University. RSUH student Anastasia S. Oparysheva
detected suspicious phenomenon when she analyzed the results of this experi-
ment with respect to overfitting within her undergraduate project [9] under the
supervision of the author.
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Fig. 2. Concept suspicious to be a phantom
Concept (hypothetical cause of toxicity) 28 with extent consisting 2 elements
(training examples 37 and 39) has the form shown in figure 2.
However, example 37 and other 6 training examples generate alternative
hypothesis 3. Similarly, example 39 contains alternative concept 41 with 16 el-
ements extent. There is a plausible assertion that hypothesis 28 is a ‘phantom’
because of an accidental coincidence fragment between two training examples
each of which contains some different ‘real cause’ (example 37 has ’real cause’ 3,
and example 39 contains ‘real cause’ 41).
This case was not unique. More than 10 percent of concepts without counter-
examples exhibit the same behavior. The aim of her study was to study empiri-
cally the overfitting phenomenon, which was previously investigated theoretically
by the author in [12]. We present some results from this article below.
An attribute is called essential, if it appears in some ‘real cause’. Here ‘cause’
is a set of attributes. Assume for the sake of simplicity that two ‘real causes’
have no common attributes. Other attributes are called accompanying. Hence
we partition set M of all attributes into three subsets: the first ‘real cause’, the
second one, and accompanying attributes.
Term ‘real cause’ corresponds to a generator of intent {a} of 1st concept and
{i} of 4th concept in our initial illustrative example. However in mathematical
study below it means just a special subset of attributes other than the accompa-
nying ones. Last attributes form building blocks for ‘phantom’ concepts. So ‘real’
in ‘real causes’ means nothing! It’s simply initially introduced term to distinct
the group of essential attributes from accompanying ones.
Assume for the sake of simplicity that counter-examples do not contain any
essential attribute. Now we introduce probabilistic model to simultaneously gen-
erate accompanying attributes for a pair of training examples and m counter-
examples.
Denote the number of counter-examples by m, and the number of accompa-
nying attributes by n. It is clear that the accompanying attributes of training
objects and counterexamples form a (2 + m) × n binary matrix. It contains
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N = (2 +m) ·n bits. Accompanying attributes are generated by Bernoulli series
of N tests.
Bernoulli series of N tests is the probability distribution on {0, 1}N with
P(x1 = δ1, . . . , xN = δN ) =
N∏
j=1
pδj · (1− p)1−δj ,
where 0 < p < 1. The number p > 0 is called success probability xj = 1 in test j.
Then we set all the attributes of first “real” cause to 1s, all attributes of
the second “real” cause to 0s, and add accompanying attributes of first training
example to obtain first training example itself. We generate the second training
example by setting attributes of the first “real” causes to 0, and of the second
one to 1. All counter-examples have 0 in positions corresponding to both “real”
causes.
As result we obtain context 2× |M | and list of m counter-examples. What is
the probability to generate concept with 2 element extent without any counter-
example from the list?
Theorem 2. If number n of random attributes tends to infinity, the probability
of success equals to
√
a
n , and there are m = b ·
√
n counterexamples, then the
probability of an accidental formal concept with 2 elements extent and without
any counterexample is 1− e−a − a · e−a · [1− e−b·
√
a] at limit.
Note, that even smaller number 1−e−a−a ·e−a is positive, since it coincides
with the probability that the Poisson variable Ya with mean a has value Ya > 1.
Recently Lyudmila A. Yakimova, a former master student of the Russian
State University for Humanities made experimental studies [15] on behavior of
Machine Learning procedures based on FCA. She also detected the essential
overfitting phenomenon. For example, on Mushroom Data Set [11] the JSM
method generates several ‘phantom’ concepts. And as consequence, their use
resulted in the wrong classification of toadstools as eatable mushrooms.
Another result of Yakimova’s study is a higher rate of ‘phantom’ concepts
than its estimate by the theorem. The reason is in the difference of frequency
of appearance of different attributes. Moreover, Yakimova’s experiments do not
detect overfitting phenomenon for VKF method of Machine Learning based on
FCA [14].
2 Error Rates for Values
2.1 Problem Explanation
While checking the condition of forbidding counter-examples, the similarity of
some training examples can be contained in description of a counter-example.
JSM-method rejects such similarities, however some suspicious hypotheses may
be missed if some values of attributes were entered erroneously. Can we estimate
the rate of such errors?
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Consider again Figure 1. Assume that an expert mistakenly replaces buff
spore print color (b) by yellow one (y) for some counter-example. Then the
similarity with a mushroom with chocolate spore print has common brown color
(n) and can not be included into counter-example, so the procedure saves the
hypothesis. If such similarity is phantom it leads to overfitting.
It is clear that value w ∈ V frequently replaces value v ∈ V when w ≤ v.
The case of totally fatal mistake is ignored in this study. Denote the rate of such
errors r(v|w). The problem is that there does not exist a way to discover v, we
see only w as a value entered by an expert. To resolve this difficulty the Möbius
function from the incidence algebra is used.
2.2 Möbius functions on finite partial ordered sets
In fundamental work [10] Gian-Carlo Rota introduced the definition of Möbius
function on (locally) finite partial ordered sets. It is a working tool for our
approach. Below we will recall some key concepts and results of this theory.
Consider the set of real-valued functions of two variables on V with the
property f(x, y) = 0, if x 6≤ y. It has the structure of an associative algebra over




f(x, z) · g(z, y). (3)
Addition and multiplication by constants are defined in a natural way. This
structure is called incidence algebra of the given poset. This algebra has the
identity element δ(x, y) = 1 if x = y and δ(x, y) = 0 otherwise, the Kronecker
delta.
The zeta function ζ(x, y) is an element of incidence algebra such that ζ(x, y) =
1 if x ≤ y and ζ(x, y) = 0 otherwise. It has the inverse element µ(x, y), Möbius
function. The proof of the next statement is trivial check.
Proposition 1. Function defined by induction as µ(x, x) = 1 and




is the inverse element to zeta function.
Proposition 2. Let f(x) be a real-valued function, defined on (locally) finite
















finite for a locally finite poset.





















µ(u, z)ζ(z, y) =
∑
y
f(y)δ(u, y) = f(u).
2.3 Algorithm
We can collect statistics for mistakenly missed phantom hypotheses h (with help
of negative examples from tests sample). Let hypothesis h be included into some
negative example o (either from the training or test sample) when we omit the
values of the attribute under study. Such inclusions are called pruned.
Let us fix value x of the attribute under study. We compute the fraction
qw(x) of pruned inclusions of hypotheses with value x into counter-examples
with value w with respect to total of all pruned inclusions of hypotheses with





(ζ(w, v)− δ(w, v))r(v | w). (7)
Here ζ(w, v)−δ(w, v) determines the condition w < v since there exists erroneous
replacement invisible v by observable w < v. Summation holds because rates of
different replaces are additive.
At first, we use Proposition 1 to compute Möbius functions for every attribute
values lattice.
Then we compute statistics gw(x) by application of pruning inclusions.





The omitted factor ζ(w, v)− δ(w, v) means w < v.
Conclusion
We applied Möbius functions on finite posets to estimate rates of mistakenly
replaces of attribute value by a smaller one that leads to overfitting in JSM-
method. Experiments with Mushroom Dataset [11] demonstrate a very small
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Abstract. In this paper we discuss the problem of constructing the
representation context of a pattern structure. First, we present a naive
algorithm that computes the representation context of a pattern struc-
ture using an algorithm which is a variation of attribute exploration.
Then, we study a different sampling technique for reducing the size of
the representation context. Finally we show how to build such a reduced
context and we discuss the possible ways of doing it.
1 Introduction
Formal Concept Analysis (FCA) has dealt with non binary data mainly in two
different ways: one is by scaling [9] the original dataset into a formal context.
This method has some drawbacks as it generates a formal context with larger di-
mensions than the original dataset and, depending on the method used to scale,
some information may also be lost. Another way to deal with non binary data
is by generalizing FCA into “pattern structures” [10,15], which allows handling
complex data directly. Thus, instead of a analysing a binary relation between
some objects and their attributes, it analyses a relation between objects and their
representations, the values of which form a meet-semilattice. Pattern structures
have proved useful for different unrelated tasks, such as, for instance to ana-
lyze gene expressions [14,13], compute database dependencies [1,2] or compute
biclusters [6], or other structures data, like trees, intervals, graphs, sequences,
fuzzy and heterogeneous data, among others [12].
Any pattern structure can be represented by an equivalent formal context,
which is consequently called a “representation context” [10,4]. By equivalent we
mean that there is a bijection between the intents in the representation context
and the pattern-intents in the pattern structure. In fact, this means that both
contain the same set of extents.
Pattern structures are difficult to calculate precisely because of the complex
nature of the object representations they model. Often, pattern concept lattices
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are very large and their associated sets of pattern concepts are difficult to han-
dle. In this article we tackle this problem by mining a reduced “representation
context” of pattern structures by means of irreducible patterns (IPs) [7,11]. IPs
act as a basis –in the linear-algebraic sense– of the space of patterns, i.e. each
pattern can be represented as a linear combination of the join of a subset of IPs.
In the standard FCA notation, IPs correspond to the intents of
∧
-irreducible
concepts. More specifically, we propose an algorithm that calculates the extents
of a pattern structure while simultaneously calculating a small representation
context. The later allows for a cheap calculation of most pattern extents and it
is incrementally completed with samples obtained from the actual pattern struc-
ture. The algorithm is based on attribute exploration [8] (object exploration in
this case) that instead of a domain-expert, uses an oracle to validate the question
“is set X an extent in the pattern structure?”. In the negative case, the oracle
should be able to sample a new attribute to add in the representation context
which is heuristically selected to be an IP (or close to it).
We first present a naive algorithm based on NextClosure [8] and attribute
exploration techniques. Then, we present an alternative way to “call the oracle”
with a sampling strategy which strongly depends on the nature of the object
descriptions. We show that the sampling strategy is able to obtain very small
representation contexts, and as well, it sometimes generates with the highest
probability the representation contexts with irreducible attributes only.
This work mainly relies on studies about the formalization of representation
contexts such as [10] and [4], and on the book [8]. Moreover, a short version of
this paper was published in the proceedings of the ICFCA 2019 Conference [5].
2 Notation and Background
In the following we introduce some definitions needed for the development of
this article. The notations used are based on [9]. A formal context (G, M, I) is a
triple where G is a set of objects, M is a set of attributes and I ⊆ G × M is an
incidence relation where (g,m) ∈ I denotes that “object g has the attribute m”.
The derivation operators are denoted as ′ : ℘(G)→ ℘(M) and ′ : ℘(M)→ ℘(G).
A many-valued contextM = (G, N, W, J) is a data table where, in addition to
G and M, we define a set of values Wm for each attribute m ∈ M (where W = ⋃ Wm
for all m ∈ M) such that m(g) = w denotes that “the value of the attribute m
for the object g is w” (with w ∈ Wm). Additionally, in this document we will
consider each Wm as an ordered set where Wmi denotes the i-th element in the set.
An example of a many-valued context can be found in Table 1 where a(r1) = 1,
Wb = {1, 2} and Wb2 = 2.
The pattern structure framework is a generalization of FCA [10] where ob-
jects may have complex descriptions. A pattern structure is a triple (G, (D,u), δ)
where G is a set of objects, (D,u) is a semi-lattice of complex object descrip-
tions, and δ is a function that assigns to each object in G a description in D. The
derivation operators for a pattern structure are denoted as (·) : G → D and
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(·) : D→ G.




d ∈ D ; d = {g ∈ G | d v δ(g)}
Pattern structures come in different flavors depending on the nature of the
representation for which they are intended. Regardless of the nature of data,
any pattern structure can be represented with a formal context, as the next
definition shows:
Definition 1 ([10]). Let (G, (D,u), δ) be a pattern structure, and let (G, M, I) be
a context such that M ⊆ D and (g,m) ∈ I ⇐⇒ m v δ(g).




{d ∈ D | (∀x ∈ X)x v d}
for some X ⊆ M (i.e. M is ⊔-dense in (D,u)), then (G, M, I) is a “representa-
tion context” of (G, (D,u), δ)
The condition that M is
⊔
-dense in (D,u) means that any element in D can be
represented (uniquely) as the meet of the filters of a set of descriptions X ⊆ M
in (D,u).
Representation contexts yield concept lattices that are isomorphic to the
pattern concept lattices of their corresponding pattern structures. Moreover,
there is a bijection between the intents in the representation context and the
pattern-intents in the pattern structure. For any pattern-intent d ∈ D in the
pattern structure we have an intent X ⊆ M in the representation context such
that d =
⊔
X and X =↓ d ∩ M where ↓ d is the ideal of d in (D,u).
3 Computing a Representation Context: a First and
Naive Approach
3.1 The NaiveRepContext Algorithm
We first present a simple and naive method for building a representation context
from a given pattern structure. Algorithm 1 shows this method in the form of a
procedure called NaiveRepContext. This procedure is based on the standard
NextClosure algorithm [8], to which some changes –marked with an asterisk–
have been performed. These changes represent the interaction of the algorithm
with the oracle.
The algorithm receives as inputs a copy of a many-valued context M =
(G, N, W, J) and implementations for the derivation operators (·) and (·) corre-
sponding to the pattern structure (G, (D,u), δ) defined overM. To distinguish the
attributes in the many-valued context from those in the representation context
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created by Algorithm 1, we will refer to N as a set of columns in the many-valued
context.
The algorithm starts by building the representation context K. The set of
objects is the same set of objects in the pattern structure, while the set of at-
tributes and the incidence relation are initially empty. Line 12 checks whether a
set of objects (B′′) in the representation context is an extent in the pattern struc-
ture (B). If this is the case, the algorithm continues executing NextClosure.
Otherwise, the algorithm adds to the representation context a new attribute
corresponding to the pattern associated to the mismatching closure. It also adds
to the incidence relation the pairs object-attribute, i.e. (h,B) as defined in line
14. Line 24 outputs the calculated representation context.
Algorithm 1 A Naive Calculation of the Representation Context.
1: procedure NaiveRepContext(M, (·), (·)) .M = (G, N, W, J)
2: M← ∅
3: I← ∅
4: K ← (G, M, I)
5: A← ∅
6: while A 6= G do
7: for g ∈ G in reverse order do
8: if g ∈ A then
9: A← A \ {g}
10: else
11: B ← A ∪ {g}
12: if B′′ 6= B then . (*)
13: M← M ∪ {B} . (*)
14: I← I ∪ {(h,B) | h ∈ B} . (*)
15: end if











Algorithm 1 computes a representation context (G, M, I) of (G, (D,u), δ).
Proof. We show that (G, M, I) meets the conditions in Definition 1. Similarly to
NextClosure, Algorithm 1 enumerates all closures –given an arbitrary closure
operator– in lectic order. However, Algorithm 1 uses two different closure opera-
tors, namely the standard closure operator of FCA defined over the representa-
tion context under construction (·)′′, and the one defined by the two derivation
operators in the pattern structure, i.e. (·) and (·). Both closure operators are
made to coincide by the new instructions in the algorithm. When this is not the
case (i.e. B′′ 6= B for a given B ⊆ G), a new attribute is added to the repre-
sentation context in the shape of B. Additionally, the pair (h,B) is added to
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the incidence relation of the representation context for all objects h ∈ B. This
in turn ensures that B′′ = B holds in the modified representation context.
A consequence of the equality B′′ = B is that the set of extents in the
representation context is the same as the set of extents in the pattern structure.
This also means that there is a one-to-one correspondence between the intents in
the representation context and the patterns in the pattern structure, i.e. for any
extent B′′ = B, the intent B′′′ = B′ corresponds to the pattern B = B
(B′′′ = B′ and B = B are properties of the derivation operators [9]). Thus,
we have that any element in D, which can be represented as B for an arbitrary
B ⊆ G, is of the form ⊔B′ or d{d ∈ D | (∀m ∈ B′)m v d}. Consequently, M is⊔
-dense in (D,u) and (G, M, I) is an RC of the pattern structure (G, (D,u), δ). ut
3.2 An Example of Execution
Table 3 shows the execution trace of NaiveRepContext over an interval pat-
tern structure defined over the many-valued formal context on Table 1. Columns
in Table 3 are: row number, a candidate set B in Algorithm 1, its closure in the
representation context, its closure in the pattern structure, the result of the test
in line 12 of Algorithm 1, and the pattern-intent B. Notice that there are 26 en-
tries in the last column of the table that correspond to the 26 different attributes
in the resulting representation context in Table 4. The latter are enumerated in
the order they appear in Table 3.
Examining the first row in Table 3, we observe that the algorithm initially
calculates the closure of set {r7}. At this point the representation context is
empty so the closure of {r7} corresponds exactly to G. However, using the pat-
tern structure we find out that {r7} = {r7} (test B′′ = B fails) and we
need to add something to the representation context. Algorithms 1 adds to M
the attribute corresponding to {r7} which is labelled as attribute d1 in the rep-
resentation context of Table 4 (thus ensuring that {r7}′′ = {r7})). The procedure
is the same for the following sets in the lectic enumeration until we calculate the
closure of {r3}.
Two important things occur at this point: Firstly, {r3} = {r3}. Secondly,
there is enough information in the representation context so that {r3}′′ = {r3}
as well. Consequently, no new attribute is added to the representation context.
Let us discuss this example in more depth. The representation context at
this point is conformed by the same elements in Table 4 truncated at column
d10. At this point, we should observe that {r3} =
⊔{r3}′ =
⊔{d6, d8, d9, d10}.
Another important observation is that we do not really need to verify in the
pattern structure that {r3} = {r3}′′. Because closure is an extensive operation
(B ⊆ B′′ and B ⊆ B) at any point in the execution of Algorithm 1 we have
that B ⊆ B ⊆ B′′. Thus, B = B′′ =⇒ B = B. This is indeed quite
important since, as shown in Table 3, usually B′′ = B is true more often
than not (in this example, 38 times out of 64). By avoiding the calculation of
B within the pattern structure we can avoid the costly calculation of pattern
similarities and subsumptions by means of the representation context.
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Table 1: Example Dataset 1
a b c d e
r1 1 1 1 1 1
r2 2 1 1 1 1
r3 3 1 2 2 2
r4 3 2 3 2 2
r5 3 1 2 3 2
r6 1 1 2 2 2
r7 1 1 2 4 2
Table 2: Example Dataset 2
a b c d
r1 1 4 3 2
r2 2 1 4 3
r3 3 2 1 4
r4 4 3 2 1
4 Computing Smaller Representation Contexts
4.1 Extending the NaiveRepContext Algorithm with Sampling
Algorithm 1 is able to calculate the representation context of the interval pattern
structure created for the many-valued context in Table 1 rather inefficiently
since it creates a different attribute for almost every interval pattern in the
pattern structure. As previously described, Algorithm 1 is able to avoid creating
attributes for some interval patterns when there is enough information in the
partial representation context. More formally, it does not include a new attribute
d in the representation context if and only if there exists a set Y ⊆ M such
that d =
⊔
Y or d =
⋂
m∈Y m
. Knowing this, we are interested in examining
whether there is a way to calculate a smaller representation context given an
interval pattern structure definition.
Table 6 shows the execution trace of Algorithm 1 over the interval pattern
structure defined over Table 2. We can observe that the algorithm generates 14
different attributes in the representation context, one for each interval pattern
concept except for the top and bottom concepts. Notice that this pattern struc-
ture contains 24 = 16 interval pattern concepts and since it has 4 objects, we
can conclude that its associated concept lattice is Boolean.
This example is interesting because it is a worst-case scenario for Algorithm 1.
In fact, it generated the largest possible representation context for the interval
pattern structure derived from Table 2. Moreover, it verified each extent closure
in the pattern structure. This example is even more interesting considering that
for such an interval pattern structure there is a known smallest representation
context which corresponds to a contranominal scale [8] that for this example
would contain only 4 attributes as shown in Table 5.
To make matters worse, we can show that Algorithm 1 would behave the same
for an interval pattern structure with an associated Boolean concept lattice of
any size. Actually, this is a consequence of the lectic enumeration of object sets
performed by Algorithm 1 which implies that whenever B0 ⊆ B1 (with B0, B1
closed sets in G) then, B0 is enumerated before B1. Since a pattern-intent B

1




 = B1 we have that (∀m ∈ Y )B1 ⊆ m. Consequently, B1
would not be included in the representation context only when all m ∈ X had
been already enumerated which cannot be the case because of lectic numeration.
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Table 3: Execution Trace of NaiveRepContext over Table 1
B B′′ B B′′ = B B
1 r7 G r7 False 〈[1, 1], [1, 1], [2, 2], [4, 4], [2, 2]〉
2 r6 G r6 False 〈[1, 1], [1, 1], [2, 2], [2, 2], [2, 2]〉
3 r6, r7 G r6, r7 False 〈[1, 1], [1, 1], [2, 2], [2, 4], [2, 2]〉
4 r5 G r5 False 〈[3, 3], [1, 1], [2, 2], [3, 3], [2, 2]〉
5 r5, r7 G r5, r7 False 〈[1, 3], [1, 1], [2, 2], [3, 4], [2, 2]〉
6 r5, r6 G r3, r5, r6 False 〈[1, 3], [1, 1], [2, 2], [2, 3], [2, 2]〉
7 r4 G r4 False 〈[3, 3], [2, 2], [3, 3], [2, 2], [2, 2]〉
8 r4, r7 G r3, r4, r5, r6, r7 False 〈[1, 3], [1, 2], [2, 3], [2, 4], [2, 2]〉
9 r4, r6 r3, r4, r5, r6, r7 r3, r4, r6 False 〈[1, 3], [1, 2], [2, 3], [2, 2], [2, 2]〉
10 r4, r5 r3, r4, r5, r6, r7 r3, r4, r5 False 〈[3, 3], [1, 2], [2, 3], [2, 3], [2, 2]〉
11 r3 r3 r3 True -
12 r3, r7 r3, r4, r5, r6, r7 r3, r5, r6, r7 False 〈[1, 3], [1, 1], [2, 2], [2, 4], [2, 2]〉
13 r3, r6 r3, r6 r3, r6 True -
14 r3, r6, r7 r3, r5, r6, r7 r3, r5, r6, r7 True -
15 r3, r5 r3, r5 r3, r5 True -
16 r3, r5, r7 r3, r5, r6, r7 r3, r5, r6, r7 True -
17 r3, r5, r6 r3, r5, r6 r3, r5, r6 True -
18 r3, r5, r6, r7 r3, r5, r6, r7 r3, r5, r6, r7 True -
19 r3, r4 r3, r4 r3, r4 True -
20 r3, r4, r7 r3, r4, r5, r6, r7 r3, r4, r5, r6, r7 True -
21 r3, r4, r6 r3, r4, r6 r3, r4, r6 True -
22 r3, r4, r6, r7 r3, r4, r5, r6, r7 r3, r4, r5, r6, r7 True -
23 r3, r4, r5 r3, r4, r5 r3, r4, r5 True -
24 r3, r4, r5, r7 r3, r4, r5, r6, r7 r3, r4, r5, r6, r7 True -
25 r3, r4, r5, r6 r3, r4, r5, r6, r7 r3, r4, r5, r6 False 〈[1, 3], [1, 2], [2, 3], [2, 3], [2, 2]〉
26 r3, r4, r5, r6, r7 r3, r4, r5, r6, r7 r3, r4, r5, r6, r7 True -
27 r2 G r2 False 〈[2, 2], [1, 1], [1, 1], [1, 1], [1, 1]〉
28 r2, r7 G r1, r2, r6, r7 False 〈[1, 2], [1, 1], [1, 2], [1, 4], [1, 2]〉
29 r2, r6 r1, r2, r6, r7 r1, r2, r6 False 〈[1, 2], [1, 1], [1, 2], [1, 2], [1, 2]〉
30 r2, r5 G r2, r3, r5 False 〈[2, 3], [1, 1], [1, 2], [1, 3], [1, 2]〉
31 r2, r4 G r2, r3, r4 False 〈[2, 3], [1, 2], [1, 3], [1, 2], [1, 2]〉
32 r2, r3 r2, r3 r2, r3 True -
33 r2, r3, r7 G r1, r2, r3, r5, r6, r7 False 〈[1, 3], [1, 1], [1, 2], [1, 4], [1, 2]〉
34 r2, r3, r6 r1, r2, r3, r5, r6, r7 r1, r2, r3, r6 False 〈[1, 3], [1, 1], [1, 2], [1, 2], [1, 2]〉
35 r2, r3, r5 r2, r3, r5 r2, r3, r5 True -
36 r2, r3, r5, r7 r1, r2, r3, r5, r6, r7 r1, r2, r3, r5, r6, r7 True -
37 r2, r3, r5, r6 r1, r2, r3, r5, r6, r7 r1, r2, r3, r5, r6 False 〈[1, 3], [1, 1], [1, 2], [1, 3], [1, 2]〉
38 r2, r3, r4 r2, r3, r4 r2, r3, r4 True -
39 r2, r3, r4, r7 G G True -
40 r2, r3, r4, r6 G r1, r2, r3, r4, r6 False 〈[1, 3], [1, 2], [1, 3], [1, 2], [1, 2]〉
41 r2, r3, r4, r5 G r2, r3, r4, r5 False 〈[2, 3], [1, 2], [1, 3], [1, 3], [1, 2]〉
42 r2, r3, r4, r5, r7 G G True -
43 r2, r3, r4, r5, r6 G r1, r2, r3, r4, r5, r6 False 〈[1, 3], [1, 2], [1, 3], [1, 3], [1, 2]〉
44 r1 r1, r2, r6 r1 False 〈[1, 1], [1, 1], [1, 1], [1, 1], [1, 1]〉
45 r1, r7 r1, r2, r6, r7 r1, r6, r7 False 〈[1, 1], [1, 1], [1, 2], [1, 4], [1, 2]〉
46 r1, r6 r1, r6 r1, r6 True -
47 r1, r6, r7 r1, r6, r7 r1, r6, r7 True -
48 r1, r5 r1, r2, r3, r5, r6 r1, r2, r3, r5, r6 True -
49 r1, r4 r1, r2, r3, r4, r6 r1, r2, r3, r4, r6 True -
50 r1, r3 r1, r2, r3, r6 r1, r2, r3, r6 True -
51 r1, r2 r1, r2, r6 r1, r2 False 〈[1, 2], [1, 1], [1, 1], [1, 1], [1, 1]〉
52 r1, r2, r7 r1, r2, r6, r7 r1, r2, r6, r7 True -
53 r1, r2, r6 r1, r2, r6 r1, r2, r6 True -
54 r1, r2, r6, r7 r1, r2, r6, r7 r1, r2, r6, r7 True -
55 r1, r2, r5 r1, r2, r3, r5, r6 r1, r2, r3, r5, r6 True -
56 r1, r2, r4 r1, r2, r3, r4, r6 r1, r2, r3, r4, r6 True -
57 r1, r2, r3 r1, r2, r3, r6 r1, r2, r3, r6 True -
58 r1, r2, r3, r6, r7 r1, r2, r3, r5, r6, r7 r1, r2, r3, r5, r6, r7 True -
59 r1, r2, r3, r5 r1, r2, r3, r5, r6 r1, r2, r3, r5, r6 True -
60 r1, r2, r3, r5, r6, r7 r1, r2, r3, r5, r6, r7 r1, r2, r3, r5, r6, r7 True -
61 r1, r2, r3, r4 r1, r2, r3, r4, r6 r1, r2, r3, r4, r6 True -
62 r1, r2, r3, r4, r6, r7 G G True -
63 r1, r2, r3, r4, r5 r1, r2, r3, r4, r5, r6 r1, r2, r3, r4, r5, r6 True -
64 G G G True -
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Table 4: Representation Context of the Interval Pattern Structure of Table 1
d1d2d3d4d5d6d7d8d9d10d11d12d13d14d15d16d17d18d19d20d21d22d23d24d25d26
r1 × × × × × × × × × ×
r2 × × × × × × × × × × × ×
r3 × × × × × × × × × × × × × ×
r4 × × × × × × × × ×
r5 × × × × × × × × × × × ×
r6 × × × × × × × × × × × × × × ×
r7× × × × × × × ×
Table 5: Contranominal scale generated by Algorithm 3
X1 X2 X3 X4
r1 × × ×
r2 × × ×
r3 × × ×
r4 × × ×
Given a pattern structure with an associated Boolean concept lattice we
would like that ideally, Algorithm 1 only adds irreducible attributes to the repre-
sentation context. In this way we would maintain the
⊔
-dense in (D,u) property
with a minimum number of attributes. Table 6 shows in gray those rows that rep-
resent the relevant attributes to add to the representation context. Adding only
these four attributes would be enough to represent the set of interval pattern
concepts. Nevertheless, algorithms that compute the irreducible attributes of a
closure system have exponential complexity in the size of its formal context[3].
Instead, we resort to a sampling-based strategy to retrieve attributes with a
large image in G.
Table 6: Execution Trace of NaiveRepContext over Table 2
B B′′ B B′′ = B B
1 r4 r1, r2, r3, r4 r4 False 〈[4, 4], [3, 3], [2, 2], [1, 1]〉
2 r3 r1, r2, r3, r4 r3 False 〈[3, 3], [2, 2], [1, 1], [4, 4]〉
3 r3, r4 r1, r2, r3, r4 r3, r4 False 〈[3, 4], [2, 3], [1, 2], [1, 4]〉
4 r2 r1, r2, r3, r4 r2 False 〈[2, 2], [1, 1], [4, 4], [3, 3]〉
5 r2, r4 r1, r2, r3, r4 r2, r4 False 〈[2, 4], [1, 3], [2, 4], [1, 3]〉
6 r2, r3 r1, r2, r3, r4 r2, r3 False 〈[2, 3], [1, 2], [1, 4], [3, 4]〉
7 r2, r3, r4 r1, r2, r3, r4 r2, r3, r4 False 〈[2, 4], [1, 3], [1, 4], [1, 4]〉
8 r1 r1, r2, r3, r4 r1 False 〈[1, 1], [4, 4], [3, 3], [2, 2]〉
9 r1, r4 r1, r2, r3, r4 r1, r4 False 〈[1, 4], [3, 4], [2, 3], [1, 2]〉
10 r1, r3 r1, r2, r3, r4 r1, r3 False 〈[1, 3], [2, 4], [1, 3], [2, 4]〉
11 r1, r3, r4 r1, r2, r3, r4 r1, r3, r4 False 〈[1, 4], [2, 4], [1, 3], [1, 4]〉
12 r1, r2 r1, r2, r3, r4 r1, r2 False 〈[1, 2], [1, 4], [3, 4], [2, 3]〉
13 r1, r2, r4 r1, r2, r3, r4 r1, r2, r4 False 〈[1, 4], [1, 4], [2, 4], [1, 3]〉
14 r1, r2, r3 r1, r2, r3, r4 r1, r2, r3 False 〈[1, 3], [1, 4], [1, 4], [2, 4]〉
15 r1, r2, r3, r4 r1, r2, r3, r4 r1, r2, r3, r4 True -
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4.2 Sampling Attributes for Interval Pattern Structures
Our sampling method is based on picking large convex regions in the space. To
achieve this, we use a many-valued context denoted as (G, N, W, J) to differentiate
it from the sets in the representation context (G, M, I). Given a set B and its
closure in the representation context B′′ –which we know to be different from
B– the goal of the sampling procedure is to find a set X such that B ⊆ (X ∩
B′′). The sampling procedure starts by picking a random column in the many-
valued context n ∈ N. Then, we randomly pick a side to trim the ordered set Wn
(left or right) to generate a new set Ŵn. A candidate set X = {g ∈ G | n(g) ∈ Ŵn}
is created and we check whether B ⊆ X. If so, we return X if and only if B′′ 6⊆ X.
In a different case, we pick a random column from N and proceed with the same
instructions. This is a basic description of the sampling algorithm described in
Algorithm 3. Some details on the creation of Ŵn are left described only in the
pseudocode.
Algorithm 3 is able to generate large convex regions by considering single
dimensions of the space. It basically tries to answer the question: Which is the
largest region in any dimension which contains set B? For example, let us try
to sample an extent for the first row of Table 6 where B = {r4} and B′′ =
{r1, r2, r3, r4}. The many-valued context is showed in Table 2. Let us pick column
b such that W b = {1, 2, 3, 4}. Next, we pick right to create Ŵb = {1, 2, 3}. The
candidate set is then X1 = {r2, r3, r4} for which we have that B ⊆ X1 and
B′′ 6⊆ X1 so we return X1 = {r2, r3, r4}.
We can observe that in the previous example {r2, r3, r4} corresponds to the
image of an irreducible attribute in the representation context. Of course, this is
a happy accident because we have made not-so-random decisions. True random
decisions may lead to add reducible attributes into the representation context.
However, since the random decisions are likely to pick large regions in the space,
and thus attributes with a large image in G, they are likely to be irreducible
attributes.
Algorithm 2 adapts a sampling method into the generation of the represen-
tation context. Line 14 calls the sampling procedure such as the one described in
Algorithm 3. Line 13 has been changed for a while instruction instead of an if
instruction. This is because in this case the closure B′′ should converge to B
by the addition of one or more attributes into the representation context. This
convergence is ensured since in the worst case scenario Algorithm 3 returns B
as an attribute for the representation context.
Let us finish the previous example by using Algorithm 2. We notice that with
X1 = {r2, r3, r4} as the first object of the representation context we have that
{r4}′′ = {r2, r3, r4} which is again different from {r4}. Consequently, Algo-
rithm 2 calls for a new sample which by the same procedure described could
be X2 = {r1, r3, r4} (another happy accident). Notice that it cannot be again
{r2, r3, r4} because of line 18 of Algorithm 3. Next, we have that {r4}′′ = {r3, r4}
calls for a new sample. This new sample could be X3 = {r1, r2, r4} which renders
{r4}′′ = {r4}. Algorithm 2 proceeds to calculate {r3}′′ which in the current
state of the representation context yields {r3, r4}. If the Sample procedure re-
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Algorithm 2 A General Algorithm for Computing a Representation Context.
1: procedure RepresentationContext(M, (·), (·)) .M = (G, N, W, J)
2: M← ∅
3: I← ∅
4: K ← (G, M, I)
5: A← ∅
6: while A 6= G do
7: for g ∈ G in reverse order do
8: if g ∈ A then
9: A← A \ {g}
10: else
11: B ← A ∪ {g}
12: if B 6= B′′ then
13: while B′′ 6= B do . (*)
14: X ← Sample(B,B′′,M) . (*)
15: M← M ∪ {mX} . (mX is a new attribute)
16: I← I ∪ {(h,mX) | h ∈ X} . (*)
17: end while
18: end if










turns X4 = {r1, r2, r3} we have then that {r3}′′ = {r3}. It should be noticed
that at this point the representation context is complete w.r.t. the interval pat-
tern structure. This is, any subsequent closure will be calculated in the repre-
sentation context alone. Table 5 shows the contranominal scale corresponding to
the representation context generated.
5 Conclusions
In this paper we have presented a sampling strategy in order to compute a
smaller representation context for an interval pattern structure. We propose two
algorithms to achieve such a computation, a first naive version based on object
exploration, and a second improved version that uses a sampling oracle to quickly
find irreducible patterns. These irreducible pattern can be considered the basis
of a pattern structure. This paper is a first step towards the computation of
minimal representation of a pattern structure by means of sampling techniques.
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