Abstract-This paper focuses on power distribution systems with inverter-interfaced renewable energy sources (RESs), and develops a distributed control framework to steer the RES output powers to solutions of ac optimal power flow (OPF) problems. The design of the distributed control algorithm is based on suitable linear approximation of the ac power-flow equations, and leverages the so-called alternating direction method of multipliers (ADMM). Convergence of the RES-inverter output powers to solutions of the approximate ac OPF problem is established under suitable conditions on the mismatches between the commanded setpoints and actual RES output powers. Overall, since the proposed scheme can be cast as an ADMM with inexact primal and dual updates, the convergence results can be applied to more general distributed optimization settings.
control strategy involves a continuous update of the RES setpoints based on current output powers and given OPF objectives (e.g., ensuring voltage regulation, minimization of power losses, as well as maximization of economic benefits to utility and end users).
Prior works in context include [7] , wherein feedback control architectures that seek Karush-Kuhn-Tucker (KKT) optimality conditions for economic dispatch in transmission systems are developed, and [8] , where a heuristic comprising continuoustime dual ascent and discrete-time reference-signal updates is proposed; local stability of the resultant closed-loop system is also established in [8] . A feedback control algorithm for a finite-horizon economic dispatch problem for distributed energy resources is also considered in [9] . Focusing on AC OPF models, a continuous-time saddle-point-flow method is utilized in [10] ; however, stability analysis is available only for specific optimization settings. A reactive power control strategy is proposed in [11] for single-phase distribution systems with a tree topology based on the so-called extremumseeking control method. Stochastic dual-subgradient solvers are developed in [12] to achieve the solutions of ergodic OPF formulations, based on exact and approximate grid models. An online AC OPF algorithm is proposed in [4] for distribution systems with a tree topology. A controller for a number of resources in general microgrid and distribution-system settings is developed in [5] and [6] , based on gradient-steering algorithms; the algorithm in [5] and [6] is composable in the sense that subsystems can be aggregated into virtual devices that hide their internal complexity, it accounts for errors in the implementable power setpoints, and the average setpoints are provably convergent (on average) to the minimum of the considered control objective. A dual-subgradient method is utilized in [3] to develop feedback controllers that drive the RES output powers to solutions of convex surrogates of the AC OPF; convergence results are available for diminishing stepsize rules in the dual subgradient. A feedback control strategy is proposed in [13] to track solutions of time-varying OPF solutions based on primal-dual methods applied to a modified Lagrangian function.
A key contribution of the present paper consists in leveraging the so-called Alternating Direction Method of Multipliers (ADMM) [14] to develop distributed controllers that pursue solutions of the AC OPF problem. The choice of ADMM is motivated by its favorable scalability with respect to the system size as well as the superior convergence properties compared to subgradient methods [15] , [16] .
For instance, while convergence results are available for the control scheme in [3] only for for diminishing stepsize rules, the ADMM-based framework proposed here allows one to utilize a constant stepsize, which is desirable for practical implementations. Q-linear convergence is achieved in the gradientbased method proposed in [13] , but at the cost of perturbing the optimal solution of the underlying AC OPF. To facilitate the design of computationally affordable ADMM-based controllers, the paper leverages appropriate linear approximations of the AC power-flow equations [17] [18] [19] [20] [21] . Based on this linear approximation, two distinct control strategies are developed to trade off convergence speed for computational complexity: in the first strategy, the update of the optimization variables that are proxies for voltage magnitudes is performed by solving a linearly-constrained quadratic program, whereas a simpler projected gradient step is involved in the second setting. In both cases, convergence of the RES-inverter output powers is established under suitable conditions on the stepsize and responsiveness of the RES inverters to power commands. The algorithms afford a distributed solution where both the distribution system operator (DSO) and RES-owners pursue given performance objectives, while ensuring that system operational constraints are observed.
The resultant control framework is close in spirit to the feedback-control strategies proposed in [3] , [4] , and [6] , where RES setpoints are continuously updated based on current output powers, given OPF objectives, as well as relevant voltage constraints; however, compared to [4] and [6] , the proposed framework does not resort to relaxations (e.g., barrier functions) to enforce voltage limits. Further, while [4] is applicable to single-phase radial systems, the method proposed here is applicable to multi-phase settings. Compared to [3] , the proposed method requires less stringent assumptions on the mismatch between commanded setpoints and current system outputs and offers improved convergence properties.
Overall, the paper offers the following contributions:
• Online algorithms that pursue solutions of AC OPF problems are designed by leveraging (and suitably adapting) the ADMM; • Two different algorithmic solutions are proposed to tradeoff convergence for computational complexity; and, • Convergence of ADMM with inexact primal and dual updates is established. To the best of our knowledge, this is a unique contribution in the broader optimization literature. Some preliminary results were presented in [22] .
II. PROBLEM FORMULATION

A. Notation
Throughout the paper, Re(·) and Im(·) denote the real and imaginary parts of a complex number, respectively; for given vector x, diag(x) denotes a diagonal matrix with diagonal entries composed of the components of x; j := √ −1. Notation x denotes the 2 norm of x. For column vectors x, y, [x; y] := [x , y ] ; For a given matrix X, vector X(i) denotes the ith row of X. For given matrix D and vector z, z 2 D = z Dz.
B. Problem Setup
Consider modeling the dynamics of the output-powers of the RES inverters through the following general dynamical model [3] , [23] , [24] :
where:
, with P i (t) and Q i (t) denoting the active and reactive output powers (averaged over one AC cycle) of the RES inverter i;
collects the commanded active and reactive powers (i.e., power setpoints); • f i : R 2 × R 2 → R 2 and r i : R 2 → R 2 are arbitrary (non)linear functions; and,
These dynamics capture the behavior of primal-level controllers embedded into the RES inverters [24] . For a given power setpoint, the following is assumed regarding the regulation capabilities of the primal-level controllers [8] , [23] .
Assumption 1: For a given power setpoint u i , (1) is asymptotically stable and the equilibrium point x i satisfies:
This assumption captures the operation of existing devices, where the primary-controllers are designed so that the output powers are regulated to the commanded powers x i , provided the commanded powers are feasible [24] . 
where
Consider then the following prototypical OPF formulation to optimize the steady-state operation of the distribution network: 
where P av i ≥ 0 denotes the available real power, and S i is the inverter capacity.
Problem (4) defines the optimal operating setpoints u i = [P i ,Q i ] of the RES inverter i in terms of commanded inputs and, based on Assumption 1, of the steady-state output powers. However, problem (4) is a nonconvex and NP hard problem in general [25] . Recently, convex relaxation methods have been explored to solve the OPF with reduced computational burden, while possibly retaining globally optimal solutions [26] . In this paper, to facilitate the design of low-complexity controllers this paper leverages suitable linear approximations of (4). In particular, a linearization approach proposed in [20] is utilized, which is briefly discussed in the next section.
Remark: For ease of exposition, the problem formulation is tailored to the case where one RES is connected at each of the nodes N D ; however, the proposed algorithm can be utilized in settings where RES aggregations are present at (some of) the nodes.
C. Leveraging Approximate Linear Models
By plugging (4a) into (4b)-(4c), the power-balance equations can be rewritten as:
where s is a vector collecting the net complex power injections throughout the network. Consider then re-writing the voltages v satisfying the nonlinear power-balance equations (6) as v = v nom + v d , where v nom = |v nom |∠θ nom ∈ C N is a predefined nominal voltage profile and v d captures deviations around v nom . Similar to [20] , consider further setting v nom as v nom = −Y −1ȳ V 0 e jθ 0 , which corresponds to the voltage across the network with zero current injections (however, other linearization points can be utilized). Then, by plugging v nom into (6) and neglecting the second-order terms (in v d ), we obtain the following expression:
After expanding (7), one can readily derive expressions for the real and the imaginary parts of v d separately; however, the resulting expression will couple the components of p and q, thus challenging the design of computationallyaffordable distributed algorithms. To bypass this hurdle, consider rearranging terms to arrive at the following equivalent expression:
Define Y := G + jB, where G ∈ R N×N is the conductance matrix and B ∈ R N×N is the susceptance matrix. Further, let M := diag(|v nom | cos θ nom ) and N := diag(|v nom | sin θ nom ). By expanding (8), the following expressions can be obtained:
where the components of vectors p and q are defined as:
Clearly the expression for p and q are decoupled. For notational simplicity, define the vector :
Based on these definitions, and noticing that |v nom |+Re{v d } serves as a first-order approximation to the voltage magnitudes across the distribution network whenever the entries of v nom dominate v d , a convex surrogate of the OPF problem can be formulated as:
whereP i =Q i = 0 for nodes i ∈ N O and:
The set V is designed to enforce voltage regulation as [19] :
, and (10) can be rewritten in the following compact form:
III. DESIGN OF ONLINE OPF SOLVERS
The objective is to design a distributed control scheme that steers the RES-inverter setpoints {u i ∈ Y i } N i=1 (and, thus, the output powers {y i (t)} N i=1 ) to the solution of the OPF problem (12) . A brief overview of ADMM-based algorithms is outlined next; the ADMM-based control architecture is then discussed in Section III-B.
A. Open-Loop ADMM-Based Distributed Optimization
Consider the following augmented Lagrangian function associated with problem (12):
where λ i ∈ R N is the Lagrangian multiplier associated with the linear constraint (12a), ρ > 0 is a design parameter, and u i = 0 for i ∈ N O . ADMM involves an iterative procedure where the following steps are performed at each iteration k:
One way to reduce the computational complexity associated with the update of the voltage-related vector k is to consider solving the following quadratic approximation:
where L > 0 is a design parameter, and g k−1 denotes the gradient of the augmented Lagrangian function with respect to ; particularly, g k−1 is given by:
It can be verified that the optimal solution of (15) amounts to a projected-gradient step in the following form:
where P V denotes the projection operation onto the convex set V. The steps described above lead to a distributed procedure that is provably convergent to a solution of (12) ; the distributed algorithm is tabulated as Algorithm 1.
However, one drawback of Algorithm 1 is that the setpoints u i can be commanded to the RES inverters only upon convergence. On the other hand, sending the setpoints to the RES D , which may not necessarily coincide with the actual outputs powers of the RES inverters (commanded setpoints and output powers coincide only after a given settling time of the primary controllers of the inverters). To capture non-idealities of existing devices (which may not respond quickly to changes in the setpoints) as well as discrepancies between the input setpoints and the power outputs due to faulty estimations of the maximum available powers from the RESs, the next section will develop a control scheme that dynamically update the setpoints of the devices based on current system outputs and problem parameters. The setting is close in spirit to the feedback-control strategies proposed in [3] , [4] , and [6] . Compared to [4] and [6] , the proposed framework does not resort to barrier-type functions to enforce voltage limits and is applicable to multi-phase settings; the contribution over [3] consists in considering less stringent assumptions on the mismatch between the commanded setpoints and current system outputs, and improved convergence properties.
B. From Open-Loop Optimization to Feedback-Control
Similar to, e.g., [3] , [4] , and [6] , consider updates performed at discrete time instants t ∈ {t k , k ∈ N}. At time t k , let u t k = {u
denote the primal and dual variables, respectively. At time t k−1 , the RES outputs are sampled as [see Fig. 1 ]:
The measured output powers are then utilized to update the voltage-related vector and the dual variables as follows:
Option 2 : , i.e.,
In summary, the controllers perform the steps tabulated as Algorithm 2. The algorithm (19) affords a distributed implementation. With reference to the illustrative diagram in Fig. 1 iii) updates (19c) and (19d) are then performed locally at each individual RES i ∈ N \{0}. These steps are computationally light and, when G i (u i ) is linear or quadratic and Y i is given as in (5), u k i admits a closed-form solution; see [13, Appendix B] .
It is worth reiterating that the key differences compared to the open-loop optimization strategy (14) are: 1) the setpoints are commanded to the RES inverters at each time instant t k (whereas Algorithm 1 produces setpoints only upon convergence of the ADMM); and, ii) measurements of the RES-inverter output-powers are used in the updates. The (continuous-time) reference signals {u i (t)} i∈N D produced by the controller have step changes at instants {t k , k ∈ N} and are left-continuous functions that take the constant values {u
is longer than the settling time of (1), then the RES output powers converge to the intermediate setpoints {u (14) and (19) coincide, and the well-known convergence claims for the ADMM naturally apply to the present setup [14] . However, in case of slow-responding inverters, or, when the updates (19) can be performed faster than the systems' settling times, then one has that the inverter outputs may not coincide with the commanded setpoints; particularly, define the error term η 
C. Convergence Analysis
Algorithm 2 can be interpreted as a variation of the ADMM with inexact primal and dual updates. To the best of our knowledge, convergence of the ADMM in this setting is not available in the prior literature. This paper considers the following two types of updates: 1) Exact minimization in the primal steps using RES output {y t k i } [i.e., option 1]; 2) Gradient steps are performed in the primal steps using RES output {y t k i } [i.e., option 2]. In the remainder of this section, convergence of Option 2 is studied; in fact, Option 1 can be analyzed using similar techniques, but with considerably simpler steps. To simplify the notation, the superscript t k is hereafter dropped.
Define η t k := u t k − y t k , and consider the following assumption.
Assumption 2: The gradient stepsize 1 L > 0 satisfies the following property:
where I 2N is the 2N × 2N identity matrix, and γ denotes the Lipschitz constant of ∇H( ), i.e., ∇H(x)−∇H(y) ≥ γ x− y , for all x, y ∈ dom H. Further, assume that
Assumption 2 asserts that, for given loading and ambient conditions, the discrepancy between the commanded inputs and the output powers should diminish as the system reaches the AC OPF solution. From Assumption 2, it is clear that L has to be greater than or equal to the largest eigenvalue of the Hessian matrix of the augmented Lagrangian function (for a fixed ρ). In fact, from Assumption 2 it follows that:
Since γ is the Lipschitz constant of ∇H( ), it follows that γ I 2N ∇ 2 H( ), and hence:
where the right-hand-side is the ). Henceforth,ŵ t k is referred to as the "errorfree" iterates. Let W * be the optimal set of (12), which is nonempty, closed, and convex.
The ultimate goal of this analysis is to prove the convergence of iterates w t k . For the purpose of readibility, we first state the main result of this paper in the following theorem.
Theorem 1: Suppose that Assumption 1 and 2 hold true. Then the sequence w t k generated by (19b)-(19d) converges to some w ∞ ∈ W * , where w ∞ is a cluster point of the sequence {w t k }.
To prove this result, we start from the optimality condition. Denote the set of optimality conditions of w as
Then it is easy to verify that the following holds:
Lemma 1: There exists a constant τ > 0, such that
To show convergence, the right-hand-side of (22) needs to approach 0 when k → ∞; this result is provided by the following two lemmas.
Lemma 2: Let w * := [u * ; * ; λ * ] be an optimal solution of (OPF-3). Then the following inequality holds Lemma 2 establishes a relationship between the exact and inexact updates in terms of the distance to an optimal solution.
be the inexact and exact iterates, respectively. We have the following limit
The proofs of Theorem 1 and Lemma 2 are presented in the Appendix.
D. Relaxing the Requirements on the RES Outputs
In this section, Assumption 1 is relaxed to consider cases where the error sequence {η t k } is no longer diminishing; this case captures scenarios where 1) the primary controllers have a steady-state regulation error (i.e., y t k = u t k ) and/or 2) irradiance and load conditions are very fast changing.
To facilitate the design of distributed controllers in this setting, key is to consider a modified version of (12) where the subproblem solved to update is unconstrained (this particular problem structure will ensure convergence of the algorithm developed in this section). For notational simplicity, let LB( j) ≤ 0 and UB( j) ≥ 0 be the lower and upper bounds for j , respectively; that is:
From (OPF-3), it follows that + d = u, the following approximation can be utilized to express the voltage-regulation constraints as linear functions of u i :
We refer to the feasible set defined by (25) as V . Using (25) , the approximate OPF problem becomes:
The algorithm (19) can be slightly modified to accommodate (26); particularly, the projection onto V in (19a) should be removed and a projection onto V should be added in (19d). The resultant algorithm can be used to solve (26) . We refer to this algorithm as Algorithm 3. Consider then the following assumption. Assumption 3: Functions H( ) and G(u) are strongly convex, := [ 1 ; · · · ; N ] ∈ R 2N×2N is full rank, and ∇H is Lipschitz continuous.
Based on this assumption, one can leverage the results of [15, Th. 3.4 ] to obtain the following.
Corollary 1: If Assumption 3 holds, the iterates w t k generated by Algorithm 3 to solve the approximated problem (26) and "error-free" iteratesŵ t k satisfy the following inequality:
where δ ∈ (0, 1) is some positive constant. Theorem 2: Suppose that Assumption 3 holds and that there exists a constant such that
Then, the sequence w t k generated by (19) to solve problem (26) satisfies
are both constants and θ = 1−δ r−1+δ > 0, 0 < r < 1 is some constant.
The theorem asserts that, if y t k − u t k ≤ for all k (which reflects the actual operation of some existing inverters), then the algorithm will converge to a ball centered around the optimal solution set of (26).
IV. NUMERICAL EXPERIMENT
Numerical results are provided to corroborate the analytical findings and demonstrate the efficacy of the proposed method. Consider the modified version of the IEEE 37-node test feeder taken from [3] ; see also Fig. 2 . In the OPF problem, the voltage limits are set to V min = 0.95 pu and V max = 1.05pu, whereas V 0 = 1 + j0 pu. With reference to the node numbering utilized in [3] , assume that there are 6 PV systems located at nodes 4, 11, 22, 26, 29 , and 32, and assume that the primary controllers of the PV systems are modeled as a first-order system [24] . The following ratings are assumed: {S i } i∈N D = {100, 240, 100, 200, 240, 160} kVA; Further, θ = π 2 , P min i = 0, and the objective functions are set to: Convergence of the dual-subgradient method as well as the ADMM-based algorithm. For the latter, both Option 1 and Option 2 are tested. A first-order system is used to emulate the behavior of the RES system. As a benchmark, CVX [28] is utilized to obtain the optimal solution of (OPF-3). . For the ADMM-type methods, the following quantities are utilized to measure the optimality of the solutions [27] :
and, for given load and ambient conditions, the algorithm terminates when quantities above are smaller than 5 × 10 −4 ; for the dual-subgradient method, only the first 300 iterations are plotted. Fig. 3 shows that the ADMM-based algorithm (with either Option 1 or Option 2) converges to the optimal objective value. Dual-subgradient methods (e.g., [3] ) are also convergent, but they require a significantly higher number of iterations. Each iterations of the dual-subgradient method and of the ADMMOption 1 take a similar computational time since they both solve the -subproblem exactly. Notice that compared to Option 1, Option 2 requires more iterations to converge; however, each iteration is computationally lighter for Option 2. This sets a natural trade-off between convergence and computational complexity. To further highlight this point, Figure 3 (c) compares a few different scenarios in which multiple gradient steps (19b) are performed in each iteration. Clearly, the higher is the amount of gradient steps performed in each iteration, the fewer is the total iterations are required.
Next, adaptability of the proposed ADMM-based strategy to changing irradiance conditions is tested; particularly, assume the following changes in the available powers {P av i } of the PV systems: Note that the changes are presupposed at iterations 400, 600 and 800. It can be seen from Fig. 4 that the inverter outputs
] quickly converge to the new optimal setpoints within each interval. To assess whether the proposed scheme enforces voltage regulation, consider a setting where the PV capacities {S i } i∈N D and available powers P av are five time higher than the initial setting. In this case, the feeder would incur overvoltage conditions when the PV systems operate at the businessas-usual setpoint (P av , 0). Instead, Fig. 5 demonstrates that the ADMM-based controller maintains the voltage magnitude within the limits.
Finally, the ADMM-based Algorithm 3 is tested in the presence of constant error; particularly, it is assumed that (η k ) 2 = y 
where the parameters a i , b i , c i , and b i are set as in the previous experiments. In Figure 6 it can be seen that the approximation error is negligible and, as established in Theorem 2, the algorithm converges to a neighborhood of the optimal value. In the figure, the trajectory "solving problem (12) " is used for comparison purposes, and it is generated by running (19) to solve the original problem (12) . The performance of ADMM-based algorithms depends on the tuning parameter ρ. For Option 1, we use the adaptive stepsize strategy explained in [27] to improve the convergence. In the Option 2), ρ is chosen empirically and it is set to 10 2 . The theoretical results outlined in the paper are applicable to the case where the non-controllable loads d i are slow timevarying or constant. While extending the theoretical claims to the case of time-varying loads, constraints, and cost functions is the subject of future endeavors, in this section we provide some numerical results to show how the proposed ADMM-based algorithm can cope with time-varying problem parameters. To this end, we consider the simulation setting utilized in [13] , where the the loads d i and the maximum active powers available from the PV inverters are changing on a second basis; see [13] for a complete description of the dataset. Figure 7 (a) reports the evolution of the voltage magnitude over time when CVX [28] is utilized to solve problem (12) ; to obtain reasonable simulation times, (12) was solved with CVX only every 1000 seconds. As for Algorithm 3, three iterations are performed every second. Figure 7(b) illustrates the trajectory of the voltage magnitudes; it can be seen that the ADMM-based method can successfully enforce voltage regulation and tracks the benchmark trajectories.
V. CONCLUSION
A feedback controller for inverter-interfaced RES systems that drives the outputs of RESs to the optimal solution of convex surrogates of the AC OPF problem was developed in the paper. The design of the control strategy was based on a linear approximation of the AC power-flow equations, and the ADMM method. Convergence proprieties of the proposed ADMM-based control method are discussed under a variety of operational settings. Numerical experiments corroborated the analytical findings. Future research endeavors will look at the extension of the theoretical results to time-varying operational conditions. APPENDIX A PROOF OF LEMMA 1
Proof: Define first the following:
and notice that the optimality condition onˆ k andû k imply the following:
Combining the above equalities and using nonexpansive property of the projection operator, it follows that:
Thus, one can conclude that:
where τ > 0 is some constant.
APPENDIX B PROOF OF LEMMA 2
Proof: Based on the following equality
we have that:
We then leverage the convergence results for the standard ADMM, and utilize the optimality condition for * andˆ k as well as the convexity of H(·) and G(·) to bound the crossAccording to Hölder's inequality and the fact that there are errors both in and λ updates, we have and, by applying the same iteration to ŵ k−1 − w * 2H , we 
