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Time-Asynchronous Gaussian Multiple Access
Relay Channel with Correlated Sources
H. Ebrahimzadeh Saffar, M. Badiei Khuzani, and P. Mitran
Abstract
We study the transmission of a set of correlated sources (U1, · · · , UK) over a Gaussian multiple
access relay channel with time asynchronism between the encoders. We assume that the maximum
possible offset dmax(n) between the transmitters grows without bound as the block length n→∞ while
the relative ratio dmax(n)/n of the maximum possible offset to the block length asymptotically vanishes.
For such a joint source-channel coding problem, and under specific gain conditions, we derive necessary
and sufficient conditions for reliable communications and show that separate source and channel coding
achieves optimal performance. In particular, we first derive a general outer bound on the source entropy
content for all channel gains as our main result. Then, using Slepian-Wolf source coding combined with
the channel coding scheme introduced in [2] on top of block Markov coding, we show that the thus
achieved inner bound matches the outer bound. Consequently, as a corollary, we also address the problem
of sending a pair of correlated sources over a two user interference channel in the same context.
Index Terms
Multiple access relay channel, time asynchronism, joint source-channel coding, correlated sources,
interference channel.
I. INTRODUCTION
Time synchronization between nodes of a communication network is a common assumption made
to analyze and design such networks. However, in practice, it is very difficult to exactly synchronize
separate nodes either in time or frequency. As an example, in systems with different transmitters, the
transmitters must use their own locally generated clock. However, the initialization might be different for
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each clock and the frequencies at the local signal generators may not be perfectly matched [3]. Indeed,
achieving time, phase or frequency synchronization in practical communication systems has been a major
engineering issue and still remains an active area of research (see e.g., [4]). Thus, fundamental limits of
communication in the presence of time asynchronism should be explicitly addressed as a tool to better
understand and tackle real-world challenges in the context of multiuser information theory.
The problem of finding the capacity region of multiuser channels with no time synchronization between
the encoders is considered in [2], [3], [5], and [6] from a channel coding perspective only for the
specific case of multiple access channels (MAC). In [7], a frame asynchronous MAC with memory is
considered and it is shown that the capacity region can be drastically reduced in the presence of frame
asynchronism. In [8], an asynchronous MAC is also considered, but with symbol asynchronism. All of
these works constrain themselves to the study of channel coding only and disregard the source-channel
communication of correlated sources over asynchronous channels. In this paper, we are interested in the
problem of joint source-channel coding (JSCC) of a set of correlated sources over time-asynchronous
multiuser channels which can include relaying as well. In particular, we focus on the analysis of JSCC
for a MAC with the presence of a relay, also known as a multiple access relay channel (MARC).
The problem of JSCC for multiuser networks is open in general. However, numerous results have been
published on different aspects of the problem for specific channels and under specific assumptions such as
phase or time asynchronism between the nodes. In [9], a sufficient condition for lossless communication
of correlated sources over a discrete memoryless MAC is given. Although not always optimal, as shown
in [10], the achievable scheme of [9] outperforms separate source-channel coding. In [11], however, the
authors show that under phase fading, separation is optimal for the important case of a Gaussian MAC.
Also, [12], [13] show the optimality of separate source-channel coding for several Gaussian networks with
phase uncertainty among the nodes. Other authors have derived JSCC coding results for the broadcast
channels [14], [15], interference relay channels [16], and other multiuser channels [17]. Furthermore,
for lossy source-channel coding, a separation approach is shown in [18] to be optimal or approximately
optimal for certain classes of sources and networks.
In [1], we have considered a two user time asynchronous Gaussian MAC with a pair of correlated
sources. There, we have derived necessary and sufficient conditions for reliable communication and
consequently derived a separation theorem for the problem. This paper extends the work of [1] to a
more general setup with K nodes and a relay. Also, the recent work [19] considers the point-to-point
state-dependent and cognitive multiple access channels with time asynchronous side information.
In [2], the authors have considered a MAC with no common time base between encoders. There, the
encoders transmit with an unknown offset with respect to each other, and the offset is bounded by a
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maximum value dmax(n) that is a function of coding block length n. Using a time-sharing argument, it is
shown that the capacity region is the same as the capacity of the ordinary MAC as long as dmax(n)/n→ 0.
On the other hand, [3] considers a totally asynchronous MAC in which the coding blocks of different
users can potentially have no overlap at all, and thus potentially have several block lengths of shifts
between themselves (denoted by random variables ∆i). Moreover, the encoders have different clocks that
are referenced with respect to a standard clock, and the offsets between the start of code blocks for the
standard clock and the clock at transmitter i are denoted by random variables Di. For such a scenario,
in [3], it is shown that the capacity region differs from that of the synchronous MAC only by the lack of
the convex hull operation. In [20], Poltyrev also considers a model with arbitrary delays, known to the
receiver (as opposed to [3]). Among other related works is the recent paper [5] that finds a single letter
capacity region for the case of a 3 sender MAC, 2 of which are synchronized with each other and both
asynchronous with respect to the third one.
In this paper, we study the communication of K correlated sources over a K-user Gaussian time-
asynchronous MARC (TA-MARC) where the encoders cannot synchronize the starting times of their
codewords. Rather, they transmit with unknown positive time delays d1, d2, · · · , dK+1 ≥ 0 with respect
to a time reference, where the index K+1 indicates the relay transmitter. The time shifts are also bounded
by dℓ ≤ dmax(n), ℓ = 1, · · · ,K + 1, where n is the codeword block length. Moreover, we assume that
the offsets d1, d2, · · · , dK+1 are unknown to the transmitters as a practical assumption since they are not
controlled by the transmitters. We further assume that the maximum possible offset dmax(n) → ∞ as
n→∞ while dmax(n)/n→ 0.
The rest of this paper is organized as follows. In Section II, we present the problem statement and
preliminaries along with a key lemma that is useful in the derivation of the converse. In Section III, as
our main result, the converse part of the capacity theorem (i.e., a theorem stating coinciding necessary
and sufficient conditions for reliable source-channel communication) is proved. Then, under specific gain
conditions, using separate source and channel coding and the results of [2] combined with block Markov
coding, it is shown in Section IV that the thus achievable region matches the outer bound. Section V
then states a separation theorem under specific gain conditions for the TA-MARC as the combination of
converse and achievability parts along with a corollary that results for the interference channel. Finally,
Section VI concludes the paper.
II. PROBLEM STATEMENT AND A KEY LEMMA
Notation: In what follows, we denote random variables by upper case letters, e.g., X, their realizations
by lower case letters, e.g., x, and their alphabet by calligraphic letters, e.g., X . For integers 0 ≤ a ≤ b,
Y ba denotes the b − a + 1-tuple (Y [a], · · · , Y [b]), and Y b is a shorthand for Y b−10 . Without confusion,
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Fig. 1: Gaussian time asynchronous multiple access relay channel (TA-MARC), with delays d1, · · · , dK+1.
Xnℓ denotes the length-n MARC input codeword (Xℓ[0], · · · ,Xℓ[n−1]) of the ℓth transmitter, and based
on this, we also denote (Xℓ[a], · · · ,Xℓ[b]) by Xbℓ,a. The n-length discrete Fourier transforms (DFT) of
the n-length codeword Xnℓ is denoted by Xˆnℓ = DFT(Xnℓ ). Furthermore, let [1,K] , {1, · · · ,K}, for
∀K ∈ N.
Consider K finite alphabet sources {(U1[i], U2[i], · · · , UK [i])}∞i=0 as correlated random variables drawn
according to a distribution p(u1, u2, · · · , uK). The sources are memoryless, i.e., (U1[i], U2[i], · · · , UK [i])’s
are independent and identically distributed (i.i.d) for i = 1, 2, · · · . The indices 1, · · · ,K, represent the
transmitter nodes and the index K + 1 represents the relay transmitter. All of the sources are to be
transmitted to a destination by the help of a relay through a continuous alphabet, discrete-time memoryless
multiple-access relay channel (MARC) with time asynchronism between different transmitters and the
relay. Specifically, as depicted in Fig. 1, the encoders use different time references and thus we assume
that the encoders start transmitting with offsets of
0 ≤ dℓ ≤ dmax(n), ℓ = 1, · · · ,K + 1, (1)
symbols with respect to a fixed time reference, where dK+1 is the offset for the relay transmitter with
respect to the time reference.
Hence, the probabilistic characterization of the time-asynchronous Gaussian MARC, referred to as a
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Gaussian TA-MARC and denoted by M([1,K+1]) throughout the paper, is described by the relationships
YD[i] =
K+1∑
ℓ=1
gℓDXℓ[i− dℓ] + ZD[i], i = 0, 1, · · · , n + dmax(n)− 1, (2)
as the ith entry of the received vector Y n+dmax(n)
D
at the destination (D), and
YR[i] =
K∑
ℓ=1
gℓRXℓ[i− dℓ] + ZR[i], i = 0, 1, · · · , n+ dmax(n)− 1, (3)
as the ith entry of the received vector Y n+dmax(n)
R
at the relay (R), where
• gℓD, ℓ = 1, · · · ,K + 1, are complex gains from transmission nodes as well as the relay (when
ℓ = K + 1) to the destination, and gℓR, ℓ = 1, · · · ,K, are complex gains from the transmission
nodes to the relay,
• Xℓ[i− dℓ], ℓ = 1, · · · ,K + 1, are the delayed channel inputs such that Xℓ[i− dℓ] = 0 if (i− dℓ)/∈
{0, 1, · · · , n− 1} and Xℓ[i− dℓ] ∈ C otherwise,
• ZD[i], ZR[i] ∼ CN (0, N) are circularly symmetric complex Gaussian noises at the destination and
relay, respectively.
Fig. 1 depicts the delayed codewords of the encoders, and the formation of the received codeword for
the TA-MARC.
We now define a joint source-channel code and the notion of reliable communication for a Gaussian
TA-MARC in the sequel.
Definition 1: A block joint source-channel code of length n for the Gaussian TA-MARC with the
block of correlated source outputs
{(U1[i], U2[i], · · · , UK [i])}n−1i=0
is defined by
1) A set of encoding functions with the bandwidth mismatch factor of unity1, i.e.,
fnℓ : Unℓ → Cn, ℓ = 1, 2, · · · ,K,
that map the source outputs to the codewords, and the relay encoding function
xi+1(K+1) = f
i+1
(K+1)(yR[0], yR[1], · · · , yR[i]), i = 0, 2, · · · , n− 2. (4)
The sets of encoding functions are denoted by the codebook Cn =
{
fn1 , · · · , fnK , {f i+1(K+1)}n−2i=0
}
.
1The assumption of unity mismatch factor is without loss of generality and for simplicity of exposition. Extension to the more
general setting with different mismatch factors can be achieved by a simple modification (cf. Remark 8).
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2) Power constraints Pℓ, ℓ = 1, · · · ,K + 1, on the codeword vectors Xnℓ , i.e.,
E
[
1
n
n−1∑
i=0
|Xℓ[i]|2
]
= E
[
1
n
n−1∑
i=0
|Xˆℓ[i]|2
]
≤ Pℓ, (5)
for ℓ = 1, · · · ,K + 1 where we recall that Xˆnℓ = DFT{Xnℓ }, and E[·] represents the expectation
operator.
3) A decoding function gn(yn+dmax
D
|dK+11 ) : Cn+dmax × [0, dmax]K+1 → Un1 × · · · × UnK .
Definition 2: We say the source {(U1[i], U2[i], · · · , UK [i])}n−1i=0 of i.i.d. discrete random variables with
joint probability mass function p(u1, u2, · · · , uK) can be reliably sent over a Gaussian TA-MARC, if there
exists a sequence of codebooks Cn and decoders gn in n such that the output sequences Un1 , Un2 , · · · , UnK
of the source can be estimated from Y n+dmax(n)
D
with arbitrarily asymptotically small probability of error
uniformly over all choices of delays 0 ≤dℓ≤ dmax(n), ℓ = 1, · · · ,K + 1, i.e.,
sup
0≤d1,··· ,dK+1≤dmax(n)
Pne (d
K+1
1 ) −→ 0, as n→∞, (6)
where
Pne (d
K+1
1 ) , P [g(Y
n+dmax(n)
D
|dK+11 ) 6= (Un1 , Un2 , · · · , UnK)|dK+11 ], (7)
is the error probability for a given set of offsets dK+11 .
We now present a key lemma that plays an important role in the derivation of our results. In order
to state the lemma, we first need to define the notions of a sliced MARC and a sliced cyclic MARC as
follows:
Definition 3: Let S ⊆ [1,K+1] be a subset of transmitter node indices. A Gaussian sliced TA-MARC
M(S) corresponding to the Gaussian TA-MARC M([1,K+1]) defined by (2)-(3), is a MARC in which
only the codewords of the encoders with indices in S contribute to the destination’s received signal, while
the received signal at the relay is the same as that of the original Gaussian TA-MARC M([1,K + 1]).
In particular, for the Gaussian sliced MARC M(S), the received signals at the destination and the
relay at the ith time index, denoted by YD(S)[i] and YR(S)[i] respectively, are given by
YD(S)[i] =
∑
ℓ∈S
gℓDXℓ[i− dℓ] + ZD[i], i = 0, · · · , n+ dmax − 1, (8)
and
YR(S)[i] = YR[i], i = 0, · · · , n+ dmax − 1. (9)
Definition 4: A sliced cyclic MARC M˜(S), corresponding to the sliced TA-MARC M(S) defined
by (8)-(9), is a sliced TA-MARC in which the codewords are cyclicly shifted around the nth time index
to form new received signals at the destination only. Specifically, the corresponding outputs of the sliced
6
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Fig. 2: Codewords of a Gaussian sliced TA-MARC M(S) (top) and the corresponding sliced cyclic
MARC M˜(S) (bottom).
cyclic MARC M˜(S) at the destination and the relay at the ith time index, denoted by Y˜D(S)[i] and
Y˜R(S)[i] respectively, can be written as
Y˜D(S)[i] =
∑
ℓ∈S
gℓDXℓ[(i − dℓ) mod n] + ZD[i], i = 0, · · · , n− 1, (10)
and
Y˜R(S)[i] =
K∑
ℓ=1
gℓRXℓ[i− dℓ] + ZR[i], i = 0, · · · , n− 1,
= YR[i]. (11)
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In particular, as shown in Fig. 2, the tail of the codewords are cyclicly shifted to the beginning of
the block, where the start point of the block is aligned with the first time instant. The destination’s
output Y˜ n
D(S) of the sliced cyclic MARC is the n-tuple that results by adding the shifted versions of the
codewords Xnℓ , ℓ ∈ S . As indicated in Fig. 2, we divide the entire time interval [0, n + dmax − 1] into
three subintervals A,B, and C where
• A is the sub-interval representing the left tail of the received codeword, i.e., [0, dmax − 1],
• B represents the right tail, i.e., [n, n+ dmax − 1],
• C represents a common part between the sliced TA-MARC and sliced cyclic MARC, i.e., [dmax, n−1].
Remark 5: In both sliced TA-MARC and sliced cyclic MARC, the observation Y n+dmax
R
of the relay
remains unchanged. Therefore, the generated channel input at the relay XnK+1 is the same as the original
TA-MARC due to (4) when the same relay encoding functions are used.
The following lemma implies that, for every choice of S ⊆ [1,K + 1], the mutual information rate
between the inputs and the destination’s output in the Gaussian sliced TA-MARC M(S) and the sliced
cyclic MARC M˜(S) are asymptotically the same, i.e., their difference asymptotically vanishes. This fact
will be useful in the analysis of the problem in Section III, where we can replace a sliced TA-MARC
with the corresponding sliced cyclic MARC.
Before stating and proving the key lemma, we define the following notations:
YD(S)[A] , {YD(S)[i] : i ∈ A}, (12)
Y˜D(S)[A] , {Y˜D(S)[i] : i ∈ A}, (13)
XnS , {Xnℓ : ℓ ∈ S}, (14)
~XS [A] , {Xℓ[i− dℓ] : ℓ ∈ S, i ∈ A}, (15)
~˜XS [A] , {Xℓ[i− dℓ mod n] : ℓ ∈ S, i ∈ A}, (16)
where S ⊆ [1,K + 1] is an arbitrary subset of transmitter nodes indices, and recall that Xℓ[i− dℓ] = 0,
for i − dℓ 6∈ {0, 1, · · · , n − 1}. Similarly, we can define YD(S)[B], YD(S)[C], Y˜D(S)[B], · · · , by replacing
A with B or C in the above definitions.
Lemma 6: For a Gaussian sliced TA-MARC M(S), and the corresponding sliced cyclic MARC M˜(S),
1
n
∣∣∣I(XnS ;Y n+dmaxD(S) |dK+11 )− I(XnS ; Y˜ nD(S)|dK+11 )∣∣∣ ≤ ǫn, ∀ dK+11 ∈ [0, dmax(n)]K+1, (17)
for all S ⊆ [1,K + 1], where ǫn does not depend on dK+11 and ǫn → 0, as n→∞.
Proof:
Noting that the mutual information between subsets of two random vectors is a lower bound on
the mutual information between the original random vectors, we first lower bound the original mutual
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information I(XnS ;Y
n+dmax
D(S) |dK+11 ):
I( ~XS [C];YD(S)[C]|dK+11 ) ≤ I(XnS ;Y n+dmaxD(S) |dK+11 ). (18)
Then, by splitting the entropy terms over the intervals A,B, and C as depicted in Fig. 2, we upper bound
the same mutual information term I(XnS ;Y
n+dmax
D(S) |dK+11 ) as follows:
I(XnS ;Y
n+dmax
D(S) |dK+11 ) = h(Y n+dmaxD(S) |dK+11 )− h(Y n+dmaxD(S) |XnS , dK+11 )
≤ h(YD(S)[A]|dK+11 ) + h(YD(S)[B]|dK+11 ) + h(YD(S)[C]|dK+11 )−
n+dmax−1∑
i=0
h(ZD[i])
= I( ~XS [A];YD(S)[A]|dK+11 ) + I( ~XS [B];YD(S)[B]|dK+11 ) + I( ~XS [C];YD(S)[C]|dK+11 ).
(19)
Also, the mutual information term I(XnS ; Y˜ nD(S)|dK+11 ) which is associated to the sliced cyclic MARC
can be similarly lower bounded as
I( ~˜XS [C]; Y˜D(S)[C]|dK+11 ) ≤ I(XnS ; Y˜ nD(S)|dK+11 ), (20)
and upper bounded as
I(XnS ; Y˜D(S)|dK+11 ) = h(Y˜D(S)|dK+11 )− h(Y˜D(S)|XnS , dK+11 )
≤ h(Y˜D(S)[A]|dK+11 ) + h(Y˜D(S)[C]|dK+11 )−
n−1∑
i=0
h(ZD[i])
= I( ~˜XS [A]; Y˜D(S)[A]|dK+11 ) + I( ~˜XS [C]; Y˜D(S)[C]|dK+11 )
= I( ~˜XS [A]; Y˜D(S)[A]|dK+11 ) + I( ~XS [C];YD(S)[C]|dK+11 ), (21)
where in the last step, we used the fact that for any S ⊆ [1,K + 1], Y˜D(S)[C] = YD(S)[C] and ~˜XS [C] =
~XS [C], as there is no cyclic foldover for i ∈ C.
Hence, combining (18)-(19), and (20)-(21), we can now bound the difference between the mutual
information terms as
1
n
∣∣∣I(XnS ;Y n+dmaxD(S) |dK+11 )− I(XnS ; Y˜ nD(S)|dK+11 )∣∣∣
≤ 1
n
I( ~XS [A];YD(S)[A]|dK+11 ) +
1
n
I( ~XS [B];YD(S)[B]|dK+11 ) +
1
n
I( ~˜XS [A]; Y˜D(S)[A]|dK+11 ). (22)
But all of the terms in the right hand side of (22) can also be bounded as follows. Consider the first
term:
1
n
I( ~XS [A];YD(S)[A]|dK+11 ) =
1
n
[
h(YD(S)[A]|dK+11 )− h(ZD[A])
]
≤ 1
n
∑
i∈A
[
h(YD(S)[i]|dK+11 )− h(ZD[i])
]
9
=
1
n
∑
i∈A
[
h
(∑
ℓ∈S
gℓDXℓ[i− dℓ] + ZD[i]
)
− h(ZD[i])
]
(a)
≤ 1
n
∑
i∈A
log
(
1 +
E
∣∣∑
ℓ∈S gℓDXℓ[i− dℓ]
∣∣2
N
)
(b)
≤ 1
n
∑
i∈A
log
(
1 +
∑
ℓ∈S |gℓD|2 ·
∑
ℓ∈S E|Xℓ[i− dℓ]|2
N
)
(c)
≤ |A|
n
log
(
1 +
∑
i∈A
[∑
ℓ∈S |gℓD|2 ·
∑
ℓ∈S E|Xℓ[i− dℓ]|2
]
|A|N
)
(d)
=
dmax
n
log
(
1 +
∑
ℓ∈S |gℓD|2 ·
∑
ℓ∈S E
[∑
i∈A |Xℓ[i− dℓ]|2
]
dmaxN
)
≤ dmax
n
log
(
1 +
∑
ℓ∈S |gℓD|2 ·
∑
ℓ∈S E
∑n−1
i=0 |Xℓi|2
dmaxN
)
(e)
≤ dmax
n
log
(
1 +
n
dmax
∑
ℓ∈S |gℓD|2 ·
∑
ℓ∈S Pℓ
N
)
, γ
(
dmax
n
)
, (23)
where (a) follows by the fact that Gaussian distribution maximizes the differential entropy [21, Thm.
8.4.1], (b) follows from the Cauchy-Schwartz inequality:∣∣∣∣∣∑
ℓ∈S
gℓDXℓ[i− dℓ]
∣∣∣∣∣
2
≤
(∑
ℓ∈S
|gℓD|2
)(∑
ℓ∈S
|Xℓ[i− dℓ]|2
)
, (24)
(c) follows from concavity of the log function, (d) follows from the fact that |A| = dmax, and (e) follows
from the power constraint in (5).
Similarly, for the second term in the right hand side of (22), it can be shown that
1
n
I( ~XS [B];YD(S)[B]|dK+11 ) ≤ γ
(
dmax
n
)
. (25)
Following similar steps that resulted in (23), we now upper bound the third term in the right hand side
of (22) as follows
1
n
I( ~˜XS [A]; Y˜D(S)[A]|dK+11 ) =
1
n
[
h(Y˜D(S)[A]|dK+11 )− h(ZD[A])
]
≤ 1
n
∑
i∈A
[
h(Y˜D[i]|dK+11 )− h(ZD[i])
]
=
1
n
∑
i∈A
[
h
(∑
ℓ∈S
gℓDXℓ[(i− dℓ) mod n] + ZD[i]
∣∣∣dK+11
)
− h(ZD[i])
]
≤ 1
n
∑
i∈A
log
(
1 +
E
∣∣∑
ℓ∈S gℓDXℓ[(i− dℓ) mod n]
∣∣2
N
)
10
≤ dmax
n
log
(
1 +
n
dmax
∑
ℓ∈S |gℓD|2 ·
∑
ℓ∈S Pℓ
N
)
= γ
(
dmax
n
)
. (26)
Based on (23), (25), and (26), the absolute difference between the mutual informations in (17) is
upper bounded by 3γ(dmax/n). One can see that 3γ (dmax(n)/n) → 0 as n →∞, since for any a > 0,
zn log(1 + a/zn) → 0 as zn → 0, and the lemma is proved by taking zn = dmax(n)/n and a =∑
ℓ∈S |gℓD|2
∑
ℓ∈S Pℓ/N .
III. CONVERSE
Lemma 7: Consider a Gaussian TA-MARC with power constraints P1, P2, · · · , PK on the transmit-
ters, and the power constraint PK+1 on the relay, and the set of encoders’ offsets dK+11 . Moreover,
assume that the set of offsets dK+11 are known to the receiver, dmax(n) → ∞, and dmax(n)/n → 0 as
n → ∞. Then, a necessary condition for reliably communicating a source tuple (Un1 , Un2 , · · · , UnK) ∼∏n−1
i=0 p(u1[i], u2[i], · · · , uK [i]), over such a Gaussian TA-MARC, in the sense of Definition 2, is given
by
H(US |USc) ≤ log
(
1 +
∑
ℓ∈S |gℓD|2Pℓ
N
)
, ∀S ⊆ [1,K + 1] (27)
where S includes the relay, i.e., {K+1} ∈ S , where by definition UK+1 , ∅, and Sc , [1,K +1]/{S}.
Remark 8: The result of (27) can be readily extended to the case of mapping blocks of source outputs
of the length mn to channel inputs of the length n. In particular, for the bandwidth mismatch factor
κ , limn→∞
n
mn
, the converse result in (27), to be proved as an achievability result in Section IV as
well, can be generalized to
H(US |USc) ≤ κ log
(
1 +
∑
ℓ∈S |gℓD|2Pℓ
N
)
, ∀S ⊆ [1,K + 1]. (28)
Since considering a general mismatch factor κ > 0 obscures the proof, in the following, without essential
loss of generality, we present the proof for the case of κ = 1.
Proof:
First, fix a TA-MARC with given offset vector dK+11 , a codebook Cn, and induced empirical distribution
p(un1 , · · · , unK , xn1 , · · · , xnK+1, yn+dmaxR , yn+dmaxD |dK+11 ).
Since for this fixed choice of the offset vector dK+11 , Pne (d
K+1
1 )→ 0, from Fano’s inequality, we have
1
n
H(Un1 , U
n
2 , · · · , UnK |Y n+dmaxD , dK+11 ) ≤
1
n
Pne (d
K+1
1 ) log ‖Un1 × Un2 × · · · × UnK‖+
1
n
, δn, (29)
and δn → 0, where convergence is uniform in dK+11 by (6).
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Now, we can upper bound H(US |USc) as follows:
H(US |USc) = 1
n
H(UnS |UnSc , dK+11 )
(a)
=
1
n
H(UnS |UnSc ,XnSc , dK+11 )
=
1
n
I(UnS ;Y
n+dmax
D
|UnSc ,XnSc , dK+11 ) +
1
n
H(UnS |Y n+dmaxD , UnSc ,XnSc , dK+11 )
(b)
≤ 1
n
I(XnS ;Y
n+dmax
D
|UnSc ,XnSc , dK+11 ) + δn
(c)
=
1
n
h(Y n+dmax
D
|UnSc ,XnSc , dK+11 )−
1
n
h(Y n+dmax
D
|UnSc ,Xn[1,K+1], dK+11 ) + δn
(d)
≤ 1
n
h(Y n+dmax
D
|XnSc , dK+11 )−
1
n
h(Y n+dmax
D
|UnSc ,Xn[1,K+1], dK+11 ) + δn
=
1
n
h(
{K+1∑
ℓ=1
gℓDXℓ[i− dℓ] + ZD[i]
}n+dmax−1
i=0
|XnSc , dK+11 )−
1
n
h(Zn+dmax
D
) + δn
=
1
n
h(
{∑
ℓ∈S
gℓDXℓ[i− dℓ] + ZD[i]
}n+dmax−1
i=0
|XnSc , dK+11 )−
1
n
h(Zn+dmax
D
) + δn
≤ 1
n
h(Y n+dmax
D(S) |dK+11 )−
1
n
h(Zn+dmax
D
) + δn
=
1
n
I(XnS ;Y
n+dmax
D(S) |dK+11 ) + δn (30)
where in (a) we used the fact that XnSc is a function of only UnSc , in (b) we used the data processing
inequality and (29), in (c) we used Xn[1,K+1] based on the definition in (14), and lastly in (d) we made
use of the fact that conditioning does not increase the entropy.
But (30) represents the mutual information at the destination’s output of the Gaussian sliced TA-MARC
M(S) corresponding to the original Gaussian TA-MARC. Thus, using Lemma 6, we can now further
upper bound the mutual information term in (30) by the corresponding mutual information term in the
corresponding sliced cyclic MARC and derive
H(US |USc) ≤ 1
n
I(XnS ; Y˜
n
D(S)|dK+11 ) + ǫn + δn. (31)
Now, let Dℓ, ℓ = 1, · · · ,K + 1, be a sequence of independent random variables that are each uni-
formly distributed on the set {0, 1, · · · , dmax(n)} and also independent of {Unℓ }K+1ℓ=1 , {ZD[i]}n−1i=0 , and
{ZR[i]}n−1i=0 . Since (31) is true for every choice of dK+11 ∈ {0, 1, · · · , dmax(n)}K+1, H(US |USc) can also
be upper bounded by the average over dK+11 of I(XnS ; Y˜ nD(S)|dK+11 ). Hence,
H(US |USc) ≤ I(XnS ; Y˜ nD(S)|DK+11 ) + ǫn + δn
(a)
= I(XnS ;
ˆ˜Y n
D(S)|DK+11 ) + ǫn + δn, (32)
where ˆ˜Y n
D(S) = DFT(Y˜
n
D(S)), and (a) follows from the fact that the DFT is a bijection.
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Expanding I(XnS ;
ˆ˜Y n
D(S)|DK+11 ) in the right hand side of (32),
H(US |USc) ≤ 1
n
[h( ˆ˜Y n
D(S)|DK+11 )− h( ˆ˜Y nD(S)|XnS ,DK+11 )] + ǫn + δn
≤ 1
n
[h( ˆ˜Y n
D(S))− h(ZˆnD)] + ǫn + δn,
where Zˆn
D
= DFT(Zn
D
) has i.i.d. entries with ZˆD[i] ∼ CN (0, N). Recall Xˆnℓ = DFT(Xnℓ ). Then,
h( ˆ˜Y n
D(S)) = h
(∑
ℓ∈S
e−jθ(Dℓ) ⊙ gℓDXˆnℓ + ZˆnD
)
≤
n−1∑
i=0
h
(∑
ℓ∈S
e
−j2πiDℓ
n gℓDXˆℓ[i] + ZˆD[i]
)
,
where e−jθ(D) , (e
−j2πiD
n )n−1i=0 is an n-length vector, and ⊙ denotes element-wise vector multiplication.
Thus,
H(US |USc) ≤ 1
n
n−1∑
i=0
[
h
(∑
ℓ∈S
e
−j2πiDℓ
n gℓDXˆℓ[i] + ZˆD[i]
)
− h(ZˆD[i])
]
+ ǫn + δn
≤ 1
n
n−1∑
i=0
log
1 + E
∣∣∣∑ℓ∈S e−j2πiDℓn gℓDXˆℓ[i]∣∣∣2
N
+ ǫn + δn. (33)
We now divide the sum in (33) into three terms for 0 ≤ i ≤ α(n)− 1, α(n) ≤ i ≤ n− α(n)− 1, and
n− α(n) ≤ i ≤ n− 1, where α(n) : N→ N is a function such that
α(n)
n
→ 0, α(n)dmax(n)
n
→∞. (34)
An example of such an α(n) is the function α(n) = ⌈ n
dmax(n)
log dmax(n)⌉. Consequently, we first upper
bound the tail terms and afterwards the main term in the sequel.
For the terms in 0 ≤ i ≤ α(n)− 1, we have
1
n
α(n)−1∑
i=0
log
1 + E
∣∣∣∑ℓ∈S e−j2πiDℓn gℓDXˆℓ[i]∣∣∣2
N
 (a)≤ 1
n
α(n)−1∑
i=0
log
(
1 +
∑
ℓ∈S |gℓD|2 ·
∑
ℓ∈S E|Xˆℓ[i]|2
N
)
(b)
≤ α(n)
n
log
1 + ∑α(n)−1i=0
[∑
ℓ∈S |gℓD|2 ·
∑
ℓ∈S E|Xˆℓ[i]|2
]
α(n)N

(c)
≤ α(n)
n
log
(
1 +
n
α(n)
∑
ℓ∈S |gℓD|2 ·
∑
ℓ∈S Pℓ
N
)
, λn, (35)
where (a) follows by the Cauchy-Schwartz inequality (cf. (24)), (b) follows by the concavity of the log
function and (c) follows by the power constraints (5). Also, for n− α(n) ≤ i ≤ n− 1, a similar upper
bound can be derived by the symmetry of the problem as follows
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1n
n−1∑
i=n−α(n)
log
1 + E
∣∣∣∑ℓ∈S e−j2πiDℓn gℓDXˆℓ[i]∣∣∣2
N
 ≤ λn. (36)
To bound the third component of (33) for α(n) ≤ i ≤ n− α(n)− 1, we first obtain that
E
∣∣∣∣∣∑
ℓ∈S
e
−j2πiDℓ
n gℓDXˆℓ[i]
∣∣∣∣∣
2
=
∑
ℓ∈S
|gℓD|2E|Xˆℓ[i]|2 +
∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
2ℜE
{
e
−j2πi(Dℓ−Dℓ
′ )
n gℓDg
∗
ℓ′DXˆℓ[i]Xˆ
∗
ℓ
′ [i]
}
,
(37)
where ℜ(z) is the real part of z ∈ C. Now, the following two cases can occur
i) ℓ < ℓ′ < K + 1: In this case, both Xˆℓ[i] and Xˆ∗ℓ′ [i] are independent of Dℓ and Dℓ′ .
ii) ℓ < ℓ′ = K + 1: In this case, Xˆℓ[i] and Xˆ∗ℓ′ [i] are independent of Dℓ′ . However, Xˆ∗ℓ′ [i], that
corresponds to the channel input of the relay, is a function of {YR[0], YR[1], · · · , YR[i − 1]} and is thus
correlated with delays of all source node transmitters, i.e., Dℓ, ℓ = 1, 2, · · · ,K, due to (3).
In either scenario, we can proceed from (37) by separating e
j2πiD
ℓ′
n from the remaining terms inside
the expectation. Specifically,
E
∣∣∣∣∣∑
ℓ∈S
e
−j2πiDℓ
n gℓDXˆℓ[i]
∣∣∣∣∣
2
=
∑
ℓ∈S
|gℓD|2E|Xˆℓ[i]|2 +
∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
2ℜ
(
E
{
e
j2πiD
ℓ′
n
}
E
{
e
−j2πiDℓ
n gℓDg
∗
ℓ′DXˆℓ[i]Xˆ
∗
ℓ
′ [i]
})
≤
∑
ℓ∈S
|gℓD|2E|Xˆℓ[i]|2 +
∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
2
∣∣∣E{e j2πiDℓ′n }E{e−j2πiDℓn gℓDg∗ℓ′DXˆℓ[i]Xˆ∗ℓ′ [i]}∣∣∣
=
∑
ℓ∈S
|gℓD|2E|Xˆℓ[i]|2 +
∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
2|gℓD||gℓ′D|
∣∣∣∣∣E{e j2πiDℓ′n }
∣∣∣∣∣
∣∣∣∣∣E{e−j2πiDℓn Xˆℓ[i]Xˆ∗ℓ′ [i]}
∣∣∣∣∣
(a)
≤
∑
ℓ∈S
|gℓD|2E|Xˆℓ[i]|2 + 1
dmax(n)| sin(πin )|
∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
|gℓD||gℓ′D|
(
E|Xˆℓ[i]|2 + E|Xˆℓ′ [i]|2
)
(b)
≤
∑
ℓ∈S
|gℓD|2E|Xˆℓ[i]|2 + 1
dmax(n)| sin(πα(n)n )|
∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
|gℓD||gℓ′D|
(
E|Xˆℓ[i]|2 + E|Xˆℓ′ [i]|2
)
,
(38)
where the derivation of (a) is presented in Appendix A, and (b) follows from the inequality
sin(
πα(n)
n
) ≤ sin(πi
n
), for all i ∈ [α(n), n − α(n)− 1]. (39)
By summing (38) over α(n) ≤ i ≤ n− α(n)− 1, we further obtain
n−α(n)−1∑
i=α(n)
E
∣∣∣∣∣∑
ℓ∈S
e
−j2πiDℓ
n gℓDXˆℓ[i]
∣∣∣∣∣
2
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≤
n−α(n)−1∑
i=α(n)
∑
ℓ∈S
|gℓD|2E|Xˆℓ[i]|2 + 1
dmax(n)| sin(πα(n)n )|
n−α(n)−1∑
i=α(n)
∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
|gℓD||gℓ′D|
(
E|Xˆℓ[i]|2 + E|Xˆℓ′ [i]|2
)
(a)
≤
∑
ℓ∈S
|gℓD|2nPℓ + 1
dmax(n)| sin(πα(n)n )|
∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
|gℓD||gℓ′D|(nPℓ + nPℓ′)
= n
[∑
ℓ∈S
|gℓD|2Pℓ + ζ(S)
dmax(n)| sin(πα(n)n )|
]
, (40)
where (a) is due to the power constraint in (5), and
ζ(S) ,
∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
|gℓD||gℓ′D|(Pℓ + Pℓ′). (41)
Based on the result in (40), we upper bound the third component of (33) as below
1
n
n−α(n)−1∑
i=α(n)
log
1 + E
∣∣∣∑ℓ∈S e−j2πiDℓn gℓDXˆℓ[i]∣∣∣2
N

(a)
≤ n− 2α(n)
n
log
1 +
∑n−α(n)−1
i=α(n)
[
E
∣∣∣∑ℓ∈S e−j2πiDℓn gℓDXˆℓ[i]∣∣∣2]
N(n− 2α(n))

(b)
≤ n− 2α(n)
n
log
1 + n
n− 2α(n)
∑
ℓ∈S |gℓD|2Pℓ + ζ(S)dmax(n)| sin(πα(n)n )|
N
 , (42)
where (a) follows by the concavity of the log function, and (b) follows from (40).
Now, by combining (33), (35), (36), and (42) we derive
H(US |USc) ≤ n− 2α(n)
n
log
1 + n
n− 2α(n)
∑
ℓ∈S |gℓD|2Pℓ + ζ(S)dmax(n)| sin(πα(n)n )|
N
+ 2λn + ǫn + δn.
(43)
To obtain the asymptotic bound, we recall that due to the choice of α(n) in (34),
n− 2α(n)
n
→ 1,
sin
(
πα(n)
n
)
/
πα(n)
n
→ 1,
1
dmax(n)| sin(πα(n)n )|
→ n
πdmax(n)α(n)
→ 0,
as n → ∞. Therefore, it can be easily verified from (43) that since ζ(S) < ∞, and λn, δn, ǫn → 0 as
n→∞,
H(US |USc) ≤ log
(
1 +
∑
ℓ∈S |gℓD|2Pℓ
N
)
, (44)
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Encoder Block 1 Block 2 · · · Block B Block B + 1
1 xn1 (1,W11) x
n
1 (W11,W12) · · · x
n
1 (W1(B−1),W1B) x
n
1 (W1B, 1)
.
.
.
.
.
.
.
.
. · · ·
.
.
.
.
.
.
K xnK(1,WK1) x
n
K(WK1,WK2) · · · x
n
K(WK(B−1),WKB) x
n
K(WKB, 1)
K + 1 xnK+1(1, · · · , 1) x
n
K+1(W11, · · · ,WK1) · · · x
n
K+1(W1(B−1), · · · ,WK(B−1)) x
n
K+1(W1B, · · · ,WKB)
TABLE I: Block Markov encoding scheme for the Gaussian TA-MARC.
where we recall that the subset S ⊆ [1,K + 1] includes the relay, i.e., {K + 1} ∈ S .
IV. ACHIEVABILITY
We now focus on demonstrating the sufficiency of the condition that was proved to be a necessary
condition for reliable communication in Lemma 7 and thus conclude that the region described by (27) is
indeed the JSCC capacity region. To establish the achievability argument, we follow a tandem (separate)
source-channel coding scheme. Thus, the communication process will be divided into two parts: source
coding and channel coding. In the sequel, we simply state the results for each of both source and channel
coding, and finally by combining them prove the achievability lemma.
Source Coding: From Slepian-Wolf coding [22], for the correlated source (Un1 , Un2 , · · · , UnK), if we
have K n-length sequences of source codes with rates (R1, R2, · · · , RK), for asymptotically lossless
representation of the source, we should have
H(US |USc) < RS , ∀S ⊆ [1,K + 1] : {K + 1} ∈ S, (45)
where by definition RS ,
∑
ℓ∈S Rℓ, RK+1 , 0, and UK+1 , ∅.
Channel Coding: Next, for fixed source codes with rates (R1, R2, · · · , RK), we make channel codes
for the TA-MARC separately such that the channel codes can be reliably decoded at the receiver side.
In particular, we use the block Markov coding scheme used in [23] on top of the coding strategy used in
[2], in order to make reliable channel codes. Indeed, we directly apply the decoding technique of [2] to
a series of block Markov codes which results in an achievable rate region equivalent to the intersection
of two MACs with encoders of the transmitters with indices 1, · · · ,K, and all transmitters, and decoders
of the relay and destination respectively. In the sequel, we briefly give some details of the block Markov
coding scheme and the coding strategy for the delayed codewords.
• Block Markov coding: Table I shows the block Markov coding configuration used to transmit the
codewords of the encoders of the Gaussian TA-MARC. First fix a distribution p(x1) · · · p(xK+1) and
construct random codewords xn1 , · · · , xnK+1 based on the corresponding distributions. The message
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Wi of each encoder is divided to B blocks Wi1,Wi2, · · · ,WiB of 2nRi bits each, i = 1, · · · ,K. The
codewords are transmitted in B + 1 blocks based on the block Markov encoding scheme depicted
in Table I. After each block, the relay makes a MAC decoding and uses the decoded messages
W1(i−1), · · · ,WK(i−1) to send the codewords in the next block. Also, the decoding at the destination
is performed at the end of the last block and in a backward block-by-block manner, also known as
backward decoding [23]. We let B →∞ to approach the original rates R1, · · · , RK .
• Coding strategy of [2]: The encoders transmit their codewords as shown in Table I and in B
blocks, albeit with delays d1, · · · , dK+1. Note that if the MARC was synchronous, one would
obtain the achievable rate region resulting from the intersection of two MACs. However, using a
simply generalized version of the coding strategy used in [2], it can be seen that the same region is
achievable for the time asynchronous case. In particular, at the end of the ith block, the relay decoder
inspects the received vector Y n+dmax(n)
R
for the presence of codewords xn1 (W1i), · · · , xnK(WKi),
embedded in it with arbitrarily shifts. Likewise, at the end of the last block, the destination decoder
inspects the received vector Y n+dmax(n)
D
to first decode W1B , · · · ,WKB and consequently decode the
previous messages in a backward manner. In all of these decoding cases, like [2], we look for the
codewords under all possible shifts up to the maximum delay dmax such that the shifted codewords
and the (n+dmax)-length received vector are jointly typical. Therefore, the decoders at the relay and
destination need to look for dmax(n)K , and dmax(n)K+1 combination of codewords respectively and
find the one that is jointly typical with Y n+dmax(n)
R
or Y
n+dmax(n)
D
. Following similar error analysis as
in [2], now for a K user system with K delays, and due to the assumption that dmax(n)/n→ 0, it
can be seen that the standard synchronous K user MAC capacity constraints are derived in order to
achieve asymptotically vanishing probability of error.
Hence, for reliable communication of the source indices over the Gaussian TA-MARC, the following
sets of inequalities that represents MAC decoding at the relay and destination should then be satisfied:
RS < I(XS ;YR|XSc), ∀S ⊆ [1,K], (46)
and
RS < I(XS ;YD|XSc), ∀S ⊆ [1,K + 1] : {K + 1} ∈ S, (47)
for an input distribution p(x1) · · · p(xK+1).
By choosing Gaussian input distributions, the constraints in (46)-(47) will be reduced to logarithmic
rate functions. It is then straight forward to see that under the gain conditions∑
ℓ∈S
|gℓR|2Pℓ ≥ |g(K+1)D|2PK+1 +
∑
ℓ∈S
|gℓD|2Pℓ, ∀S ⊆ [1,K], (48)
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Fig. 3: Gaussian Time-Asynchronous Interference Channel (TA-IC) with Strong Interference Gains.
the destination decoding constraints (47) will dominate (46), and we can thus derive the following
conditions on R1, · · · , RK , as sufficient conditions for reliable communication of source coded indices
over a Gaussian TA-MARC:∑
ℓ∈S
Rℓ < log
(
1 +
∑
ℓ∈S |gℓD|2Pℓ
N
)
, ∀S ⊆ [1,K + 1] : {K + 1} ∈ S. (49)
Lemma 9: A sufficient condition for reliable communication of the source (Un1 , · · · , UnK) over the
TA-MARC defined by (2)-(3), and under gain conditions of (48), is given by (27), with ≤ replaced by
<.
Proof:
From (27), it can be seen that there exist choices of R1, · · · , R2 such that the Slepian-Wolf conditions
(45) and the channel coding conditions (49) are simultaneously satisfied. Since error probabilities of both
the source coding part and channel coding part vanish asymptotically, then the error probability of the
combined tandem scheme also vanishes asymptotically and the proof of the lemma is complete.
V. SEPARATION THEOREMS
Based on the converse and achievabaility results presented in Sections III and IV, we can now combine
the results and state the following separation theorem for a Gaussian TA-MARC
Theorem 10: Reliable Communication over a Gaussian TA-MARC: Consider a Gaussian TA-MARC
with the gain conditions (48). Then, necessary conditions for reliably sending a source (Un1 , · · · , UnK) ∼∏
ip(u1i, · · · , uKi), over such a TA-MARC are given by (27). Furthermore, (27), with ≤ replaced by <,
also gives a sufficient condition for reliable communications over such a TA-MARC and can be achieved
by separate source-channel coding.
Theorem 10 can be easily specialized to a MAC if we impose PK+1 = 0 and eliminate the role of
the relay. Thus, the result of [1] for a 2-user TA-MAC is a direct consequence of Theorem 10. As a
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result, we can also state the following corollary for a Gaussian time asynchronous interference channel
(TA-IC) with strong interference conditions depicted in Fig. 3. The result of the corollary is based on
the fact that in the strong interference regime, the Gaussian interference channel can be reduced to the
intersection of two Gaussian MACs with no loss. Namely, if each receiver can correctly decode its
own channel input sequence, in the strong interference regime, it can also correctly decode the other
channel input sequence (see [24] for details). In the context of JSCC, we note that by using the strong
interference conditions and the one-to-one mappings between source and channel sequences, one can
argue that both of the receivers can recover both source sequences Un1 , Un2 provided there are encoders
and decoders such that each receiver can reliably decode its own source sequence. Specifically, in the
converse part, the first receiver can decode Un1 by assumption and this in turn enables it to reconstruct
the channel input Xn1 from Un1 . Then, similar to [24], from Xn1 and Y n1 , the first receiver constructs
Y˜ n2 = g12X
n
1 +
g22
g21
(Y n1 − g11Xn1 ) = g12Xn1 + g22Xn2 + Z˜n2 , where the noise power of each Z˜2[i] is less
than that of Z2[i]. Receiver 1 can then reconstruct Un2 from Y˜ n2 using receiver 2’s decoder. Similarly,
receiver 2 can also recover Un1 . Therefore, under the strong interference regime, necessary (resp. sufficient)
conditions for JSCC are described by the intersection of the necessary (resp. sufficient) conditions of two
MACs.
Corollary 11: Necessary conditions for reliably sending arbitrarily correlated sources (U1, U2) over a
TA-IC with strong interference conditions |g11| ≤ |g12|, |g22| ≤ |g21| are given by
H(U1|U2) ≤ log(1 + |g11|2P1/N), (50)
H(U2|U1) ≤ log(1 + |g22|2P2/N), (51)
H(U1, U2) ≤ log(1 + (|g11|2P1 + |g21|2P2)/N), (52)
H(U1, U2) ≤ log(1 + (|g12|2P1 + |g22|2P2)/N), (53)
where gij , i, j ∈ {1, 2} represents the complex gain from node i to the receiver j in a two user interference
channel. The same conditions (50)-(52) with ≤ replaced by < describe sufficient conditions for reliable
communication.
VI. CONCLUSION
The problem of sending arbitrarily correlated sources over a time asynchronous multiple-access relay
channel with maximum offset between encoders dmax(n)→∞, as n→∞, is considered. Necessary and
sufficient conditions for reliable communication are presented under the assumption of dmax(n)/n→ 0.
Namely, a general outer bound on the capacity region is first derived and then is shown to match the
separate source-channel coding achievable region under specific gain conditions. Therefore, under the
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gain conditions, separation is shown to be optimal and as a result, joint source-channel coding is not
necessary under time asynchronism with these gain conditions.
APPENDIX A
Since Dℓ′ has a uniform distribution over {0, 1, · · · , dmax} we have∣∣∣E{e j2πiDℓ′n }∣∣∣ = ∣∣∣∣∣
dmax∑
d=0
1
dmax + 1
e
j2πid
n
∣∣∣∣∣ (54)
=
∣∣∣∣∣ 1dmax + 1 e
j2πi(dmax+1)
n − 1
e
j2πi
n − 1
∣∣∣∣∣ (55)
=
∣∣∣∣∣ 1dmax + 1 sin(
πi(dmax+1)
n
)
sin(πi
n
)
∣∣∣∣∣ (56)
≤ 1
dmax| sin(πin )|
. (57)
Thus, we obtain the following inequality∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
2|gℓD||gℓ′D|
∣∣∣∣∣E{e j2πiDℓ′n }
∣∣∣∣∣
∣∣∣∣∣E{e−j2πiDℓn Xˆℓ[i]Xˆ∗ℓ′ [i]}
∣∣∣∣∣
≤ 1
dmax| sin(πin )|
∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
2|gℓD||gℓ′D|E
{∣∣∣∣∣e−j2πiDℓn Xˆℓ[i]Xˆ∗ℓ′ [i]
∣∣∣∣∣
}
(58)
=
1
dmax| sin(πin )|
∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
2|gℓD||gℓ′D|E
{∣∣Xˆℓ[i]∣∣∣∣Xˆ∗ℓ′ [i]∣∣} (59)
(a)
≤ 1
dmax| sin(πin )|
∑
(ℓ,ℓ
′
)∈S2
ℓ<ℓ
′
|gℓD||gℓ′D|(E|Xˆℓ[i]|2 + E|Xˆℓ′ [i]|2), (60)
where (a) follows by the geometric inequality 2
√
ab ≤ a+ b with a = |Xˆℓ[i]|2 and b = |Xˆℓ′ [i]|2 =
|Xˆ∗ℓ′ [i]|2.
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