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Abstrat
We study the asymptoti behavior of a Markov hain on Z2 that orresponds to the
two-dimensional marginals of a reinforement proess on ZN. Three distint asymp-
toti regimes are identied, depending on the saling of the reinforement parameter
∆ with respet to the number of steps performed by the hain.
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1 Introdution
We study the Markov hain (S∆(n))n≥0 =
(
S
(1)
∆ (n), S
(2)
∆ (n)
)
n≥0
on Z2 dened by the
initial ondition
(
S
(1)
∆ (0), S
(2)
∆ (0)
)
= (0, 0) and the following transition kernel K∆[·, ·]
on Z2: 

K∆ [(x, y), (x± 1, y ± 1)] = 1/4 for x 6= y,
K∆ [(x, x), (x + 1, x+ 1)] = K∆ [(x, x), (x − 1, x− 1)] = u4 ,
K∆ [(x, x), (x + 1, x− 1)] = K∆ [(x, x), (x + 1, x− 1)] = 2−u4 ,
,
where
u =
2 + 2∆
2 +∆
,
and where ∆ is a xed non-negative parameter.
The Markov hain (S∆(n))n≥0 denes a stiky random walk on Z
2
, in the sense
that, when S
(1)
∆ (n) = S
(2)
∆ (n), the two trajetories are more likely to stik together for
the next step than to go apart from eah other. Clearly from the denition above, the
larger ∆, the stronger the stikiness of the walk. In fat, (S∆(n))n≥0 appears as the
two-dimensional marginals of a more omplex stiky Markov hain on ZN, as desribed
in [1℄. A similar model, where Z is replaed by (disretized versions of) the irle R/Z
has been introdued in [3℄. From [1℄, the behavior of S∆(n) for large n and xed
∆ is degenerate, in the sense that n−1/2S∆(n) onverges in distribution to a ouple
of independent standard normal random variables, as would a ouple of independent
(normalized by n−1/2) random walks on Z do. The stikiness of the walk appears only
in the orretions to this rst-order behavior. In [3℄, the R/Z-version of the model is
studied under regimes where n and ∆ go to innity simultaneously, with ∆ ∼ αn1/2,
1
and the walk is shown to onverge in distribution, after appropriate resaling, to a
non-trivial limiting proess, formerly introdued in [4℄, and known as the stiky ow
on the irle. In the present paper, a similar saling for the two-dimensional marginals
of the model on Z is investigated. In our opinion, the main interest of the present work
is the expliit formula obtained for the Fourier transform of the limiting distribution
of the walk, sine, to our knowledge, it is not possible to derive diretly suh expliit
results from the onstrution of the stiky ow given in [3℄.
Here is our main result.
Theorem 1 Assume that the sequene (∆n)n≥0 goes to innity as n goes to innity.
The following holds:
• if ∆n = o(n1/2), then
n−1/2S∆n(n)
d−→ N (0, 1)⊗N (0, 1),
• if ∆n ∼ αn1/2, then
n−1/2S∆n(n)
d−→ Sα,2(1),
where Sα,2(1) is the probability distribution on R2 whose Fourier transform
φα,2(1)(s, t) =
∫
R2
eisx1+itx2dSα,2(1)(x1, x2)
is given by the following formula
φα,2(1)(s, t) = exp
(
−s
2 + t2
2
)[
1− ts
∫ 1
0
exp
(
s2 + t2
2
x
)
ℓα,s+t(x)dx
]
,
where ℓα,s+t is dened in Setion 2 below,
• if ∆n ≫ n1/2, then
n−1/2S∆n(n)
d−→ (Z,Z),
where the random variable Z has the N (0, 1) distribution.
In the ∆n = o(n
1/2) regime, we onlude that the stikiness of the walk is not
strong enough to yield a marosopi eet on the limiting distribution, sine, to the
rst order, the walk behaves as a ouple of independent random walks on Z. In the
∆n ≫ n1/2 regime, the stikiness is so strong that, to the rst order, the walk behaves
as a single random walk on Z. The most interesting regime is the ∆n ∼ αn1/2 regime,
where the stikiness yields a non-trivial eet on the limiting distribution. Indeed, in
this regime, the distribution of n−1/2S∆n(n) onverges to a non-trivial limiting objet,
that we identify in [2℄ as the distribution of the two-dimensional marginals of the stiky
ow on R at time 1 (yet to be onstruted).
The following orollary desribes the asymptoti behavior of the ovariane of
S
(1)
∆n
(n) and S
(2)
∆n
(n). It stems readily from Theorem 1 above and the (easy) omputa-
tion of the partial derivative
∂2
∂s∂t of the Fourier transform of Sα,2(1) at (t, s) = (0, 0).
Corollary 1 Assume that ∆n ∼ αn1/2, then
lim
n→+∞
n−1E
[
S
(1)
∆n
(n)S
(2)
∆n
(n)
]
=
∫ 1
0
exp
(
4
α2
s
)
× erf
(
2
α
√
s
)
ds
(the denition of erf is realled in Setion 2 below).
The struture of the paper is as follows. In Setion 2, we dene the funtion ℓα,w
appearing in the expression of the Fourier transform of Sα,2(1).
In Setion 3, we derive expliit expressions for generating funtions related to the
walk. In Setion 4, an asymptoti analysis of these expressions is performed. In
Setion 5, we use the results of the preeding setions to prove Theorem 1 above.
2
2 Denition of ℓα,w
First, reall that, for all x ∈ R,
erf(x) = 1− 2√
π
∫ x
0
exp(−y2)dy.
and that this funtion extends to an entire funtion on C.
Now, for w ∈ R and α > 0, suh that α−2 − w2/4 6= 0, set
γ =
√
α−2 − w2/4,
with the onvention that when α−2 − w2/4 < 0, γ is the square root with positive
imaginary part, and
b1 = −2α−1 + 2γ, b2 = −2α−1 − 2γ.
Dene, for all x ≥ 0, the following funtion
ℓα,w(x) =
1
2γ
exp
(
−w
2
4
x
)[
b1
2
exp
(
b21
4
x
)
erf
(
−b1
2
√
x
)
− b2
2
exp
(
b22
4
x
)
erf
(
−b2
2
√
x
)]
(1).
When α−2 − w2/4 = 0, we set
ℓα,w(x) =
1
2
exp
(
−w
2
4
x
)[
−4
√
x
α
√
π
+
(
4x
α2
+ 2
)
exp
( x
α2
)
erf
(√
x
α
)]
.
This last expression an be obtained as the limit of (1) when (α,w) onverges to a
limit (α∗, w∗) suh that α
−2
∗ − w2∗/4 = 0.
3 Generating funtion omputations
For all j ≥ 0, dene
h∆(j, t, n) =
∑
a∈Z
eitaP
(
S
(1)
∆ (n) = a− j, S(2)∆ (n) = a+ j
)
,
and the orresponding generating funtions, for z ∈ [0, 1[:
H∆(j, t, z) =
+∞∑
n=0
h∆(j, t, n)z
n,
the above series being well dened sine |h∆(j, t, n)| ≤ 1 by denition.
Proposition 2 For all t ∈ R and z ∈ [0, 1[, the following identities hold.
1
H∆(0, t, z)
= 1− uz cos(t)
2
− (2 − u)

1− cos(t)z
2
−
√
1− cos(t)z − sin
2(t)
4
z2

 ,
H∆(1, t, z) = H∆(0, t, z)
(
2
z
− u cos(t)
)
− 2
z
,
and, for all j ≥ 2,
H∆(j, t, z) = H∆(1, t, z)

2
z
− cos(t)−
√(
2
z
− cos(t)
)2
− 1


j−1
.
3
Proof of Proposition 2:
A one-step analysis of the Markov hain (S∆(n))n≥0 yields
P
(
S
(1)
∆ (n+ 1) = a, S
(2)
∆ (n+ 1) = a
)
=
u
4
P
(
S
(1)
∆ (n) = a− 1, S(2)∆ (n) = a− 1
)
+
u
4
P
(
S
(1)
∆ (n) = a+ 1, S
(2)
∆ (n) = a+ 1
)
+
1
4
P
(
S
(1)
∆ (n) = a− 1, S(2)∆ (n) = a+ 1
)
+
1
4
P
(
S
(1)
∆ (n) = a+ 1, S
(2)
∆ (n) = a− 1
)
,
whene, taking Fourier transforms on both sides, and using the fat that, for obvious
symmetry reasons, (S
(1)
∆ (n), S
(2)
∆ (n)) and (S
(2)
∆ (n), S
(1)
∆ (n)) have the same distribution,
h∆(0, t, n+ 1) = u
cos(t)
2
h∆(0, t, n) +
1
2
h∆(1, t, n).
Similarly,
P
(
S
(1)
∆ (n+ 1) = a− 1, S(2)∆ (n) = a+ 1
)
=
(
2− u
4
)
P
(
S
(1)
∆ (n) = a, S
(2)
∆ (n) = a
)
+
1
4
P
(
S
(1)
∆ (n) = a− 2, S(2)∆ (n) = a+ 2
)
+
1
4
P
(
S
(1)
∆ (n) = a, S
(2)
∆ (n) = a+ 2
)
+
1
4
P
(
S
(1)
∆ (n) = a− 2, S(2)∆ (n) = a
)
,
whene
h∆(1, t, n+ 1) =
(
2− u
4
)
h∆(0, t, n) +
1
4
h∆(2, t, n) +
cos(t)
2
h∆(1, t, n).
Finally, for all j ≥ 2:
P
(
S
(1)
∆ (n+ 1) = a− j, S(2)∆ (n+ 1) = a+ j
)
=
1
4
P
(
S
(1)
∆ (n) = a− j − 1, S(2)∆ (n) = a+ j + 1
)
+
1
4
P
(
S
(1)
∆ (n) = a− j + 1, S(2)∆ (n) = a+ j − 1
)
+
1
4
P
(
S
(1)
∆ (n) = a− j − 1, S(2)∆ (n) = a+ j − 1
)
+
1
4
P
(
S
(1)
∆ (n) = a− j + 1, S(2)∆ (n) = a+ j + 1
)
,
whene
h∆(j, t, n+ 1) =
1
4
h∆(j − 1, t, n) + 1
4
h∆(j + 1, t, n) +
cos(t)
2
h∆(j, t, n).
Taking generating funtions on both sides of the above identities, we obtain that
H∆(0, t, z)− 1
z
= u
cos(t)
2
H∆(0, t, z) +
1
2
H∆(1, t, z),
that
H∆(1, t, z)
z
=
2− u
4
H∆(0, t, z) +
1
4
H∆(2, t, z) +
cos(t)
2
H∆(1, t, z),
and, for all j ≥ 2, that
H∆(j, t, z)
z
=
1
4
H∆(j − 1, t, z) + 1
4
H∆(j + 1, t, z) +
cos(t)
2
H∆(j, t, z).
For xed z, the sequene (H∆(j, t, z))j≥1 satises an order-two linear indution
equation with onstant oeients, whose harateristi equation reads
X2 +
(
2 cos(t)− 4
z
)
X + 1 = 0.
4
For 0 < z < 1, the harateristi equation has two distint real zeros:
q1(z) =
2
z
− cos(t) +
√(
2
z
− cos(t)
)2
− 1
and
q2(z) =
2
z
− cos(t)−
√(
2
z
− cos(t)
)2
− 1.
As a onsequene, for all 0 < z < 1, there exist α(z), β(z) ∈ R suh that, for every
j ≥ 1,
H∆(j, t, z) = α(z)q1(z)
j−1 + β(z)q2(z)
j−1. (1)
Observe that 0 < q2(z) < 1 < q1(z), and that, for xed z ∈ [0, 1[, |H∆(j, t, z)| is
bounded above by (1 − z)−1, sine |h∆(j, t, n)| ≤ 1 for all n, j, t. As a onsequene,
one must have α(z) = 0, sine otherwise, from Identity (1) above, Hj(z) would go to
innity as j goes to innity. Writing
H∆(1, t, z) = α(z) + β(z)
and
H∆(2, t, z) = α(z)q1(z) + β(z)q2(z),
we dedue that
β(z) = H∆(1, t, z),
whene
H∆(j, t, z) = H∆(1, t, z)q2(z)
j−1,
for all j ≥ 1. Turning bak to H∆(0, t, z) we an express H∆(2, t, z) as a funtion of
H∆(1, t, z) in the preeding equations, whene a 2x2 linear system:
H∆(0, t, z)(z)− 1
z
= u
cos(t)
2
H∆(0, t, z) +
1
2
H∆(1, t, z),
H∆(1, t, z)
z
=
2− u
4
H∆(0, t, z) +
1
4
q2(z)H∆(1, t, z) +
cos(t)
2
H∆(1, t, z).
We dedue the expressions of H∆(0, t, z) and H∆(1, t, z) stated in the Lemma.

Introdue the Fourier transform f∆(s, t, n) dened by
f∆(s, t, n) = E
[
exp
(
isS
(1)
∆ (n) + itS
(2)
∆ (n)
)]
.
We now show that f∆(s, t, n) an be expressed in terms of the Fourier transforms
h∆(0, s+ t, ·).
Proposition 3 For all s, t, n,∆, the following identity holds:
f∆(s, t, n) = (cos(t) cos(s))
n +[u
2
(cos(t+ s)− cos(t) cos(s))
] n−1∑
k=0
(cos(t) cos(s))kh∆(0, t+ s, n− k − 1).
Proof of Proposition 3:
A one-step analysis of the Markov hain (S∆(n))n≥0 yields
f∆(s, t, n+ 1) = E
[
exp
(
isS
(1)
∆ (n+ 1) + itS
(2)
∆ (n+ 1)
)]
=[u
2
cos(t+ s) +
(
1− u
2
)
cos(t) cos(s)
]
E
[
exp
(
isS
(1)
∆ (n) + itS
(2)
∆ (n)
)
1{
S
(1)
∆ (n)=S
(2)
∆ (n)
}
]
+cos(t) cos(s)E
[
exp
(
isS
(1)
∆ (n) + itS
(2)
∆ (n)
)
1{
S
(1)
∆ (n) 6=S
(2)
∆ (n)
}
]
(2).
5
Observe that, by denition,
h∆(0, s+ t, n) = E
[
exp
(
isS
(1)
∆ (n) + itS
(2)
∆ (n)
)
1{
S
(1)
∆ (n)=S
(2)
∆ (n)
}
]
.
Using the deomposition
1{
S
(1)
∆ (n) 6=S
(2)
∆ (n)
} = 1− 1{
S
(1)
∆ (n)=S
(2)
∆ (n)
} ,
Identity (2) above rewrites
f∆(s, t, n+1) =
[u
2
(cos(t+ s)− cos(t) cos(s))
]
h∆(0, s+ t, n)+cos(t) cos(s)f∆(s, t, n).
Iterating n times the above identity, we obtain the result of the Proposition.

4 Asymptoti analysis of generating funtions
In this setion, we use the exat formulæ from the preeding setion to prove the
following proposition:
Proposition 4 For all w ∈ R and θ ≥ 0, the following holds:
• if ∆n = o(n1/2), then
lim
n→+∞
n−1/2∆−1n
n∑
k=0
h∆n(0, wn
−1/2, k) exp
(
kθ
n
)
=
∫ 1
0
exp(θx)
1
2
exp
(
−w
2
4
x
)
2√
πx
dx,
• if ∆n ∼ αn1/2, then
lim
n→+∞
n−1
n∑
k=0
h∆n(0, wn
−1/2, k) exp
(
kθ
n
)
=
∫ 1
0
exp(θx)ℓα,w(x)dx,
• if ∆n ≫ n1/2, then
lim
n→+∞
n−1
n∑
k=0
h∆n(0, wn
−1/2, k) exp
(
kθ
n
)
=
∫ 1
0
exp(θx) exp
(
−w
2
2
x
)
dx.
Proof of Proposition 4:
Dene the following family of omplex measures on R+:
M∆n(w, n) = n
−1
+∞∑
k=0
h∆n(0, wn
−1/2, k)δ k
n
.
The Laplae transform of M∆n(w, n) is dened, for all λ > 0, by
L [M∆n(w, n)] (λ) =
∫ +∞
0
e−λxdM∆n(w, n)(x),
so that:
L [M∆n(w, n)] (λ) = n−1H∆n
(
0, wn−1/2, exp (−λn−1)
)
.
Moreover, we have
n−1
n∑
k=0
h∆n(0, wn
−1/2, k) exp
(
kθ
n
)
=
∫ 1
0
exp(θx)dM∆n(w, n). (2)
6
The ∆n ∼ αn1/2 regime
An asymptoti analysis of the expliit expression of Proposition 2 proves that
lim
n→+∞
L [M∆n(w, n)] (λ) =
1
w2/2 + λ+ α−1
√
4λ+ w2
.
We identify the above expression as the Laplae transform at λ of the funtion
ℓα,w(·), so we dedue the result of the proposition from standard results on Laplae
transforms (see e.g. [5℄ hap. 13) and from Identity (2) above.
The ∆n ≫ n1/2 regime
It is easily heked from the expliit expression of Proposition 2 that
lim
n→+∞
L [M∆n(w, n)] (λ) =
1
w2/2 + λ
.
We identify the above expression as the Laplae transform at λ of the funtion
exp
(
−w22 x
)
, and the same standard arguments on Laplae transforms as above apply.
The ∆n = o(n
1/2) regime
Again, an asymptoti analysis yields
lim
n→+∞
L
[
n−1/2∆−1n M∆n(w, n)
]
(λ) =
1√
4λ+ w2
,
whene the result of the proposition follows, identifying this last expression as the
Laplae transform at λ of the funtion
1
2
exp
(
−w
2
4
x
)
2√
πx
.

5 Proof of Theorem 1
The ∆n ∼ αn1/2 regime
We start from the identity given in Proposition 3 above:
f∆(s, t, n) = (cos(t) cos(s))
n +[u
2
(cos(t+ s)− cos(t) cos(s))
] n−1∑
k=0
(cos(t) cos(s))kh∆(0, t+ s, n− k − 1) (3).
For all 0 ≤ k ≤ n,
(cos(tn−1/2) cos(sn−1/2))k = exp
[
(n− k) t
2 + s2
2n
− t
2 + s2
2
](
1 +O
(
k
n3/2
))
.
On the other hand,
un
2
(cos(tn−1/2 + sn−1/2)− cos(tn−1/2) cos(sn−1/2)) = − ts
n
+ o(n−3/2),
where un =
2+2∆n
2+∆n
.
7
As a onsequene, Equation (3) above entails that
f∆n(sn
−1/2, tn−1/2, n) = exp
(
−s
2 + t2
2
)
−st
n
× exp
(
− t
2 + s2
2
) n−1∑
k=0
h∆n(0, (t+ s)n
−1/2, n− k − 1) exp
[
(n− k) t
2 + s2
2n
]
+ o(1),
using the bound |h∆| ≤ 1 to handle the error terms.
Applying Proposition 4 above with w = (s+ t) and θ = s
2+t2
2 , we see that
lim
n→+∞
f∆n(sn
−1/2, tn−1/2, n) =
exp
(
−s
2 + t2
2
)[
1− ts
∫ 1
0
exp
(
s2 + t2
2
x
)
ℓα,s+t(x)dx
]
(3).
Observe that the sequene of random variables (n−1/2S∆n(n))n≥0 is tight in distribu-
tion, sine, for every ∆ ≥ 0, S(1)∆ (n) and S(2)∆ (n) are both distributed as the position
at time n of a simple symmetri random walk on Z. By the standard result on the
onvergene of Fourier transforms (see e.g. [6℄ hap. 3) and Identity 3 above, we de-
due the result of the theorem in the ∆n ∼ αn1/2 regime, that is, we dedue that
n−1/2S∆n(n) onverges to a limiting distribution Sα,2(1) on R2, and that the Fourier
transform of Sα,2(1) is indeed given by the formula of the theorem.
The ∆n ≫ n1/2 regime
The proof is similar, the only dierene being that the limiting Fourier transform we
obtain from Proposition 4 is not the same:
lim
n→+∞
f∆n(sn
−1/2, tn−1/2, n) = exp
(
− (s+ t)
2
2
)
.
The ∆n = o(n
1/2) regime
The proof is similar. From Proposition 4,
lim
n→+∞
n−1
n∑
k=0
(cos(t) cos(s))kh∆(0, t+ s, n− k) = 0,
so the only term yielding a non-negligible ontribution in Identity 3 above is(
cos(tn−1/2) cos(sn−1/2)
)n
,
whene
lim
n→+∞
f∆n(sn
−1/2, tn−1/2, n) = exp
(
−s
2 + t2
2
)
.
This ends the proof of the theorem. 
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