In recent years, Smolyak quadrature rules (also called quadratures on hyperbolic cross points or sparse grids) have gained interest as a possible competitor to number theoretic quadratures for high dimensional problems. A standard way of comparing the quality of multivariate quadrature formulas consists in computing their L 2 -discrepancy. Especially for larger dimensions, such computations are a highly complex task. In this paper we develop a fast recursive algorithm for computing the L 2 -discrepancy (and related quality measures) of general Smolyak quadratures. We carry out numerical comparisons between the discrepancies of certain Smolyak rules, Hammersley and Monte Carlo sequences.
1 Introduction Smolyak (1963) developed a special tensor product technique of constructing higher dimensional quadrature formulas and approximation operators from the corresponding one-dimensional objects. Although technically comparatively simple, it leads to almost (up to logarithmic factors) optimal error rates, as soon as the one-dimensional methods involved possess such properties. By now this technique is known under many di erent names, as e. g. \Boolean method" (Delvos (1982) ), \discrete blending method" (Baszenski et al. (1992) ), \hyperbolic cross points" (Babenko (1960) ) or \sparse grid methods" (Zenger (1991) ). In this paper we are concerned with Smolyak quadrature rules. Their optimality properties in certain function spaces were studied e. g. in Smolyak (1963) , Temlyakov (1990 Temlyakov ( , 1993 , . Numerical experiments for certain families of test functions (see e. g. Baszenski and Delvos (1993) , Zielinski (1994) , Bonk (1994) , Novak and Ritter (1996) ) demonstrated not only the superiority of Smolyak quadrature rules to ordinary tensor product rules, but also comparable performance with respect to quasi Monte Carlo integration, especially when applied to rather smooth functions in high dimensions (d 6) .
A quantitative measure of the precision of multivariate quadrature formulas is the L 2 -discrepancy.
It can be computed explicitly, although at high cost for large dimensions (O(N 2 ), see Warnock (1972) , O(N(log N) d ), see Heinrich (1995) , with N the number of nodes and d the dimension). The L 2 -discrepancy is often used to compare the quality of multivariate quadratures such as quasi Monte Carlo methods (low discrepancy sequences) and pseudo Monte Carlo methods (sequences produced by random number generators). It would therefore be of interest to compute the L 2 -discrepancy of Smolyak quadratures. A straight-forward application of the algorithms above would be very costly:
In addition to the general complexity of computing the L 2 -discrepancy the Smolyak quadratures are de ned and computed recursively, so their weights are not given explicitly. Hence one rst would have to compute (accumulate) the weights by the help of a special computer program, and then use the general formulas! (As far as we know, nobody has done this till now.) On the other hand, the only essential ingredient of a multidimensional Smolyak rule is a sequence of one-dimensional quadratures, in the particular case of composite quadrature rules even one single one-dimensional quadrature. So the question arises if this special structure could lead to signi cant improvements in computing the discrepancy. This is the topic of the present paper: On the basis of general tensor product properties of the discrepancy we develop a recursive algorithm for computing the discrepancy of general d-dimensional Smolyak This allows us to compare discrepancies of Smolyak quadratures with other multivariate methods. But more than this, it enables us to reach exotic numbers of sample points (10 35 ). Therefore our algorithm might also be of interest for further theoretical investigations of Smolyak rules. For such numbers of nodes we compare their discrepancy with the (easily exactly computed) average discrepancy of random points. The paper is organized as follows. We start with an introduction to Smolyak's technique in Section 2. The next section discusses the L 2 -discrepancy. We have chosen a fairly general approach (relating L 2 -discrepancies to reproducing kernels of Hilbert spaces) in view of Section 4, where the main tensor product properties of the discrepancies are proved namely in that generality. These results lead to an algorithm which recursively reduces the computation to the one-dimensional case.
At this point we specify our considerations to the classical L 2 -discrepancy and to the r-smooth counterparts introduced in Paskov (1993) . Since the discrepancy of one-dimensional quadratures remains essentially the only costly part of the algorithm, we study this case in Section 5. Here the main result is an e cient algorithm for composite quadrature rules. Numerical experiments are contained in Section 6. n?i ; (2) where Q ?1 0 again (see Smolyak (1963) ).
Often the sequence fQ n g is constructed in the following way. Let Q be an arbitrary quadrature rule on 0; 1] and p 2 be a natural number. Then Q n for positive n 2 IN denotes the composite quadrature rule of applying Q on p n subintervals i p n ; i+1 . This formula will be used to calculate the cardinality of the point sets in Section 6. If the underlying sequence fQ n g consists of composite quadratures as described above, it gives cardinalities j? d n j = O(n d?1 p n ) (in contrast to the cardinality of the regular tensor grid O(p nd )).
The constants involved in this O-expression depend on the dimension d, as is discussed in more detail by . For p = 2 M uller-Gronbach (1996) analyzed the asymptotic behaviour of the constants. Relation (3) was used earlier by Paskov (1993) to compute the number of sample points in a sparse grid arising from Smolyak's quadrature rule using the rectangular rule as the basis quadrature Q. Observe that e(t) is de ned for almost all t 2 G and belongs to L 2 (G). The L 2 -discrepancy with respect to the function B is the mean square error of integrating B( ; t) by the help of Q:
Clearly, for B(x; t) = 0;t) (x) with 0;t) (x) = 0; 1 ) ( 1 ) : : : 0; d ) ( d ) and x = ( 1 ; : : : ; d ), t = ( 1 ; : : : ; d ) we obtain the usual L 2 -discrepancy (see Niederreiter (1978 Niederreiter ( , 1992 and a + = a if a > 0 and a + = 0 otherwise, we get the r-smooth L 2 -discrepancy introduced in Paskov (1993) . Both will be studied in the sequel, but rst we return to the case of general B 2 C(L 2 ) and derive some expressions for D B (Q) which will be used later on. Put 
It follows from (4) and (5) that
Hence D B (Q) depends on B only through K. Relation (8) generalizes Warnock's formula (Warnock (1972) ), which we recover for B(x; t) = 0;t) (x) and
(1 ? max( i ; i )) ; where ( ; ) stands for the scalar product of L 2 (G) and the sums over i are nite or in nite, depending on whether T B has a nite or in nite number of non-zero eigenvalues. Hence H(K) is a Hilbert space. In fact, it is the reproducing kernel Hilbert space generated by K, see Aronszajn (1950) (it follows from (7) that K is continuous, symmetric and non-negative de nite). In the case of B(x; t) = and certain boundary conditions (see Temlyakov (1990 ), Paskov (1993 
Consequently, D B (Q) is the worst case error of Q over the unit ball of the reproducing kernel Hilbert space H(K). We obtain a general analogue of Zaremba's inequality (see Zaremba (1968) ):
which is sharp in the sense that for each Q there exists an h 2 H(K), h 6 = 0 such that equality is attained.
Note that we derived K from the given function B via (7), and obtained a symmetric non-negative de nite continuous K. Conversely, for each such K we can nd a B 2 C(L 2 ) such that (7) 
we get B 2 C(L 2 ) (the series converges in the norm of C(L 2 )), and representation (7) follows.
Let us nally mention the well-known equality of worst-case quadrature error over H(K) and average error with respect to Borel measures (in particular Gaussian measures) with covariance kernel K. We refer to Sacks and Ylvisaker (1970) (11) We will be concerned with the discrepancy of sums and of tensor products of quadrature formulas.
Therefore, we now investigate the behaviour of C B , F B (Q) and S B (Q; R), if Q; R are sums or tensor products of quadrature formulas. Let rst Q; R be sums of quadrature formulas
Then basic properties of the scalar product imply
In the following we consider tensor products of quadrature formulas. We write I 1 ; I 2 for the integral over G 1 ; G 2 , respectively. We assume B(x; t) = B 1 (x 1 ; t 1 ) B 2 (x 2 ; t 2 ) where x = (x 1 ; x 2 ), t = (t 1 ; t 2 ), and B 1 2 C(G 1 ; L 2 (G 1 )), B 2 2 C(G 2 ; L 2 (G 2 )). We have QB( ; t) = Now we are able to describe the recursive algorithm for the computation of the discrepancy of Smolyak quadrature rules. For the rest of this section we make the following assumptions. We Observe that n max is the number of levels, so usually n max = O(log P), where P is the number of nodes in the quadrature Q nmax . Since (12) is, in fact, a discrete convolution, one could apply the FFT to reduce the e ort to O(n 2 max log n max ).
But in all of our computations there was no need of doing this, since the main e ort had to be spent in the one-dimensional case.
Fast computation in one dimension
In order to get the algorithm of Section 4 started, we have to compute a certain number of terms of the form F B (1) (Q) and S B (1) (Q; R) for univariate quadratures Q = ((x 1 ; v 1 ); :::; (x M ; v M )) and R = ((y 1 ; w 1 ); :::; (y N ; w N )) on 0; 1]. This depends, of course, on the concrete form of B (1) . In this chapter we develop algorithms for the classical L 2 -discrepancy and its r-smooth generalizations mentioned before. Thus we let r be a non-negative integer and put 
First we discuss the case of general quadratures, later on we shall study composite quadratures.
For an arbitrary quadrature, the direct computation of F r (Q) by (13) 
In the following we will make use of this structure of Q n to transform the direct formulas for F r (Q n ) and S r (Q m ; Q n ) into a faster computable form. Therefore we have to introduce some technical means. In the transformed formulas terms like
will occur, where k (n) is the factorial polynomial k (n) = k(k ? 1) : : : (k ? n + 1) :
To calculate these sums in an e cient way we need the so-called Stirling numbers of the rst and second kinds. These are de ned recursively, the Stirling numbers of the rst kind i?1 + i s (n) i ; n = 1; 2; ::: ; i = 1; :::; n :
The following well-known properties (see e. g. Abramowitz, Stegun (1972) ) will be used in our transformation. If k; n 1, 
The n max + 1 terms F r (Q n ) will be treated as follows: can use the binomial formula again to transform this multiple sum into a form, where the in uence of the sum over the sample points is reduced to sums of type (18), with exponents not greater than 2r ? j 2 + 1 + 2r + 2. Analoguously we treat 2 . This leads to very large expressions, which nevertheless can be computed in a number of operations depending on the smoothness r as O(r 6 ),
but not on the parameters of the quadrature q; n; m. Thus we derived an algorithm which is able to calculate all (n max + 1) . We x r 0. Assume that there are reals p > 1, c 1 ; c 2 > 0 such that the number of nodes P n in the one-dimensional quadratures Q n satis es c 1 p n P n c 2 p n : This is a natural assumption for Smolyak quadratures. Fix n max and denote P = P nmax . Obviously, n max = O(log P). Let us rst consider the case of arbitrary quadratures Q n . The ordering of the nodes of Q n , n = 0; :::; n max needs O(P log P) operations and the computation of F r (Q n ) (n = 0; :::; n max ) takes O(P) operations. The calculation of S r (Q n ; Q m ) for xed n and m = 0; :::; n can be accomplished in O(nP n ) and that of S r (Q n ; Q m ) for m = 0; :::; n, n = 0; :::; n max in O(n max P) = O(P log P) operations. Each dimension step costs O((log P) 4 ), so we get O(P log P + d(log P) 4 ) as the resulting complexity, where the constant in the O-notation depends only on c 1 ; c 2 ; p and r. In the case that Q n is the composite of a basis quadrature, the terms F r (Q n ) and S r (Q m ; Q n )(m; n = 0; :::; n max ) can be computed in O(n 2 max ) = O((log P) 2 ) operations. Together with the dimension step we get the complexity
where this time the constant depends on c 1 ; c 2 ; p; r and q | the number of nodes in the basic rule.
Numerical results
The following numerical experiments shall serve two di erent purposes: Firstly, we compare the discrepancies of Smolyak quadrature rules with those of Monte Carlo and quasi Monte Carlo quadratures with usual parameters, and secondly, we want to demonstrate the power of the new algorithm by calculating the discrepancies for extremely large node sets or very high dimension. Throughout this section, we x the function B(x; t) = B . As already mentioned, for r = 0 we get the usual L 2 -discrepancy and for r 1 the r-smooth L 2 -discrepancy introduced by Paskov (1993) .
All implementations were carried out on a workstation HP 9000/712/60 in C ++ . Since cancellation proved to be a real problem due to the similarity of the terms C r (Q), F r (Q) and S r (Q; Q) in (11) for large M, in all calculations quadruple precision was used.
As far as Monte Carlo integration is concerned, we do not use any concrete random number generator, but calculate the square mean of the L 2 -discrepancy. Let Qf = The Smolyak quadratures taking part in the comparison are denoted by TR, NC4 and CC. As the names re ect, TR bases on the trapezoidal rule, NC4 on the Newton{Cotes formula of degree 4 and CC on the Clenshaw{Curtis rule (which was also considered by Novak and Ritter (1996) ). In all three quadratures Q 0 is chosen as the midpoint rule (see Brass (1977) ). This de nition guarantees that the Smolyak quadrature Q (d) n uses the same number of nodes, whether the underlying sequence of one-dimensional quadratures is (22), (23) 185e-03 1.564e-04 5.144e-03 1.759e-02 6.161e-03 10 41265 1.524e-04 8.164e-05 2.094e-02 4.287e-02 1.165e-02 15 40001 2.759e-05 4.276e-05 2.546e-02 3.133e-02 4.934e-03 20 11561 9.081e-06 1.102e-04 1.303e-02 1.299e-02 2.034e-03 50 5101 4.173e-10 2.345e-04 2.029e-06 2.021e-06 7.540e-07 100 20201 6.249e-18 5.761e-05 2.589e-13 2.584e-13 1.057e-13 .581e-08 6.092e-08 6.263e-08 3.186e-10 8.145e-10 10 8801 4.284e-13 3.605e-11 5.199e-13 3.948e-13 3.951e-13 15 5021 3.595e-18 3.503e-14 7.480e-19 8.865e-19 8.865e-19 20 11561 1.502e-23 8.493e-18 9.220e-25 9.516e-25 9.516e-25 d M MC Hammersley TR NC4 CC 5 6993 1.954e-14 6.164e-14 2.115e-13 3.644e-15 3.524e-15 10 8801 2.847e-26 3.036e-23 9.143e-27 9.832e-27 9.832e-27 15 5021 6.161e-38 2.750e-32 1.004e-39 1.004e-39 1.004e-39 20 11561 6.635e-50 6.172e-42 1.006e-52 1.006e-52 1.006e-52 Although the L 2 -discrepancies of the Smolyak quadratures seem to be equal for r = 0 and high dimensions, too (see g. 5), this is not the case. A closer look shows that they are almost of the same order, but not equal (see table 3 below). In contrast to the situation described above, for r = 0 the term (QB (d) r ; QB (d) r ) dominates in (6), while the other terms are loosing their in uence on D r (Q) with increasing dimension. These observations might seem pathological, but they simply re ect the fact that in very high dimensions for the respective classes of functions no convergence can be obtained with 10 6 sample points | for most functions integral and quadrature are orders Figure 3 : L 2 -discrepancies in dimension 10 for higher smoothness: r = 2 (top) and r = 4 (bottom) d M TR NC4 CC 100 1.354e+06 2.087e-12 4.615e-13 5.099e-13 300 3.618e+07 4.758e-41 1.291e-41 1.326e-41 500 1.672e+08 1.762e-70 4.957e-71 5.034e-71 700 4.583e+08 3.837e-100 1.096e-100 1.108e-100 Table 3 : L 2 -discrepancies of Smolyak quadratures for r = 0 in high dimensions.
away from each other. A further purpose of g. 4 and g. 5 is to show the power of the new algorithm presented in this paper. For Smolyak quadrature rules, which use composite quadratures in the underlying onedimensional sequence (Q n ), we are now able to compute discrepancies of point sets up to M 10 40 points. We think that this might be of interest for experiments accompanying theoretical investigations. Furthermore, since the main e ort is enclosed in the rst dimension, whereas the cost of each step in the recursion (12) is very small, the calculation of the discrepancy of a high-dimensional Smolyak quadrature represents no di culty, independently of the sequence (Q n ). However, for some parameter constellations the precision of the calculations turned out to be a limiting factor due to cancellation in (6). For moderate dimension and numbers of nodes the algorithm could be employed to optimize Smolyak quadratures. Finally, the generality of Section 4 allows many other reproducing kernels to be used as quality measures. This might be reasonable since discrepancies based on B (d) r (x; t) = 1 (r!) d (t ? x) r + (r 0) obviously tend to overemphasize the role of the point (0; :::; 0), which is likewise re ected in the boundary conditions of the corresponding function space H(K).
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