Abstract. A complex hypersurface D in C n is a linear free divisor (LFD) if its module of logarithmic vector fields has a global basis of linear vector fields. We classify all LFDs for n at most 4.
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Introduction
K. Saito introduced the notion of free divisor in [Sai80] . A reduced divisor D = V (h) ⊂ C n is free if the sheaf Der(− log D) of logarithmic vector fields is a locally free Ø C n -module. It is linear if furthermore there is a basis for Γ(C n , Der(− log D)) as Ø C n -module consisting of vector fields all of whose coefficients, with respect to the standard basis ∂/∂x 1 , . . . , ∂/∂x n of the space Der(C n ) of holomorphic vector fields on C n , are linear functions. With respect to the standard weighting of Der(C n ), such vector fields have weight zero, and we will refer to them in this way.
It turns out that linear free divisors are relatively abundant; the authors believe that in the current paper and in [BM06] , recipes are given which allow the construction of more free divisors than have been described in the sum of all previous papers.
Suppose D is a linear free divisor. Then because the determinant of the matrix of coefficients of a basis of Γ(C n , Der(− log D)) is a reduced equation for D by [Sai80, Thm. 1.8.(ii)], it follows that D is homogeneous of degree n. And because Der(− log D) can have no members of negative weight, D cannot be isomorphic to the product of C with a lower dimensional divisor.
Example 1.1.
(1) The normal crossing divisor D = {x 1 · · · x n = 0} ⊂ C n is a linear free divisor; Der(− log D) has basis
Up to isomorphism it is the only example among hyperplane arrangements, cf. [OT92, Ch. 4].
(2) In the space B 2,3 of binary cubics, the discriminant D, which consists of binary cubics having a repeated root, is a linear free divisor. For f (U, V ) = xU 3 + yU 2 V + zU V 2 + wV 3 has a repeated root if and only if its Jacobian ideal does not contain any power of the maximal ideal (U, V ), and this in turn holds if and only if the four cubics In fact each of the columns of this matrix determines a vector field in Der(− log D); for the group Gl 2 (C) acts linearly on B 2,3 by composition on the right, and, up to a sign, the four columns here are the infinitesimal generators of this action corresponding to a basis of gl 2 (C). Each is tangent to D, since the action preserves D.
Further examples of irreducible linear free divisors can be found (though not under this name) in the paper [SK77] of Sato and Kimura. Besides our example, two, of ambient dimension 12 and 40, are described in [SK77, §5, Prop. 11, 15] , and by repeated application of castling transformations, cf. [SK77, §2] , it is possible to generate infinitely many more, of higher dimensions.
In Section 5 of this paper we describe a number of further examples of linear free divisors, and in Section 6 we prove some results about linear bases for the module Γ(C n , Der(− log D)), and go on to classify all linear free divisors in dimension n ≤ 4. Linear free divisors provide a new insight into a conjecture of H. Terao [Ter78, Conj. 3 
This is proved in Section 3. Among linear free divisors to which it applies are those arising as discriminants in representation spaces of quivers, as discussed in detail in [BM06] and briefly in Section 4 below.
Terao's conjecture remains open, though it has been answered in the affirmative for a very large class of arrangements in [WY97] , using a technique developed in [CJNMM96] . For general free divisors, the additional hypothesis of local quasihomogeneity is enough to guarantee a local result from which the global isomorphism of (1.1) follows. A divisor D is locally quasihomogeneous if in some neighborhood of each point x ∈ D there is a system of local coordinates, centered at x, and a set of positive weights for these coordinates, with respect to which D has a weighted homogeneous defining equation. We shall see in Section 7 that all linear free divisors in dimension n ≤ 4 are actually locally quasihomogeneous.
Theorem 1.3 ([CJNMM96]). Let D ⊂ C
n be a locally quasihomogeneous free divisor, let U = C n D, let j : U → C n be inclusion, and let Ω • (log D) be the complex of sheaves of holomorphic differential forms with logarithmic poles along D. Then the de Rham morphism (1.2) Ω
• X (log D) → Rj * C U is a quasi-isomorphism. [Gro66] asserts that a similar isomorphism holds for any divisor D, if instead of logarithmic poles we allow meromorphic poles of arbitrary order along D. Because of this similarity, we refer to the quasiisomorphism of (1.2) as the Logarithmic Comparison Theorem (LCT) and to the global isomorphism (1.1) as the Global Logarithmic Comparison Theorem (GLCT).
Grothendieck's Comparison Theorem
Several authors have further investigated the range of validity of LCT, and established interesting links with the theory of D-modules, in particular in [CMNM02] , [CJUE05] , [GS06] , [Tor04] , and [Wal05] .
Local quasihomogeneity was introduced in [CJNMM96] as a technical device to make possible an inductive proof of the isomorphism in 1.3. Subsequently it turned out to have a deeper connection with the theorem. In particular by [CMMNMCJ02] , for plane curves the logarithmic comparison theorem holds if and only if all singularities are weighted homogeneous in suitable coordinates. The situation in higher dimensions remains unclear. There is as yet no counterexample to the conjecture that for free divisors the weaker condition of strong Euler homogeneity, in which at each point x ∈ D there is a germ of vector field χ ∈ m x Der C n ,x such that χ · h = h, is equivalent to LCT. In Section 7 we examine the examples described in Sections 5 and determine which are locally quasihomogeneous. It turns out that all linear free divisors we know are strongly Euler homogeneous. The optimistic reader could therefore conjecture that all linear free divisors are strongly Euler homogeneous and fulfill LCT and then also GLCT. We do not know any counter-example to these statements.
In Subsection 7.1 we give examples of quivers Q and dimension vectors d for which the discriminant in Rep(Q, d) is a linear free divisor but is not locally quasihomogeneous. In such cases Theorem 1.3 therefore does not apply, but Theorem 1.2 does.
In Subsection 7.2, we show that the group of a linear free divisor does not need to be reductive for LCT to hold. However we do not know whether reductiveness of the group implies LCT for linear free divisors. The property of being a linear free divisor is not local, and our proof of GLCT here is quite different from the proof of LCT in [CJNMM96] .
The fact that linear free divisors in C n arise as the complement of the open orbit of an n-dimensional algebraic subgroup of Gl n (C), means that there is some overlap between the topic of this paper and of the paper [SK77] , where Sato and Kimura classify irreducible prehomogeneous vector spaces, that is, triples (G, ρ, V ), where ρ is an irreducible representation of the algebraic group G on V , in which there is an open orbit. However, the hypothesis of irreducibility means that the overlap is slight. Any linear free divisor arising as the complement of the open orbit in an irreducible prehomogeneous vector space is necessarily irreducible by [SK77, §4, Prop. 12], whereas among our examples and in our low-dimensional classification (in Section 6) all the linear free divisors except one (Example 1.1(2)) are reducible. Even where G is reductive, the passage from irreducible to reducible representations in this context is by no means trivial, including as it does substantial parts of the theory of representations of quivers.
2. Linear free divisors and subgroups of Gl n (C) Fix a coordinate system x = x 1 , . . . , x n on C n with corresponding partial derivatives ∂ = ∂ 1 , . . . , ∂ n where ∂ i = ∂/∂x i . With respect to the standard degree,
is the Lie algebra of degree 0 global logarithmic vector fields. Consider the subgroup
, is a homogeneous polynomial of degree d in the entries a ij of A. That f • A ∈ C · f is equivalent to the vanishing of the 2 × 2-determinants f α f A β − f β f A α for all multiindices α, β. Thus, these polynomial equations in the a ij define G D in Gl n (C). As G D is a subgroup by definition, it is an algebraic subgroup of Gl n (C) by [Mil06, Thm. 4.8] . Then the same holds for G
Taylor expansion of this equation with respect to ε yields
and hence a(0) = 1 and, by transposing the ε-coefficient, xA
The argument can be reversed to prove the converse by setting
Let us recall from the introduction what are our objects of interest.
x is a smooth constructible subset of C n whose boundary is a union of strictly lower dimensional orbits, cf. [Hum75, Prop. 8 
For x ∈ D, Der(− log D)(x) and hence also L D (x) is n-dimensional. Then by Lemma 2.1 and (2.1)
Reversing our point of view we might try to find algebraic subgroups G ⊆ Gl n (C) that define linear free divisors. This requires by definition that G is n-dimensional and connected and by Lemma 2.3 that there is an open orbit. The complement D is then a candidate for a free divisor. Indeed D is a divisor: comparing with (2.1), D is defined by the discriminant determinant
where A 1 , . . . , A n is a basis of the Lie algebra g of G. As the entries of the defining polynomial are linear, ∆ is a homogeneous polynomial of degree n. Thus, if ∆ is not reduced, D can not be linear free. We shall see examples where this happens in the next section. On the other hand, Saito's criterion [Sai80, Lem. 1.9] shows the following. 
Cohomology of the complement and Lie algebra cohomology
Let g be a Lie algebra. The complex of Lie algebra cochains with coefficients in the complex representation V of g has kth term
The cohomology of this complex is the Lie algebra cohomology of g with coefficients in V and will be denoted H * A (g; V ). The exterior derivative of a differential k-form satisfies an identical formula:
Here the χ i are vector fields. It is tempting to conclude from the comparison of (3.1) and (3.2) that when V = Ø C n ,x = Ø and D is a free divisor, the complex Ω
• (log D) coincides with the complex of Lie algebra cohomology, with coefficients in Ø, of the Lie algebra Der(− log D) x . For Ω 1 (log D) x is the dual of Der(− log D) x , and Ω k (log D) = k Ω 1 (log D). However, this identification is incorrect, since, in the complex Ω • (log D), both exterior powers and Hom are taken over the ring of coefficients Ø, rather than over C, as in the complex of Lie algebra cochains. The cohomology of Ω
• (log D) x is instead the Lie algebroid cohomology of Der(− log D) x with coefficients in Ø C n ,x .
Nevertheless, when D is a linear free divisor, there is an important link between these two complexes: Proof. First we establish a natural isomorphism between the corresponding terms of the two complexes. We have
Since Hom C ( L D , C) is purely of weight zero, and the weight zero part of Ø consists just of C,
Since moreover Ω 1 (log D) has no part in negative weight, it follows that
Next, we show that the coboundary operators are the same. Because we are working with constant coefficients, the second sum on the right in (3.1) vanishes. Let
) is a constant. It follows that the second sum on the right in (3.2) vanishes. Thus, the coboundary operator d L and the exterior derivative d coincide.
Lemma 3.2.
(1) Suppose that the divisor D ⊂ C n is weighted homogeneous with respect to weights p 1 , . . . , p n . Let χ e = p 1 x 1 ∂ ∂x1 + · · · + p n x n ∂ ∂xn be the Euler vector field associated to these weights (i.e. the infinitesimal generator of the associated C * -action), and let L χe denote the Lie derivative with respect to χ e . Then for any open set U and any homogeneous form ω ∈ Γ(U, Ω k (log D)) of weight p, we have
(2) Let ω ∈ Γ(U, Ω k (log D)) and let ω = j≥j0 ω j be its decomposition into homogeneous parts. Then if ω is closed, ω − ω 0 is exact.
(3) Let Γ(U, Ω k (log D)) 0 be the space of weight-zero forms. The inclusion
is a quasi-isomorphism.
Proof.
(1) is a straightforward calculation, using Cartan's formula L χ (ω) = dι χ ω + ι χ dω, where ι χ is contraction by χ.
(2) follows, for, if ω is closed, so is ω j for every j, and thus
(3) is now an immediate consequence.
Proposition 3.3. Let D ⊂ C n be a linear free divisor. Then
. From Proposition 2.5 we deduce 
. There is such an isomorphism if G is a connected compact Lie group with Lie algebra g (which is not our situation here). Left translation around the group gives rise to an isomorphism of complexes T :
where g * = Hom R (g, C) and Ω • (G) G is the complex of left-invariant complex-valued differential forms on G. Composing this with the inclusion
and taking cohomology gives a morphism
If G is compact, (3.4) is a quasi-isomorphism. For from each closed k-form ω we obtain a left-invariant closed k-form ω A by averaging:
where µ L is a left-invariant measure and |G| is the volume of G with respect to this measure. As G is path-connected, for each g ∈ G ℓ g is homotopic to the identity, so ω and ℓ * g (ω) are equal in cohomology. It follows from this that ω and ω A are also equal in cohomology.
Of course, this does not apply directly in any of the cases discussed here, since G D is not compact. Nevertheless in some of the cases that interest us, the morphism (3.5) is still an isomorphism. (1) The Lie algebra g is simple if it has no proper ideals and dim g > 1, and semisimple if it is isomorphic to a direct sum of simple ideals. It is reductive if it can be written as a direct sum of ideals g = ß ⊕ z, where ß is semisimple and z is the center of g.
(2) The Lie subgroup G of Gl(n, C) is reductive if it has finitely many connected components, its Lie algebra g is reductive, and the center Z G • of the identity component of G consists of semisimple transformations. Equivalently, Z G • is conjugate to a subgroup of the diagonal subgroup of the ambient Gl(n, C).
The term "reductive" refers to the fact, cf. [Mil06, Thm. 15.6 ], that for a complex algebraic group, reductiveness is equivalent to every finite-dimensional complex representation being completely reducible, i.e. semi-simple.
The following discussion summarizes [Sch04, §1] . If K is a compact Lie group with Lie algebra k, its complexification is constructed by embedding K in some Gl n (R), i.e. taking a faithful real representation, and then considering the complex Lie algebra k ⊗ R C ⊂ gl n (C). This is the Lie algebra of a connected complex subgroup of Gl n (C), G
• . The union of its translates by the elements of K is also a group, the complexification of K. Every complex Lie group obtained in this way satisfies the following extra condition:
(EC) The center Z
• of the identity component G • of G can be expressed as a direct product Z • = C ·A with C compact and A ≃ (R k , +) for some k ≥ 0, and such that the Lie algebra of A has a basis ξ 1 , . . . , ξ k such that each ξ j is diagonalizable with rational eigenvalues. The process of complexification establishes a bijection (up to isomorphism) {Compact Lie groups} → {Linear reductive complex Lie groups satisfying (EC)} whose inverse is given by taking a maximal compact subgroup.
Let G be the complexification of
For connected algebraic groups the definition of reductiveness, cf. [Mil06, Def. 11.30] , is simpler than the definition for Lie groups: G is reductive if it has no normal connected Abelian subgroups except tori, or, equivalently, if its unipotent radical is trivial. Since we have not found in the literature a proper clarification of the relation between this definition and the definition for Lie groups, we include the following result, which is presumably well known to experts.
Lemma 3.6.
(1) Any connected algebraic subgroup of a torus is a subtorus whose Lie algebra has a basis with integer eigenvalues. Proof.
(1) We denote the subgroup by H, the torus of dimension n by T . There is a contravariant equivalence between diagonalizable groups and finitely generated Abelian groups [Mil06, Thm. 9.12 (a)]: in one direction by taking the group of characters of an algebraic group, in the other, by taking the algebraic group defined by the group algebra of an Abelian group. Applied to H ⊆ T , this shows that
Since H is connected, L has no torsion and can be considered as a sublattice of Z n . Let s 1 , ..., s d be a lattice basis for L and consider
We shall see that the Lie algebra h of H equals σ 1 , . . . , σ n .
The identification of the abstract torus
sn,i n and the chain rule yields (3.7)
We collect the coefficients in a matrix S := (s i,j ) i,j ∈ Z n×d and define vectors
and by applying the transpose of S we find
Since S has full rank, S t · S is invertible and the claim follows. (2) This follows from [Mil06, Aside 8.26, Thm. 9.13, Thm. 15.1]. (3) Let G be a reductive Lie group which is algebraic. By [Mil06, Aside 8.26], algebraic and analytic connectedness of G coincide and we may assume that G is connected. By reductiveness, we can assume that the center Z of G is contained in the diagonal subgroup (C * ) n ⊆ Gl n (C). By part 1, Z is a torus whose Lie algebra has the form z = (z R · i) ⊗ z R where z R has a basis with integer eigenvalues. The real Lie group C with Lie algebra z R · i is a product of circles S 1 and hence compact. The real Lie group A with Lie algebra z R is additive and Z = C · A.
(4) By definition, we have to show that G
• D has no connected normal commutative subgroups except tori [Mil06, §15] . Let H be such a subgroup. Then its Lie algebra h is a commutative ideal in g D [Mil06, Prop. 13.18 (b)]. In particular h is solvable and hence contained in the radical of g D . The assumption that g D is reductive means that this radical has no nilpotent part and is therefore contained in the span of the semisimple vector fields χ, σ 1 , ..., σ s of Theorem 6.1. Thus, H is contained in the diagonal subgroup (C * ) n ⊆ Gl n (C) and is then a torus by part 1. (1) The group Gl n (C) is reductive. Indeed sl n (C) is semisimple, and gl n (C) is the direct sum of sl n (C) and its center C · I n , where I n is the identity matrix. The center of Gl n (C) is the complex torus C * · I n . (2) The group B n of n × n upper triangular matrices with complex coefficients is not reductive. It has a normal Abelian subgroup N consisting of matrices (a ij ) with all diagonal elements equal to 1 and all off-diagonal elements except a 1n equal to zero. This subgroup is isomorphic to the additive group of complex numbers, and is thus not a torus. The unipotent radical in B n is the subgroup of all matrices (a ij ) such that a ii = 1 for all i = 1, . . . , n. The representation of B n on C n coming from its embedding in Gl n (C) is not completely reducible: for each integer i with 1 ≤ i < n, e 1 , . . . , e i is an invariant subspace with no invariant complement, where e 1 , . . . , e n is the standard basis of C n .
Definition 3.9. We say that the linear free divisor D ⊂ C n is reductive if the associated subgroup G
From Corollary 3.4, Lemma 3.6, and (3.6) we now conclude:
n is a reductive linear free divisor then the global logarithmic comparison theorem holds for D, i.e.
Conversely the Example 5.1 will show that reductiveness of G
• D in not necessary for (3.8) to hold. The class of free divisors covered by this theorem neither contains nor is contained in the class of locally quasihomogeneous free divisors. Not every locally quasihomogeneous linear free divisor is reductive in Subsection 7.2 by Example 5.1. Subsection 7.1 and Theorem 4.1 show that not every reductive linear free divisor is locally quasihomogeneous.
Linear free divisors in quiver representation spaces
A quiver Q is a connected oriented graph; it consists of a set Q 0 of nodes and a set Q 1 of arrows joining some of them. For each arrow ϕ ∈ Q 1 we denote by tϕ (for "tail") and hϕ (for "head") the nodes where it starts and finishes. A (complex) representation V of Q is a choice of complex vector space V α for each node α ∈ Q 0 and linear map V (ϕ) :
. and a choice of bases for the V α , α ∈ Q 0 , the representation space of the quiver
On this space the quiver group
tϕ . This action factors through the group
in the center of Gl(Q, d) where I dα ∈ Gl dα (C) is the unit matrix. The group Gl(Q, d)/Z is reductive as, choosing a vertex x 0 ∈ Q 0 , we can consider it as a central quotient
where µ k ⊆ C * denotes the cyclic subgroup of order k. It acts on faithfully in Rep(Q, d). For Rep(Q, d) and Gl(Q, d)/Z to play the role of C n and G D as in Section 2, we must require In [BM06] it is shown that if, moreover, Q is a Dynkin quiver, i.e. its underlying unoriented graph is a Dynkin diagram of type A n , D n , E 6 , E 7 or E 8 , then ∆ is always reduced, and thus defines a linear free divisor. The significance of the Dynkin quivers is, that by a theorem of Gabriel [Gab72] , they are the quivers of finite type, i.e. the number of Gl(Q, d) orbits in Rep(Q, d) is finite. It is this that guarantees that ∆ is always reduced, cf. [BM06, Prop. 5.4]. [Sch91] ) states that when d is a sincere real Schur root of a quiver Q with no oriented cycles, the ring of semi-invariants for
The proof is this: the number of irreducible components of a divisor in a complex vector space is equal to the rank of H 1 of the complement. From Theorem 3.10 we know that
and so has rank |Q 0 | − 1.
Examples of linear free divisors
The conclusion of Section 2 guides our search for linear free divisors. Our first example shows that the implication in Theorem 3.10 is not an equivalence.
We denote by
the elementary matrix with 1 in the ith row and jth column and zeroes elsewhere.
5.1. A non reductive GLCT example.
Example 5.1. The group B n of n × n invertible upper triangular matrices is not reductive by Example 3.8.(2). It acts on the space Sym n (C) of symmetric matrices by transpose conjugation:
Under the corresponding infinitesimal action, the matrix b in the Lie algebra b n gives rise to the vector field χ b defined by
The dimensions of B n and Sym n (C) are equal. The discriminant determinant ∆ is reduced and defines a linear free divisor D = V (∆).
To see this, consider an elementary matrix E ij ∈ b n and let χ ij be the corresponding vector field on Sym n (C). If I is the n × n identity matrix, then χ ij (I) = E ji + E ij . The vectors χ ij (I) for 1 ≤ i ≤ j ≤ n are therefore linearly independent, and ∆(I) = 0.
For an n × n matrix A, let A j be the j × j matrix obtained by deleting the last n − j rows and columns of A, and let det j (A) = det(A j ). If B ∈ B n and S ∈ Sym n (C), then because B is upper triangular, (B t SB) j = B t j S j B j , and so det j (B t SB) = det j (B j ) 2 det j (S). It follows that the hypersurface D j := {det j = 0} is invariant under the action, and the infinitesimal action of B n on Sym n (C) is tangent to each. Thus ∆ vanishes on each of them. The sum of the degrees of the D j as j ranges from 1 to n is equal to dim Sym n (C), and so coincides with the degree of ∆. Hence ∆ is reduced, and we conclude, by Lemma 2.
3 is the union of a quadric cone and one of its tangent planes.
We now give a proof that GLCT holds for D, in the spirit of the proofs of the preceding section, even though D is not reductive. In fact LCT already follows, by Theorem 1.3, from local quasihomogeneity, which we prove in Subsection 7.2 below.
Proposition 5.2. GLCT holds for the discriminant D of the action of B n on Sym n (C) in Example 5.1.
Proof. The group G
• D is a finite quotient of the group B n of upper-triangular matrices in Gl n (C). There is a deformation retraction of B n to the maximal torus T consisting of its diagonal matrices, and, with respect to the standard coordinates a ij on matrix space, it follows that H * (B n ) is isomorphic to the free exterior algebra on the forms da ii /a ii . Each of these is left-invariant, and it follows that the map τ Bn : H * A (b n ; C) → H * (B n ; C) from (3.5) is an epimorphism. Similarly, the Lie algebra complex
• b * n has a contracting homotopy to its semisimple part. Assign weights w 1 , . . . , w n to the columns and weights −w 1 , . . . , −w n to the rows. This gives the elementary matrix E ij ∈ b n the weight w i − w j . If ε i,j ∈ b * n denotes the dual basis and we assign the weight 0 to C then wt(ε i,j ) = − wt(E i,j ). With respect to the resulting gradings of b n and b * n , both the Lie bracket and the differential d L of the complex
• b * n are homogeneous of degree 0, cf. (3.1). Let E = i w i E ii , and let ι E :
Observe that for each generator E ij ∈ b n we have
We claim that the operation
of taking the Lie derivative along E has the effect of multiplying each homogeneous element of
and hence, assuming ω and v 1 , . . . , v k to be homogeneous and using (5.2),
Using L E we can define a contracting homotopy from
. For if ω is closed, so is each of its homogeneous parts ω ρ (of weight ρ), and
showing that ω = ω 0 in cohomology. If we choose w 1 < · · · < w n then all off-diagonal members of the basis {ε i,j } 1≤i≤j≤n of b * n have strictly positive weight. It follows that
where t is the Lie algebra of the torus T above. The differential d L is zero on this subcomplex, showing that τ Bn is an isomorphism.
Discriminants of quiver representations.
The following example, due to Ragnar-Olaf Buchweitz, is of the type discussed in Section 4.
Example 5.3. In the space M n,n+1 (C) of n × (n + 1) matrices, let D be the divisor defined by the vanishing of the product of the maximal minors. That is, for each matrix A ∈ M n,n+1 (C), let A j be A minus its j'th column, and let ∆ j (A) = det(A j ). Then
It is a linear free divisor. Here, as the group G in Remark 2.6 we may take the product Gl n (C) × {diag(1, λ 1 , . . . , λ n ) : λ 1 , . . . , λ n ∈ C * }, acting by
The placing of the 1 in the first entry of the diagonal matrices is rather arbitrary; it could be placed instead in any other fixed position on the diagonal. That D is a linear free divisor follows from the fact that (1) the complement of D is a single orbit, so the discriminant determinant is not identically zero, and (2) the degree of D is equal to the dimension of G D , so the discriminant determinant is reduced.
In our Example 5.3, M n,n+1 (C) is the representation space of the star quiver
consisting of one sink and n + 1 sources, with dimension vector assigning dimension n to the sink and 1 to each of the sources: Once we have chosen a basis for each V α , each V (ϕ) is represented by an n × 1 matrix; together they make up an n × (n + 1) matrix. So the basis identifies Rep(Q, d) = M n,n+1 (C) and then
and the action in (4.1) becomes
). From (4.2), (4.3), and (4.5), result isomorphisms
defined by normalizing an arbitrary element in the second factor. Many more examples of linear free divisors can be found by similar means in representation spaces of quivers. The next example, also from [BM06] , is a non Dynkin quiver where finiteness of orbits fails and ∆ is not reduced.
Example 5.4. Consider the star quiver of Example 5.3 with n = 3 with d = (3, 1, 1, 1, 1) , as before, and now reverse the direction of one of the arrows.
The four hypersurfaces det(AB) = 0, det(AC) = 0, det(AD) = 0, det B C D = 0, are invariant under the action of the subgroup G D ⊆ Gl(Q, d) of Example 5.3. However, the last of these is made up of infinitely many orbits: if the images of B, C and D lie in a plane P , then together with ker(A ∩ P ) they determine a cross-ratio. The discriminant determinant is equal, up to a scalar factor, to
5.3. Incomplete collections of maximal minors. In the space M m,n (C) of m× n matrices with n > m + 1, the product of all of the maximal minors no longer defines a linear free divisor, by reason of its degree. However, certain collections of n maximal minors do define free divisors. There is a simple procedure for generating infinitely many such collections, first described in [NR05] : The space M m,n (C) can still be viewed as Rep(Q, = (m, 1, . . . , 1) . As before, the quiver group Gl(Q, d) acts with 1-dimensional kernel Z, but now
making an open orbit impossible. Therefore we shall replace Gl(Q, d) by a group
with dim G/Z = dim M m,n by augmenting the second factor in (5.3) to a group
2 be such that
This groupG R is generated by Gl 1 (C) n+1 = diag(C * , . . . , C * ) and mn − m 2 − n + 1 types of supplementary elementary matrices I n + C · E i,j with (i, j) ∈ Q 1 and i = j, cf. (5.1). We can consider the set Q 1 as the set of arrows of a (possibly disconnected) quiver on the node set Q 0 : for ϕ = (i, j) ∈ Q 1 , we set tϕ := i and hϕ := j. We refer to this quiver as the quiver associated toG R and denote it by Q(G R ) := (Q 0 , Q 1 ). Now we define the right factor in (5.6) by
The action of G on M m,n (C) extends that in (5.4) by right multiplication ofG R and factors through G/Z which acts faithfully like (4.3) before. One can consider
like in (4.3) where µ k ⊆ C * denotes the cyclic subgroup of order k. We have a factorization
like in (5.5), as soon as we can normalize an appropriate diagonal entry in the second factor. An entry with index different from i and j for all (i, j) ∈ Q 1 with i = j serves this purpose, cf. Example 5.7 where this is possible for all the cases under consideration.
Proposition 5.5.
(1) If the discriminant determinant ∆ of the action of G is not identically zero and preserves the divisors of zeros of n distinct m × m minors, then the union of these divisors is a linear free divisor D = V (∆).
(2) If the action of G preserves the divisor of zeros of more than n distinct m×m minors then ∆ is identically zero.
Proof. Any algebraic set preserved by the action of G is contained in V (∆). By construction, if ∆ is not identically zero then its degree is mn. If moreover the action of G preserves the zero set of n distinct m × m minors then ∆ is reduced and Lemma 2.4 shows that V (∆) is a linear free divisor.
Lemma 5.6. Right multiplication by I n + C · E i,j preserves the divisor defined by an m × m minor if and only if the minor either contains column i of the generic matrix or does not contain column j.
Proof. Suppose that the m × m submatrix M ′ of the generic m × n matrix M contains column j but not column i. Let p be a point of {det M ′ = 0} at which M ′ has rank m − 1 and column j of M ′ is not in the linear span of the other columns of
contains both columns i and j.
Example 5.7.
(1) Take m = 2, n = 4. We refer to the 2 × 2 submatrix of the generic matrix containing columns i and j as M ij . We need one supplementary column operation type. By reordering the columns we may assume this is ·(I n + C · E 3,4 ). (2) Take m = 2, n = 5. Then we require two supplementary generators which means that the quiver Q(G R ) has two arrows. Our table shows all such quivers with no more than five vertices (up to reordering of columns). Note that the quiver 1 G G 2 G G 3 does not appear since the conditions on Q 1 force it to become
G G 3 . The symbols * and ⋆ denote arbitrary elements of C * and C respectively.
Only the first and second yield linear free divisors. The fourth fails because although the group has the right dimension and an open orbit, the discriminant determinant is not reduced: the minor M 12 divides it with multiplicity 2.
(3) Take m = 3, n = 5. Again we need two supplementary generators, and there are the same four cases as when (m, n) = (2, 5). In each case the group G R is the same as in the previous example. The list of those which give rise to free divisors is different from the previous example now: No (4) Take m = 3, n = 6. We need four supplementary generators and show all possible quivers with no more than six vertices in the following table.
Q(G R )
Admissible minors LFD? Proof. Like in the proof of Proposition 5.2, one can show that τG
Here the absence of oriented loops serves as a replacement for the upper triangularity in the preceding proof. Indeed, if there are no oriented loops in Q(G R ), it is possible to order the vertices of Q(G R ), and thus the rows of the matrices in M m,n , so that i < j whenever there is an arrow from i to j. This puts all of the matrices ofG R into upper triangular form. It follows both thatG R has a deformation retraction to its maximal torus T consisting of diagonal matrices, and that the same contracting homotopy as in the proof of 5.2 shows that the inclusion
• t * →
•g * R is a homotopy equivalence. Thus H * (T ) : H * A (g R ; C) → H * (G R ; C) is an isomorphism. Also for G = Sl m (C) the map τ G from (3.5) is an isomorphism. So by applying the the Künneth formulas for both Lie algebra and complex cohomology, the same holds for G = Sl m (C) ×G R . By (5.8), G/V is a finite quotient of the connected group Sl m (C) ×G R . Then also G/V is connected, G 
Classification in small dimensions
6.1. Structure of logarithmic vector fields. We write Der C n for the sheaf of germs of holomorphic vector fields on C n , and Der(C n ) for its space of global sections. A degree zero vector field δ ∈ Der(C n ) can be identified with an n × n matrix A = (a i,j ) i,j ∈ C n×n by δ = i,j x i a i,j ∂ j = xA∂ t . Under this identification, the commutator of square matrices corresponds to the Lie bracket of vector fields. We shall denote the action of δ via the Lie bracket on functions and vector fields by δ(•) = [δ, •]. On vector fields, this is the adjoint ad δ of δ. For semisimple (nilpotent) A, also δ = xA∂ t is semisimple (nilpotent) on functions and vector fields. Let D ⊆ C n be a linear free divisor. By Saito's criterion [Sai80, 1.8.ii], for any basis δ = δ 1 , . . . , δ n of Der(− log D), D is defined by the homogeneous polynomial
of degree n and we write Der f = Der(− log D). This implies that δ i (f ) ∈ C · f , and that there exists an Euler vector field χ = i x i ∂ i ∈ δ 1 , . . . , δ n C . Since χ vanishes only at the origin, the origin of the affine coordinate system x = x 1 , . . . , x n is uniquely determined. A coordinate change between two sets of degree zero generators of Der f can always be chosen linear. Since χ(f )/f = n = 0, there is a basis χ, δ 1 , . . . , δ n−1 of Der(− log D) with δ i (f ) = 0. So δ 1 , . . . , δ n−1 are a basis of the annihilator of f which is a direct factor of the Lie algebra Der f . For all possible linear coordinate changes, let s be the maximal number of linearly independent diagonal logarithmic vector fields minus 1.
Theorem 6.1. There exists a basis χ, σ 1 , . . . , σ s , ν 1 , . . . , ν n−s−1 of Der f such that
(1) χ(σ i ) = 0 and χ(ν j ) = 0, (2) σ i are simultaneously diagonalizable with eigenvalues in Q and σ i (f ) = 0, (3) ν j are nilpotent and
Moreover, s ≥ 1 and if s = n − 1 then f = x 1 · · · x n defines a normal crossing divisor.
(1)-(3) and the first part of (4) are a special case of the Formal Structure Theorem in [GS06] . However, as is easily checked, in the case of a linear free divisor, the formal coordinate changes used in the proof of the theorem in [GS06] reduce to linear coordinate changes, and are therefore convergent. For the second part of (4), we set δ 1 , . . . , δ n = χ, σ 1 , . . . , σ s , ν 1 . . . , ν n−s−1 and rewrite (6.1) as
Applying σ i to this equation and using the first part of (4) yields
As f = 0 we can conclude using (2) that
and hence (4).
For the last claim assume that s = 0. Then by Engel's Theorem [Ser01, I.4], ν 1 , . . . , ν n−s−1 in can be chosen triangular. But then
is divisible by the square of a variable and hence not reduced. So s = 0 is impossible. If s = n − 1, then f must be a monomial and hence f = x 1 · · · x n defines a normal crossing divisor.
Remark 6.2. In Theorem 6.1, one can perform the Gauss algorithm on the diagonals of σ 1 , . . . , σ s . Then
We shall frequently use the following simple fact.
Lemma 6.3. Let σ = i w i x i ∂ i . Then x i ∂ j is an eigenvector of ad σ for the eigenvalue w i − w j .
6.2.
The case s = n − 2.
Lemma 6.4. Let s = n − 2 in the situation of Theorem 6.1. Then −σ k (ν 1 )/ν 1 = trace(σ k ) = 0 for some k and ν 1 has, after normalization, two entries equal to 1 and all other entries equal to 0.
Proof. If s = n − 2 then for any σ ∈ {σ 1 , . . . , σ n−2 }, σ(ν 1 )/ν 1 + trace(σ) = 0. Hence, a monomial x i ∂ j in ν 1 gives a relation w i − w j + k w k = 0 on the diagonal entries w 1 , . . . , w n of σ. Since 3 of these relations with i = j and also σ 1 , . . . , σ n−2 are linearly independent, ν 1 can have at most 2 non-zero non-diagonal entries. If σ k (ν 1 )/ν 1 = 0 for some k then ν 1 is strictly triangular with at most 2 non-zero entries after ordering the diagonal of σ k . If ν 1 has only one non-zero entry then f is divisible by the square of a variable, a contradiction. Both non-zero entries of ν 1 can be normalized to 1. If σ k (ν 1 )/ν 1 = 0 for all k then the non-zero entries of ν 1 are in a 2-dimensional multi-eigenspace of χ, σ 1 , . . . , σ n−2 . Otherwise, there are 3 linearly independent relations w i1 = w j1 , w i2 = w j2 , k w k = 0 on the diagonal entries of σ 1 , . . . , σ n−2 , a contradiction to their linear independence. But then ν 1 has only one non-zero entry after a linear coordinate change, a contradiction as before.
To simplify the notation, we shall write ≡ for equivalence modulo C * . By Lemma 6.4, we may assume that ν 1 = x k ∂ 1 + x l ∂ 2 where 1 = k = l = 2. Then
a n−1,1 x 1 a n−1,2 x 2 a n−1,3
There are only two possible cases:
6.2.1. k = 2, l = 3. Then f comes from the linear free divisor of Example 5.1 in dimension 3:
6.2.2. k = 3, l = 4. Then f comes from a linear free divisor in dimension 4:
6.3. Classification up to dimension 4. We consider the situation of Theorem 6.1 and abbreviate x, y, z, w = x 1 , x 2 , x 3 , x 4 . By the results of Section 6.2, we may assume that s = 1 and n = 4. Let us first assume that Der f is a non-solvable Lie algebra and hence σ 1 , ν 1 , ν 2 = sl 2 . Since sl 2 is a semisimple Lie algebra, C 4 is a direct sum of irreducible 6.3.3. σ 1 = ax∂ x + ay∂ y + bz∂ z + cw∂ w , |{a, b, c}| = 3. Then f = 0 if ν 1 and ν 2 have only a ∂ z -and ∂ w -component. We shall tacitly omit this case in the following. 6.3.3.1. σ 1 (ν 1 )/ν 1 = 0 = σ 1 (ν 2 )/ν 2 . Then ν 1 and ν 2 are linearly dependent. Hence, f is divisible by x 2 and not reduced. 6.3.3.3. σ 1 (ν 1 )/ν 1 = 0 = σ 1 (ν 2 )/ν 2 . Then there are 3 double cases:
(1)
Hence, f is divisible by x 2 (or z 2 for transposed ν 1 and ν 2 ) and not reduced. In what follows, we may also exclude all cases where ν 2 has only one term by exchanging the roles of ν 1 and ν 2 . 6.3.4.2. ν 1 has two non-zero terms. We have two cases: In the first case, since [ν 1 , ν 2 ] = 0, we obtain that ν 2 has the form
Since a − b = b − c because of the homogeneity of ν 1 , the σ 1 -degrees corresponding to r, s are a − d = d − c. Then, because of the homogeneity of ν 2 , we are in the situation where ν 2 has only one term. In the second case, we obtain So f is non-reduced as a multiple of x 2 . Similarly, if r = 1 and u = v = s = q = 0 then f is a multiple of z 2 . In the other cases, either ν 2 has only one non-zero term or three non-zero terms (u = s = 1). This latter case we shall study now. 6.3.4.3. ν 1 has three non-zero terms. We may assume that 
The complement of C in the Lie algebras for (yz+xw)zw and x(y 3 −3xyz+3x 2 w) are described in [Jac79, Ch. 1, §4]. The former is the direct sum of C and the nonAbelian Lie algebra g 0 of dimension 2, and the latter is the 3-dimensional Lie algebra g characterized as having 2-dimensional Abelian derived algebra g ′ , on which the adjoint action of a basis vector outside g ′ is semi-simple with eigenvalues 1 and 2. Straightforward computations show that the two groups G with x, y ∈ C * and z ∈ C in the first and x ∈ C * , y, z ∈ C in the second.
Strong Euler homogeneity and local quasihomogeneity
In this and the following sections we use the abbreviations Ø and Der for the sheaves Ø C n and Der C n respectively. Let D ⊆ C n , n ≥ 0, be a reduced divisor. It is strongly Euler homogeneous if, locally at any point p ∈ D, there is a defining function f ∈ Ø p of (D, p) and a vector field χ ∈ m p · Der p such that χ(f ) = f . Such a vector field χ is called an Euler vector field for D at p. Note that if χ is an Euler vector field for D at p , and u ∈ Ø p is a unit, then up to multiplication by a scalar, uχ is also an Euler vector field for D, though with respect to a different equation for D. If there is, at any p ∈ D, an Euler vector field χ such that its degree zero part χ 0 has strictly positive eigenvalues then D is locally quasihomogeneous. By the Poincaré-Dulac Theorem [AAA + 97, Ch. 3, §3.2] and Artin's Approximation Theorem [Art68] , this means that, at any p ∈ D, there is a coordinate system such that (D, p) is defined by a quasihomogeneous polynomial with strictly positive weights.
The logarithmic stratification of a divisor D, introduced by K.Saito in [Sai80] , is the partition of D into the integral varieties of the distribution Der(− log D).
As it is not always locally finite, the term "stratification" is a misnomer, but is generally used. If D α is a stratum of the logarithmic stratification and
The free divisor D is Koszul free at p ∈ D if there exists a basis χ 1 , . . . , χ n for Der(− log D) p such that the sequence of symbols σ(χ 1 ), . . . , σ(χ n ) is a regular sequence in the graded ring Gr Let D ⊆ C n be a linear free divisor and χ, δ 1 , . . . , δ n−1 a basis of Der f with δ i (f ) = 0 as in Section 6.1. The arguments which follow are valid as well for an arbitrary germ of a free divisor D ⊆ (C n , 0) with a germ of an Euler vector field χ ∈ Der 0 at 0.
The following criterion gives a method to test strong Euler homogeneity algorithmically. The reduced variety S k defined by the (k + 1) × (k + 1)-minors of the n × n-matrix
is the union of logarithmic strata of dimension at most k. In more invariant terms, S k is the variety of zeros of the (n − k − 1)'st Fitting ideal of the Ø C n -module Der / Der(− log D). Thus a free divisor D is Koszul free if and only if dim S k ≤ k for all k. Note that S n = C n , S n−1 = D, and S n−2 = Sing(D). For a linear free divisor, S 0 = {0} because of the presence of the Euler vector field. Since dim Sing(D) < dim D, it follows that linear free divisors are Koszul free in dimension n ≤ 3.
In order to characterize strong Euler homogeneity, we also consider the reduced variety T k ⊇ S k defined by the (k + 1) × (k + 1)-minors of the (n − 1) × n-matrix
Again, this is the variety defined by a Fitting ideal, this time the (n − k − 2)nd Fitting ideal of the module Der / Der(− log f ). Note that, by definition,
Lemma 7.1. D is strongly Euler homogeneous if and only if 
we obtain, by canceling f ,   
whereŠ denotes the cofactor matrix of S.
Lemma 7.4. S 0 = T 0 .
Proof. Assume that T 0 = S 0 = {0}. By homogeneity, T 0 contains the x n -axis after an appropriate linear coordinate change. Then T is independent of x n . Writing x ′ = (x 1 , . . . , x n−1 ), we have that f = g + x n · f ′ where g and f ′ := M n depend only on 
Lemma 7.5. Let D be strongly Euler homogeneous. Then D is locally quasihomogeneous on the complement of S n−3 . In particular, D is locally quasihomogeneous if S n−3 = {0}. Then S 1 = T 1 = {0} and S 2 = T 2 is the singular subspace of D, with reduced structure given by
Hence, D is locally quasihomogeneous by Lemmas 7.1 and 7.5.
7.1. Example 5.3 again. In this subsection, we study the linear free divisor in Example 5.3 in detail and show that if n > 2 it is not Koszul free and hence not locally quasihomogeneous. However we will see that it is strongly Euler homogeneous, like all other linear free divisors we know.
Denote by x i,j , 1 ≤ i ≤ n, 1 ≤ j ≤ n + 1, the coordinates on the space of n × (n + 1)-matrices M n,n+1 . The Lie group G = Gl n (C) × Gl 1 (C) n+1 acts on M n,n+1 by left matrix multiplication of Gl n (C) and multiplication of the jth factor Gl 1 (C) = C * on the jth column of a n×(n+1)-matrix. By Lemma 2.1, Der(− log D) is generated by the infinitesimal action of the Lie algebra of G and hence a basis of Der(− log D) is extracted from the set of n 2 + n + 1 vector fields
by omitting one because of the relation
corresponding to the Lie algebra of the kernel of the action. Note that the vector field ξ i,i resp. ξ j is the Euler vector field related to the ith row resp. to the jth column of the general n × (n + 1)-matrix and that χ is the global Euler vector field on M n,n+1 . Since the determinant ∆ j has degree one with respect to each line and to each column except the jth column for which the degree is zero, the degree of f equals n + 1 with respect to a row and n with respect to a column. These considerations yield ξ i,i (f ) = (n + 1)f, ξ j (f ) = nf, ξ i,j (f ) = 0 for i = j, and one can easily derive a basis of the vector fields annihilating f .
The following lemma is self evident by definition of the action of G on M n,n+1 and we shall use it implicitly. In particular, the rank of a G-orbit is well-defined as the rank of any of its elements.
Lemma 7.7.
(1) Two matrices in M n,n+1 having the same row space are in the same Gorbit. Similarly two matrices given by lists of column vectors A = C 1 , . . . , C n+1 and
are in the same G-orbit if there is a λ j ∈ C * such that C ′ j = λ j C j for all j = 1, . . . , n + 1.
(2) If A and A ′ are in the same G-orbit in M n,n+1 then any submatrix of A consisting of columns C i1 , . . . , C ip has the same rank as the submatrix of A ′ consisting of the corresponding columns C ′ i1 , . . . , C ′ ip of A ′ . In particular A and A ′ have the same rank.
By the left action of Gl n (C) ⊆ G, any G-orbit in rank r contains, up to permutation of columns, an element of the form
By using also the action of G, we may assume that x i,r+1 ∈ {0, 1}: If x i,r+1 = 0 then one can divide the ith row by x i,r+1 and multiply the ith column by x i,r+1 .
Proposition 7.8. The linear free divisor D ⊆ M n,n+1 from Example 5.3 is strongly Euler homogeneous for any n.
Proof. Let us consider a rank r orbit of G in M n,n+1 . If r < n, we can find a point A in this orbit with a zero row, say row number i. Then the Euler vector field ξ i,i of this row is an Euler vector field at A. If r = n and the orbit is not the open orbit C n D, we can assume, as above, that A satisfies x i,j = δ i,j for i = j if i, j ≤ n and that x i,n+1 = 0 for some i ∈ {1, . . . , n}. Then x i,i = 1 is the only non zero entry in the ith row and the ith column. This implies that ξ i,i − ξ i is an Euler vector field at A because its coefficients are in the maximal ideal at A and
By the normal form (7.1), there is only a finite number of maximal rank G-orbits including the generic orbit for which all x i,n+1 equal 1.
Proposition 7.9.
(1) There are only finitely many G-orbits in M 2,3 , and the linear free divisor D ⊂ M 2,3 is locally quasihomogeneous.
(2) The number of G-orbits in the linear free divisor D ⊂ M 3,4 is infinite. In particular, the set of G-orbits in D is not locally finite, and D is not Koszul free and hence not locally quasihomogeneous.
(1) The first statement follows, by Gabriel's theorem [Gab72] , from the fact that we are considering the representation space of a Dynkin quiver, here of type D 4 . In fact, in the case of M 2,3 , the only orbits which remain to be considered are {0} and the rank one orbits which contain, up to permutation of columns, one of the typical elements: (2) In the case of M 3,4 , let us consider a rank two orbit for which any pair of columns is independent. As above, we can reduce an element in this orbit to the form .1], these orbits are the same as the logarithmic strata defined in [Sai80] and hence the logarithmic stratification is not locally finite. As remarked in the introduction to this section, it follows that D is not Koszul free. Now by [CMNM02, 4 .3] D is not locally quasihomogeneous.
7.2. Example 5.1 again. In this subsection, we show that the linear free divisors in Example 5.1 are locally quasihomogeneous and hence Koszul free by [CMNM02, 4.3] . By [CJNMM96] , this implies that LCT holds although the defining group is not reductive, cf. Example 3.8.(2).
We denote by x i,j , 1 ≤ i ≤ j ≤ n, the coordinates on the space of symmetric n × n-matrices Sym n (C) ⊆ M n,n . Let D ⊆ Sym n (C) be the divisor defined by the product For i < j, ξ i,j is nilpotent, so that ξ i,j (f ) = 0. The vector field ξ i,i is the infinitesimal generator of the C * action in which the i'th row and column are simultaneously multiplied by λ ∈ C * . It follows that each determinant det k with k ≥ i is homogeneous of degree 2 with respect to ξ i,i , and we conclude that ξ i,i (f ) = 2(n − i + 1)f, ξ i,j (f ) = 0 for i < j.
Lemma 7.10. There are finitely many B n -orbits in Sym n (C).
Proof. If i ≤ j, the pair of elementary row and column operations ("add c times column i to column j", "add c times row j to row i") can be effected by the action of B n . By such operations any symmetric matrix may be brought to a normal form with at most a single non-zero element in each row and column. Another operation in B n changes each of these non-zero elements to a 1. Thus there are only finitely many B n -orbits in Sym n (C).
By the discussion at the start of Section 7, it follows that D is Koszul free. In fact this will also follow from Proposition 7.11. The linear free divisor D of Example 5.1 associated with the action of B n on Sym n (C) is locally quasi-homogeneous.
To prove this, it is enough to show that at each point S of D there is an element of Der(− log D) S which vanishes at S and whose linear part is diagonal with positive value. This is the result of the proposition below. In what follows we fix a symmetric matrix S such that s i,j ∈ {0, 1}, with at most one non-zero coefficient in each row and column. By Lemma 7.10, each B n orbit contains such a matrix, and local quasihomogeneity is preserved by the B n action, so it is enough to construct a vector field of the required form in the neighborhood of each such matrix S.
Lemma 7.12. Assume that s i,j = 1 with i ≤ j, then for each pair (k, ℓ) in the set {(i, j), (i, j + 1), . . . , (i, n)} ∪ { (i + 1, j) , . . . , (j, j), (j, j + 1), . . . , (j, n)} there is a vector field v k,ℓ , vanishing at S, such that (i) v k,ℓ (f ) ∈ Ø · f , and (ii) the linear part of v k,ℓ at S is equal to (x k,ℓ − s k,ℓ ) ∂ ∂x k,ℓ , and in particular is diagonal.
(1) If (k, ℓ) = (i, ℓ) with j < ℓ, then In other words we have a triangular-type system of diagonal linear parts with positive terms on the i'th row and zeros on rows after the i'th.
Proof. If s i,j = 0 for any j ≥ i, and s k,i = 0 for any k ≤ i, we can take v i = ξ i,i .
If s k,i = 1, with k ≤ i, then we may apply Lemma 7.12 and a linear combination of the vector fields v i,i , v i,i+1 , . . . , v i,n does the trick.
Finally if s i,j = 1 for some j > i, we observe that ξ i,i − ξ j,j , is diagonal and has non zero positive eigenvalues in the positions {(i, i), . . . , (i, j − 1)} ∪ {(i, j + 1), . . . (i, n)}.
Then we see that the vector field v i = v i,j + ξ i,i − ξ j,j + v i+1,j + · · · + v j,j + v j,j+1 + · · · + v j,n does the trick since by adding v i,j we complete the row i by a positive eigenvalue at (i, j), and we cancel with the help of the appropriate v k,ℓ all the negative eigenvalues with row indices k > i.
Proposition 7.14. There is an Euler vector field v, v(f ) ∈ Ø · f vanishing at S, with linear part diagonal and having only strictly positive eigenvalues.
Proof. We construct v, by decreasing induction on i, as a linear combination α n v n + · · · + α 1 v 1 with positive coefficients, with α i > 0 large enough following the choice of α n , . . . , α i+1 . By construction we have v(f ) = λf with λ ∈ Ø.
This completes the proof of Proposition 7.11.
