The capital asset pricing model (CAPM) is a commonly used regression model in finance to model stock returns. Bayesian methods have been developed for the CAPM to account for market fluctuations within the industry. However, a Bayesian model checking procedure is needed to assess the CAPM in terms of the usual regression model assumptions of independence, homogeneity of variance, and normality. This paper develops Bayesian residuals and Bayesian p-values to check these model assumptions as well as to suggest model extensions to the CAPM.
Introduction
Asset pricing models are used to model the excess return of individual stocks which is defined as the difference between the stock return and that for the whole market. Many pricing models have been developed in the finance literature. One of the most popular models is the multifactor Capital Asset Pricing Model (CAPM) [1] . This model is based upon a linear regression of the excess return with three explanatory variables representing the market-wide factors: the market premium, the return of a portfolio of small stocks in excess of the return on a portfolio of large stocks, and the return of a portfolio of stocks with high ratios of book value to market value in excess of the return of a portfolio of stocks with low book-to-market ratios. Bayesian methods have been applied to the CAPM to incorporate both information concerning market fluctuations within the industry and the uncertainty of the decision maker about the accuracy of the model [2] . Model accuracy is reflected in the regression coefficient for the intercept which represents the mispricing in the CAPM. The decision maker can incorporate uncertainty about model accuracy through the prior variance of this intercept term.
However, Bayesian inference is model dependent as it is also based upon the set of specific assumptions associated with the CAPM. A violation of the underlying assumptions can have special implications in financial applications. For example, if stock returns have serial correlation across time, the serial dependence is a violation of the random walk hypothesis [3] . Likewise, if the returns do not have constant variance, the change in pattern may require a conditional heteroscedastic model to model the stock volatility [4] . Returns also may not follow a normal distribution. Empirical studies have shown that the returns tend to be skewed to the right and there is a need to also model those "rare" events.
Thus, it is important to be able to check and evaluate regression models, such as the CAPM, within the Bayesian context. A Bayesian model checking technique based upon the posterior predictive distribution was used to show that the CAPM could be inconsistent with the long-horizon returns of initial public offerings [5] . Specifically, various percentiles computed from both the observed returns and replicated returns simulated from the posterior predictive distribution were compared, and substantial differences between the two sets of percentiles were used as evidence to question the validity of the chosen model for the long-horizon return data. However, knowing the validity of a proposed model is not the end of the analysis. Additional diagnostic checks can provide strategies for model expansion or modification if the current model is deemed inadequate. Thus, the purpose of this research is to develop a Bayesian diagnostic methodology suitable for the CAPM that can reveal violations of the model assumptions. This methodology consists of residual diagnostics and tail area probability calculations to quantity the violation. The diagnostic methods are performed on stock return data to illustrate how to assess the CAPM assumptions and how to identify suitable adjustments to the CAPM that accommodate violations of the assumptions. The proposed techniques would also be useful for assessment of the model assumptions for other regression models or even for the general linear model. This paper is organized as follows. Section 2 introduces the CAPM and reviews the Bayesian methods that have been used to perform model fitting and posterior inference. Section 3 develops Bayesian diagnostic approaches and discusses computational strategies. Section 4 applies the methodology to modeling a series of monthly returns of a stock from a pharmaceutical company. Section 5 provides concluding remarks.
Bayesian Analysis of the CAPM

The CAPM
Financial studies typically use returns, instead of prices, of assets for two reasons. Journal of Applied Mathematics and Physics First, for average investors, return of an asset is a complete and scale-free summary of the investment opportunity. Second, return series are easier to handle, and have more attractive statistical properties [6] . The monthly return at time t is calculated using the definition of one-period simple return, which is the percentage of change between the close prices of two neighboring months of t and 
where r and p denote the return and price of a stock.
The CAPM quantifies the insight that riskier assets should offer higher expected returns to the investors [1] . The model is given by , 1, ,
In Equation (2), t y denotes the excess return of the stock, which is the difference between the stock return, as calculated in Equation (1), and that of the market portfolio. The vector of predictors is
which is a collection of three market-wide macroeconomic risk factors defined as follows. The term m f r r − stands for the difference between the market return and the risk-free return, and is also called the market premium. The predictor SMB is called "small minus big", which is the return of a portfolio of small stocks in excess of the return on a portfolio of large stocks. The predictor HML denotes "high minus low", and is the return of a portfolio of stocks with high ratios of book value to market value in excess of the return of a portfolio of stocks with low book-to-market ratios. The subscript t indexes the values at time t, and T is the total number of observations. The regression coefficient vector, denoted by β , represents the impact of market premium, SMB, and HML on stock performance.
A matrix form of the CAPM is given by
where y is a T × 1 vector of returns, X is a T × 4 matrix containing all factor information, and ε is the vector of regression errors which is assumed to be independent and normally distributed with common variance 2 σ .
A Bayesian Approach
A Bayesian approach can be used to incorporate market information through prior distributions [2] . These priors are based upon a normal-inverted-gamma distribution that is typical for regression parameters:
The hyperparameters β Algorithm 2: 
where
Note that Equation (6) can also be treated as an expression for the conditional posterior distribution 
Bayesian Model Diagnostic Checking
In the frequentist setting, model diagnostic checking is an integral part of data analysis. Bayesian methods, however, have been criticized as being strong for inference under an assumed model, but weak for the development and assessment of models [10] . The purpose of model diagnostics is to assess the assumptions of a posited model and to identify troublesome features of the model. Bayesian analysis typically conditions on the whole probability model making it crucial to check whether or not the posited model fails to provide a reasonable summary of the data.
Bayesian Residuals
Many of the diagnostics in the frequentist setting utilize residuals to check model assumptions. Residuals are generally represented as the observed value of the response minus the fitted value of the response. From the Bayesian perspective, there is not an agreed upon candidate for a fitted value. As a result, there are many possible Bayesian residuals [11] . A few Bayesian residuals are defined below.
Journal of Applied Mathematics and Physics
For Bayesians, the predicted value has a distribution called the posterior predictive distribution [12] . Let rep y denote the value of the response that could have been observed under the values of the parameter θ and with the collection of explanatory variables X . The subscript arises from the fact that it is the data that "could appear if the experiment that produced y today were replicated tomorrow with the same model" [13] . The posterior predictive distribution,
where 
Equation (8) reflects the difference between the observed value and the predicted value, but here the predicted value corresponds to the expectation of the posterior predictive distribution in Equation (7) . The residuals in Equation (8) can be standardized by dividing each value by the square root of the variance of the posterior predictive distribution for that corresponding observation.
Numerically, the residuals can be calculated using a value of rep y that is generated from Equation (3) 
Alternatively, the realized residuals can be computed from the j th draw from the posterior predictive distribution, say
The residuals in Equations (9) and (10) can be standardized by dividing by the square root of (9) and (10) represent a form of observed and realized measures of discrepancy [13] . Averages of Equations (9) and (10) across the posterior draws produce a single set of residuals, denoted obs e and rep e , respectively. These averages approximate expectations of Equations (9) and (10) with respect to the posterior distribution. The values of obs e correspond to those in Equation (8) 
Bayesian P-Values
The unknown parameter θ is handled by substituting some estimate θ . A p-value close to zero indicates a lack of fit in the direction of ( ) D y under the current model. The probability function, denoted by Pr in Equation (11), is calculated with respect to the sampling distribution of y that generates rep y .
However, the classical p-value ignores the uncertainty in the estimation of θ , and is not suitable in the Bayesian setting where θ is not assumed to be fixed. Several Bayesian p-values have been developed and their difference lies in the reference distribution used for the tail area computation. The posterior predictive p-value (ppp) accounts for the distribution of θ using the posterior predictive distribution in Equation (7) [13] [15] . The ppp is defined as
It can be generalized by replacing [15] . Equation (12) shows that p post is the expected value of the classical p-value in Equation (11) with respect to the posterior distribution. This p-value is calculated from the MCMC algorithm using the following steps: A criticism of the posterior predictive p-value is the double use of data since observations are first used to produce the posterior distribution, and then used again to compute the tail area probability. This results in a conservative p-value where the distribution of the ppp is more concentrated around ½ as has been demonstrated for both small samples [16] and large samples [17] .
The partial posterior predictive p-value (partial-ppp) was created to combine the advantages of the prior and posterior predictive p-values [16] [18] . The partial-ppp is
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for the probability in Equation (14) is
cated by the numerator of the right-hand side of Equation (14), the partial-ppp is still based upon the posterior distribution of θ . However, it avoids the double use of data by conditioning on the test statistic, so the contribution of D to the posterior is removed before θ is eliminated by integration [18] . Intuitively, the act of conditioning on D has the effect of splitting the information contained in the data set into two parts where the first part computes D and the remaining information in the second part forms the distribution ( ) * π θ . A simulation study found that the partial-ppp is asymptotically uniform [17] .
The partial-ppp can be calculated using Algorithm 3 with a modification of 
This quantity is meant to push simulations lying around MLEs, which are regions of low probability if the model is incompatible with the data, to regions with high probability according to the distribution of ( ) * π θ [19] .
The evaluation of both acceptance probabilities demands that 
Example from the Pharmaceutical Industry
In this section, the CAPM is fit to the series of excess returns for stock Serono, S.A. (ticker symbol SRA) using the Bayesian approach described in Section 2.2. 
Fit of the CAPM
The hybrid algorithm described in Section 2.3 is used to generate simulations from the posterior distributions. After discarding the initial 500 draws for the burn-in, 10,000 draws are used for posterior inference. The posterior estimates (mean and standard deviation) of the model parameters are given in Table 1 .
The Deviance Information Criteria (DIC) is commonly used for Bayesian model selection. The DIC is formed as the posterior mean of the deviance, which is -2 times the loglikelihood, along with a penalty for the effective number of parameters ( [12] , Section 6.7). A second measure is the expected squared error loss (ESSE) given by Figure 1 shows a plot of standardized Bayesian residuals in Equation (8) normalizing transformation, the test statistic follows a standard normal distribution [24] .
Evaluation of Fit of the CAPM
The p-values presented in Table 2 
Fit of the CAPM with Autocorrelated Errors
The evaluation of the model fit in Section 4.2 revealed some evidence of a discrepancy from the assumption of independent model errors. The approach of [25] can be used to incorporate autocorrelation into the CAPM. This approach will be used in this subsection to model first-order autocorrelation (AR (1)). Thus, the model in Equation (2) is now represented as 
It is convenient to reparameterize the model in Equation (16) 
The model errors t a for this transformed model should satisfy the usual assumptions listed in Equation (16) for 2, , t T = . This model can be written in the same form as Equation (3), but with After discarding the initial 500 draws for burn-in, 10,000 draws are used to obtain the posterior estimates. These estimates are given in Table 3 
Evaluation of Fit of the CAPM with Autocorrelated Errors
The residuals in Equations (9) and (10) can also be used for the CAPM with autocorrelated errors given in Equation (16) . These residuals are based upon Table 4 . The p-values again confirm that there is no evidence against the homogeneity of variance assumption. The p-values show no evidence of autocorrelation. Thus, the modification in Equation (16) to account for the autocorrelation suitably addresses previously identified violations of the independence assumption. However, there is evidence against the normality assumption. This evidence is not as strong using the more conservative ppp. Journal of Applied Mathematics and Physics 
Fit of the CAPM with Autocorrelated t Errors
In order to address the problem of heavy tails in the fit of the CAPM with autoregressive normal errors, one approach is to use the t-distribution to model the likelihood. A modification of Equation (17) to accommodate the t-distribution is given by
The proper degrees of freedom (df) for the t-distribution can be determined using an exploratory method assuming the non-informative prior density ( ) 1~Uniform 0,1 df . This form of prior is recommended over the more obvious choice of ( ) Uniform 1, df ∞ because the latter essentially has all its mass near df = ∞ ([27] , p. 193). For the SRA data, the posterior distribution of df centers around the value of 10 which is taken to be the value for the degrees of freedom.
As mentioned in ( [12] , p. 303), the t likelihood with degrees of freedom df Journal of Applied Mathematics and Physics for a series of return data from a particular stock in the pharmaceutical industry.
Serial correlation is detected in the fit of the CAPM. From Table 3 , the incorporation of the first-order autocorrelation has a strong effect on the posterior esti- Table 5 are roughly in between those in Table 1 and those in Table 3 .
