ABSTRACT. An age-structured predator-prey system with diffusion and Holling-Tanner-type nonlinearities is considered. Regarding the intensity of the fertility of the predator as bifurcation parameter, we prove that a branch of positive coexistence steady states bifurcates from the marginal steady state with no prey. A similar result is obtained when the fertility of the prey varies.
INTRODUCTION
We consider the situation that an age-structured prey population and an age-structured predator population inhabit the same region. If u = u(t, a, x) ≥ 0 and v = v(t, a, x) ≥ 0 are respectively the density functions of the prey and predator at time t ≥ 0, age a ∈ [0, a m ), and spatial position x ∈ Ω, a general model of equations governing the time evolution reads
subject to some suitable boundary conditions on the boundary ∂Ω. Here, µ j and b j are respectively the death and birth rates depending nonlinearly on the predator v and on the prey u, Ω ⊂ R n is a bounded and smooth domain, and a m ∈ (0, ∞] is the maximal age (that could be the different for the two populations). In this paper, however, we shall focus on steady state solutions, that is, on time-independent solutions u = u(a, x) ≥ 0 and v = v(a, x) ≥ 0, for a particular case of the previous equations. More precisely, we look for nonnegative solutions (u, v) to the parameter-dependent system ∂ a u − ∆ x u = −α 1 U u − α 2 V u 1 + mU , a ∈ (0, ∞) , x ∈ Ω , (1.1)
2) The latter system is derived from the previous one by taking a m := ∞, by normalizing the diffusivities d 1 , d 2 to 1 for the sake of readability, by considering linear birth rates of the form where η > 0 and ξ > 0 are parameters measuring the intensity of the fertility and r, s > 0 are weights for the loss of fertility with increasing age, and by taking nonlinear mortality rates of the form
Clearly, other boundary conditions, e.g. of Neumann type, can be considered as well. We point out that equations (1.1)-(1.4) are nonlocal with respect to age due to the nonlinear terms involving U and V given in (1.5). In addition, the initial values depend on the entire solution.
A formal integration of the parabolic system (1.1)-(1.5) yields a nonlinear elliptic system for (U, V ):
Note that with time dependence in (1.6), (1.7) (and also in (1.1)-(1.4)), in the absence of the other specie and of diffusion, both species would grow logistically. The additional nonlinear coupling terms are referred to as Holling-Tanner reaction terms and represent, e.g. in (1.6) and (1.1), the rate at which the prey is consumed by the predator. This rate is finite even if the prey tends to infinity, i.e. reaction terms of Holling-Tanner type model e.g. finite appetite of the predator. System (1.6), (1.7) is investigated in [3] and global bifurcation results are shown with respect to the parameters η − r and ξ − s. The goal of this paper is to show similar -though local -bifurcation results with respect to the parameters η and ξ for the parabolic system (1.1)-(1.4) in the spirit of [3] . We also refer to [5] , where a variant of (1.1)-(1.4) with only one equation is studied.
Obviously, independent of what the parameters η and ξ are, equations (1.1)-(1.4) always possess the trivial solution (u, v) ≡ (0, 0). Moreover, it follows from [6] that (1.1), (1.2) with V ≡ 0 have nontrivial nonnegative solutions u ≡ 0 provided the parameter η is suitable. Analogously, (1.3), (1.4) with U ≡ 0 admit nontrivial nonnegative solutions v ≡ 0 for some values of ξ. In this paper we shall prove that, in addition, there are nonnegative coexistence steady states (u * , v * ) with u * ≡ 0 and v * ≡ 0 for some parameter values of η and ξ. Roughly speaking, if ξ is regarded as bifurcation parameter and (η, u η ) is a fixed nontrivial and nonnegative solution (i.e. u η ≡ 0) to (1.1), (1.2) with V ≡ 0, then there is a critical value ξ 0 = ξ 0 (η) such that a branch of nonnegative solutions (ξ, u * , v * ) to (1.1)-(1.4) with u * ≡ 0 and v * ≡ 0 bifurcates locally from the semi-trivial branch {(ξ, u η , 0); ξ ≥ 0} at the point (ξ 0 , u η , 0) provided that β 2 << m. This bifurcation is supercritical. We refer to Theorem 2.7 for details. Conversely, if η is regarded as bifurcation parameter, then a similar result can be derived without additional assumptions on the coefficients. The precise statement for this case is given in Theorem 2.9.
In the next section we prove Theorem 2.7 in detail using the theorem of Crandall-Rabinowitz [4] . The proof of Theorem 2.9 is basically the same and will thus merely be sketched.
NONTRIVIAL COEXISTENCE STEADY STATES
If E and F are Banach spaces we write L(E, F ) for the space of all bounded linear operators from E to F , and we set L(E) := L(E, E).
We begin with some preliminary investigations. Fix q ∈ (n + 2, ∞) and let 
For the positive cone of E 1 we write E 
is a toplinear isomorphism. Obviously, if u ∈ E 1 and τ > 0, then
q,D and, by (2.1),
Throughout this paper we agree upon the notation (1.5) for U and V if u, v ∈ E 1 . We write −∆ D for the Laplace operator subject to Dirichlet boundary conditions. It is known (e.g. [2, Thm.12]) that if p ∈ L ∞ (Ω), then the eigenvalue problem
has a smallest eigenvalue λ = λ 1 (p) with a strongly positive eigenfunction. This principal eigenvalue λ 1 (p) is simple and increasing in p [2, Thm.16]. We set λ 1 := λ 1 (0) > 0 and let ϕ 1 denote a strongly positive eigenfunction corresponding to λ 1 .
The next lemma was noted in [3] .
Proof. Let u ≡ 0 and set z(a) :
implies the first assertion. For the second claim let v ≡ 0 and set w(a) :
m )w and we conclude as before. 
with u η ≡ 0 bifurcating from the critical point (η, u) = (λ 1 + r, 0).
Proof. Of course, the proof of (a) and (b) is the same. We take U ≡ 0 in (1.3) and apply [6, Thm.2.4,Prop.2.8] to (1.3), (1.4), where we regard ξ as bifurcation parameter. Observing that the compact and strongly positive operator Q 0 introduced in [6] is simply the resolvent
we have Q 0 ϕ 1 = (s + λ 1 ) −1 ϕ 1 . Hence, the spectral radius of Q 0 is r(Q 0 ) = (s + λ 1 ) −1 since this is the only eigenvalue with a positive eigenfunction according to the Krein-Rutman theorem, and the existence of such a branch follows. Arguments similar to the proof of Lemma 2.1 show that ξ > λ 1 + s for any nonnegative solution (ξ, v) and so supercritical bifurcation occurs.
Standard regularity theory for semilinear parabolic equations implies that the solutions of (1.1)-(1.4) established in Lemma 2.2 are classical solutions, i.e. belong to
2.1. Bifurcation for the Parameter ξ. We first regard ξ as bifurcation parameter and keep η fixed. If η ≤ λ 1 + r, then there is a trivial branch {(ξ, 0, 0); ξ ≥ 0} and a semi-trivial branch
) and (η, u η ) ∈ U, then Lemma 2.2 ensures in addition the existence of another semi-trivial branch
Our aim is to show that under certain assumptions on the coefficients in (1.1)-(1.4), a branch of positive coexistence steady states bifurcates from the branch C η .
For the remainder of this subsection we fix (η, u η ) ∈ U and set U η :=
The strong positivity of e (∆D−α1Uη )a ensures u η (a) > 0 in Ω for a > 0, and U η is strongly positive. To shorten notation we set p η := u η 1 + mU η and P η := U η 1 + mU η .
Lemma 2.3. We have
Proof. The statement follows from (1.6), (1.7), (2.2), and [3, Lem.2.3,Lem.2.5,Thm.4.1]. We thus omit details and only sketch the simple proofs. Since (η − r)/α 1 is a supersolution and U a subsolution of (2.2), the first and the second assertion follow. For the last assertion one multiplies the inequality
by V , integrates over Ω, and uses the fact that ξ 0 (η) − s is the principal eigenvalue of −∆ D − β 2 P η .
Note that the statement about the restriction of ξ in Lemma 2.3 is more precise than in Lemma 2.1 due to β 2 P η ≤ β 2 /m and the fact that the principal values thus satisfy λ 1 (−β 2 P η ) ≥ λ 1 (−β 2 /m).
For future purposes let us also state the following auxiliary result: Note that [1, III.Thm.4.8.7] allows us in principle to compute the smallness condition in the statement of Lemma 2.4 explicitly. In the sequel we assume that β 2 (η − r)(α 1 + m(η − r)) −1 is sufficiently small so that Lemma 2.4 applies. In particular, we assume this number to be less than λ 1 + s. Then s − β 2 P η > −λ 1 by (2.4) and thus ξ 0 := ξ 0 (η) := λ 1 (s − β 2 P η ) > 0 (2.5) due to the monotonicity in p of the principal eigenvalue λ 1 (p).
Suppose now that (ξ, u, v) = (ξ, u η − w, v) solves (1.1)-(1.4). Then (ξ, w, v) solves
where
Due to Lemma 2.4 the operators
are well-defined. Hence, writing ξ = ξ 0 +t, the solutions (t, w, v) of (2.6)-(2.7) are the zeros of the function F given by
We validate the assumptions of the Crandall-Rabinowitz theorem [4, Thm.1.7] for the function F . For R > 0 sufficiently small set Σ := B E1 (0, R) and note that
where we agree upon the notation (1.5). Making R > 0 smaller, if necessary, it readily follows that F : R × Σ × Σ → E 1 × E 1 has continuous partial Frechét derivatives F t , F (w,v) , and F t,(w,v) . Moreover, if (φ, ψ) ∈ E 1 × E 1 and
then the derivatives at (t, w, v) = (0, 0, 0) are
further, let us observe, as in [3] , that the operator
2) it follows that U η is an eigenfunction of −∆ D +r−η+α 1 U η corresponding to the eigenvalue 0, that is, λ 1 r−η +α 1 U η = 0. But then, by the monotonicity of the principal eigenvalue [2, Thm.16],
and so 0 belongs to the resolvent set of the operator
Lemma 2.5. Let Ψ 1 be a strongly positive eigenfunction to the principal eigenvalue ξ 0 = ξ 0 (η) from (2.5) and let
(2.14)
Since ξ 0 is a simple eigenvalue of −∆ D + s− β 2 P η , (2.14) implies that there is some κ ∈ R with Ψ = κΨ 1 , and thus, by (2.13), Φ = κΦ 1 . From (2.11), (2.12) we then derive that ker(L) ⊂ span{(z *
and, on integrating with respect to a, we obtain
Clearly, Φ = Φ 1 solves (2.16) and if there be another solution, letΦ denote the difference of the two solutions. Then
and soΦ ≡ 0 (alternatively, we could have invoked (2.2) and the monotonicity of the principal eigenvalue). Thus Φ = Φ 1 is the unique solution to (2.16). Similarly, from the equation satisfied by ψ = z * 2 it follows on integration that
which has the solution Ψ = Ψ 1 . IfΨ denotes the difference to another solution, then
Thus, Ψ = Ψ 1 is the unique solution to (2.17), and we conclude that (z * 1 , z * 2 ) ∈ ker(L). In particular, we have shown that
Finally, since dim(ker(L)) = 1 and L = 1 − T with a compact operator T , the assertion follows.
It remains to check the transversality condition of [4] .
Proof. From (2.8), (2.10), (2.18), and Lemma 2.4 it follows
.
Suppose then to the contrary that the assertion is false. Then, by (2.9), there is some
, that is,
Integration with respect to a and testing the resulting elliptic equation with Ψ 1 yields
contradicting the positivity of Ψ 1 .
Recall that ξ 0 (η) is the first eigenvalue of −∆ D + s − β 2 P η . If ξ is regarded as bifurcation parameter in (1.1)-(1.4), then we obtain in summary the following result: 
Proof. Part (a) is a consequence of Lemma 2.1 and Lemma 2.2. For (b) we fix (η, u η ) ∈ U as before and consider a solution (u, v) = (u η − w, v). Then Lemma 2.5, Lemma 2.6, and [4, Thm.1.7] imply that (ξ 0 (η), 0, 0) is a bifurcation point of (2.6), (2.7) and close to this point the nontrivial solutions (w, v) lie on the curve (for some ε η > 0)
where ξ : (−ε η , ε η ) → R is continuous with ξ(0) = ξ 0 (η) and Θ = (Θ 1 , Θ 2 ) : (−ε η , ε η ) → E 1 × E 1 is continuous with Θ(0, 0) = (0, 0). Therefore, in terms of (u, v) we obtain that (ξ 0 (η), u η , 0) is a bifurcation point of (1.1)-(1.4) and close to this point the solutions lie on the curve
Let ε ∈ (0, ε η ) be fixed and set u * := u η − εz * 1 − εΘ 1 (ε) and v * := εz * 2 + εΘ 2 (ε). Then, by definition of
Clearly, Ψ 1 belongs to the positive cone of W 2−2/q q,D
and thus, since γ 0 Θ 2 ∈ C (−ε η , ε η ), W 2−2/q q,D and ξ 0 (η) > 0, we have v * (0) ≥ 0 provided that ε > 0 is sufficiently small. This yields that v * satisfies (1.3), (1.4) and is positive. As for the positivity of u * we note that u η (0) = ηU η with U η being strongly positive and so is u η (0). Thus, if ε > 0 is sufficiently small, we deduce the positivity of u * (0), whence of u * by (1.1), (1.2). That necessarily ξ > ξ 0 (η) was shown in Lemma 2.3. Finally, standard regularity theory for semilinear parabolic equations implies that both u * , v * are classical solution to (1.1)-(1.4) 
The goal is to prove that bifurcation of positive solutions occurs from this branch. Since the idea is exactly the same as in the previous subsection, we merely sketch the proof and omit details. Proceeding as before we suppose that (η, u, v) = (η 0 + t, u, v ξ + w) solves (1.1)-(1.4) with η 0 = η 0 (ξ) to be determined. Then the analogues to (2.6), (2.7) read
As in Lemma 2.4 we derive that the operators −∆ D + α 2 V ξ and −∆ D + β 2 V ξ have maximal L q -regularity on R + , i.e.,
are well-defined (note that we do not impose any restriction on the coefficients in this case). Thus, solutions of (2.19), (2.20) are the zeros of
Linearizing around (t, u, w) = (0, 0, 0) gives for (φ, ψ) ∈ E 1 × E 1 with (2.8): 
