Pseudodifferential operators on manifolds with linearization. by Levy, Cyril
Pseudodifferential operators on manifolds with
linearization.
Cyril Levy
To cite this version:
Cyril Levy. Pseudodifferential operators on manifolds with linearization.. Part of author’s
Ph.D. thesis, 66 pages. 2008. <hal-00334783v2>
HAL Id: hal-00334783
https://hal.archives-ouvertes.fr/hal-00334783v2
Submitted on 10 Sep 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Pseudodifferential operators on manifolds with
linearization
Cyril Levy
Universite´ de Provence and Centre de Physique The´orique1,
CNRS–Luminy, Case 907, 13288 Marseille Cedex 9, France.
Email address: cyril.levy@ens-lyon.org
June 2009
Abstract
We present in this paper the construction of a pseudodifferential calculus on smooth
non-compact manifolds associated to a globally defined and coordinate independant com-
plete symbol calculus, that generalizes the standard pseudodifferential calculus on Rn. We
consider the case of manifolds M with linearization in the sense of Bokobza-Haggiag [4],
such that the associated (abstract) exponential map provides global diffeomorphisms of M
with Rn at any point. Cartan–Hadamard manifolds are special cases of such manifolds. The
abstract exponential map encodes a notion of infinity on the manifold that allows, modulo
some hypothesis of Sσ-bounded geometry, to define the Schwartz space of rapidly decaying
functions, globally defined Fourier transformation and classes of symbols with uniform and
decaying control over the x variable. Given a linearization on the manifold with some prop-
erties of control at infinity, we construct symbol maps and λ-quantization, explicit Moyal
star-product on the cotangent bundle, and classes of pseudodifferential operators. We show
that these classes are stable under composition, and that the λ-quantization map gives an
algebra isomorphism (which depends on the linearization) between symbols and pseudod-
ifferential operators. We study, in our setting, L2-continuity and give some examples. We
show in particular that the hyperbolic 2-space H has a S1-bounded geometry, allowing the
construction of a global symbol calculus of pseudodifferential operators on S(H).
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1 Introduction
Classically, a pseudodifferential operator on a (smooth, finite dimensional) manifold is defined
through local charts and the notion of pseudodifferential operator on open subsets of Rn [43, 50].
In this setting, the full symbol of a pseudodifferential operator is a coordinate dependent notion.
However, the principal symbol can be globally defined as a function on the cotangent bundle.
Naturally, the question of a full coordinate free definition of the symbol calculus of pseudod-
ifferential operators on a manifold has been considered. One approach, based on the ideas of
Bokobza-Haggiag [4], Widom [53, 54] and Drager [13] allows such a calculus if one provides the
manifold with a linear connection. Parallel transport along geodesics and the exponential map
to connect any two points sufficiently close on the manifold are then used for the definitions
and properties of local phase functions and oscillatory integrals. Safarov [39] has formulated
a version of a full coordinate free symbol calculus and λ-quantization (0 ≤ λ ≤ 1) using in-
variant oscillatory integral over the cotangent bundle and determined by the linear connection.
Pflaum [34, 35] developped a complete symbol calculus on any Riemannian manifold using nor-
mal coordinates and microlocal lift on the test functions on manifolds with arbitrary Hermitian
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bundles. Sharafutdinov [41, 42] constructed a similar global pseudodifferential calculus, based
on coordinate invariant geometric symbols. Further results in the same direction, connection to
Weyl quantization and application to physics has been considered in Fulling and Kennedy [16],
Fulling [15] and Gu¨ntu¨rk [20]. Connection between complete symbol calculus, deformation quan-
tization and star-products on the cotangent bundle has also been made (see for instance Gutt
[21], Bordemann, Neumaier and Waldmann [5] and Voronov [51, 52]). Getzler [19] used a global
pseudodifferential calculus in the context of the Atiyah-Singer index theorem on supermanifolds.
All these pseudodifferential calculi are based on symbol (functions of (x, θ) ∈ T ∗M)
estimates over the covariable θ while the dependence on the variable x is only controlled lo-
cally uniformly on compact sets. This is well suited for the case of a compact manifold. For
non-compact manifolds, we have to impose a uniform control over x in order to obtain L2(M)
continuity of operators of order 0 and compactness of the remainder operators if the control over
x is decaying. In other words, any global pseudodifferential calculus adapted to non-compact
manifolds and sensitive to non-local effects needs to encode the behaviour “at infinity” of sym-
bols. On the Euclidean space Rn, several types of pseudodifferential calculi have been defined:
standard pseudodifferential calculus with uniform control over x (see for instance Ho¨rmander
[22], Beals [2], Shubin [45]), isotropic calculus with simultaneous decay of the x and θ variables
(Shubin [43, 44], Melrose [29]), and SG-pseudodifferential calculus with separated decay of the x
and θ variables (Shubin [44], Parenti [32], Cordes [9, 10], Schrohe [40]), which is invariant under
a special class of diffeomorphisms and can be extended to an adapted class of manifolds, namely
the SG-manifolds (Schrohe [40]). This class of manifolds contains the non-compact manifolds
“with exits” and adapted pseudodifferential calculus has been developed (see for instance Cordes
[9], Schulze [47], Maniccia and Panarese [27]). Another approach, based on Lie structures at
infinity, has been investigated to study the geometry of pseudodifferential operators on non-
compact manifolds. Describing the geometry at infinity of the basis manifold by a Lie algebra
of vector fields, an adapted pseudodifferential calculus has been constructed (see for instance
Melrose [30], Mazzeo and Melrose [28], Ammann, Lauter and Nistor [1]). Let us also mention the
groupoid approach: by associating to any manifold with corners a smooth Lie groupoid and by
building a pseudodifferential calculus on Lie groupoids, the b-calculus of Melrose on manifolds
with corners can be generalized (see Monthubert [31]).
Our purpose in this paper is to construct a global pseudodifferential calculus that gen-
eralizes the standard and SG calculi on Rn, on manifolds with linearization. These manifolds
provide a natural geometric setting to deal simultaneously with the questions of a global isomor-
phism between symbols and pseudodifferential operators, and the non-local effects associated to
non-compact manifolds.
The papers in organized as follows. We define in section 2 a manifold with linearization
(or exponential manifold) as a pair (M, exp) where M is a smooth real finite-dimensional man-
ifold and exp is an abstract exponential map, a smooth map from the tangent bundle onto M
that satisfies, besides the usual properties of an exponential map associated to a connection ∇ on
TM , the property that at each point x ∈M , expx is a diffeomorphism. Any Cartan–Hadamard
manifold with its canonical exponential map is an exponential manifold. These diffeomorphisms
are used to define topological vector spaces of functions on the manifold (or on TM , T ∗M ,
M × M) that generalize, for instance, the notions of rapidly decaying function on Rn or of
tempered distribution, provided that we add a hypothesis of “OM -bounded geometry” on the
exponential map. In section 3, we use linearizations in the spirit of Bokobza-Haggiag [4], to de-
fine symbol and quantization maps. This leads to topological isomorphisms between tempered
distributional sections on T ∗M and M ×M , if we consider polynomially controlled (at infinity)
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linearizations (OM -linearizations). In particular, we extend the usual (explicit) Moyal product
(or λ-product, for the λ-quantization) on any exponential manifold with OM -bounded geometry
on which we set a OM -linearization. We get the following λ-product formula, giving a Fre´chet
algebra structure to S(T ∗M),
a ◦λ b (x, η) =
∫
Tx(M)×M
dµx(ξ)dµ(y)
∫
V λx,ξ,y
dµ∗x,ξ,y(θ, θ
′) gλx,ξ,y e
2piiωλx,ξ,y(η,θ,θ
′)a(yλx,ξ, θ) b(y
1−λ
x,−ξ, θ
′)
where a, b ∈ S(T ∗M) and the other notations are detailed in Proposition 3.11.
In section 4, we define the symbol and amplitudes spaces for our pseudodifferential
calculus. Symbol spaces can be defined in an intrinsic way on the exponential manifold with the
help of ”symbol-like” control (Sσ-bounded geometry, see Definition 2.8) of the coordinate change
diffeomorphisms ψb,b
′
z,z′ associated to the exponential map exp on M . For practical reasons the
definition of amplitudes here is slightly different from the usual functions of the parameters x, y
and θ. Instead, our amplitudes generalize functions of the form (x, ζ, ϑ) 7→ a(x, x + ζ, ϑ), where
a is a standard amplitude of the Euclidian pseudodifferential calculus. We establish continuity
and regularity results for operators of the following form (which can be seen, for some forms of
Γ, as special Fourier integral operators on Rn):
〈OpΓ(a), u〉 :=
∫
R3n
e2pii〈ϑ,ζ〉Tr
(
a(x, ζ, ϑ) Γ(u)∗(x, ζ)) dζ dϑ dx
where Γ is a topological isomorphism on S(R2n, L(Ez)) (here Ez is a fixed fiber of the Hermitian
bundle E →M , so L(Ez) can be identified withMdimEz(C)), a is in a Of,z space (see Definition
4.13) and u ∈ S(Rn, Ez). In particular, results of Proposition 4.14 and 4.17 and Lemma 4.18
are believed to be new.
With the help of a hypothesis of a control of symbol type over the derivative of the
linearization (Sσ-linearizations), we obtain in section 4.4 an intrinsic definition (Theorem 4.30)
of pseudodifferential operators Ψl,mσ on M . We see in section 4.5 a condition (HV ) on the
linearization that entails that any pseudodifferential operator onM , when transferred in a frame
(z, b), is a standard pseudodifferential operator on Rn. This condition yields a L2-continuity
result in Proposition 4.36. The last part of section 4 is devoted to the derivation of a symbol
product asympotic formula for the composition of two pseudodifferential operators. The main
result is Theorem 4.47: under a special hypothesis (Cσ) on the linearization (see Definition 4.37),
we have the following asymptotic formula for the normal symbol (transferred in a frame (z, b))
of the product of two pseudodifferential operators
σ0(AB)z,b ∼
∑
β,γ∈Nn
cβcγ∂
γ,γ
ζ,ϑ
(
a(x, ϑ)∂βζ′
(
e2pii〈ϑ,ϕx,ζ(ζ
′)〉(∂βϑ′fb)(x, ζ, ζ
′, Lx,ζ(ϑ))
)
ζ′=0
τ−1x,ζ
)
ζ=0
where a := σ0(A)z,b, b := σ0(B)z,b, and other notations are defined in section 4.6.
Finally, we give in section 5 two possible settings (besides the usual standard calculus
on the Euclidian Rn) in which the previous calculus applies. The first is based on the Euclidian
space Rn, with a “deformed” (non-bilinear, non-flat) Sσ-linearization. The second example is the
hyperbolic plane (or Poincare´ half-plane) H. We prove in particular that H has a S1-bounded
geometry. This allows to define a global Fourier transform, Schwartz spaces S(H), S(T ∗H),
S(TH), B(H) and the space of symbols Sl,m1 (T ∗H). Moreover we can then define in an intrinsic
way a global complete pseudodifferential calculus on H, and Moyal product, for any specified
Sσ-linearization on H.
4
2 Manifolds with linearization and basic function spaces
2.1 Abstract exponential maps, definitions and notations
The notion of linearization on a manifold was first introduced by Bokobza-Haggiag in [4] and
corresponds to a smooth map ν from M ×M into TM such that π ◦ ν = π1, ν(x, x) = 0 for any
x ∈ M and (dyν)y=x = IdTxM . In all the following, we shall work with “global” linearizations,
in the following sense:
Definition 2.1. A manifold with linearization (or exponential manifold) is a pair (M, exp)
where M is a smooth manifold and exp a smooth map from TM into M such that:
(i) for any x ∈M , expx : TxM →M defined as expx(ξ) := exp(x, ξ), is a global diffeomorphism
between TxM and M ,
(ii) for any x ∈M , expx(0) = x and (d expx)0 = IdTxM .
The map exp will be called the exponential map, and (x, y) 7→ exp−1x (y) the linearization, of the
exponential manifold (M, exp). We shall sometimes use the shorthand eξx := expx(ξ).
Note that the term “exponential manifold” used here is not to be confused with the
notion of “exponential statistical manifold” used in stochastic analysis. Remark that if exp ∈
C∞(TM,M) satisfies (i), then defining Exp := exp ◦ T where T (x, ξ) := exp−1x (x)+(d exp−1x )xξ,
we see that (M,Exp) is an exponential manifold.
We will say that (M,∇) (resp. (M,g)) is exponential, where M is a smooth manifold
with connection ∇ on TM (resp. with pseudo-Riemannian metric g), if (M, exp) where exp is
the canonical exponential map associated to ∇ (resp. to g) is an exponential manifold, or in
other words, if for any x ∈ M , expx is a diffeomorphism from TxM onto M . Note that (M,∇)
(resp. (M,g)) is exponential if and only if
• M is geodesically complete
• For any x, y ∈ M , there exists one and only one maximal geodesic γ such that γ(0) = x
and γ(1) = y.
• For any x ∈M , expx is a local diffeomorphism.
Remark 2.2. Rn (with its standard metric of signature (p, n−p)) is an exponential manifold and
any n-dimensional real exponential manifold is diffeomorphic to Rn. In particular, an exponential
manifold cannot be compact. A Cartan–Hadamard manifold is a Riemannian, complete, simply
connected manifold with nonpositive sectional curvature. It is a consequence of the Cartan–
Hadamard theorem (see for instance [25, Theorem 3.8]) that any Cartan–Hadamard manifold is
exponential.
Remark 2.3. The exponential structure can be transported by diffeomorphism: if (M, expM )
is an exponential manifold, N a smooth manifold and ϕ : M → N is a diffeomorphism, then
(N, expN := ϕ ◦ expM ◦ Tϕ−1) is an exponential manifold.
Assumption 2.4. We suppose from now on that (M, exp) is an exponential n-dimensional real
manifold.
For any x, y ∈M , we define γxy as the curve R →M , t 7→ expx(t exp−1x y), and γ˜xy(t) :=
γyx(1− t). Note that γxy(0) = x and γxy(1) = y. If the exponential map is derived from a linear
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connection, we have for any t ∈ R, γxy(t) = γ˜xy(t). In the general case, this is only true for
t = 0 and t = 1.
The abstract exponential map exp provides the manifold M with a notion of “points at
infinity” and “straight lines” (γxy). It can be seen as a generalization to manifolds of the useful
properties of Rn for the study of the behaviour of functions at infinity. The abstract exponential
map exp formalizes the fact that our straight lines never stop and connect any two different
points.
The diffeomorphism exp−1z , for a given z ∈M , is not stricto sensu a chart, since it maps
M onto TzM , which is diffeormorphic but not equal to R
n. In order to obtain a chart, one needs
to choose a linear basis of TzM . If z ∈ M and b is a basis of TzM we will call the pair (z, b) a
(normal) frame. For any frame (z, b), we define nbz := Lb◦exp−1z with Lb the linear isomorphism
from TzM onto R
n associated to b. As a consequence, the pair (M,nbz) is a chart which is a
global diffeomorphism from M onto Rn.
We note ψb,b
′
z,z′ := n
b
z ◦ (nb
′
z′)
−1 the normal coordinate change diffeomorphism from Rn
onto Rn and (∂i,z,b)i∈Nn and (dx
i,z,b)i∈Nn (whith Nn := { 1, · · · , n }) the global frame vector
fields and 1-forms associated to the chart nbz. We also note n
b
z,∗ the diffeomorphism from T
∗M
onto R2n defined by nbz,∗(x, θ) = (n
b
z(x), M˜
b
z,x(θ)) where (M˜
b
z,x(θ)i)i∈Nn are the components of θ in
(dxi,z,bx )i∈Nn and n
b
z,T : (x, ξ)→ (nbz(x),Mbz,x(ξ)) the diffeomorphism from TM onto R2n, where
(Mbz,x(ξ)i)i∈Nn are the coordinates of ξ in the basis (∂i,z,bx)i∈Nn . We have M
b
z,x = (dn
b
z)x and
M˜bz,x =
t(dnbz)
−1
x . The diffeomorphism from M ×M onto R2n defined by (x, y) 7→ (nbz(x), nbz(y))
will be noted nbz,M2.
We note (∂i,z,b)i∈N2n the family of vector fields on T
∗M (resp. TM , M ×M) associated
to the chart nbz,∗ (resp. n
b
z,T , n
b
z,M2) onto R
2n. We suppose in all the following that E is an
arbitrary normed finite dimensional complex vector space. If ν is a (2n)-multi-index, we define
the following operator on C∞(T ∗M,E) (resp. C∞(TM,E), C∞(M ×M,E)):
∂νz,b :=
2n∏
k=1
∂νkk,z,b.
If α and β are n-multi-indices, we note (α, β) the 2n-multi-index obtained by concatenation. If α
is a n-multi-index, ∂αz,b is a linear operator on C
∞(M,E). We fix the shorcut 〈x〉 := (1+‖x‖2)1/2
for any x ∈ Rp, p ∈ N. We will use the convention xα := xα11 · · · xαpp for x ∈ Rp and α p-multi-
index, with 00 := 1. If f is continuous function from Rp to a normed vector space and g is a
continuous function from Rp to R, we note f = O(g) if and only if there exist r > 0, C > 0
such that for any x ∈ Rp\B(0, r), ‖f(x)‖ ≤ C|g(x)|. In the case where g is strictly positive on
R
p, this is equivalent to: there exists C > 0 such that for any x ∈ Rp, ‖f(x)‖ ≤ Cg(x). We also
introduce the following shorthands, for given (z, b), x, y ∈M , θ ∈ T ∗x (M), ξ ∈ Tx(M):
〈x〉z,b := 〈nbz(x)〉, 〈θ〉z,b,x := 〈M˜bz,x(θ)〉, 〈ξ〉z,b,x := 〈Mbz,x(ξ)〉,
〈x, y〉z,b := 〈(nbz(x), nbz(y))〉, 〈x, θ〉z,b := 〈(nbz(x), M˜bz,x(θ))〉, 〈x, ξ〉z,b := 〈(nbz(x),Mbz,x(ξ))〉 .
If f and g are in C0(Rp,Rp
′
) we note f ≍ g the equivalence relation defined by: 〈f〉 = O(〈g〉)
and 〈g〉 = O(〈f〉).
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2.2 Parallel transport on an Hermitian bundle
Let E be an hermitian vector bundle (with typical fiber E as a finite dimensional complex
vector space) on the exponential manifold (M, exp). E admits a (non-unique) connection ∇E
compatible with the hermitian metric [3]. It is a differential operator from C∞(M,E) (the space
of smooth sections of E →M) to C∞(M,T ∗M ⊗E) such that for any smooth function f on M
and smooth E-sections ψ, ψ′,
∇E(fψ) = df ⊗ ψ + f∇Eψ ,
d(ψ|ψ′) = (∇Eψ|ψ′) + (ψ|∇Eψ′) ,
where (ψ|ψ′) is the hermitian pairing of ψ and ψ′. We will note |ψ|2 := (ψ|ψ). The sesquilinear
form (·|·)x of Ex is antilinear in the second variable by convention. The operator ∇E can be
(uniquely) extended as an operator acting on E-valued differential forms on M . If γ is a curve
on M defined on an interval J and γ∗E the associated pullback bundle on J , there exists a
natural connection (the pullback of ∇E) on γ∗E, noted ∇γ∗E compatible with ∇E.
Let us fix x, y ∈ M and γ : J → M a curve such that γ(0) = x and γ(1) = y. For any
v ∈ Ex, there exists an unique smooth section β of γ∗E → J such that β(0) = v and ∇γ∗Eβ = 0.
Clearly, β(1) ∈ Ey and we can define a linear isomorphism τγ from Ex to Ey as τγ(v) = β(1).
The map τγ is the parallel transport map associated to γ from Ex to Ey. The compatibility of
∇E with the hermitian metric entails that the maps τγ are in fact isometries for the hermitian
structures on Ex and Ey.
The vector bundle L(E)→M , defined by L(E)x := L(Ex) (the space of endomorphisms
on Ex), is lifted to T
∗M , TM and M ×M by setting the fiber at (x, θ) to L(Ex) for T ∗M or
TM , and the fiber at (x, y) to L(Ey, Ex) for M ×M . The canonical projection from T ∗M or
TM to M is noted π.
We note τxy := τγxy . Remark that τ
−1
xy = τeγyx. We define τz : x 7→ τzx and τ−1z : x 7→
τ−1zx = τ
∗
zx.
If u ∈ C∞(M,E) and z ∈ M , we note uz(x) := (τ−1z u)(x) for any x ∈ M . If a is
section of L(E) → T ∗M or L(E) → TM , we note az := (τ−1z ◦ π) a (τz ◦ π). If a is a section
of L(E) → M ×M , we note az(x, y) := τ−1z (x) a(x, y) τz(y). We also define τ z := (x, y) 7→
τ−1z (y)τ(x, y)τz(x) ∈ L(Ez). Noting π1(x, y) := x, π2(x, y) := y, we get az = (τ−1z ◦π1) a (τz ◦π2)
and τ z = (τ−1z ◦ π2) a (τz ◦ π1).
Parallel transport on E has the following smoothness property:
Lemma 2.5. (i) The map τ : (x, y) 7→ τxy (resp. τ−1 : (x, y) 7→ τ−1xy ) is a smooth section of the
vector bundle L(E)∨ →M ×M where the fiber at (x, y) is L(Ex, Ey) (resp. of the vector bundle
L(E)→M ×M).
(ii) τz ∈ C∞(M,L(Ez , E)) and τ−1z ∈ C∞(M,L(E,Ez)).
(iii) τ z ∈ C∞(M ×M,L(Ez)).
Proof. (i) The map G : TM → M × M defined by G(v) := (π(v), exp(v)) is a local diffeo-
morphism since the Jacobian of G at v0 = (x0, ξ0) ∈ TM is equal to the Jacobian of expx0 at
ξ0. Since it is also bijective (with inverse G
−1(x, y) := (x, exp−1x (y))), it is a (global) diffeo-
morphism TM → M ×M . The map b(x, y, t) := (x, t exp−1x (y)) is thus a smooth map from
M ×M × R to TM , and we get a smooth parametrization by M ×M of the following family
of curves: c(x, y) 7→ (γxy : t 7→ exp b(x, y, t)). This parametrization leads (see [14, p. 17]) to
a smooth bundle homomorphism between c∗(·)(0)E → M ×M and c∗(·)(1)E → M ×M , so a
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smooth section τ : (x, y) 7→ τxy of L(Ex, Ey) → M ×M . The case of τ−1 is similar, by taking
b−1(x, y, t) := b(x, y, 1 − t).
(ii, iii) are straightforward consequences of (i).
Corollary 2.6. If u is in the space C∞(M,E), then uz ∈ C∞(M,Ez). Similarly, if a ∈
C∞(T ∗M,L(E)) (resp. C∞(TM,L(E)), C∞(M×M,L(E))), then az ∈ C∞(T ∗M,L(Ez)) (resp.
C∞(TM,L(Ez)), C
∞(M ×M,L(Ez))).
Remark 2.7. The vector bundle E on M is trivializable and the parallel transport provides a
M -indexed family of trivializations, since for any z ∈ M , the pair fz : E 7→ M × E, (x, v) 7→
(x, τxz(v)), Id :M 7→M,x 7→ x, is a vector bundle isomorphism from E →M ontoM×E →M .
Note that if exp is derived from a connection, τ−1xy = τyx for any x, y ∈M .
2.3 OM and Sσ-bounded geometry
Classically, in Riemannian geometry, bounded geometry hypothesis gives boundedness on the
covariant derivative of the Riemann curvature of the basis manifold. For the following pseu-
dodifferential calculus, we shall need some hypothesis of that kind, formulated not with the
curvature but with the exponential diffeomorphisms (“normal” coordinate transition maps).
The hypothesis that we will need for pseudodifferential symbol calculus is actually not simply
the boundedness condition on the derivatives of the transition maps, which is a classical conse-
quence of bounded geometry. For symbol calculus, we will require that the nth-derivatives are
not only bounded, but decrease to zero at infinity as ‖x‖−σ(n−1) where σ is a parameter in [0, 1].
Or, in other words, the normal coordinate change maps behave as “symbols” or order 1. Thus,
we introduce the following
Definition 2.8. Let σ ∈ [0, 1]. The exponential manifold (M, exp) is said to have a Sσ-bounded
geometry if for any (z, b), (z′, b′), and any n-multi-index α 6= 0,
(Sσ1) ∂
αψb,b
′
z,z′(x) = O(〈x〉−σ(|α|−1)) ,
and a OM -bounded geometry if for any (z, b), (z′, b′), and any n-multi-index α, there exist
pα ≥ 1 such that
(OM1) ∂αψb,b
′
z,z′(x) = O(〈x〉pα) .
We shall be working with OM -bounded geometry for the definition of function spaces
and Fourier transform and with Sσ-bounded geometry (for a σ ∈ [0, 1]) for pseudodifferential
symbol calculus.
Definition 2.9. The triple (M, exp, E) where (M, exp) is exponential and E is a hermitian
vector bundle on M has a Sσ-bounded geometry if (M, exp) has a Sσ-bounded geometry and
for any (z, b), z′, z′′, and any n-multi-index α,
(Sσ2) ∂
α
z,bτ
−1
z′ τz′′(x) = O(〈x〉
−σ|α|
z,b ) ,
and a OM -bounded geometry if (M, exp) has a OM -bounded geometry and for any (z, b), (z′, b′),
and any n-multi-index α, there exist pα ≥ 1 such that
(OM2) ∂αz,bτ−1z′ τz′′(x) = O(〈x〉pαz,b) .
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Clearly, if σ ≤ σ′, since (Sσ′i) ⇒ (Sσi), we have Sσ′-bounded ⇒ Sσ-bounded ⇒ OM -
bounded. Note that Sσ-bounded geometry on the vector bundle entails that the derivatives
of the transport transition maps τ−1z τz′ (smooth from M to L(Ez′ , Ez)) are bounded (for S0-
bounded geometry) or decrease to zero with an order equal to the order of the derivative (for
S1-bounded geometry). Remark also that if E is a trivial bundle and ∇E = d, then (S12) is
automatically satisfied since the maps τz are all equal to the constant x 7→ IdE.
Lemma 2.10. Let σ ∈ [0, 1] and (z, b), (z′, b′) be given frames.
(i) If (M, exp) has a Sσ-bounded geometry, there exist K,C,C
′ > 0 such that for any x ∈ Rn,
x ∈M , θ ∈ T ∗x (M), ξ ∈ Tx(M),
ψb,b
′
z,z′ ≍ IdRn and 〈x〉z,b ≤ K〈x〉z′,b′ , (2.1)
〈θ〉z,b,x ≤ C〈θ〉z′,b′,x and 〈ξ〉z,b,x ≤ C ′〈ξ〉z′,b′,x , (2.2)
and if (M, exp) has a OM -bounded geometry, there exist K,K ′,K ′′, C,C ′ > 0 and q ≥ 1 such
that for any x ∈ Rn, x ∈M , θ ∈ T ∗x (M), ξ ∈ Tx(M),
K ′〈x〉1/q ≤ 〈ψb,b′z,z′ (x)〉 ≤ K ′′〈x〉q and 〈x〉z,b ≤ K〈x〉qz′,b′ , (2.3)
〈θ〉z,b,x ≤ C〈x〉qz′,b′〈θ〉z′,b′,x and 〈ξ〉z,b,x ≤ C ′〈x〉qz′,b′〈ξ〉z′,b′,x , (2.4)
(ii) For any given n-multi-indice α, we can write
∂αz,b =
∑
0≤|α′|≤|α|
fα,α′ ∂
α′
z′,b′
where the (fα,α′) are smooth real functions on M such that for each n-multi-indices α,α
′,
(a) if (M, exp) has a Sσ-bounded geometry, there exists Cα > 0 such that for any x ∈M ,
|fα,α′(x)| ≤ Cα〈x〉−σ(|α|−|α
′|)
z,b ,
(b) if (M, exp) has a OM -bounded geometry, there exist Cα > 0 and qα ≥ 1 such that for
any x ∈M , |fα,α′(x)| ≤ Cα〈x〉qαz,b.
Proof. (i) Suppose that (M, exp) has a Sσ-bounded geometry. Taylor formula implies that∥∥∥ψb,b′z,z′(x)∥∥∥ ≤ ∥∥∥ψb,b′z,z′(0)∥∥∥ + C0 ‖x‖ for any x ∈ Rn, where C0 := supx∈Rn ∥∥∥(dψb,b′z,z′ )x∥∥∥. As a conse-
quence ψb,b
′
z,z′ (x) = O(‖x‖) and thus, there is K ′′ > 0 such that 〈ψb,b
′
z,z′ (x)〉 ≤ K ′′〈x〉. The same
argument for ψb
′,b
z′,z = (ψ
b,b′
z,z′)
−1 gives ψb,b
′
z,z′ ≍ IdRn and 〈x〉z,b ≤ K〈x〉z′,b′ follows immediately.
Since x 7→
∥∥∥M˜bz,x(M˜b′z′,x)−1∥∥∥ = ∥∥∥(dψb′,bz′,z)nbz (x)
∥∥∥ and x 7→ ∥∥∥Mbz,x(Mb′z′,x)−1∥∥∥ = ∥∥∥(dψb,b′z,z′ )nb′
z′
(x)
∥∥∥
are bounded functions, (2.2) follows. The case where (M, exp) has a OM -bounded geometry is
similar.
(ii) We have for any f ∈ C∞(M,E),
∂αz,b(f) = ∂
α(f ◦ (nbz)−1) ◦ nbz = ∂α(f ◦ (nb
′
z′)
−1 ◦ ψb′,bz′,z) ◦ nbz .
We now apply the multivariate Faa di Bruno formula obtained by G.M. Constantine and T.H.
Savits in [8], that we reformulated for convenience in Theorem 2.11. This formula entails that
for any n-multi-index α 6= 0,
∂α(f ◦ (nb′z′)−1 ◦ ψb
′,b
z′,z) =
∑
1≤|α′|≤|α|
Pα,α′(ψ
b′,b
z′,z) (∂
α′f ◦ (nb′z′)−1) ◦ ψb
′,b
z′,z
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and thus
∂αz,b =
∑
1≤|α′|≤|α|
(Pα,α′(ψ
b′,b
z′,z) ◦ nbz) ∂α
′
z′,b′ =:
∑
1≤|α′|≤|α|
fα,α′ ∂
α′
z′,b′
where Pα,α′(g) is a linear combination of terms of the form
∏s
j=1(∂
ljg)k
j
, where 1 ≤ s ≤ |α| and
the kj and lj are n-multi-indices with |kj| > 0, |lj | > 0,∑sj=1 |kj | = |α′| and∑sj=1 |kj ||lj | = |α|.
In the case where (M, exp) has a Sσ-bounded geometry, for each s, (k
j), (lj), there is K > 0 such
that for any x ∈ Rn,
|
s∏
j=1
(∂l
j
ψb
′,b
z′,z)
kj (x)| ≤ K〈x〉−σ
Ps
j=1(|l
j |−1)|kj | = K〈x〉−σ(|α|−|α′|)
which gives the result. The case where (M, exp) has a OM -bounded geometry is similar.
Theorem 2.11. [8] Let f ∈ C∞(Rp,E) and g ∈ C∞(Rn,Rp). Then for any n-multi-index
ν 6= 0,
∂ν(f ◦ g) =
∑
1≤|λ|≤|ν|
(∂λf) ◦ g
|ν|∑
s=1
∑
ps(ν,λ)
ν!
s∏
j=1
1
kj !(lj !)|k
j |
(∂l
j
g)k
j
where ps(ν, λ) is the set of p-multi-indices k
j and n-multi-indices lj (1 ≤ j ≤ s) such that
0 ≺ l1 ≺ · · · ≺ ls (l ≺ l′ being defined as “|l| < |l′| or |l| = |l′| and l <L l′” where <L is the strict
lexicographical order), |kj | > 0, ∑sj=1 kj = λ and ∑sj=1 |kj|lj = ν.
Note that by Lemma 2.10, if (M, exp) satisfies (Sσ1) (resp. (OM1)), then (Sσ2) (resp.
(OM2)) is equivalent to: for any z′, z′′ ∈M , there exists a frame (z, b) such that ∂αz,bτ−1z′ τz′′(x) =
O(〈x〉−σ|α|z,b ) (resp. O(〈x〉pαz,b) for a pα ≥ 1) for any n-multi-index α.
As the following proposition shows, Sσ or OM -bounded geometry properties can be
transported by any diffeomorphism.
Proposition 2.12. If (M, expM ) has a Sσ (resp. OM ) bounded geometry, N a smooth manifold
and ϕ :M → N is a diffeomorphism, then (N, expN := ϕ ◦ expM ◦ dϕ−1) has a Sσ (resp. OM )
bounded geometry.
Proof. Let us note ψb,b
′
z,z′,N := n
b
z,N ◦ (nb
′
z′,N )
−1 where nbz,N := Lb ◦ exp−1N,z and (z, b), (z′, b′)
are two frames on N . Since expz′,N = ϕ ◦ expM,ϕ−1(z′) ◦(dϕ−1)z′ and exp−1N,z = (dϕ−1)−1z ◦
exp−1
M,ϕ−1(z)
◦ ϕ−1, we obtain ψb,b′z,z′,N = ψ
bz ,b′z′
ϕ−1(z),ϕ−1(z′),M
where bz is the basis of Tϕ−1(z)(M) such
that Lbz = Lb ◦ (dϕ)ϕ−1(z). The result follows.
The following technical lemma will be used for Fourier transform and the definition of
rapidly decreasing section spaces over the tangent and cotangent bundle in section 3. It will
also give the behaviour of symbols under coordinate change.
Lemma 2.13. Let (z, b), (z′, b′) be given frames.
(i) We can express ∂
(α,β)
z,b as an operator on C
∞(T ∗M,E) (resp. C∞(TM,E)) , where (α, β) is
a 2n-multi-index, with the following finite sum:
∂
(α,β)
z,b =
∑
0≤|(α′,β′)|≤|(α,β)|
|β′|≥|β|
fα,β,α′,β′ ∂
(α′,β′)
z′,b′
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where the fα,β,α′,β′ are smooth functions on T
∗M (resp. TM) such that
(a) if (M, exp) has a Sσ-bounded geometry for a given σ ∈ [0, 1], there exists Cα,β > 0
such that for any (x, θ) ∈ T ∗M (resp. TM),
|fα,β,α′,β′(x, θ)| ≤ Cα,β〈x〉σ(|α
′|−|α|)
z,b 〈θ〉|β
′|−|β|
z,b,x . (2.5)
(b) if (M, exp) has a OM -bounded geometry, there exist Cα,β > 0 and qα,β ≥ 1 such that
for any (x, θ) ∈ T ∗M (resp. TM),
|fα,β,α′,β′(x, θ)| ≤ Cα,β〈x〉qα,βz,b 〈θ〉|β
′|−|β|
z,b,x . (2.6)
(ii) We can express ∂
(α,β)
z,b as an operator on C
∞(M ×M,E), with the following finite sum:
∂
(α,β)
z,b =
∑
0≤|α′|≤|α|
0≤|β′|≤|β|
fα,β,α′,β′ ∂
(α′,β′)
z′,b′
where the fα,β,α′,β′ are smooth functions on M ×M such that
(a) if (M, exp) has a Sσ-bounded geometry for a given σ ∈ [0, 1], there exists Cα,β > 0
such that for any (x, y) ∈M ×M ,
|fα,β,α′,β′(x, y)| ≤ Cα,β 〈x〉σ(|α
′|−|α|)
z,b 〈y〉σ(|β
′|−|β|)
z,b . (2.7)
(b) if (M, exp) has a OM -bounded geometry, there exist Cα,β > 0 and qα, qβ ≥ 1 such
that for any (x, y) ∈M ×M ,
|fα,β,α′,β′(x, y)| ≤ Cα,β 〈x〉qαz,b 〈y〉
qβ
z,b. (2.8)
Proof. (i) Suppose that (M, exp) has a Sσ-bounded geometry. Let us note ψ∗ := n
b′
z′,∗ ◦ (nbz,∗)−1
and ψT := n
b′
z′,T ◦ (nbz,T )−1. We have ψ∗ = (ψb
′,b
z′,z ◦ π1, L) where π1 is the projection from
R
2n onto the first copy of Rn in R2n and L is the smooth map from R2n to Rn defined as
L(x, ϑ) := t(dψb
′,b
z′,z)
−1
x (ϑ) =
t(dψb,b
′
z,z′ )ψb
′,b
z′,z
(x)
(ϑ). Noting (Li)1≤i≤n the components of L, we have
Li(x, ϑ) =
∑
1≤p≤nLi,p(x)ϑp, where Li,p := (∂iψ
b,b′
z,z′)p ◦ ψb
′,b
z′,z . As a consequence, for 1 ≤ i ≤ n
and α, β, n-multi-indices such that |(α, β)| > 0
(∂(α,β)ψ∗)i = δβ,0(∂
αψb
′,b
z′,z)i ◦ π1 , (∂(α,β)ψ∗)n+i = (∂(α,β)L)i ,
(∂(α,β)L)i(x, ϑ) =
∑
1≤p≤n
(∂αLi,p)(x) Fβ,p(ϑ) ,
∂αLi,p =
∑
1≤|α′|≤|α|
Pα,α′(ψ
b′,b
z′,z) ((∂
α′+eiψb,b
′
z,z′)p ◦ ψb
′,b
z′,z) if |α| > 0 ,
where Fβ,p(ϑ) is equal to ϑp if β = 0, to δp,r if β = er, and to 0 otherwise. We get from the proof
of Lemma 2.10 that (for 1 ≤ |α′| ≤ |α|) Pα,α′(ψb
′,b
z′,z)(x) = O(〈x〉−σ(|α|−|α
′|)). As a consequence,
using (2.1), we see that ∂αLi,p(x) = O(〈x〉−σ|α|). Thus, if |β| > 1, ∂(α,β)ψ∗ = 0 and
if β = 0 , (∂(α,β)ψ∗)i(x, ϑ) = O(〈x〉−σ(|α|−1)) and (∂(α,β)ψ∗)n+i(x, ϑ) = O(〈x〉−σ|α|〈ϑ〉) ,
if |β| = 1 , (∂(α,β)ψ∗)i = 0 and (∂(α,β)ψ∗)n+i(x, ϑ) = O(〈x〉−σ|α|) .
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Similar results hold for ψT , the only difference is that we just have to take L˜ := (dψ
b′,b
z′,z)x(ϑ)
instead of L.
We have for any f ∈ C∞(T ∗M,E),
∂νz,b(f) = ∂
ν(f ◦ (nbz,∗)−1) ◦ nbz,∗ = ∂ν(f ◦ (nb
′
z′,∗)
−1 ◦ ψ∗) ◦ nbz,∗ .
Using again the Faa di Bruno formula in Theorem 2.11, we get
∂νz,b =
∑
1≤|ν′|≤|ν|
(Pν,ν′(ψ∗) ◦ nbz,∗) ∂ν
′
z′,b′ =:
∑
1≤|ν′|≤|ν|
fν,ν′ ∂
ν′
z′,b′
where Pν,ν′(ψ∗) is a linear combination of terms of the form
∏s
j=1(∂
ljψ∗)
kj , where 1 ≤ s ≤ |ν|,
the kj and lj are 2n-multi-indices with |kj | > 0, |lj | > 0, ∑sj=1 kj = ν ′ and ∑sj=1 |kj |lj = ν.
Let us note lj =: (lj,1, lj,2), kj =: (kj,1, kj,2) where lj,1, lj,2, kj,1, kj,2 are n-multi-indices.
Thus,
(∂l
j
ψ∗)
kj =
n∏
i=1
((∂l
j
ψ∗)i)
kj,1i ((∂l
j
ψ∗)n+i)
kj,2i
and we get, for a given s, (lj), (kj) such that (∂l
j
ψ∗)
kj 6= 0 for all 1 ≤ j ≤ s,
if lj,2 = 0 , (∂l
j
ψ∗)
kj = O(〈x〉−σ(|lj |−1)|kj |−σ|kj,2|〈ϑ〉|kj,2|) ,
if |lj,2| = 1 , kj,1 = 0 and (∂ljψ∗)kj = O(〈x〉−σ(|lj |−1)|kj |) .
Since kj 6= 0 and (∂ljψ∗)kj 6= 0, lj,2 always satisfies |lj,2| ≤ 1. By permutation on the
j indices, we can suppose that for 1 ≤ j ≤ j1 − 1, we have lj,2 = 0, for j1 ≤ j ≤ s, we have
|lj,2| = 1, where 1 ≤ j1 ≤ s+ 1. Thus,
s∏
j=1
(∂l
j
ψ∗)
kj = O(〈x〉−σ(
Ps
j=1(|l
j |−1)|kj |+
Pj1−1
j=1 |k
j,2|)〈ϑ〉
Pj1−1
j=1 |k
j,2|) .
Since, with ν = (α, β), ν ′ = (α′, β′),
j1−1∑
j=1
|kj,2| =
s∑
j=1
|kj,2| −
s∑
j=j1
|kj,2| = |β′| −
s∑
j=j1
|kj ||lj,2| = |β′| − |β| ,
(2.5) follows. If we set f0,0,0,0 := 1 and fα,0,0,0 := 0 if α 6= 0, then for any 2n-multi-index (α, β),
∂
(α,β)
z,b =
∑
0≤|(α′,β′)|≤|(α,β)|
|β′|≥|β|
fα,β,α′,β′ ∂
(α′,β′)
z′,b′
and the estimate (2.5) holds for any fα,β,α′,β′ . In the case of OM -bounded geometry, the proof is
similar, and we obtain for a rν ≥ 1,
∏s
j=1(∂
ljψ∗)
kj = O(〈x〉rν 〈ϑ〉|β′|−|β|), which gives the result.
(ii) Replacing ψ∗ by ψ
b′,b
z′,z,M2
:= nb
′
z′,M2 ◦ (nbz,M2)−1 in (i), we obtain the result by similar
arguments.
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2.4 Basic function and distribution spaces
We suppose in this section that E is an hermitian vector bundle on the exponential manifold
(M, exp). Recall that if u ∈ C∞(M ;E) (resp. C∞c (M ;E)) the Fre´chet space of smooth sections
(resp. the LF -space of compactly supported smooth sections) of E → M , we have for any
z ∈M , uz := τ−1z u ∈ C∞(M,Ez) (resp. C∞c (M,Ez)). We define for any frame (z, b) on M ,
Tz,b(u) := u
z ◦ (nbz)−1.
Thus, Tz,b sends sections of E → M to functions from Rn to Ez and is in fact a topological
isomorphism from C∞(M ;E) (resp. C∞c (M ;E)) onto C
∞(Rn, Ez) (resp. C
∞
c (R
n, Ez)).
In the following, a density (resp. a codensity) is a smooth section of the complex line
bundle over M defined by the disjoint union over x ∈ M of the complex lines formed by the
1-twisted forms on TxM (resp. T
∗
x (M)). Recall that a 1-twisted form on a n-dimensional vector
space V is a function on F on ΛnV \{0} such that
F (cv) = |c|F (v) for all v ∈ ΛnV \{0} and c ∈ R∗.
For a given frame (z, b), let us note |dxz,b| the density associated to the volume form on M :
dxz,b := dx1,z,b ∧ · · · ∧ dxn,z,b and |∂z,b| the codensity defined as |∂1,z,b ∧ · · · ∧ ∂n,z,b|.
Any density (resp. codensity) is of the form c|dxz,b| (resp. c|∂z,b|) where c is a smooth
function on M , and by definition is strictly positive if c(x) > 0 for any x ∈ M . For a given
strictly positive density dµ, we also note by dµ its associated (positive, Borel–Radon, σ-finite)
measure on M . This allows to define the following Banach spaces of (equivalence classes of)
functions on M : Lp(M,dµ) (1 ≤ p ≤ ∞). Actually, L∞(M) := L∞(M,dµ) does not depend on
the chosen dµ, since the null sets for dµ are exactly the null sets for any other strictly positive
density dµ′ on M .
For a given z ∈ M , we note Lp(M,Ez , dµ) (1 ≤ p < ∞) and L∞(M,Ez) the Bochner
spaces on M with values in Ez. Ez is a hermitian complex vector space, so we can identify Ez
with its antidual E′z. There is a natural anti-isomorphism between E
′
z and the dual of Ez but
there is in general no canonical way to identify Ez with its dual with a linear isomorphism. Thus,
we shall use antiduals rather than duals in the following. However, Ez is anti-isomorphic with
its dual by complex conjugaison on E′z. We shall note x the image under this anti-isomorphism
of x ∈ Ez and Ez the dual of Ez.
We note Lp(M ;E, dµ) := {ψ section of E → M such that |ψ|p ∈ L1(M,dµ) }/ ∼a.e.
and L∞(M ;E) := {ψ section of E → M such that |ψ| ∈ L∞(M) }/ ∼a.e. where ∼a.e. the stan-
dard “almost everywhere” equivalence relation. Since the τxy maps are isometries, for any
z ∈ M , the map ψ → τ−1z ψ defines linear isometries: Lp(M ;E, dµ) ≃ Lp(M,Ez, dµ), and
L∞(M ;E) ≃ L∞(M,Ez). In particular, Lp(M ;E, dµ) and L∞(M ;E) are Banach spaces and
L2(M ;E, dµ) a Hilbert space. Moreover, we can define for any ψ ∈ L1(M ;E, dµ) and z ∈M the
following Bochner integral
∫
τ−1z ψ ∈ Ez. We can canonically identify L∞(M ;E) as the antidual
of L1(M ;E, dµ) and L2(M ;E, dµ) as its own antidual. The (strong) antiduals of C∞c (M ;E)
and C∞(M ;E) are noted respectively D′(M ;E) and E ′(M ;E).
We define Gσ(R
p,E) (resp. Sσ(R
p)), where σ ∈ [0, 1], as the space of smooth functions
g from Rp into E (resp. R) such that for any p-multi-index ν 6= 0 (resp. any p-multi-index ν),
there exists Cν > 0 such that ‖∂νg(v)‖ ≤ Cν〈v〉−σ(|ν|−1) (resp. |∂νg(v)| ≤ Cν〈v〉−σ|ν|) for any
v ∈ Rp. We note OM (Rp,E) the space of smooth E-valued functions with polynomially bounded
derivatives. We use the shorcuts Gσ(R
p) := Gσ(R
p,Rp) and OM (Rp) := OM (Rp,R).
We have the following lemma which will give an equivalent formulation of Sσ or OM -
bounded geometry.
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Lemma 2.14. (i) Let f ∈ Gσ(Rp,E) (resp. Sσ(Rp)) and g ∈ Gσ(Rn,Rp) such that, if σ > 0,
there exists ε > 0 such that 〈g(v)〉 ≥ ε〈v〉 for any v ∈ Rn. Then f ◦ g ∈ Gσ(Rn,E) (resp.
Sσ(R
n)).
(ii) The set G×σ (R
p) of diffeomorphisms g on Rp such that g and g−1 are in Gσ(R
p) is a subgroup
of Diff(Rp) and contains GLp(R) as a subgroup.
(iii) We have OM (Rp,E) ◦ OM (Rn,Rp) ⊆ OM (Rn,E). In particular, the space OM (Rp,Rp) is
a monoid under the composition of functions. The set of inversible elements of the monoid
OM (Rp,Rp), noted O×M (Rp,Rp), is a subgroup of Diff(Rp) and contains G×σ (Rp) as a subgroup.
(iv) (M, exp) has a Sσ (resp. OM )-bounded geometry if and only if there exists a frame (z0, b0)
such that for any frame (z, b), ψb0,bz0,z ∈ G×σ (Rn) (resp. O×M (Rn,Rn)).
(v) The set, noted S×σ (R
p) (resp. O×M (Rp)), of smooth functions f : Rp → R∗ such that f and
1/f are in Sσ(R
p) (resp. OM (Rp)) is a commutative group under pointwise multiplication of
functions. Moreover, S×σ (R
p) ≤ S×σ′(Rp) ≤ O×M (Rp) if 1 ≥ σ ≥ σ′ ≥ 0.
(vi) If g ∈ G×σ (Rp) (resp. O×M (Rp,Rp)) then its Jacobian determinant J(g) is in S×σ (Rp) (resp.
O×M (Rp)).
Proof. (i) The Faa di Bruno formula yields for any n-multi-index ν 6= 0,
∂ν(f ◦ g) =
∑
1≤|λ|≤|ν|
(∂λf) ◦ g Pν,λ(g) (2.9)
where Pν,λ(g) is a linear combination (with coefficients independant of f and g) of functions
of the form
∏s
j=1(∂
ljg)k
j
where s ∈ { 1, · · · , |ν| }. The kj are p-multi-indices and the lj are
n-multi-indices (for 1 ≤ j ≤ s) such that |kj | > 0, |lj | > 0, ∑sj=1 kj = λ and ∑sj=1 |kj |lj = ν.
As a consequence, since g ∈ Gσ(Rn,Rp), for each ν, λ with 1 ≤ |λ| ≤ |ν| there exists Cν,λ > 0
such that for any v ∈ Rn,
|Pν,λ(g)(v)| ≤ Cν,λ〈v〉−σ(|ν|−|λ|) . (2.10)
Moreover, if f ∈ Gσ(Rp,E) (resp. Sσ(Rp)), there is C ′λ > 0 such that for any v ∈ Rn,∥∥(∂λf) ◦ g(v)∥∥ ≤ C ′λ〈v〉−σ(|λ|−1) (resp. |(∂λf) ◦ g(v)| ≤ C ′λ〈v〉−σ|λ|). The result now follows
from (2.9) and (2.10).
(ii) Let f and g in G×σ (R
p). We have ∂ig
−1 = O(1) for any i ∈ { 1, · · · , p }. Taylor–Lagrange
inequality of order 1 entails that 〈g−1(v)〉 = O(〈v〉) and thus there is ε > 0 such that 〈g(v)〉 ≥
ε〈v〉 for any v ∈ Rn. With (i), we get f ◦ g ∈ Gσ(Rp). The same argument shows that
g−1 ◦ f−1 ∈ Gσ(Rp).
(iii) Direct consequence of Theorem 2.11.
(iv) The only if part is obvious. Suppose then that for any frame (z, b), ψb0,bz0,z ∈ G×σ (Rn) (resp.
O×M (Rn,Rn). Let (z, b), (z′, b′) be two frames. We have ψb,b
′
z,z′ = ψ
b,b0
z,z0 ◦ ψb0,b
′
z0,z′
. So, by (ii) (resp.
(iii)), ψb,b
′
z,z′ ∈ G×σ (Rn) (resp. O×M (Rn,Rn)), which yields the result.
(v) By Leibniz rule, the spaces Sσ(R
p) and OM (Rp) are R-algebras under the pointwise product
of functions. The result follows.
(vi) Consequence of (ii), (iii), 1/J(g) = J(g−1) ◦ g and the fact that Sσ(Rp) (resp. OM (Rp)) is
stable under the pointwise product of functions.
Remark that for any g ∈ G×σ (Rp), we have g ≍ IdRp . The multiplication by a function
in O×M (Rn) is a topological isomorphism from the Fre´chet space of rapidly decaying Ez-valued
functions S(Rn, Ez) onto itself. If we note Jb,b
′
z,z′ the Jacobian of ψ
b,b′
z,z′ , then 1/J
b,b′
z,z′ = J
b′,b
z′,z ◦ψb,b
′
z,z′
and Jb,b
′
z,z′ ◦ nb
′
z′(x) = dx
z,b/dxz
′,b′(x) = detMbz,x(M
b′
z′,x)
−1 = det(Mb
′
z′,x)
−1Mbz,x. We deduce from
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Lemma 2.14 (vi) that if (M, exp) has a Sσ (resp. OM ) bounded geometry then Jb,b
′
z,z′ is in S
×
σ (R
n)
(resp. O×M (Rn)).
Definition 2.15. Any smooth function f is in Sσ (resp. OM ) if for any frame (z, b), f ◦(nbz)−1 ∈
Sσ(R
n) (resp. OM (Rn)). Similarly, any smooth function f is in S×σ (resp. O×M ) if for any frame
(z, b), f ◦ (nbz)−1 ∈ S×σ (Rn) (resp. O×M (Rn)).
Lemma 2.16. If (M, exp) has a Sσ-bounded geometry then a smooth function f on M is in
Sσ (resp. S
×
σ ) if there exists a frame (z, b) such that f ◦ (nbz)−1 ∈ Sσ(Rn) (resp. S×σ (Rn)).
Similarly, If (M, exp) has a OM -bounded geometry then f is in OM (resp. O×M ) if there exists
a frame (z, b) such that f ◦ (nbz)−1 ∈ OM (Rn) (resp. O×M (Rn)).
Proof. Let (z′, b′) be a frame such that f ◦ (nb′z′)−1 ∈ Sσ(Rn), and let (z, b) be another frame.
By Lemma 2.10 (ii), if (M, exp) has a Sσ-bounded geometry then for any n-multi-index α,
∂α(f ◦ (nbz)−1) =
∑
0≤|α′|≤|α|
fα,α′ ◦ (nbz)−1 (∂α
′
f ◦ (nb′z′)−1) ◦ ψb
′,b
z′,z
where (fα,α′ ◦ (nbz)−1)(x) = O(〈x〉−σ(|α|−|α
′|)). As a consequence ∂α(f ◦ (nbz)−1)(x) = O(〈x〉−σ|α|)
and the result follows. The case of OM bounded geometry is similar.
Definition 2.17. A smooth strictly positive density dµ is a S×σ -density (resp. O×M -density) if
for any frame (z, b), the unique smooth strictly positive function fz,b such that dµ = fz,b|dxz,b|
is in S×σ (resp. O×M ). In this case, we shall note µz,b the smooth stricly positive function in
S×σ (R
n) (resp. O×M (Rn)) such that dµ = (µz,b ◦ nbz) |dxz,b|.
We shall say that (M, exp, dµ) has a Sσ (resp. OM ) bounded geometry if (M, exp) has
a Sσ (resp. OM ) bounded geometry and dµ is a S×σ (resp. O×M ) density.
Lemma 2.18. If (M, exp) has a Sσ (resp. OM ) bounded geometry then any density of the form
u◦nb′z′ |dxz,b| where u is a smooth strictly positive function in S×σ (Rn) (resp. OM (Rn)) and (z, b),
(z′, b′) are frames, is a S×σ -density (resp. O×M -density).
Proof. Let (z′′, b′′) be an arbitrary frame. Noting dµ := u◦nb′z′ |dxz,b|, we get dµ = (u◦nb
′
z′)|Jb,b
′′
z,z′′ |◦
nb
′′
z′′ |dxz
′′,b′′ |. We already saw that the function Jb,b′′z,z′′ is in S×σ (Rn) (resp. O×M (Rn)). By Lemma
2.16, (u ◦ nb′z′)(|Jb,b
′′
z,z′′ | ◦ nb
′′
z′′) is in S
×
σ (resp. O×M ).
Remark 2.19. By taking u := x 7→ 1 in the previous lemma, we see that for any exponential
manifold (M, exp) with Sσ (resp. OM ) bounded geometry, we can define a canonical family of
S×σ -densities (resp. O×M -densities) on M : D := (|dxz,b|)(z,b)∈I where I is the set of frames on M .
If the map exp is the exponential map associated to a pseudo-Riemannian metric g on M , we
can also define a canonical subfamily of D by Dg := (|dxz |)z∈M where |dxz| := |dxz,b| with b any
orthonormal basis (in the sense gz(bi, bj) = ηiδi,j where ηi = 1 for 1 ≤ i ≤ m and ηi = −1 for
i > m, where g has signature (m,n −m)) of Tz(M) (|dxz | is then independant of b). A priori,
the Riemannian density does not belong to the canonical M -indexed family Dg.
We shall need integrations over tangent and cotangent fibers and manifolds. We thus
define dµ∗ := (µ−1z,b ◦ nbz) |∂z,b| the codensity associated to dµ, where µ−1z,b := 1µz,b and (z, b)
is a frame. Note that since |∂z,b|/|∂z′,b′ | = |dxz′,b′ |/|dxz,b| = (µz,b ◦ nbz)/(µz′,b′ ◦ nb
′
z′), dµ
∗ is
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independant of (z, b). For a given x ∈ M , the density on Tx(M) associated to dµ is dµx :=
(µz,b ◦ nbz(x)) |dxz,bx | and the associated density on T ∗x (M) is dµ∗x := (µ−1z,b ◦ nbz(x)) |∂z,bx|. For a
function f defined on Tx(M) or T
∗
x (M), we have formally:∫
Tx(M)
f(ξ) dµx(ξ) = µz,b ◦ nbz(x)
∫
Rn
f ◦ (Mbz,x)−1(ζ) dζ ,∫
T ∗x (M)
f(θ) dµ∗x(θ) = µ
−1
z,b ◦ nbz(x)
∫
Rn
f ◦ (M˜bz,x)−1(ϑ) dϑ ,
and it is straightforward to check that these integrals are independant of the chosen frame (z, b).
2.5 Schwartz spaces and operators
Assumption 2.20. We suppose in this section and in section 2.6 that (M, exp, E, dµ), where
E is an hermitian vector bundle on M , has a OM -bounded geometry.
The main consequence of the exponential structure is the possibility to define Schwartz
functions on M .
Definition 2.21. A section u ∈ C∞(M,E) is rapidly decaying at infinity if for any (z, b), any
n-multi-index α and p ∈ N, there exists Kα,p > 0 such that the following estimate∥∥∂αz,buz(x)∥∥Ez < Kα,p〈x〉−pz,b (2.11)
holds uniformly in x ∈M . We note S(M,E) the space of such sections.
With the hypothesis of OM -bounded geometry, we see that the requirement “any (z, b)”
can be reduced to a simple existence:
Lemma 2.22. A section u ∈ C∞(M,E) is in S(M,E) if and only if there exists a frame (z, b)
such that (2.11) is valid.
Proof. Suppose that (2.11) is valid for (z′, b′) and let (z, b) be another frame. Thus, with Lemma
2.10 (ii) and Leibniz rule,
∂αz,bu
z(x) =
∑
0≤|α′|≤|α|
∑
β≤α′
fα,α′
(
α′
β
)
∂α
′−β
z′,b′ (τ
−1
z τz′) ∂
β
z′,b′u
z′(x). (2.12)
Moreover |fα,α′
(α′
β
)
∂α
′−β
z′,b′ (τ
−1
z τz′)| ≤ Cα〈x〉qαz,b for a Cα > 0 and a qα ≥ 1. Now (2.11) and
(2.3) entail that for any p ∈ N, there is K > 0 such that
∥∥∥∂αz,buz(x)∥∥∥
Ez
≤ K〈x〉−pz,b. The result
follows.
Remark 2.23. Let u ∈ C∞(M,E) and (z, b) a frame. Then u ∈ S(M,E) if and only if
(τ−1z u) ◦ (nbz)−1 ∈ S(Rn, Ez). In other words, if v ∈ S(Rn, Ez) then τz(v ◦ nbz) ∈ S(M,E).
The following lemma shows that we can define canonical Fre´chet topologies on S(M,E).
Lemma 2.24. Let (z, b) a frame. Then
(i) The following set of semi-norms:
qα,p(u) := sup
x∈M
〈x〉pz,b
∥∥∂αz,buz(x)∥∥Ez .
defines a locally convex metrizable topology T on S(M,E).
(ii) The application Tz,b is a topological isomorphism from the space S(M,E) onto S(Rn, Ez).
(iii) The topology T is Fre´chet and independent of the chosen frame (z, b).
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Proof. (i) and (ii) are obvious.
(iii) Since Tz,b is a topological isomorphism, T is complete. Following the arguments of the
proof of Lemma 2.22, we see that there is r ∈ N∗ such that for any n-multi-index α and p ∈ N,
there exist Cα,p > 0, rα,p ∈ N∗, such for any u ∈ S(M,E),
q(z,b)α,p (u) ≤ Cα,p
∑
|β|≤|α|
q
(z′,b′)
β,rα,p
(u) .
The independance on (z, b) follows.
Remark 2.25. If (M, exp, E, dµ) has a S0-bounded geometry, then it is possible to define
the Fre´chet space of smooth sections with bounded derivatives B(M,E) by following the same
procedure of S(M,E), with Lemma 2.10.
Classical results of distribution theory [50] and the previous topological isomorphisms
Tz,b entail the following diagrams of continuous linear injections ((M ;E) ommitted and 1 ≤ p <
∞):
C∞c //

S //

C∞

E ′ // S ′ // D′
B // L∞
""D
DD
DD
DD
D
S //
@@        
Lp(dµ) // S ′ .
The injections S → B → L∞ are valid in the case where M has a S0-bounded geometry.
In the case of a general OM -bounded geometry, only the injection S → L∞ holds a priori. The
injection from functions into distribution spaces is given here by u 7→ 〈u, ·〉 where 〈u, v〉 :=∫
(u|v) dµ. Note that the following continuous injections S → S ′ and S → Lp(dµ) → S ′,
(1 ≤ p <∞) have a dense image.
Using the same principles of the definition of S together with the OM -bounded geometry
hypothesis and Lemma 2.13 (ii), we define the Fre´chet space S(M ×M,L(E)) such that for any
(z, b) the applications Tz,b,M2 := K 7→ Kz ◦(nbz,M2)−1 are topological isomorphisms from S(M×
M,L(E)) onto S(R2n, L(Ez)). Noting jM2 the continous dense injection from S(M ×M,L(E))
into its antidual S ′(M ×M,L(E)) defined as 〈jM2(K),K ′〉 =
∫
M×M Tr(K(x, y)(K
′(x, y))∗) dµ⊗
dµ(x, y), we have the following commutative diagram, where j is the classical continuous dense
inclusion from S(R2n, L(Ez)) into its antidual, and Mµ⊗µ is the multiplication operator from
S(R2n, L(Ez)) onto itself by the O×M (R2n) function µz,b⊗ µz,b:
S(M ×M,L(E)) jM2 //
Tz,b,M2

// S ′(M ×M,L(E))
S(R2n, L(Ez)) Mµ⊗µ
// S(R2n, L(Ez)) j // S ′(R2n, L(Ez)) .
T ∗
z,b,M2
OO
Since S is nuclear, L(S,S ′) ≃ S ′(M ×M,L(E)) and S(M ×M,L(E)) ≃ S ⊗̂ S where S :=
S(M,E). Thus, S ′(M ×M,L(E)) ≃ S ′⊗̂ S ′, where S ′ is the dual of S which is also the antidual
of S. Note that the isomorphism L(S,S ′) ≃ S ′(M ×M,L(E)) is given by
〈AK(v), u〉 = K(u⊗ v)
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where AK is operator associated to the kernel K, u, v ∈ S, and v(y) := v(y). Formally,
〈AK(v), u〉 =
∫
M×M
(K(x, y)v(y)|u(x))dµ ⊗ dµ(x, y) , (AKv)(x) =
∫
M
K(x, y)v(y)dµ(y).
Thus any continuous linear operator A : S → S ′ is uniquely determined by its kernel KA ∈
S ′(M ×M,L(E)). The transfert of A into the frame (z, b) is the operator Az,b from S(Rn, Ez)
into S ′(Rn, Ez) such that
〈Az,b(v), u〉 := 〈A(T−1z,b (v)), T−1z,b (u)〉.
Thus, if KA is the kernel of A, we have KAz,b := T˜z,b,M2(KA) as the kernel of Az,b, where
T˜z,b,M2 here is the inverse of the adjoint of Tz,b,M2. T˜z,b,M2 is a topological isomorphism from
S ′(M ×M,L(E)) onto S ′(R2n, L(Ez)).
Definition 2.26. An operator A ∈ L(S,S ′) is regular if A and its adjoint A† send continously S
into itself. An isotropic smoothing operator is an operator with kernel in S(M ×M,L(E)). The
space regular operators and the space of isotropic smoothing operators are respectively noted
ℜ(S) and Ψ−∞.
Note that this definition of isotropic smoothing operators differs from the standard
smoothing operators one where only local effects are taken into account, since in this case,
a smoothing operator is just an operator with smooth kernel. Clearly, A is regular if and only if
for any frame (z, b), Az,b is regular as an operator from S(Rn, Ez) into S ′(Rn, Ez). Remark that
the space of regular operators forms a ∗-algebra under composition and the space of isotropic
smoothing operators Ψ−∞ is a ∗-ideal of this algebra.
Let us record the following important fact:
Proposition 2.27. Any isotropic smoothing operator extends (uniquely) as a Hilbert–Schmidt
operator on L2(dµ).
Proof. An isotropic smoothing operator A (with kernelK) extends as a continous linear operator
from S ′ to S, and thus it also extends as a bounded operator on L2(dµ). Let (z, b) be a frame. If
U is the unitary associated to the isomorphism L2(dµ) onto Hz,b := L2(Rn, Ez, µz,b dx) we have
A = U∗Az,bU where Az,b is a bounded operator on Hz,b given by the kernel Kz ◦ (nbz, nbz)−1.
Since this kernel is in Hz,b⊗Hz,b = L2(R2n, Ez⊗Ez, (µz,bdx)⊗2), it follows that Az,b is Hilbert–
Schmidt on Hz,b, which gives the result.
2.6 Fourier transform
Fourier transform is the fundamental element that will allow the passage from operators to their
symbols. In our setting, it is natural to extend the classical Fourier transform on Rn to Schwartz
spaces of rapidly decreasing sections on the tangent and cotangent bundles of M , and use the
fibers Tx(M), T
∗
x (M) as support of integration.
Definition 2.28. A smooth section a ∈ C∞(T ∗M,L(E)) is in S(T ∗M,L(E)) if for any (z, b),
any 2n-multi-index ν and any p ∈ N, there exists Kp,ν > 0 such that∥∥∂νz,baz(x, θ)∥∥L(Ez) ≤ Kp,ν〈x, θ〉−pz,b (2.13)
uniformly in (x, θ) ∈ T ∗M . A similar definition is set for S(TM,L(E)).
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Following the same technique as for the space S(M,E), using the coordinate invariance
given by Lemma 2.13 we obtain the
Proposition 2.29. (i) A section u ∈ C∞(T ∗M,L(E)) is in S(T ∗M,L(E)) if and only if there
exists a frame (z, b) such that (2.13) is valid. A similar property holds for S(TM,L(E)).
(ii) There is a Fre´chet topology on S(T ∗M,L(E)) such that each
Tz,b,∗ : a 7→ az ◦ (nbz,∗)−1
is a topological isomorphism from S(T ∗M,L(E)) onto S(R2n, L(Ez)). A similar property holds
for S(TM,L(E)) and the applications Tz,b,T := a 7→ az ◦ (nbz,T )−1.
Proof. (i, ii) Suppose that (2.13) is valid for (z′, b′) and a ∈ C∞(T ∗M,L(E)) and let (z, b)
another frame. With Lemma 2.13 and Leibniz rule, noting ν = (α, β), ν ′ = (α′, β′), λ = (λ1, λ2)
and ρ = (ρ1, ρ2), we get
∂νz,ba
z =
∑
0≤|ν′|≤|ν|
|β′|≥|β|
∑
ρ≤λ≤ν′
fν,ν′Cν′,λ,ρ ∂
α′−λ1
z′,b′ (τ
−1
z τz′) ∂
(ρ1,β′)
z′,b′ (a
z′) ∂λ
1−ρ1
z′,b′ (τ
−1
z′ τz) (2.14)
where Cν′,λ,ρ = δβ′,λ2δβ′,ρ2
(
ν′
λ
)(
λ
ρ
)
. Using now the fact that for any x, ϑ ∈ Rn, 〈x〉1/2〈ϑ〉1/2 ≤
〈(x, ϑ)〉 ≤ 〈x〉〈ϑ〉, and (2.3), (2.4), we see that for any 2n-multi-index ν, and p ∈ N, there is
rν,p ∈ N∗ and Cν,p > 0 such that q(z,b)ν,p (a) ≤ Cν,p
∑
|ρ|≤|ν| q
(z′,b′)
ρ,rν,p (a), where
q(z,b)ν,p (a) := sup
(x,θ)∈T ∗M
〈x, θ〉pz,b
∥∥∂νz,baz(x, θ)∥∥L(Ez) .
The results follow, as in the case of S(M,E), by taking the topology given by the seminorms
qz,bν,p for an arbitrary frame (z, b).
Remark 2.30. If (M, exp, E) has a S0-bounded geometry, we saw in Remark 2.25 that a
coordinate free (independant of the frame (z, b)) definition of a space of smooth E-sections on
M with bounded derivatives is possible. However, a similar definition cannot be given in the
same manner for L(E)-sections on TM or T ∗M with bounded derivatives, due to the fact that
the change of coordinates of Lemma 2.13 impose an increasing power of 〈θ〉 (when |β′| > |β|).
However, the independance over (z, b) would still hold for the space of smooth sections of
L(E)→ T ∗M (resp. TM) with polynomially bounded derivatives.
We note S ′(T ∗M,L(E)) and S ′(TM,L(E)) the strong antiduals of S(T ∗M,L(E)) and
S(TM,L(E)), respectively. We have the following continuous inclusion with dense image
jT ∗M : S(T ∗M,L(E))→ S ′(T ∗M,L(E))
(
resp. jTM : S(TM,L(E))→ S ′(TM,L(E))
)
defined by
〈jT ∗M (a), b〉 :=
∫
TM∗
Tr(ab∗)dµ∗
(
resp. 〈jTM (a), b〉 :=
∫
TM
Tr(ab∗)dµT
)
where dµ∗ is the measure on T ∗M given by dµ∗(x, θ) := dµ∗x(θ)dµ(x) and dµ
T is the measure on
TM given by dµT (x, ξ) := dµx(ξ)dµ(x). Note that for any (z, b), dµ
∗(x, θ) = |∂z,bx|(θ)|dxz,b|(x)
(this is the Liouville measure on T ∗M) and dµT (x, θ) = µ2z,b◦nbz(x)|dxz,bx |(ξ)|dxz,b|(x). We have
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the following commutative diagram, where Mµ2 is the multiplication operator by the O×M (R2n)
function (x, ζ) 7→ µ2z,b(x),
S(TM,L(E)) jTM //
Tz,b,T

// S ′(TM,L(E))
S(R2n, L(Ez)) Mµ2
// S(R2n, L(Ez)) j // S ′(R2n, L(Ez))
T ∗z,b,T
OO
and, in the case of S(T ∗M,L(E)) a similar diagram is valid if Mµ2 is replaced by the identity.
Definition 2.31. The Fourier transform of a ∈ S(TM,L(E)) is
F(a) : (x, θ) 7→
∫
Tx(M)
e−2pii〈θ,ξ〉 a(x, ξ) dµx(ξ) .
Proposition 2.32. F is a topological isomorphism from S(TM,L(E)) onto S(T ∗M,L(E)) with
inverse
F(a) := (x, ξ) 7→
∫
T ∗x (M)
e2pii〈θ,ξ〉 a(x, θ) dµ∗x(θ) .
The adjoint F∗ of F coincides with F on S(TM,L(E)), so we still note F∗ by F and F∗ by F .
Proof. Let (z, b) be a frame. It is straightforward to check that the following diagram commutes
S(TM,L(E))
F //
Tz,b,T

S(T ∗M,L(E))
S(R2n, L(Ez)) Fz,b
// S(R2n, L(Ez))
T−1z,b,∗
OO
where Fz,b = FP ◦ Mµ = Mµ ◦ FP , with Mµ the multiplication operator on S(R2n, L(Ez))
defined by Mµ(a) := (x, ζ) 7→ µz,b(x) a(x, ζ) and FP the partial Fourier transform on the space
S(R2n, L(Ez)) (only the variables in the second copy of Rn in R2n being Fourier transformed).
It is clear that Fz,b is a topological isomorphism from S(R2n, L(Ez)) onto itself with inverse
F−1z,b =M1/µ ◦ FP . The fact that F
∗
coincides with F on S(TM,L(E)) is a consequence of the
following equality ∫
TM
Tr(a(F(b))∗) dµT =
∫
T ∗M
Tr(F(a)b∗) dµ∗
for any a ∈ S(TM,L(E)) and b ∈ S(T ∗M,L(E)), that is a direct consequence of the Parseval
formula for FP .
3 Linearization and symbol maps
3.1 Linearization and the Φλ, Υt diffeomorphisms
Recall that a linearization (Bokobza-Haggiag [4]) on a smooth manifold M is defined as a
smooth map ν from M ×M into TM such that π ◦ ν = π1, ν(x, x) = 0 for any x ∈ M and
(dyν)y=x = IdTxM . Using this map, it is then possible by restricting ν on a small neighborhood
of the diagonal of M ×M , to obtain a diffeomorphism onto a neighborhood of the zero section
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of TM and obtain an isomorphism between symbols (with a local control of the x variables
on compact) and pseudodifferential operators modulo smoothing ideals. These isomorphisms
depend on the linearization, as shown in [4, Proposition V.3]. We follow here the same idea,
with a global point of view, since we are interested in the behavior at infinity. We thus consider,
on the exponential manifold (M, exp, E, dµ) a fixed linearization ψ that comes from an (abstract)
exponential map ψ onM (also called linearization map in the following), so that ψ(x, y) = ψ−1x y,
and ψx is a diffeomorphism from TxM onto M , with ψx(0) = x, (dψx)0 = IdTxM . For example,
ψ may be the exponential map exp.
Let λ ∈ [0, 1] and Φλ be the smooth map from TM onto M ×M defined by
Φλ : (x, ξ) 7→
(
ψx(λξ), ψx(−(1 − λ)ξ)
)
.
Assumption 3.1. We suppose from now on that whenever the parameters λ, λ′, are in ]0, 1[,
it is implied that the linearization map ψ satisfies for any x, y ∈ M and t ∈ R, ψx(tψ−1x (y)) =
ψy((1− t)ψ−1y (x)). This hypothesis, called (Hψ) in the following, is automatically satisfied if the
linearization is derived from a exponential map of a connection on the manifold.
A computation shows that Φλ is a diffeomorphism with the following inverse Φ
−1
λ :
(x, y) 7→ α′yx(1− λ) for λ 6= 0 and Φ−10 (x, y) :7→ −α′xy(0), where αxy(t) := ψx(tψ−1x (y)). Noting
Φ−1λ (x, y) =: (mλ(x, y), ξλ(x, y)), we see that mλ(x, y) = αxy(λ) and, if λ 6= 0, ξλ(x, y) =
1
λψ
−1
mλ(x,y)
(x), while ξ0(x, y) = −ψ−1x (y). In all the following, we shall use the symbol W (for
Weyl) for the value λ = 12 , so that mW := m 12
, ΦW := Φ 1
2
, and similar conventions for the
other mathematical symbols containing λ. Note that mλ is a smooth function from M ×M
onto M , with mλ(x, x) = x for any x ∈M . Moreover, for any x, y ∈M , mλ(x, y) = m1−λ(y, x),
mW (x, y) = mW (y, x) (the “middle point“ of x and y), ξλ(x, y) = −ξ1−λ(y, x), ξW (x, y) =
−ξW (y, x) and x 7→ Φ−1λ (x, x) is the zero section of TM → M . Noting j the involution on
M ×M : (x, y) 7→ (y, x), we have Φλ = j ◦Φ1−λ ◦ − IdTM .
For any t ∈ [−1, 1] (with the convention that if (Hψ) is not satisfied, we are restricted
to t ∈ {−1, 0, 1 }), we define,
Υt : (x, ξ) 7→
(
ψx(tξ),
−1
t ψ
−1
ψx(tξ)
(x)
)
with the convention −1t ψ
−1
ψx(tξ)
(x) := ξ if t = 0, so that Υ0 = IdTM . A computation shows that
Υ−1t = Υ−t. The Φλ and Υt diffeomorphisms are related by the following property: for any
λ, λ′ ∈ [0, 1], Φ−1λ ◦ Φλ′ = Υλ′−λ. We will use the shorthand Υt,T (x, ξ) := −1t ψ−1ψx(tξ)(x), so that
Υt = (ψ ◦ t IdTM ,Υt,T ).
Remark 3.2. Note that (Hψ) entails that (Υt)t∈R is a one parameter subgroup of Diff(TM).
Remark 3.3. Suppose that ψ is the exponential map associated to a connection ∇ on TM , and
αx,ξ the unique maximal geodesic such that α
′
x,ξ(0) = (x, ξ). It is a standard result of differential
geometry (see for instance [25, Theorem 3.3, p.206]) that for any v := (x, η) ∈ TM , and
ξ ∈ Tx(M), there exists an unique curve βξv : R → TM such that∇α′vβξv = 0, π◦βξv = αv (in other
words, βξv is αv-parallel lift of αv) and β
ξ
v(0) = (x, ξ). By definition of geodesics, β
η
x,η = α′x,η.
Moreover, βξx,η(1) ∈ Tψηx(M), so we can define the following linear isomorphism of tangent fibers:
Px,η : Tx(M)→ Tψηx(M), ξ 7→ β
ξ
x,η(1) . Note that P−1x,η = Pψηx ,ψ−1
ψ
η
x
(x) = P−Υ1(x,η) = PΥ−1(x,−η).
The Px,ξ are the parallel transport maps along geodesics on the tangent bundle. These maps
are related to the Υt diffeomorphisms, since a computation shows that for any (x, η) ∈ TM and
t ∈ R, Px,tη(η) = Υt,T (x, η).
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If (z, b) is a frame, we define Φλ,z,b := n
b
z,M2◦Φλ◦(nbz,T )−1 and we note Jλ,z,b its Jacobian.
We also define Υt,z,b = n
b
z,T ◦Υt ◦ (nbz,T )−1 and the smooth maps from R2n to Rn:
ψbz : (x, ζ) 7→ nbz ◦ ψ ◦ (nbz,T )−1(x, ζ) ,
ψbz : (x, y) 7→Mbz,(nbz)−1(x) ◦ ψ
−1
(nbz )
−1(x)
◦ (nbz)−1(y).
Noting ψbz,x(ζ) := ψ
b
z(x, ζ) and ψ
b
z,x(y) := ψ
b
z(x, y), we have (ψ
b
z,x)
−1 = ψbz,x. A computation
shows that for any (x, ζ, y) ∈ R3n,
Φλ,z,b(x, ζ) = (ψ
b
z (x, λζ), ψ
b
z (x,−(1− λ)ζ)) , Φ−1λ,z,b(x, y) = (mλ,z,b(x, y), ξλ,z,b(x, y)) (3.1)
where we defined the following functions: mλ,z,b(x, y) := ψ
b
z(x, λ ψ
b
z (x, y)), ξ0,z,b := −ψbz and for
λ 6= 0, ξλ,z,b(x, y) := 1λψbz(mλ,z,b(x, y), x). We also obtain for t ∈ [−1, 1], (x, ζ) ∈ R2n,
Υt,z,b(x, ζ) =
(
ψbz(x, tζ),
−1
t ψ
b
z(ψ
b
z(x, tζ), x)) =: (ψ
b
z(x, tζ),Υ
z,b
t,T (x, ζ)
)
, (3.2)
and Υ0,z,b = IdR2n . Note that Υt,z,b(x, 0) = (x, 0) for any x ∈ Rn and Υz,bt,T = 1tΥz,b1,T ◦ I1,t where
Ir,r′ is the diagonal matrix with coefficients Iii = r for i ≤ n for 1 ≤ i ≤ n and Iii = r′ for
n+ 1 ≤ i ≤ 2n.
3.2 OM -linearizations
We intent to use the linearization to define topological isomorphisms between rapidly decaying
section on TM and M ×M . We thus need a control at infinity over the derivatives of the
linearization ψ.
We note τ z,b = τ z ◦ (nbz,M2)−1 ∈ C∞(R2n, L(Ez)). Remark that for any (x, y) ∈ R2n,
τ z,b(x, y) is an unitary operator on Ez. We will also need the following functions parametrized
by t ∈ R: τt(x, η) := τx(ψx(tη)) for any (x, η) ∈ TM and τ z,bt (x, ζ) := τ z,b(x, ψbz (x, tζ)).
Definition 3.4. A linearization ψ on the exponential manifold (M, exp, E, dµ) is said to be a
OM -linearization if for any frame (z, b) the functions ψbz and ψbz are in in OM (R2n,Rn) and the
functions τ z,b1 and (τ
z,b
1 )
−1 are in OM (R2n, L(Ez)). We will say that (M, exp, E, dµ, ψ) has a
OM -bounded geometry, if it the case of (M, exp, E, dµ) and ψ is a OM -linearization.
Lemma 3.5. Suppose that ψ is a OM -linearization. Then for any frame (z, b), λ ∈ [0, 1] and
t ∈ [−1, 1],
(i) Φλ,z,b ∈ O×M (R2n,R2n) and Jλ,z,b ∈ O×M (R2n),
(ii) Υt,z,b ∈ O×M (R2n,R2n) and J(Υt,z,b) ∈ O×M (R2n),
(iii) τ z,bt and (τ
z,b
t )
−1 are in OM (R2n, L(Ez)).
Proof. (i) By (3.1), we have Φλ,z,b = (ψ
b
z ◦ I1,λ, ψbz ◦ I1,λ−1) and Φ−1λ,z,b = (mλ,z,b, ξλ,z,b) where
mλ,z,b = ψ
b
z ◦ I1,λ ◦ (π1, ψbz) and if λ 6= 0, ξλ = 1λψbz ◦ (mλ,z,b, π1), while ξ0,z,b = −ψbz . Thus, the
result is a consequence Lemma 2.14 (iii) and (vi).
(ii) By (3.2), we have for t 6= 0, Υt,z,b = (ψbz ◦I1,t, −1t ψbz ◦ (ψbz ◦I1,t, π1)). The result follows again
from Lemma 2.14 (iii) and (vi).
(iii) We have τ z,bt = τ
z,b
1 ◦ I1,t and (τ z,bt )−1 = (τ z,b1 )−1 ◦ I1,t so the result follows from Lemma
2.14 (iii).
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The following lemma shows that we can obtain topological isomorphisms on spaces of
rapidly decaying functions from the functions τt and Φλ.
Lemma 3.6. Let p ∈ N∗, τ ∈ O×M (Rp, GL(Ez)) and Φ ∈ O×M (Rp,Rp). Then the maps Lτ :=
u 7→ τu, Rτ := u 7→ uτ and CΦ := u 7→ u ◦ Φ are topological isomorphisms of S(Rp, L(Ez)).
Proof. Since L−1τ = Lτ−1 , R
−1
τ = Rτ−1 and C
−1
Φ = CΦ−1 , we only need to check the continuity
of Lτ , Rτ and CΦ. The continuity of Lτ and Rτ is a direct application of Leibniz formula. Let
ν be a p-multi-index and r ∈ N. Theorem 2.11 implies that for any u ∈ S(Rp, L(Ez)),
qν,N (u ◦ Φ) ≤
∑
|λ|≤|ν|
sup
x∈Rp
〈x〉N |Pν,λ(Φ)(x)|
∥∥∥(∂λu) ◦ Φ(x)∥∥∥
L(Ez)
where the functions Pν,λ(Φ) are such that |Pν,λ(Φ)(x)| ≤ Cν〈x〉qν for a qν ∈ N∗ and a Cν > 0.
Since 〈Φ−1(x)〉 ≤ C〈x〉r for a r ∈ N∗ and a C > 0, we see that there is C ′ν > 0 such that
qν,N (u ◦ Φ) ≤ C ′ν
∑
|λ|≤|ν| qλ,(qν+N)r(u), which gives the result.
Lemma 3.7. If (M, exp, E, dµ) has a OM -bounded geometry and ψ is a linearization such that
there exists (z0, b0) such that the functions ψ
b0
z0 , ψ
b0
z0 are in OM (R2n,Rn) and τ z0,b01 , (τ z0,b01 )−1
are in OM (R2n, L(Ez0)), then ψ is a OM -linearization.
Proof. The result is a direct consequence of the formulas ψbz = ψ
b,b0
z,z0 ◦ ψb0z0 ◦ ψb0,bz0,z,T , ψ
b
z,x(y) =
(dψb0,bz0,z )
−1
x ψ
b0
z0 ◦ ψb0,bz0,z,M2(x, y) and τ z,b = (τ−1z τz0) ◦ π2 ◦ (nbz,M2)−1 τ z0,b0 ◦ ψ
b0,b
z0,z,M2
(τ−1z0 τz) ◦ π1 ◦
(nbz,M2)
−1.
3.3 Symbol maps and λ-quantization
Assumption 3.8. We suppose in this section and in section 3.4 that (M, exp, E, dµ, ψ) has a
OM -bounded geometry.
The operator F is a topological isomorphism from S ′(TM,L(E)) onto S ′(T ∗M,L(E)).
We shall now introduce a topological isomorphism between S ′(M×M,L(E)) and S ′(TM,L(E)).
We define the linear application Γλ from C
∞(M ×M,L(E)) into C∞(TM,L(E))):
Γλ(K) : v 7→ Kpi(v) ◦ Φλ(v) .
As a consequence, Γλ(K) = τ
−1
λ (K ◦Φλ) τλ−1 and Γ−1λ (a) = (τλ a τ−1λ−1)◦Φ−1λ . For a given frame
(z, b), we note Γλ,z,b := Tz,b,T ◦Γλ ◦T−1z,b,M2. A computation shows that for any smooth function
u ∈ C∞(R2n, L(Ez)), Γλ,z,b(u) = (τ z,bλ )−1(u ◦ Φλ,z,b)τ z,bλ−1.
Let us define the smooth strictly positive functions on R2n and M ×M respectively:
µλ,z,b(x, y) :=
µz,b(x)µz,b (y)
µ2z,b(mλ,z,b(x,y))
|Jλ,z,b| ◦ Φ−1λ,z,b(x, y) µλ := µλ,z,b ◦ (nbz, nbz). (3.3)
It is straithtforward to check that µλ is indeed independent of (z, b). Note that µ1−λ(x, y) =
µλ(y, x). Since µλ,z,b ∈ O×M (R2n), the operator of multiplication Mµλ is a topological isomor-
phism on S(M ×M,L(E)). Note also that Γλ ◦Mµλ =Mµλ◦Φλ ◦ Γλ.
Proposition 3.9. Γλ is a topological isomorphism from S(M ×M,L(E)) onto S(TM,L(E)).
Moreover, Γ˜λ ◦ jM2 = jTM ◦ Γλ ◦Mµλ , where Γ˜λ := Γ−1λ
∗
.
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Proof. Let (z, b) be a frame. It suffices to prove that Γλ,z,b is a topological isomorphism from
S(R2n, L(Ez)) onto itself. Since Γλ,z,b = L(τz,bλ )−1 ◦ Rτz,bλ−1 ◦ CΦλ,z,b , the result follows from
Lemma 3.6 and Lemma 3.5 (i) and (iii). Let u, v ∈ S(R2n, L(Ez)). We have (with j the
canonical inclusion from S(R2n, L(Ez)) into S ′(R2n, L(Ez)):
(Γ˜λ,z,b ◦ j(u))(v) =
∫
R2n
Tr
(
u(x, y)(Γ−1λ,z,b(v)(x, y))
∗
)
dx dy
=
∫
R2n
Tr
(
(τ z,bλ )
−1 ◦Φ−1λ,z,b(x, y) u(x, y) τ z,bλ−1 ◦Φ−1λ,z,b(x, y)
v∗ ◦Φ−1λ,z,b(x, y)
)
dx dy
=
∫
R2n
Tr(Γλ,z,b(u)(m, ζ)v
∗(m, ζ))|Jλ,z,b|(m, ζ) dmdζ
= (j ◦M|Jλ,z,b| ◦ Γλ,z,b(u))(v)
where we used the following change of variables (m, ζ) := Φ−1λ,z,b(x, y). Thus, we have Γ˜λ,z,b◦ j =
j ◦M|Jλ,z,b| ◦Γλ,z,b. The relation Γ˜λ ◦ jM2 = jTM ◦Γλ ◦Mµλ now follows since M|Jλ,z,b| ◦Γλ,z,b =
Γλ,z,b◦M|Jλ,z,b |◦Φ−1λ,z,b , T
∗
z,b,T ◦j◦Mµ2z,b = jTM◦T
−1
z,b,T and T
∗
z,b,M2◦j◦Mµz,b⊗µz,b = jM2◦T−1z,b,M2 .
As a consequence, Γ˜λ is a topological isomorphism from the space of tempered distribu-
tional L(E)-sections on M ×M , S ′(M ×M,L(E)) onto S ′(TM,L(E)) and when restricted (in
the sense of the previous continous inclusions) to S(M ×M,L(E)), is equal to Γλ ◦M−1µλ , so
provides a topological isomorphism from S(M ×M,L(E)) onto S(TM,L(E)). Fourier trans-
form coupled with Γ˜λ lead us to the following natural isomorphism from S ′(M ×M,L(E)) onto
S ′(T ∗M,L(E)).
Definition 3.10. Let λ ∈ [0, 1]. The λ-symbol map is the topological isomorphism from S ′(M×
M,L(E)) onto S ′(T ∗M,L(E)): σλ := F ◦Γ˜λ. The λ-quantization map is the inverse of σλ, noted
Opλ.
Thus, the data of a tempered distributional section on the cotangent bundle (i.e. an
element of S ′(T ∗M,L(E))) determines in an unique way (for a given λ), an operator continuous
from S to S ′, and vice versa. Remark that σλ ◦ jM2 = jT ∗M ◦ F ◦ Γλ ◦Mµλ and Opλ ◦jT ∗M =
jM2 ◦M1/µλ ◦Γ−1λ ◦F . If (z, b) is a frame then, noting Opλ,z,b := T˜z,b,M2 ◦Opλ ◦T˜−1z,b,∗, we obtain
Opλ,z,b = Γ
∗
λ,z,b ◦M∗µz,b ◦ F∗P so that for any u ∈ S(R2n, L(Ez)) and b ∈ OM (R2n, L(Ez)),
〈Opλ,z,b(b), u〉 =
∫
R3n
e2pii〈ζ,ϑ〉Tr
(
µb(x, ϑ)(Γλ,z,b(u))
∗(x, ζ)
)
dζ dϑ dx . (3.4)
where µb : (x, ϑ) 7→ µz,b(x) b(x, ϑ).
3.4 Moyal product
The applications Op0, Op1, OpW := Op 1
2
are respectively the normal, antinormal and Weyl
quantization maps. Remark that for any T ∈ S ′(T ∗M,L(E)), Opλ(T ∗) = (Op1−λ(T ))†. In
particular
Op0(T
∗) = (Op1(T ))
† , OpW (T
∗) = (OpW (T ))
†
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where † is the topological isomorphism of S ′(M ×M,L(E)) defined as 〈K†, u〉 := 〈K,u∗ ◦ j〉
with j the diffeomorphism on M ×M : (x, y) 7→ (y, x) and u ∈ S(M ×M,L(E)). The kernel
of the adjoint A† of any operator A ∈ L(S,S ′) is (KA)†. As a consequence, σλ is a linear
topological isomorphism (and a ∗-isomorphism in the case of the Weyl quantization) from the
algebra ℜ(S) = L(S, S)∩L(S′, S′) of regular operators onto its image Mλ := σλ(ℜ(S)). We can
transport the operator composition in the world of functions, by defining the λ-product on Mλ
as
T ◦λ T ′ := σλ(Opλ(T )Opλ(T ′))
so that Mλ forms an algebra, and M
∗
λ = M1−λ. In the case of λ =
1
2 , we recover the Moyal
∗-algebra MW and the Moyal product ◦W . The space Ψ−∞(M) ≃ S(M ×M,L(E)) of isotropic
smoothing operators being an ∗-ideal of ℜ(S), the space S(T ∗M,L(E)) = σλ(Ψ−∞(M)) forms
an ideal of Mλ. Since we will focus on the pseudodifferential calculus over M , we shall not
investigate in this paper the full analysis of the Moyal product over T ∗M . Note however the
following property on S(T ∗M) := S(T ∗M,L(M ×C)) ≃ S(T ∗M,C):
Proposition 3.11. (S(T ∗M), ◦λ) is a (noncommutative, nonunital) Fre´chet algebra. Moreover,
a ◦λ b (x, η) =
∫
Tx(M)×M
dµx(ξ)dµ(y)
∫
V λx,ξ,y
dµ∗x,ξ,y(θ, θ
′) gλx,ξ,y e
2piiωλx,ξ,y(η,θ,θ
′)a(yλx,ξ, θ) b(y
1−λ
x,−ξ, θ
′)
where yλx,ξ := mλ(ψ
λξ
x , z), yλx,ξ := ξλ(ψ
λξ
x , z) and
V λx,ξ,y := T
∗
yλx,ξ
(M)× T ∗
y1−λx,−ξ
(M) , dµ∗x,ξ,y(θ, θ
′) := dµ∗
yλx,ξ
(θ) dµ∗
y1−λx,−ξ
(θ′) ,
gλx,ξ,y :=
µλ(ψ
λξ
x ,ψ
(λ−1)ξ
x )
µλ(ψ
λξ
x ,y)µλ(y,ψ
(λ−1)ξ
x )
,
ωλx,ξ,y(η, θ, θ
′) := 〈θ, yλx,ξ〉 − 〈θ′, y1−λx,−ξ〉 − 〈η, ξ〉 .
Proof. The product a ◦λ b on S(T ∗M) is obtained by computation of F ◦ Γλ ◦Mµλ ◦
(
(M−1µλ ◦
Γ−1λ ◦ F(a)) ◦V (M−1µλ ◦ Γ−1λ ◦ F(b))
)
, where ◦V is the Volterra product of kernels. Since σλ is a
topological isomorphism between S(M2) and S(T ∗M), the continuity of the Moyal product is
equivalent to the continuity of ◦V , which is equivalent to the continuity of the following product
on S(R2n):
K ·K ′(x, y) :=
∫
Rn
K(x, t)K(t, y)µz,b(t)dt.
The continuity of this product is obtained by the following estimates
qp,(α,β)(K ·K ′) ≤ C q2(p+r),(α,0)(K) qp,(0,β)(K ′), qp,ν(K) := sup
(x,y)∈R2n
〈(x, y)〉p|∂νK(x, y)|
where |µz,b(t)| ≤ C1〈t〉r−n−1 and C := C1
∫
Rn
〈t〉−(n+1)dt.
Remark 3.12. (S(T ∗M), ◦W ) is a ∗-algebra since (a ◦W b)∗ = b∗ ◦W a∗ for any a, b ∈ S(T ∗M).
We can also construct another ∗-algebra on S(T ∗M) with the product a ⋆ b := 12(a ◦0 b+ a ◦1 b).
This proves that when (Hψ) (see Assumption 3.1) is not satisfied (so that no middle point exist
in the classical world) we can still have a canonical star-product on S(T ∗M) which satisfies
(a ⋆ b)∗ = b∗ ⋆ a∗.
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4 Symbol calculus of pseudodifferential operators
4.1 Symbols
Assumption 4.1. Let σ ∈ [0, 1]. We suppose in this section that (M, exp, E) has a Sσ-bounded
geometry.
The algebra ℜ(S) and Ψ−∞ are respectively too big and too small to develop a satisfac-
tory pseudodifferential calculus that allows an efficient utilization of symbol maps. We shall in
this section define some spaces of symbols that will be used to define later special algebras of
pseudodifferential operators that lie between ℜ(S) and Ψ−∞.
Definition 4.2. A symbol of degree (l,m) ∈ R2 of type σ, on M is a smooth section a ∈
C∞(T ∗M,L(E)) such that for any (z, b) and any n-multi-indices α, β, there exists K > 0 such
that ∥∥∥∂(α,β)z,b az(x, θ)∥∥∥
L(Ez)
≤ K〈x〉σ(l−|α|)z,b 〈θ〉
m−|β|
z,b,x (4.1)
is valid for all (x, θ) ∈ T ∗M . The space of symbols of degree (l,m) and type σ is noted Sl,mσ .
Remark that Sl,m0 is independant of l, so we note this space S
m
0 . We note S
−∞
σ :=
∩l,mSl,mσ and in the case σ > 0, we define S−∞ := S−∞σ = S(T ∗M,L(E)) (it is independant of
σ > 0). We set S∞σ := ∪l,mSl,mσ . We define similarly Sl,mσ,z := Sl,mσ (R2n, L(Ez)), without reference
to a frame.
Since M has a Sσ-bounded geometry, we get the following coordinate independance of
the previous definition:
Proposition 4.3. Let a ∈ C∞(T ∗M,L(E)). Then a ∈ Sl,mσ if and only if there exists a frame
(z, b) such that a satisfies (4.1).
Proof. Suppose that (4.1) is satisfied for (z′, b′) and let (z, b) be another frame. For (x, θ) ∈ T ∗M
and α, β two n-multi-indices with ν = (α, β) 6= 0, we get from Equation (2.14) and Lemma 2.13,∥∥∂νz,baz(x, θ)∥∥L(Ez) ≤ K ∑
α′,β′
∑
ρ≤λ≤ν′
〈x〉σ(|α′|−|α|)z,b 〈θ〉|β
′|−|β|
z,b,x 〈x〉σ(|λ
1|−|α′|)
z′,b′
×〈x〉σ(l−|ρ1|)z′,b′ 〈θ〉
m−|β′|
z′,b′,x 〈x〉
σ(|ρ1|−|λ1|)
z′,b′ .
Using (2.1), (2.2) and the fact that |α| ≥ |ρ1|, we get the result.
Corollary 4.4. If a ∈ C∞(T ∗M,L(E)), then a ∈ Sl,mσ if and only if for any (z, b), az◦(nbz,∗)−1 ∈
Sl,mσ (R2n, L(Ez)), or equivalently, there exists (z, b) such that a
z ◦ (nbz,∗)−1 ∈ Sl,mσ (R2n, L(Ez)).
We see that Sl,mσ · Sl
′,m′
σ ⊆ Sl+l
′,m+m′
σ where · is the composition of sections induced
by the matrix product on the fibers of L(E). Moreover, Sl,mσ ⊆ Sl
′,m′
σ for m ≤ m′ and l ≤ l′.
Thus, S∞σ is a ∗-algebra, which is bigraduated for σ > 0 and graduated for σ = 0. Remark
also that S−∞ · Sm0 and Sm0 · S−∞ are included in S−∞. Note that if f ∈ Sl,mσ (T ∗M) (a symbol
where M has its trivial bundle M × C), then af (x, θ) := f(x, θ)IL(Ex) defines a symbol in
Sl,mσ . Such symbols will be called scalar symbols. Note also that if a ∈ Sl,mσ , then ∂(α,β)z,b a :=
(τz ◦ π)(∂(α,β)z,b az)(τ−1z ◦ π) ∈ Sl−|α|,m−|β|σ .
If f ∈ Sσ(Rn) then (x, ϑ) 7→ f(x) IdL(Ez) ∈ S0,0σ (Rn, L(Ez)). In particular (x, ϑ) 7→
µ±1z,b(x) IdL(Ez) ∈ S0,0σ (Rn, L(Ez)) if dµ is a S×σ -density.
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Remark 4.5. We note PSl,mσ (R2n, L(Ez)) the subspace of S
l,m
σ (R2n, L(Ez)) consisting of func-
tions of the form
∑
1≤i≤(dimEz)2
Piei where (ei) is a linear basis of L(Ez) and Pi are of the form∑
β ci,β(x)ϑ
β (finite sum over the n-multi-indices β), where for any i, β, ∂αci,β(x) = O(〈x〉σ(l−|α|))
for any n-multi-indices α, and m = maxi degϑ Pi. We check that this definition is independant
of the chosen basis (ei).
We call polynomial symbol of order l,m and type σ any section of the form (τz ◦ π)(P ◦
nbz,∗)(τ
−1
z ◦π) where P ∈ PSl,mσ (R2n, L(Ez)) and (z, b) is a frame. This definition is independant
of (z, b). We note PSl,mσ the subspace of S
l,m
σ consisting of polynomial symbols of order l,m
and type σ. Remark that the section I : (x, θ) 7→ IL(Ex) is in PS0,01 .
We now topologize the symbol spaces:
Lemma 4.6. The following semi-norms on Sl,mσ , for N ∈ N,
q(α,β)(a) := sup
(x,θ)∈T ∗M
〈x〉σ(|α|−l)z,b 〈θ〉
|β|−m
z,b,x
∥∥∥∂(α,β)z,b az(x, θ)∥∥∥L(Ez)
determine a Fre´chet topology on Sl,mσ , which is independant of (z, b). The applications Tz,b,∗
are topological isomorphisms from Sl,mσ onto S
l,m
σ (R2n, L(Ez)). The following inclusions are
continous for these topologies: Sl,mσ · Sl
′,m′
σ ⊆ Sl+l
′,m+m′
σ , S
l,m
σ ⊆ Sl
′,m′
σ (m ≤ m′ and l ≤ l′)
and S−∞σ ⊆ Sl,mσ . Moreover, the last inclusion is dense when Sl,mσ has the topology of Sl
′,m′
σ for
m < m′ and l < l′.
Proof. The independance of the topology for (z, b) follows from the easily checked estimate for
any (α, β),
q
(z,b)
(α,β)(a) ≤ Kα,β
∑
0≤|(α′,β′)|≤|(α,β)|
|β′|≥|β| ,γ≤α′
q
(z′,b′)
(γ,β′) (a).
where Kα,β > 0. By construction the applications Tz,b,∗ are clearly topological isomorphisms
from Sl,mσ onto S
l,m
σ (R2n, L(Ez)). The continuity of S
l,m
σ · Sl
′,m′
σ ⊆ Sl+l
′,m+m′
σ , S
l,m
σ ⊆ Sl
′,m′
σ
(m ≤ m′ and l ≤ l′) and S−∞σ ⊆ Sl,mσ are straightforward. Following [29], to prove the density
result, we shall prove the stronger property: for any a ∈ Sl,mσ (R2n, L(Ez)) the sequence
ap(x, ϑ) := (ρ(x/p))
1−δσ,0 ρ(ϑ/p) a(x, ϑ)
converges to a for the topology of Sl
′,m′
σ (R2n, L(Ez)) where m
′ > m and l′ > l. Here ρ ∈
C∞c (R
n, [0, 1]) with ρ = 1 on B(0, 1) and ρ = 0 on Rn\B(0, 2). First, it is clear that ap ∈
S−∞σ (R
2n, L(Ez)). Noting Rp(x, ϑ) := 〈x〉σ(|α|−l′)〈ϑ〉|β|−m′
∥∥∂(α,β)(a− ap)(x, ϑ)∥∥L(Ez) for a given
2n-multi-index ν := (α, β), we get with Leibniz rule, for a K > 0 (by convention ν ′ < ν if and
only if ν ′ ≤ ν and ν ′ 6= ν):
1
K Rp(x, ϑ) ≤ ∆p(x, ϑ)〈x〉σ(l−l
′)〈ϑ〉m−m′ +
∑
ν′<ν
|∂ν−ν′∆p(x, ϑ)|〈x〉σ(l−l′+|α|−|α′|)〈ϑ〉m−m′+|β|−|β′|
where ∆p(x, ϑ) := 1 − (ρ(x/p))1−δσ,0ρ(ϑ/p). Suppose that σ = 0. In that case, |∆p(x, ϑ)| ≤
1[p,+∞[(ϑ) and if ν
′ < ν,
|∂ν−ν′∆p(x, ϑ)| ≤ δα,α′ Kβ p−|β|+|β′| 1[p,2p](ϑ) (4.2)
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where 1[r,r′] is the characteristic function of the annulus Ar,r′ := {ϑ ∈ Rn : r ≤ ‖ϑ‖ ≤ r′ } and
Kβ := supβ′<β
∥∥∥∂β−β′ρ∥∥∥
∞
. As a consequence, for K ′ > 0,
1
K Rp(x, ϑ) ≤ 〈p〉m−m
′
+Kβ
∑
ν′<ν
δα,α′ 1[p,2p](ϑ) p
−|β|+|β′| 〈ϑ〉m−m′+|β|−|β′| ≤ K ′〈p〉m−m′
and the result follows. Suppose now σ 6= 0. In that case |∆p(x, ϑ)| ≤ 1Fp(x, ϑ) where Fp :=
R
2n −B(0, p)2 and if ν ′ < ν, for a constant Kν > 0
|∂ν−ν′∆p(x, ϑ)| ≤ Kν 1[sgn(α−α′)p,2p](x) 1[sgn(β−β′)p,2p](ϑ) p−|ν|+|ν
′| . (4.3)
As a consequence, for K ′,K ′′ > 0, and with r := max{m−m′, σ(l − l′)} < 0,
1
K Rp(x, ϑ) ≤ 〈p〉r +K ′
∑
ν′<ν
1[sgn(α−α′)p,2p](x) 1[sgn(β−β′)p,2p](ϑ) 〈x〉σ(l−l
′)〈ϑ〉m−m′ ≤ K ′′〈p〉r
and the result follows.
Note that S−∞ := ∩l,mS−∞σ>0 = S(T ∗M,L(E)) and the equality is also valid for the
topologies. The following lemma shows that the symbols of Sl,mσ are tempered distributional
sections on T ∗M .
Lemma 4.7. The application jT ∗M is injective and continuous from S
l,m
σ into S ′(T ∗M,L(E)).
Proof. Since we have the following commutative diagram
Sl,mσ
jT∗M //
Tz,b,∗

S ′(T ∗M,L(E))
Sl,mσ (R2n, L(Ez)) i
// OM (R2n, L(Ez)) j // S ′(R2n, L(Ez))
T ∗z,b,∗
OO
where T ∗z,b,∗ is the adjoint of Tz,b,∗ on S(T ∗M,L(E)) and OM (R2n, L(Ez)) is the locally convex
complete Hausdorff space of L(Ez)-valued functions on R
2n with polynomially bounded deriva-
tives, it is sufficient to check that the natural injection i is continuous from Sl,mσ (R2n, L(Ez)) into
OM (R2n, L(Ez)). This is obtained by the following estimate, for any ϕ ∈ S(R2n) and ν = (α, β)
2n-multi-index,
sup
(x,ϑ)∈R2n
‖ϕ∂νa(x, ϑ)‖L(Ez) ≤ Kϕ,ν qν(a)
where Kϕ,ν := sup(x,ϑ)∈R2n |ϕ(x, ϑ)〈x〉σ(l−|α|)〈ϑ〉m−|β||.
Definition 4.8. Let (aj)j∈N∗ be a sequence in S
lj ,mj
σ where (lj) and (mj) are real strictly
decreasing sequences such that limj→∞ lj = limj→∞mj = −∞. We say that a is an asymptotic
expansion of (aj)j∈N∗ and we note
a ∼
∞∑
j=1
aj
if a ∈ C∞(T ∗M,L(E)) is such that a−∑k−1j=1 aj ∈ Slk,mkσ for any k ∈ N with k ≥ 2. In particular,
we have a ∈ Sl1,m1σ .
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We need asymptotic summation of symbols modulo S−∞σ . The following result of asymp-
totic completeness is based on a classical method [43] of approximation of series by weightening
summands aj(x, θ) with functions which “cut” a neighborhood of zero in the domain of x (if
σ 6= 0) and θ. The idea is that the part we cut is bigger and bigger when j → ∞ so that
convergence occurs.
Lemma 4.9. Let (aj)j∈N∗ be a sequence in S
lj ,mj
σ where (lj) and (mj) are real strictly decreasing
sequences such that limj→∞ lj = limj→∞mj = −∞. Then
(i) There exists a ∈ Sl1,m1σ such that a ∼
∑∞
j=1 aj.
(ii) If another a′ satisfies a′ ∼∑∞j=1 aj , then a− a′ ∈ S−∞σ .
Proof. (ii) is obvious. Let us prove (i) for a sequence (aj)j∈N∗ in S
lj ,mj
σ (R2n, L(Ez)) and with
a ∼ ∑∞j=1 aj ∈ Sl1,m1σ (R2n, L(Ez)). The result will then follows for a sequence (bj) in Sl,mσ by
taking b := T−1z,b,∗(a) where aj := Tz,b,∗(bj). Define
a′j(x, ϑ) := ∆pj(x, ϑ) aj(x, ϑ)
where ∆pj is defined in the proof of Lemma 4.6 and (pj) is a real sequence in [1,+∞[. For any
j ∈ N, a′j − aj ∈ S−∞σ (R2n, L(Ez)). Thus, the result will follow if we prove that for a specified
sequence (pj) and for any N ≥ 0, there exists k0(N) ≥ 2 such that for any k ≥ k0(N),
∞∑
j=k+1
qN,lk,mk(a
′
j) <∞ (4.4)
where qN,lk,mk := sup|ν|≤N qν,lk,mk , and qν,lk,mk are the semi-norms of S
lk,mk
σ (R2n, L(Ez)). In-
deed, with
∥∥∥∂νa′j∥∥∥
∞
≤ q|ν|,lk,mk(a′j) for k ≥ k1(ν), a′ :=
∑∞
j=1 a
′
j is a well defined smooth
function and we have then a′ −∑k−1j=1 aj ∈ Slk,mkσ (R2n, L(Ez)). Using Leibniz rule, we see that
for any 2n-multi-index ν := (α, β), and any j ∈ N∗, there is Kν,j > 0 such that
1
Kν,j
∥∥∂νa′j(x, ϑ)∥∥L(Ez) ≤ ∆p(x, ϑ)〈x〉σ(lj−|α|)〈ϑ〉mj−|β|
+
∑
ν′<ν
|∂ν−ν′∆p(x, ϑ)|〈x〉σ(lj−|α′|)〈ϑ〉mj−|β′|.
Let us suppose that σ = 0. The estimate (4.2) yields for any N ≥ 0, k ≥ 2, j ≥ k + 1,
qN,lk,mk(a
′
j) ≤ KN,j〈pj〉mj−mj−1
for a constant KN,j > 0. If we now fix pj as pj = (2
j supN≤j{KN,j , 1 })1/(mj−1−mj), then we see
that for any N ≥ 0, k ≥ N + 2, j ≥ k + 1, we have qN,lk,mk(a′j) ≤ 2−j and (4.4) is satisfied.
Suppose now σ 6= 0. The estimate (4.3) yields for any N ≥ 0, k ≥ 2, j ≥ k + 1,
qN,lk,mk(a
′
j) ≤ K ′N,j〈pj〉rj
for a constant K ′N,j > 0 and with rj := max{mj −m′j−1, σ(lj − l′j−1)} < 0. If we now fix pj as
pj = (2
j supN≤j{K ′N,j , 1 })−r
−1
j , then we see that for any N ≥ 0, k ≥ N +2, (4.4) is satisfied as
for the case σ = 0.
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4.2 Amplitudes and associated operators on S(Rn, Ez)
We shall see in this section amplitudes as generalizations of symbols of the type Sl,mσ,z :=
Sl,mσ (R2n, L(Ez)) where z ∈ M is fixed. For each amplitude, a continuous operator from
S(Rn, Ez) into itself will be defined. Here the spaces L(Ez) and Ez can simply be consid-
ered as Mn(C) and Cn. The results in this section will be important for pseudodifferential
operators on M in the next section.
Definition 4.10. An amplitude of order l, w,m and type σ ∈ [0, 1], κ ≥ 0, is a smooth function
a ∈ C∞(R3n, L(Ez)) such that for any 3n-multi-index ν = (α, β, γ), there exists Cν > 0 such
that ∥∥∥∂(α,β,γ)a(x, ζ, ϑ)∥∥∥
L(Ez)
≤ Cν 〈x〉σ(l−|α+β|) 〈ζ〉w+κ|α+β| 〈ϑ〉m−|γ| (4.5)
for any (x, ζ, ϑ) ∈ R3n. We note Πl,w,mσ,κ,z := Πl,w,mσ,κ (R3n, L(Ez)) the space of amplitudes of order
l, w,m and type σ, κ.
Remark that Πl,w,m0,κ,z is independant of l, we note this space Π
0,w,m
0,κ,z . We note Π
−∞,w
σ,κ,z :=
∩l,mΠl,w,mσ,κ,z . We set Π∞σ,κ,z := ∪l,w,mΠl,w,mσ,κ,z and Π−∞σ,z := ∩l,m ∪w,κ Πl,w,mσ,κ,z . We see that Πl,w,mσ,κ,z ·
Πl
′,w′,m′
σ,κ,z ⊆ Πl+l
′,w+w′,m+m′
σ,κ,z and Π
l,w,m
σ,κ,z ⊆ Πl
′,w′,m′
σ,κ,z for m ≤ m′, w ≤ w′, and l ≤ l′. Thus, Π∞σ,κ,z
is a ∗-algebra, which is trigraduated for σ > 0 and bigraduated for σ = 0. Note also that if
a ∈ Πl,w,mσ,κ,z , then ∂(α,β,γ)a ∈ Πl−|α+β|,w+κ|α+β|,m−|γ|σ,κ,z .
Amplitudes and symbols in Sl,mσ,z are related by the following lemma:
Lemma 4.11. (i) For any a ∈ Πl,w,mσ,κ,z we have aζ=0 := (x, ϑ) 7→ a(x, 0, ϑ) in Sl,mσ,z .
(ii) For any s ∈ Sl,mσ,z , the function (x, ζ, ϑ) 7→ s(x, ϑ) is in Πl,0,mσ,0,z .
(iii) For any f ∈ Sσ(Rn), the function (x, ζ, ϑ) 7→ f(x) IdL(Ez) is in Π0,0,0σ,0,z.
Proof. (i) follows from the fact that ∂ν(a ◦ P ) = (∂P (ν)a) ◦ P where P (x, ϑ) := (x, 0, ϑ).
(ii) Noting Q(x, ζ, ϑ) := (x, ϑ), the result follows from ∂α,β,γ(s ◦Q) = δβ,0(∂α,γs) ◦Q.
(iii) follows from (ii) and the fact that (x, ϑ) 7→ f(x) IdL(Ez) ∈ S0,0σ,z .
As the spaces of symbols, the Πl,w,mσ,κ,z are naturally Fre´chet spaces:
Lemma 4.12. The following semi-norms on Πl,w,mσ,κ,z :
ql,w,m(α,β,γ)(a) := sup
(x,ζ,ϑ)∈R3n
〈x〉σ(|α+β|−l)〈ζ〉−w−κ|α+β|〈ϑ〉|γ|−m
∥∥∥∂(α,β,γ)a(x, ζ, ϑ)∥∥∥
L(Ez)
determine a Fre´chet topology on Πl,w,mσ,κ,z . The following inclusions are continous for these topolo-
gies: Πl,w,mσ,κ,z · Πl
′,w′,m′
σ,κ,z ⊆ Πl+l
′,w+w′,m+m′
σ,κ,z , Π
l,w,m
σ,κ,z ⊆ Πl
′,w′,m′
σ,κ,z (m ≤ m′, w ≤ w′ and l ≤ l′) and
Π−∞,wσ,κ,z ⊆ Πl,w,mσ,κ,z . Moreover, the last inclusion is dense when Πl,w,mσ,κ,z has the topology of Πl
′,w,m′
σ,κ,z
for m < m′ and l < l′.
Proof. The continuity results are straightforward. For the density result, we prove as in Lemma
4.6, that for any a ∈ Πl,w,mσ,κ,z the sequence
ap(x, ζ, ϑ) := (ρ(x/p))
1−δσ,0 ρ(ϑ/p) a(x, ζ, ϑ) =: (1−∆p(x, ϑ)) a(x, ζ, ϑ)
converges to a for the topology of Πl
′,w,m′
σ,κ (R2n, L(Ez)) where m
′ > m and l′ > l. First note
that the application (x, ζ, ϑ) 7→ (ρ(x/p))1−δσ,0 ρ(ϑ/p) IdL(Ez) is an amplitude in Π−∞,0σ,0,z . Thus,
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(ap)p∈N∗ is a sequence in Π
−∞,w
σ,κ,z . We define the function Rp such that q
l′,w,m′
(α,β,γ)(a − ap) =
sup(x,ζ,ϑ)∈R3n Rp(x, ζ, ϑ), where m
′ > m and l′ > l. For a given 3n-multi-index ν := (α, β, γ), we
get with Leibniz rule, for a K > 0,
1
K Rp(x, ζ, ϑ) ≤ ∆p(x, ϑ) 〈x〉σ(l−l
′) 〈ϑ〉m−m′ +
∑
ν′<ν
|∂ν−ν′∆p(x, ϑ)|
× 〈x〉σ(l−l′+|α+β|−|α′+β′|)〈ζ〉κ(|α′+β′|−|α+β|)〈ϑ〉m−m′+|γ|−|γ′| .
Suppose that σ = 0. In that case, |∆p(x, ϑ)| ≤ 1[p,+∞[(ϑ) and if ν ′ < ν,
|∂ν−ν′∆p(x, ϑ)| ≤ δα,α′ δβ,β′ Kγ p−|γ|+|γ′| 1[p,2p](ϑ) .
As a consequence we find Rp(x, ζ, ϑ) = Op→∞(〈p〉m−m′), as in Lemma 4.6. Suppose now σ 6= 0.
In that case |∆p(x, ϑ)| ≤ 1Fp(x, ϑ) where Fp := R2n − Bn(0, p) × Bn(0, p) and if ν ′ < ν, for a
constant Kν > 0
|∂ν−ν′∆p(x, ϑ)| ≤ δβ−β′,0Kν 1[sgn(α−α′)p,2p](x) 1[sgn(γ−γ′)p,2p](ϑ) p−|ν|+|ν
′| .
As a consequence, we find Rp(x, ζ, ϑ) = Op→∞(〈p〉r) where r := max{m−m′, σ(l− l′)} < 0 and
the result follows.
We shall note ∆ζ the differential operator
∑n
i=1 ∂
2
ζi
. The following formula is valid for
any ϑ, ζ ∈ Rn and p ∈ N,
〈ϑ〉2pe2pii〈ϑ,ζ〉 = (1− (2π)−2∆ζ)p e2pii〈ϑ,ζ〉 =: Lpζ e2pii〈ϑ,ζ〉 (4.6)
A computation shows that (1− (2π)−2∆ζ)p =
∑
0≤|β|≤p cp,β ∂
2β
ζ , where the summation is on n-
multi-indices β and cp,β :=
( p
|β|
)
(−1)|β|(2π)−2|β|β!. We shall also use the following useful formula
valid for any ϑ ∈ Rn, ζ ∈ Rn\{ 0 } and p ∈ N,
e2pii〈ϑ,ζ〉 =
∑
|β|=p
λβ
ζβ
‖ζ‖2p
∂βϑ e
2pii〈ϑ,ζ〉 =:Mp,ζϑ e
2pii〈ϑ,ζ〉 (4.7)
where λβ := β!(2π)
−|β|i|β|. We define tMp,ζϑ :=
∑
|β|=p λβ(−1)p ζ
β
‖ζ‖2p
∂βϑ .
Definition 4.13. We note Of,z, where f1, f2, f3 : N3n → R, and f := (f1, f2, f3), the space
of smooth functions in C∞(R3n, L(Ez)) such that for any 3n-multi-index ν = (α, β, γ), there is
Cν > 0 such that
‖∂νa(x, ζ, ϑ)‖L(Ez) ≤ Cν〈x〉f1(ν)〈ζ〉f2(ν)〈ϑ〉f3(ν)
uniformly in (x, ζ, ϑ) ∈ R3n.
The vector space Of,z has a natural family of seminorms qfν given by the best constants
Cν in the previous estimate. With this family, Of,z is a Fre´chet space. Obviously, amplitudes in
Πl,w,mσ,κ,z form an Of,z space where f1(ν) := σ(l−|α+β|), f2(ν) := w+κ|α+β| and f3(ν) := m−|γ|.
For a given triple f := (f1, f2, f3) and ρ ∈ R, we will note f3,ρ,α,γ := supβ f3(α, β, γ) − ρ|β|,
f2,ρ,α,β := supγ f2(α, β, γ) − ρ|γ| and f1,ρ,α,β := supγ f1(α, β, γ) − ρ|γ|.
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Proposition 4.14. Let Γ a continuous linear operator on the space S(R2n, L(Ez)), and f :=
(f1, f2, f3) a triple such that there exists ρ < 1 such that f3,ρ,0,0 <∞.
(i) For any function a ∈ Of,z the following antilinear form on S(R2n, L(Ez))
〈OpΓ(a), u〉 :=
∫
R3n
e2pii〈ϑ,ζ〉Tr(a(x, ζ, ϑ) Γ(u)∗(x, ζ)) dζ dϑ dx
is in S ′(R2n, L(Ez)).
(ii) For any given u ∈ S(R2n, L(Ez)), the linear form Lu,Γ := a 7→ 〈OpΓ(a), u〉 is continuous on
Of,z. In particular Lu,Γ is continuous on any amplitude space Πl,w,mσ,κ,z .
Proof. (i) We have OpΓ(a) = I(a) ◦ Γ, where I(a) is the antilinear form on S(R2n, L(Ez)):
〈I(a), u〉 :=
∫
R3n
e2pii〈ϑ,ζ〉Tr(a(x, ζ, ϑ)u∗(x, ζ)) dζ dϑ dx .
We shall prove that I(a) ∈ S ′(R2n, L(Ez)), which will give the result. Let u ∈ S(R2n, L(Ez))
and let us fix for now x and ϑ ∈ Rn. We can check that the map ζ 7→ a(x, ζ, ϑ)u∗(x, ζ) is in
S(Rn, L(Ez)). As a consequence, with (4.6) and integration by parts, we get with R(x, ϑ) :=∫
Rn
e2pii〈ϑ,ζ〉a(x, ζ, ϑ)u∗(x, ζ) dζ,
R(x, ϑ) =
∫
Rn
e2pii〈ϑ,ζ〉〈ϑ〉−2p(1− (2π)−2∆ζ)p a(x, ζ, ϑ)u∗(x, ζ) dζ
=
∑
0≤|β|≤p
∑
β′≤2β
cp,β
(2β
β′
)〈ϑ〉−2p ∫
Rn
e2pii〈ϑ,ζ〉(∂(0,β
′,0) a(x, ζ, ϑ)) (∂(0,2β−β
′)u∗(x, ζ)) dζ .
Thus, for any x, ϑ ∈ Rn, we get by fixing p such that 2(ρ− 1)p+ f3,ρ,0,0 ≤ −2n (this is possible
since ρ < 1) that for any N ∈ N,
‖R(x, ϑ)‖L(Ez) ≤ Cp〈ϑ〉−2n
∫
Rn
〈x, ζ〉−N+rp dζ
∑
0≤|β|≤p
∑
β′≤2β
qf0,β′,0(a) qN,(0,2β−β′)(u)
for a Cp > 0, where rp := max|β′|≤2p |f1(0, β′, 0)| + |f2(0, β′, 0)|. If we now fix N such that
−N + rp ≤ −4n, we see, using the inequality 〈x, ζ〉−2 ≤ 〈x〉−1〈ζ〉−1, that there is Cρ,f > 0 such
that
|〈I(a), u〉| ≤ Cρ,f
∑
0≤|β|≤p
∑
β′≤2β
qf0,β′,0(a) qN,(0,2β−β′)(u) (4.8)
which yields the result.
(ii) The continuity of Lu,Γ on Of,z follows directly from (4.8) since Lu,Γ(a) = 〈I(a),Γ(u)〉. Since
Πl,w,mσ,κ,z = Of,z for a triple f = (f1, f2, f3) such that f3,0,0,0 < ∞, Lu,Γ is continous on any
amplitude space.
For any amplitude a, we will also note OpΓ(a) the continous linear map from S(Rn, Ez)
into S ′(Rn, Ez), associated to the tempered distribution u 7→ 〈OpΓ(a), u〉.
Remark 4.15. If (M, exp, E, dµ, ψ) has a OM -bounded geometry, we saw that for any frame
(z, b) and λ ∈ [0, 1], the Γλ,z,b maps are topological isomorphisms on S ′(R2n, L(Ez)). Thus,
Lemma 4.14 implies that for a given a ∈ Πl,w,mσ,κ,z , we can define a family indexed by λ ∈ [0, 1] of
operators OpΓλ,z,b(a) which are continous from S(Rn, Ez) into S ′(Rn, Ez).
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Remark 4.16. Suppose that (M, exp, E, dµ) has a Sσ bounded geometry and that ψ is a OM -
linearization. We deduce from (3.4) that if s is a symbol in Sl,mσ and λ ∈ [0, 1], we have
(Opλ(s))z,b = OpΓλ,z,b(µsz,b) where (z, b) is a frame, sz,b := Tz,b,∗(s) and µsz,b := (x, ζ, ϑ) 7→
µz,b(x) sz,b(x, ϑ) ∈ Πl,0,mσ,0,z . We will also note µ−1sz,b(x, ζ, ϑ) := µ−1z,b(x)sz,b(x, ϑ) ∈ Πl,0,mσ,0,z .
We now establish a sufficient condition on Γ and a in order to have OpΓ(a) stable (and
continuous) on S(Rn, Ez). The result will be used to establish regularity of pseudodifferential
operators.
Lemma 4.17. Let Γ be a continuous linear operator on S(R2n, L(Ez)) of the form Γ = Lτ1 ◦
Rτ2 ◦ CΦ, where τi ∈ OM (R2n, L(Ez)) (for 1 ≤ i ≤ 2), and Φ := (π1, ψ) ∈ C∞(R2n,R2n)
is such that ψ ∈ OM (R2n,Rn) and there exist c, ε, r > 0, such that for any (x, ζ) ∈ R2n,
〈ψ(x, ζ)〉 ≥ c〈x〉ε〈ζ〉−r and for any x ∈ Rn, there is cx > 0 such that 〈ψ(x, ζ)〉 ≥ cx〈ζ〉ε uniformly
in ζ ∈ Rn.
Suppose that f = (f1, f2, f3) is such that there exist (ρ1, ρ2, ρ3) ∈ R3 such that ρ3 < 1,
(r/ε)ρ1 + ρ2 < 1 and for any 2n-multi-index µ, f1,ρ1,µ < ∞, f2,ρ2,µ < ∞, f3,ρ3,µ < ∞ and for
any n-multi-index α f3,ρ3,α := supγ f3,ρ3,α,γ <∞. Then for any function a ∈ Of,z, the operator
OpΓ(a) is continuous from S(Rn, Ez) into itself. In particular, this is the case for any amplitude
a ∈ Πl,w,mσ,κ,z .
Proof. Let u, v ∈ S(Rn, Ez). By definition, 〈OpΓ(a)(v), u〉 = OpΓ(a)(u⊗ v) and Γ(K) = τ1 (K ◦
Φ) τ2. Noting a
′(x, ζ, ϑ) := τ∗1 (x, ζ) a(x, ζ, ϑ) τ
∗
2 (x, ζ), we obtain
〈OpΓ(a)(v), u〉 :=
∫
R3n
e2pii〈ϑ,ζ〉
(
a′(x, ζ, ϑ) v(ψ(x, ζ))
∣∣ u(x) ) dζ dϑ dx
=
∫
Rn
(
g(x)
∣∣ u(x) ) dx
where g(x) :=
∫
R2n
e2pii〈ϑ,ζ〉 a′(x, ζ, ϑ) v ◦ ψ(x, ζ) dζ dϑ.
A computation with the Faa di Bruno formula shows that for any 2n-multi-index ν,
any N ∈ N and any x ∈ Rn there is Cx,N,ν > 0 such that ‖∂ν(v ◦ ψ)(x, ζ)‖Ez ≤ Cx,N,ν〈ζ〉−N
uniformly in ζ ∈ Rn. As a consequence, the map ζ 7→ ∂α′,0a′(x, ζ, ϑ) ∂α−α′ (v ◦ ψ)(x, ζ) is in
S(Rn, Ez). We can thus successively integrate by parts in g(x) so that for any p ∈ N∗,
g(x) =
∫
R2n
e2pii〈ϑ,ζ〉〈ϑ〉−2pLpζ(a′(v ◦ ψ))(x, ζ, ϑ) dζ dϑ .
By taking p such that (ρ3−1)2p+c0 ≤ −2n where cα := supα′≤α f3,ρ3,α′ , we see that the previous
integrand is absolutely integrable, and we can permute the order of integrations dζdϑ → dϑdζ.
Since all the successive ϑ-derivatives of 〈ϑ〉−2pLpζ(a′(v ◦ψ))(x, ζ, ϑ) converges to 0 when 〈ϑ〉 goes
to infinity, we can then integrate by parts in ϑ so that for any q ∈ N and p ≥ p0
g(x) =
∫
R2n
e2pii〈ϑ,ζ〉〈ζ〉−2qLqϑ(〈ϑ〉−2pLpζ(a′(v ◦ ψ)))(x, ζ, ϑ) dζ dϑ .
Noting hp,q the previous integrand, we see that for any n-multi-index α, ∂
αhp,q is a linear
combination of terms of the form
e2pii〈ϑ,ζ〉〈ζ〉−2q〈ϑ〉−2p−|γ−γ′|∂α′,β′,γ′a′∂α−α′,β−β′v ◦ ψ
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where |γ| ≤ 2p, γ′ ≤ γ, |β| ≤ 2q, β′ ≤ β and α′ ≤ α. A computation with the Faa di Bruno
formula shows that for any 2n-multi-index ν there is rν ∈ N∗ such that for any N > 0, there
is Cν,N > 0 such that for any w ∈ S(Rn, Ez) and any (x, ζ) ∈ R2n, ‖∂ν(w ◦ ψ)(x, ζ)‖Ez ≤
Cν,N 〈x, ζ〉rν−N 〈ζ〉rν+(r/ε)N
∑
|ν′|≤|ν| q[N/ε]+1,ν′(w). Moreover, we check that there is Kα,p > 0
such that ∥∥∥∂(α′,β′,γ′)a′(x, ζ, ϑ)∥∥∥
L(Ez)
≤ Cα,p,q〈x〉Kα,p+ρ12q〈ζ〉Kα,p+ρ22q〈ϑ〉cα+ρ32p .
As a consequence, we get the estimate
‖∂αhp,q‖ ≤ Cα,p,q,N〈x〉K ′α,p+ρ12q−N 〈ζ〉K ′α,p+(ρ2−1)2q+(r/ε)N 〈ϑ〉cα+(ρ3−1)2p
∑
|ν′|≤|ν|
q[N/ε]+1,ν′(v) .
or equivalently, replacing K ′α,p + ρ12q −N by −N ,
‖∂αhp,q‖ ≤ Cα,p,q,N〈x〉−N 〈ζ〉K ′′α,p+(ρ2−1+(r/ε)ρ1)2q+(r/ε)N 〈ϑ〉cα+(ρ3−1)2p∑
|ν′|≤|ν|
q[N+K ′α,p+ρ12q/ε]+1,ν′(v) .
Fixing now, for a given N , p such that (ρ3 − 1)2p+ cα ≤ −2n and q such that K ′′α,p + (ρ2 − 1 +
(r/ε)ρ1)2q + (r/ε)N ≤ −2n, we obtain the result.
The following lemma gives a characterization of smoothing kernels in the cases σ = 0
and σ 6= 0. If s is in a space of symbols and Γ is a continuous linear map on S(R2n, L(Ez)), we
will note OpΓ(s) := OpΓ((x, ζ, ϑ) 7→ s(x, ϑ)). We shall use the Fre´chet space Ol,mσ,f,z of smooth
functions a in C∞(R3n, L(Ez)) such that for any ν := (µ, γ) ∈ N2n × Nn
‖∂νa(x, ζ, ϑ)‖L(Ez) ≤ Cν〈x〉σ(l+f1(µ))〈ζ〉f2(ν)〈ϑ〉m+f3(µ) .
We will note Ol,m0,f,z =: Omf2,f3,z. Clearly, OpΓ(a) (see Lemma 4.14) is defined as an antilinear
form on S(R2n, L(Ez)) whenever a ∈ Ol,mf,z with m + f3(0) < −n. We note F the set of
functions f2 : N
3n → R such that there is ρ < 1 such that for any (α, β) ∈ N2n f2,ρ,α,β :=
supγ f2(α, β, γ) − ρ|γ| <∞.
Lemma 4.18. Let K ∈ S ′(R2n, L(Ez)), and Γ a topological isomorphim on S(R2n, L(Ez)) of
the form Γ = Lτ1 ◦Rτ2 ◦ CΦ with τ1, τ2 ∈ O×M (R2n, GL(Ez)), Φ ∈ O×M (R2n,R2n). Then
(i) Case σ = 0. The following are equivalent:
(i-1) There is f3 : N
2n → R such that for any m ≤ −f3(0) − 2n, there exist f2,m ∈ F ,
am ∈ Omf2,m,f3,z such that K = OpΓ(am).
(i-2) K ∈ C∞(R2n, L(Ez)) and for any 2n-multi-index ν, N ∈ N, there is Cν,N > 0
such that for any (x, ζ) ∈ R2n, ‖∂νKΓ(x, ζ)‖L(Ez) ≤ Cν,N 〈ζ〉−N , where KΓ := K ◦ Γ = τ˜1K ◦
Φ τ˜2 |J(Φ)|.
(i-3) There is s ∈ S−∞0,z such that K = OpΓ(s).
(ii) Case σ > 0. The following are equivalent:
(ii-1) There is f1, f3 : N
2n → R such that for any m ≤ −f3(0)− 2n, there exist f2,m ∈ F
and am ∈ Om,mσ,f1,f2,m,f3,z such that K = OpΓ(am).
(ii-2) K ∈ S(R2n, L(Ez)).
(ii-3) There is s ∈ S−∞z such that K = OpΓ(s).
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Proof. (i) The implication (i-3) ⇒ (i-1) is trivial. We will prove (i-1) ⇒ (i-2) ⇒ (i-3). Suppose
(i-1). Thus, for any m ≤ −2n − f3(0), there is f2,m ∈ F , am ∈ Omf2,m,f3,z such that for any
u ∈ S(R2n, L(Ez)),
〈K ◦ Γ−1, u〉 =
∫
R3n
e2pii〈ϑ,ζ〉Tr
(
am(x, ζ, ϑ)u
∗(x, ζ)
)
dζ dϑ dx .
Since m ≤ −2n− f3(0), the preceding integral is absolutely convergent and we can permute the
order of integration. As a consequence, we get 〈K ◦ Γ−1, u〉 = ∫
R2n
Tr
(
Um(x, ζ)u
∗(x, ζ)
)
dζ dx
where Um(x, ζ) :=
∫
Rn
e2pii〈ϑ,ζ〉 am(x, ζ, ϑ) dϑ, we check easily that Um is a continous function
on R2n, so we deduce that Um =: U is independant of m and K ◦ Γ−1 is a distribution which
is continous function equal to U . Noting bm := e
2pii〈ϑ,ζ〉 am(x, ζ, ϑ) we see that for any 2n-
multi-index µ := (α, β), ∂µx,ζbm = e
2pii〈ϑ,ζ〉
∑
β′≤β
(β
β′
)
(2πiϑ)β−β
′
∂α,β
′,0am and we have then the
estimates
‖∂µbm‖ ≤ Cµ,m〈ζ〉supβ′≤β f2,m(α,β′,0)〈ϑ〉m+cµ
where cµ = supβ′≤β f3(α, β
′)+ |β|. Defining mµ := −2n− sup|µ′|≤|µ| cµ′ , we see that U is smooth
and
∂µU =
∫
R2n
∂µbmµdϑ =
∑
β′≤β
(β
β′
)
(2πi)|β−β
′|
∫
Rn
e2pii〈ϑ,ζ〉ϑβ−β
′
∂α,β
′,0amµ(x, ζ, ϑ) dϑ .
All the ϑ-derivatives of ϑ 7→ ϑβ−β′∂α,β′,0amµ(x, ζ, ϑ) converge to zero when ‖ϑ‖ → ∞ so we can
we integrate by parts in ϑ so that for any p ∈ N:
∂µU =
∑
β′≤β
(
β
β′
)
(2πi)|β−β
′|
∫
Rn
e2pii〈ϑ,ζ〉〈ζ〉−2pLpϑ
(
ϑβ−β
′
∂α,β
′,0amµ
)
(x, ζ, ϑ) dϑ .
Since amµ ∈ Omµf2,mµ ,f3,z and f2,mµ,ρµ,λ < ∞ for a ρµ < 1, we see that the integrand hp of the
previous integral satisfies the estimate
‖hp(x, ζ, ϑ)‖ ≤ Cp,µ〈ζ〉−2p+supβ′≤β f2,mµ,ρµ,α,β′+2pρµ〈ϑ〉−2n .
Given N > 0 and fixing p such that (ρµ − 1)2p + supβ′≤β f2,mµ,ρµ,α,β′ ≤ −N , we finally obtain
that K ◦Γ−1 = U is smooth and satisfies for any µ ∈ N2n and N > 0,
∥∥∂µK ◦ Γ−1(x, ζ)∥∥
L(Ez)
≤
Cµ,N 〈ζ〉−N . We also have for any u ∈ S(R2n, L(Ez)), 〈K,u〉 = 〈U,Γ(u)〉 =
∫
R2n
Tr(U ′(x, ζ)u∗ ◦
Φ(x, ζ))dx dζ where U ′(x, ζ) := τ∗1 (x, ζ)U(x, ζ)τ
∗
2 (x, ζ). Using the change of variables provided
by the diffeomorphism Φ, we get 〈K,u〉 = ∫
R2n
Tr(K(x, y)u∗(x, y)) dx dy where K(x, y) :=
(|J(Φ−1)|(x, y))U ′ ◦Φ−1(x, y). The result follows.
Suppose now (i-2). It is not difficult to see that FP sends S−∞0,z (seen as a subspace of
S ′(R2n, L(Ez))) into S−∞0,z . In particular, we have s := FP (KΓ) ∈ S−∞0,z . A computation shows
that 〈K,u〉 = 〈OpΓ(s), u〉 for any u ∈ S(R2n, L(Ez)).
(ii) Suppose (i-1). Following the proof of (i), we see that it is sufficient to prove that U is
in S(R2n, L(Ez)), where U(x, ζ) :=
∫
Rn
e2pii〈ϑ,ζ〉am(x, ζ, ϑ) dϑ (independant of m). Let us fix
N > 0. For any 2n-multi-index µ := (α, β), ∂µx,ζbm = e
2pii〈ϑ,ζ〉
∑
β′≤β
(β
β′
)
(2πiϑ)β−β
′
∂α,β
′,0am
and we have the estimates
‖∂µbm‖ ≤ Cµ,m〈x〉σm+σdµ 〈ζ〉supβ′≤β f2,m(α,β′,0)〈ϑ〉m+cµ
35
where cµ = supβ′≤β f3(α, β
′) + |β| and dµ := supβ′≤β f1(α, β′). Defining
mµ,N := min{−2n− sup
|µ′|≤|µ|
cµ′ ,−N/σ − sup
|µ′|≤|µ|
dµ′}
we see that U is smooth and
∂µU =
∫
R2n
∂µbmµ,N dϑ =
∑
β′≤β
(β
β′
)
(2πi)|β−β
′|
∫
Rn
e2pii〈ϑ,ζ〉ϑβ−β
′
∂α,β
′,0amµ,N (x, ζ, ϑ) dϑ .
All the ϑ-derivatives of ϑ 7→ ϑβ−β′∂α,β′,0amµ,N (x, ζ, ϑ) converge to zero when ‖ϑ‖ → ∞ so we
can we integrate by parts in ϑ so that for any p ∈ N:
∂µU =
∑
β′≤β
(β
β′
)
(2πi)|β−β
′|
∫
Rn
e2pii〈ϑ,ζ〉〈ζ〉−2pLpϑ
(
ϑβ−β
′
∂α,β
′,0amµ,N
)
(x, ζ, ϑ) dϑ .
Since amµ,N ∈ Omµ,N ,mµ,Nσ,f1,f2,mµ,N ,f3,z and f2,mµ,N ,ρµ,N ,λ <∞ for a ρµ,N < 1, we see that the integrand
hp of the previous integral satisfies the estimate
‖hp(x, ζ, ϑ)‖ ≤ Cp,µ,N〈x〉−N 〈ζ〉−2p+supβ′≤β f2,mµ,N ,ρµ,N ,α,β′+2pρµ,N 〈ϑ〉−2n .
Fixing p such that (ρµ,N − 1)2p + supβ′≤β f2,mµ,N ,ρµ,N ,α,β′ ≤ −N , we finally obtain the follow-
ing estimate ‖∂µU‖L(Ez) ≤ Cµ,N 〈x〉−N 〈ζ〉−N , which yields (i-2). The other implications are
straightforward.
Corollary 4.19. Same hypothesis. We have (for σ = 0 or σ > 0), OpΓ(S
−∞
σ,z ) = ∩l,m ∪w,κ
OpΓ(Π
l,w,m
σ,κ,z ) = OpΓ(Π
−∞
σ,z ).
Lemma 4.20. Let u ∈ S(R2n, L(Ez)) and β a n-multi-index.
(i) For any triple f := (f1, f2, f3) such that there exists ρ < 1 such that for any 2n-multi-index
(α, γ), f3,ρ,α,γ <∞, the following linear forms are continuous on Of,z
Rβ,u : a 7→
∫
R3n
ζβe2pii〈ϑ,ζ〉Tr(a(x, ζ, ϑ)u(x, ζ)) dζ dϑ dx ,
Sβ,u : a 7→ (i/2π)|β|
∫
R3n
e2pii〈ϑ,ζ〉Tr(∂βϑa(x, ζ, ϑ)u(x, ζ)) dζ dϑ dx .
(ii) Rβ,u = Sβ,u on any Π
l,w,m
σ,κ,z space.
Proof. (i) The continuity of Rβ,u is a direct consequence of Proposition 4.14 since Rβ,u = Luβ ,Id
where uβ(x, ζ) := ζ
βu(x, ζ). Suppose that ν0 is a 3n-multi-index, we note f
ν0 := ν 7→ f(ν + ν0).
A computation shows for any ρ, and n-multi-indices α, γ, f ν03,ρ,α,γ ≤ f3,ρ,α+α0,γ+γ0+ρ|β0|. Thus if
there is ρ < 1 such that for any 2n-multi-index (α, γ), f3,ρ,α,γ <∞, then for any 2n-multi-index
(α, γ), f ν03,ρ,α,γ <∞. If a ∈ Of,z then ∂ν0a ∈ Ofν0 ,z and the linear map a 7→ ∂ν0a is continuous.
As a consequence, since Sβ,u = Lu,Id ◦ Dβ, where Dβ := (i/2π)β∂βϑ , the continuity of Sβ,u on
Of,z follows from Proposition 4.14.
(ii) The equality is easily obtained on Π−∞,wσ,κ,z by an integration by parts in ϑ and permutations
of the order of integration dζdϑ→ dϑdζ in Rβ,u(a) (authorized for a ∈ Π−∞,wσ,κ,z ). The result now
follows from (i) and the density result of Lemma 4.12.
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If N ≥ 1 and β, γ, n-multi-indices, we note for any amplitude a ∈ Πl,w,mσ,κ,z , the smooth
function aβ,γ,N as aβ,γ,N (x, ζ, ϑ) :=
∫ 1
0 (1 − t)N (∂(0,β,γ)a)(x, tζ, ϑ) dt. It is straightforward to
check that the linear map a 7→ aβ,γ,N is continuous from Πl,w,mσ,κ,z into Πl−|β|,|w|+κ|β|,m−|γ|σ,κ,z .
The following lemma shows that λ-quantization of amplitudes and symbols yields the
same operators. This result of “reduction” of amplitudes to symbols will be important for
Theorem 4.30 and thus, for a λ-invariant definition of pseudodifferential operators.
Lemma 4.21. (i) For any a ∈ Πl,w,mσ,κ,z , (∂0,β,βa)ζ=0 ∈ Sl−|β|,m−|β|σ,z for any n-multi-index β.
(ii) Let Γ be as in Lemma 4.18 and let a ∈ Πl,w,mσ,κ,z . Then for any symbol s ∈ Sl,mσ,z such that
s ∼ ∑β (i/2pi)|β|β! (∂0,β,βa)ζ=0, there is r ∈ S−∞σ,z such that OpΓ(a) = OpΓ(s + r). In particular
there exists an unique symbol s(a) ∈ Sl,mσ,z such that OpΓ(a) = OpΓ(s(a)). Moreover, we have
s(a) ∼∑β (i/2pi)|β|β! (∂0,β,βa)ζ=0.
(iii) Suppose that (M, exp, E, dµ) has a Sσ-bounded geometry and ψ is a OM -linearization.
Let a ∈ Πl,w,mσ,κ,z , λ ∈ [0, 1] and (z, b) be given a frame. Then there exists an unique sym-
bol sλ(a) ∈ Sl,mσ such that OpΓλ,z,b(a) = (Opλ(sλ(a))z,b. Moreover, we have Tz,b,∗(sλ(a)) ∼∑
β
(i/2pi)|β|
β! µ
−1(∂0,β,βa)ζ=0.
Proof. (i) is a direct consequence of Lemma 4.11 (i).
(ii) Using a Taylor expansion of a at ζ = 0, we find that for any u ∈ S(R2n, L(Ez)), N ∈ N∗,
〈OpΓ(a), u〉 =
∑
0≤|β|≤N Iβ +
∑
|β|=N+1
N+1
β! Rβ,N where
Iβ :=
∫
R3n
ζβe2pii〈ϑ,ζ〉Tr
(
1
β!(∂
(0,β,0)a)ζ=0(x, ϑ)Γ(u)
∗(x, ζ)
)
dζ dϑ dx ,
Rβ,N :=
∫
R3n
ζβe2pii〈ϑ,ζ〉Tr
(
aβ,0,N(x, ζ, ϑ) Γ(u)
∗(x, ζ)
)
dζ dϑ dx .
We get from Lemma 4.20 (ii),
Iβ =
∫
R3n
e2pii〈ϑ,ζ〉Tr
( (i/2pi)|β|
β! (∂
(0,β,β)a)ζ=0(x, ϑ)Γ(u)
∗(x, ζ)
)
dζ dϑ dx .
Let s ∈ Sl,mσ,z be a symbol such that s ∼
∑
β
(i/2pi)|β|
β! (∂
0,β,βa)ζ=0. Then noting sN := s −∑
|β|≤N
(i/2pi)|β|
β! (∂
0,β,βa)ζ=0 ∈ Sl−(N+1),m−(N+1)σ,z , we find with Lemma 4.20 (ii) that OpΓ(a−s) =
OpΓ(rN ) where
rN :=
∑
|β|=N+1
(N+1)(i/2pi)N+1
β! aβ,β,N − sN .
We check that rN ∈ Πl−(N+1),wN ,m−(N+1)σ,κ,z where wN = |w|+κ(N +1). Corollary 4.19 applied to
OpΓ(a−s) now implies that there is r ∈ S−∞σ,z such that OpΓ(a) = OpΓ(s+r). As a consequence,
there exists s(a) ∈ Sl,mσ,z such that OpΓ(a) = (OpΓ(s(a)). The unicity is a direct consequence of
the fact that OpΓ = Γ
∗ ◦ F∗P on S ′(R2n, L(Ez)).
(iii) Direct consequence of (ii) and that fact that (Opλ(s))z,b = OpΓλ,z,b(µz,bsz,b).
4.3 Sσ-linearizations
In order to have a full symbol-operator isomorphism, a polynomial control at infinity on the
linearization is not enough. As we shall see, a stronger, “amplitude-like” control on the ψbz
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maps and a local equivalent of the Px,ξ parallel transport linear isomorphisms (see Remark 3.3)
appears to be crucial for pseudodifferential calculus on (M, exp, E) and the λ-invariance (see
Theorem 4.30).
We define Hwσ,κ(E) (resp. E
w
σ,κ(E)), where w ∈ R, σ ∈ [0, 1] and κ ≥ 0, as the space
of smooth functions g from R2n into E such that for any 2n-multi-index ν, there exists Cν >
0 such that for any (x, ζ) ∈ R2n, ‖∂νg(x, ζ)‖ ≤ Cν〈x〉−σ(|ν|−1)〈ζ〉w+κ(|ν|−1) (if ν 6= 0) (resp.
‖∂νg(x, ζ)‖ ≤ Cν〈x〉−σ|ν|〈ζ〉w+κ|ν|). We note Hσ,κ(E) := ∪w∈RHwσ,κ(E), Hσ(E) := ∪κ≥0Hσ,κ(E),
Eσ,κ(E) = ∪w∈REwσ,κ(E) and Eσ(E) = ∪κ≥0Eσ,κ(E). Remark that by Leibniz rule, Eσ,κ(R) and
Eσ,κ(Mp(R)) are R-algebras (graduated by the parameter w) while Eσ,κ,z := Eσ,κ(L(Ez)) is a C-
algebra (under pointwise matricial product). Thus, if P ∈ Eσ,κ(Mp(R)), then detP ∈ Eσ,κ(R).
Note also that f ∈ Hσ,κ(E) if and only if for any i ∈ { 1, · · · , 2n }, ∂if ∈ Eσ,κ(E). In particular,
f ∈ Hσ,κ(Rp) if and only if df := (x, ζ) 7→ (df)x,ζ is in Eσ,κ(Mp,2n(R)). As a consequence, if
f ∈ Hσ,κ(R2n), its Jacobian determinant J(g) is in Eσ,κ(R). Note that any function in E0σ,κ(E)
is bounded and if f ∈ H0σ,κ(E) then there is C > 0 such that ‖f(x, ζ)‖E ≤ C〈x, ζ〉 for any
(x, ζ) ∈ R2n. The following lemma will give us the behaviour of the Eσ,κ and Hσ,κ spaces under
composition.
Lemma 4.22. (i) Let f ∈ Hw′σ,κ(E) (resp. Ew
′
σ,κ(E)) and g ∈ Hwσ,κ(R2n) such that there exists
C, c > 0, r ≥ 0, such that 〈g1(x, ζ)〉 ≥ c〈x〉〈ζ〉−r (if σ 6= 0) and 〈g2(x, ζ)〉 ≤ C〈ζ〉 for any
(x, ζ) ∈ R2n, where g =: (g1, g2). Then f ◦ g ∈ H |w|+|w
′|
σ,κ+|w|+rσ(E) (resp. E
|w′|
σ,κ+|w|+rσ(E)).
(ii) If P ∈ Ewσ,κ(Mn(R)), then (x, ζ) 7→ Px,ζ(ζ) ∈ Hw+κ+1σ,κ (Rn).
(iii) Let f ∈ Gσ(Rn,E) and g ∈ Hwσ,κ(Rn) such that there exists c > 0, r ≥ 0, such that, if
σ 6= 0, 〈g(x, ζ)〉 ≥ c〈x〉〈ζ〉−r for any (x, ζ) ∈ R2n. Then f ◦ g ∈ H |w|σ,max{ rσ,κ }+|w|(E). Moreover,
if f ∈ Gσ(Rn,Rp), then df ◦ g ∈ E0σ,max{ rσ,κ }+|w|(Mp,n(R)).
Proof. (i) The Faa di Bruno formula yields for any 2n-multi-index ν 6= 0,
∂ν(f ◦ g) =
∑
1≤|λ|≤|ν|
(∂λf) ◦ g Pν,λ(g) (4.9)
where Pν,λ(g) is a linear combination (with coefficients independant of f and g) of functions
of the form
∏s
j=1(∂
ljg)k
j
where s ∈ { 1, · · · , |ν| }. The kj and lj are 2n-multi-indices (for
1 ≤ j ≤ s) such that |kj | > 0, |lj | > 0, ∑sj=1 kj = λ and ∑sj=1 |kj |lj = ν. As a consequence,
since g ∈ Hwσ,κ(R2n), we see that for each ν, λ with 1 ≤ |λ| ≤ |ν| there exists Cν,λ > 0 such that
for any (x, ζ) ∈ Rn,
|Pν,λ(g)(x, ζ)| ≤ Cν,λ〈x〉−σ(|ν|−|λ|)〈ζ〉w|λ|+κ(|ν|−|λ|) . (4.10)
Moreover, since f ∈ Hw′σ,κ(R2n) (resp. Ew
′
σ,κ(R
2n)), there is C ′λ > 0 such that for any (x, ζ) ∈ R2n,
the estimate
∥∥(∂λf) ◦ g(x, ζ)∥∥ ≤ C ′λ〈x〉−σ(|λ|−1)〈ζ〉|w′|+(κ+rσ)(|λ|−1) (resp. ∥∥(∂λf) ◦ g(x, ζ)∥∥ ≤
C ′λ〈x〉−σ|λ|〈ζ〉|w
′|+(κ+rσ)|λ|) is valid. We deduce then from (4.9) and (4.10) that f ◦ g belongs to
H
w+|w′|
σ,κ+|w|+rσ(E) (resp. E
|w′|
σ,κ+|w|+rσ(E)).
(ii) We note P i,jx,ζ the matrix entries of Px,ζ . Each component (f
i)1≤i≤n of the map f := (x, ζ) 7→
Px,ζ(ζ) is of the form f
i =
∑n
j=1 P
i,j ζj. It is straightforward to check that the applications
(x, ζ) 7→ ζj satify for any ν ∈ N2n, ∂νζj = O(〈ζ〉1−|ν|〈x〉σ(1−|ν|)). The result now follows from an
application of the Leibniz rule.
38
(iii) Following the proof of (i), (4.10) is still valid, this time with λ as n-multi-indices and
ν as 2n-multi-indices with 1 ≤ |λ| ≤ |ν|. Using the fact that 〈g(x, ζ)〉 ≥ c〈x〉〈ζ〉−r for any
(x, ζ) ∈ R2n, we obtain the following estimate∥∥∥(∂λf) ◦ g(x, ζ)∥∥∥ ≤ C ′λ〈x〉−σ(|λ|−1)〈ζ〉rσ(|λ|−1) ≤ C ′λ〈x〉−σ(|λ|−1)〈ζ〉max{ rσ,κ }(|λ|−1)
which, with (4.10) and (4.9), yields f ◦ g belongs to H |w|σ,max{ rσ,κ }+|w|(E). The fact that df ◦ g is
in E0σ,max{ rσ,κ }+|w|(Mp,n(R)) when f ∈ Gσ(Rn,Rp) is based on the same argument.
TheHσ,κ and Eσ,κ spaces are related to the symbol and amplitude spaces by the following
lemma.
Lemma 4.23. (i) If f ∈ Ewσ,κ,z, then (x, ζ, ϑ) 7→ f(x, ζ) is in Π0,w,0σ,κ,z .
(ii) Let s ∈ Sl,mσ,z , m ∈ Hwσ,κ(Rn) such that there exist C, c, r > 0 such that, if σ 6= 0, for any
(x, ζ) ∈ R2n, c〈x〉〈ζ〉−r ≤ 〈m(x, ζ)〉 ≤ C〈x〉〈ζ〉r, and P ∈ E0σ,κ(Mn(R)) such that such that for
any (x, ζ, ϑ) ∈ R3n, 〈Px,ζ(ϑ)〉 ≥ c〈ϑ〉. Then (x, ζ, ϑ) 7→ s(m(x, ζ), Px,ζ(ϑ)) is in Πl,σr|l|,mσ,κ+|σr−κ+w|,z.
(iii) If s ∈ Sσ(Rn), m ∈ Hwσ,κ(Rn) such that, if σ 6= 0, there exists c, r > 0 such that for any
(x, ζ) ∈ R2n 〈m(x, ζ)〉 ≥ c〈x〉〈ζ〉−r, then (x, ζ, ϑ) 7→ s(m(x, ζ)) IdL(Ez) is in Π0,0,0σ,κ+|σr−κ+w|,z.
(iv) If a ∈ Πl,w,mσ,κ,z and P ∈ E0σ,κ(Mn(R)) is such that such that there is c > 0 such that for any
(x, ζ, ϑ) ∈ R3n, 〈Px,ζ(ϑ)〉 ≥ c〈ϑ〉, then aP : (x, ζ, ϑ) 7→ a(x, ζ, Px,ζ(ϑ)) ∈ Πl,w,mσ,κ,z .
Proof. (i) is straightforward.
(ii) Let us note g(x, ζ, ϑ) := (m(x, ζ), Px,ζ(ϑ)). For any i, j ∈ { 1, · · · , n }, we note P i,jx,ζ the (i, j)
matrix entry of Px,ζ . Since P ∈ E0σ,κ(Mn(R)), we have P i,j·,· ∈ E0σ,κ(R). Faa di Bruno formula
in Theorem 2.11 yields for any ν 6= 0
∂ν(s ◦ g) =
∑
1≤|λ|≤|ν|
(Pν,λ(g)) (∂
λs) ◦ g (4.11)
where Pν,λ(g) is a linear combination of terms of the form
∏s
j=1(∂
ljg)k
j
, where 1 ≤ s ≤ |ν|, the
kj (resp. lj) are 2n-multi-indices (resp. 3n-multi-indices) with |kj | > 0, |lj | > 0, ∑sj=1 kj = λ
and
∑s
j=1 |kj |lj = ν. Let us note lj =: (lj,1, lj,2, lj,3), kj =: (kj,1, kj,2) where lj,1, lj,2, lj,3, kj,1, kj,2
are n-multi-indices. We have, noting Q(x, ζ, ϑ) := (x, ζ),
(∂l
j
g)k
j
=
n∏
i=1
(δlj,3,0(∂
(lj,1,lj,2)m)i ◦Q)k
j,1
i
n∏
i=1
( n∑
k=1
∂(l
j,1,lj,2)P i,k·,· ∂
lj,3ϑk
)kj,2i
and we get, for a given s, (lj), (kj) such that (∂l
j
g)k
j 6= 0 for all 1 ≤ j ≤ s,
if lj,3 = 0 , (∂l
j
g)k
j
= O(〈x〉−σ|lj ||kj|+σ|kj,1|〈ζ〉κ|lj ||kj|−κ|kj,1|+w|kj,1|〈ϑ〉|kj,2|) ,
if |lj,3| = 1 , kj,1 = 0 and (∂ljg)kj = O(〈x〉−σ|lj ||kj|+σ|kj |〈ζ〉κ|lj ||kj|−κ|kj|) .
The case is |lj,3| > 1 is excluded since kj 6= 0 and (∂ljg)kj 6= 0. By permutation on the j
indices, we can suppose as in the proof of Lemma 2.13 that for 1 ≤ j ≤ j1 − 1, we have lj,3 = 0
and for j1 ≤ j ≤ s, we have |lj,3| = 1, where 1 ≤ j1 ≤ s+ 1. Thus, we get
s∏
j=1
(∂l
j
g)k
j
= O(〈x〉−σ(
Ps
j=1(|l
j |−1)|kj |+
Pj1−1
j=1 |k
j,2|)
× 〈ζ〉w
Ps
j=1 |k
j,1|+κ(
Ps
j=1(|l
j |−1)|kj |+
Pj1−1
j=1 |k
j,2|)〈ϑ〉
Pj1−1
j=1 |k
j,2|) .
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We check that
∑j1−1
j=1 |kj,2| = |λ2| − |γ| and
∑s
j=1(|lj | − 1)|kj | = |ν| − |λ| where λ = (λ1, λ2) and
ν = (α, β, γ). As a consequence,
Pν,λ(g) = O(〈x〉−σ(|α+β|−|λ1|)〈ζ〉w|λ1|+κ(|α+β|−|λ1|)〈ϑ〉|λ2|−|γ|) . (4.12)
Since there exist C, c > 0 such that for any (x, ζ) ∈ R2n 〈m(x, ζ)〉 ≤ C〈x〉〈ζ〉r and 〈m(x, ζ)〉 ≥
c〈x〉〈ζ〉−r, we see that there is Kν > 0 such that for any 1 ≤ |λ| ≤ |ν| and any (x, ζ) ∈ R2n,
〈m(x, ζ)〉σ(l−|λ1|) ≤ Kν〈x〉σ(l−|λ1|)〈ζ〉σr|l|+σr|λ1|. As a consequence, we see that there is Cν > 0
such that for any 1 ≤ |λ| ≤ |ν| and any (x, ζ, ϑ) ∈ R3n,∥∥∥(∂λs) ◦ g(x, ζ, ϑ)∥∥∥
L(Ez)
≤ Cν〈x〉σ(l−|λ1|)〈ζ〉σr|l|+σr|λ1|〈ϑ〉m−|λ2|.
so, since we can reduce the sum in (4.11) to 2n-multi-indices λ such that |λ2| ≥ |γ| (and thus
|λ1| ≤ |α + β|), we obtain the result from (4.12) and a straightforward verification of the case
ν = 0.
(iii) is obtain exactly as (ii) (with Px,ζ = Id), since (x, ζ) 7→ µz,b(x) IdL(Ez) ∈ S0,0σ,z . The
hypothesis m(x, ζ) = O(〈x〉〈ζ〉r) is not necessary since l = 0 here.
(iv) We have, noting g(x, ζ, ϑ) := (x, ζ, Px,ζ(ϑ)), for any 3n-multi-indices ν 6= 0, 1 ≤ |ν ′| ≤ |ν|,
Pν,ν′(g) as a linear combination of terms of the form
∏s
j=1(∂
ljg)k
j
, with
∑s
j=1 |kj |lj = ν and∑s
j=1 k
j = ν ′, noting kj = (kj,1, kj,2), lj = (lj,1, lj,2), where kj,1 and lj,1 are 2n-multi-indices, we
get, following the proof of (ii),
Pν,ν′(g) = O(〈x〉−σ(|α+β|−|α′+β′|)〈ζ〉κ(|α+β|−|α′+β′|)〈ϑ〉|γ′|−|γ|) .
Since Px,ζ = O(1) and 〈Px,ζ(ϑ)〉 ≥ ε〈ϑ〉 we get the result.
Definition 4.24. Let σ ∈ [0, 1] and ψ a linearization on (M, exp, E, dµ). We say that ψ is a
Sσ-linearization if for any frame (z, b), there is κz,b ≥ 0 such that
(i) ψbz ∈ Hσ,κz,b (Rn) with ψbz(x, ζ) = O(〈x〉〈ζ〉r) for a r ≥ 1 and ψbz ∈ OM (R2n,Rn) ,
(ii) there is P z,b ∈ C∞(R2n, GLn(R)) such that P z,b and (P z,b)−1 are in E0σ,κz,b (Mn(R)), and
for any (x, ζ) ∈ R2n, P z,bx,ζ (ζ) = Υz,b1,T (x, ζ) and P z,bx,0 = IdRn .
(iii) τ z,b1 and (τ
z,b
1 )
−1 are in E0σ,κz,b (L(Ez)).
We shall say that the combo (M, exp, E, dµ, ψ) has a Sσ-bounded geometry if this is the case of
(M, exp, E, dµ) and ψ is a Sσ-linearization.
It is clear that a Sσ-linearization is also a OM -linearization. Moreover, we can check, in
case of Sσ bounded geometry, we check the properties (i), (ii) and (iii) in just one frame:
Lemma 4.25. If (M, exp, E, dµ) has a Sσ-bounded geometry and ψ is a linearization such that
there exists (z0, b0), κz0,b0 ≥ 0, such that the functions ψb0z0 , ψ
b0
z0 satisfy (i), (ii) and (iii), then
ψ is a Sσ-linearization.
Proof. This follows from applications of Lemma 4.22.
Remark 4.26. The condition (ii) in Definition 4.24 encodes an abstract parallel transport iso-
morphisms in normal coordinates. Indeed, in the case where the linearization ψ is derived
from a connection on M , the GLn(R)-valued smooth functions on R
2n: P z,b := (x, ζ) 7→
Mb
z,exp ◦(nbz,T )
−1(x,ζ)
P(nbz,T )−1(x,ζ)
(Mb
z,(nbz)
−1(x)
)−1 where the applications Px,ξ are the parallel trans-
port isomorphisms on the tangent bundle (see Remark 3.3), satisfy for any (x, ζ) ∈ R2n,
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P z,bx,ζ (ζ) = Υ
z,b
1,T (x, ζ) and P
z,b
x,0 = IdRn . Thus, in this case, (ii) is satisfied if P
z,b and (P z,b)−1
are in E0σ,κz,b (Mn(R)) for a κz,b ≥ 0.
Remark that for any t ∈ R and (x, ζ) ∈ R2n, if P z,b ∈ C∞(R2n, GLn(R)) satisfies
(ii), then P z,bx,tζ(ζ) = Υ
z,b
t,T (x, ζ). We shall note P
z,b
t := (x, ζ) 7→ P z,bx,tζ , so that P z,b1 = P z,b and
P z,b0 = IdRn . Thus, Υt,z,b(x, ζ) = (ψ
b
z(x, tζ), P
z,b
t,x,ζ(ζ)) and we define the following diffeomorphism
on R3n,
Ξt,z,b := (x, ζ, ϑ) 7→ (Υt,z,b(x, ζ), P˜ z,bt,x,ζ(ϑ)) . (4.13)
We also define the R2n-valued function Ξ̂t,z,b : (x, ζ, ϑ) 7→ (ψbz(x, tζ), P˜ z,bt,x,ζ(ϑ)). We check that
J(Ξt,z,b) = J(Υt,z,b) (det(P
z,b
t )
−1) and J(Ξ−1t,z,b) = J(Υ−t,z,b) (det(P
z,b
t ◦Υ−t,z,b)). Note also that
for any (x, y) ∈ R2n, ψbz(y, x) = −P z,bx,ψbz (x,y)(ψ
b
z (x, y)).
Lemma 4.27. Let (z, b) be a given frame, λ, λ′ ∈ [0, 1] and t ∈ [−1, 1]. Suppose also that
(M, exp, E, dµ, ψ) has a Sσ-bounded geometry. Then
(i) P z,bt , (P
z,b
t )
−1 are in E0σ,κz,b (Mn(R)), and τ
z,b
t , (τ
z,b
t )
−1 are in E0σ,κz,b(L(Ez)).
(ii) mz,bt := ψ
b
z ◦ I1,t ∈ Hσ,κz,b(Rn) and there is c > 0, r ≥ 1 such that for any (x, ζ) ∈ R2n,
〈mz,bt (x, ζ)〉 ≥ c〈x〉〈ζ〉−r.
(iii) There is c, ε > 0 such that for any (x, ζ) ∈ R2n, 〈ψbz(x, ζ)〉 ≥ c〈ζ〉ε〈x〉−1.
(iv) Φλ,z,b ∈ Hσ,κz,b(R2n). In particular Jλ,z,b ∈ Eσ,κz,b (R).
(v) Υt,z,b ∈ Hσ,κz,b(R2n). In particular J(Υt,z,b) ∈ Eσ,κz,b (R). Moreover, there is C > 0 such
that 〈(Υz,bt,T )(x, ζ)〉 ≤ C〈ζ〉 for any (x, ζ) ∈ R2n.
(vi) J(Ξt,z,b) and J(Ξ
−1
t,z,b) are in Eσ,κz,b (R).
Proof. (i) The case t = 0 is obvious. Suppose t 6= 0. Since P z,bt = P z,b ◦ I1,t and I1,t ∈ H0σ,κz,b
the result follows from Lemma 4.22 (i). The same argument is applied to (P z,bt )
−1, τ z,bt and
(τ z,bt )
−1.
(ii) We shall use the shorthand mt := m
z,b
t . In the case t = 0, m0 = π1, so we obtain the
result. Suppose t 6= 0. In that case Lemma 4.22 (i) entails that mt ∈ Hσ,κz,b(Rn). Since
Υt,z,b = (mt,Υ
z,b
t,T ), we see that 〈Υt,z,b(x, ζ)〉 = O(〈x〉〈ζ〉r) for a r ≥ 1. Thus, there is C > 0
such that for any (x, ζ) ∈ R2n, we have 〈mt(x, ζ)〉〈Pt,x,ζ(ζ)〉r ≥ C〈x, ζ〉. Since there is K > 0
such that for any (x, ζ) ∈ R2n, 〈P z,bt,x,ζ(ζ)〉 ≤ K〈ζ〉, we obtain the desired estimate.
(iii) V := (π1, ψ
b
z) is a diffeomorphism on R
2n with inverse V −1 = (π1, ψbz). Since ψ
b
z = O(〈x, y〉r)
for a r ≥ 1 by hypothesis, we see that there is c > 0 such that 〈x, ψbz (x, ζ)〉 ≥ c〈x, ζ〉 for any
(x, ζ) ∈ R2n. This yields the result.
(iv) Direct consequence of (ii) and the fact that Φλ,z,b = (mλ,mλ−1).
(v) follows from a straithforward application of (ii), Lemma 4.22 (ii) and the fact that for any
(x, ζ) ∈ R2n, Υt,z,b(x, ζ) = (mt(x, ζ), P z,bt,x,ζ(ζ)).
(vi) By (i), (v) and and Lemma 4.22 (i), P z,bt ◦ Υ−t,z,b ∈ E0σ,κ(Mn(R)). Thus the result
follows from (i), (v), and the formulas J(Ξt,z,b) = J(Υt,z,b) (det(P
z,b
t )
−1) and J(Ξ−1t,z,b) =
J(Υ−t,z,b) (det(P
z,b
t ◦Υ−t,z,b)).
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4.4 Pseudodifferential operators
Assumption 4.28. We suppose in this section and until section 5 that (M, exp, E, dµ, ψ) has
a Sσ-bounded geometry.
Definition 4.29. A pseudodifferential operator of order l,m and type σ is an element of Ψl,mσ :=
Opλ(S
l,m
σ ), where λ ∈ [0, 1].
By Lemma 4.7, Sl,mσ can be seen as included in S ′(T ∗M,L(E)), so Opλ(Sl,mσ ) is well
defined. The following theorem shows that it does not depend on λ, and thus justify the
notation Ψl,mσ . We note τ
λ,λ′
R := (τ
z,b
λ )
−1 ◦ Υλ′−λ,z,b τ z,bλ′ and τλ,λ
′
L := (τ
z,b
λ′−1)
−1τ z,bλ−1 ◦ Υz,bλ′−λ.
If ψ = exp, we have τλ,λ
′
R = τR,λ′−λ and τ
λ,λ′
L = (τL,λ′−λ)
−1 where τL,t := τ
z,b
t if t 6= 1 and
τL,t := (τ
z,b
−1 )
−1 ◦Υ1,z,b if t = 1, and τR,t := τ z,bt if t 6= −1 and τR,t := (τ z,b1 )−1 ◦Υ−1,z,b if t = −1.
Theorem 4.30. Let λ, λ′ ∈ [0, 1] and K = Opλ(a), with a ∈ Sl,mσ . Then there exists (an unique)
a′ ∈ Sl,mσ such that K = Opλ′(a′). Moreover, for any frame (z, b),
a′z,b ∼
∑
β
(i/2pi)|β|
β!
(
∂(0,β,β)τλ,λ
′
L a
z,b
λ′−λτ
λ,λ′
R
)
ζ=0
where az,b := Tz,b,∗(a), a
′
z,b := Tz,b,∗(a
′), and az,bt is the amplitude defined for any t ∈ [−1, 1] as
az,bt (x, ζ, ϑ) :=
µz,b(m
z,b
t (x,ζ))
µz,b(x)
|JΞt,z,b(x, ζ)| (az,b ◦ Ξ̂t,z,b(x, ζ, ϑ)) .
Proof. Let us fix a frame (z, b) and note az,b := Tz,b,∗(a). We saw in Remark 4.16 that
Opλ(a)z,b = OpΓλ,z,b(µaz,b)). Thus, for any u ∈ S(M × M,L(E)), we have with uz,b :=
Tz,b,M2(u) ∈ S(R2n, L(Ez)),
〈K,u〉 =
∫
R3n
e2pii〈ϑ,ζ〉Tr
(
µaz,b(x, ϑ) (Γλ,z,b(uz,b)(x, ζ))
∗
)
dζ dϑ dx .
Suppose that m ≤ −2n so that the integral is absolutely convergent. We now proceed to the
global change of variables provided by the diffeomorphism Ξz,bλ′−λ of R
3n (Ξt,z,b is defined at
(4.13)). We get 〈K,u〉 = 〈Opλ′,z,b(µτλ,λ
′
L a
z,b
λ′−λτ
λ,λ′
R ), uz,b〉. We check with Lemmas 4.27 and 4.23
that τλ,λ
′
L a
z,b
λ′−λτ
λ,λ′
R is an amplitude in Π
l,w,m
σ,κ,z for a κ ≥ 0 and a w ∈ R. We also see that the
linear map az,b 7→ µτλ,λ
′
L a
z,b
λ′−λτ
λ,λ′
R is continuous on S
l,m
σ,z , which yields, using Proposition 4.14
(ii) and the density result of Lemma 4.6, the equality 〈K,u〉 = 〈Opλ′,z,b(µτλ,λ
′
L a
z,b
λ′−λτ
λ,λ′
R ), uz,b〉,
for any order m of the symbol a. The result now follows from Lemma 4.21 (iii).
Proposition 4.31. For each λ ∈ [0, 1] and l,m ∈ R, σλ is a linear isomophism from Ψl,mσ onto
Sl,mσ and σλ(A
†) = (σ1−λ(A))
∗ for any A ∈ Ψl,mσ . In particular a pseudodifferential A operator
is formally selfadjoint (i.e A = A† as operators on S) if and only if its Weyl symbol σW (A) is
selfadjoint (as a L(E)→ T ∗M section).
Proof. The fact that σλ is a linear isomophism from Ψ
l,m
σ onto S
l,m
σ is a consequence The-
orem 4.30 and the fact that σλ is a topological isomorphism from S ′(M × M,L(E)) onto
S ′(T ∗M,L(E)). We check that for any T ∈ S ′(T ∗M,L(E)), Opλ(T )† = Op1−λ(T ∗) which
is a direct consequence of the fact that Φλ(x,−ξ) = j ◦ Φ1−λ(x, ξ) where j(x, y) = (y, x).
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Proposition 4.32. Any operator in Ψl,mσ is regular. Moreover, for any A ∈ Ψl,mσ and v ∈ S,
we have
A(v) : x 7→
∫
T ∗x (M)
dµ∗x(θ)
∫
Tx(M)
dµx(ξ) e
2pii〈θ,ξ〉 σ0(A)(x, θ) τ
−1
−1 (x, ξ) v(ψ
−ξ
x ) .
Proof. Let A ∈ Ψl,mσ and a := σ0(A). Thus, for any frame (z, b), Az,b = OpΓ0,z,b (µaz,b) so by
Lemmas 4.17, 4.27 (ii) and (iii), Az,b is continuous from S(Rn, Ez) into itself. By Proposition
4.31, A† is a pseudodifferential operator in Ψl,mσ , so we also obtain (A†)z,b continuous from
S(Rn, Ez) into itself. The result follows.
4.5 Link with standard pseudodifferential calculus on Rn and L2-continuity
We suppose in this section that E is the scalar bundle. If A ∈ Ψσ, then Az,b belongs to the
space, noted Ψσ,ψ, of regular operators B on S(Rn), of the form
B(v)(x) =
∫
R2n
e2pii〈ϑ,ζ〉a(x, ϑ)v(ψbz (x,−ζ))dζdϑ
where a ∈ S∞σ (R2n). We study in this section a sufficient condition on ψ, such that this space
Ψσ,ψ is in fact equal to the usual algebra Ψσ,std pseudodifferential operators on R
n with the
standard linearization ψ(x, ζ) = x+ ζ. Here Ψ0,std corresponds to the Hormander calculus [22]
on Rn and Ψ1,std is the SG-calculus on R
n.
We will note ψ := ψbz , Vx(ζ) := −ψ(x,−ζ) + x, Mx,ζ := [
∫ 1
0 ∂j(V
−1
x )
i(tζ)dt]i,j and
Nx,ζ := [
∫ 1
0 ∂jV
i
x(tζ)dt]i,j. We consider the following hypothesis, noted (HV ):
(i) there is ε, δ, η > 0 such that for any (x, ζ) ∈ R2n with ‖ζ‖ ≤ ε〈x〉ση , we have detMx,ζ ≥ δ
and detNx,ζ ≥ δ,
(ii) the functions (dVx)x,ζ and (dV
−1
x )x,ζ are in E
0
σ(Mn(R)).
Proposition 4.33. If the hypothesis (HV ) holds, we have Ψσ,ψ = Ψσ,std.
We set χε,η(x, ζ) := b(
‖ζ‖2
ε2〈x〉2ση ) where b ∈ C∞c (R, [0, 1]) is such that b = 0 on R\] − 1, 1[
and b = 1 on [−1/4, 1/4].
Lemma 4.34. Suppose (HV ). If a ∈ Sl,mσ (R2n), then the application
aχ,M : (x, ζ, ϑ) 7→ χε,η(x, ζ)a(x, M˜x,ζϑ)|J(V −1x |(ζ) (detMx,ζ)−1
is an amplitude in ∪k,w Πl,w,mσ,κ,z (R3n). Similarly,
aχ,N : (x, ζ, ϑ) 7→ χε,η(x, ζ)a(x, N˜x,ζϑ)|J(Vx)|(ζ) (detNx,ζ)−1
is in
⋃
k,wΠ
l,w,m
σ,κ,z (R3n).
Proof. The result follows from Lemma 4.23 (ii) and applications of Proposition 5.4.
Proof of Proposition 4.33. Suppose that a ∈ Sl,mσ (R2n) and define A as the operator in Ψσ,ψ
with normal symbol a. We obtain for any v ∈ S(R2n)
A(v)(x) :=
∫
R2n
e2pii〈ϑ,ζ〉a(x, ϑ)v(ψ(x,−ζ))dζdϑ .
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We suppose first that a ∈ S−∞σ (R2n). We have after a change of variable, and cutting the
integral in two parts A(v)(x) = A1(v)(x) +A2(v)(x) where
A1(v)(x) =
∫
R2n
e2pii〈ϑ,Mx,ζ(ζ)〉χε,η(x, ζ)a(x, ϑ)|J(V −1x )|(ζ)v(x− ζ)dζdϑ ,
A2(v)(x) =
∫
R2n
e2pii〈ϑ,V
−1
x (ζ)〉(1− χε,η)(x, ζ)a(x, ϑ)|J(V −1x )|(ζ)v(x − ζ)dζdϑ .
In A1, we permute the integrations dζ and dϑ and proceed to a change of the variable ϑ, while
in A2 we integrate by parts in ϑ using formula (4.7) so that for any p ∈ N,
A1(v)(x) =
∫
R2n
e2pii〈ϑ,ζ〉aχ,M(x, ζ, ϑ)v(x − ζ)dζdϑ ,
A2(v)(x) =
∫
R2n
e2pii〈ϑ,V
−1
x (ζ)〉(1− χε,η)(x, ζ) tMp,V
−1
x (ζ)
ϑ (a)|J(V −1x )|(ζ)v(x − ζ)dζdϑ .
As a consequence with Lemma 4.34, and with the density of S−∞σ (R
2n) in Sl,mσ (R2n), we see
that A is the sum of two pseudodifferential operators in Ψσ,std: A = Aχ + R where R ∈ Ψ−∞σ,std
and Aχ has aχ,M as (standard) amplitude. The implication in the other sense is similar.
Remark 4.35. In the case of pseudodifferential operator with local compact control over the x
variable and with ψ coming from a connection, by cutting-off in the ζ-variable or in other words
taking y := ψ(x,−ζ) and x sufficiently close to each other, we have in fact Ψσ,ψ equal to Ψσ,std
modulo smoothing elements (see [41]).
As a consequence, we see that if the hypothesis (HV ) is satisfied for a frame (z, b), then
Ψσ,ψ(= Ψσ,std) is stable under composition of operators and the symbol composition formula is
then given by a quadruple asympotic summation modulo smoothing symbols.
We will show in the next section that we can also obtain stability under composition
directly, without using a reduction to the standard calculus on Rn. We shall obtain with this
method a simpler symbol composition formula on Ψσ,ψ, analog to the usual one on Ψσ,std.
As a direct consequence of the previous proposition, we have the following L2-continuity
result for pseudodifferential operators on M .
Proposition 4.36. If (HV ) is satisfied for the function V
−1
x in a frame (z, b), then any pseu-
dodifferential operators on M of order (0, 0) extends as a bounded operator on L2(M,dµ).
Proof. Since (HV ) are satisfied for V
−1
x , the proof of the previous proposition entails that Ψ
0,0
σ,ψ ⊆
Ψ0,0σ,std, so the result follows from the L
2-continuity of standard pseudodifferential operators
[22].
4.6 Composition of pseudodifferential operators
The goal of this section is to prove that pseudodifferential operators of Ψ∞σ are stable under
composition without using the hypothesis of the previous section, and to obtain an adapated
symbol composition formula. We shall adapt to our situation a technique used for Fourier
integral operators in Coriasco [11], Ruzhansky and Sugimoto [36, 38].
Let us note for (x, ξ) ∈ TM and ξ′ ∈ T
ψ−ξx
(M), ψx,ξ,ξ′ := ψ
−ξ′
ψ−ξx
, rx(ξ, ξ
′) := ψ−1x (ψx,ξ,ξ′)
and qx(ξ, ξ
′) := ψ−1ψx,ξ,ξ′
(ψ−ξx ). We define Vx the 2n dimensional smooth manifold as Vx :=
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{ (ξ, ξ′) ∈ Tx(M) × ∪y∈MTy(M) | ξ′ ∈ Tψ−ξx (M) }. Each Vx manifold is diffeomorphic to R
2n
via the map, defined for any fixed frame (z, b), nbz,Vx(ξ, ξ
′) := (Mbz,x(ξ),M
b
z,ψ−ξx
(ξ′)), and has a
canonical involutive diffeomorphism Rx defined as
Rx : (ξ, ξ
′) 7→ (rx(ξ, ξ′), qx(ξ, ξ′)) .
In all the following we fix a frame (z, b), and note also ψ the function mz,b−1. We note x
ζ,ζ′ :=
ψ(ψ(x, ζ), ζ ′). For each x ∈ Rn, Rx := nbz,V
(nbz )
−1(x)
◦ R(nbz )−1(x) ◦ (nbz,V(nbz )−1(x))
−1 is a dif-
feomorphism on R2n, and we define Rx =: (rx, qx), r = r
z,b := (x, ζ, ζ ′) 7→ rx(ζ, ζ ′) and
q = qz,b := (x, ζ, ζ ′) 7→ qx(ζ, ζ ′). Remark that rx(ζ, ζ ′) = −ψbz(x, xζ,ζ
′
) =: ψx ◦ ψψx(ζ)(ζ ′)
and qx(ζ, ζ
′) = −P z,b−1,ψ(x,ζ),ζ′(ζ ′). The map rx,ζ : ζ ′ 7→ rx(ζ, ζ ′) is a diffeomorphism on Rn such
that r−1x,ζ = rψx(ζ),ψψ(x,ζ)(x)
so that (drx,ζ)
−1
ζ′ = (drψx(ζ),ψψ(x,ζ)(x)
)rx,ζ(ζ′). We will use the shorthand
τ := (τ z,b−1 )
−1.
We note s(x, ζ, ζ ′) := r(x, ζ, ζ ′)− ζ. We have s(x, ζ, ζ ′) = sx,ζ(ζ ′) where sx,ζ = T−ζ ◦ψx ◦
ψψx(ζ) is a diffeomorphism on R
n such that sx,ζ(0) = 0. We also define
ϕx,ζ(ζ
′) := rx,ζ(ζ
′)− ζ − (drx,ζ)0(ζ ′)
so that ϕx,ζ(0) = 0 and (dϕx,ζ)0 = 0, and
V (x, ζ, ζ ′) := (drx,ζ)ζ′
as a smooth function from R3n into Mn(R). We shall note (x, ζ) 7→ Lx,ζ := − t(drx,ζ)0.
We define Ol,w0,w1σ,κ,ε0,ε1,c(E), where c ∈ N, l ∈ R, w := (w0, w1) ∈ R2+, ε := (ε0, ε1), ε0 ≥ 0,
ε1 > 0, σ ∈ [0, 1] and κ ≥ 0, as the space of smooth functions g from R3n into E such that for
any 3n-multi-index ν = (µ, γ) ∈ N2n×Nn, there exists Cν > 0 such that for any (x, ζ, ζ ′) ∈ R3n,
‖∂νg(x, ζ, ζ ′)‖ ≤ Cν〈x〉σ(l−|µ|−ε1|γ|c)〈ζ〉w0+κ|µ|+ε0|γ|〈ζ ′〉w1+κ|ν|. Here, we noted |γ|c := 0 if |γ| < c
and |γ|c := |γ|−c if |γ| ≥ c. We note Oσ,κ,ε(E) := ∪c,l,wOl,wσ,κ,ε,c(E). We check that for any multi-
indices γ, γ′ and c, c′ ∈ N, |γ|c + |γ′|c ≥ |γ + γ′|c+c′ , and |γ + γ′|c ≥ |γ|c + |γ′|c. Thus, Oσ,κ,ε(R),
Oσ,κ,ε(Mp(R)) and Oσ,κ,ε,z := Oσ,κ,ε(L(Ez)) are algebras (graduated by the parameters c, l,
w0 and w1) and ∂
νOl,wσ,κ,ε,c(E) ⊆ Ol−|µ|−ε1|γ|c,w0+κ|µ|+ε0|γ|,w1+κ|ν|σ,κ,ε,c (E). If f ∈ O0,wσ,κ,ε,c(E), then
(x, ζ) 7→ f(x, ζ, 0) ∈ Ew0σ,κ(E), and if f ∈ Ol,wσ,κ,ε,c,z, then (x, ζ, ϑ) 7→ f(x, ζ, 0) ∈ Πl,w0,0σ,κ,z . Remark
that any monomial of the form (x, ζ, ζ ′) 7→ ζ ′β where β ∈ Nn, is in O0,0,|β|σ,κ,ε,|β|(R) for any κ ≥ 0
and ε0 ≥ 0, ε1 > 0.
In the definition of S′σ bounded geometry, we only require a polynomial control over
the ψ
b
z functions. It appears that for the theorem of composition, a stronger control over these
functions is important. We thus introduce the following:
Definition 4.37. We shall say that (Cσ) is satisfied if there is a frame (z, b), (κv, wv) ∈ R2+
with κv ≥ 1, and εv ∈]0, 1[, such that
V ∈ O0,0,wvσ,κv ,εv,εv,0(Mn(R)) , and (dψbz,x)ζ , (dψ
b
z,x)y = O(1) . (4.14)
In particular (Cσ) entails that (drx,ζ)0 and thus L are in E
0
σ,κv (Mn(R)).
We note Rw0,w1σ,κ,ε1 (E) (ε1 > 0) as the space of smooth functions g such that for any nonzero
ν = (µ, γ) ∈ N2n × Nn, ∂νg = O(〈x〉σ(1−|µ|−ε1|γ|)〈ζ〉w0+κ(|ν|−1)〈ζ ′〉w1+κ(|ν|−1)). It follows from
(Cσ) that r ∈ ∪w0,w1Rw0,w1σ,κv,εv/2(Rn).
The following lemma will give us the link between the the O, R, H, E spaces and the
behaviour under composition.
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Lemma 4.38. (i) Let f ∈ Hwσ,κ(E) (resp. Ewσ,κ(E)) and g ∈ Rw0,w1σ,κ,ε1 (R2n) such that g2(x, ζ, ζ ′) =
O(〈ζ〉k2〈ζ ′〉k′2) for a (k2, k′2) ∈ R2+ and, if σ 6= 0, 〈g1(x, ζ, ζ ′)〉 ≥ c〈x〉〈ζ〉−k1〈ζ ′〉−k
′
1 , for a (k1, k
′
1) ∈
R
2
+ and c > 0. Then, f ◦ g ∈ Rw0+k2w,w1+k
′
2w
σ,κH ,ε1 (E) (resp. O0,k2w,k
′
2w
σ,κE ,κE ,ε1,0
(E)) where κH := κ +
max{ |w0+ k1σ+ k2κ|, |w1+ k′1σ+ k′2κ| } and κE := κ+max{ |w0+ k1σ+(k2− 1)κ|, |w1+ k′1σ+
(k′2 − 1)κ| }.
(ii) (x, ζ, ζ ′) 7→ (ψ(x, ζ), ζ ′) ∈ Rwψ ,0σ,κψ ,1(R2n) and (x, ζ, ζ ′) 7→ xζ,ζ
′ ∈ Rσ,κψ ,1 for a (κψ, wψ) ∈ R2+.
(iii) The functions q, (x, ζ, ζ ′) 7→ (P z,b−1,ψ(x,ζ),ζ′)−1 and (x, ζ, ζ ′) 7→ det(P z,b−1,ψ(x,ζ),ζ′)−1 are respec-
tively in Rσ,κq,1(Rn), O0,0,0σ,κq ,κq,1,0(Mn(R)), and O
0,0,0
σ,κq ,κq,1,0
(R), for a κq ≥ 0. Moreover, there
exists C > 0 such that for any (x, ζ, ζ ′) ∈ R3n, ‖qx(ζ, ζ ′)‖ ≤ C〈ζ ′〉.
(iv) (x, ζ, ζ ′) 7→ τ(xζ,ζ′ , qx(ζ, ζ ′)) is in O0,0,0σ,κτ ,κτ ,1,0,z for a κτ ≥ 0.
Proof. (i) If ν = (α, β, γ) 6= 0 is a 3n-multi-index, we have ∂νf ◦ g =∑1≤|ν′|≤|ν| Pν,ν′(g)(∂ν′f) ◦
g, with Pν,ν′(g) a linear combination of terms of the form
∏s
j=1(∂
ljg)k
j
, with 1 ≤ s ≤ |ν|,∑s
1 l
j|kj | = ν, ∑s1 kj = ν ′. As a consequence, we get the following estimate for any 1 ≤
|ν| ≤ |ν ′|, Pν,ν′(g) = O(〈x〉σ(|ν′|−|µ|−ε1|γ|)〈ζ〉w0|ν′|+κ(|ν|−|ν′|)〈ζ ′〉w1|ν′|+κ(|ν|−|ν′|)). Moreover, for
any 1 ≤ |ν ′| ≤ |ν|, there is Cν > 0 such that for any (x, ζ, ζ ′) ∈ R3n, the following estimate is
valid
∥∥∥(∂ν′f) ◦ g(x, ζ, ζ ′)∥∥∥ ≤ Cν〈x〉−σ(|ν′|−1)〈ζ〉(k1σ+k2κ)(|ν′|−1)+k2w〈ζ ′〉(k′1σ+k′2κ)(|ν′|−1)+k′2w (resp.∥∥∥(∂ν′f) ◦ g(x, ζ, ζ ′)∥∥∥ ≤ Cν〈x〉−σ|ν′|〈ζ〉(k1σ+k2κ)|ν′|+k2w〈ζ ′〉(k′1σ+k′2κ)|ν′|+k′2w). The result follows.
(ii) By hypothesis, ψ ∈ Hwψσ,κψ . We deduce that (x, ζ, ζ ′) 7→ ψ(x, ζ) ∈ Rwψ ,0σ,κψ ,1 and the first
statement now follows from (x, ζ, ζ ′) 7→ ζ ′ ∈ R0,0σ,κψ ,1. The second statement follows from (i).
(iii) Since qx(ζ, ζ
′) = −P z,b−1,ψ(x,ζ),ζ′(ζ ′), the fact that qx ∈ Rσ,κq,1(Rn) for a κq ≥ 0 is a con-
sequence of (i), (ii) and Lemma 4.22 (iii). We also have by (i) and (ii), (P z,b−1,ψ(x,ζ),ζ′)
−1 ∈
O0,0,0σ,κq ,κq,1,0(Mn(R)).
(iv) Since τ ∈ E0σ,κ(L(Ez)) for a κ ≥ 0, the result follows (i), (ii), (iii) and the estimate
〈xζ,ζ′〉 ≥ c〈x〉〈ζ〉−k〈ζ ′〉−k for c, k > 0.
Lemma 4.39. Suppose (Cσ). Then
(i) s, ϕ ∈ O0,0,wsσ,κv,εv,εv,1(Rn) and ϕ ∈ O
−εv,εv,wϕ
σ,κv ,εv,εv,2
(Rn) where ws := wv + 1 and wϕ := 2 +wv + κv.
(ii) V = (drx,ζ)ζ′ and (drx,ζ)
−1
ζ′ are bounded on R
3n.
(iii) The function J(R) : (x, ζ, ζ ′) 7→ J(Rx)(ζ, ζ ′) is in ∪κ,w0,w1,ε0,ε1O0,w0,w1σ,κ,ε0,ε1,0(R) and (x, ζ, ζ ′) 7→
τ(x, rx(ζ, ζ
′)) is in O0,0,0σ,κτ ,κτ ,εv/2,0,z for κτ ≥ 0.
Proof. (i) We have sx,ζ(ζ
′) =
∑n
i=1 ζ
′
i
∫ 1
0 ∂ζ′irx,ζ(tζ
′) dt. Since V ∈ O0,0,wvσ,κv ,εv,0(Mn(R)) each func-
tion (x, ζ, ζ ′) 7→ ∫ 10 ∂ζ′irx,ζ(tζ ′) dt is inO0,0,wvσ,κv,εv,0(Rn) and thus, since (x, ζ, ζ ′) 7→ ζ ′i ∈ O0,0,1σ,κv ,εv,1(R),
we see that s ∈ O0,0,wsσ,κv,εv,1(Rn). We have also ϕx,ζ(ζ ′) =
∑
|β|=2
2
β!(ζ
′)β
∫ 1
0 (1 − t) ∂βζ′rx,ζ(tζ ′) dt
and each function (x, ζ, ζ ′) 7→ ∫ 10 (1 − t) ∂βζ′rx,ζ(tζ ′) dt is in O−εv,εv,wv+κvσ,κv ,εv,0 (Rn). With (x, ζ, ζ ′) 7→
(ζ ′)β ∈ O0,0,2σ,κv,εv,2(R), we get ϕ ∈ O
−εv,εv,wϕ
σ,κv ,εv,2
(Rn).
(ii) Direct consequence of (Cσ) and the following equalities for any (x, ζ, ζ
′) ∈ R3n, (drx,ζ)ζ′ =
(dψx)xζ,ζ′ (dψψx(ζ))ζ′ and (drx,ζ)
−1
ζ′ = (dψψx(ζ))xζ,ζ′ (dψx)rx,ζ(ζ′).
(iii) The first statement follows from Lemma 4.38 (ii). The second statement follows from
Lemma 4.38 (i) and the estimate rx(ζ, ζ
′) = O(〈ζ〉〈ζ ′〉wv).
46
We shall use a generalization to four variables of the Πl,w,mσ,κ,z spaces of amplitude. We
define Π˜l,w0,w1,mσ,κ,ε1,z (0 < ε1 ≤ 1) as the space of smooth functions a ∈ C∞(R4n, L(Ez)) such that
for any 4n-multi-index (ν, δ) ∈ N3n × Nn, (with ν = (µ, γ) ∈ N2n × Nn) there is Cν,δ > 0 such
that for any (x, ζ, ζ ′, ϑ) ∈ R4n,∥∥∥∂(ν,δ)a(x, ζ, ζ ′, ϑ)∥∥∥
L(Ez)
≤ Cν,δ〈x〉σ(l−|µ|−ε1|γ|)〈ζ〉w0+κ|ν|〈ζ ′〉w1+κ|ν|〈ϑ〉m−|δ| .
These spaces have natural Fre´chet topologies and form a graded topological algebra under point-
wise composition.
Lemma 4.40. (i) If a ∈ Π˜l,w0,w1,mσ,κ,ε1,z , then aζ′=0 : (x, ζ, ϑ) 7→ a(x, ζ, 0, ϑ) is in Πl,w0,mσ,κ,z .
(ii) If h ∈ Ol,w0,w1σ,κ,ε0,ε1,0,z, then (x, ζ, ζ ′, ϑ) 7→ h(x, ζ, ζ ′) is in Π˜
l,w0,w1,0
σ,max{κ,ε0 },ε1,z
.
(iii) There is κΞ, k1 ≥ 0 such that for any b ∈ Sl,mσ,z , the application b ◦ Ξ˜, where Ξ˜(x, ζ, ζ ′, ϑ) :=
(xζ,ζ
′
,−P˜ z,b−1,ψ(x,ζ),ζ′(ϑ)), is in Π˜
l,σk1|l|,σk1|l|,m
σ,κΞ,1,z
.
Proof. (i) and (ii) are direct.
(iii) If µ = (ν, δ) 6= 0 is a 4n-multi-index, we have ∂µ(b ◦ Ξ˜) = ∑1≤|µ′|≤|µ| Pµ,µ′(Ξ˜) (∂µ′b) ◦ Ξ˜
with Pµ,µ′(Ξ˜) a linear combination of terms of the form
∏s
j=1(∂
lj Ξ˜)k
j
, with 1 ≤ s ≤ |µ|, lj =
(lj,1, lj,2) ∈ N3n × Nn, kj = (kj,1, kj,2) ∈ Nn × Nn, such that lj,2 = 0 for 1 ≤ j ≤ j1 ≤ s, and∑s
1 l
j|kj | = µ, ∑s1 kj = µ′. We have
(∂l
j
Ξ˜)k
j
=
n∏
i=1
(δlj,2,0(∂
lj,1xζ,ζ
′
)i)
kj,1i
n∏
i=1
( n∑
k=1
∂l
j,1
P i,k ∂l
j,2
ϑk
)kj,2i
where P i,k are the matrix entries of −P˜ z,b−1,ψ(x,ζ),ζ′ . By Lemma 4.38 (ii) and (iii), xζ,ζ
′ ∈
Rw0,w1σ,κψ ,1(Rn) and the P i,k are in O
0,0,0
σ,κψ ,κψ,1,0
(R) for a (κψ, w0, w1) ∈ R3+. We obtain thus the
following estimate
|Pµ,µ′(Ξ˜)(x, ζ, ζ ′, ϑ)| ≤ Cµ〈x〉−σ(|ν|−|α′|)〈ζ〉w0|α′|+κψ(|ν|−|α′|)〈ζ ′〉w1|α′|+κψ(|ν|−|α′|)〈ϑ〉|β′|−|δ|
with µ′ =: (α′, β′). Since b ∈ Sl,mσ,z we also have the estimate∥∥∥(∂µ′b) ◦ Ξ˜(x, ζ, ζ ′)∥∥∥ ≤ C ′µ〈xζ,ζ′〉σ(l−|α′|)〈ϑ〉m−|β′|
so the result follows now from the estimate 〈xζ,ζ′〉σ(l−|α′|) = O(〈x〉σ(l−|α′|)(〈ζ〉〈ζ ′〉)σk1|l|+σk1|α′|),
with κΞ := κψ +max{ |w0 + σk1 − κψ|, |w1 + σk1 − κψ| }.
Lemma 4.41. Let s ∈ C∞(Rp,Rn). Then for any p+ n-multi-index ν = (α, β) 6= 0, we have
∂νx,ϑ e
i〈ϑ,s(x)〉 = Pν(x, ϑ) e
i〈ϑ,s(x)〉
where Pν is of the form
∑
|γ|≤|α| ϑ
γ Tν,γ(x), and Tν,γ is a linear combination of terms of the
form
∏m
j=1(∂
ljs)µ
j
where 1 ≤ m ≤ |ν|, (lj) are p-multi-indices and (µj) are n-multi-indices.
Moreover, they satisfy |µj | > 0, ∑mj=1 |µj | = |γ| + |β|, ∑mj=1 |µj ||lj | = |α| and if |β| = 0, then
|lj | > 0 and |γ| > 0.
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Proof. We note g(x, ϑ) := 〈ϑ, s(x)〉. By Theorem 2.11, we get the following equality for any
ν 6= 0, ∂νx,ϑ ei〈ϑ,s(x)〉 = Pν(x, ϑ)ei〈ϑ,s(x)〉 where Pν(x, ϑ) =
∑
1≤k≤|ν| Pν,k(g) and Pν,k is a linear
combination of terms of the form
∏m
j=1(∂
ljg)k
j
such that |lj | > 0, kj > 0, ∑m1 kj = k and∑m
1 k
jlj = ν. If we suppose that the term
∏m
j=1(∂
ljg)k
j
is non-zero, then |lj | ≤ 1 and if we
define j1 such that for any 1 ≤ j ≤ j1, lj,2 = 0, we obtain, noting lj = (lj,1, lj,2),
m∏
j=1
(∂l
j
g)k
j
=
j1∏
j=1
〈ϑ, ∂lj,1s〉kj
m∏
j=j1+1
(∂l
j,1
sqj)k
j
=
∑
|γj |=kj , 1≤j≤j1
γ1! · · · γj ! ϑ
Pj1
1 γ
j
j1∏
j=1
(∂l
j,1
s)γ
j
m∏
j=j1+1
(∂l
j,1
sqj)k
j
.
Thus, we have Pν,k =
∑
|γ|=k−|β| ϑ
γ Tν,γ,k(x) where Tν,γ,k is a linear combination of terms of
the form
∏j1
j=1(∂
lj,1s)µ
j ∏m
j=j1+1
(∂l
j,1
sqj)k
j
, where 1 ≤ qj ≤ n, 1 ≤ j ≤ m ≤ |ν|, 1 ≤ j1 ≤ m,
lj,1 ∈ Np, kj ∈ N∗, λj ∈ Nn are such that∑m1 kj = k,∑j11 |λj ||lj,1|+∑mj1+1 kj |lj,1+1| = |ν| and∑m
j1+1
kj = |β|. The result follows.
Lemma 4.42. Suppose that (Cσ) is satisfied. Then
(i) Representing by u the letter s or ϕ, for any 3n-multi-index ν = (µ, γ) ∈ N2n × Nn, we
have the equality ∂νx,ζ,ϑe
2pii〈ϑ,ux,ζ(ζ
′)〉 = (
∑
|ω|≤|µ| ϑ
ωTν,ω,u(x, ζ, ζ
′)) e2pii〈ϑ,ux,ζ (ζ
′)〉 where each term
Tν,ω,s ∈ O−|µ|,κv|µ|,ws|ω+γ|+κv|µ|σ,κv,εv,εv,|ω+γ| (R) and Tν,ω,ϕ ∈ O
−|µ|−εv|ω+γ|,εv|ω+γ|+κv|µ|,wϕ|ω+γ|+κv|µ|
σ,κv,εv,εv,2|ω+γ|
(R). In
particular, it satisfies the following estimate valid for any (x, ζ, ζ ′) ∈ R3n, and any n-multi-index
ρ,
|∂ρζ′Tν,ω,s(x, ζ, ζ ′)| ≤ Cν,ω,ρ〈x〉−σ(|µ|+εv |ρ||ω+γ|)〈ζ〉κv|µ|+εv|ρ|〈ζ ′〉ws|ω+γ|+κv(|µ|+|ρ|) ,
|∂ρζ′Tν,ω,ϕ(x, ζ, ζ ′)| ≤ Cν,ω,ρ〈x〉−σ(|µ|+(εv/2)|ρ|)〈ζ〉εv|ω+γ|+κv|µ|+εv|ρ|〈ζ ′〉wϕ|ω+γ|+κv(|µ|+|ρ|) .
(ii) For any n-multi-index β, we have ∂βζ′e
2pii〈ϑ,ϕx,ζ(ζ
′)〉 = Pβ,ϕ(x, ζ, ζ
′, ϑ)e2pii〈ϑ,ϕx,ζ(ζ
′)〉 where
Pβ,ϕ(x, ζ, ζ
′, ϑ) is a linear combination of terms of the form ϑωζ ′λtω,λ(x, ζ, ζ
′) where ω and λ
are n-multi-indices satifying |ω| ≤ |β|, (2|ω| − |β|)+ ≤ |λ| ≤ |ω|, and tω,λ are functions in
O−εv|β|/2,2εv,w′s|β|σ,κv ,εv,εv,|β| (R). In particular they are estimated by
tω,λ(x, ζ, ζ
′) = O(〈x〉−σεv |β|/2〈ζ〉2εv|β|〈ζ ′〉w′s|β|)
where w′s := ws + 2κv. Moreover, (x, ζ, ϑ) 7→ Pβ,ϕ(x, ζ, 0, ϑ) 1L(Ez ) ∈ Π−εv|β|/2,εv|β|,|β|/2σ,κv ,z .
(iii) If β ∈ Nn and f ∈ Π˜l,w0,w1,mσ,κ,ε1,z then the function
fβ,ϕ : (x, ζ, ϑ) 7→ ∂βζ′
(
e2pii〈ϑ,ϕx,ζ (ζ
′)〉∂0,0,0,βf(x, ζ, ζ ′, Lx,ζ(ϑ))
)
ζ′=0
belongs to Π
l−ε′1|β|,w0+κ2|β|,m−|β|/2
σ,κ1,z , where ε
′
1 := min{ ε1/2, εv/2 } > 0, κ1 := max{κv , κ }, κ2 :=
κ+ |εv − κ|, and the application f 7→ fβ,ϕ is continuous.
Proof. (i) By Lemma 4.41, if ν 6= 0, we have the following equality, valid for any (x, ζ, ζ ′, ϑ) ∈
R
4n, ∂νx,ζ,ϑe
2pii〈ϑ,ux,ζ (ζ
′)〉 = (
∑
|ω|≤|µ| ϑ
ωTν,ω,u(x, ζ, ζ
′)) e2pii〈ϑ,ux,ζ (ζ
′)〉 where Tν,ω,u is a linear com-
bination of terms of the form
∏m
j=1(∂
lj
x,ζu)
µj with 1 ≤ m ≤ |ν|, µj 6= 0, ∑mj=1 |µj | = |ω + γ|
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and
∑m
j=1 |µj ||lj | = |µ|. Since by Lemma 4.39 (i), s ∈ O0,0,wsσ,κv,εv,εv,1(Rn), it is straightforward
to check that Tν,ω,s ∈ O−|µ|,κv|µ|,ws|ω+γ|+κv|µ|σ,κv,εv,εv,|ω+γ| (R). Moreover, since ϕ ∈ O
−εv,εv,wϕ
σ,κv,εv,εv,2
(Rn), we get
Tν,ω,ϕ ∈ O−|µ|−εv|ω+γ|,εv|ω+γ|+κv|µ|,wϕ|ω+γ|+κv|µ|σ,κv,εv,εv,2|ω+γ| (R). The first estimate is direct and the second
estimate follows from the inequality |ω + γ|+ |ρ|2|ω+γ| ≥ |ρ|/2.
(ii) By Lemma 4.41, if β 6= 0, we have for any (x, ζ, ζ ′, ϑ) ∈ R4n, the following relation
∂βζ′e
2pii〈ϑ,ϕx,ζ(ζ
′)〉 = (
∑
1≤|ω|≤|β| ϑ
ωTβ,ω,ϕ(x, ζ, ζ
′))e2pii〈ϑ,ϕx,ζ (ζ
′)〉 where Tβ,ω,ϕ is a linear combina-
tion of terms of the form
∏m
j=1(∂
ljϕx,ζ)
µj with 1 ≤ m ≤ |β|, µj 6= 0, lj 6= 0, ∑mj=1 |µj| =
|ω| and ∑mj=1 |µj ||lj | = |β|. Let us reorder the lj indices so that for any 1 ≤ j ≤ j1,
|lj | = 1 and for any j ≥ j1 + 1, |lj | > 1, where j1 ∈ { 0, · · ·m }. Thus
∏m
j=1(∂
ljϕx,ζ)
µj =∏j1
j=1(∂
ljϕx,ζ)
µj
∏
j≥j1+1
(∂l
j
ϕx,ζ)
µj and with a Taylor expansion at order 1 of ∂l
j
ϕx,ζ in ζ
′ around
0 when 1 ≤ j ≤ j1, we get ∂ljϕx,ζ =
∑
1≤i≤n ζ
′
it
k
i,j where t
k
i,j =
∫ 1
0 ∂
ei+lj
ζ′ ϕx,ζ(tζ
′)dt. Thus, using
the fact that ϕ ∈ O0,0,wsσ,κv,εv,εv,1(Rn), we see that
∏j1
j=1(∂
ljϕx,ζ)
µj is a linear combination of terms
of the form ζ ′λVλ where |λ| =
∑j1
j=1 |µj | and
Vλ = O(〈x〉−σεv
Pj1
1 |l
j ||µj |〈ζ〉εv|λ|+εv
Pj1
1 |µ
j ||lj |〈ζ ′〉(kv+ws)|λ|+κv
Pj1
1 |l
j ||µj |).
As a consequence, we see that
∏m
j=1(∂
ljϕx,ζ)
µj is a linear combination of terms of the form
ζ ′λWλ where |λ| =
∑j1
j=1 |µj| and
Wλ = O(〈x〉−σεv(|β|−v)〈ζ〉2εv|β|〈ζ ′〉w′s|β|)
where v :=
∑m
j=j1+1
|µj | = |ω| − |λ|. The first statement now follows from the inequality
2v ≤ |β| − |λ|.
Since ϕx,ζ(0) = 0 and (dϕx,ζ)0 = 0, Pβ,ϕ(x, ζ, 0, ϑ) is a linear combination of terms of
the form ϑω
∏m
j=1(∂
0,0,ljϕ(x, ζ, 0))µ
j
with 1 ≤ |ω| ≤ |β|/2, 1 ≤ m ≤ |β|, µj 6= 0, |lj | ≥ 2,∑m
j=1 |µj| = |ω| and
∑m
j=1 |µj||lj | = |β|. We check with Lemma 4.39 (i) that any function
of the form
∏m
j=1(∂
0,0,ljϕ(x, ζ, ζ ′))µ
j
is in O−εv|β|/2,εv|β|,(ws/2+κv)|β|σ,κv ,εv,|β|/2 (R), and thus, (x, ζ, ϑ) 7→∏m
j=1(∂
0,0,ljϕ(x, ζ, 0))µ
j
1L(Ez) ∈ Π−εv|β|/2,εv|β|,0σ,κv,z . Since (x, ζ, ϑ) 7→ ϑω 1L(Ez) ∈ Π0,0,|β|/2σ,κv ,z we
obtain (x, ζ, ϑ) 7→ Pβ,ϕ(x, ζ, 0, ϑ) 1L(Ez ) ∈ Π−ε|β|/2,εv|β|,|β|/2σ,κv,z .
(iii) We have
fβ,ϕ(x, ζ, ϑ) =
∑
β′≤β
(
β
β′
)
∂β
′
ζ′ (e
2pii〈ϑ,ϕx,ζ (ζ
′)〉)ζ′=0 ∂
0,0,β−β′,βf(x, ζ, 0, Lx,ζ(ϑ))
=
∑
β′≤β
(β
β′
)
Pβ′,ϕ(x, ζ, 0, ϑ) ∂
0,0,β−β′,βf(x, ζ, 0, Lx,ζ(ϑ)) .
Since (x, ζ) 7→ Lx,ζ ∈ E0σ,κv(Mn(R)) and L−1x,ζ = O(1), we deduce from Lemma 4.40 (i) and
Lemma 4.23 (iv) that (x, ζ, ϑ) 7→ ∂0,0,β−β′,βf(x, ζ, 0, Lx,ζ(ϑ)) belongs to the amplitude space
Π
l−ε1|β−β′|,w0+κ|β−β′|,m−|β|
σ,max{κ,κv },z
. The result now follows from (ii).
We now introduce two parametrized cut-off functions that will be used later. Let b ∈
C∞c (R, [0, 1]) such that b = 1 on [−1/4, 1/4] and b = 0 on R\]−1, 1[. We define for ε, δ, η1, η2 > 0
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with ε, δ < 1,
χε(ϑ, ϑ
′) := b( ‖ϑ
′‖2
ε2〈ϑ〉2 ) ,
χδ,η(x, ζ, ζ
′) := b( ‖ζ
′‖2
δ2〈x〉2ση1 〈ζ〉−2η2
).
Lemma 4.43. The cut-off functions χε and χδ,η are repectively in the spaces C
∞(R2n, [0, 1])
and C∞(R3n, [0, 1]) and satisfy:
(i) For any (x, ζ, ζ ′) ∈ R3n, if ‖ζ ′‖ ≤ 12δ〈x〉ση1〈ζ〉−η2 , then χδ,η(x, ζ, ζ ′) = 1, and if ‖ζ ′‖ ≥
δ〈x〉ση1〈ζ〉−η2 , then χδ,η(x, ζ, ζ ′) = 0. In particular, for any (x, ζ) ∈ R2n, χδ,η(x, ζ, 0) = 1 and
for any 3n-multi-index ν 6= 0, (∂νχδ,η)(x, ζ, 0) = 0.
(ii) For any (ϑ, ϑ′) ∈ R2n, if ‖ϑ′‖ ≤ 12ε〈ϑ〉, then χε(ϑ, ϑ′) = 1, and if ‖ϑ′‖ ≥ ε〈ϑ〉, then
χε(ϑ, ϑ
′) = 0. In particular, for any ϑ ∈ Rn, χε(ϑ, 0) = 1 and for any 2n-multi-index ν 6= 0,
(∂νχε)(ϑ, 0) = 0.
(iii) For any 3n-muti-index ν = (α, β, γ), we have ∂νχδ,η(x, ζ, ζ
′) = O(〈x〉−|α|〈ζ〉−β〈ζ ′〉−|γ|),
and ∂νχδ,η(x, ζ, ζ
′) = O(〈x〉−σ|ν|〈ζ〉(−1+η2/η1)|β|+(η2/η1)|γ|〈ζ ′〉(η−11 −1)|γ|+η−11 |β|). In particular, the
function χδ,η is in O0,0,0σ,κ′η ,κ′η,1,0(R) for a κ
′
η > 0.
(iv) For any 2n-muti-index ν, ∂νχε(ϑ, ϑ
′) = O(〈ϑ〉−|ν|) and ∂νχε(ϑ, ϑ′) = O(〈ϑ′〉−|ν|).
Proof. (i) and (ii) are straightforward. For any ν 6= 0, ∂νχδ,η =
∑
1≤ν′≤|ν| Pν,ν′(g) (∂
ν′b) ◦ g
where g(x, ζ, ζ ′) := ‖ζ‖
2
δ2〈x〉2ση1 〈ζ〉−2η2
. We obtain from a direct computation the estimate Pν,ν′(g) =
O(〈x〉−2ση1ν′−|α|〈ζ〉2η2ν′−|β|〈ζ ′〉2ν′−|γ|). Since for any ν ∈ N, we have ∂ν′b = O(1) we obtain
∂νχδ,η = O(〈x〉−|α|〈ζ〉−β〈ζ ′〉−|γ|1Dδ) where Dδ is the set of triples (x, ζ, ζ ′) satifying the inequal-
ities δ/2 ≤ 〈ζ ′〉〈x〉−ση1〈ζ〉η2 ≤ √2. The estimates of (iii) follow. The proof of (iv) is similar.
We will use in the following lemma the space Ot0,t1,jκ (κ ≥ 0, j ∈ N, (t0, t1) ∈ R2+)
of functions f ∈ C∞(R4n,C) such that for any α ∈ Nn, there is Cα > 0 such that for any
(x, ζ, ζ ′, ϑ) ∈ R4n, |∂αζ′f(x, ζ, ζ ′, ϑ)| ≤ Cα〈ζ〉t0+κ|α|〈ζ ′〉t1+κ|α|〈ϑ〉−2j . Clearly, Ot0,t1,jκ O
t′0,t
′
1,j
′
κ ⊆
Ot0+t′0,t1+t′1,j+j′κ and ∂αζ′Ot0,t1,jκ ⊆ Ot0+κ|α|,t1+κ|α|,jκ .
Lemma 4.44. . Defining h(x, ζ, ζ ′, ϑ) :=
(
1 +
∥∥t(dsx,ζ)ζ′(ϑ)∥∥2 − (i/2π)〈ϑ, (∆sx,ζ)(ζ ′)〉)−1, we
have the following relation, valid for any (x, ζ, ζ ′, ϑ) ∈ R4n, p ∈ N,
e2pii〈ϑ,sx,ζ(ζ
′)〉 = (h(x, ζ, ζ ′, ϑ)Lζ′)
pe2pii〈ϑ,sx,ζ(ζ
′)〉
where Lζ′ := 1 − (2π)−2∆ζ′. Moreover, if (Cσ) holds, there is κL ≥ 0 such that for any p ∈ N,
there is Np ∈ N∗, (hpk)1≤k≤Np functions in O2pκL,2pκL,pκL , (βk,p)1≤k≤Np n-multi-indices satisfying
|βk,p| ≤ 2p, such that (Lζ′ h)p =
∑Np
k=1 h
p
k ∂
βk,p
ζ′ .
Proof. We obtain Lζ′e
2pii〈ϑ,sx,ζ(ζ
′)〉 = (1/h)e2pii〈ϑ,sx,ζ (ζ
′)〉 through a direct computation. Let us
show the remaining statement by induction on p. Note that by Lemma 4.39 (ii), we have |1/h| ≥
c〈ϑ〉2 for a c > 0 and we check that 1/h ∈ Π˜0,εv,w′v,2σ,κv,εv,z where w′v = max{ 2wv , wv + κv }. With a
reccurence or using Proposition 5.4, we check that h ∈ O0,0,1κL where κL := max{ 2εv , w′v + κv }.
The property is obviously true for p = 0. Suppose now that the property is true for p ≥ 0, so that
(Lζ′ h)
p =
∑Np
k=1 h
p
k ∂
βk,p
ζ′ with Np ∈ N∗, (hpk)1≤k≤Np functions in O2pκL,2pκL,pκL and (βk,p)1≤k≤Np
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n-multi-indices satisfying |βk,p| ≤ 2p. We also have
(Lζ′h)
p+1 = (Lζ′h)
Np∑
k=1
hpk ∂
βk,p
ζ′ =
Np∑
k=1
hhpk∂
βk,p
ζ′ − (2π)−2
(
∆ζ′(hh
p
k)∂
βk,p
ζ′
+ 2
n∑
i=1
∂ζ′i(hh
p
k)∂
βk,p+ei
ζ′ + hh
p
k∆ζ′∂
βk,p
ζ′
)
so the property holds for p+ 1.
We note Sσ,c(R3n, L(Ez)) the space of smooth functions f such that for any N ∈ N∗ and
ν = (µ, γ) ∈ N2n × Nn, ∂νf(x, ζ, ϑ) = O(〈x〉−σN 〈ζ〉c0+c1N+c2|µ|〈ϑ〉−N ). It follows from Lemma
4.18 that if f ∈ Sσ,c(R3n, L(Ez)), then OpΓ(f) ∈ OpΓ(S−∞σ,z ). Here and thereafter Γ satisfies the
hypothesis of Lemma 4.18.
Lemma 4.45. Assume that (Cσ) holds.
(i) For any l, w0, w1,m, κ, Sm,w1(Π˜
l,w0,w1,,m
σ,κ,ε1,z ) ⊆ Sσ,c(R3n, L(Ez)) for a triple c := (c0, c1, c2) and
the linear map Sm,w1 : f 7→ Sm,w1(f) is continuous, where
Sm,w1(f) : (x, ζ, ϑ) 7→
∫
R2n
e2pii(〈ϑ
′,ζ′〉+〈ϑ,sx,ζ(ζ
′)〉) tM
pm,w1 ,ζ
′
ϑ′ (f)(x, ζ, ζ
′, ϑ′)(1−χδ,η)(x, ζ, ζ ′) dϑ′ dζ ′
and pm,w1 := max{m+ 2n, [|w1|] + 1 + 2n }.
(ii) For any u ∈ S(R2n, L(Ez)), the linear application f 7→ 〈OpΓ Sm,w1(f), u〉 is continuous.
Proof. We fix N ∈ N∗. First note that Sm,w1(f) is well-defined since for any (x, ζ) ∈ R2n,
there is Cx,ζ > 0 such that
∥∥∥ tMpm,w1 ,ζ′ϑ′ (f)(x, ζ, ζ ′, ϑ′)(1− χδ,η)(x, ζ, ζ ′)∥∥∥ ≤ Cx,ζ〈ϑ′〉−2n〈ζ ′〉−2n.
Since for any n-multi-index δ, ∂δϑ′
tM
pm,w1 ,ζ
′
ϑ′ (f) decrease to zero with ϑ
′, we can successively
integrate by parts with (4.7), which is valid since 1−χδ,η assures that ‖ζ ′‖ ≥ 12δ on the domain
of integration. We obtain thus for any q ∈ N∗,
Sm,w1(f) : (x, ζ, ϑ) 7→
∫
R2n
e2pii(〈ϑ
′,ζ′〉+〈ϑ,sx,ζ(ζ
′)〉) tM
pm,w1+q,ζ
′
ϑ′ (f)(1− χδ,η) dϑ′ dζ ′ .
We note fq the integrand of the previous integral. If ν = (α, β, γ) = (µ, γ) is a 3n-multi-index,
we see with Lemma 4.41 that
∂νx,ζ,ϑfq = e
2pii〈ϑ′,ζ′〉
∑
µ′≤µ
(µ
µ′
)
e2pii〈ϑ,sx,ζ(ζ
′)〉
∑
|ω|≤|µ′|
ϑωTν′,ω,s(x, ζ, ζ
′)
∑
|eδ|=pm,w+q
λδ(−1)|eδ| ζ
′eδ
‖ζ′‖2(pm,w1+q)
∂µ−µ
′
x,ζ ∂
eδ
ϑ′(f(1− χδ,η)) .
By Lemma 4.43 (iii), (x, ζ, ζ ′, ϑ′) 7→ χδ,η(x, ζ, ζ ′) 1L(Ez) is in Π˜0,0,0,0σ,κ′η ,1,z, so the multiplication
operator f 7→ f(1−χδ,η) is continuous from Π˜l,w0,w1,mσ,κ,ε1,z into Π˜l,w0,w1,mσ,κη ,ε1,z , where κη = max{κ, κ′η }.
Since ‖ζ ′‖ ≥ δ/2 in the support of f(1 − χδ,η), we get from Lemma 4.42 (i) the following
estimates, where κ′′η := κv + ws + κη,∥∥∂νx,ζ,ϑfq(x, ζ, ϑ, ζ ′, ϑ′)∥∥ ≤ Cν,q〈ϑ〉|µ|〈ϑ′〉m−pm,w1−q ∑
µ′≤µ
〈ζ〉κv|µ′|+w0+κη |µ|
× 〈ζ ′〉w1+(κv+ws)|µ′|+κη|µ|−(pm,w1+q)+ws|γ|〈x〉σ|l|
≤ C ′ν,q〈x〉σ|l|〈ζ〉w0+κ
′′
η |µ|〈ϑ〉|µ|〈ϑ′〉m−pm,w1−q〈ζ ′〉w1+κ′′η |ν|−pm,w1−q .
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If k ∈ N∗, and if we set q := qk such that w1 + κ′′ηk − pm,w1 − qk ≤ −2n, we see by applying the
theorem of derivation under the integral sign that Sm,w(f) is smooth and for any 3n-multi-index
ν = (α, β, γ) and q ∈ N∗, after integrations by parts in ϑ′, with ν ′ := (µ′, γ),
∂νSm,w1(f)(x, ζ, ϑ) =
∑
µ′≤µ
∑
|ω|≤|µ′|
(
µ
µ′
)
ϑω
∫
R2n
e2pii(〈ϑ
′,ζ′〉+〈ϑ,sx,ζ(ζ
′)〉)Tν′,ω,s(x, ζ, ζ
′)
tM
pm,w1+q|ν|+q,ζ
′
ϑ′ ∂
µ−µ′
x,ζ (f(1− χδ,η)) dϑ′ dζ ′ .
We note gq(x, ζ, ζ
′, ϑ′) := e2pii〈ϑ
′,ζ′〉Tν′,ω,s(x, ζ, ζ
′)tM
pm,w1+q|ν|+q,ζ
′
ϑ′ ∂
µ−µ′
x,ζ (f(1− χδ,η)). Using now
Lemma 4.44, we get the estimates for any p ∈ N,
∥∥(Lζ′h)pgq(x, ζ, ζ ′, ϑ′)∥∥ ≤ Cp〈ζ ′〉2pκL〈ζ〉2pκL〈ϑ〉−2p Np∑
k=1
∥∥∥∂βk,pζ′ gq(x, ζ, ζ ′, ϑ′)∥∥∥ .
Thus, with Lemma 4.42 (i), we obtain with k1 := ws + κv + κη + κL,∥∥(Lζ′h)pgq(x, ζ, ζ ′, ϑ′)∥∥ ≤ C ′p〈x〉σ|l|〈ζ ′〉w1+(2p+|ν|)k1−pm,w1−q|ν|−q〈ϑ〉−2p
〈ϑ′〉2p+m−pm,w1−q|ν|−q〈ζ〉(2p+|µ|)k1+w0
∑
|eβ|≤2p
∑
µ′≤µ
∑
|eδ|=pm,w1+q|ν|+q
q
µ′,eβ,eδ(f(1− χδ,η)) 1D(x, ζ, ζ ′)
where D := { (x, ζ, ζ ′) ∈ R2n | ‖ζ ′‖ ≥ 12δ〈x〉ση1〈ζ〉−η2 }. If we now fix p such that −N − 2 ≤
−2p+ |µ| ≤ −N , we see that by taking q such that Aq ≤ −N/η1−|l|/η1 where Aq := w1+(2p+
|ν|)k1− pm,w1 − q|ν|− q+2n, and 2p+m− pm,w1 − q|ν|− q ≤ −2n, we can successively integrate
by parts in ζ ′ (p times) using the formula of Lemma 4.44. We obtain then the estimate for given
constants c0, c1, c2 > 0,
‖∂νSm,w1(f)(x, ζ, ϑ)‖ ≤ Cν,N 〈x〉−σN 〈ζ〉c0+c1N+c2|µ|〈ϑ〉−N∑
|eβ|≤2p
∑
µ′≤µ
∑
|eδ|=pm,w1+q|ν|+q
q
µ′,eβ,eδ(f(1− χδ,η))
which yields the result.
(ii) This statement follows from (i) and Lemma 4.14 (ii).
Lemma 4.46. Suppose (Cσ).
(i) Defining for any f ∈ Π˜l,w0,w1,mσ,κ,ε1,z ,
Π(f) : (x, ζ, ϑ) 7→
∫
R2n
e2pii(〈ϑ
′,ζ′〉+〈ϑ,ϕx,ζ(ζ
′)〉)f(x, ζ, ζ ′, ϑ′ + Lx,ζ(ϑ))χδ,η(x, ζ, ζ
′) dζ ′ dϑ′ ,
there is δ, η, such that for any N ≥ |m|, we have Π(f) = ΠN (f) + ΠR,N (f) where ΠN (f) =∑
0≤|β|≤N
(i/2pi)|β|
β! fβ,ϕ and there is such that ΠR,N (f) satisfies the estimates for any 3n-multi-
index ν = (µ, γ) ∈ N2n × Nn,
∂νΠR,N (f) = O(〈x〉σ(l−ε′1(N+1))〈ζ〉k0+k1(N+1+|µ|)+εv|γ|〈ϑ〉m+|µ|−(N+1)/2+n)
where ε′1, k0, k1 > 0.
(ii) We have for any 3n-multi-index ν = (µ, γ) ∈ N2n × Nn,
∂νΠ(f) = O(〈x〉σl〈ζ〉k′0+k′1|µ|+εv|γ|〈ϑ〉m)
where k′0, k
′
1 > 0. In particular, for any u ∈ S(R2n, L(Ez)), the linear application f 7→
〈OpΓΠ(f), u〉 is continuous.
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Proof. (i) We proceed to a Taylor expansion of f˜(x, ζ, ζ ′, ϑ′, ϑ) := f(x, ζ, ζ ′, ϑ′ + Lx,ζ(ϑ)) in ϑ
′
around zero at order N ∈ N∗, so that
Π(f) =
∑
0≤|β|≤N
1
β!Iβ(f) +
∑
|β|=N+1
N+1
β! Rβ,N (f) =: ΠN (f) + ΠR,N (f)
where
Iβ(f) =
∫
R2n
ϑ′βe2pii(〈ϑ
′,ζ′〉+〈ϑ,ϕx,ζ(ζ
′)〉)∂0,0,0,βf(x, ζ, ζ ′, Lx,ζ(ϑ))χδ,η(x, ζ, ζ
′) dζ ′ dϑ′ ,
Rβ,N (f) =
∫
R2n
ϑ′βe2pii(〈ϑ
′,ζ′〉+〈ϑ,ϕx,ζ(ζ
′)〉)rβ,N,f (x, ζ, ζ
′, ϑ′, ϑ) dζ ′ dϑ′ ,
and rβ,N,f :=
∫ 1
0 (1− t)N∂0,0,0,βfχ(x, ζ, ζ ′, tϑ′+Lx,ζ(ϑ)) dt, fχ := fχδ,η ∈ Π˜l,w0,w1,mσ,κη ,z . By integra-
tion by parts in ζ ′ in the integrals Iβ(f), we get
ΠN (f) =
∑
0≤|β|≤N
(i/2pi)|β|
β! ∂
β
ζ′
(
e2pii〈ϑ,ϕx,ζ(ζ
′)〉∂0,0,0,βf(x, ζ, ζ ′, Lx,ζ(ϑ))
)
ζ′=0
=
∑
0≤|β|≤N
(i/2pi)|β|
β! fβ,ϕ .
Using integration by parts in ζ ′, we obtain Rβ,N,f = (i/2π)
|β|If , where for any p ∈ N,
If (x, ζ, ϑ) :=
∫
R2n
e2pii〈ϑ
′,ζ′〉∂βζ′G(x, ζ, ζ
′, ϑ′, ϑ) dζ ′ dϑ′ ,
G(x, ζ, ζ ′, ϑ′, ϑ) := e2pii〈ϑ,ϕx,ζ(ζ
′)〉rβ,N,f (x, ζ, ζ
′, ϑ′, ϑ) .
Using integration by parts in ζ ′ and e2pii〈ϑ
′,ζ′〉 = 〈ϑ′〉−2pLpζ′e2pii〈ϑ
′,ζ′〉, we check that If is smooth
on R3n and if ν is a 3n-multi-index, we see that ∂νIf is a linear combination of terms of the
form
Jf := ϑ
eω
∫
R2n
e2pii(〈ϑ
′,ζ′〉+〈ϑ,ϕx,ζ(ζ
′)〉)∂β
1
ζ′ Tν′,eω,ϕPβ2,ϕ∂
ν−ν′
x,ζ,ϑ∂
β3
ζ′ rβ,N,f dζ
′ dϑ′
where |ω˜| ≤ |µ′|, ν ′ ≤ ν, ∑βi = β, |β| = N + 1. We now cut the integral Jf in two parts
Jχ + J1−χ, where the cut-off function χε(ϑ, ϑ
′) appears in Jχ.
Analysis of Jχ
Using Lemma 4.42 (ii) and integration by parts in ζ ′, we see that Jχ is a linear combi-
nation of terms of the form
Jχ,ω = ϑ
eωϑω
∫
R2n
e2pii(〈ϑ
′,ζ′〉+〈ϑ,ϕx,ζ(ζ
′)〉)〈ζ ′〉−2ptω,λ ∂′β
1
ζ Tν′,eω,ϕ ∂
λ′
ϑ′∂
ν−ν′
x,ζ,ϑ∂
β3rβ,N,f ∂
λ+ρ−λ′χε dζ
′ dϑ′
where p ∈ N, |ρ| ≤ 2p, |ω| ≤ |β2|, (2|ω| − |β2|)+ ≤ |λ| ≤ |ω|, λ′ ≤ λ+ ρ. We now fix ε such that
ε < c/2 where c is a constant such that c〈ϑ〉 ≤ 〈Lx,ζ(ϑ)〉. Thus, in the domain of integration
of Jχ,ω, we have for any t ∈ [0, 1], 〈tϑ′ + Lx,ζ(ϑ)〉 ≥ c1〈ϑ〉 for a c1 > 0. As a consequence, we
obtain the following estimate:∥∥∥∂λ′ϑ′∂ν−ν′x,ζ,ϑ∂β3ζ′ rβ,N,f∥∥∥ ≤ C〈x〉σ(l−ε1|β3|)〈ζ〉(κv+κη)|µ−µ′|+w0+κη|β3|
〈ζ ′〉w1+κη(|µ−µ′|+|β3|)〈ϑ〉|µ−µ′|+m−|β|−|λ′| .
We also deduce from Lemma 4.42 the estimate
|tω,λ ∂′β
1
ζ Tν′,eω,ϕ| ≤ C ′〈x〉−σ(|µ
′|+(ε/2)|β1+β2|)〈ζ〉2εv|β1+β2|+(κv+εv)|µ|+εv|γ|〈ζ ′〉c1(N+1)+c2|ν| .
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As a consequence, by taking p sufficiently big, the integrand j(x, ζ, ζ ′, ϑ, ϑ′) of Jχ,ω satisfies the
estimate, for a ε′1 > 0 and a k1 > 0,
‖j‖ ≤ C ′′〈x〉σ(l−ε′1(N+1))〈ζ〉w0+k1(N+1+|µ|)+εv|γ|〈ζ ′〉−2n〈ϑ〉m+|µ|−(N+1)/2 1Dε(ϑ, ϑ′)
where Dε is the set of (ϑ, ϑ
′) in R2n such that ‖ϑ′‖ ≤ ε〈ϑ〉. We deduce finally that for any
ν ∈ N3n,
Jχ = O(〈x〉σ(l−ε′1(N+1))〈ζ〉w0+k1(N+1+|µ|)+εv |γ|〈ϑ〉m+|µ|−(N+1)/2+n) .
Analysis of J1−χ
We set ω := 〈ζ ′, ϑ′〉 + 〈ϑ,ϕx,ζ(ζ ′)〉. By Lemma 4.39 (i), we have
∑
i
∥∥∥∂ζ′iϕx,ζ(ζ ′)
∥∥∥ ≤
C〈x〉−σεv 〈ζ〉c1〈ζ ′〉c2) for C, c1, c2 > 0. The presence of χδ,η in the integrand of J1−χ allows to use
the estimate 〈ζ ′〉 ≤ √2δ〈x〉ση1 〈ζ〉−η2 , so that∑i ∥∥∥∂ζ′iϕx,ζ(ζ ′)
∥∥∥ ≤ C 2c2/2 δc2 by taking η1 ≤ εv/c2
and η2 ≥ c1/c2. As a consequence, we obtain the following estimate in the domain of integration
of J1−χ,
|∇ζ′ω|2 ≥
∥∥ϑ′∥∥2 (1− 4ε C 2c2/2 δc2) .
We now fix δ such that 4ε C 2
c2/2 δc2 < 1 so that there is k > 0 such that |∇ζ′ω| ≥ k ‖ϑ′‖. Noting
Uζ′ := (2πi|∇ζ′ω|2)−1
∑
i(∂ζ′iω)∂ζ′i we have (see for instance [38]) Uζ′e
2piiω = e2piiω and
(tUζ′)
r = 1
|∇ζ′ω|
4r
∑
|ρ|≤r
Pωρ,r∂
ρ
ζ′
where Pωρ,r is a linear combination of terms of the form (∇ζ′ω)pi∂δ
1
ζ′ ω · · · ∂δ
r
ζ′ ω, with |π| = 2r,
|δi| > 0 and∑rj=1 |δj |+ |ρ| = 2r. We thus obtain after integration by parts in ζ ′, for any r ∈ N∗,
that J1−χ is a linear combination of integrals of the form
ϑeω+bω
∫
R2n
e2piiω(tUζ′)
r
(
∂β
1
ζ′ Tν′,eω,ϕPbω,β2,ϕ∂
ν−ν′
x,ζ,ϑ∂
β3
ζ′ rβ,N,f
)
(1− χε)dζ ′ dϑ′
where |ω̂| ≤ |β2|. We noted Pβ2,ϕ =:
∑
bω Pbω,β2,ϕϑ
bω. By Lemma 4.42 (ii), we see that
Pbω,β2,ϕ ∈ O−εv|β
2|/2,2εv|β2|,(w′s+1)|β
2|
σ,κv ,εv,εv,2|β2|
. Let us note T˜ := ∂β
1
ζ′ Tν′,eω,ϕPbω,β2,ϕ. Lemma 4.42 (i) yields
T˜ ∈ O−(εv/2)|β1+β2|,c0(|µ|+N)+εv|γ|,c0(|ν|+N)σ,κv,εv,εv,2(|ν|+N) (R) for a constant c0 > 0. With our choice of the
parameters η1 and η2, we also have the following estimate, valid in the domain of integration of
J1−χ,
∂λϑ′∂
γ+ei
ζ′ ω = O
(〈ζ〉εv|γ|〈ζ ′〉κv|γ|〈ϑ′〉1−|λ|) .
In particular, noting Ol,mκv the space of smooth functions f such that for any n-multi-indices λ, γ,
∂λϑ′∂
γ
ζ′f = O
(
(〈ζ〉〈ζ ′〉)l+κv|γ|〈ϑ′〉m), we see that |∇ζ′ω|2 ∈ O0,2κv , and for any λ ∈ Nn, ∂λϑ′ |∇ζ′ω|−4r
= O(〈ϑ′〉−4r). Moreover, each term Pωρ,r is in Oκvr,3rκv so that finally, for any λ ∈ Nn
∂λϑ′
Pωρ,r
|∇ζ′ω|
4r = O
(
(〈ζ〉〈ζ ′〉)κvr〈ϑ′〉−r) .
We easily check that if r ≥ 2n, then h := (tUζ′)r
(
∂β
1
ζ′ T˜ ∂
ν−ν′
x,ζ,ϑ∂
β3
ζ′ rβ,N,f
)
(1 − χε) satisfies
the estimates for any q ∈ N, ∥∥Lqϑ′h∥∥ ≤ Cx,ζ,ζ′,ϑ,q〈ϑ′〉−2n. As a consequence, we can permute the
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integration dζ ′dϑ′ → dϑ′dζ ′ and successively integrate by parts in ϑ′, so that finally J1−χ is a
linear combination of terms of the form
ϑeω+bω
∫
R2n
e2piiω〈ζ ′〉−2q∂λ1ϑ′
Pωρ,r
|∇ζ′ω|
4r ∂
ρ1
ζ′ T˜ ∂
λ2
ϑ′ ∂
ν−ν′
x,ζ,ϑ∂
β3+ρ2
ζ′ rβ,N,f ∂
λ3
ϑ′ (1− χε)dϑ′ dζ ′
where
∑
i λ
i = λ, |λ| ≤ 2q,∑i ρi = ρ, |ρ| ≤ r. We also have the following estimate for c′0, c′1 > 0,
∂λ
2
ϑ′ ∂
ν−ν′
x,ζ,ϑ∂
β3+ρ2
ζ′ rβ,N,f = O
(〈x〉σ(l−|β3|)(〈ζ〉〈ζ〉)c′0+c′1(|µ−µ′|+|β3|+|ρ2|)) .
With Lemma 4.43 (iv) we now see that the integrand j′ of the previous integral is estimated by∥∥j′∥∥ ≤ C〈ϑ′〉−r+|µ|+N+1〈x〉σ(l−ε′1(N+1))〈ζ〉k0+k1N+k2r+k3|µ|+εv|γ|〈ζ ′〉−2q+k0+k1N+k2r+k3|ν|
for constants k0, k1, k2, k3 > 0. If we now fix r ≥ 2n such that −r + |µ| + N + 1 + 2n =
m+ |µ| − (N + 1) + n, and q such that −2q + k0 + k1N + k2r + k3|ν| ≤ −2n we finally obtain
the estimate ν ∈ N3n,
J1−χ = O(〈x〉σ(l−ε′1(N+1))〈ζ〉k′0+k′1(N+1+|µ|)+εv|γ|〈ϑ〉m+|µ|−(N+1)+n) .
The result follows now from this estimate and the one obtained for Jχ.
(ii) The estimate is obtained by applying (i) and N + 1 = max{ 2(n + |µ|), |m| }. The second
statement is then a consequence of Lemma 4.14 (ii).
Theorem 4.47. If (Cσ) holds, Ψ
∞
σ is a ∗-subalgebra of ℜ(S). Moreover, if A ∈ Ψl
′,m′
σ and
B ∈ Ψl,mσ , then AB ∈ Ψl+l
′,m+m′
σ with the following asymptotic expansion of the normal symbol
of AB, in a frame (z, b):
σ0(AB)z,b ∼
∑
β,γ∈Nn
cβcγ∂
γ,γ
ζ,ϑ
(
a(x, ϑ)∂βζ′
(
e2pii〈ϑ,ϕx,ζ(ζ
′)〉(∂βϑ′fb)(x, ζ, ζ
′, Lx,ζ(ϑ))
)
ζ′=0
τ−1x,ζ
)
ζ=0
where a := σ0(A)z,b, b := σ0(B)z,b, cβ := (i/2π)
|β|/β! and
fb(x, ζ, ζ
′, ϑ′) := τx,rx,ζ(ζ′) b ◦ Ξ˜(x, ζ, ζ ′, ϑ′) τxζ,ζ′ ,qx,ζ(ζ′) |J(R)|(x, ζ, ζ
′) |det(P z,b−1,ψ(x,ζ),ζ′)−1| .
Proof. We fix a frame (z, b). We note KAB the kernel of the operator AB. As a consequence
of Proposition 4.32 we have for any u, v ∈ S(Rn, Ez), 〈(KAB)z,b, u⊗ v〉 =
(
Az,b(µ
−1Bz,b(v))|u
)
.
We shall note g := Az,b(µ
−1Bz,b(v)). A computation shows that for any x ∈ Rn, g(x) =∫
Rn
µa(x, ϑ) b˜(x, ϑ) dϑ, and
b˜(x, ϑ) :=
∫
R3n
e2pii(〈ϑ,ζ〉+〈ϑ
′,ζ′〉)τx,ζb(ψ(x, ζ), ϑ
′)τψ(x,ζ),ζ′v(x
ζ,ζ′) dζ ′ dϑ′ dζ .
We suppose at first that b ∈ Sl,−2nσ,z . Since ζ ′ 7→ v(xζ,ζ′) ∈ S(Rn, Ez), we can permute the order
integration dζ ′dϑ′ 7→ dϑ′ dζ ′ in b˜(x, ϑ). Thus, after integrations by parts in ϑ′, we get for any
p ∈ N∗,
b˜(x, ϑ) =
∫
R2n
e2pii〈ϑ,ζ〉τx,ζ
( ∫
Rn
e2pii〈ϑ
′,ζ′〉〈ζ ′〉−2p(Lpϑ′b)(ψ(x, ζ), ϑ′) dϑ′
)
τψ(x,ζ),ζ′ v(x
ζ,ζ′) dζ ′ dζ .
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With the estimate 〈xζ,ζ′〉 ≥ c〈ζ〉〈x〉−1〈ζ ′〉−1 for a c > 0, we see that for any N ∈ N,
∥∥∥v(xζ,ζ′)∥∥∥ ≤
cNq0,N(v)〈x〉N 〈ζ ′〉N 〈ζ〉−N . As a consequence, we get the following estimates for the inte-
grands bp of b˜(x, ϑ): for any x, ζ, ζ
′, ϑ, ϑ′, any p ∈ N∗ and any N ∈ N∗, ‖bp(x, ζ, ζ ′, ϑ, ϑ′)‖ ≤
Cp,N〈ζ ′〉N−2p〈x〉σ|l|+N 〈ζ〉σ|l|−N 〈ϑ′〉−2n. Taking N such that σ|l| − N ≤ −2n and then taking p
such that N−2p ≤ −2n, we see that (ϑ′, ζ ′, ζ) 7→ bp(x, ζ, ζ ′, ϑ′, ϑ) is absolutely integrable and we
can thus apply the following change of variable (ζ, ζ ′, ϑ′) 7→ (Rx(ζ, ζ ′), ϑ′) to b˜(x, ϑ). After re-
versing the integration by parts in ϑ′ and applying the change of variable ϑ′ = −P˜ z,b−1,ψ(x,ζ),ζ′(ϑ′′),
we get
b˜(x, ϑ) =
∫
R3n
e2pii(〈ϑ,rx,ζ(ζ
′)〉+〈ϑ′,ζ′〉)fb(x, ζ, ζ
′, ϑ′) v(ψ(x, ζ)) dϑ′ dζ ′ dζ .
By Lemma 4.40 (ii) and (iii), Lemma 4.38 (iii) and (iv) and Lemma 4.39 (iii), we see that fb ∈
Π˜l,wl,wl,mσ,κ,ε1,z for a (wl, κ) ∈ R2+ and ε1 > 0, and the linear application b 7→ fb is continuous on any
symbol space Sl,mσ,z into Π˜
l,wl,wl,m
σ,κ,ε1,z . We have g(x) =
∫
Rn
e2pii〈ζ,ϑ〉µa(x, ϑ) cb(x, ζ, ϑ)v(ψ(x, ζ) dζ dϑ
and 〈(KAB)z,b, u⊗ v〉 = 〈OpΓ0,z,b (db), u⊗ v〉 where db(x, ζ, ϑ) := µa(x, ϑ) cb(x, ζ, ϑ) τ−1(x, ζ) and
cb(x, ζ, ϑ) :=
∫
R2n
e2pii(〈ϑ,sx,ζ(ζ
′)〉+〈ϑ′,ζ′〉)fb(x, ζ, ζ
′, ϑ′) dϑ′ dζ ′ .
Using now the cut-off function (x, ζ, ζ ′) 7→ χδ,η(x, ζ, ζ ′) we see that
cb(x, ζ, ϑ) = Π(fb)(x, ζ, ϑ) + Sm,wl(fb)(x, ζ, ϑ) .
For this equality, we used the formula of Lemma 4.7 and integration by parts and in ϑ′ in the
integral
∫
R2n
e2pii(〈ϑ,sx,ζ (ζ
′)〉+〈ϑ′,ζ′〉)fb(x, ζ, ζ
′, ϑ′)(1 − χδ,η(x, ζ, ζ ′)) dϑ′ dζ ′ , which are authorized
since b ∈ Sl,−2nσ,z by hypothesis. In
∫
R2n
e2pii(〈ϑ,sx,ζ(ζ
′)〉+〈ϑ′,ζ′〉)fb(x, ζ, ζ
′, ϑ′)χδ,η(x, ζ, ζ
′) dϑ′ dζ ′ , we
translated the ϑ′ variable by −Lx,ζ(ϑ) and permuted the order of integration dϑ′ dζ ′ → dζ ′ dϑ′,
which is legal since b ∈ Sl,−2nσ,z and ζ ′ 7→ χ(x, ζ, ζ ′) is of compact support. We deduce from Lemma
4.45 (ii) and Lemma 4.46 (ii) that b 7→ 〈OpΓ0,z,b (db), u⊗ v〉 is continuous on Sl,mσ,z , and thus, by
the density result of Lemma 4.6, we have the equality 〈(KAB)z,b, u ⊗ v〉 = 〈OpΓ0,z,b (db), u ⊗ v〉
even when the hypothesis b ∈ Sl,−2nσ,z does not hold.
Let us recall the linear map s : a 7→ s(a) given in Lemma 4.21 (ii) (for Γ = Γ0,z,b) which
is such that OpΓ0,z,b (f) = OpΓ0,z,b(s(f)) for any f ∈ Πl,w,mσ,κ,z . We define fa,b,β := µa(fb)β,ϕτ−1,
rN := µaΠR,N (fb)τ
−1, s0 := µaSm,wl(fb)τ
−1. We now consider a symbol sa,b such that
sa,b ∼
∑
β∈Nn
(i/2pi)|β|
β! s
(
fa,b,β
)
.
Such a symbol exists since by Lemma 4.42 (iii), s(fa,b,β) ∈ Sl+l
′−ε′1|β|,m+m
′−|β|/2
σ,z . By Lemma
4.46 (i), we have for any N ≥ |m|, uN := s(µaΠN (fb)τ−1)− sa,b ∈ Sl+l
′−ε′1(N+1),m+m
′−(N+1)/2
σ,z .
Thus, noting S0 := OpΓ0,z,b (s0), which is in OpΓ0,z,b (S
−∞
σ,z ) by Lemma 4.45, RN := OpΓ0,z,b (rN )
and UN := OpΓ0,z,b (uN ) we have
(KAB)z,b = OpΓ0,z,b (db) = OpΓ0,z,b (s(µaΠN (fb)τ
−1)) +RN + S0
= OpΓ0,z,b (sa,b) + UN +RN + S0 .
Lemma 4.18 and Lemma 4.46 (i) now implies that the kernel UN + RN (which independant of
N) is in OpΓ0,z,b (S
−∞
σ,z ). As a consequence, (KAB)z,b = OpΓ0,z,b (sa,b + r) where r ∈ S−∞σ,z and
the symbol product asymptotic formula is entailed by Lemma 4.21 (ii).
56
5 Examples
In order to be able to apply the previous results about the pseudodifferential and symbolic
calculi on some concrete cases, we shall see in this section examples of exponential manifolds
and associated linearizations that satisfy the hypothesis Sσ-bounded geometry. The Euclidean
space Rn seen as exponential manifold, has its own exponential map ψ := exp(x, ξ) 7→ x+ ξ as
a S1-linearization, leading to the usual pseudodifferential SG calculus (if σ = 1) or standard (if
σ = 0) pseudodifferential calulus on Rn. However, we can define other kinds of linearization,
leading to new kind of pseudodifferential and symbol calculi, with a non-bilinear linearization
map. We will see in particular that we can construct on the flat Rn, a family of Sσ-linearizations
that generalize the case of the flat euclidian geometry, and we obtain a extension of the normal
(λ = 0) and antinormal (λ = 1) quantization on Rn.
We will also prove that the 2-dimensional hyperbolic space, which is a Cartan–Hadamard
manifold (and thus an exponential Riemannian manifold) has S1-bounded geometry. This allows
to define a global Fourier transform, Schwartz spaces S(H), S(T ∗H), S(TH), B(H) and the space
of symbols Sl,m1 (T
∗
H). As a consequence, we can define in an intrinsic way a global complete
pseudodifferential calculus on H, if one chose a fixed Sσ-linearization ψ on TH. There are many
possible linearizations, for instance one can take ψ such that in a frame (z, b) ψbz is the standard
linearization x+ ξ of Rn.
5.1 A family of Sσ-linearizations on the euclidean space
Recall that G×σ (R
n) (0 ≤ σ ≤ 1) is defined as the subgroup of diffeomorphisms s on Rn such
that for any n-multi-index α 6= 0, there are Cα, C ′α > 0, such that for any x ∈ Rn, ‖∂αs(x)‖ ≤
Cα〈x〉σ(1−|α|) and
∥∥∂αs−1(x)∥∥ ≤ C ′α〈x〉σ(1−|α|). G×σ (Rn) contains GLn(R) and the translations
Tv := w 7→ v + w.
We fix η ∈]0, 1[ such that for any matrix A ∈ Mn(R) such that ‖A‖1 ≤ η, we have
det(In + A) ≥ 12 , where ‖A‖1 := maxi,j |Ai,j |. Taking now h ∈ G0(Rn,Rn) such that for any
1 ≤ i, j ≤ n, |∂jhi| ≤ η/16, and g(x) := h(x) − h(0) − dh0(x) we see that s := Id+g is a
diffeomorphism on Rn which belongs to G×0 (R
n), satisfying s(0) = 0 and ds0 = Id.
We set, for σ ∈ [0, 1],
ψ(x, ξ) := x+ ξ + 〈x〉σg( ξ〈x〉σ ) = x+ 〈x〉σs( ξ〈x〉σ ).
We obtain the following
Proposition 5.1. (Rn,+, dλ, ψ) has a Sσ-bounded geometry and satisfies (Cσ) (see Definition
4.37).
Proof. A computation shows that ψ ∈ Hσ(Rn) and ψ(x, ζ) = O(〈x〉〈ξ〉). We have ψ(x, y) =
〈x〉σs−1( y−x〈x〉σ ), and thus ψ ∈ OM (R2n,Rn). Noting ĝ := g ◦ (g + Id)−1 ◦ − Id ∈ G0(Rn), we also
have
Υ1,T (x, ξ) = ξ + 〈x〉σg( ξ〈x〉σ ) + 〈ψ(x, ξ)〉σ ĝ
(〈ψ(x, ξ)〉−σ〈x〉σs( ξ〈x〉σ ))
= (Id+Vx,ξ +Wx,ξ)(ξ)
where Vx,ξ := [
∫ 1
0 ∂jv
i
x(tξ)dt]i,j , Wx,ξ := [
∫ 1
0 ∂jw
i
x,ξ(tξ)dt]i,j , and vx := Mx ◦ g ◦M−1x , wx,ξ :=
Mψ(x,ξ) ◦ ĝ ◦M−1ψ(x,ξ) ◦Mx ◦s◦M−1x , Mx being the multiplication by 〈x〉σ. We get dvx = dg ◦M−1x
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and dwx,ξ = dĝ ◦ (M−1ψ(x,ξ) ◦Mx ◦ s ◦M−1x ) ds ◦M−1x . and thus, after computations we check
that Vx,ξ and Wx,ξ are in E
0
σ. Moreover, we have ‖Vx,ξ‖1 ≤ η/2 and ‖Wx,ξ‖1 ≤ η/2, which
proves that Px,ξ := Id+Vx,ξ +Wx,ξ is invertible with detPx,ξ ≥ 12 . As a consequence its inverse
P−1x,ξ = (detPx,ξ)
−1 t cof(Px,ξ) is also in E
0
σ. We deduce then that (R
n,+, dλ, ψ) has a Sσ-bounded
geometry. With r(x, ξ, ξ′) = −ψ(x, ψ(ψ(x,−ξ),−ξ′)), we get
r(x, ξ, ξ′) = −〈x〉σs−1(s( −ξ〈x〉σ ) + 〈ψ(x,−ξ)〉σ〈x〉σ s( −ξ′〈ψ(x,−ξ)〉σ )) .
so that (drx,ξ)ξ′ = (ds
−1 ◦ w) (ds ◦ u) where w(x, ξ, ξ′) := s( −ξ〈x〉σ ) + v(x, ξ, ξ′), v(x, ξ, ξ) :=
〈ψ(x,−ξ)〉σ
〈x〉σ s(
−ξ′
〈ψ(x,−ξ)〉σ ), u(x, ξ, ξ
′) := − ξ′〈ψ(x,−ξ)〉σ . We check that v satisfies
∂(µ,γ)v = O(〈ψ(x,−ξ)〉−σ|γ|〈x〉−σ(|µ|+1)〈ζ〉κ1|µ|〈ζ ′〉|µ|+1).
It follows from Peetre’s inequality that for any ε ∈ [0, 1] and x, y ∈ Rn, 〈x + y〉 ≥ 2−ε/2 〈x〉ε〈y〉ε ,
which implies that 〈ψ(x,−ξ)〉σ = O(〈x〉−σε〈ξ〉σε). As a consequence we get the estimates
∂(µ,γ)w = O(〈x〉−σ(1+|µ|+ε|γ|)〈ζ〉κ1|µ|+ε|γ|+δγ,0〈ζ ′〉|µ|+1) ,
∂(µ,γ)u = O(〈x〉−σ(|µ|+ε|γ|)〈ζ〉κ1|µ|+ε|γ|〈ζ ′〉1−|γ|) .
We deduce from this that (Cσ) is satisfied.
We also check that the hypothesis (HV ) of section 4.5 is satisfied so that the previ-
ous pseudodifferential calculus (for λ ∈ { 0, 1 }) is then valid on (Rn,+, dλ, ψ), and proves in
particular the space of operators of the form
A(v)(x) =
∫
R2n
e2pii〈θ,ξ〉a(x, θ)v(ψ(x,−ξ)) dξ dθ =
∫
R2n
e−2pii〈θ,ψx(y)〉a(x, θ)v(y)|J(ψx)|(y) dy dθ
where a ∈ S∞σ (R2n), is equal to the standard algebra of algebra of pseudodifferential operators
R
n. However, since (Cσ) is satisfied, we have now at our disposal a new symbol composition
formula given by Theorem 4.47, adapted to the new linearization ψ.
5.2 S1-geometry of the Hyperbolic plane
The (hyperboloid model of the) 2-dimensional hyperbolic space is defined as the submanifold
H := {x = (x1, x2, x3) ∈ R3 : x21 + x22 − x23 = −1 and x3 > 0 } of the (2, 1)-Minkowski space
R
2,1 with the bilinear symmetric form 〈v,w〉2,1 = v1w1 + v2w2 − v3w3. The induced metric
on H: ds2 = (dx1)
2 + (dx2)
2 − (dx3)2 is Riemannian and it is known that H is a symmetric
Cartan–Hadamard manifold with constant negative sectional curvature (equal to −1). The map
ϕ : R2 → H given by
ϕ(x, y) := (sinhx, cosh x sinh y, cosh x cosh y)
is a diffeomorphism with inverse ϕ−1(x1, x2, x3) = (argshx1, argsh(
x2
cosh(argsh x1)
)). As a conse-
quence we can construct another model of the hyperbolic space, noted R2 with domain R2 and
metric obtained by pulling back the metric on H onto R2. A computation shows that this metric
is ds2 := (dx)2 + cosh2 x (dy)2. We will note ‖·‖p the norm on TpR2 ≃ R2 given by this metric,
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where p is a point in R2, and ‖·‖ is the Euclidian norm. The geodesic equation on R2 leads to
the following system of ordinary differential equations:
x′′ − cosh x sinhx (y′)2 = 0 ,
y′′ + 2 tanh xx′ y′ = 0 . (5.1)
For each p = (x, y) ∈ R2 and v ∈ R2 such that ‖v‖p = 1 there exists an unique solution on R
γp,v = (x(t), y(t)) of (5.1) such that γp,v(0) = p and γ
′
p,v(0) = v.
At each point p = (x, y) ∈ R2, we can define the ellipse of unit vectors centered at 0
in TpR
2 ≃ R2 with equation X2 + (cosh2 x)Y 2 = 1. The polar equation of this ellipse is ep(θ)
where
ep(θ) :=
1√
1+sinh2 x sin2 θ
.
Thus, any tangent vector v ∈ TpR2 with decompostion v = ‖v‖ (cos θ, sin θ) also admits the
following polar decomposition v = ‖v‖p (cosp θ, sinp θ) where cosp θ := ep(θ) cos θ and sinp θ :=
ep(θ) sin θ. Remark that ep, cosp, sinp and ‖·‖p are in fact independant of the second coordinate
y of p. We shall therefore also use the notations ex := e(x,y) and similarly for cosx, sinx and
‖·‖x. Note that for any vector v := ‖v‖ (cos θ, sin θ), we have ‖v‖x = ‖v‖ /ex(θ).
If p ∈ H and v ∈ R2,1 are such that 〈p, v〉2,1 = 0 and 〈v, v〉2,1 = 1, then the unique
geodesic αp,v on H such that αp,v(0) = p and α
′
p,v(0) = v is αp,v(t) = cosh t p + sinh t v (see for
instance [24, p.195]). As a consequence, the geodesics γp,v on the R
2 hyperbolic space can be
obtained by pushing forward the αp,v geodesics with the diffeomorphic isometry ϕ. We check
after tedious calculations that for any given p = (x, y) ∈ R2 and θ ∈ R, the following curve
γ1p,θ(t) = argsh
(
cosh t sinhx+ sinh t coshx cosx θ
)
,
γ2p,θ(t) = argsh
( cosh t coshx sinh y+sinh t (sinhx sinh y cosx θ+coshx cosh y sinx θ)
cosh
(
argsh(cosh t sinhx+sinh t coshx cosx θ)
) ) , (5.2)
where t ∈ R, is the unique maximal solution of the geodesic system (5.1) satisfying the initial
conditions: γp,θ(0) = p and γ
′
p,θ(0) = (cosx(θ), sinx(θ)). An explicit formula for the exponential
map at any point can therefore be obtained, since we have expp(v) = γp,θ(‖v‖x) where v ∈
TpR
2 − { 0 } and θ ∈ R such that v = ‖v‖ (cos θ, sin θ). The main interest of this hyperbolic
model with domain equal to R2 is that it is possible to find explicitely the logarithmic map (the
inverse of the exponential map) at any point. We find, after an elementary but long computation,
the following inverse, for any p = (x, y) and p′ = (x′, y′) ∈ R2,
exp−1p (p
′) =
argch fp(p′)√
(fp(p′))2−1
( −gp(p′)
cosh x′ sech x sinh(y′ − y)
)
, (5.3)
fp(p
′) := cosh(x′) cosh(y′ − y) cosh(x)− sinh(x′) sinh(x) ,
gp(p
′) := cosh(x′) cosh(y′ − y) sinh(x)− sinh(x′) cosh(x) .
We have
∥∥exp−1p (p′)∥∥p = argch fp(p′) which is the geodesic distance between two arbitrary points
p, p′ in the R2 hyperbolic model. The goal of this section is to prove the following result.
Theorem 5.2. H has a S1-bounded geometry.
We note R2C := R
2\] − ∞, 0] × { 0 } and R2P :=]0,+∞[×] − π, π[. For any x ∈ R, the
map χx : R
2
C → R2P given by χx(v1, v2) := (‖v‖x , arctan(v1, v2)) where arctan(v1, v2) is the
unique element θ of ]− π, π[ such that v1 + iv2 = ‖v‖ exp(iθ), is a diffeomorphism with inverse
χ−1x (r, θ) = (r cosx θ, r sinx θ).
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Lemma 5.3. Let x ∈ R and f ∈ C∞(R2,R) such that f ◦ χ−1x ∈ C∞(R2P ,R) satisfies for any
(α, β) ∈ N2\{ (0, 0) }, and (r, θ) ∈ R2P , |∂α,βf ◦ χ−1x (r, θ)| ≤ Cα,β〈r〉1−α where Cα,β > 0. Then
f ∈ G1(R2,R).
Proof. By Theorem 2.11, for any (α, β) ∈ N2\{ (0, 0) }, ∂α,βf = ∑1≤|(α′,β′)|≤|(α,β)|(∂α′,β′f ◦
χ−1x ) ◦ χx Pα,β,α′,β′(χx) on R2C , where Pα,β,α′,β′(χx) is a linear combination of functions of the
form
∏s
j=1(∂
ljχx)
kj where s ∈ { 1, · · · , α + β }. The kj and lj are 2-multi-indices (for 1 ≤ j ≤
s) such that |kj | > 0, ∑sj=1 kj = (α′, β′) and ∑sj=1 |kj |lj = (α, β). By definition, χx(v) =
(χ1x(v), χ
2
x(v)) = (‖v‖x , arctan(v1, v2)). It is straightforward to check that for any 2-multi-
index ν, |∂νχ1x(v)| ≤ Cν〈v〉1−|ν| and |∂νχ2x(v)| ≤ C ′ν〈v〉−|ν| on R2C . As a consequence, for each
α, β, α′, β′ with 1 ≤ α′ + β′ ≤ α+ β there exists Cα,β,α′,β′ > 0 such that for any v ∈ R2C ,
|Pα,β,α′,β′(χx)(v)| ≤ Cα,β,α′,β′〈v〉α′−(α+β) .
Moreover, by hypothesis, there is Cα′,β′ > 0 such that for any v ∈ R2C , |(∂α
′,β′f ◦χ−1x )◦χx(v)| ≤
Cα′,β′〈v〉1−α′ . This gives f ∈ G1(R2C ,R). The extension to G1(R2,R) is a direct consequence of
the smoothness of f on R2 and the fact that R2C is dense in R
2.
We shall use the following proposition, which gives a formal expression of the successive
derivatives of the inverse (and its real powers) of a smooth function.
Proposition 5.4. Let s > 0 be given. For any nonzero n-multi-index (n ∈ N∗) α, there exist
a finite nonempty set Jα, nonzero real numbers (λs,α,p)p∈Jα and n-multi-indices β
α,p,j (with
p ∈ Jα, 1 ≤ j ≤ |α|) such that
- for any p ∈ Jα,
∑
1≤j≤|α| β
α,p,j = α,
- for any smooth function f ∈ C∞(Rn,R∗+),
∂α 1fs =
1
f |α|+s
∑
p∈Jα
λs,α,p
|α|∏
j=1
∂β
α,p,j
f .
Proof. The result is true for the case |α| = 1. Suppose then that the result holds for any
n-multi-index α such that |α| = k, where k ∈ N∗ and let α′ be a n-multi-index such that
|α′| = k + 1. Let i be the smallest element of { 1, · · · , n } such that α′i ≥ 1, and set α :=
(α′1, · · · , α′i−1, α′i − 1, α′i+1, · · · , α′n). Thus for any f ∈ C∞(Rn,R∗+), ∂α
′ 1
fs = ∂i∂
α 1
fs . Since
|α| = k, there is exist a finite nonempty set Jα, nonzero real numbers (λs,α,p)p∈Jα and n-multi-
indices βα,p,j (with p ∈ Jα, 1 ≤ j ≤ |α|) such that for any p ∈ Jα,
∑
1≤j≤|α| β
α,p,j = α, and such
that for any f ∈ C∞(Rn,R∗+), ∂α 1fs = 1f |α|+s
∑
p∈Jα
λs,α,p
∏|α|
j=1 ∂
βα,p,jf . As a consequence,
with the formula ∂i
∏|α|
j=1 gj =
∑|α|
q=1
∏|α|
j=1 ∂
δq,jeigj , we obtain for any f ∈ C∞(Rn,R∗+),
∂α
′ 1
fs =
1
f |α
′|+s
( ∑
p∈Jα
−(|α|+ s)λs,α,p(
|α|∏
j=1
∂β
α,p,j
f)∂if +
∑
(p,q)∈Jα×N|α|
λs,α,p(
|α|∏
j=1
∂δq,jei+β
α,p,j
f)f
)
.
Thus, if we take Jα′ = Jα
∐
(Jα × N|α|), λs,α′,ep := −(s+ |α|)λs,α,p if p˜ = p ∈ Jα, λs,α′,ep := λs,α,p
if p˜ = (p, q) ∈ Jα×N|α|, βα′,ep,j := βα,p,j if p˜ = p ∈ Jα and 1 ≤ j ≤ |α|, βα′,ep,j := ei if p˜ = p ∈ Jα
and j = |α| + 1 = |α′|, βα′,ep,j := δq,jei + βα,p,j if p˜ = (p, q) ∈ Jα × N|α| and 1 ≤ j ≤ |α| and
βα
′,ep,j := 0 if p˜ = (p, q) ∈ Jα ×N|α| and j = |α|+ 1 = |α′|, the result now holds for α′.
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In the following we set the convention J0 := { 1 }, λs,0,1 := 1 and
∏0
j=1 := 1, so that the
formula giving ∂α 1fs in the previous lemma is still valid when α = 0. When s ∈ N∗, the result
is also valid for complex valued nowhere zero smooth functions.
We noteHP the space of C
∞(R2P ,R) functions of the form (r, θ) 7→ a(θ) cosh r+b(θ) sinh r
where a, b ∈ B(R), and AP,k the space of functions f ∈ C∞(R2P ,R) such that for any 2-multi-
index (α, β) with α ≤ k ∈ N, there is Cα,β > 0 such that for any (r, θ) ∈ R2P , |∂α,βf(r, θ)| ≤
Cα,β〈r〉k−α, and also such that for any 2-multi-index (α, β) with α ≥ k + 1, there is C ′α,β > 0
such that for any (r, θ) ∈ R2P , |∂α,βf(r, θ)| ≤ C ′α,βe−2r. Clearly, AP,k ⊂ SP,k where SP,k is the
space of functions f ∈ C∞(R2P ,R) such that for any 2-multi-index (α, β), there is Cα,β > 0 such
that for any (r, θ) ∈ R2P , |∂α,βf(r, θ)| ≤ Cα,β〈r〉k−α. By Leibniz rule, SP,kSP,k′ ⊆ SP,k+k′. We
note NP the space of functions f ∈ C∞(R2P ,R) such that for any 2-multi-index (α, β) there is
Cα,β > 0 such that for any (r, θ) ∈ R2P , |∂α,βf(r, θ)| ≤ Cα,βe−2r. If r0 > 0 we define the spaces
HP,r0, AP,k,r0, SP,k,r0 and NP,r0 exactly as before, except that we now replace the domain R
2
P
by R2P,r0 :=]r0,+∞[×]− π, π[.
Lemma 5.5. Let f, g, h,w ∈ HP,r0 where r0 > 0, such that there is ε > 0, C > 1 such that for
any (r, θ) ∈ R2P,r0, f ≥ C, f ≥ ε er and h2 + g2 ≥ ε e2r.
(i) The functions w
(h2+g2)3/2
, w
(f2−1)3/2
and any function of the form (r, θ) 7→
P4
k=−4 bk(θ)e
kr
((h2+g2)(1+h2+g2))3/2
,
where bk ∈ B(R), are in NP,r0.
(ii) The functions argch
√
1 + h2 + g2 and argch f are in AP,1,r0.
(iii) The functions w√
h2+g2
and w√
f2−1
are in AP,0,r0.
Proof. (i) We give a proof for w
(h2+g2)3/2
. The other cases are similar. By Proposition 5.4 and
Leibniz rule, we have for any 2-multi-index ν,
∂ν w
(h2+g2)3/2
=
∑
ν′≤ν
( ν
ν′
)
∂ν−ν
′
w
(h2+g2)3/2+|ν
′|
∑
p∈Jν′
λ3/2,ν′,p
|ν′|∏
j=1
∂β
ν′ ,p,j
(h2 + g2) .
Note that we have for any 2-multi-index ν, ∂ν(h2 + g2) = O(e2r) and ∂νw = O(er). The result
follows.
(ii) By (i), since ∂2r argch
√
1 + h2 + g2 is of the form (r, θ) 7→
P4
k=−4 bk(θ)e
kr
((h2+g2)(1+h2+g2))3/2
where bk ∈
B(R), and ∂2r argch f is of the form w(f2−1)3/2 where w ∈ HP,r0, we only need to check that for
0 ≤ α ≤ 1, and β ∈ N, ∂α,β argch
√
1 + h2 + g2 = O(〈r〉1−α) and ∂α,β argch f = O(〈r〉1−α).
Since ∂r argch
√
1 + h2 + g2 = (∂rh)h+(∂rg)g√
(h2+g2)(1+h2+g2)
, ∂r argch f =
∂rf√
f2−1
, ∂θ argch
√
1 + h2 + g2 =
(∂θh)h+(∂θg)g√
(h2+g2)(1+h2+g2)
and ∂θ argch f =
∂θf√
f2−1
, the result follows from an application of Proposition
5.4.
(iii) By (i), since ∂r
w√
h2+g2
is of the form w1
(h2+g2)3/2
where w1 ∈ HP,r0, and ∂r w√f2−1 is of the
form w2
(f2−1)3/2
where w2 ∈ HP,r0, we only need to check that for β ∈ N, ∂0,β w√h2+g2 = O(1) and
∂0,β w√
f2−1
= O(1). This is a direct consequence of Proposition 5.4.
Proof of Theorem 5.2. By Lemma 2.14 (iii) and Proposition 2.12, it is sufficient to prove that
for any p := (x, y) ∈ R2\{ 0 }, exp−1p ◦ exp0 and exp−10 ◦ expp are in G1(R2). A computation
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based on (5.2) and (5.3) shows that on R2P ,
exp−1p ◦ exp0 ◦χ−10 = (argch f)
(
w1√
f2−1
, w2√
f2−1
)
,
exp−10 ◦ expp ◦χ−1x = (argch
√
1 + h2 + g2)
(
h√
h2+g2
, g√
h2+g2
)
,
where
f(r, θ) := cosh r cosh y cosh x− sinh r(sinhx cos θ + sinh y coshx sin θ) ,
w1(r, θ) := − cosh r cosh y sinhx+ sinh r(coshx cos θ + sinh y sinhx sin θ) ,
w2(r, θ) := − cosh r sinh y sech x+ sinh r sin θ cosh y sechx ,
h(r, θ) := cosh r sinhx+ sinh r cosh x cosx θ ,
g(r, θ) := cosh r cosh x sinh y + sinh r(sinhx sinh y cosx θ + coshx cosh y sinx θ) .
All these functions belong to HP and f ≥ 1. Note that f(r, θ) = 1 if any only if exp0 χ−10 (r, θ) =
p, in which case exp−1p ◦ exp0 ◦χ−10 (r, θ) = 0, so that exp−1p ◦ exp0 ◦χ−10 is well defined as a smooth
function on the whole R2P . The same argument holds for exp
−1
0 ◦ expp ◦χ−1x . We check that
1
2(cosh x cosh y −
√
cosh2 x cosh2 y − 1)er ≤ f(r, θ) ≤ cosh r eargch(cosh x cosh y)
so that by defining r0 := log 2/ε where 0 < ε < min{ 1, 12(cosh x cosh y−
√
cosh2 x cosh2 y − 1) }
we have for any (r, θ) ∈ R2P,r0, f(r, θ) ≥ εer ≥ 2. Note also that for any v ∈ R2C , we have
argch f(χ0(v)) =
∥∥exp−1p ◦ exp0(v)∥∥p and
argch
√
1 + h2(χx(v)) + g2(χx(v)) =
∥∥exp−10 ◦ expp(v)∥∥0 .
The first equality entails (since exp−1p ◦ exp0(R2C) is a dense open subset of R2) that for any v in
R
2, cosh ‖v‖p ≤ cosh
∥∥exp−10 ◦ expp(v)∥∥0 eargch(cosh x cosh y). We then obtain for any (r, θ) ∈ R2P ,√
1 + h2 + g2 ≥ cosh r e− argch(cosh x cosh y). In particular, defining
r′0 := argch(
√
2 exp(argch(cosh x cosh y))),
we get for any r ≥ r′0, the following estimate h2+ g2 ≥ 18e−2 argch(cosh x cosh y)e2r. If we now apply
Lemma 5.5 for the space HP,r′′0 where r
′′
0 := max{ r0, r′0 }, we see that exp−1p ◦ exp0 ◦χ−10 and
exp−10 ◦ expp ◦χ−1x are in SP,1. The result then follows from Lemma 5.3.
6 Conclusion
We have seen in this paper certain hypothesis on the geometry (Sσ or OM -bounded geometry) of
a manifold with linearization that allows a coordinate free definition of most of the topological
vector spaces that are needed for Fourier analysis and global complete symbol calculus with
uniform and decaying control over the x variable. Given a linearization on the manifold with
some properties of control at infinity, we constructed symbol maps and λ-quantization, explicit
Moyal star-products on the cotangent bundle, and classes of pseudodifferential operators. We
proved a stability under composition result, and an associated symbol product asymptotic for-
mula under a hypothesis (Cσ) of control at infinity of the linearization. The calculus presented
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here is a generalization of the standard and SG symbol calculi over the Euclidean space Rn and
can be applied to the hyperbolic 2-space since, as proven in section 5.2, it has a S1-bounded
geometry. L2-continuity of pseudodifferential operators of order (0, 0) has been established in
section 4.5 under the hypothesis (HV ). We do not know however if this result still holds without
this hypothesis.
The full analysis of the obtained Moyal product on S(T ∗M) and spectral properties of
pseudodifferential operators in Ψl,mσ remain to be studied. Extension and connection of the
symbol calculus presented here could be made with, for instance, noncommutative geometry
(Gayral, Gracia-Bond´ıa, Iochum, Schu¨cker and Va´rilly [18]), the magnetic Moyal calculus (If-
timie, Mantoiu and Purice [23]), spectral asymptotics (Shubin [46]), essential self-adjointness
(Braverman, Milatovich and Shubin [6]), Fourier integral operators (Coriasco [11], Ruzhansky
and Sugimoto [36, 37]), Wiener type calculus (Sjo¨strand [48, 49]), generalized operators (Garetto
[17]), Gelfand–Shilov spaces (Cappiello, Gramchev and Rodino [7]), regularized traces (Paycha
[33]), and white noise analysis for an infinite dimensional Moyal product (Le´andre [26] and Dito
and Le´andre [12]).
Acknowledgements
Thanks are due to my Ph.D. advisor Bruno Iochum, Thomas Krajewski, Thomas Schu¨cker,
Sylvie Paycha, Gerd Grubb, Ryszard Nest, Moulay-Tahar Benameur, Ludwik Da¸browski, Michael
Puschnigg, Victor Gayral, Mathieu Beau and Baptiste Savoie for helpful discussions and obser-
vations.
References
[1] B. Ammann, R. Lauter and V. Nistor, “Pseudodifferential operators on manifolds with a
Lie structure at infinity”, Ann. of Math. (2) 165 (2007), no. 3, 717-747.
[2] R. Beals, “A general calculus of pseudodifferential operators and applications”, Duke Math.
J. 44 (1977), 45–57.
[3] N. Berline, E. Getzler and M. Vergne, Heat kernels and Dirac operators, Springer-Verlag,
New York, 1992.
[4] J. Bokobza-Haggiag, “Operateurs pseudodiffe´rentiels sur une varie´te´ diffe´rentiable”, Ann.
Inst. Fourier. 19 (1969), 125–177.
[5] M. Bordemann, N. Neumaier and S. Waldmann, “Homogeneous Fedosov star products on
cotangent bundles. I. Weyl and standard ordering with differential operator representation”,
Comm. Math. Phys. 198 (1998), no. 2, 363–396.
[6] M. Braverman, O. Milatovich and M. Shubin, “Essential selfadjointness of Schro¨dinger-type
operators on manifolds”, Russian Math. Surveys 57 (2002), no. 4, 641–692.
[7] M. Cappiello, T. Gramchev and L. Rodino, “Gelfand–Shilov spaces, pseudodifferential op-
erators and localization operators” Modern trends in pseudodifferential operators, 297-312,
Oper. Theory Adv. Appl., 172, Birkhauser, Basel, 2007.
63
[8] G.M. Constantine and T.H. Savits, “A multivariate Faa di Bruno formula with applica-
tions”, Trans. Amer. Math. Soc. 348 (2) (1996), 503–520.
[9] H.O. Cordes, “A global parametrix for pseudodifferential operators over Rn, with applica-
tions”, preprint 90 (1976), SFB 72, Bonn.
[10] H.O. Cordes, The technique of pseudodifferential operators, Cambridge Univ. Press 1995.
[11] S. Coriasco, “Fourier integral operators in SG classes I Composition theorems and action
on SG Sobolev spaces”, Rend. Sem. Mat. Univ. Pol. Torino, 57 4 (1999), 249–302.
[12] G. Dito and R. Le´andre, “A stochastic Moyal product on the Wiener space”, J. Math.
Phys., to appear.
[13] L. Drager, “On the intrinsic symbol calculus for pseudodifferential operators on manifolds”,
Ph.D. Dissertation, Brandeis University, 1978.
[14] F. Dumitrescu, “Superconnections and parallel transport”, Ph.D. Dissertation, University
of Notre Dame, 2006.
[15] S. Fulling, “Pseudodifferential operators, covariant quantization, the inescapable VanVleck-
Morette determinant, and the R/6 controversy”, Proceedings of the Richard Arnowitt Fest.
Relativity, Particle Physics and Cosmology, Texas A&M University, College Station, 1999,
329-342.
[16] S. Fulling and G. Kennedy, “The resolvent parametrix of the general elliptic linear differen-
tial operator: a closed form for the intrinsic symbol”, Trans. Amer. Math. Soc. 310 (1988),
583–617.
[17] C. Garetto, “Pseudodifferential operators in algebras of generalized functions and global
hypoellipticity”, Acta Appl. Math., 80(2) (2004), 123-174.
[18] V. Gayral, J.M. Gracia-Bond´ıa, B. Iochum, T. Schu¨cker and J. Va´rilly, “Moyal planes are
spectral triples”, Commun. Math. Phys. 246 (2004), 569–623.
[19] E. Getzler, ”Pseudodifferential operators on supermanifolds and the Atiyah-Singer index
theorem”, Commun. Math. Phys. 92 (1983), 163–178.
[20] K.S. Gu¨ntu¨rk, “Covariant Weyl quantization, symbolic calculus and the product formula”,
Ph.D. Dissertation, Texas A&M University, 2006.
[21] S. Gutt, “An explicit ∗-product on the cotangent bundle of a Lie group”, Lett. Math. Phys.
7 (1983), 249–258.
[22] L. Ho¨rmander, The analysis of linear partial differential operators III, Springer, New York,
1984.
[23] V. Iftimie, M. Mantoiu and R. Purice, “Magnetic pseudodifferential operators”, Publ. Res.
Inst. Math. Sci. 43 (2007), no. 3, 585–623.
[24] J. Jost, Riemannian geometry and geometric analysis, Springer-Verlag, Berlin, Heidelberg,
2005.
64
[25] S. Lang, Fundamentals of differential geometry, Springer, New York, 2001.
[26] R. Le´andre, “Deformation Quantization in White Noise Analysis”, SIGMA 3 (2007), 027.
[27] L. Maniccia and P. Panarese, “Eigenvalue asymptotics for a class of md-elliptic ψdo’s on
manifolds with cylindrical exits”, Ann. Mat. Pura Appl. (4) 181 no. 3 (2002), 283–308.
[28] R. Mazzeo and R. Melrose, “Pseudodifferential operators on manifolds with fibred bound-
ary”, Asian Journal of Mathematics 2 No. 4 (1999), 833–866.
[29] R. Melrose, Introduction to microlocal analysis, Lecture notes from courses taught at MIT,
2007.
[30] R. Melrose, “Pseudodifferential operators, corners and singular limits”, Proc. Internat.
Congress of Mathematicians (Kyoto, August 1990), Math. Society of Japan, Tokyo,
Springer-Verlag, New York, 1990, 217-234.
[31] B. Monthubert, “Groupoids and pseudodifferential calculus on manifolds with corners”, J.
Funct. Anal. 199 (2003), no. 1, 243–286.
[32] C. Parenti, “Operatori pseudodifferenziali in Rn e applicazioni”, Ann. Mat. Pura Appl. 93
(1972), 359–389.
[33] S. Paycha, “(Second) Quantised resolvents and regularised traces”, Journal of Geometry
and Physics 57 (2007), 1345-1369.
[34] M.J. Pflaum, “A deformation theoretical approach to Weyl quantization on Riemannian
manifolds”, Lett. Math. Physics 45 (1998), 277–294.
[35] M.J. Pflaum, “The normal symbol on Riemannian manifolds”, New York J. Math. 4 (1998),
97–125.
[36] M. Ruzhansky and M. Sugimoto, “Global calculus of Fourier integral operators, weighted
estimates, and applications to global analysis of hyperbolic equations”, in Operator Theory:
Advances and Applications, Vol. 164, 65–78, 2006.
[37] M. Ruzhansky and M. Sugimoto, “Global L2-boundedness theorems for a class of Fourier
integral operators”, Comm. Partial Differential Equations, 31 (2006), 547–569.
[38] M. Ruzhansky and M. Sugimoto, “Weighted Sobolev L2 estimates for a class of Fourier
integral operators”, arXiv:0711.2868v1 [math.AP].
[39] Y. Safarov, “Pseudodifferential operators and linear connections”, Proc. London. Math.
Soc. (3) 74 (1997), 379–416.
[40] E. Schrohe “Spaces of weighted symbols and weighted Sobolev spaces on manifolds”, in
Proceedings, Oberwolfach, 1256 (eds. H.O. Cordes, B. Gramsch and H. Widom), Springer
LNM, New York, 1986, 360–377.
[41] V.A. Sharafutdinov, “Geometric symbol calculus for pseudodifferential operators. I”,
Siberian Adv. Math. 15 (2005), no. 3, 81–125.
[42] V.A. Sharafutdinov, “Geometric symbol calculus for pseudodifferential operators. II”,
Siberian Adv. Math. 15 (2005), no. 4, 71–95.
65
[43] M. Shubin, Pseudodifferential operators and spectral theory, Springer, Berlin, 2001.
[44] M. Shubin, “Pseudodifferential operators in Rn”, Soviet Math. Dokl. Vol. 12 (1971), No. I,
147–151.
[45] M. Shubin, “Pseudodifferential almost-periodic operators and von Neumann algebras”,
Trans. Moscow Math. Soc., Issue 1 (1979), 103–166.
[46] M. Shubin, “Spectral theory of the Schro¨dinger operators on non-compact manifolds: qual-
itative results”, Spectral theory and geometry (Edinburgh, 1998), 226–283, London Math.
Soc. Lecture Note Ser., 273, Cambridge Univ. Press, Cambridge, 1999.
[47] B.W. Schulze, Boundary value problems and singular pseudodifferential operators, J. Wiley
& Sons, Chichester, 1998.
[48] J. Sjo¨strand ,“An algebra of pseudodifferential operators”, Mathematical Research Letters
1 (1994), 185-192.
[49] J. Sjo¨strand, “ Wiener type algebras of pseudodifferential operators”, Se´minaire E´quations
aux de´rive´es partielles (dit ”Goulaouic-Schwartz”) (1994-1995), Exp. No. 4.
[50] F. Treves, Introduction to pseudodifferential and Fourier integral operators, Plenum Press,
New York, 1980.
[51] T. Voronov, “Quantization on supermanifolds and the analytic proof of the Atiyah–Singer
index theorem”, J. Soviet Math. 64(4) (1993), 993–1069.
[52] T. Voronov, “Quantization of forms on cotangent bundle”, Comm. Math. Phys. 205 (1999),
no. 2, 315–336.
[53] H. Widom, “Families of pseudodifferential operators”, Advances in Mathematics Supple-
mentary Studies 3 (1978), 345–395.
[54] H. Widom, “A complete symbolic calculus for pseudodifferential operators”, Bull. Sci. Math.
104 (1980), 19–63.
66
