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Introduction
1.1 Background and motivation
Decisions in a large number of optimization problems are made by use of simulation software
coupled with a suitable mathematical optimization algorithm, e.g. problems in finance [1],
transportation [2], production [3], biochemical engineering [4], engineering design [5], etc.
This approach has proven to be much more efficient than the conventional trial-and-error
processes. Also in the field of optimization of metal forming processes, substantial progress
has been made to fulfill higher technical and economical requirements [6, 7]. This has been
possible in great part, thanks to the developments of faster digital computers, more sophis-
ticated computing techniques and the coupling of simulation software based on the Finite
Element Method (FEM) to mathematical optimization techniques [8].
A deterministic optimization strategy for metal forming processes has been developed at the
University of Twente [9–25]. In the case of deterministic optimization, the non-stochastic
design variable can be exactly controlled and set to a certain value. The input and the
output of the optimization procedure will be deterministic in this case.
However, in real metal forming processes, design variables show variability and randomness
[26–29]. These uncertainties are an inherent characteristic of nature and cannot be avoided.
One can think of scatter of external loads, environmental conditions like temperature vari-
ation, material properties, variation of the coefficient of friction, etc. Next to controllable
design variables, the processes are thus influenced by noise variables or stochastic variables.
This type of variable cannot be exactly controlled and posses an unknown or known distri-
bution. In the latter case, the variable can be expressed in most cases by a mean value and a
corresponding standard deviation [30]. The input variation is subsequently translated to the
response quantity, which will now also display a distribution instead of a deterministic value.
With continuous demands placed upon manufacturers to meet and improve quality require-
ments, quality control plays an important part in most industrial processes. A method
that uses statistical techniques to monitor and control product quality is called Statistical
Process Control (SPC). Typically, SPC applications involve three major tasks in sequence:
(1) monitoring the process, (2) diagnosing the deviated process and (3) taking corrective
action. What action should be taken to adjust the process is uncertain and is evaluated
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based on knowledge of the system and past experience [31, 32].
With the movement towards a computer integrated manufacturing environment, computer
based applications need to be developed which enables the implementation of the various
SPC tasks automatically. The ability to accurately predict the performance of a metal
forming process to perturbations in the many input parameters is crucial in this case. In
fact, very often an obtained deterministic optimum lies at the boundary of one or more
constraints. The natural variation in material, lubrication and process settings might lead
to a high number of violations of constraints, resulting in a high scrap rate [33, 34]. To
avoid this undesirable situation, uncertainty has to be taken in account explicitly in the
optimization strategy to prevent product defects like wrinkling, material fracture, shape
defects for example due to springback, etc.
A first approach to account for uncertainties in optimization problems was made by imple-
menting safety factors. The factor should compensate for performance variability caused
by system variations. Larger safety factors are correlated with higher levels of uncertainty.
In most cases these factors are derived based on past experience but do not absolutely
guarantee safety or satisfactory performance [35]. In recent years, several approaches have
been developed that explicitly account for uncertainty [36, 37]. This is reflected in e.g. a
special issue of the journal Computer Methods in Applied Mechanics and Engineering [38]
and several research projects [31, 39–44]. Moreover, several FEM packages already com-
bine statistical process control techniques with Finite Element (FE) simulations to quantify
robustness, e.g. Autoform–Sigma [44–47] and LS-Opt [48–50]. However, these packages
mainly focus on the quantification of reliability or robustness of a given solution, rather
than optimization under uncertainty. In [51] the deterministic optimization strategy pro-
posed in [13], is extended to take uncertainties of design variables into account [52–55]. This
approach enables the quantification and optimization of a process or design’s performance
liable to uncertainty although the accuracy and application remains limited.
The goal of this work is to review the theory and methodology that has been developed up
to now to cope with the complexity of optimization under uncertainty. It specifically focuses
on metal forming processes since this report is part of the M2i project M22.1.08.303 ’Design
of robust forming processes by numerical simulation’. This project aims at developing an
optimization strategy for metal forming processes liable to uncertainty [56]. The optimiza-
tion strategy should be generally applicable to any metal forming product or process and
must be suitable for use with any commercially available FEM package.
Before the outline of this report is given in Section 1.4, optimization in general will be
briefly introduced in Section 1.2. After this introduction, Section 1.3 will summarize some
critical remarks concerning optimization.
1.2 Optimization in general
The basic idea of optimization is to minimize an objective function f by finding the optimal
value of one or more design variables x. Moreover, several types of restrictions or constraints
can be present like equality constraints h, inequality constraints g or box constraints. The
latter type of constraint is sometimes denoted as bounds, defining the domain in which the
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design variables are allowed to vary by an upper and a lower bound. These bounds are
denoted by ub and lb respectively. In general, an optimization problem can be described
by the following mathematical formulation:
find x
min f(x)
s.t. h(x) = 0 (1.1)
g(x) ≤ 0
lb ≤ x ≤ ub
Solving an optimization problem can be defined as finding the optimal value(s) of the
design variable(s) which minimizes the objective function subject to (s.t.) different types
of constraints. This process requires an optimization algorithm suitable for the specific
problem. Both the inequality and the equality constraint can be divided further in linear or
non-linear and explicit or implicit constraints. Explicit constraints depend directly on the
design variables whereas implicit constraints indirectly depend on the design variables. In
the latter case, an evaluation of the constraint function is necessary for evaluating whether
the constraint is satisfied or not [13].
1.3 Critical remarks
The goal of an optimization procedure is to search for an optimal design with a high preci-
sion. As mentioned before, the focus of this work is mainly on solving optimization problems
concerning metal forming processes by numerical simulation. Before the available literature
on optimization under uncertainty is reviewed, some critical remarks are mentioned here
the reader should be aware of.
- The optimization procedure is performed using models and/or approximations of the
real world. In most cases, the error of the model is not known. If this is the case, one
cannot be certain that the model optimum can be mapped to the true optimum. This
means that the optimal solution, even if computed very accurately, may be difficult
to implement in the real world application [35, 36, 57, 58]. Validation of the model
optimum with the physical process is thus highly recommended.
- If the optimization objective is to improve the product quality, one should also check
the economical feasibility of the improved product. In general there is a tradeoff
between a potentially more complex and expensive manufacturing process and the
performance gain by the new design. In [33] it is therefore proposed to optimize
towards an economical optimal product or process instead of optimizing towards the
qualitative optimum.
- The optimal design following from an optimization procedure is a static optimum.
However, reality is dynamic. Process parameters or environmental parameters can
change in time, so the static optimum is only valid for a limited time span [42].
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- Both the objective function and the implicit constraints require an evaluation of the
response since they implicitly depend on the design variables. Each response evalua-
tion is performed by running a computationally expensive non-linear FEM calculation.
Since an optimization algorithm requires several—often many—response evaluations
to converge to an optimum, a series of FEM simulations must be performed. Therefore,
an efficient algorithm should be used to minimize the number of FEM simulations.
- Especially optimization procedures that incorporate uncertainties are significantly
more computationally expensive compared to their deterministic counterparts. This
is because evaluation of both the objective function and constraints are more costly
under uncertain conditions. An appropriate and efficient technique for coping with
uncertainty in the optimization procedure should therefore be used.
- To limit the computational burden when combining optimization strategies with FEM
simulations, only a limited amount of parameters can be studied. Since problems
concerning metal forming processes are often large scale (many design variables), they
must be reduced to small scale problems by assuming an optimum value for certain
design variables. Other procedures to make the design problem less computational
expensive, are the use of approximation concepts and parallel computing [59].
- A final critical remark is made about the use numerical simulations in the optimization
process since they can introduce new sources of scatter, also known as numerical noise
[46, 60]. See [61] for a detailed discussion on sources of errors present in the finite
element simulation of metal forming processes.
1.4 Outline
This literature survey is divided into 5 chapters. The overview begins with an identifica-
tion of the different sources of uncertainties (Chapter 2) that can be encountered in the
optimization process. Chapter 3 provides different approaches for evaluating the effects
of these uncertainties and means to incorporate them in the objective function. Mod-
elling optimization problems is only one side of the coin, solving the problem is the other
often computationally demanding side. The different calculation methods will therefore
be reviewed in Chapter 4. The focus will mainly be on approaches suitable for coupling
simulation software based on computationally expensive FE calculations to mathematical
optimization techniques. In Chapter 5 a discussion on the most promising approach for
optimization under uncertainty of metal forming processes is given and advantages and
shortcomings of different approaches are reviewed. The final chapter, Chapter 6, presents
the conclusions of the literature review and fields of future work.
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Sources of Uncertainty
2.1 Introduction
Optimization under uncertainty requires information about the uncertainties influencing the
system. Before proceeding with different approaches to account for uncertainty in Chapter
3, one needs to identify the different sources of variation. Each type of uncertainty requires
a different approach for use in the optimization procedure.
2.2 Classification scheme of uncertainty
There are different possibilities to classify uncertainties which the designer has to deal with.
Figure 2.1 depicts a P-diagram of a numerical model used to describe the real physical
product or process. It represents the schematic relationship between the input of the model
and the response.
…
…
Model uncertaintyUncertainties: zp
Design parameters: p
Design variables: x
Response: fProduct / Process
Uncertainties: zx
Figure 2.1: P-Diagram
A metal forming process or product has an output or response f which depends on the
input. The input can be divided into design variables x and design parameters p. The
design parameters are provided by the environment in which it is embedded in, e.g. tem-
perature, humidity, etc. The output behavior of the system can be controlled by the design
variables, e.g. process settings, tooling geometry, etc. This can be described by the following
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mathematical formulation:
f = f(x,p) (2.1)
The uncertainty is the input the designer cannot control in an industrial setting like a metal
forming process, although it causes response variation. Different types of variation can be
present:
A Design parameter uncertainty. This type of uncertainty, denoted by zp, is caused
by changing environmental and operating conditions. The environmental input can
be categorized as energy, information and material. Examples of design parameter
variations are force changes, temperature changes, drift, etc. Also note that material
parameters can show variation. Once a material has been selected, the material
parameters cannot be controlled anymore. The parameter variation must now be
taken in account as a noise variable.
B Design variable uncertainty. This type of uncertainty is caused by the limited degree
of accuracy in which a design variable can be controlled. One can think of material
thickness variation, tooling geometry tolerances, actuator inaccuracy, process force
variation, etc. Design variable uncertainty will often enter the process in terms of a
perturbation zx of the design variables x. This results in:
f = f(x+ zx,p) (2.2)
The design variable uncertainty may also depend on x via a coupling, e.g. zx = ǫx.
Note that certain design parameters and design variables can be interchanged. For
example, if the process force is used as a variable to influence the response, it will be a
design variable. If this parameter is set constant (with or without a certain variation),
it will be a design parameter.
C Model uncertainty. When using numerical techniques to describe the real physical
process, the designer has to deal with model uncertainties like numerical noise [46, 61].
The response can be effected by for example automatic step size adaptation of a
simulation or adaptive remeshing. The resulting model uncertainty depends on the
input of the system. The presence of this type of uncertainty is represented in Figure
2.1 by an arrow coming out of the system and entering the system again since it can
be seen as an internal error of the model itself.
D Constraint uncertainty. Two types of constraint uncertainty can be distinguished.
The first type is variation of the design space or constraints since they often depend
on the design variables and/or design parameters and the accompanying uncertainties
[36]. The uncertainty concerning the fulfillment of the constraints the design variables
must obey, is different from the previous uncertainties in that it does not consider the
uncertainty effects on f but on the design space.
The second type of constraint uncertainty will be explained by an example using a
Forming Limit Diagram (FLD). A FLD for a particular sheet metal, is a graphic
representation illustrating the limits of the principal strain which the sheet may be
subject to without failure, in a given forming process. A Forming Limit Curve (FLC)
itself is generally based on experimental results and therefore some uncertainty exists
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regarding its shape and position [62]. This uncertainty can be seen as the second type
of constraint uncertainty.
One can also use a different classification scheme of uncertainties, differentiating the un-
certainties in non-cognitive and cognitive sources. The former source of uncertainty, also
called random uncertainty or aleatory uncertainty [63], is of physical nature. One can think
of the inherent randomness in all physical observations, statistical uncertainty due to lack
of precise information about the variation, etc. The latter source of uncertainty, also called
epistemic uncertainty [64], reflects the lack of knowledge a designer has about the problem
of interest.
Another classification scheme proposed in [42] describes the different types of uncertainty
according to the stage of a process or product’s lifecycle in which the variation will appear.
For example, in the design stage, uncertainties can be caused by model errors as well
as incomplete knowledge about the system. In the manufacturing stage, manufacturing
tolerances and material scatter will introduce uncertainty. Temperature changes and load
fluctuations can be recognized as sources of variability in the service time of a product
or process. Finally, in the aging stage, deterioration of material properties may result in
performance variability.
2.3 Conclusions
The presence of uncertainty will cause variation in the response. To prevent deterioration
of the products or process performance caused by the uncertainty, optimization can be
applied while taking in account the influence of the noise variables. A first step in this
process is to identify and classify the different sources of variation present in the system
under consideration. The classification scheme followed in this report is depicted in Figure
2.1. It shows the schematic relation between the input of the product or process and the
response. The different types of uncertainties influencing the response can be divided into
design parameter uncertainty, design variable uncertainty, model uncertainty and constraint
uncertainty.
There are several possibilities to mathematically quantify the types of uncertainties. The
different approaches to account for uncertainty in an optimization procedure are described
in Chapter 3.
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Accounting for Uncertainty
3.1 Introduction
This chapter will describe the main approaches developed to account for uncertainty. Most
of these methods have been developed to such extend that they can be applied to challeng-
ing engineering problems. This chapter is not intended to present an exhaustive review of
the approaches with their applications. Instead, an overview is presented to give the reader
an idea of the modeling philosophies available for coping with uncertainty. Fundamental
differences of the modeling philosophies will be pointed out such that it can be used as a
guideline for choosing a suitable approach from the viewpoint of optimization under uncer-
tainty of metal forming processes.
First, an introduction on describing stochastic randomness is given in Section 3.1.1. This
description is used in the reliability based optimization approach and robust optimization
approach where uncertainties are handled in a probabilistic way. These approaches will
be discussed in Section 3.2 and 3.3 respectively. Thereafter, in Section 3.4 the worst case
scenario based optimization approach or deterministic optimization approach will be dis-
cussed. Finally, Section 3.5 describes several non-probabilistic approaches including interval
modeling and fuzzy sets. In Section 3.6 the main conclusions regarding the four approaches
are recapitulated and the most promising approaches are chosen for further evaluation in
Chapter 4.
3.1.1 Probabilistic description of uncertainty
In the practical engineering problems, randomness of the uncertain parameters are often
modeled as a set of discretized random variables. Suppose X is a random variable and n
observations of X are given. The particular realization of a random variable or the samples
of X are given by x or x1, x2, ..., xn. The statistical description of a random variable X can
be completely described by a cumulative distribution function (CDF) or a probability density
function (PDF), denoted by PX(x) and pX(x) respectively. To calculate the probability Pr[ ]
of X having a value between x1 and x2, the area under the PDF between these two limits
9
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needs to be calculated. This can be expressed by:
Pr[x1 < X ≤ x2] =
x2∫
x1
pX(x) dx = PX(x2)− PX(x1) (3.1)
The PDF is the first derivative of the CDF, that is:
pX(x) =
dPX(x)
dx
(3.2)
An impression of the PDF and CDF for a normal or Gaussian distribution with mean
µX = 0 and standard deviation σX = 1, is given in Figure 3.1.
-4 -2 0 2 4
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
x
p
X
(a)
-4 -2 0 2 4
0
0.2
0.4
0.6
0.8
1
x
P
X
(b)
Figure 3.1: Probability Density Function (PDF) (a) and Cumulative Distribution Function (CDF)
(b) of a Gaussian distribution with mean µX = 0 and standard deviation σX = 1
Now, a general expression for evaluating the expected value E(X), variance Var(X) and
skewness of the random variable is given by Equations (3.3), (3.4) and (3.5) respectively.
When these values are known, one can determine other parameters like the standard devi-
ation σX , mean µX and skewness coefficient [63].
E(X) = µX =
∞∫
−∞
xpX(x) dx (3.3)
Var(X) = σ2X =
∞∫
−∞
(x− µX)
2pX(x) dx (3.4)
Skewness =
∞∫
−∞
(x− µX)
3pX(x) dx (3.5)
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In most metal forming processes, it is necessary to consider more than one random variable
to formulate the problem. These variables can be modeled separately, however it is more
prudent to model the uncertainties jointly. For example, one can think of correlation be-
tween certain material parameters, see [65, 66]. The modeling of joint uncertainties for two
random variables is discussed below. However, this can easily be extended to more than
two random variables.
Suppose X and Y are two random variables with their joint PDF denoted as pX,Y (x,y).
The joint CDF is given by:
PX,Y (x,y) = Pr[X ≤ x,Y ≤ y] =
x∫
−∞
y∫
−∞
pX,Y (u,v) dudv (3.6)
For two random variables, the joint PDF can be described by a three dimensional plot of
which an impression is given in Figure 3.2.
x y
pX,Y
Figure 3.2: Joint Probability Density Function of two random variables
If the random variables are statistically dependent on the values of another random variable,
it is necessary to calculate the separate conditional probability density functions:
pX|Y (x|y) =
pX,Y (x,y)
pY (y)
(3.7)
or
pY |X(y|x) =
pX,Y (x,y)
pX(x)
(3.8)
If X and Y are statistically independent, it can be shown that:
pX,Y (x,y) = pX(x)pY (y) (3.9)
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A measure for the dependence or independence between two random variables is given
by the covariance. The covariance Cov(X,Y) indicates the degree of linear relationship
between two variables. For statistically independent variables, Cov(X,Y) = 0. Otherwise
it can be positive or negative depending on the slope of the linear relation [63].
3.2 Reliability Based Design Optimization (RBDO)
The prevailing models to account for uncertainty in structural engineering handle noise
variables in a probabilistic way. This is also the case in the Reliability Based Design Opti-
mization (RBDO) approach. It provides the means for determining the optimal solution of
a certain objective function, while ensuring a predefined small probability that a product
or process fails.
p
X
x
Reference situation
Robust optimization
Reliability based optimization
LSL USL
V ariability reduction
Shift
Figure 3.3: Reliability based optimization and robust optimization [13]
The probability of violating some pre-defined constraint or limit state, is calculated given
complete or partial information on the probability density functions for uncertain parame-
ters. To achieve a certain reliability level, the whole of the probability density function of
the response is shifted, see Figure 3.3. Note that this is done by explicitly and accurately
determining the area in the tail of the distribution that is outside the specification limit.
Typically, reliability based optimization is formulated as:
12
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find x
min f(x) (3.10)
s.t. Pr[g(x, zx, zp) ≤ 0] ≥ P0
lb ≤ x ≤ ub
with Pr[ ] the probability of constraint satisfaction. The limit state g = 0 separates the
region of failure (g > 0) and success (g < 0) and is a function of the design variables x
and the uncertain variables zx and zp. P0 is the reliability level [13, 36, 67] or performance
requirement [59]. Note that equality constraints h are usually eliminated before the opti-
mization process. The above inequality can be expressed by a multi-dimensional integral
which leads to:
Pr[g(x, zx, zp) ≤ 0] =
∫
g(x,zx,zp)≤0
p(zx, zp) dzx dzp ≥ P0 (3.11)
in which p(zx, zp) is the joint probability density function of probabilistic variables zx and
zp. If the variables are statistically independent, the joint probability function may be
replaced by the product of the individual probability density functions in the integral as
shown in Equation (3.9).
From the theoretical point of view, RBDO has been a well-established concept. However,
computing the integrals in Equation (3.11) appears as a technically involved problem ana-
lytically tractable for very simple cases only. This is because it is often a multi-dimensional
integral equation for which the joint probability density function and/or limit state function
g is unknown in explicit form. In case of metal forming processes, finite element analyses
are thus required to evaluate g. In practice one has to resort to approximate reliability
techniques such as a Monte Carlo Analysis. This technique will be discussed in Section
3.4. Other well-known techniques are the First- and Second-Order Reliability Method,
FORM and SORM respectively. These techniques, and the applications of RBDO found in
literature, will be discussed in Chapter 4.
3.3 Robust design optimization
For robust optimization there is an inextricable link with the name of Taguchi who initiated
a highly influential design philosophy. Taguchi, who is the pioneer of robust design, said:
”robustness is the state where the technology, product, or process performance is minimally
sensitive to factors causing variability (either in the manufacturing or users environment)
and aging at the lowest unit manufacturing cost” [68].
This section is addressed to robust design optimization approach. Similar to the RBDO
approach, uncertainties are handled in a probabilistic way. The principle of robust op-
timization is depicted in Figure 3.4. Robust optimization focuses on optimizing towards
a design that is relatively insensitive with respect to uncertainties. This means that the
13
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variability of the response f is minimized by changing the mean of the stochastic variable.
Selecting design variable setting x2 instead of x1 will yield a narrower response and thus a
more robust design. Note that this approach is different from the RBDO approach which
focuses on the area in the tail of the distribution that is outside the specification limit, see
Figure 3.3.
The probabilistic measure of robustness is generally expressed by an expected value and
variance of the objective function, given by Equation (3.3) and (3.4) respectively [36, 59].
Fundamentally, the mathematical robust optimization formulation is given by:
find x
min σf (x) (3.12)
s.t. Pr[g(x, zx, zp) ≤ 0] ≥ P0
lb ≤ x ≤ ub
In this case, the width of the response distribution is minimized by minimizing the standard
deviation. To ensure a required level of reliability, an additional constraint on the response
must be added. The fulfillment of the uncertain constraints are handled by guaranteeing
them probabilistically, i.e. using Equation (3.11). Robust design optimization problems that
also incorporate this type of constraint formulation are also referred to as reliability-based
robust design optimization problems. For some applications, the robust and reliability based
approach are fused and cannot even be distinguished anymore .
f
xx1 x2
f2
f1
Figure 3.4: Principle of robust optimization [13]
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3.3.1 Moment matching formulation for handling constraints
To reduce the computational burden associated with the evaluation of the probabilistic
feasibility, a simplified approach is widely used in literature [13, 51, 60, 69, 70]. By assuming
the constraint is normally distributed, the constraint can be written as:
µg + kσg ≤ 0 (3.13)
where µg and σg are vectors containing the mean and standard deviation of the uncertain
constraints. The vector k contains the constants that stand for the probability of constraint
satisfaction assuming a normal distribution. For example, k = 3 stands for the probability ≈
0.9973 meaning that 99.73% of the response measurements is below zero which corresponds
to a 3σ reliability. By choosing k = 6, the well-known Six Sigma philosophy is followed
originally developed by Motorola. This kind of constraint formulation is also known as the
moment matching formulation and can also be applied in the RBDO approach.
3.3.2 Multi objective optimization
Different types of optimization formulations can be found in literature. One possibility is
to apply a multi objective formulation, also known as the weighted sum formulation. This
formulation is introduced to consider the minimization of the mean performance and the
response variance simultaneously. It is composed of the mean and the standard deviation
of the objective function:
find x
min α
µf
µ∗f
+ (1− α)
σf
σ∗f
(3.14)
µg + kσg ≤ USL
lb ≤ x ≤ ub
where µ∗f and σ
∗
f are the function values at the optimum. Note that the moment match-
ing formulation is used for handling the constraints. The value of the weighting factor α
is determined depending on the importance of minimization of the mean performance or
variance. It directly becomes clear that when using this robustness measure, the search for
an optimal design appears to be a multiple criteria decision [71–73]. Finding a compromise
solution is known as robust multi-objective optimization in which a set of Pareto-optimal
solutions can be considered as possible compromise solutions. Limitations are known to
exist when using the weighted sum formulation and generating Pareto sets [74, 75]. The
identification of alternative formulations is a topic of current research.
Different calculation techniques are used to solve the robust optimization problems. Avail-
able calculation techniques will be discussed in Chapter 4 accompanied by the applications
found in literature.
3.4 Worst case scenario based optimization
Precise information on the probabilistic distribution of the uncertainties is sometimes scarce
or even absent. This can be caused by, for example lack of experimental data or knowledge
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about the product or process.
If this is the case, a worst case scenario based optimization approach can be applied to
account for uncertainty. In this approach, it is attempted to optimize towards a point as
far away as possible from the failure constraints. It is based on the idea of minimax, i.e.
maximizing the minimum distance between the optimal point and failure constraints. Note
that uncertainties are not accounted for explicitly. Uncertain parameters are modeled us-
ing crisp (deterministic) sets instead of a probability density function for example. This
approach has reduced the incorporation of the variability into a deterministic problem and
will result in a reduced feasible region in which the optimal solution will be sought. Hence,
quantitatively nothing is known about the variation of the response [13, 37, 71]. Applica-
tions of the worst case scenario based optimization approach can be found in [35, 60, 76–78].
To obtain robustness estimates of the deterministic optimum, one can perform a Monte
Carlo Analysis (MCA). The robustness of an optimum can be calculated by averaging over
a certain number of samples keeping the design point x constant. The noise variables are
varied randomly according to a distribution after which one can calculate the mean and
the variance of the optimal design. Subsequently, if the specification limits are known, the
scrap rate can be calculated. The MCA will be discussed in more detail in Section 4.2.
3.5 Non-probabilistic optimization
Similar to the worst case scenario based optimization approach, non-probabilistic methods
have been developed in recent years to deal with optimization problems whereby the prob-
abilistic distributions of the uncertain variables are unknown. These methods, also known
as possibilistic approaches [36, 79], do not require a priori assumptions on PDFs for the
description of uncertain variables [42].
3.5.1 Interval modeling
The first non-probabilistic uncertainty model is the interval model. An interval can be
described by:
X = [xmin, xmax] = {x ∈ ℜ|xmin ≤ x ≤ xmax} (3.15)
In this case, only a value range between the crisp bounds xmin and xmax is known for the
variation. The main focus in the interval model is on the simplest way to calculate upper
and lower values or bounds [64] of the response (and constraints) for the given range of
uncertainty. The interval bounds of the response are known and can subsequently be used
in a general non-linear optimization technique to search for the optimum reliable design by
minimizing the objective function.
3.5.2 Fuzzy sets
Fuzzy sets are a generalization and enhancement of the interval model. In the interval ap-
proach, uncertainty was characterized by crisp sets resulting in a design that is feasible or
not. In the fuzzy set approach, the interval approach is extended by a component of gradual
assignment. The interval values x ∈ [xmin, xmax] are weighted with the aid of membership
values µΩ(x) in the interval [0, 1] describing the degree of membership to the feasible set Ω
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[36, 64, 80]. Assigning intermediate membership grades enables the modeling of uncertain
information that is too ’rich’ in content to be reflected appropriately with interval modeling.
One can think of accounting for information about more or less supposed values within the
interval or the integration of expert evaluations.
As an example, think of using a FLC as a limit state function as mentioned before in Section
2.2. A FLC itself is generally based on experimental results and therefore some uncertainty
exists regarding its shape and position. Since the bounds of the failure domain are not
sharp it can be considered as a fuzzy set and also the failure event must be considered as a
fuzzy failure event [81]. A typical FLD is shown in Figure 3.5. If the strain points in a part
are located in the safe zone, a membership of µΩ(x) = 1 will be assigned. Strain points in
the marginal zone will be assigned an intermediate membership grade 0 < µΩ(x) < 1 and
strain points in the highly probable failure zone are assigned a membership of µΩ(x) = 0.
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Figure 3.5: Typical Forming Limit Diagram (FLD) with marginal zone
The feasibility constraint of the crisp case or probabilistic case (Equation (3.11)) can be
replaced by:
µΩg(x, zx, zp) ≥ µΩ0 (3.16)
So a certain minimum membership µΩ0 is required. This results in soft constraints allowing
for some constraint violations and offering a mathematical way to quantify the membership
of a design solution to the feasible solution. This concept can be extended to model the
reliability of the objective function as well. The idea is to associate the unconstrained
optimum f(x∗) with the membership value µΩf (x
∗) = 1 and the worst performing design
with µΩf (x
∗) = 0 and assigning intermediate values in between. Finding the optimal robust
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design is then done by maximizing the membership grade of the minimum of the membership
grade of the constraints µΩg and objective function µΩf . This can be mathematically
expressed by:
xopt = arg maxx[min(µΩg(x), µΩf (x))] (3.17)
Practical applications of the use of fuzzy sets in metal forming processes can be found in
[7, 79, 81]
3.6 Conclusions
To perform optimization under uncertainty, optimization techniques must be combined with
an approach to account for uncertainty. The main conclusions that can be drawn about the
four approaches discussed in this chapter are given below.
- The reliability based design optimization approach explicitly takes noise variables
into account in a probabilistic way. Note that the behavior of the random variables
must be known since they are implemented by user-provided distribution functions.
The RBDO approach is able to give a quantification of the reliability of the found
optimum. A disadvantage of this approach is the focus on high accuracy in the tail
of the response. This generally requires many FEM simulations which makes RBDO
time consuming.
- The robust optimization approach focuses on optimizing towards a design that is
relatively insensitive with respect to uncertainties by minimizing the variability of the
response. The approach explicitly takes noise variables and response distributions
into account during optimization. Similar to the RBDO approach, this is done in a
probabilistic way. Therefore, a result of robust optimization is a metal forming process
for which the robustness is quantified. Reliability can be taken in account by assigning
constraints in a probabilistic way, or by using the moment matching formulation.
The latter formulation will decrease the computational burden associated with the
evaluation of the probabilistic feasibility. However, this requires the assumption of
the constraint being normally distributed.
- The worst case scenario based optimization approach is a straight forward approach.
However, it is also considered to be a conservative approach since maximizing the
distance to a constraint may result in a robust and reliable solution, but too expensive
or with a very poor performance. Moreover, quantitatively nothing is known about the
variation of the response unless a computationally expensive MCA is applied. This
approach may become prohibitively expensive when FEM simulations are required
and many uncertain parameters are present in the problem.
- If the probabilistic distribution of the uncertain variables are unknown, one has to
resort to non-probabilistic approaches. The fuzzy set approach is the most promising
approach in this case. In general, the fuzzy optimization method bears the limitation
of becoming increasingly computational expensive with an increase in number of fuzzy
input quantities. Moreover, little is known about the optimization of non-monotonic
objective functions and applications in metal forming processes are rare.
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To narrow down the literature review, Chapter 4 will not focus on all four approaches
discussed in this chapter. Instead, the focus will be on approaches most suitable for op-
timization under uncertainty of metal forming processes. It is known from several indus-
trial companies that deal with metal forming processes, that controlling and tuning these
processes to produce successful products is very complex and requires a great amount of
expertise and experience. This is, among other things, gained by performing many product
and process measurements resulting in a great amount of stochastic input and output data.
The availability of probabilistic data favor the use of probabilistic approaches to account for
uncertainty since these approaches explicitly take noise variables and response distributions
into account during optimization.
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Numerical Techniques for Optimization Under Uncertainty
4.1 Introduction
Several approaches to account for uncertainty in an optimization problem are considered in
Chapter 3. The next step is to solve the probabilistically described optimization problem,
i.e. Equation (3.10), (3.12) or (3.14). Computing the integral expressions in the probabilis-
tic measures can be done by a variety of numerical techniques. An overview of available
techniques is given in this chapter and applications found in literature are reviewed. For a
detailed discussion on the mathematical background of the numerical techniques, the reader
is referred to the given references.
The focus of this chapter will be on numerical techniques suitable for coupling simulation
software based on FE calculations to mathematical optimization techniques. In case of this
black-box scenario, the objective function is not available as an explicit, closed-form func-
tion of the input variables. Also the derivatives or gradients are not readily available and
each evaluation of the objective function is time-consuming. The optimization algorithm
should therefore be efficient with respect to the required computational effort. Moreover,
the algorithm must be generally applicable. This means that the algorithm must be suitable
for use by different users, for different products and processes and must be suitable for cou-
pling with different FEM packages. Finally, the algorithm should match the optimization
formulation [13].
The numerical techniques that can be pursued for solving the probabilistically described
optimization problem with implicit objective functions, can be broadly divided into four
categories based on their essential philosophy: Monte Carlo Analysis (Section 4.2), Taguchi
method (Section 4.3), sensitivity-based approach (Section 4.4), and metamodel approach
(Section 4.5). Also combinations of algorithms from different categories are possible which
will be discussed in Section 4.6. In Section 4.7 the main conclusions regarding the different
numerical techniques are recapitulated. Next to the theoretical considerations of the nu-
merical techniques, one should also take the usability in practical applications into account.
The advantages and disadvantages of the different categories of numerical techniques will
therefore be discussed in Chapter 5.
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4.2 Monte Carlo Analysis (MCA)
The Monte Carlo Analysis (MCA) has been widely used for stochastic analysis and can
be regarded as the most general simulation technique and is applicable to any stochastic
analysis [82, 83]. Given the stochastic properties of one or more random variables, a sample
average approximation problem is constructed. An example of an MCA input generation of
2000 sample points is given in Figure 4.1. In case of RBDO, the failure probability integral
of Equation (3.11) is replaced by a corresponding Monte Carlo (MC) sampling estimate.
The probability of failure is simply calculated as the ratio of the number of points violating
the constraints to the number of sample points. Examples of the use of sampling techniques
like the MCA in combination with RBDO can be found in [81, 83–86]. A similar approach
can be followed to approximate the integral expressions in Equation (3.3) and (3.4) in case
of robust optimization. Once the failure probability or mean and standard deviation are
known in space, an optimization algorithm can be used to find the optimal design in terms
of reliability or robustness.
x1
x2
Figure 4.1: Monte Carlo Analysis (MCA) input generation
However, the naive MC approach is computationally expensive, especially when combined
with FE simulations. Therefore, only a limited number of MC samples will generally be
calculated using advanced MC simulation techniques like adaptive MC simulation as shown
in [81], subset simulation [84, 87], importance sampling [85, 88], descriptive sampling [89],
etc. These methods improve the efficiency of the stochastic analysis when compared with
direct MC analyses, but still lead to a large number of time-consuming function evaluations.
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4.3 Taguchi method
Taguchi initiated a highly influential robust optimization approach. The principle of the
Taguchi method is depicted in Figure 3.4. The approach aims at reducing the variability in
the output by identifying proper settings of control variables without eliminating the noise
[68, 90].
In the Taguchi method, the mean and variance are evaluated by using a Design Of Experi-
ment (DOE) based on an inner and outer Orthogonal Array (OA). The inner array consists
of the control factors whose nominal settings can be specified during the design process.
The outer array consists of the noise factors or uncertainties. After performing experiments
or FE simulations based on this type of DOE, Taguchi proposes to analyze the results by
calculating a Signal-to-Noise Ratio (SNR). This represents a performance criterion that
takes the process mean and variance into account. The SNR is defined by:
SNR = −10 log (MSD) (4.1)
where MSD is the Mean Square Deviation for the response. Usually, three categories of
MSDs can be distinguished in the analysis of the SNR, i.e. smaller-the-better, larger-the-
better, and target-the-best. These are given by respectively:
MSD =
1
n
n∑
i=1
f2i (4.2)
MSD =
1
n
n∑
i=1
1
f2i
(4.3)
MSD =
1
n
n∑
i=1
(fi − S)
2 (4.4)
where fi is the value of the i-th response, n is the number of experiments in the outer array,
and S is the target value. Optimization of the response is performed by maximizing the
SNR resulting in a design with minimum variation. Examples of the use of the Taguchi
method can be found in [91–94]. Applications in the field of metal forming processes are
given in [28, 95–99]
4.4 Sensitivity-based approach
The third category of numerical techniques is based on sensitivity analysis. In this method,
the sensitivity of the structural response to the input variables is computed and used in
combination with for example the First Order Reliability Method (FORM) or Second Order
Reliability Method (SORM). The gradients of the implicit objective function are approx-
imated using a sensitivity analysis. Three main categories of sensitivity analysis methods
can be distinguished: the Finite Difference Method (FDM), classical perturbation method
and iterative perturbation method.
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4.4.1 First and Second Order Reliability Method (FORM and SORM)
The development of FORM and SORM can be traced historically to second moment meth-
ods like the First Order Second Moment (FOSM) method, see e.g. [100–102]. Integration
of FORM and SORM into the design optimization process has been widely accomplished.
Applications can be found in aerospace design (see e.g. [103, 104]), multidisciplinary system
design (see e.g. [60, 105]), structural design (see e.g. [106–108], product design (see e.g. [109])
and automotive crashworthiness design (see e.g. [89, 110, 111]). Within metal forming, only
a few examples are encountered combining FORM and SORM with an approximate model.
This combination of numerical techniques will be reviewed in Section 4.5.1. The FORM
and SORM method are numerical techniques used in the RBDO approach to evaluate the
integral of Equation (3.11). For solving Equation (3.10) using FORM, some special con-
ditions are required. Firstly, all the random variables must be expressed using a standard
normal distribution. Secondly, all the random variables must be uncorrelated with respect
to each other such that the joint PDF can be expressed as a multiplication of the PDFs of
the separate random variables, see Equation (3.9). Finally, the limit state function must be
suitable for approximation by a linear or quadratic combination of the random variables. If
these requirements are answered, the multidimensional integral can be transformed into a
one-dimensional integral in a standard normal space with known solution. See for example
[63, 112, 113]. That is:
Pr[g(x) ≤ 0] =
∫
g(x)≤0
p(x)dx = Φ(−β) (4.5)
where Φ is the standard normal CDF and β is the so called reliability index or Most Proba-
ble Point (MPP). The first step is to locate the MPP on the limit state g(x) = 0. Since the
joint PDF (consisting of independent standard normal distributions) is spherically symmet-
ric, this is equivalent to finding the point on the limit state with the smallest distance to the
origin. In other words, the MPP is the point in the standard normal space with the highest
probability at which the structure will fail. Figure 4.2 gives a graphical interpretation of β
for a two dimensional case.
In the next step, the limit state function is expanded in a Taylor series around the MPP.
In the case of FORM, the expansion is truncated after the linear terms resulting in a linear
approximation of the transformed limit state function. The SORM method is an extension
of FORM resulting in a higher accuracy since the limit state function will now be approxi-
mated using a second order Taylor series around the MPP.
The main computational task in this approach is determining the location of the MPP by
a suitable non-linear search algorithm e.g. Rackwitz–Fiessler algorithm [112, 114], NLPQL
algorithm [81, 115], etc. Several alternative approaches are proposed that build on the
theory of the first order approximation approach, e.g. [111, 116].
In case of an implicit objective function, one has to resort to approximate techniques to
determine the required sensitivities or the derivatives of the objective function with respect
to the design variables. One possibility is to combine FORM or SORM with an approximate
model or metamodel, this will be discussed in Section 4.5.1. Three other main categories
of approximate techniques to calculate the sensitivities for FEM will be discussed below.
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Figure 4.2: Graphical interpretation of the Most Probable Point (MPP) in 2D
4.4.2 Finite Difference Method (FDM)
The Finite Difference Method (FDM) can be used to approximate the response sensitivity
with respect to the input variables. The basis of the FDM is a perturbation of each variable
and computing the corresponding change in response through multiple FE simulations.
The perturbation of the variable can be applied in different ways resulting in the forward
difference approach, backward difference approach, and central difference approach. For
example, consider two variables related as Z = g(X). The derivative of Z with respect to
X is defined as:
dZ
dX
= lim
△X→0
△Z
△X
(4.6)
Since g(X) is unknown in explicit form, the derivative can now be approximated by per-
turbing X by a small amount △X and measure the corresponding change in the value Z.
In case of the forward difference approach, the value of X is changed to X + △X. The
new value of Z is computed Z1 = g(X +△X) from which the change in value of Z can be
calculated by △Z = Z1 − Z0. Finally the approximate derivative of Z with respect to X
follows from △Z/△X.
Once the sensitivities have been calculated using a FEM code, the information can be used
to construct a metamodel, see Section 4.5. In the context of RBDO, the resulting closed-
form response function can now be combined with FORM or SORM for calculating the
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failure probability with respect to a limit state function.
A second possibility is to use the sensitivity information in a more direct way. Alternative
numerical techniques have been developed based on the principle of FORM, that only
need the value and gradient information of the response function to search for the MPP
[63]. The value of the response function is simply obtained by a deterministic FE analysis.
The gradients are obtained by the FDM, classical perturbation or iterative perturbation
method. This approach is referred to as the Stochastic Finite Element Method (SFEM)
which integrates FE analyses and probabilistic analyses [117, 118].
4.4.3 Classical and Iterative perturbation
The purpose of these approaches, once again, are to compute the sensitivity of an ob-
jective function to changes in the random input variables. In the classical perturbation
approach, the variation of the response is estimated by keeping account of the variation of
the stochastic input variables at every step of the deterministic analysis. In practical terms,
the derivatives of the response function are calculated using the chain rule of differentiation
with respect to the input variables. The iterative perturbation method is suitable in the
context of nonlinear structural analysis, where the solution for the response is found using
an iterative process. Several iterative perturbation methods exist which can be tailored to
the specific non-linear structural analysis.
Publications on the sensitivity-based approach in which use is made of one of the approxi-
mation techniques mentioned above can be found in [42, 63, 82, 117–121].
4.5 Metamodel approach
The application of metamodeling techniques to mechanical design has been encouraged by
the high computational costs of simulations and the large number of analyses required for
many design variables [49]. The basic idea of metamodeling is to construct an approximate
mathematical model (surrogate or metamodel) by systematically sampling in parameter
space. The metamodel types most encountered in literature are:
- Response Surface Model (RSM)
- Kriging models
- Neural Networks (NN)
An impression of a metamodel for two variables is given in figure 4.3. Each type of meta-
model has its own advantages and disadvantages. However, elaborating on the (mathe-
matical) details of the various metamodeling techniques is beyond the scope of this work.
Readers are therefore referred to the references included below for further information.
The information required for creating a metamodel is obtained by a Design Of Experiment
(DOE). A DOE is a structured method for determining the relationship between factors
affecting a process (design and noise variables) and the response of the process [122–128].
The goal of a DOE in the context of this work is to minimize the number of time-consuming
FE simulations while ensuring a certain required approximation accuracy. After selecting
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the metamodel type that obtains the best fit, the accuracy should be checked by valida-
tion techniques which again depend on the selected metamodel type. Subsequently, an
optimization algorithm can be combined with the metamodel to solve the optimization
problem. Many examples of metamodel techniques applied in deterministic optimization
approaches of metal forming processes can be found, see e.g. [6, 13, 129–131]. When con-
sidering uncertainty, different classes of problems can be identified in literature according
to [132]: (1) sensitivity analysis under uncertainty [133, 134], (2) process capability studies
[32], (3) reliability assessment [81, 135], (4) reliability optimization, and (5) robust design
optimization under uncertainty. Literature considering problem type (4) and (5) in com-
bination with metal forming processes are discussed in more detail in Section 4.5.1 and
4.5.2.
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Figure 4.3: Impression of a metamodel for two variables
4.5.1 RBDO using metamodels
The combination of RBDO combined with metamodels has been proposed in a number of
publications [67, 70, 107, 110, 136–138]. An overview of publications on RBDO of metal
forming processes combined with metamodels is presented in Table 4.1.
In Sahai et al. [139], RBDO is applied to incorporate uncertainties in designing a sheet metal
flanging process. The objective is to find a combination of sheet metal and tooling configu-
rations that minimizes the difference of springback to a target value, under the probabilistic
constraint that 99.99% of the maximum absolute strain of the flanged sheet metal does not
exceed a specified value. A probabilistic distribution is assumed for the Young’s modulus,
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Table 4.1: Literature overview on RBDO of metal forming processes using metamodels
Ref. Process DOE Metamodel Optimization algorithm Optimization formulation
[139] Flanging process Unclear RSM FORM (3.10) P0 = 0.9999
[115] Deep drawing Unclear RSM FORM & SORM (3.10) upto P0 = 0.9999
[140] Forging process CCC RSM MCA (3.10) upto P0 = 0.9999
[141] Deep drawing MCA Kriging BLR (3.10) P0 is varied
[34] Deep drawing Box-Behnken RSM MCA (3.10) P0 = 0.98
[30] Deep drawing DOPT RSM MCA (3.10) P0 = 0.95
yield stress, sheet thickness and a gap dimension to model uncertainty. In this paper, FE
simulations and RSM surrogate models are combined with an MPP search algorithm for
the reliability assessment.
Kleiber et al. [115] optimized the deep drawing process of a square box liable to three un-
certain variables: the initial thickness of the sheet metal, the hardening exponent, and the
friction coefficient. The objective is to minimize the probability of wrinkling and fracture
in which the FLD is used to estimate the safe zone. The blank holder force and interface
friction are used as design variables. A RSM is created and the FORM and SORM method
are used for the reliability assessment.
A forging process of an axisymmetric wheel has been optimized in Repalle and Grandhi
[140]. The optimization problem is solved to minimize the effective strain variance, while
the forging load is used as a reliability constraint. A RSM model is generated based on
a Central Composite Design (CCD). An MCA is used to determine the failure probabil-
ity of the process on the RSM. Four critical random variables are included: initial billet
temperature, friction factor, forging die velocity, and stroke length. Moreover, the effect of
correlation among uncertain variables is investigated.
In Strano [141], a flex-forming process is optimized using RBDO with a large probability
of failure by wrinkling. The objective is to optimize the fluid pressure curve for which
a Kriging metamodel is used. The random variables present in this study are the initial
sheet thickness, anisotropy coefficients, flow stress and friction coefficient. The reliability
or failure probability is assessed by a Binary Logistic Regression (BLR) analysis, see [142].
The effect of varying P0 is studied and the quality of solutions with reduced data sets is
discussed. In [33], a Reliability Based Economical Optimization (RBEO) approach is pro-
posed based on the minimizations of direct variable industrial costs rather than quality or
reliability.
A reliability analysis of a sheet metal forming process using MCA and linear and quadratic
RSM metamodels is discussed in Jansson et al. [30]. A DOE based on the D-optimality
criterion (DOPT) is used for creating both types of metamodels. The influence of using
linear or quadratic RSM metamodels to identify the most important variables out of a set of
eight material and process variables is investigated. This process is also known as screening.
Subsequently, the accuracy in which both types of metamodels can predict the probabilistic
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response with respect to springback and thickness variation of a part formed by a deep
drawing process is studied.
In Zhang et al. [34], the deep drawing process of a conical aluminum cup is optimized
using RBDO. The optimal trajectory of the blank holder force is determined while taking
into account uncertain material and frictional parameters. The multi-objective function
is established as the weighted sum of probability of no wrinkling and probability of no
fracture. FE simulations are performed according to a Box-Behnken DOE after which a
RSM metamodel is constructed. Finally, a MCA is performed to evaluate the probability
of failure for the targeted response.
4.5.2 Robust optimization using metamodels
Various applications of the metamodel technique in robust optimization can be found in
[31, 70, 143]. Publications on robust optimization of metal forming processes combined
with metamodels are presented in Table 4.2. Note that different types of robust optimiza-
tion formulations are applied in literature. In many cases, the weighted sum formulation
is used after which a discussion follows on the trade-off between minimization of the mean
performance and the variance of the final optimum.
Table 4.2: Literature overview on robust optimization of metal forming processes using metamodels
Ref. Process DOE Metamodel Optimization algorithm Optimization formulation
[144] Deep drawing Box-Behnken RSM MC integration (3.12)
[145] Deep drawing OA & CCD DRSM SSRD (3.13), (3.14)
[51] Deep drawing LHD RSM and Kriging SAO (3.10), (3.12), (3.13), (3.14)
[88] Deep drawing LHS SVR importance sampling (3.14)
[146] Deep drawing UD RSM 1stOpt software (3.14)
[147] Deep drawing OLHS DRSM PSO (3.14)
Gantar et al. [144] focused on the evaluation of the scatter of seven uncertain input parame-
ters on the stability of a deep drawing process of a rectangular product. A RSM metamodel
is created by evaluating the objective function several times using FE simulations based on
a Box-Behnken DOE. The process is critical with respect to wrinkling and fracture of the
product. Secondly, a MC analysis is applied onto the response surface. A MC integration
algorithm is used to obtain the most robust optimum, i.e. minimizing the standard devia-
tion of the response with respect to different settings of the blank holder force.
In Li et al. [145] a robust optimization procedure for a deep drawing process is proposed.
The objective is to minimize the thickness variation subject to the condition of no wrinkling
and fracture. After performing a screening process, the design variables are chosen to be
the blank holder force, friction coefficient between the die and blank, and the punch radius.
Three noise factors were included in the study, i.e. initial thickness of the blank, friction co-
efficient and a parameter influencing the true stress–true strain formulation. The procedure
makes use of a Dual Response Surface Method (DRSM) for both the mean and standard
deviation of the objective function. The DOE is based on a combination of the Taguchi
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Orthogonal Array (OA) design and a Central Composite Design (CCD). The weighted sum
formulation (3.14) is applied and constraints are handled using the moment matching for-
mulation (3.13). The optimization procedure is referred to as Six Sigma Robust Design
(SSRD).
In van Ravenswaaij [51], a robust optimization procedure for metal forming processes is
proposed and applied onto a deep drawing process of a shaving cap. Three noise variables
are incorporated, i.e. the material thickness, the flow-stress and a material property factor
that influences the strain-induced transformation rate. The objective is to improve the
shape accuracy of the cap which is achieved by combining FE simulations, a DOE based
on a Latin Hypercube Design (LHD), Kriging and RSM metamodels, and a Sequential Ap-
proximate Optimization (SAO) algorithm. The process mean and standard deviation is
now evaluated by applying a MCA onto the metamodel. The final optimum that is found
using the metamodel, is checked by performing a (small) MC analysis using FE simulations.
Tang and Chen [88] proposed a robust optimization procedure for which the feasibility is
verified by a deep drawing process of a cup. A Support Vector Regression (SVR) metamodel
is created using a DOE based on Latin Hypercube Sampling (LHS). The moment matching
formulation and the importance sampling technique is used to determine the robust opti-
mum. The average thinning rate of the product was chosen as the optimization objective
of the robust design to control the thickness distribution subject to constraints considering
defects such as rupture, wrinkling, and insufficient stretching. The material parameters
where considered uncertain following from a range of material experiments.
In Hou et al. [146], a metamodel based robust optimization procedure is proposed and
demonstrated by the deep drawing process of an automotive part. Uniform Design (UD) is
applied to generate a DOE matrix and combined with FE simulations to construct a meta-
model based on RSM. Onto this metamodel, a MC Analysis is performed to determine how
the input parameter variation affects the final product quality. The result of the MCA is
expressed in terms of a distribution instead of a mean and standard deviation only. A data
processing software (1stOpt) is used for the optimization procedure. The objective is to
maximize the product quality. This is achieved by applying the weighted sum formulation
(3.14) that minimizes the mean and the standard deviation of a wrinkling and fracture index.
Another application of robust optimization in sheet metal forming processes using approxi-
mate models can be found in Sun et al. [147]. In this paper, a drawbead design is optimized
to prevent wrinkling and fracture of a deep drawing process of an automotive part. The
Optimal Latin Hypercube Sampling (OLHS) technique is used in combination with a DRSM
metamodel and Particle Swarm Optimization (PSO) method to optimize the geometric pa-
rameters of the drawbead design. It is recognized that minimizing the standard deviation
of the response (3.12) does not always result in the optimal design with respect to the mean
of the response. Therefore the weighted sum formulation (3.14) is applied, minimizing the
mean and the standard deviation simultaneously.
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4.6 Combined numerical techniques
Several categories of numerical techniques have been discussed for solving the probabilisti-
cally described optimization problem with implicit objective functions. This section pays
special attention to the combination of different numerical techniques. In most cases, it is
attempted to combine the advantages of different groups to improve for example the accu-
racy or computational efficiency.
It must be noted here that metamodeling techniques do not solve a problem in themselves.
Therefore, optimization algorithms are included like iterative algorithms or evolutionary
algorithms. Many combinations of numerical techniques have been indirectly discussed in
this chapter. In Section 4.2 it was mentioned that MCA techniques are combined with
metamodels to increase the computational efficiency. The combination of metamodeling
techniques and FORM was already indicated in Section 4.5.1. Moreover, Tables 4.1 and 4.2
give an overview of different combinations of metamodel types and optimization algorithms
in case of RBDO and robust optimization respectively. Two main categories of optimization
algorithms will be discussed in more detail below: iterative algorithms and evolutionary al-
gorithms.
Iterative algorithms
Iterative optimization algorithms iterate towards an optimum by using derivative informa-
tion of the objective function and constraints with respect to the design variables. Classical
examples of iterative algorithms are the conjugate gradient algorithm, sequential quadratic
programming, Quasi-Newton, etc.
Iterative algorithms are known as local algorithms since these algorithms are likely to be
trapped in local optima. The algorithm should therefore be started at several DOE points
to find the global optimum. Advantages of iterative algorithms comprise the fact that they
are well known and widely spread. This is underlined by several readily available toolboxes
of iterative optimization algorithms in Matlab [148]. Additionally, convergence to a local
optima generally requires relatively few iterations and is hence fairly efficient. Publications
on the use of iterative algorithms in combination with metamodels can be found in [13, 21].
Evolutionary algorithms
Evolutionary algorithms are inspired by the mechanisms of evolutionary biology. Three
main variants can be distinguished, genetic algorithms developed by [149] and [150], evolu-
tionary strategies introduced by [151] and [152] and evolutionary programming developed
by [153]. The major idea of evolutionary algorithms is to perform optimization through a
competition between a set of individuals or candidate solutions. The candidate solutions
are ranked and a new population is obtained by selection/reproduction, crossover, and mu-
tation of the individuals. From a probabilistic point of view, these three actions tend to
improve the population and increase the performance of the individuals in the next itera-
tions of the optimization process.
Evolutionary algorithms tend to find the global optimum, do not require gradient informa-
tion of the function, and allow for parallel computing. Similar to the iterative algorithms,
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evolutionary algorithms can be combined with FE simulations in a direct way or by first
introducing a metamodel [36, 154–156]. The rather large number of function evaluations
necessary for optimization can be regarded as a serious drawback in case of the direct com-
bination. Examples of robust optimization in combination with the use of evolutionary
algorithms and metamodels can be found in [73, 157].
Others
Of course other numerical techniques and combinations of numerical techniques are possible
for solving optimization problems, for example metamodels in combination with a simulated
annealing algorithm [67, 143], a binary logistic regression algorithm [141] or a particle swarm
optimization algorithm [147] to name but few.
4.7 Conclusions
Optimization under uncertainty of metal forming processes by numerical simulations is
an upcoming research field. This can be concluded from the number of papers recently
published on this subject. Some impressive results have already been achieved, but the
publications also show that many aspects are still unclear.
An equal amount of publications have been found on both RBDO and robust optimization
of metal forming processes in which many different numerical techniques are combined and
applied. This indicates that academic research has not converged to one or two best opti-
mization methodologies yet. A more in-depth discussion on the most favorable approach
for solving a probabilistically described optimization problem is therefore given in Chapter 5.
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5.1 Introduction
As stated in Chapter 3, the use of probabilistic approaches to account for uncertainty is
favored over the non-probabilistic approaches and worst-case scenario based optimization
approach if accurate stochastic input data is available. The next question is, which prob-
abilistically described optimization formulation to use, i.e. the RBDO formulation (3.10)
or the robust optimization formulation (3.12) or (3.14). This difficult question cannot be
answered straightforwardly and depends on the specific optimization problem and objec-
tive. It is recognized here that the focus in most publications is on the solving part of
the mathematical optimization rather than on the choice which optimization formulation
to use for a specific problem. The limited number of arguments encountered in literature
regarding this subject will be reviewed in Section 5.2.
To solve the probabilistically described optimization problem, different numerical techniques
can be used for which an overview is given in Chapter 4. During the literature review, argu-
ments are encountered that support the use of specific numerical techniques (and dissuade
other techniques). These arguments will be reviewed in Section 5.3 to finally discuss on the
most promising approach for optimization under uncertainty of metal forming processes in
Section 5.4.
5.2 RBDO vs. robust optimization
Both the RBDO approach and the robust optimization approach aim at incorporating
uncertainty into the optimization study, and therefore they are sometimes not clearly dis-
tinguished in literature. However, the two approaches differ in some fundamental aspects.
The choice for using the robust optimization approach or the RBDO approach depends
on the objective of the optimization study. In robust design, insensitiveness of the objec-
tive function is emphasized. If the weighted sum formulation is adopted, this is combined
with minimization of the objective function. In both cases, emphasis is put on the main
structural behavior under the influence of uncertainty. RBDO focuses on minimizing a con-
strained objective function while assuring a certain level of reliability [37]. Particular care
is paid here on the issue of structural safety in the extreme events. Thus, both approaches
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will obviously lead to different optimization outcomes.
Common examples of optimization objectives in an industrial setting are the minimization
the number of scrap products or costs of a production process. Purely minimizing the
objective function (instead of the variance) favors the use of RBDO [103]. Moreover, this
approach is able to give a quantification of the reliability of the found optimum. However,
the accuracy of the RBDO approach hinges on several critical factors:
- Firstly, the limited accuracy of the FE model (and possible metamodel) to calculate
the limit state function. When using FEM simulations to simulate a process, many
assumptions are being made. In [158–160] the impact of material modeling on the
response of a stamping process is studied. It is shown that changing the yield locus
(Hill 48 vs. Corus–Vegter) leads to a large mean shift of the simulated response.
In [133] it is shown that there is a bias in the mean predicted by stochastic FEM
simulations of a drawing operation and measured experimental values. Both examples
of mean errors will have a significant affect on the prediction of the probability of
failure. From this point of view, using the RBDO approach would result in erroneous
results.
- The second critical factor is the accuracy of the numerical techniques employed to
evaluate the multidimensional integral in Equation (3.11). The RBDO approach fo-
cuses on the tail of the response distribution to calculate the probability of failure or
reliability. Accuracy at low probabilities require more objective function evaluations
compared to a robustness analysis [59, 141]. If only a limited number of FE simu-
lations can be performed (which is generally the case because of time reasons), care
must be taken in interpreting the resulting reliability of the RBDO approach. What
constitutes the accuracy at the low probabilities is still an open question and requires
further research.
- The third critical factor is the availability of detailed statistical input information.
The RBDO approach is more sensitive to inadequate assumptions on the probabilistic
distribution compared to the robust optimization approach. In this sense, RBDO
might be of less practical value if information about the statistical distribution is
limited available and not sufficient to permit a reliability analysis.
The robust optimization approach on the other hand, is less sensitive to model errors,
inadequate stochastic input data and more efficient compared to the RBDO approach
[31, 42, 143, 146]. This is because the mean of the objective function is of interest in
this case, for which statistics are less costly to compute and more reliable for small sample
sizes and limited stochastic input data [104].
If the focus of an optimization problem is on minimizing the response variance, the ro-
bust optimization approach is most suitable. However, this approach can also be used to
simultaneously minimize the mean of the response in case of Equation (3.12). The next in-
teresting question is how to deal with situations in which the most robust optimum results
in a poor mean performance. One possibility is to apply screening techniques to search
for design variables that only influence the mean and not the variance. These variables
can subsequently be used to minimize the mean of the objective function while retaining
the robustness of the optimum. This option in which minimizing the variance is only an
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intermediate objective, has been studied in [68, 90, 161].
Another possibility is to use the robust optimization approach in the form of Equation
(3.14). Using the weighted sum formulation is a good compromise between minimizing the
mean value and the variance [60]. When choosing the weighting factors, the combination of
minimizing the mean location and the variance needs to be considered with the preference
of ones attitude toward risk.
5.3 Numerical techniques: a comparison
In this section, advantages and disadvantages of the different categories of numerical tech-
niques will be reviewed and the usability in practical applications will be discussed.
Monte Carlo Analysis
Since the accuracy of a MCA depends on the number of samples, a great number of evalu-
ations of the objective function or limit state function are required. A direct MCA analysis
would therefore be unsuitable for application to problems with objective functions or limit
state functions that are computational expensive to evaluate. This also explains why the
applicability of direct MCA algorithms are demonstrated in many cases using analytical
functions of the response [84, 85]. In case of optimization under uncertainty of metal form-
ing processes, metamodels are therefore constructed onto which a MCA analysis can be
applied. This combination of numerical techniques results in the most general and straight-
forward numerical optimization technique encountered during this literature review.
Taguchi method
The Taguchi method has been widely applied in various fields due to its relatively simple
and explicit procedures [37]. The principle is easy to understand and does not require a
strong background in statistics. However, the Taguchi method has several drawbacks. First
of all, the SNR is criticized. The SNR combines the mean and variance of the response and
hence, mean and variance are confounded. This means that one cannot separate the effects
of control and noise variables on the mean and variance of the response. Other drawbacks
of the Taguchi method are the many function evaluations required for the orthogonal array
DOE, the impossibility of taking into account interaction effects between control variables,
and the impossibility for sequential experimentation [13, 42, 51, 161, 162].
Sensitivity-based approach
In [63] it is argued that the use of sensitivity information improves the computational effi-
ciency of the sensitivity-based approaches. In combination with a metamodel, optima are
found with less function evaluations compared to the metamodel approaches in combination
with an MCA analysis or global optimization algorithm. It must be noted here that in case
of RBDO, a first metamodel must be seen as a first approximation of the real objective
function only. Especially if the underlying implicit objective function is highly non-linear
and the metamodel is based on a limited number of objective function evaluations only, the
reliability estimate may be inaccurate.
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Of all three sensitivity-based approaches, the finite difference approach is most suitable
for use in a black-box scenario. However, the FDM is also known to be relatively costly
and can be quite inaccurate due to truncation and round-off errors [42]. The methods of
classical and iterative perturbation are more efficient, but access to the source code of the
FEM software is required. Moreover, an analytical differentiation of the physical system
described by a FEM model is sometimes impossible for more complex situations. A final dif-
ficulty concerning sensitivity-based algorithms, is the risk of getting trapped in local optima.
Sensitivity-based approach: FORM and SORM
The increased efficiency of the sensitivity-based approach in combination with FORM and
SORM makes it possible to consider many uncertain variables in an efficient way. However,
for solving the integral of Equation (3.10) using FORM, some special conditions are required
as mentioned in Section 4.4.1. Firstly, all the random variables must be expressed using
a standard normal distribution. Secondly, all the random variables must be uncorrelated
with respect to each other and the limit state function must be suitable for approximation
by a linear or quadratic combination of the random variables.
The first two restrictions can be overcome by applying appropriate transformations accord-
ing to [106]. However, the third restriction is most critical in real life. If the limit state
function has a large curvature, a considerable error is introduced using FORM. One way to
reduce the error is by increasing the order of the polynomial approximation (SORM). Thus,
in general the nonlinearities of the limit state function must be weak [63]. Moreover, the
limit state function must be differentiable. In [81], a FLD is used to define the limit state
function and it is shown that the limit state function does not always meet this requirement.
It was shown that it appears unjustified to assume that the limit state function is differen-
tiable which makes the use of FORM and SORM impossible in this case. Another difficulty
encountered when using FORM or SORM is the non-convergence due to the presence of
numerical noise as discussed in [112].
Metamodel approach
It has been shown that the metamodel approach can be combined with many different
optimization algorithms. In all cases, the main goal of constructing a metamodel of the
original model is limiting the total amount of simulation time by reducing the number of
FEM simulations. Another advantage of the use of metamodels is the possibility for parallel
computing. This is because the required sample points needed for constructing a metamodel
are independent points and are defined prior to execution by a DOE [163, 164].
Attention should be paid to certain issues when constructing metamodels. First, the trade-
off between approximation accuracy and model complexity should be taken into account.
On the one side, it is important to control the model complexity appropriately to avoid
over-fitting. On the other side, one must be aware of the loss of accuracy when using
metamodels. Beside approximating the metal forming process with a FE model, another
approximation is made of the FE model by the metamodel. As mentioned in Section 1.3,
there is a large risk of the metamodel not representing the real metal forming process very
well. Another point of attention is the curse of dimensionality, i.e. building a metamodel
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becomes very time consuming when an increasing number of design variables is included in
the optimization problem.
The next natural question is which type of metamodel to use for approximating the response.
A metamodel type should be chosen that is accurate with respect to both the FE model
and the metal forming process. Some authors [67, 70, 143, 154] say that Kriging or Neural
Networks as metamodeling techniques are considered to be a more suitable approximation
methods than RSM since the former methods can provide a more accurate prediction. This
is especially important in RBDO for approximation of the highly non linear probability
function. Others argue [30, 49] that the use of a RSM model is more suitable, especially in
combination with noisy functions or when the function values are inaccurate. It seems that
no clear-cut conclusions on the most accurate type of approximation model can be reached
yet.
5.4 Conclusions
Based on the above discussion, the metamodel approach in combination with robust opti-
mization seems to be the most promising approach for solving the probabilistically described
optimization problem. This choice is bases on the following considerations:
- Minimization of the response mean and minimization of the response variance are
both conceivable optimization objectives in industrial optimization problems of metal
forming processes. The robust optimization approach can answer both optimization
objectives where the RBDO approach can only answer the former objective.
- It is recognized that with today’s increasing computational power and advanced non-
linear FE codes, response functions and limit state functions can be determined faster
and with greater accuracy. However, it has also been shown that numerical errors
remain present in the analysis. This favors the use of the robust optimization approach
which is less sensitive to model errors.
- Another advantage of the robust optimization approach is the greater computational
efficiency compared to the RBDO approach. Since the RBDO approach focuses on
the tail of the response, more objective function evaluations are required to accurately
calculate the reliability compared to a robustness analysis. The statistical information
required for the robust optimization approach can already be calculated accurately
with a limited number of function evaluations.
- Moreover, the RBDO approach is more sensitive to inadequate assumptions on the
probabilistic distribution compared to the robust optimization approach. Addition-
ally, the computer implementation of RBDO is known to be tedious. Finally, RBDO
requires a limit state function to define the failure of the structural system. It has
been shown that an adequate limit state function cannot always be given explicitly in
practical engineering problems. In such circumstances, it might be more realistic to
seek for a robust optimum.
- Based on the discussion described above, the metamodel approach is chosen to be the
most promising numerical technique. Since both the response function as well as the
gradients of the response function to be optimized are now available explicitly, one
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can combine the metamodel with many types of algorithms to find the most robust
solution. The method is less computational expensive compared to a direct MCA
analysis, Taguchi method or direct evolutionary optimization algorithms. Iterative
algorithms require sensitivities which are difficult to obtain directly. Moreover, these
methods are likely to be trapped in local optima. Another advantage of the metamodel
approach is the possibility for parallel computing which speeds up the optimization
process even more.
- Using metamodels enables the black-box scenario, meaning that no preliminary re-
strictions have to be made regarding the FEM code. However, when using metamodels
one has to keep in mind that the found optimum is an approximate optimum only.
A local metamodel might be better than a global metamodel in this case. There-
fore it is highly recommended to apply a sequential approximate optimization strat-
egy which will increase the accuracy of the fit in the neighborhood of the optimum,
see [43, 49, 104, 165, 166]. The curse of dimensionality can be overcome by apply-
ing screening techniques to reduce the number of design variables, as is shown in
[13, 30, 145].
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A thorough literature study is performed to review the theory and methodology that has
been developed up to now to cope with the complexity of optimization under uncertainty.
Based on the overview given in this work, the following conclusions can be drawn:
- It is known from industry that design variables show variability and randomness in
real metal forming processes. The input variation is subsequently translated to the
response quantity which will often lead to high scrap-rates and increasing costs.
- The review on approaches for evaluating the effects of uncertainty in the optimiza-
tion process through numerical techniques and FE simulations with an increasing
numerical efficiency, underlines the applicability to industry-sized problems.
- The first results of optimization under uncertainty of metal forming processes already
show that uncertainty can be reflected realistically. It provides extended information
and decisions aids to the industry to improve products and processes and save costs.
However, many research fields are still open as will be discussed in the future work.
- One has to keep in mind that the optimization procedure is performed using models
and/or approximations of the real world. Approximation errors or numerical noise can
cancel out the ability to accurately predict the optimum with respect to perturbations
in the many input parameters. Further research of this aspect is therefore required.
- Different sources of uncertainty can be present in the optimization procedure of metal
forming processes: design parameter uncertainty, design variable uncertainty, model
uncertainty and constraint uncertainty. The optimization procedure should account
for all four sources of uncertainty.
- In case of metal forming processes, probabilistic input data is generally available.
The availability of probabilistic input data favors the use of probabilistic approaches
to account for uncertainty since these approaches explicitly take noise variables and
response distributions into account during optimization.
- In the RBDO approach and the robust optimization approach, different optimiza-
tion formulations are used which will lead to different optimization outcomes. From
this literature study it can be concluded that the focus in most publications is on
the solving part of the mathematical optimization rather than on the choice which
optimization formulation to use for a specific problem.
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- The robust optimization approach is argued to be the most promising approach for
optimization under uncertainty of metal forming processes. This approach can be
used for minimizing both the variance and mean of a process response which are both
conceivable optimization objectives in an industrial setting.
- For a limited number of function evaluations, the robust optimization approach will be
more accurate compared to the RBDO approach. Moreover, the robust optimization
approach will be less sensitive to numerical errors and limited stochastical input data.
- The literature overview provides an insight into the expanding variety of numerical
techniques applied in the young research field of optimization under uncertainty. The
application of many different numerical techniques indicates that academic research
has not converged to one or two best optimization techniques yet.
- The metamodel approach is chosen to be the most promising numerical technique
for solving the robust optimization problem. It is computationally efficient, allows
for parallel computing, can be combined with different optimization algorithms and
enables the black-box scenario.
The future work is targeted towards developing a computationally efficient methodology for
handling the effect of uncertainty in the optimization process of metal forming processes.
The presented literature review is intended to be a first step in this process. Further detailed
studies must be conducted during the development of the methodology to answer important
research questions:
- What is the effect of numerical noise on the predicted optimum?
- What is the influence of different formulations of objective functions on the response
shape, numerical noise and preferred modeling technique?
- How to describe the variation and correlation best for the purpose of robustness
calculations?
Ultimately, the developed methodology and tool need to be applied to realistic metal forming
processes. A validation of the developed methodology will be performed in cooperation with
several industrial partners.
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