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APPLICATIONS OF RESONANCE THEORY WITHOUT ANALYTICITY
ASSUMPTION
JEAN-FRANC¸OIS BONY, LAURENT MICHEL, AND THIERRY RAMOND
Abstract. We prove that the results in scattering theory that involve resonances are still
valid for non-analytic potentials, even if the notion of resonance is not defined in this set-
ting. More precisely, we show that if the potential of a semiclassical Schro¨dinger operator
is supposed to be smooth and to decrease at infinity, the usual formulas relating scattering
quantities and resonances still hold. The main ingredient for the proofs is a resolvent es-
timate of a new type, relating the resolvent of an operator with the resolvent of its cut-off
counterpart.
1. Introduction
In this paper, we consider semiclassical Schro¨dinger operators P on L2(Rn), n ≥ 1,
(1.1) P = −h2∆+ V (x),
where the potential V is a real-valued smooth function. In this setting, the resonances of P
near the real axis are usually defined through the analytic distortion method due to Aguilar
and Combes [2] and Hunziker [43]. For this reason, the potential is supposed to be analytic
outside of a compact set and to vanish at infinity. More precisely, V ∈ C∞(Rn;R) is assumed
to extend holomorphically in the sector
(1.2) S = {x ∈ Cn; |Re x| > C and | Imx| ≤ δ|x|},
for some C, δ > 0, and V (x) → 0 as x → ∞ in S. Under this assumption, one can define
the distorted operator Pθ of angle θ > 0 small enough. Its spectrum is discrete in Eθ =
{z ∈ C; −2θ < arg z ≤ 0} and the resonances of P are the eigenvalues of Pθ in Eθ. The
resonances do not depend on θ, and Res(P ) denote their set. Methods close to that of analytic
distortions have been developed by Helffer and Sjo¨strand [39], Sjo¨strand and Zworski [72],
Lahmar-Benbernou and Martinez [50] or Sjo¨strand [71]. They all require the analyticity of V
at infinity (see (1.2)), or even globally, that is in the set
(1.3) Sg =
{
x ∈ Cn; | Imx| ≤ δ〈x〉},
for some δ > 0. These different methods give the same resonances when they can be applied
simultaneously (see Helffer and Martinez [37]). A general presentation of resonance theory
can be found in the books of Sjo¨strand [71] or Dyatlov and Zworski [30].
Nevertheless, when the potential is not analytic, various approaches allow to define the
resonances. For exponentially decreasing potentials, that is |V (x)| . e−δ|x| with δ > 0, the
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cut-off resolvent
z 7−→ (P − z)−1 : L2comp(Rn)→ L2loc(Rn),
has a meromorphic extension from the upper complex half-plane to a neighborhood of the
real axis. The resonances are then the poles of this extension. Such an idea goes back to
Dolph, McLeod and Thoe [27]. In the perturbation regime also, it is possible to define a time-
dependent notion of resonances. This setting is devoted to the study of (non semiclassical)
selfadjoint operators of the form Q = Q0+κW where Q0 has an embedded eigenvalue λ0 with
normalized eigenvector ψ0 in its essential spectrum and |κ| ≪ 1. Under the Fermi golden rule
condition, one can show that the quantum evolution 〈ψ0, e−itQψ0〉 behaves like e−itλ for times
t controlled by κ−1 where λ ≈ λ0 is the resonance. This has been proved for instance by Orth
[58], Soffer and Weinstein [73] or Jensen and Nenciu [47]. In the semiclassical regime, this
idea has been followed by Ge´rard and Sigal [36]. They define a quasiresonant state associated
to a quasiresonance z to be any reasonable function u such that{
(P − z)u = O(h∞) in L2loc(Rn),
u is an outgoing function.
Finally, Cancelier, Martinez and the third author [18] and Martinez, Sjo¨strand and the
third author [53] have generalized the method of analytic distortions for potentials which
are not analytic but only C∞. For that they construct a family of potentials VC , C → +∞,
which approximate V and satisfy (1.2) with the same constant C. The resonances of PC =
−h2∆ + VC(x) are given by an analytic distortion and the resonances of P are defined as
the accumulation points of Res(PC) as C → +∞. Summing up, for nonanalytic and non
exponentially decreasing potentials, there exist notions of resonances, but they are not as
indisputable as in the analytic setting.
In this paper, we will follow a different path. Instead of trying to define the resonances
for nonanalytic semiclassical Schro¨dinger operators, we want to generalize the applications
of resonance theory to slowly decaying C∞ potentials. In other words, we want to replace
automatically the analyticity assumption by a C∞ assumption in the results of scattering
theory using the resonances. The precise symbol assumption (A1) on V as well as the general
notations used throughout the paper are given in the next section.
The first application that we consider is the resonance expansion of the quantum propaga-
tor. This type of result says typically that, for χ ∈ C∞0 (Rn),
(A) χe−itP/hχ =
∑
z∈Res(P )
e−itz/hχΠzχ+ remainder,
where Πz is the generalized spectral projector associated to the resonance z. Such a formula
corresponds to the Dirichlet formula in the setting of eigenvalues. The resonance expansion
of the wave group was first obtained by Lax and Phillips [51] in the exterior of a star-shaped
obstacle. It was then generalized to various non-trapping settings (see for instance Va˘ınberg
[77] and the references of the second edition of [51]). Concerning trapping regimes, there
are two types of results: the first ones are valid without assumption on the trapping, while
the latter, more precise, treat specific captures. Among the general results, one can cite
Tang and Zworski [76], Stefanov [74] or Burq and Zworski [17]. On the other hand, precise
resonance expansions have been proved by Nakamura, Stefanov and Zworski [57] in the “well
in the island” situation, by Fujiie´, Zerzeri and two authors [6] at barrier-top, by Dyatlov [29]
for the wave equation in general relativity, . . . Note that the cut-off function χ is compactly
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supported and so does not “see” the analyticity of P at infinity in (A). Then, it is natural to
hope that this formula still holds true in the C∞ setting. This is done in Section 3 under (A1)
only. In the formula obtained, the resonances z are those of the Schro¨dinger operator with
potential V truncated at infinity. In particular, we extend the resonance expansions known
for potentials analytic at infinity.
The second application of resonance theory concerns the Breit–Wigner formula for the
derivative of the spectral shift function. The precise definition of the spectral shift function
(SSF) associated to the pair (P,P0), denoted sP,P0(λ), can be found in (4.1). The Breit–
Wigner formula says typically
(B) s′P,P0(λ) =
∑
z∈Res(P )
| Im z|
π|λ− z|2 + remainder.
Such a result has been proved by Melrose [54] in the exterior of obstacles and by Ge´rard,
Martinez and Robert [35] in the well in the island situation. General formulas (that is without
assumption on the trapping) have been successively proved by Petkov and Zworski [59, 60],
Sjo¨strand and the first author [10], Bruneau and Petkov [14], . . . In Section 4, we generalize
(B) and the results previously cited to the C∞ setting, more precisely under assumption
(A1) with ρ > n. As before, the resonances appearing in the formula we obtain are those
of the Schro¨dinger operator with potential V truncated at infinity. Nevertheless, the new
remainder term can no longer be O(h∞) since infinity gives a non-negligible contribution
to the derivative of the SSF. It was not the case for the cut-off quantum evolution. As an
application, we study the transitional regime of s′P,P0(λ) at the energy level of a homoclinic
trajectory between strong trapping (huge peaks) and non-trapping (smooth behavior).
As a last application of resonance theory, we study the scattering amplitude. The precise
definition of this function, denoted SP,P0(λ, θ, ω), can be found at the beginning of Section 5.
For potentials analytic at infinity, it is known that
(C) λ 7−→ SP,P0(λ, θ, ω) has a meromorphic extension,
from R to Eθ with poles at the resonances. It has first been proved by Lax and Phillips [51]
for obstacle scattering and generalized to different situations (see e.g. Agmon [1]). In the
semiclassical limit, the residue of the scattering amplitude has been computed in the well
in the island situation by Lahmar-Benbernou and Martinez [48, 49] and at barrier-top by
Fujiie´, Zerzeri and two authors [6]. For C∞ potentials, we prove in Section 5 that (C) still
holds true, modulo a function which is O(h∞) on the real axis. Compared to the previous
applications of resonance theory, the values at infinity of the potential is crucial in the behavior
of the scattering amplitude and the results obtained for potentials analytic at infinity can not
be directly transposed to the C∞ setting. Nevertheless, we show in Theorem 5.6 that the
dependence of the scattering matrix with respect to a change of potential at infinity can be
followed using natural Fourier integral operators.
To prove the results summarized previously, we use an intermediary operator analytic at
infinity and equal to P in an appropriate region. Concretely, let χ ∈ C∞0 (Rn) and
Q = −h2∆+W (x),
where W = V in a sufficiently large domain containing the support of χ and the trapped set.
Then, the cut-off resolvents of P and Q are almost the same. More precisely,
(D) χ(P − λ± i0)−1χ = χ(Q− λ± i0)−1χ+ remainder,
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for λ ∈ I ⋐]0,+∞[. This estimate is obtained without assumption on the trapping in Section
6 for W (x) = V (x)g0(x/R) with R ≫ 1 and g0 a plateau function. The proof is based on
the constructions of Isozaki and Kitada and the general estimates on the resolvent of Burq.
When the cut-off resolvent of P is polynomially bounded, (D) is proved in Section 7 under the
assumption that V and W coincide near the trapped set. This proof only uses C∞ microlocal
analysis.
Equation (D) allows to extend the formulas (A), (B) and (C) to the C∞ setting the following
way. For a Schro¨dinger operator T , let M (T ) be a quantum quantity which has an asymptotic
expansion in terms of the resonances of T when its potential is analytic at infinity, say
M (T ) = F
(
Res(T )
)
.
In the cases we consider, there exists also a representation formula which allows to write
M (T ) = G
(
χ(T − λ± i0)−1χ).
Note that W , the potential of Q, can be chosen compactly supported and then analytic at
infinity. Thus, the previous equations combined with (D) give
M (P ) = G
(
χ(P − λ± i0)−1χ)
= G
(
χ(Q− λ± i0)−1χ)+ remainder
= M (Q) + remainder
= F
(
Res(Q)
)
+ remainder,
showing that M has an asymptotic expansion in terms of resonances for C∞ potentials.
2. General setting and notations
In this short section, we collect some definitions and hypotheses made throughout the
paper. Instead of assuming that V is analytic at infinity (see (1.2)), we suppose that
(A1) V ∈ C∞(Rn;R) and there exists ρ > 0 such that, for all α ∈ Nn,
|∂αxV (x)| . 〈x〉−ρ−|α|.
Thanks to the Cauchy formula, this assumption holds true for any potential V which is
C∞(Rn;R), analytic at infinity in the sense of (1.2) and satisfies |V (x)| . 〈x〉−ρ for x ∈ S.
We only use the ordinary notations and some basic results of semiclassical microlocal anal-
ysis. For a clear presentation of this theory, we send back the reader for example to the
textbooks of Dimassi and Sjo¨strand [26], Martinez [52] and Zworski [80]. In particular, S(m)
denotes the set of symbols controlled by the weight function m, the semiclassical pseudodif-
ferential operator of symbol a ∈ S(m) is defined by
(Op(a)u)(x) =
1
(2πh)n
∫∫
ei(x−y)·ξ/ha
(x+ y
2
, ξ, h
)
u(y) dy dξ,
and Ψ(m) = Op(S(m)) is the set of pseudodifferential operators of symbols in S(m).
For V satisfying (A1), we let p(x, ξ) = ξ2 + V (x) ∈ S(〈ξ〉2) denote the symbol of P , i.e.
P = Op(p). Its associated Hamiltonian vector field is
Hp = ∂ξp · ∂x − ∂xp · ∂ξ = 2ξ · ∂x −∇V (x) · ∂ξ.
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V (x)
suppϕ
suppχ
Fp(χ,ϕ)
T ∗Rn
Figure 1. An example of potential V and the associated set Fp(χ,ϕ).
Integral curves t 7−→ exp(tHp)(x, ξ) of Hp are called Hamiltonian trajectories, and p is con-
stant along such curves. The trapped set at energy E for P is defined by
(2.1) Kp(E) =
{
(x, ξ) ∈ p−1(E); t 7−→ exp(tHp)(x, ξ) is bounded
}
.
For E > 0, K(E) is compact and stable by the Hamiltonian flow.
3. Resonance expansion of the propagator
The most expected application of resonance theory is the expansion of the truncated
quantum propagator in terms of the resonances. Roughly speaking, for χ ∈ C∞0 (Rn) and
ϕ ∈ C∞0 (]0,+∞[), such a result writes
(3.1) χe−itP/hϕ(P )χ =
∑
z∈Res(P )
z close to suppϕ
e−itz/hχΠzχ+ remainder,
for t ≥ 0 in an appropriate interval. In other words, (3.1) quantifies the exponential decay
of the local energy for the quantum evolution e−itP/h which is unitary. Then, the resonances
(resp. resonant states) can be seen as quasi-eigenvalues (resp. metastable states). We send
back the reader to the introduction and the corollaries of the present section for references
concerning resonance expansion of the propagator.
In this part, we obtain formulas like (3.1) for Schro¨dinger operators P satisfying only (A1)
without the analyticity hypothesis. For that, we first consider another Schro¨dinger operator
Q = −h2∆+W (x),
satisfying also (A1) such that V and W coincide in a bounded region, and try to show that
(3.2) χe−itP/hϕ(P )χ = χe−itQ/hϕ(Q)χ+O(h∞),
for t real in some interval. Then, choosing W such that a resonance expansion like (3.1) is
already known for Q (typically W is analytic at infinity) and applying (3.2), we obtain a
resonance expansion for P .
Following this general strategy, we want to prove (3.2) for two operators P = −h2∆+V (x)
and Q = −h2∆ + W (x) satisfying (A1) and two cut-off functions χ ∈ C∞0 (Rn) and ϕ ∈
C∞0 (]0,+∞[). For simplicity, we suppose that πx(Kp(suppϕ)) ⋐ suppχ. It is natural to
assume that V and W coincide on the support of χ, but this hypothesis may not be enough,
even for finite time. Indeed, there may be Hamiltonian curves of energy in suppϕ, starting
above suppχ and coming back above suppχ after a finite time. Thus, we define
Fp(χ,ϕ) =
{
(x, ξ) ∈ T ∗Rn; exp(t±Hp)(x, ξ) ∈ supp(χϕ(p)) for some ± t± ≥ 0
}
,
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the set of these curves (see Figure 1). It is a compact subset of T ∗Rn containing supp(χϕ(p)).
This set can be seen as the convex hull of supp(χϕ(p)) for the Hamiltonian curves of p, but
may be not connected. We assume that
(A2) πx(Kp(suppϕ) ∪Kq(suppϕ)) ⋐ suppχ, Fp(χ,ϕ) = Fq(χ,ϕ) and p = q near Fp(χ,ϕ).
This assumption implies that Kp(suppϕ) = Kq(suppϕ) and V = W near suppχ. Since
we work with Schro¨dinger operators, the last part of (A2) is equivalent to V = W near
πx(Fp(χ,ϕ)), the base space projection of Fp(χ,ϕ). Our first result is
Proposition 3.1 (Comparison of evolutions for short time). Let P,Q satisfying (A1), χ ∈
C∞0 (R
n) and ϕ ∈ C∞0 (]0,+∞[) be such that (A2) holds true. For all C > 0, we have
χe−itP/hϕ(P )χ = χe−itQ/hϕ(Q)χ+O(h∞),
uniformly for |t| ≤ h−C .
The proof of Proposition 3.1 as well as that of Remark 3.2 and that of Proposition 3.3
are postponed to Section 7. In order to compare the evolutions for all time, we will now
assume that the weighted resolvent of P is polynomially bounded. More precisely, for ϕ ∈
C∞0 (]0,+∞[), we assume that
(A3) There exist C > 0 and s > 1/2 such that∥∥〈x〉−s(P − λ± i0)−1〈x〉−s∥∥ . h−C ,
uniformly for λ near the support of ϕ.
From Proposition 6.1, if the assumption (A3) is satisfied for some s > 1/2, it holds true for
all s > 1/2 with the same constant C. Moreover, it is equivalent to assume (A3) for P or for
Q. More precisely,
Remark 3.2. Let P,Q satisfying (A1), χ ∈ C∞0 (Rn) and ϕ ∈ C∞0 (]0,+∞[) be such that (A2)
holds true. Then, P satisfies (A3) if and only if Q satisfies (A3). Moreover, for all s > 1/2,
we have in that case∥∥〈x〉−s(Q− λ± i0)−1〈x〉−s∥∥ . ∥∥〈x〉−s(P − λ± i0)−1〈x〉−s∥∥ . ∥∥〈x〉−s(Q− λ± i0)−1〈x〉−s∥∥,
uniformly for λ near the support of ϕ.
Remark 3.2 is essentially due to Datchev and Vasy [23]. But it is not clear how to verify
their geometric assumptions in our setting and to adapt directly their result. This is why we
give a self-contained proof of Remark 3.2 in Section 7 (note that (7.20) and (7.15) are similar
to [23, Lemma 3.1]).
Proposition 3.3 (Comparison of evolutions under a polynomial estimate). Let P,Q satisfy
(A1), χ ∈ C∞0 (Rn) and ϕ ∈ C∞0 (]0,+∞[) be such that (A2) and (A3) hold true. Then,
χe−itP/hϕ(P )χ = χe−itQ/hϕ(Q)χ+O(h∞),
uniformly for t ∈ R.
With Propositions 3.1 and 3.3 in mind, one may ask if (3.2) holds true for all time t ∈ R
under the assumptions (A1) and (A2) only. It happens that such a statement is false.
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W (x)V (x)
suppϕ
suppχ suppχ0
Figure 2. The setting in the proof of Remark 3.4.
Remark 3.4. There exist χ ∈ C∞0 (Rn), ϕ ∈ C∞0 (]0,+∞[) and operators P,Q satisfying (A1)
and (A2) such that (3.2) does not hold uniformly for t ∈ R. Of course, (A3) is not satisfied
in that case.
Proof of Remark 3.4. We first consider a smooth compactly supported potential V as in Fig-
ure 2. Using Theorem 6.2 below and [7, Proposition D.1] which allows to compare the trun-
cated resolvent of P = −h2∆ + V with the resolvent of the distorted operator Pθ, we have
∂zχ(P − z)−1χ = ∂zχ(Pθ − z)−1χ = χ(Pθ − z)−2χ = O(e3C0/h), for z = λ± i0, λ ∈ suppϕ.
Then, an integration by parts in the Stone formula (see (3.6)) yields
(3.3) χe−itP/hϕ(P )χ = − 1
2π
h
t
∫
R
e−itλ/h∂λ
(
ϕ(λ)FP (λ)
)
dλ = O
(
h
e3C0/h
t
)
= O(h∞),
uniformly for t ≥ e4C0/h.
On the other hand, we choose another potential W ∈ C∞0 (Rn) as in Figure 2 and we set
Q = −h2∆+W . In particular, W coincides with V near the support of χ. We also ask that
W satisfies the geometric assumptions of Fujiie´, Lahmar-Benbernou and Martinez [32] (see
Helffer and Sjo¨strand [39, Chapitre 10] in the analytic case). In particular, the minimum in
the well is non-degenerate and we denote by S0 the Agmon distance from this minimum to
the sea. Under these assumptions, Theorem 2.3 of [32] gives that the imaginary part of the
first resonance ρ(h) (that is the resonance closest to energy of the bottom of the well) satisfies
Im ρ ∼ −f0h
1−nΓ
2 e−2S0/h,
for some constant f0 > 0 and 0 ≤ nΓ ≤ n− 1. Eventually, we assume that the island is large
enough so that 2S0 − 1 > 4C0. Let u be a resonant state for Q associated to the resonance
ρ and normalized in the island. From Theorem 4.3 of Ge´rard and Sigal [36] and since u is
exponentially small outside the well, we have
(3.4) χe−itQ/hϕ(Q)χu = χe−itQ/hχ0u+O(h∞) = e−itρ/hχu+O(h∞),
uniformly for 0 ≤ t ≤ e(2S0−1)/h. The result of Ge´rard and Sigal requires the analyticity of
the potential near the whole Rn since it relies on some estimates of Helffer and Sjo¨strand [39].
But we can use [32] instead to extend this result to potentials analytic at infinity.
In the present geometric setting, we have Fp(χ,ϕ) = Fq(χ,ϕ) = supp(χϕ(p)) and (A2) is
satisfied. Moreover, (3.3) and (3.4) imply
(3.5)
∥∥χe−itP/hϕ(P )χu∥∥ = O(h∞) and ∥∥χe−itQ/hϕ(Q)χu∥∥ = 1 +O(h∞),
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uniformly for e4C0/h ≤ t ≤ e(2S0−1)/h. This prove that (3.2) does not hold for such times. 
From the previous discussion, we have to be more specific about the operator Q in order
to have a general result and get rid of (A3). Then, let g0 ∈ C∞0 (Rn; [0, 1]) be such that g0 = 1
near B(0, 1). We assume that
(A4) Q = −h2∆+W (x) with W (x) = g0
( x
R
)
V (x),
where R > 1 is a large constant which will be fixed in the sequel. Under this hypothesis, our
main result is the following.
Theorem 3.5 (General comparison of evolutions). Assume (A1) and (A4). Let χ ∈ C∞0 (Rn)
and ϕ ∈ C∞0 (]0,+∞[). For R > 0 large enough, we have
χe−itP/hϕ(P )χ = χe−itQ/hϕ(Q)χ+O(h∞),
uniformly for t ∈ R.
The R’s for which this result holds true may depend on χ,ϕ and P . Note also that (A2) is
satisfied for R large enough. The proof of Theorem 3.5 relies on the estimate of the difference
of the resolvents given in Theorem 6.4 below and on a polynomial bound on the integral of
the resolvent obtained by Stefanov.
Proof. By the Stone formula, we have
(3.6) χe−itP/hϕ(P )χ =
1
2πi
∫
R
e−itλ/hϕ(λ)FP (λ) dλ,
where
FP (λ) = χ lim
ε→0
(
(P − λ− iε)−1 − (P − λ+ iε)−1)χ
= χ(P − λ− i0)−1χ− χ(P − λ+ i0)−1χ,
thanks to the limiting absorption principle. On the other hand, Theorem 6.4 gives for R large
enough
χ(P − λ± i0)−1χ = χ(Q− λ± i0)−1χ+O(h∞)∥∥〈x〉−1(Q− λ− i0)−1〈x〉−1∥∥,
uniformly for λ ∈ suppϕ. Thus, (3.6) implies
(3.7) χe−itP/hϕ(P )χ = χe−itQ/hϕ(Q)χ+O(h∞)
∫
suppϕ
∥∥〈x〉−1(Q− λ− i0)−1〈x〉−1∥∥ dλ.
Since Q is a compactly supported perturbation of −h2∆, one can use Proposition 3 of Stefanov
[74] which gives that
(3.8)
∫
suppϕ
∥∥〈x〉−1(Q− λ− i0)−1〈x〉−1∥∥ dλ . h− 5n2 −3.
More precisely, this result is originally stated with cut-off functions instead of weights 〈x〉−1
and in the high frequency regime. But, the first point can be overcome thanks to Proposition
6.1. On the other hand, the argument of Stefanov can be directly adapted to our semiclassical
regime and provides the upper bound (3.8) in that case (taking the ε there equal to 1/4).
Eventually, Theorem 3.5 follows from (3.7) and (3.8). 
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Remark 3.6. In (A4), we have chosen to stick the potential V to 0, but we could have sticked
it to another potential. More precisely, one can replace W (x) in (A4) by
W (x) = g0
( x
R
)
V (x) + (1− g0)
( x
R
)
V˜ (x),
where V˜ satisfies (A1). The choice V˜ = 0 we have made is the most natural for the applications
to the resonance theory.
We have chosen to state Theorem 3.5 for Schro¨dinger operators P = −h2∆+V (x) but this
result may be generalized to more general operators. For instance, one could consider elliptic
selfadjoint differential operators of order two close to −h2∆ at infinity, smooth compact
obstacles with connected complement and even manifolds with different types of ends. The
important ingredients used in the proof are a polynomial bound of the resolvent truncated at
infinity, and that what goes to infinity does not come back.
Theorem 3.5 allows to extend straightly all the resonance expansions already obtained for
operators with compactly supported potential to the setting of operators with C∞ potential.
In the rest of this section, we give some examples of such applications. We start with a general
result showing that the propagator associated to any operator satisfying (A1) has a resonance
expansion in long time. For that, we use a theorem of Burq and Zworski [17]. Instead, we
could have considered Tang and Zworski [76], Stefanov [74], . . .
Corollary 3.7 (General resonance expansion). Assume (A1) and let χ ∈ C∞0 (Rn), ϕ ∈
C∞0 (]0,+∞[) with [a, b] = ch suppϕ, 0 < δ < a/4 and M > 1 be large enough. Then, there
exist L,R > 1, δ < c(h) < 2δ and d(h) = O(h) such that
(3.9) χe−itP/hχϕ(P ) =
∑
z∈Ω(h)∩Res(Q)
χR(e−it•/h(• −Q)−1, z)χϕ(Q) +O(h∞),
uniformly for t > h−L where Q is as in (A4), Res(Q) is the set of its resonances,
Ω(h) =
]
a− c(h), b + c(h)[ − i[0, hM (1 + d(h))[,
and R(f(•), z) denotes the residue of a meromorphic family of operator f at z.
The constant R can be chosen arbitrarily large and independent ofM . The small functions
c(h) and d(h) guaranty that ∂Ω(h) \ R, the “remainder” part of the boundary of Ω, is away
from the resonances of Q. Finally, ch suppϕ denotes the convex hull of the support of ϕ.
Proof. Let ϕ˜ ∈ C∞0 (R; [0, 1]) be such that ϕ ≺ ϕ˜ ≺ 1]0,+∞[. From the pseudodifferential
calculus and Theorem 3.5, we have
χe−itP/hχϕ(P ) = χe−itP/hϕ˜(P )χϕ(P ) +O(h∞)
= χe−itQ/hϕ˜(Q)χϕ(P ) +O(h∞)
= χe−itQ/hϕ˜(Q)χϕ(Q) +O(h∞)
= χe−itQ/hχϕ(Q) +O(h∞),(3.10)
uniformly for t ∈ R. In the previous equalities, R > 1 is chosen large enough such that
V = W near the support of χ and such that Theorem 3.5 holds true. Then, Corollary 3.7
is a direct consequence of (3.10) and of Theorem 1 of Burq and Zworski [17]. Here, we use
that the Schro¨dinger operator with compactly supported potential Q enters into the setting
of [17]. 
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V (x)
ch suppϕ
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Figure 3. The geometric setting and the resonances of Q in Example 3.8.
Resonance expansion may be seen as the generalization of the Dirichlet formula for eigen-
values to the theory of resonances. For P with compact resolvent, this formula gives
e−itP/h =
∑
λ∈sp(P )
e−itλ/hΠλ,
where Πλ is the spectral projector associated to the eigenvalue λ of P . However, Theorem
3.5 does not have a counterpart for eigenvalues. Indeed, assume that
e−itP/hϕ(P ) = e−itQ/hϕ(Q) +O(h∞),
holds true with suppϕ ∩ (spess(P ) ∪ spess(Q)) = ∅. Then, the eigenvalues of P are exactly
those of Q in ϕ−1(1) for h small enough, which is not reasonable in general. Indeed, assume
that λ0 ∈ ϕ−1(1) is an eigenvalue of P but not of Q. We can write
Πλ0(P ) =
∑
λ∈sp(Q)
ϕ(λ)e−it(λ−λ0)/hΠλ(Q)−
∑
λ0 6=λ∈sp(P )
ϕ(λ)e−it(λ−λ0)/hΠλ(P ) + r(t),
with ‖r(t)‖ ≤ 1/2. Integrating with respect to t ∈ [0, T ] and taking the norm lead to
T ≤ C + T/2 for some constant C > 0 which provides a contradiction for T large. This
argument can not be made for resonances because the leading part of the asymptotic (i.e.
the sum in (3.9)) is already O(h∞) at the time T needed to get the contradiction. In other
words, the difference between the resonances of P and Q is small compared to the imaginary
part of these resonances (under (A4) with R large enough). Then, Theorem 3.5 can be seen
as “the stability at infinity of the metastability”.
Example 3.8. We now apply Theorem 3.5 to the well in the island setting. We consider P
satisfying (A1) and ϕ ∈ C∞0 (]0,+∞[). Noting I = ch suppϕ, we assume that there exist two
closed sets, Σe(I), Σi(I), such that
p−1(I) = Σe(I) ∪ Σi(I), Σe(I) ∩ Σi(I) = ∅, Σi(I) ⋐ T ∗Rn,
and
ρ ∈ Σe(I) =⇒ exp(tHp)(ρ)→∞ as t→ ±∞.
In particular, Kp(I) = Σ
i(I). The geometric setting as well as the distribution of resonances
when the potential is analytic at infinity (e.g. forQ) are illustrated in Figure 3. We decompose
any χ ∈ C∞0 (Rn) as χ = χ1 + χ2 with
π(Σe(I)) ∩ suppχ1 = ∅, π(Σi(I)) ∩ suppχ2 = ∅,
and π(x, ξ) = x. Combining Nakamura, Stefanov and Zworski [57] in the case of Schro¨dinger
operators with (3.10), we immediately obtain
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Figure 4. The geometric setting and the resonances of Q in Example 3.10.
Corollary 3.9 (Shape resonances). Let P,ϕ, χ be as before, 0 < δ ≪ 1 and C1 > 0. Then,
there exist R > 1, δ < c(h) < 2δ and C2 > 0 such that
χe−itP/hχϕ(P ) =
∑
z∈Ω(h)∩Res(Q)
χ1R
(
e−it•/h(• −Q)−1, z)χ1ϕ(Q)
+ χ2O
(〈
t− C2)+/h
〉−∞)
χ2 +O(h∞),
uniformly for t ≥ 0 where Q is as in (A4), Res(Q) is the set of its resonances,
Ω(h) = ch suppϕ+]− c(h), c(h)[−i[C1h, 0],
and R(f(•), z) denotes the residue of a meromorphic family of operator f at z.
Thus, we have the same result as in [57] without the analyticity assumption. A lot is
known concerning the asymptotic of shape resonances. First, the resonances of Q in Ω(h)
are exponentially close to the eigenvalues of the Dirichlet restriction of Q near the well. In
particular, their imaginary part is exponentially small. Finally, their precise asymptotic can
be obtained under some geometric assumptions. We refer to Helffer and Sjo¨strand [39] for
potentials analytic near the whole real axis. The case of potentials analytic at infinity (as the
potential W defined in (A4) for instance) has been treated by Fujiie´, Lahmar-Benbernou and
Martinez [32] (see also Nakamura, Stefanov and Zworski [57]).
Example 3.10. As another application of our result, one can described the quantum propaga-
tor truncated near the maximum of the potential. In order to have totally explicit expressions,
we work in dimension n = 1. We assume that V has a non-degenerate maximum at x = 0,
i.e.
V (x) = E0 − λ
2
4
x2 +O(x3),
with E0, λ > 0, and that the trapped set at energy E0 satisfies K(E0) = {(0, 0)} (see Figure
4). As a consequence, x = 0 is the unique global maximum of V , and there exists a pointed
neighborhood of E0 in which all the energy levels are non trapping.
Under these hypotheses, the distribution of the resonances of Q, defined in (A4) with R
large enough, near E0 is known. In any complex neighborhood of E0 of size h, these resonances
are the
(3.11) zk(h) = E0 − ihλ
(1
2
+ k
)
+O(h2),
with k ∈ N. They actually have a complete expansion in powers of h and are simple. The
simplest way to prove this result is to compute the coefficients of the 2× 2 scattering matrix
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(for a complex energy z) and to find their poles. For that, it is enough to propagate through
the fixed point (0, 0) the Jost solutions at infinity (that is e±i
√
zx/h since W is compactly
supported). We omit the details and just mention that similar results have been obtained
under various assumptions by Sjo¨strand [70], Briet, Combes and Duclos [11], the third author
[62] and Fujiie´, Zerzeri and two authors [8].
Let Πk denote the generalized spectral projection of Q at the resonance zk, that is the
residue of the meromorphic extension of the truncated resolvent (z − Q)−1 at zk. A direct
adaptation of Theorem 4.1 of [6] to potentials analytic only at infinity gives that
(3.12) Πk = ckfk
〈
fk, ·
〉
.
Here, the constant ck is given by
ck(h) = h
−k− 1
2
e−i
π
2
(k+ 1
2
)
√
2πk!
λk+
1
2 ,
and the function fk is a locally uniformly bounded and outgoing solution of the Schro¨dinger
equation (P − zk)fk = 0 which can be written fk(x, h) = ak(x, h)eiϕ+(x)/h near 0 where ϕ+
is the generating function of the outgoing manifold of the Hamiltonian vector field at (0, 0)
with ϕ+(0) = 0 and ak is a classical symbol
ak(x, h) ∼
∞∑
j=0
aj(x)h
j ,
and a0(x) = x
k +O(xk+1), see [6] for more details. In this situation, we have the
Corollary 3.11 (Barrier-top resonances). Let P be as before, χ ∈ C∞0 (Rn) and 1{E0} ≺ ϕ ∈
C∞0 (R) be supported near E0. Then, for all K ∈ N there exists CK > 0 such that
(3.13) χe−itP/hχϕ(P ) =
∑
0≤k<K
e−itzk/hχΠkχ+O
(
e−λKth−CK
)
+O(h∞),
uniformly for t ≥ 0.
Thus, we remove the analyticity assumption in [6, Theorem 6.1] in dimension n = 1.
Thanks to (3.11) and (3.12), the sum in the right hand side of (3.13) is explicit. Corollary
3.11 is a direct consequence of (3.10) and [6, Section 6] adapted to potentials analytic only
at infinity. Since the weighted resolvent of P is polynomially bounded, we could have used
here Proposition 3.3 instead of Theorem 3.5. The assumption that ϕ = 1 near E0 is used to
show that ϕ(P )χfk = χfk +O(h∞) and then to remove the energy cut-off in (3.13).
Until now we only have generalized resonance expansions of the propagator, but other
results of the resonance theory prove that e−itP/hu is close to e−itz/hu for u resonant state
associated to a resonance z of P . In the semiclassical regime, this idea comes back to Ge´rard
and Sigal [36]. As previously, it is possible to extend these results to our C∞ setting. For
instance, combining Theorem 3.7 and Remark 4 of [36] with our Theorem 3.5, we obtain
Corollary 3.12 (Propagation of resonant states). Assume (A1), χ ∈ C∞0 (Rn) and C,E0 > 0.
Let χ ≺ χ˜ ∈ C∞0 (Rn) be such that χ˜ = 1 in a large neighborhood of 0 and let Q be as in
(A4) with R large enough. Then, for any resonant state u = u(h) associated to a resonance
z = z(h) ∈ B(E0, Ch) of Q with | Im z| & hC , we have
χe−itP/hχ˜u = e−itz/hχu+O(h∞)‖χ˜u‖,
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uniformly for t ≥ 0.
Note that the potential is not (always) assumed to be analytic in the paper of Ge´rard and
Sigal [36]. For example, they treat potential maxima in Section 4.C under the assumption
(A1). The result obtained is different from Corollary 3.11. In their case, the initial data must
be a quasimode and the asymptotic holds for all t ≥ 0. In our case, the initial data is general
and the asymptotic holds for t & | lnh| (in fact, the resonance expansion regime is not valid
before the Ehrenfest time, as explained in Remark 6.2 of a paper with Fujiie´ and Zerzeri [6]).
For systems coming from quantum chemistry, Briet and Martinez [12, 13] have obtained the
resonance expansion of the quantity t 7−→ 〈e−itP/hϕ(P )u, u〉 where u is a quasimode. When
their interaction operator W is differential (and not pseudodifferential), it may be possible in
their results to remove the analyticity assumption on the coefficients.
4. Spectral shift function
In this part, we assume (A1) with ρ > n and denote P0 = −h2∆. Then, the spectral shift
function (SSF) associated to the pair (P,P0) is defined as the distribution given by
(4.1) ∀ϕ ∈ C∞0 (R),
〈
s′P,P0 , ϕ
〉
= tr(ϕ(P ) − ϕ(P0)),
with the convention that s(λ) = 0 for λ ≪ −1. As a matter of fact, it coincides with the
counting function of eigenvalues for λ < 0. On the other hand, this function is C∞ for λ > 0.
We send back the reader to the book of Yafaev [79] and the survey of Robert [65] for general
informations about the spectral shift function.
Under general assumptions, Robert [64, Theorem 1.6] has proved that the SSF always
satisfies a Weyl law
(4.2) sP,P0(λ) = s0(λ)h
−n +O(h1−n),
for λ near a noncritical positive energy with
s0(λ) =
1
(2π)n
∫
Rn
(∫
ξ2+V (x)≤λ
dξ −
∫
ξ2≤λ
dξ
)
dx.
In this manner, resonance theory is not useful for the asymptotic of the SSF. The situation is
rather different for that concerns its derivative. For this function, the Breit–Wigner formula
claims that
(4.3) s′P,P0(λ) =
∑
z∈Res(P )
z close to λ
| Im z|
π|λ− z|2 + remainder.
As recalled in the introduction, such a formula has been first obtained by Melrose [54, Section
4] in obstacle scattering and Ge´rard, Martinez and Robert [35] in the well in the island
situation. In the semiclassical regime and without assumption on the trapping, it has been
established successively for potentials analytic at infinity by Petkov and Zworski [59, 60],
Bruneau and Petkov [14], Dimassi and Petkov [25], . . .
Here, we show formulas similar to (4.3) and extend the previous results under the assump-
tion that V satisfies only (A1) with ρ > n. For that, we follow the general strategy explained
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at the end of the introduction and already used in Section 3. The first step is to prove a
comparison result
(4.4) s′P,P0(λ) = s
′
Q,P0(λ) + remainder,
where Q = −h2∆+W (x) is such that W satisfies (A1) with ρ > n and coincides with V on a
sufficiently large region. Afterwards, a Breit–Wigner formula for P can be obtained applying
(4.4), choosing the potential W analytic at infinity and using a Breit–Wigner formula for Q
from a previous paper.
We begin with a result like (4.4) which only requires that P = Q near the trapped set and
that the weighted resolvent of P is polynomially bounded. More precisely, let I ⊂]0,+∞[ be
a compact interval. The trapped set K• being defined in (2.1), we assume that
(A5) The symbols p, q of P,Q satisfy
p = q near the trapped sets Kp(I) = Kq(I).
Under this assumption, we have the following result.
Proposition 4.1 (Comparison of the derivative of SSF under a polynomial estimate). Let
P , Q satisfying (A1) with ρ > n, (A3) for λ near I and (A5). Then,
s′P,P0(λ) = s
′
Q,P0(λ) + σ(λ;h),
uniformly for λ ∈ I, where the function σ(λ;h) has a complete expansion in powers of h
σ(λ;h) ≍ σ0(λ)h−n + σ1(λ)h1−n + · · · ,
and the functions σ•(λ) are C∞ near I.
The proof of Proposition 4.1 is postponed until Section 7. The regular symbol σ(λ;h) takes
into account somehow the difference at infinity between V and W . For instance, if P (and
thus Q) is non-trapping (and thus noncritical) near λ, we have
σ0(λ) =
1
(2π)n
∂λ
∫
Rn
(∫
ξ2+V (x)≤λ
dξ −
∫
ξ2+W (x)≤λ
dξ
)
dx,
from Theorem 1.3 of [64] and (4.2). In particular, there is no hope to replace σ(λ;h) by
O(h∞) in Proposition 4.1. Nevertheless, if W is as in (A4), one can show that σ0(λ) goes to
0 as R → +∞. In some sense, Proposition 4.1 can be seen as the equivalent of Proposition
3.3 for the SSF.
As in Section 3, there is no hope to remove the assumption (A3) in Proposition 4.1. More
precisely, considering the geometric setting in the proof of Remark 3.4 and using the forthcom-
ing Corollary 4.5, there exist operators P,Q satisfying (A1) with ρ > n (V,W are compactly
supported) and (A5) such that s′P,P0 and s
′
Q,P0
are not of the same order. That is
s′P,P0(λ) ≁ s
′
Q,P0(λ) +O(h−n).
To obtain a general theorem, we suppose (A4) as in Theorem 3.5 and our main result con-
cerning the SSF is the following.
Theorem 4.2 (General comparison of the derivative of SSF). Assume (A1) with ρ > n and
(A4). Let I ⊂]0,+∞[ be a compact interval. For R > 0 large enough, we have
s′P,P0(λ) = s
′
Q,P0(λ) + σ(λ;h) +O(h∞) dist(λ,Res(Q))−1,
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uniformly for λ ∈ I, where the function σ(λ;h) has a complete expansion in powers of h
σ(λ;h) ≍ σ0(λ)h−n + σ1(λ)h1−n + · · · ,
and the functions σ•(λ) are C∞ near I.
As in Theorem 3.5, the R’s for which this result holds true may depend on I and P .
The proof of Theorem 4.2 relies on the estimate of the difference of the resolvents given in
Theorem 6.4, on a representation formula for the SSF by Robert and and on an estimate of
the resolvent obtained by Stefanov.
Proof. From Theorem 1.10 of Robert [64], the derivative of the SSF satisfies the following
asymptotic representation formula:
(4.5)
s′P,P0(λ) = tr
(
χ
(
E′P (λ)− E′P0(λ)
)
χ
)
+ tr
(
Op(k+)(P0 − λ− i0)−1
)
+ tr
(
Op(k−)(P0 − λ+ i0)−1
)
+ tr
(
X±1 (P − λ∓ i0)−1Y ±1 (P0 − λ∓ i0)−1Z±1
)
+ tr
(
X±0 (P0 − λ∓ i0)−1Y ±0 (P0 − λ∓ i0)−1Z±0
)
,
for all λ ∈ I. In the two last lines we mean that we have a (+) and a (−) term. The cut-off
function χ ∈ C∞0 (Rn) is equal to 1 on a sufficiently large neighborhood of 0. For T selfadjoint,
we use the notation
(4.6) E′T (λ) =
1
2iπ
(
(T − λ− i0)−1 − (T − λ+ i0)−1).
The symbols k± are classical symbols satisfying ∂αx∂
β
ξ k±(x, ξ) = O(〈x〉−ρ−|α|〈ξ〉−∞) for every
multiindexes α, β ∈ Nn. The operators X±• , Y ±• , Z±• are negligible in the sense that, for all
M > 0, we have ∥∥〈x〉MY ±• (P0 − λ∓ i0)−1Z±• 〈x〉M∥∥tr = O(h∞),(4.7) ∥∥〈x〉MX±• 〈x〉M∥∥ = O(h∞),(4.8)
uniformly for λ ∈ I. Furthermore, (4.5) can be differentiated in λ at any order and we have
also estimates like (4.7) and (4.8). We send the reader to the paper of Robert [64] for more
details. The SSF sQ,P0(λ) satisfies a formula similar to (4.5) and, following the paper of
Robert (which is based on the constructions of Isozaki and Kitada), one can see that the
cut-off function χ can be chosen independent of R large enough.
As explained in Section 6 of [64], the terms on the second line of (4.5) have a complete
asymptotic expansion in h with C∞ coefficients. That is
σP (λ;h) := tr
(
Op(k+)(P0 − λ− i0)−1
)
+ tr
(
Op(k−)(P0 − λ+ i0)−1
)
≍ σP0 (λ)h−n + σP1 (λ)h1−n + · · ·
With (4.7) and (4.8) in mind, the third and fourth lines of (4.5) are directly estimated by
O(h∞)‖〈x〉−1(P − λ− i0)−1〈x〉−1‖. Thus, (4.5) provides
s′P,P0(λ) = tr
(
χ
(
E′P (λ)− E′P0(λ)
)
χ
)
+ σP (λ;h) +O(h∞)∥∥〈x〉−1(P − λ− i0)−1〈x〉−1∥∥.
The same way, we have
s′Q,P0(λ) = tr
(
χ
(
E′Q(λ)− E′P0(λ)
)
χ
)
+ σQ(λ;h) +O(h∞)∥∥〈x〉−1(Q− λ− i0)−1〈x〉−1∥∥,
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where σQ has a complete asymptotic expansion in h with C∞ coefficients. Since the cut-off
functions χ can be chosen to be the same (and independent of R) in the two last equations,
we deduce
s′P,P0(λ) = s
′
Q,P0(λ) + tr
(
χ
(
E′P (λ)− E′Q(λ)
)
χ
)
+ σ̂(λ;h) +O(h∞)∥∥〈x〉−1(Q− λ− i0)−1〈x〉−1∥∥,(4.9)
for R large enough uniformly for λ ∈ I. Here, σ̂ = σP − σQ has a complete asymptotic
expansion in h with C∞ coefficients and Corollary 6.5 is used to estimate the resolvent of P .
To treat the trace of χ
(
E′P (λ) − E′Q(λ)
)
χ, it is enough to control the trace norm of the
difference of the resolvents of P and Q (see (4.6)). For that, we use Theorem 6.4 which gives
an upper bound in operator norm and the following trick. Since P and Q coincide near the
support of χ, we have
χ
(
(P − λ− i0)−1 − (Q− λ− i0)−1)χ
= (P + i)−1(P − λ+ λ+ i)χ((P − λ− i0)−1 − (Q− λ− i0)−1)χ
= (P + i)−1
(
[P, χ] + (λ+ i)χ
)(
(P − λ− i0)−1 − (Q− λ− i0)−1)χ.
By induction, we obtain for any N ∈ N
χ
(
(P − λ− i0)−1 − (Q− λ− i0)−1)χ = (P + i)−NTN χ˜((P − λ− i0)−1 − (Q− λ− i0)−1)χ,
where TN is a differential operator of order N with coefficients in C
∞
0 (R
n) and χ˜ is any
function in C∞0 (R
n) with χ ≺ χ˜. For N > n, the microlocal analysis implies∥∥χ((P − λ− i0)−1 − (Q− λ− i0)−1)χ∥∥
tr
≤ ∥∥(P + i)−NTN∥∥tr∥∥χ˜((P − λ− i0)−1 − (Q− λ− i0)−1)χ∥∥
. h−n
∥∥χ˜((P − λ− i0)−1 − (Q− λ− i0)−1)χ∥∥
= O(h∞)∥∥〈x〉−1(Q− λ− i0)−1〈x〉−1∥∥,(4.10)
thanks to Theorem 6.4. Combining (4.9) with (4.10) and (4.6), we get
(4.11) s′Q,P0(λ) = s
′
Q,P0(λ) + σ̂(λ;h) +O(h∞)
∥∥〈x〉−1(Q− λ− i0)−1〈x〉−1∥∥,
uniformly for λ ∈ I.
It remains to estimate the weighted resolvent of Q in terms of its resonances. For that, we
use a result of Stefanov. Since Q is a compactly supported perturbation of −h2∆ and (6.1)
holds true, Proposition 4 of [75] states that, for any ψ ∈ C∞0 (Rn),∥∥ψ(Q− λ− i0)−1ψ∥∥ ≤ h− 3n2 −1
d(z, h)
,
for all λ ∈ I and h small enough, where d(z, h) = min(dist(z,Res(Q)), 1). Applying Proposi-
tion 6.1, this inequality becomes
(4.12)
∥∥〈x〉−1(Q− λ− i0)−1〈x〉−1∥∥ ≤ h− 3n2 −1
d(z, h)
,
Eventually, Theorem 4.2 is a consequence of (4.11) and (4.12). 
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The possible generalizations below Theorem 3.5 can still apply to Theorem 4.2. For in-
stance, one can glue the potential V to the potential V˜ as in Remark 3.6, assuming that V˜
satisfies (A1) with ρ > n. On can also consider other types of operators.
If the weighted resolvent of P is polynomially bounded (that is if (A3) holds true), one can
remove the term with dist(λ,Res(Q))−1 in Theorem 4.2. More precisely, combining (4.11)
with Remark 3.2, we recover Proposition 4.1 under the hypothesis (A4).
Theorem 4.2 allows to extend all the results on the derivative of the SSF obtained for
operators with compactly supported potential to the case of operators with C∞ potential.
Such applications are now discussed. We first show that there is a Breit–Wigner formula for
the derivative of the SSF associated to any operator under the assumption (A1) with ρ > n.
For that, we apply a result of Bruneau and Petkov [14] (in the case where Ω is symmetric
with respect to R to simplify the exposition). Instead, we could have considered Petkov and
Zworski [59, 60], Sjo¨strand and the first author [10], . . .
Corollary 4.3 (General Breit–Wigner formula). Assume (A1) with ρ > n and (A4). Let
W ⋐ Ω ⋐ ei]−
π
2
,π
2
[]0,+∞[ be open, simply connected and relatively compact sets that are
symmetric with respect to R. Assume that I = W ∩ R and J = Ω ∩ R are intervals. For
R > 0 large enough, we have
s′P,P0(λ) =
∑
z∈Res(Q)∩Ω
| Im z|
π|λ− z|2 + σ(λ;h) + Im r(λ;h) +
O(h∞)
dist(λ,Res(Q))
,
uniformly for λ ∈ I. Here, σ(λ;h) is as in Theorem 4.2 and r(z;h) is a function holomorphic
in Ω with |r(z;h)| . h−n uniformly for z ∈W .
Corollary 4.3 is a direct consequence of Theorem 1 of [14] and Theorem 4.2. We now give
explicit Breit–Wigner formulas in two geometric situations.
Example 4.4. We compute the derivative of the SSF in the well in the island situation.
We consider P satisfying (A1) with ρ > n and the geometric assumptions of Example 3.8
on some interval I. In particular, Figure 3 provides an example of such potential and the
corresponding distribution of resonances when the potential is analytic at infinity.
Let P i denote the operator P (or Q) restricted to an neighborhood of the π(Σi(I)) with
Dirichlet boundary condition. Thus, P i encodes the dynamics inside the island. There exists
a bijection between the eigenvalues of P i and the resonances of Q
(4.13) F : σ(P i) ∩ (I + [α1(h), α2(h)]) −→ Res(Q) ∩ (I + [α3(h), α4(h)]− i[0, Ch]),
such that F (z) = z+O(e−δ0/h) and α•(h) = O(e−δ0/h) for any C > 0 large enough and some
δ0 > 0. This follows from the corollary on page 201 of Nakamura, Stefanov and Zworski [57] in
the present setting (see also Helffer and Sjo¨strand [39] for analytic potentials). In particular,
any resonance of Q in I + i[−1, 0] satisfies
(4.14) | Im z| ≤ e−δ0/h or | Im z| ≥ Ch,
for h small enough. In the second case, they actually satisfy | Im z| ≥Mh| ln h| for anyM > 0
(see Lemma 4.5 and Lemma 4.6 of [57]).
To study the SSF near an isolated resonance, we make the following separation assumption.
Let I(h) ⊂ I be an interval containing only one eigenvalue z0(h) of P i such that
(4.15) dist
(
∂I(h), σ(P i)) ≥ hM ,
18 J.-F. BONY, L. MICHEL, AND T. RAMOND
for some M ≥ 1. From (4.13), there exists a unique resonance z = z(h) of Q exponentially
close to the real axis with real part in I(h) and the other resonances of Q are at distance at
least hM/2 from I(h).
Corollary 4.5 (Shape resonances). Under the previous assumptions,
s′P,P0(λ) =
| Im z|
π|λ− z|2 +
O(h∞)
|λ− z| +O(h
−n−1),
uniformly for λ ∈ I(h).
The imaginary part of the resonances of Q, close to the minimum of the well, has been
computed asymptotically by Fujiie´, Lahmar-Benbernou and Martinez [32] (see Helffer and
Sjo¨strand [39] in the analytic case) under some geometric assumptions. The two functions
| Im z||λ − z|−2/π and O(h∞)|λ − z|−1 of λ ∈ [Re z − 1,Re z + 1] form two peaks centered
at Re z, of height | Im z|−1/π and O(h∞)| Im z|−1 respectively, and of total mass 1 +O(h∞)
and O(h∞) respectively. Then, O(h∞)|λ − z|−1 is actually a remainder term even if it can
be larger than the leading term for some values of λ.
Proof. Let I ⋐ J ⋐]0,+∞[ be an open interval such that the geometric assumptions, (4.13)
and (4.14) hold true with I replaced by J , with perhaps new constants. Choosing W =
I + i]− 1, 1[ and Ω = J + i]− 2, 2[, Corollary 4.3 gives
s′P,P0(λ) =
| Im z|
π|λ− z|2 +
∑
ρ∈Res(Q)∩Ω
ρ6=z
| Im ρ|
π|λ− ρ|2 +
O(h∞)
|λ− z| +
O(h∞)
dist(λ,Res(Q) \ {z}) +O(h
−n),
uniformly for λ ∈ I. Since the number of resonances of Q in Ω is bounded by O(h−n), the
inequalities (4.14) and (4.15) imply∑
ρ∈Res(Q)∩Ω
ρ6=z
| Im ρ|
π|λ− ρ|2 =
∑
ρ∈Res(Q)∩Ω
ρ6=z, | Im z|≤e−δ0/h
| Im ρ|
π|λ− ρ|2 +
∑
ρ∈Res(Q)∩Ω
ρ6=z, | Im z|≥Ch
| Im ρ|
π|λ− ρ|2
.
∑
ρ∈Res(Q)∩Ω
ρ6=z, | Im z|≤e−δ0/h
e−δ0/h
h2M
+
∑
ρ∈Res(Q)∩Ω
ρ6=z, | Im z|≥Ch
1
h
. h−n−1,
uniformly for λ ∈ I(h). The same way,
O(h∞)
dist(λ,Res(Q) \ {z}) =
O(h∞)
hM
= O(h∞),
and the corollary follows. 
When the potential is dilation analytic outside the island, a similar formula has been
obtained by Ge´rard, Martinez and Robert [35]. By comparison with Corollary 4.5, they have
e−ε/h for all ε > 0 instead of hM for some M > 0 in the separation assumption (4.15). Under
their hypothesis, we would have an additional rest of the form eε/h for all ε > 0. Moreover,
their remainder terms
O(e−(2S0−ε)/h)
|λ− z| +O(h
−n),
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Figure 5. The geometric setting of Example 4.6.
for all ε > 0, are better than ours. In the previous formula, S0 > 0 is the Agmon distance
between the well and the sea. We have proved Corollary 4.5 using Corollary 4.3. But, it may
be possible to first generalize [35] to analytic potentials at infinity and then to apply Theorem
4.2 to obtain Corollary 4.5. Such a proof may lead to different remainder terms.
If each element of I is a noncritical energy level for P , the remainder term O(h−n−1)
can be replaced by O(h−n). Indeed, applying [14, Corollary 1] instead of [14, Theorem 1]
leads to another version of Corollary 4.3 where the h-independent sets W , Ω are replaced by
neighborhoods of size h of λ. We conclude using upper bounds on the number of resonances
in small domains.
Instead of computing the derivative of the SSF, some results are devoted to the jump of
the SSF across the real part of a resonance, that is the quantity
s′P,P0(Re z + δ) − s′P,P0(Re z − δ),
with 0 < δ ≪ 1. Some of them require the analyticity of the potential V like Theorem 6.4 of
Robert [64], whereas others require only a symbol assumption on V like Nakamura [56]. The
first ones can be generalized to the C∞ setting using Theorem 4.2.
Example 4.6. At the end of this part, we give an explicit Breit-Wigner formula in dimension
n = 1 in presence of a homoclinic trajectory in the C∞ setting. In the analytic setting, this
has been done by Fujiie´ and the third author below Theorem 2.2 of [33].
We assume that the potential V satisfies (A1) with ρ > n = 1 and is as in Figure 5. In
particular, V has a local non-degenerate maximum at x = 0, i.e.
V (x) = E0 − µ
2
4
x2 +O(x3),
with E0, µ > 0. The trapped set at energy E0 consists of the hyperbolic fixed point (0, 0)
and a homoclinic trajectory γ0(t) = (x0(t), ξ0(t)). To state our result, we need to define some
geometric quantities. The action along γ0 is
A0 =
∫
γ0
ξ dx.
Let γin(t), γout(t) be the Hamiltonian trajectories of energy E0 such that
γin(t) = (xin(t), ξin(t)) =
(− 2√E0t,−√E0) for t≪ −1,
γout(t) = (xout(t), ξout(t)) =
(
2
√
E0t,
√
E0
)
for t≫ 1.
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Figure 6. The derivative of the SSF given by Corollary 4.7.
They have the following asymptotic behaviors at 0
x0(t) = g
±
0 e
±µt + o(e±µt) as t→ ∓∞,
xin(t) = gine
−µt + o(e−µt) as t→ +∞,
xout(t) = goute
µt + o(eµt) as t→ −∞.
(see e.g. Helffer and Sjo¨strand [38, (2.7)]). In fact, (xin(t), ξin(t)) = (xout(−t),−ξout(−t)),
gin = gout > 0 and g
±
0 < 0. The rescaled spectral parameter is defined by
σ =
λ− E0
h
.
With these notations, one can define the three following quantities:
Q0 = eiA0/hΓ
(1
2
− iσ
µ
) 1√
2π
e−
π
2
σ
µ
(
µ|g+0 ||g−0 |
)iσ
µ ,
A = eiA0/hΓ2
(1
2
− iσ
µ
) i
2π
eπ
σ
µ
(
µ2|gin||gout||g−0 ||g+0 |
)iσ
µ ,(4.16)
B = Γ
(1
2
− iσ
µ
) i√
2π
e−
π
2
σ
µ
(
µ|gout||gin|
)iσ
µ .
In this setting, the derivative of the spectral shift function satisfies
Corollary 4.7 (Homoclinic resonances). Let C > 0. Under the previous assumptions,
s′P,P0(λ) =
| lnh|
2πµh
2h
−2iσ
µA(1− h−iσµQ0)−1 + h−3iσµAQ0(1− h−iσµQ0)−2 − h−iσµB
h−2i
σ
µA(1− h−iσµQ0)−1 − h−iσµB +O(h−1),
uniformly for λ ∈ [E0 − Ch,E0 +Ch].
This result is illustrated in Figure 6 and has been analyzed in [33]. The asymptotic of the
scattering matrix S(λ) and the SSF sP,P0(λ) can be found in the proof of Corollary 4.7. To
show this result, one can not simply rely on Theorem 4.2 and [33]. Indeed, [33] is based on the
exact WKB analysis that requires the analyticity of the potential V in a whole neighborhood
of the real axis. Thus, we give a new proof that uses only marginally the results of this
section.
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Figure 7. The cut-off functions χ⋆ and the geometry of Corollary 4.7.
Proof. From Section 4.3 (B) of Fujiie´, Zerzeri and two authors [7] and Remark 3.2, we know
that (A3) holds true. Then, applying Proposition 4.1 (or Theorem 4.2), we can always assume
that V is compactly supported. Let θ(λ) denote the scattering phase defined by
(4.17) detS(λ) = e2iθ(λ),
S(λ) being the (unitary) scattering matrix at energy λ ∈ R. The Birman–Krein formula
states that
(4.18) θ′(λ) = πs′P,P0(λ).
Thus, to compute the SSF, it is enough to compute the coefficients of the scattering ma-
trix. For compactly supported potentials in dimension n = 1, the scattering matrix has the
following representation formula (see e.g. Proposition 2.1 of Petkov and Zworski [61]):
(4.19) S(λ) =
(
S+,+(λ) S+,−(λ)
S−,+(λ) S−,−(λ)
)
,
with
(4.20) Sa,b(λ) =
i
2h
√
λ
〈
[P, χ]eai
√
λx/h, (P − λ− i0)−1[P, χb]ebi
√
λx/h
〉
,
where a, b = ± and the cut-off functions χ, χ± are as in Figure 7. We send back the reader
to [33] for more details on the scattering theory in dimension 1. From Section 4.3 (B) of [7],
the resolvent of the distorted operator Pθ, with θ = h| ln h|, is polynomially bounded in
Ω = E0 + [−Ch,Ch] + i
[− νh| lnh|−1, νh| ln h|−1],
for ν small enough depending on C. Then, if the distortion occurs outside the support of χ, one
can replace the resolvent of P by that of Pθ in (4.20) and the quantity (Pθ−λ)−1[P, χb]ebi
√
λx/h
is polynomially bounded for λ ∈ Ω. In particular, we can use the semiclassical C∞ microlocal
analysis to treat these quantities.
We compute the four coefficients of S(λ) for λ = E0+hσ ∈ Ω and begin with S−,+(λ). Let
γ±ℓ (t) = (x
±
ℓ (t), ξ
±
ℓ (t)) be two parameterizations of the Hamiltonian trajectory “on the left”
such that x±ℓ (t) = ±2
√
E0t for ∓t≫ 1 and
Aℓ = 2
∫ xℓ
−∞
(√
E0 − V (x)−
√
E0
)
dx+ 2
√
E0xℓ,
its action. Then, there exists Tℓ ∈ R such that γ+ℓ (t) = γ−ℓ (t+ Tℓ). Let also ρ±ℓ be two points
on this trajectory according to Figure 7. We consider
v = (Pθ − λ)−1[P, χ+]ei
√
λx/h.
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Working as in Section 4.2 of [6], we get v = ei
√
λx/h microlocally near ρ+ℓ . Moreover, v satisfies
the evolution equation (P − λ)v = 0 microlocally along γ±ℓ between ρ+ℓ and ρ−ℓ . Then, the
propagation of singularities implies that
v =
(
ie−iσTℓeiAℓ/h + S(h)
)
e−i
√
λx/h,
microlocally near ρ−ℓ . Finally, a direct computation in (4.20) provides
(4.21) S−,+(λ) = ie−iσTℓeiAℓ/h +O(h),
uniformly for λ ∈ Ω. More simply, the diagonal terms satisfy
(4.22) S+,+(λ) = O(h∞) and S−,−(λ) = O(h∞),
uniformly for λ ∈ Ω.
It remains to compute S+,−(λ). For that, we define
u = (Pθ − λ)−1[P, χ−]e−i
√
λx/h.
We choose three points ρ⋆, with ⋆ = 0, in, out as in Figure 7. In particular, ρ⋆ = γ⋆(t⋆) for
some t⋆ ∈ R. Let u⋆ be a microlocal restriction of u to a neighborhood of ρ⋆. We send
back the reader to [7] for more details on such techniques. Let ϕ0− (resp. ϕ0+) denote the
generating phase function of the incoming (resp. outgoing) Lagrangian manifold Λ− (resp.
Λ+) associated to the fixed point (0, 0) with ϕ
0±(0) = 0. This means that Λ± = {(x, ϕ0±′(x))}
for x near 0. As in the previous paragraph, we have
(4.23) u = e−i
√
λx/h,
microlocally near ρin. From [7, Section 8], u0, uin (resp. uout) are Lagrangian distributions of
order 0 with Lagrangian manifold Λ− (resp. Λ+). Inspired by [7, (11.25)], we normalized the
symbols of u⋆ as
u0(x) = e
iσt0
√
µ|g0−|
|∂tx0(t0−)|
a0(x, h)e
iϕ0
−
(x)/h,
uin(x) = e
iσtin
√
µ|gin|
|∂txin(tin)|ain(x, h)e
iϕ0
−
(x)/h,
uout(x) = e
iσtout
√
µ|gout|
|∂txout(tout)|aout(x, h)e
iϕ0
+
(x)/h.
The action along the trajectories γin, γout is
Ain = Aout =
∫ +∞
0
(√
E0 − V (x)−
√
E0
)
dx.
From (4.23) and the previous normalization, we have
(4.24) ain(xin, h) = e
iAin/h
√
2
√
E0
µ|gin| +O(h).
On the other hand, Lemma 11.5 of [7] yields
(4.25) a0(x0, h) = h
−iσ
µQ0a0(x0, h) + h−i
σ
µQinain(xin, h) +O(hζ),
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where Q0 is given by (4.16) and
Qin = eiA0/hΓ
(1
2
− iσ
µ
) 1√
2π
√∣∣gin∣∣
|g0−|
ei
π
2 e
π
2
σ
µ
(
µ|g0+||gin|
)iσ
µ ,
and some 0 < ζ < 1. From Section 11.2 of [7], the quantization function 1−h−iσµQ0(z, h) has
a uniformly bounded inverse for z ∈ Ω assuming ν small enough. Then (4.25) becomes
(4.26) a0(x0, h) = h
−iσ
µQin
(
1− h−iσµQ0
)−1
ain(xin, h) +O(hζ).
Now, working as in [7, (11.29)], we get
(4.27) aout(xout, h) = h
−iσ
µR0a0(x0, h) + h−i
σ
µRinain(xin, h) +O(hζ),
with
R0 = Γ
(1
2
− iσ
µ
) 1√
2π
√ ∣∣g0−∣∣∣∣gout∣∣eπ2 σµ (µ|gout||g0−|)iσµ ,
Rin = Γ
(1
2
− iσ
µ
) 1√
2π
e−i
π
2
√ ∣∣gin∣∣
|gout|e
−π
2
σ
µ
(
µ|gout||gin|
)iσ
µ .
Combining (4.26) and (4.27), it comes
(4.28) aout(xout, h) =
(
h
−2iσ
µR0Qin
(
1− h−iσµQ0
)−1
+ h
−iσ
µRin
)
ain(xin, h) +O(hζ),
uniformly for z ∈ Ω. On the other hand, we have
u =
(
eiAout/h
√
µ|gout|
2
√
E0
aout(xout, h) + S(h)
)
ei
√
λx/h,
microlocally near ρout. Thanks to (4.20), this leads to
(4.29) S+,−(λ) = eiAout/h
√
µ|gout|
2
√
E0
aout(xout, h) +O(h).
Combining (4.24), (4.28) and (4.29), we eventually obtain
(4.30) S+,−(λ) = ei(Ain+Aout)/h
(
h
−2iσ
µA(1− h−iσµQ0)−1 − h−iσµB)+O(hζ),
where A,B,Q0 are given by (4.16).
From the computation of the coefficients of S(λ) carried out in (4.21), (4.22) and (4.30),
one can write detS(λ) = α(λ) + r(λ) with
α(λ) = −ie−iσTℓei(Aℓ+Ain+Aout)/h
(
h−2i
σ
µA(1− h−iσµQ0)−1 − h−iσµB),
and r(λ) = O(hζ) uniformly for λ ∈ Ω. From (4.17) and (4.18), we deduce
(4.31) s′P,P0(λ) =
1
2πi
α′(λ) + r′(λ)
α(λ) + r(λ)
.
Since S(λ) is unitary for λ ∈ R∩Ω, we have |α(λ)| = 1+O(hζ) uniformly for λ ∈ R∩Ω. On
the other hand, since detS(λ) and α(λ) are holomorphic functions in Ω, so is r(λ). Taking
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first Ω slightly larger, the Cauchy formula implies r′(λ) = O(hζ−1| lnh|) = O(h−1) on R ∩Ω.
Summing up (4.31) becomes
(4.32) s′P,P0(λ) =
1
2πi
α′(λ)
α(λ)
+O(h−1),
uniformly for λ ∈ R ∩ Ω. It remains to compute α′(λ). The derivative of A, B and Q0 with
respect to λ gives a term of order O(h−1), whereas
∂λh
−iσ
µ = i
| ln h|
µh
h
−iσ
µ ,
is of order h−1| lnh|. Then, (4.32) gives
s′P,P0(λ) =
| lnh|
2πµh
2h
−2iσ
µA(1− h−iσµQ0)−1 + h−3iσµAQ0(1− h−iσµQ0)−2 − h−iσµB
h
−2iσ
µA(1− h−iσµQ0)−1 − h−iσµB +O(h−1),
and the corollary follows. 
5. Scattering amplitude
In this part, we assume (A1) with ρ > 1 and denote P0 = −h2∆. Since P is a short-range
perturbation of P0, the scattering matrix SP,P0(λ) associated to the pair (P,P0) at energy
λ > 0 is a well-defined bounded operator on L2(Sn−1). The scattering amplitude SP,P0(λ, θ, ω)
is defined as the distribution kernel of SP,P0(λ). It happens that SP,P0(λ, θ, ω) is smooth
outside the diagonal θ = ω (see e.g. Isozaki and Kitada [45]). As usual, ω ∈ Sn−1 (resp.
θ ∈ Sn−1) is called the initial (resp. final) direction. Depending on the paper [49, 61, 68, 75],
the scattering amplitude may be normalized in different ways (that is modulo a constant);
we have chosen not to multiply by such a constant.
Under the assumptions which allow to define the resonances, we generally know that the
scattering amplitude λ 7−→ SP,P0(λ, θ, ω) has a meromorphic extension to (a part of) the
complex plane with poles at the resonances. This has been first proved by Lax and Phillips
[51] for obstacle scattering and then by several authors in various situations. For instance,
Agmon [1] has studied the Schro¨dinger operators whose potential is analytic at infinity and
satisfies (A1) with ρ > 1. We refer to Ge´rard and Martinez [34] for more details and references
about this question.
We want to obtain the meromorphic extension, modulo small error terms, of the scattering
amplitude under (A1) with ρ > 1 only. Following the strategy of the previous sections, we
first compare the scattering amplitudes associated to the pair (P,P0) and to the pair (Q,P0).
As before, we could expect to have
(5.1) SP,P0(λ, θ, ω) ≈ SQ,P0(λ, θ, ω),
for Q = −h2∆+W (x) satisfying (A4) with R large enough. Unfortunately, there is no hope
to have such a comparison result because the scattering amplitude crucially depends on the
potential at infinity.
Example 5.1. We give an example of operator showing that (5.1) is in general far from
being true. In dimension n = 2, we take V (x) = E0e
−x2 non-radially slightly perturbed at
infinity. Such a potential is illustrated in Figure 8. More generally, we could have chosen
any potential V non-radial at infinity, whose trapped set at energy E0 is given by the unique,
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Figure 8. The potential of Example 5.1 and the order of the scattering am-
plitude in function of the final direction θ ∈ S1.
non-degenerate and isotropic global maximum of V , which satisfies the general assumptions
of Section 2 of Alexandrova and two authors [5] and whose Hamiltonian trajectories with
energy E0 behave at infinity “nicely” (that is like those of E0e
−x2).
We fix an initial direction ω ∈ S1. From Theorem 2.6 (a) and (c) of [5], there exists a
particular direction ω⊥ ∈ S1 such that
SP,P0(E0, θ, ω) ∝

1 for θ < ω⊥ near ω⊥,
h−1/2| lnh|−1/2 for θ = ω⊥,
h−1/2 for θ > ω⊥ near ω⊥.
Let us now consider Q as in (A4). Depending on R > 0 large enough (and also of the function
g0 appearing in (A4)), SQ,P0(E0, ω
⊥, ω) can be of order 1, h−1/2| lnh|−1/2 or h−1/2 since the
perturbation is non-radial. Thus, SP,P0(λ, θ, ω) and SQ,P0(λ, θ, ω) are not always of the same
order and this order may depend on R > 0 arbitrarily large.
Even if it is not possible to relate the scattering amplitudes of P and Q, it is possible to
replace the resolvent of P by that of Q in the usual representation of the scattering amplitude.
More precisely, we have
Remark 5.2 (Representation formula for the scattering amplitude). Assume (A1) with ρ > 1
and (A4). Let I ⊂]0,+∞[ be a compact interval and θ, ω ∈ Sn−1 be such that θ 6= ω. For
R > 0 large enough, we have
SP,P0(λ, θ, ω) = cn
〈
[P, χ+]g+e
iϕ+/h, (P − λ− i0)−1[P, χ−]g−eiϕ−/h
〉
+O(h∞)
= cn
〈
[P, χ+]g+e
iϕ+/h, (Q− λ− i0)−1[P, χ−]g−eiϕ−/h
〉
+O(h∞),(5.2)
uniformly for λ ∈ I. Here, the cut-off functions χ±(x) ∈ C∞0 (Rn) satisfy χ− ≺ χ+ and are
equal to 1 on a (arbitrary) large region,
(5.3) cn = iπ(2πh)
−nλ
n−2
2 ,
the phases ϕ− = ϕ−(x, ω, λ) and ϕ+ = ϕ+(x, θ, λ) are smooth in all their variables, and the
amplitudes g− = g−(x, ω, λ, h) and g+ = g+(x, θ, λ, h) are classical symbols in x, θ, ω, λ of
class S(1). Eventually, ϕ± and g± are given by the constructions of Isozaki and Kitada for
the operator P (see Sections 1-2 of [68] or Sections 2-3 of [55] for more details).
In (5.2), the phases ϕ± and the symbols g± depend on P at infinity only, whereas the
cut-off resolvent [P, χ+](Q − λ − i0)−1[P, χ−] takes into account the operator P (or Q) in
a compact subset. Using the constructions of Isozaki and Kitada [44], the first equality of
(5.2) has been first obtained by Robert and Tamura [68] in the non-trapping case and then
26 J.-F. BONY, L. MICHEL, AND T. RAMOND
by the second author in the general setting [55, Theorem 3.2]. The potential is assumed to
be analytic at infinity in [55], but this assumption can be removed since (6.2) is now known
without analyticity. The second equality of (5.2) is a direct consequence of the first one and
of Proposition 6.6.
We do not know if the scattering amplitude has a meromorphic extension under (A1)
with ρ > 1. However Remark 5.2 allows to write SP,P0(λ, θ, ω) has a meromorphic function
controlled by the norm of the resolvent of Q modulo a small remainder term.
Proposition 5.3 (Almost meromorphic extension of the scattering amplitude). Let P satisfy
(A1) with ρ > 1, E0 > 0 and θ, ω ∈ Sn−1 be such that θ 6= ω. There exists a function
Sapprox(z, θ, ω) meromorphic in B(E0, Ch) for any C > 0 and h small enough such that
SP,P0(λ, θ, ω) = Sapprox(λ, θ, ω) +O(h∞),
uniformly for λ ∈ [E0 − Ch,E0 +Ch] and
(5.4) |Sapprox(z, θ, ω)| . h2−n
∥∥1C (Q− z)−11C∥∥,
uniformly for z ∈ B(E0, Ch) where C is an arbitrarily far away ring and Q is as in (A4) with
R large enough.
Proof. Since ϕ+(x, ω, λ) is C
∞ in x, λ, the Taylor formula gives
ϕ+(x, ω,E0 + hσ) ≍ ϕ+(x, ω,E0) +
∑
j≥1
ϕj+(x, σ)h
j ,
in S(1) where the ϕj+(x, σ) are C
∞ in x and polynomial in σ ∈ [−C,C]. Then
(5.5) eiϕ+/h ≍ eiϕ+(x,ω,E0)/heiϕ1+(x,σ)
(
1 +
∑
j≥1
fj(x, σ)h
j
)
,
in S(1) where the fj(x, σ) are C
∞ in x and polynomial in σ ∈ [−C,C]. Using the Borel
lemma, one can construct a function f(x, σ, h), which is C∞ in x and holomorphic in σ ∈ C,
such that f(x, σ, h) ≍ 1 +∑j≥1 fj(x, σ)hj for σ ∈ B(0, C) for any C > 0. Thus, (5.5) gives
eiϕ+/h = F+(x, λ, h) + S(h
∞) with
F+(x, λ, h) = e
iϕ+(x,ω,E0)/heiϕ
1
+
(
x,
λ−E0
h
)
f
(
x,
λ− E0
h
, h
)
,
uniformly for λ ∈ [E0 − Ch,E0 + Ch] for any C > 0. Note that F+ is holomorphic and
bounded in B(E0, Ch) for any C > 0. Doing the same procedure, we can write e
iϕ−/h =
F−(x, λ, h) + S(h∞) and g± = G±(x, λ, h) + S(h∞) uniformly for λ ∈ [E0 − Ch,E0 + Ch]
where the functions F−, G± are holomorphic and bounded in B(E0, Ch).
Combining the previous constructions with (6.2) for Q, (5.2) becomes
SP,P0(λ, θ, ω) = Sapprox(λ, θ, ω) +O(h∞),
uniformly for λ ∈ [E0 − Ch,E0 +Ch] with
(5.6) Sapprox(λ, θ, ω) = cn
〈
[P, χ+]G+F+, (Q− λ− i0)−1[P, χ−]F−G−
〉
.
Since F±, G± are holomorphic and the cut-off resolvent of Q is meromorphic, Sapprox(z, θ, ω)
has a meromorphic extension in B(E0, Ch) for any C > 0 and h small enough. Taking C
such that supp∇χ± ≺ 1C , (5.4) follows from (5.3), (5.6) and that [P, χ±] are of order h. 
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Figure 9. A cross section of the Lagrangian manifolds Λ⋆•.
In the well in the island situation (see Example 3.8) and for globally analytic potentials,
Lahmar-Benbernou and Martinez [48, 49] have computed the asymptotic of the residue of the
scattering amplitude at the resonances. This result allows them to compute the asymptotic
of the scattering amplitude on the real axis. Using Remark 5.2 and adapting [49, Corollary
2.1], it seems possible to remove the analyticity assumption in this last result. For that, we
would have to use [32] instead of [39]. As this may be quite technical, we state no result in
this direction. On the other hand, the residue of the scattering amplitude at barrier-top has
been computed by Fujiie´, Zerzeri and two authors [6, Theorem 5.1].
We have seen previously that SP,P0(λ, θ, ω) and SQ,P0(λ, θ, ω) are not always comparable.
Nevertheless, for any θ, ω ∈ Sn−1, one could hope to find two directions θ˜(θ, ω), ω˜(θ, ω) ∈ Sn−1
close to θ, ω such that
(5.7) SP,P0(λ, θ, ω) ≈ SQ,P0(λ, θ˜, ω˜).
This property is satisfied in Example 5.1, but does not hold in general. Indeed, for a non-
trapping energy λ0 > 0 in dimension n = 2, Robert and Tamura [68] have proved that the
scattering amplitude is given by the scalar product of two Lagrangian distributions, associated
to two Lagrangian manifolds Λθfin and Λ
ω
ini stable by the Hamiltonian flow. Assume now that
these Lagrangian manifolds are as in Figure 9; that is, the cross sections (normal to Hp) of Λ
θ0
fin
and Λω0ini have a contact of order 3 (L) whereas they intersect transversally for (θ, ω) 6= (θ0, ω0)
(R). Adapting [68] and using Section 7.7 of Ho¨rmander [40] to compute degenerate stationary
phases, one can check that the scattering amplitude satisfies the asymptotic
(5.8) SP,P0(λ0, θ, ω) ∝
{
h−3/4 for (θ, ω) = (θ0, ω0),
h−1/2 for (θ, ω) 6= (θ0, ω0).
If now we consider Q as in (A4) with R large, it may happen that the cross section of the
Lagrangian manifolds Λθfin and Λ
ω
ini for the operator Q intersect transversally (see Figure 9
(R)) for all (θ, ω) near (θ0, ω0). Then,
(5.9) SQ,P0(λ0, θ, ω) ∝ h−1/2,
for all (θ, ω) near (θ0, ω0). Eventually, (5.8) and (5.9) show that (5.7) can not be true for
(θ, ω) = (θ0, ω0). The idea behind this counterexample is that the scattering amplitude, that
is the distribution kernel of the scattering matrix, behaves badly in presence of caustics. Thus,
it seems more relevant to consider the scattering matrix rather than its kernel. In the rest
of this section, we obtain a positive result in this direction and link the scattering matrices
SP,P0(λ) and SQ,P0(λ).
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γ−Q(·, ω˜, z˜, λ)
γ−P (·, ω, z, λ)
Figure 10. The canonical relation ΛiniQ←P .
To state our result, we use some properties of the Hamiltonian flow at infinity whose proofs
can be found in Alexandrova and two authors [4]. For any energy λ > 0, asymptotic direction
α ∈ Sn−1 and impact parameter z ∈ T ∗αSn−1 ≃ α⊥, there exist two trajectories
γ±P (t, α, z, λ) = (x
±
P (t, α, z, λ), ξ
±
P (t, α, z, λ)),
of Hp in p
−1(λ) such that
lim
t→±∞
∣∣x±P (t, α, z, λ) − 2√λαt− z∣∣ = 0,
lim
t→±∞
∣∣ξ±P (t, α, z, λ) −√λα∣∣ = 0.
The trajectories γ±Q are defined the same way. We set
ΛiniQ←P (λ) =
{(
ω˜,−
√
λz˜, ω,−
√
λz
) ∈ T ∗Sn−1 × T ∗Sn−1; ∃tP , tQ ∈ R,
γ−Q(tQ, ω˜, z˜, λ) = γ
−
P (tP , ω, z, λ) ∈ B(0, R/3) × Rn
}
.
This relation is illustrated in Figure 10 and enjoys the following properties.
Lemma 5.4. Let M > 0, I ⊂]0,+∞[ be a compact interval and then R > 0 be large enough.
for all (ω, z, λ) ∈ Sn−1 ×B(0,M)× I, there exists a unique (ω˜, z˜) ∈ Sn−1 × Rn−1 such that(
ω˜,−
√
λz˜, ω,−
√
λz
) ∈ ΛiniQ←P (λ).
Moreover, for λ ∈ I and restricted to (ω, z) ∈ Sn−1×B(0,M), ΛiniQ←P (λ) is a canonical relation
given by a canonical transformation.
Proof. A compactness argument gives that, for R large enough, every trajectory γ−P (·, ω, z, λ)
with (ω, z, λ) ∈ Sn−1×B(0,M)×I reaches B(0, R/4)×Rn. Let tP denote the first time such
that x−P (tP , ω, z, λ) ∈ ∂B(0, R/4) = {x ∈ Rn; |x| = R/4}. If R is large enough, γ−P (tP , ω, z, λ)
belongs to an incoming region and exp(tHq)(γ
−
P (tP , ω, z, λ)) goes to infinity as t→ −∞. This
means that there exist (ω˜, z˜) ∈ T ∗Sn−1 and tQ ∈ R such that γ−P (tP , ω, z, λ) = γ−Q(tQ, ω˜, z˜, λ),
that is (ω˜,−√λz˜, ω,−√λz) ∈ ΛiniQ←P (λ).
On the other hand, let γ(t) = (x(t), ξ(t)) be a Hamiltonian trajectory of Hp in p
−1(I) and
let R be large enough. If x(t1), x(t2) ∈ B(0, R/3) for some t1 < t2, then
(5.10) x(t) ∈ B(0, R),
APPLICATIONS OF RESONANCE THEORY WITHOUT ANALYTICITY ASSUMPTION 29
for all t1 ≤ t ≤ t2. Indeed, assume that (5.10) does not hold. Then, there exist times
t1 ≤ s1 < t < s2 ≤ t2 such that |x(s•)| = R/3, |x(t)| ≥ R and |x(s)| ≥ R/3 for all s ∈ [s1, s2].
The Hamiltonian equations yield
s2 − s1 ≥ 2R
3
√
λ
+ o(R).
Since ∂t(x · ξ) = 2ξ2 − x · ∇V (x), we have
x(s2) · ξ(s2) ≥ 2λ(s2 − s1) + x(s1) · ξ(s1) + oR→+∞(s2 − s1) ≥
√
λR+ o(R),
whereas |x(s2) · ξ(s2)| ≤
√
λR/3+ o(R). The two previous equations give a contradiction and
(5.10) follows. In particular, assume that (ω˜1,−
√
λz˜1, ω,−
√
λz) and (ω˜2,−
√
λz˜2, ω,−
√
λz)
belong to ΛiniQ←P (λ) for some λ ∈ I. By definition, γ−P (t•P , ω, z, λ) = γ−Q(t•Q, ω˜•, z˜•, λ) ∈
B(0, R/3) × Rn and we can suppose that t1P ≤ t2P . By (5.10), γ−P (t, ω, z, λ) stays for t ∈
[t1P , t
2
P ] in B(0, R) × Rn, where P and Q coincide. Then, the trajectories γ−Q(·, ω˜1, z˜1, λ) and
γ−Q(·, ω˜2, z˜2, λ) are the same, and eventually (ω˜1, z˜1) = (ω˜2, z˜2). This shows that, for (ω, z, λ) ∈
S
n−1×Rn−1×I, there exists at most one (ω˜, z˜) ∈ Sn−1×Rn−1 such that (ω˜,−√λz˜, ω,−√λz) ∈
ΛiniQ←P (λ).
Let us now define
(5.11) CP−(λ) =
{(
x, ξ, ω,−
√
λz
) ∈ T ∗Rn × T ∗Sn−1; ∃tP ∈ R, (x, ξ) = γ−P (tP , ω, z, λ)}.
Restricted to (ω, z) ∈ Sn−1 × B(0,M), CP−(λ) is a canonical relation thanks to Lemma 4.2
of [4]. With the definitions and notations of Section 25.2 of Ho¨rmander [42] (see also the
Appendix A.4 of [4]), CQ− (λ)−1 ×CP− (λ) intersects cleanly T ∗Sn−1×∆(T ∗Rn)× T ∗Sn−1 with
excess e = 1. By Theorem 21.2.14 of Ho¨rmander [41],
ΛiniQ←P (λ) = C
Q
− (λ)
−1 ◦ CP−(λ),
is a canonical relation after restriction to (ω, z) ∈ Sn−1×B(0,M). Eventually, since ΛiniQ←P (λ)
can be smoothly parametrizes by (ω, z) ∈ Sn−1×B(0,M), this canonical relation is given by
a canonical transformation. 
We also denote
ΛfinQ←P (λ) =
{(
ω˜,−
√
λz˜, ω,−
√
λz
) ∈ T ∗Sn−1 × T ∗Sn−1; ∃tP , tQ ∈ R,
γ+Q(tQ, ω˜, z˜, λ) = γ
+
P (tP , ω, z, λ) ∈ B(0, R/3) × Rn
}
.
Since the symbol p(x, ξ) of a Schro¨dinger operator is even in ξ, (x(t), ξ(t)) is an integral curve
of Hp iff (x(−t),−ξ(−t)) is an integral curve of Hp. Then,
(ω˜, ω˜∗, ω, ω∗) ∈ ΛiniQ←P (λ) ⇐⇒ (−ω˜,−ω˜∗,−ω,−ω∗) ∈ ΛfinQ←P (λ).
Inverting the rule of P and Q in the definition of Λ•Q←P (λ), for • = ini,fin, one obtain a new
canonical relation Λ•P←Q(λ) = (Λ
•
Q←P (λ))
−1. The four relations Λ•⋆(λ) satisfy Lemma 5.4
mutatis mutandis.
We now define semiclassical Fourier integral operators. For the general theory of the FIOs in
the classical setting, we refer to Ho¨rmander [42, Section 25.2]. The theory of the semiclassical
FIOs can be found in the books of Ivrii [46, Section 1.2], Robert [63] or in the PhD thesis of
Dozias [28]. We follow the presentation of Alexandrova and two authors [4, Appendix A.4].
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We restrict ourselves to the case of compactly supported operators on Rn. Using local charts,
the following definition can easily be extended to the case of compact manifolds.
Definition 5.5. Let r ∈ R, Λ be a canonical relation from T ∗Rn to T ∗Rm and A : L2(Rn)→
L2(Rm) be a linear operator bounded by O(h−N ), N > 0. Then, A is called a h-Fourier
integral operator (h-FIO) with compactly supported symbol of order r associated to Λ and
we note
A ∈ Irh(Rm × Rn,Λ′),
if, modulo an operator O(h∞), A is a finite sum of operators of the form
(5.12) h−r−
n+m
4
− d
2
∫
θ∈Rd
eiϕ(x,y,θ)/ha(x, y, θ;h) dθ,
where the symbol a ∈ S0(1) has compact support in the variables x, y, θ (uniformly with
respect to h) and the function ϕ is a non-degenerate phase function defined near the support
of a with Λϕ
′ ⊂ Λ.
Using the previous geometric constructions and notations, the scattering matrices SP,P0(λ)
and SQ,P0(λ) are connected by the following result.
Theorem 5.6 (Comparison of scattering matrices). Assume (A1) with ρ > 1 and (A4). Let
I ⊂]0,+∞[ be a compact interval and let χini, χfin ∈ C∞(Sn−1) have disjoint support. For
R > 0 large enough, there exists two h-FIOs
Ufin(λ) ∈ I0h
(
S
n−1 × Sn−1,ΛfinP←Q(λ)′
)
, Uini(λ) ∈ I0h
(
S
n−1 × Sn−1,ΛiniQ←P (λ)′
)
,
with compactly supported symbols and smooth for λ ∈ I, such that
χfinSP,P0(λ)χini = Ufin(λ)SQ,P0(λ)Uini(λ) +O(h∞),
uniformly for λ ∈ I.
The two h-FIOs Uini and Ufin “exchange” the quantum evolutions at infinity of P and Q.
The cut-off functions χini, χfin allow to avoid the diagonal θ = ω. In the non-trapping case,
Alexandrova [3] (see also Alexandrova and two authors [5, Theorem 2.5]) has proved that the
scattering matrix is an h-FIO outside the diagonal
(5.13) SP,P0(λ) ∈ I0h
(
S
n−1 × Sn−1,ΛPclas(λ)′
)
,
for the classical canonical relation
ΛPclas(λ) =
{(
ω˜,−
√
λz˜, ω,−
√
λz
) ∈ T ∗Sn−1×T ∗Sn−1; ∃t ∈ R, γ+P (t, ω˜, z˜, λ) = γ−P (t, ω, z, λ)}.
Since the composition of canonical relations leads to ΛPclas = Λ
fin
P←Q◦ΛQclas◦ΛiniQ←P , Theorem 5.6
can be deduced from (5.13) in the non-trapping case. One can also verify that the microlocal
structure of the scattering matrix at barrier-top stated in [5, Theorem 2.4] is compatible with
Theorem 5.6.
Proof. Since (5.2) holds true uniformly for (θ, ω) ∈ suppχfin×suppχini, the scattering matrix
can be written as an operator on L2(Sn−1)
(5.14) χfinSP,P0(λ)χini = −cnχfin(KP+)∗[P, χ+](Q− λ− i0)−1[P, χ−]KP−χini +O(h∞),
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Figure 11. The geometric setting in the proof of Theorem 5.6.
where the kernels KP± : L2(Sn−1)→ L2loc(Rn) are
KP+ (x, θ) = g
P
+(x, θ, λ, h)e
iϕP+(x,θ,λ)/h,(5.15)
KP− (x, ω) = g
P
−(x, ω, λ, h)e
iϕP
−
(x,ω,λ)/h,(5.16)
and the quantities ϕP± and gP± are given by the constructions of Isozaki and Kitada for the
operator P . In particular, gP± are classical symbols supported in incoming/outgoing regions.
Compared to Remark 5.2, the dependency on the operator P has been noted. Such a repre-
sentation of the scattering matrix was used in Section 4.2 of [4].
We consider KQ− and we are looking for a h-FIO Uini such that K
Q
−Uini = K
P−χini+O(h∞).
Here and in that follows, we work for x in a small neighborhood of supp∇χ− and for ω near
ω0 ∈ Sn−1, say ω ∈ Ω. We first apply a h-FIO in order to adjust the canonical relations of
the operators KQ− and KP− . From [4] (see (4.9) and Lemma 4.2), we have
(5.17) KQ− ∈ I
− 2n+3
4
h
(
R
n × Sn−1, CQ− ′
)
,
with the canonical relation
CQ− =
{
(x, ξ, ω,−
√
λz); ∃t ∈ R, (x, ξ) = γQ−(t, ω, z, λ), (x, ω) ∈ supp
(
(∇χ−)gQ−
)
+B(0, ε)
}
,
for any ε > 0. We now take a h-FIO
V ∈ I0h
(
S
n−1 × Sn−1,ΛiniQ←P (λ)′
)
,
whose symbol is classical and elliptic near Sn−1×B(0,M). Using that CQ− ◦ΛiniQ←P (λ) = CP− ,
the composition rules of the h-FIOs imply that
(5.18) A := KQ−V ∈ I
− 2n+3
4
h
(
R
n × Sn−1, CP− ′
)
.
Since ϕP−(·, ·, λ) is a generating function of CP− , there exists a classical symbol a(x, ω, h) ≍
a0(x, ω) + a1(x, ω)h + · · · such that the kernel of A is given by
(5.19) A(x, ω) = a(x, ω, h)eiϕ
P
−
(x,ω,λ)/h,
modulo O(h∞) in operator norm. At this stage, the phase of A(x, ω) is that of KP− .
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We will now apply a pseudodifferential operator and use a propagation equation for K•−
to adjust the symbols a and g•−. This can not be done directly since CP− is not given by a
canonical transformation. Let r(ω, z, h) ≍ r0(ω, z) + r1(ω, z)h + · · · be a classical symbol in
C∞0 (T
∗
S
n−1) and R = Op(r). By the composition rules of a h-FIO by a pseudodifferential
operator, (5.18) yields
(5.20) B := KQ−V R = AR ∈ I
− 2n+3
4
h
(
R
n × Sn−1, CP− ′
)
.
As before, there exists a classical symbol b(x, ω, h) ≍ b0(x, ω) + b1(x, ω)h+ · · · such that the
kernel of B is given by
(5.21) B(x, ω) = b(x, ω, h)eiϕ
P
−
(x,ω,λ)/h,
modulo O(h∞) in operator norm. Moreover, for all j ∈ N,
(5.22) bj(x, ω) = a0(x, ω)rj
(
ω,−∇ωϕP−(x, ω, λ)
)
+ b˜j(x, ω),
where b˜j depends only on a, ϕ
P− and on the rk’s for 0 ≤ k ≤ j − 1.
We collect properties of the symbol gP− which can be found in Robert and Tamura [68]
and use some notations of this paper. First, gP− is defined by gP−(x, ω, λ, h) = b−(x,
√
λω, h)
(see [68, (2.1)]) where the symbol b− is supported in Γ−(5R0, d3,−σ4) (see [68, Page 165]).
Moreover, b−(x, ξ, h) = b−,0(x, ξ) + b−,1(x, ξ)h+ · · · satisfies the transport equations
(5.23) 2∇xϕP− · ∇xb−,j + (∆ϕP−)b−,j = i∆b−,j−1,
and the asymptotic conditions
(5.24) b−,0 → 1, b−,j → 1 for j ≥ 1, as |x| → +∞,
for x ∈ Γ−(6R0, d4,−σ3) (see [68, Page 165]). Let Σ1 = πx(Γ−(5R0, d3,−σ4)∩{ξ ∈
√
λΩ}) ⊂
R
n and Σ2 = πx(Γ−(6R0, d4,−σ3) ∩ {ξ ∈
√
λΩ}) ⊂ Rn (see Figure 11). We also define
S1 = (Σ1 \ Σ2) ∩ supp∇χ− and S2 = Σ2 ∩ supp∇χ−. Let H0 be a hypersurface normal to
ω0 near the support of ∇χ− as in Figure 11. Finally, let E denote the reunion of the integral
curves of the vector field ∇xϕP− in negative time starting from S2 until they reach E . We
assume that
(5.25) E ⊂ Σ2.
Decreasing slightly S2 and taking R0 large enough, this can always be done.
The previous properties on b− imply that gP−(x, ω, λ, h) ≍ gP−,0(x, ω) + gP−,1(x, ω)h + · · · is
supported in Σ1 and satisfies the usual transport equation
(5.26) 2∇xϕP− · ∇xgP−,j + (∆ϕP−)gP−,j = i∆gP−,j−1,
near Σ2 ×Ω. This shows that the constructions of Isozaki and Kitada are WKB solutions in
Σ2, that is
(P − λ)KP− = O(h∞),
in operator norm. Using that P = Q near the support of ∇χ− where the different operators
are considered, we also have
(P − λ)B = (Q− λ)KQ−V R = O(h∞),
which implies
(5.27) 2∇xϕP− · ∇xbj + (∆ϕP−)bj = i∆bj−1.
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From Proposition 2.4 of Isozaki and Kitada [44],
(5.28)
{
S
n−1 ×H0 −→ T ∗Sn−1
(ω, x) 7−→ (ω,−∇ωϕP−(x, ω, λ))
is a local diffeomorphism near Ω× (H0 ∩ E ) ⊂ Sn−1 × Rn. The functions rj are constructed
inductively in the following way: assume that rk for 0 ≤ k ≤ j − 1 have been arranged such
that bk = g
P
−,k near E × Ω for 0 ≤ k ≤ j − 1. We choose rj such that
(5.29) rj
(
ω,−∇ωϕP−(x, ω, λ)
)
=
(
gP−,j(x, ω)− b˜j(x, ω)
)
/a0(x, ω),
for (x, ω) near (H0 ∩ E ) × Ω. This is possible since (5.28) is a diffeomorphism, b˜j does not
depend on rj and a0 is elliptic near (H0 ∩ E ) × Ω because the symbol of V is elliptic and
gQ− satisfies (5.24) mutatis mutandis. From (5.29), bj and g
P
−,j coincide near (H0 ∩ E ) × Ω.
Moreover, these functions satisfy the same evolution equation near E × Ω thanks to (5.26),
(5.27) and bj−1 = gP−,j−1 near E ×Ω. Then, bj = gP−,j near E × Ω. Summing up,
(5.30) b = gP− +O(h∞),
near S2 × Ω.
Thus, (5.16), (5.20), (5.21) and (5.30) give
[P, χ−]KP− = [P, χ−]K
Q
−V R+ χ˜−O(h∞) + χ1−O(1),
for ∇χ− ≺ χ˜− and 1S1 ≺ χ1− supported near supp∇χ− and S1 respectively. In particular,
(5.31) [P, χ−]KP−χini = [P, χ−]K
Q
−Uini(λ) + χ˜−O(h∞) + χ1−O(1),
with
Uini(λ) := χ˜iniV Rχini ∈ I0h
(
S
n−1 × Sn−1,ΛiniQ←P (λ)′
)
,
and 1πω(ΛiniQ←P (λ)(π
−1
ω (suppχini)))
≺ χ˜ini ∈ C∞0 (Sn−1). Mimicking the proof of (5.31), there exists
an operator
Ufin(λ) := χ˜finV̂ R̂χfin ∈ I0h
(
S
n−1 × Sn−1,ΛfinP←Q(λ)′
)
,
with 1πω(ΛfinP←Q(λ)(π
−1
ω (suppχfin)))
≺ χ˜fin ∈ C∞0 (Sn−1) such that
(5.32) χfin(K
P
+ )
∗[P, χ+] = Ufin(λ)(K
Q
+ )
∗[P, χ+] +O(h∞)χ˜+ +O(1)χ1+,
for ∇χ+ ≺ χ˜+ and χ1+ satisfying properties similar to χ˜− and χ1−. Then, (5.14) becomes
χfinSP,P0(λ)χini = − cnUfin(λ)(KQ+ )∗[P, χ+](Q− λ− i0)−1[P, χ−]KQ−Uini(λ) +O(h∞)
+O(h∞)∥∥Ufin(λ)(KQ+ )∗[P, χ+](Q− λ− i0)−1χ˜−∥∥
+O(h∞)∥∥χ˜+(Q− λ− i0)−1[P, χ−]KQ−Uini(λ)∥∥
+O(h−n)∥∥Ufin(λ)(KQ+ )∗[P, χ+](Q− λ− i0)−1χ1−∥∥(5.33)
+O(h−n)∥∥χ1+(Q− λ− i0)−1[P, χ−]KQ−Uini(λ)∥∥
+O(h∞)∥∥χ˜+(Q− λ− i0)−1χ1−∥∥+O(h∞)∥∥χ1+(Q− λ− i0)−1χ˜−∥∥
+O(h∞)∥∥χ˜+(Q− λ− i0)−1χ˜−∥∥+O(h−n)∥∥χ1+(Q− λ− i0)−1χ1−∥∥.
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Since the supports of ∇χ±, χ˜± and χ1± can be chosen arbitrary far away from the origin, (6.2)
applied to the operator Q implies
(5.34)
∥∥Ufin(λ)(KQ+ )∗[P, χ+](Q−λ−i0)−1χ˜−∥∥+∥∥χ˜+(Q−λ−i0)−1[P, χ−]KQ−Uini(λ)∥∥ = O(1),
and
(5.35)
∥∥χ˜+(Q−λ− i0)−1χ1−∥∥+ ∥∥χ1+(Q−λ− i0)−1χ˜−∥∥+ ∥∥χ˜+(Q−λ− i0)−1χ˜−∥∥ = O(h−1).
On the other hand, χ1− (resp. χ1+) is supported in an outgoing (resp. incoming) region and no
Hamiltonian trajectory starting from the support of χ1− (resp. χ1+) touches the microsupport
of Ufin(λ)(K
Q
+ )
∗[Q,χ+] or χ1+ (resp. [Q,χ−]K
Q
−Uini(λ) or χ1−) in positive (resp. negative)
time because χini and χfin have disjoint support. Then, the proof of Proposition 3.1 of [55]
(or the proof of (6.11) for an alternative approach) yields∥∥Ufin(λ)(KQ+ )∗[P, χ+](Q− λ− i0)−1χ1−∥∥+ ∥∥χ1+(Q− λ− i0)−1[P, χ−]KQ−Uini(λ)∥∥
+
∥∥χ1+(Q− λ− i0)−1χ1−∥∥ = O(h∞).(5.36)
Combining (5.33) with (5.34), (5.35) and (5.36) gives
χfinSP,P0(λ)χini = −cnUfin(λ)(KQ+ )∗[Q,χ+](Q− λ− i0)−1[Q,χ−]KQ−Uini(λ) +O(h∞).
Using Remark 5.2 for Q and supp χ˜ini ∩ supp χ˜fin = ∅, we eventually obtain
χfinSP,P0(λ)χini = Ufin(λ)SQ,P0(λ)Uini(λ) +O(h∞),
and Theorem 5.6 follows. 
6. Resolvent estimates
We first recall that, thanks to Section 6 of Robert and Tamura [66], cut-off resolvents and
truncated resolvents have equivalent norms. More precisely, their approach (together with
the proof of Proposition 1.5 of [9] which guaranties that the forecoming norms of the resolvent
are at least like h−1) gives
Proposition 6.1. Assume (A1), 0 < E1 < E2 and s > 1/2. Let χ ∈ C∞0 (Rn) be equal to 1
on a sufficiently large neighborhood of 0. Then, we have∥∥〈x〉−s(P − z)−1〈x〉−s∥∥ . ‖χ(P − z)−1χ‖ . ∥∥〈x〉−s(P − z)−1〈x〉−s∥∥,
uniformly for z ∈ [E1, E2] + i[−h, h] \ R and h small enough.
In particular, the operator Q defined in (A4) satisfies such an estimate. Moreover, one can
check that this proposition is valid uniformly for R large enough. Notice that Proposition 6.1
shows that the norm of the weighted resolvent is essentially independent of s > 1/2.
We now recall a priori estimates on the resolvent that are valid without assumption on the
trapped set or the dimension. Among the authors which have progressively proved them, we
would like to cite Ferna´ndez and Lavine [31], Burq [15, 16] and Vodev [78]. For a shorter
proof and additional references, we send back the reader to Datchev [21].
Theorem 6.2. Assume (A1), 0 < E1 < E2. There exist C0, R0 > 0 such that, for s > 1/2,∥∥〈x〉−s(P − λ± i0)−1〈x〉−s∥∥ . eC0/h,(6.1) ∥∥〈x〉−s1|x|>R0(P − λ± i0)−11|x|>R0〈x〉−s∥∥ . h−1,(6.2)
uniformly for λ ∈ [E1, E2] and h small enough.
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Moreover, we will make use of the following additional result.
Proposition 6.3. Assume (A1), 0 < E1 < E2 and s > 1/2. There exists R0 > 0 such that∥∥〈x〉−s1|x|>R0(P − λ± i0)−1〈x〉−s∥∥ . h−1/2∥∥〈x〉−s(P − λ± i0)−1〈x〉−s∥∥1/2,
uniformly for λ ∈ [E1, E2] and h small enough.
This upper bound is a kind of interpolation between (6.1) and (6.2). It is sharp in the well
in the island setting, see Theorem 2 of Datchev, Dyatlov and Zworski [22]. Such estimate has
been first proved by Stefanov [75, proof of Theorem 3] for compactly supported perturbations
of the Laplacian using Proposition 2.2 of Burq [15]. Then, Datchev and Vasy [24] have
proved it with the cut-off function 1|x|>R0 replaced by any plateau function vanishing near
the base space projection of the trapped set, and for operators with polynomially bounded
resolvent. One can recover their result combining Proposition 6.3 with the usual propagation
of singularities. Nevertheless, there is no hope to replace in the general setting the function
1|x|>R0 by any cut-off function supported outside the trapped set (for instance, one can
consider the well in the island situation [22, 32, 39]). As previously, the operator Q defined
in (A4) satisfies Proposition 6.3 uniformly for R large enough.
Proof. We follow the approach of Stefanov [75], but can no longer use Burq [15] since P is
not a compactly supported perturbation of −h2∆. Instead, we use Theorem 2.2 of Cardoso
and Vodev [20]: for all 0 < s− 1/2≪ 1, there exist C1, C2 > 0 such that∥∥e(ϕ(r)−ϕ(a))/hv∥∥2
H1([R1,a])
+
∥∥〈x〉−sv∥∥2
H1([a,+∞[) ≤ −C2h Im〈∂rv, v〉L2(Sa)
+ C1h
2
∥∥e(ϕ(r)−ϕ(a))/h(P − z)v∥∥2
L2([R1,a])
+ C1h
2
∥∥〈x〉s(P − z)v∥∥2
L2([a,+∞[),(6.3)
uniformly for Re z ∈ [E1, E2], 0 < Im z < h2, h small enough and any function v ∈ H2(Rn)
with 〈x〉s(P − z)v ∈ L2(Rn) and supp v ⊂ {x ∈ Rn; |x| > R1}. In this expression, r = |x|,
0 < R1 < a are sufficiently large, the different norms are taken for r in the appropriate regions
and Sa = {x ∈ Rn; |x| = a}. This inequality was originally stated in the high frequency limit
for Laplace–Beltrami operators (that is without potential). Nevertheless, the passage to
the semicassical regime is straightforward. Moreover, for the generalization to semiclassical
Schro¨dinger operators with potentials, one can replace Proposition 2.3 and Proposition 2.4
of Cardoso and Vodev [20] by Proposition 6.2 of Burq [16] and Proposition 2.3 of Cardoso,
Popov and Vodev [19] respectively. In particular, the radial phase function ϕ is that of Burq
[16, Section 4.3].
It is important to note that the non-decreasing radial function ϕ can be chosen arbitrarily
large. More precisely, for any C > 0, there exist a function ϕ and a constant a > R1 as in
Section 4.3 of [16] such that (6.3) holds and
(6.4) ϕ(a)− ϕ(R1 + 1) ≥ C.
Of course the constant a (noted R3 in [16]) depends on C. To achieve that goal, we first
define a function ϕ̂ as in [16] such that ϕ̂′(r) = κ for r ∈ [R1, R2 + 1/ ln κ] with R2 = κ−3/2
and 0 < κ ≪ 1. Then, we glue ϕ̂′ with Ψ′(r) = e1/(r−R2)1r≤R2 as in [16]. This construction
is valid since 22Ψ′Ψ′′ + 1/r ≥ 0 for r ∈ [R2 + 1/ ln κ,R2] (see [16, (4.24)]). Taking ϕ as in
[16, (4.29)], we obtain a function satisfying the required properties and ϕ(a) − ϕ(R1 + 2) ≥
κκ−3/2 −M = κ−1/2 −M for some constant M > 0. Eventually, we get (6.4) by taking κ
small enough.
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Let ϕ satisfy (6.4) with C = C0+1, C0 being given by (6.1). We apply (6.3) to the function
v = ψ(P−z)−1〈x〉−su with u ∈ L2(Rn), 1−ψ ∈ C∞0 (Rn) and supp∇ψ ⊂ {x; |x| ∈]R1, R1+1[}.
In particular,
(P − z)v = ψ〈x〉−su+ [P,ψ](P − z)−1〈x〉−su,
where the last term is localized in the support of ∇ψ. Thus, the last two terms in (6.3) are
estimated by∥∥e(ϕ(r)−ϕ(a))/h(P − z)v∥∥2
L2([R1,a])
+
∥∥〈x〉s(P − z)v∥∥2
L2([a,+∞[)
.
∥∥e(ϕ(r)−ϕ(a))/h[P,ψ](P − z)−1〈x〉−su∥∥2
L2([R1,R1+1])
+ ‖u‖2
. e−2C/h
∥∥(P + i)−1(P + i)[P,ψ](P − z)−1〈x〉−su∥∥2 + ‖u‖2
≤ e−2C/h∥∥(P + i)−1((z + i)[P,ψ] + [P, [P,ψ]])(P − z)−1〈x〉−su∥∥2
+ e−2C/h
∥∥(P + i)−1[P,ψ]〈x〉−su∥∥2 + ‖u‖2
. e−2C/hh
∥∥〈x〉−s(P − z)−1〈x〉−su∥∥2 + ‖u‖2
. ‖u‖2,(6.5)
thanks to (6.1), (6.4) and C = C0+1. Using the Green formula and v = w := (P−z)−1〈x〉−su
near Sa, the first term in the right hand side of (6.3) becomes
− Im〈∂rv, v〉L2(Sa) = − Im〈∂rw,w〉L2(Sa)
= −h−2 Im 〈(P − z)w,w〉
L2([0,a])
− h−2 Im z‖w‖2L2([0,a])
≤ −h−2 Im 〈u, 〈x〉−s(P − z)−1〈x〉−su〉
L2([0,a])
≤ h−2∥∥〈x〉−s(P − z)−1〈x〉−su∥∥‖u‖,(6.6)
for Im z > 0. Combining (6.3) with (6.5) and (6.6), we get∥∥〈x〉−s1|x|>a(P − z)−1〈x〉−su∥∥2 = ∥∥〈x〉−sv∥∥2L2([a,+∞[)
. h−1
∥∥〈x〉−s(P − z)−1〈x〉−su∥∥‖u‖+ ‖u‖2
. h−1
∥∥〈x〉−s(P − z)−1〈x〉−s∥∥‖u‖2,(6.7)
for Re z ∈ [E1, E2] and 0 < Im z < h2. For the last inequality, we have used the proof
of Proposition 1.5 of [9] which guaranties that ‖〈x〉−s(P − z)−1〈x〉−s‖ & h−1. Choosing
R0 = a and taking the limit Im z → 0, (6.7) implies Proposition 6.3 for (P − λ − i0)−1 and
0 < s − 1/2 ≪ 1. Using Proposition 6.3 and taking the complex conjugate, we obtain the
same estimate for (P − λ± i0)−1 and all s > 1/2. 
Theorem 6.4 (Comparison of resolvents). Assume (A1), (A4), 0 < E1 < E2, s > 1/2 and
let χ ∈ C∞0 (Rn). For R > 0 large enough, we have
χ(P − λ± i0)−1χ = χ(Q− λ± i0)−1χ+O(h∞)∥∥〈x〉−s(Q− λ± i0)−1〈x〉−s∥∥,
uniformly for λ ∈ [E1, E2] and h small enough.
Proof. We first assume that χ ∈ C∞0 (Rn) is like in Proposition 6.1. Consider χ˜ ∈ C∞0 (Rn)
with χ ≺ χ˜ ≺ 1B(0,R). Since P = Q near χ˜, we get
(Q− z)χ˜(P − z)−1 = (P − z)χ˜(P − z)−1 = χ˜+ [P, χ˜](P − z)−1,
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Figure 12. The various functions in the proof of Theorem 6.4.
and then
(6.8) χ(P − z)−1χ = χ(Q− z)−1χ+ χ(Q− z)−1[P, χ˜](P − z)−1χ,
for Im z > 0. Let 1 − ψ ∈ C∞0 (Rn) be such that ∇χ˜ ≺ ψ. In order to deal with [P, χ˜] which
is a differential operator of order 1 whose coefficients are supported near ∇χ˜, we write
[P, χ˜] = ψ(P + i)−1(P + i)[P, χ˜]
= ψ(P + i)−1[P, χ˜](P − z) + ψ((P + i)−1[P, χ˜](z + i) + (P + i)−1[P, [P, χ˜]])ψ.
Since [P, χ˜]χ = 0, (6.8) becomes
(6.9) χ(P − z)−1χ = χ(Q− z)−1χ+ χ(Q− z)−1ψMψ(P − z)−1χ,
where M = (P + i)−1[P, χ˜](z + i) + (P + i)−1[P, [P, χ˜]] is a pseudodifferential operator whose
symbol m ∈ S(h) is localized near supp∇χ˜× Rn modulo S(h∞).
We now take the limit z → λ− i0 in (6.9) and use some estimates of Robert and Tamura
[68] based on the constructions of Isozaki and Kitada [44]. If χ˜ = 1 near a sufficiently large
neighborhood of 0, we can write
(6.10) M = ω+ + ω− +Mg(P )(P − λ)−1(P − λ) + Ψ(h∞〈x〉−∞),
where the symbols of ω± ∈ Ψ(h) are compactly supported in
Γ± =
{
(x, ξ) ∈ T ∗Rn; |x| > r, E1/2 < p(x, ξ) < 2E2 and ± cos(x, ξ) > ∓1/2
}
,
R > r ≫ 1 and 1 − g ∈ C∞0 (R) is equal to 1 near [E1, E2]. The proof of Lemma 2.3 (iii) of
Robert and Tamura [68] shows that, if r is large enough (that is if supp∇χ˜ is sufficiently far
away from suppχ), we have
(6.11)
∥∥χ(Q− λ− i0)−1ψω+〈x〉s∥∥ = O(h∞)∥∥χ(Q− λ− i0)−1ψ˜〈x〉−s∥∥,
with 1 − ψ˜ ∈ C∞0 (Rn) and 1{|x|>r/2} ≺ ψ˜ ≺ 1{|x|>r/3}. Their result was stated in the non-
trapping regime and then without the norm in the right hand side of (6.11). But, adapted to
the general setting, it gives (6.11). Indeed, we can write as in [68, page 170]
(6.12) J+c(h)(Ih(eN (h);φ+))
∗ = ψω+〈x〉s − hNωN ,
where J+c(h) was defined in [68, pages 163-164]. In particular, the image of the Fourier
integral operator J+c(h) (and then also of ωN ) is supported in {|x| > r/2} and eN ∈ S(〈x〉−∞)
since the symbols of ω+ is compactly supported. The constructions of Isozaki and Kitada
used to obtain (6.12) require no assumption on the trapping since they are made at infinity.
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Moreover, the phase function φ+, the symbols c+, eN and the remainder term ωN satisfy
estimates uniform with respect to R large enough. Next, we get as in [68, page 171]
(6.13) (Q− λ− i0)−1ψω+〈x〉s =
3∑
k=1
Qk(λ, h),
where
Q1 =
i
h
∫ ∞
0
eitλ/hUN (t;h) dt,(6.14)
Q2 = h
N (Q− λ− i0)−1ωN ,(6.15)
Q3 =
i
h
∫ ∞
0
(Q− λ− i0)−1eisλ/hRN (s;h) ds.(6.16)
For r large enough, no Hamiltonian trajectory starting from the support of the symbol of ω+
can touch the support of χ in positive time. Then, we deduce as in [68]
χQ1 = O(h∞) = O(h∞)
∥∥χ(Q− λ− i0)−1ψ˜〈x〉−s∥∥.
The properties of the support of ωN ∈ Ψ(〈x〉−N ) imply directly
χQ2 = O(hN )
∥∥χ(Q− λ− i0)−1ψ˜〈x〉−s∥∥.
Eventually, RN = ψ˜RN and ‖〈x〉sRN‖ = O(hN 〈t〉−2) from [68, pages 163-164]. Thus,
χQ3 = O(hN )
∥∥χ(Q− λ− i0)−1ψ˜〈x〉−s∥∥.
Since N can be taken arbitrarily large, the last inequalities together with (6.13) prove (6.11).
Instead of following Robert and Tamura [68] to show (6.11), we could have used the arguments
of the third author [55, Section 3]. Coming back to the proof of Theorem 6.4,
χ(Q− λ− i0)−1ψω+ψ(P − λ− i0)−1χ
= O(h∞)∥∥χ(Q− λ− i0)−1ψ˜〈x〉−s∥∥∥∥〈x〉−sψ˜(P − λ− i0)−1χ∥∥,(6.17)
uniformly for R large enough. The same way, we have
χ(Q− λ− i0)−1ψω−ψ(P − λ− i0)−1χ
= O(h∞)∥∥χ(Q− λ− i0)−1ψ˜〈x〉−s∥∥∥∥〈x〉−sψ˜(P − λ− i0)−1χ∥∥.(6.18)
On the other hand, the semiclassical pseudodifferential calculus yields
Mg(P )(P − λ)−1(P − λ)ψ(P − λ− i0)−1χ
=Mg(P )(P − λ)−1ψχ+Mg(P )(P − λ)−1[P,ψ](P − λ− i0)−1χ
= O(h∞)∥∥〈x〉−sψ˜(P − λ− i0)−1χ∥∥.
since ψχ = 0, [P,ψ] = [P,ψ]ψ˜ and the support of the symbol of M is away from the one of
[P,ψ]. Thus,
χ(Q− λ− i0)−1ψMg(P )(P − λ)−1(P − λ)ψ(P − λ− i0)−1χ
= O(h∞)∥∥χ(Q− λ− i0)−1ψ˜〈x〉−s∥∥∥∥〈x〉−sψ˜(P − λ− i0)−1χ∥∥.(6.19)
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Combining (6.9) with (6.10) and the estimates (6.17), (6.18) and (6.19), we have shown
χ(P − λ− i0)−1χ = χ(Q− λ− i0)−1χ
+O(h∞)∥∥χ(Q− λ− i0)−11|x|>R0〈x〉−s∥∥∥∥〈x〉−s1|x|>R0(P − λ− i0)−1χ∥∥,(6.20)
for R large enough.
Applying Proposition 6.3, the previous equation gives
χ(P − λ− i0)−1χ = χ(Q− λ− i0)−1χ+O(h∞)∥∥〈x〉−s(Q− λ− i0)−1〈x〉−s∥∥
+O(h∞)∥∥〈x〉−s(P − λ− i0)−1〈x〉−s∥∥.(6.21)
Since we have assumed that χ ∈ C∞0 (Rn) is like in Proposition 6.1, this yields
(6.22)
{∥∥〈x〉−s(P − λ± i0)−1〈x〉−s∥∥ . ∥∥〈x〉−s(Q− λ± i0)−1〈x〉−s∥∥,∥∥〈x〉−s(Q− λ± i0)−1〈x〉−s∥∥ . ∥∥〈x〉−s(P − λ± i0)−1〈x〉−s∥∥.
Finally, (6.21) and (6.22) imply Theorem 6.4 when χ = 1 on a sufficiently large neighborhood
of 0. The general case follows directly. 
As a byproduct of the proof of Theorem 6.4 (see (6.22)), we have the following result.
Corollary 6.5. Assume (A1), (A4), 0 < E1 < E2 and s > 1/2. For R > 0 large enough,∥∥〈x〉−s(Q− λ± i0)−1〈x〉−s∥∥ . ∥∥〈x〉−s(P − λ± i0)−1〈x〉−s∥∥ . ∥∥〈x〉−s(Q− λ± i0)−1〈x〉−s∥∥,
uniformly for λ ∈ [E1, E2] and h small enough.
If the cut-off function χ is supported sufficiently far away from the origin, Theorem 6.4 can
be strengthened in the spirit of (6.2). More precisely,
Proposition 6.6. Assume (A1), (A4) and 0 < E1 < E2. There exists R0 > 0 such that, for
all χ ∈ C∞0 (Rn) and then R > 0 large enough, we have
χ1|x|>R0(P − λ± i0)−11|x|>R0χ = χ1|x|>R0(Q− λ± i0)−11|x|>R0χ+O(h∞),
uniformly for λ ∈ [E1, E2] and h small enough.
Proof. We adapt the proof of Theorem 6.4. As in (6.9), we have
χ1|x|>R0(P − z)−11|x|>R0χ = χ1|x|>R0(Q− z)−11|x|>R0χ
+ χ1|x|>R0(Q− z)−1ψMψ(P − z)−11|x|>R0χ,(6.23)
with the same operator M . If R0, r are large enough, (6.11) becomes∥∥χ1|x|>R0(Q− λ− i0)−1ψω+〈x〉s∥∥ = O(h∞)∥∥χ1|x|>R0(Q− λ− i0)−1ψ˜〈x〉−s∥∥ = O(h∞),
thanks to (6.2). Thus, the remainder terms in (6.17), (6.18) and (6.19) can be replaced by
O(h∞) when χ is replaced by χ1|x|>R0. Eventually, the proposition follows from (6.23). 
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7. Proof of the additional results of Sections 3 and 4
In this part, we prove some secondary results of Sections 3 and 4. By comparison with the
proof of Theorems 3.5 and 4.2, we will only use here semiclassical microlocal analysis.
Proof of Proposition 3.1. We can assume t ≥ 0. Consider g ∈ C∞0 (T ∗Rn) satisfying 1Fp(χ,ϕ) ≺
g. Since p = q near the support of g, the pseudodifferential calculus gives
∂s
(
e−isP/hOp(g)eisQ/h
)
= − i
h
e−isP/h
(
P Op(g) −Op(g)Q)eisQ/h
= − i
h
e−isP/h[P,Op(g)]eisQ/h +O(h∞),
uniformly for s ∈ R. This gives the Duhamel formula
e−itP/hOp(g) = Op(g)e−itQ/h − i
h
∫ t
0
e−isP/h[P,Op(g)]e−i(t−s)Q/hds+O(th∞),
and eventually
χe−itP/hϕ(P )χ = χe−itP/hOp(g)ϕ(P )χ +O(h∞)
= χOp(g)e−itQ/hϕ(P )χ
− i
h
∫ t
0
χe−isP/h[P,Op(g)]e−i(t−s)Q/hϕ(P )χds +O(th∞)
= χe−itQ/hϕ(Q)χ+R+O(th∞),(7.1)
uniformly for t ∈ R where
R = − i
h
∫ t
0
χe−isP/h[P,Op(g)]e−i(t−s)Q/hϕ(Q)χds.
Let us define the set
G =
{
ρ ∈ supp(∇g); exp(sHq)(ρ) ∈ supp(χϕ(q)) for some s < 0
}
.
One can verify that G is a compact subset of T ∗Rn. Moreover, if the support of g is close
enough to πx(Fp(χ,ϕ)), the assumption (A2) implies that one can replace the condition
exp(sHq)(ρ) ∈ supp(χϕ(q)) by exp(sHp)(ρ) ∈ supp(χϕ(q)) in the definition of G. Finally,
since χϕ(q) = χϕ(p) and the support of ∇g is disjoint from Fp(χ,ϕ), we have exp(tHp)(ρ) /∈
suppχ for all ρ ∈ G and t ≥ 0. In particular, it implies that exp(tHp)(ρ)→∞ as t→ +∞ for
all ρ ∈ G because Kp(suppϕ) ⋐ suppχ. Thus let ψ ∈ C∞0 (T ∗Rn) be such that 1G ≺ ψ and,
for all ρ ∈ suppψ, exp(tHp)(ρ) goes to infinity without touching the support of χ in positive
time.
We first treat
(7.2) J1 = χe
−isP/h[P,Op(g)]Op(ψ).
Since no Hamiltonian trajectory of p starting from the support of ψ touches the support of χ
in positive time, the microlocal analysis provides J1 = O(h∞) uniformly for s on any compact
of [0,+∞[. For the large values of s, we use the Isozaki–Kitada constructions. Let ω+(x, ξ)
be a smooth function satisfying ∂αx∂
β
ξ ω+(x, ξ) = O(〈x〉−|α|〈ξ〉−∞) for all α, β ∈ Nn, supported
in some outgoing region
(7.3)
{
(x, ξ) ∈ T ∗Rn; |x| > R, 1/C < |ξ| < C and cos(x, ξ) > 1/2},
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for some C > 0 and R≫ 1 such that ω+ = 1 near exp(SHp)(suppψ) for (any) S large enough.
We can write
(7.4) J1 = χe
−i(s−S)P/hOp(ω+)e−iSP/h[P,Op(g)]Op(ψ) +O(h∞),
uniformly for s ≥ S. In this setting, Robert and Tamura [68, page 171] (or [66, Section 5])
have constructed a parametrix UN (t) for e
−itP/hOp(ω+), t ≥ 0 up to O(hN ) for any N ∈ N.
Then, we get for any N ∈ N
(7.5) J1 = χUNe
−isP/h[P,Op(g)]Op(ψ) +O(hN ) = O(hN ),
uniformly for s ≥ S. The last equality is obtained as in [68, Lemma 2.3 (iii)] and use that
no Hamiltonian trajectory of p starting from the support of ω+ touches the support of χ in
positive time. Summing up, we have proved
(7.6) χe−isP/h[P,Op(g)]Op(ψ)e−i(t−s)Q/hϕ(Q)χ = O(h∞),
uniformly for 0 ≤ s ≤ t.
We now consider
(7.7) J2 = χϕ(Q)e
−iuQ/hOp(1− ψ)[P,Op(g)] = χϕ(Q)e−iuQ/hϕ˜(Q)Op(1− ψ)[P,Op(g)],
for u < 0 and ϕ ≺ ϕ˜ ∈ C∞0 (]0,+∞[). By the definition of ψ, there is no Hamiltonian
trajectory of q from the support of (1−ψ)∇g to the support of χϕ(q) in negative time. Thus,
we get J2 = O(h∞) uniformly for u on any compact of ] −∞, 0]. Moreover, mimicking the
proof of (7.5), one can show that, for all N ∈ N, J2 = O(hN ) uniformly for u ≤ U ≪ 0.
Summing up and taking the adjoint, we deduce
(7.8) χe−isP/h[P,Op(g)]Op(1− ψ)e−i(t−s)Q/hϕ(Q)χ = O(h∞),
uniformly for 0 ≤ s ≤ t.
Eventually, (7.1) with (7.6) and (7.8) give R = O(th∞) and
χe−itP/hϕ(P )χ = χe−itQ/hϕ(Q)χ+O(th∞) = χe−itQ/hϕ(Q)χ+O(h∞),(7.9)
uniformly for 0 ≤ t ≤ h−C . 
Proof of Proposition 3.3. We mix the proofs of Proposition 3.1 and Theorem 3.5. In partic-
ular, we will use the quantities g,G, ψ, ω+ constructed in the proof of Proposition 3.1. Since
p = q near the support of g ∈ C∞0 (T ∗Rn), we get
(P − z)−1Op(g)(Q − z) = (P − z)−1Op(g)(P − z) + (P − z)−1〈x〉−1O(h∞)〈x〉−1
= Op(g) + (P − z)−1[Op(g), P ] + (P − z)−1〈x〉−1O(h∞)〈x〉−1,(7.10)
for Im z > 0. Let ϕ ≺ ϕ˜ ∈ C∞0 (]0,+∞[). If the support of ϕ˜ is close enough to the support
of ϕ, the pseudodifferential calculus gives
ϕ˜(P )χ = Op(g)ϕ˜(P )χ+ 〈x〉−1O(h∞),
χOp(g)ϕ˜(Q) = χϕ˜(Q) +O(h∞)〈x〉−1,
and (A2) implies ϕ˜(P )χ = ϕ˜(Q)χ + 〈x〉−1O(h∞). Moreover, since V and W coincide near
the support of χ, we have
χ(P − z)−1(1− ϕ˜)(P )χ = χ(Q− z)−1(1− ϕ˜)(Q)χ+O(h∞),
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uniformly for Re z ∈ suppϕ. Thus, combining (7.10) with the previous equations and the
polynomial bounds on the weighted resolvent of P and Q, we deduce
χ(P − z)−1χ = χ(P − z)−1ϕ˜(P )χ+ χ(P − z)−1(1− ϕ˜)(P )χ
= χ(P − z)−1Op(g)ϕ˜(P )χ+ χ(Q− z)−1(1− ϕ˜)(Q)χ+O(h∞)
= χOp(g)(Q − z)−1ϕ˜(P )χ+ χ(Q− z)−1(1− ϕ˜)(Q)χ
+ χ(P − z)−1[Op(g), P ](Q − z)−1ϕ˜(P )χ+O(h∞)
= χOp(g)ϕ˜(Q)(Q− z)−1χ+ χ(1− ϕ˜)(Q)(Q− z)−1χ+R+O(h∞)
= χ(Q− z)−1χ+R+O(h∞),(7.11)
uniformly for Re z ∈ suppϕ, Im z > 0 with
R = χ(P − z)−1[Op(g), P ](Q − z)−1ϕ˜(Q)χ.
We now estimate the operator R. As in (7.2), we define
(7.12) K1 = χ(P − z)−1[Op(g), P ] Op(ψ) = K loc1 +K inf1 ,
where
K loc1 =
i
h
∫ S
0
χe−is(P−z)/h[Op(g), P ] Op(ψ) ds,
K inf1 = χ(P − z)−1e−iS(P−z)/h[Op(g), P ] Op(ψ).
From the discussion above (7.2), there is no Hamiltonian trajectory of p starting from the
support of ψ and touching the support of χ in positive time. Therefore, K loc1 = O(h∞). On
the other hand, we have
K inf1 = χ(P − z)−1Op(ω+)e−iS(P−z)/h[Op(g), P ] Op(ψ) +O(h∞),
as in (7.4). Now, Lemma 2.3 (iii) of Robert and Tamura [68] yields χ(P − z)−1Op(ω+) =
O(h∞). This result was originally proved in the non-trapping regime but extends directly to
operators with polynomially bounded resolvent. Summing up, we have just shown
(7.13) χ(P − z)−1[Op(g), P ] Op(ψ)(Q − z)−1ϕ˜(Q)χ = O(h∞).
It remains to study
(7.14) K2 = χϕ˜(Q)(Q− z)−1Op(1 − ψ)[Op(g), P ],
(see (7.7)). Working as in (7.8) and (7.13), we get
(7.15) [Op(g), P ] Op(1− ψ)(Q− z)−1ϕ˜(Q)χ = K∗2 = O(h∞),
since there is no Hamiltonian trajectory of q from the support of χϕ˜(q) to the support of
(1− ψ)∇g in positive time. Thus,
χ(P − z)−1[Op(g), P ] Op(1− ψ)(Q− z)−1ϕ˜(Q)χ = O(h∞),
and eventually
(7.16) R = O(h∞),
uniformly for Re z ∈ suppϕ, Im z > 0.
Using (7.11) with (7.16) and taking the adjoint, we deduce
(7.17) χ(P − λ± i0)−1χ = χ(Q− λ± i0)−1χ+O(h∞),
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uniformly for λ ∈ suppϕ. Then, Proposition 3.3 follows from this equation and the Stone
formula (3.6). 
Proof of Remark 3.2. To show this result, we use some elements of the proof of Proposition 3.1
and Proposition 3.3. In particular, we need the functions ϕ˜, g, ψ, ω+ build there. Let us assume
that Q satisfies (A3), s > 1/2 and Im z > 0. We are looking for a parametrix of (P − z)−1.
Consider P0 = P − ihf(x) where f ∈ C∞0 (Rn; [0, 1]) satisfies πx(Kp(suppϕ)) ≺ f ≺ χ. For
such dissipative operators, Royer [69, Theorem 1.1] has proved that
(7.18)
∥∥〈x〉−s(P0 − λ± i0)−1〈x〉−s∥∥ . h−1,
uniformly for λ ∈ supp ϕ˜. Let us define
A1 = (1− χ)ϕ˜(P )(P0 − z)−1.
Since P and P0 coincide near the support of 1− χ, we have
(P − z)A1 = (1− χ)ϕ˜(P )(P − z)(P0 − z)−1 − [P, χ]ϕ˜(P )(P0 − z)−1
= ϕ˜(P )−B1 + 〈x〉−sO(h∞)〈x〉s,(7.19)
with B1 = χϕ˜(P ) + [P, χ]ϕ˜(P )(P0 − z)−1. We then choose
A2 = Op(g)(Q − z)−1B1.
Using that the symbols of P and Q coincide near the support of g and since g = 1 near the
support of χϕ˜(p), we get
(P − z)A2 = (Q− z)Op(g)(Q − z)−1B1 + 〈x〉−sO(h∞)〈x〉s
= B1 + [Q,Op(g)]Op(ψ)(Q − z)−1B1
+ [Q,Op(g)]Op(1− ψ)(Q− z)−1B1 + 〈x〉−sO(h∞)〈x〉s
= B1 −B2 + 〈x〉−sO(h∞)〈x〉s(7.20)
with B2 = −[Q,Op(g)]Op(ψ)(Q − z)−1B1. To eliminate the term containing Op(1− ψ), we
have used an estimate similar to (7.15). As a parametrix for (P − z)−1B2, we choose
A3 =
i
h
∫ S
0
e−is(P−z)/hB2 ds+ (1− χ˜)(P0 − z)−1Op(ω+)e−iS(P−z)/hB2.
following (7.12). Here g ≺ χ˜ ∈ C∞0 (Rn) is supported near supp g. In particular, the support
of ω+ is far away from that of χ˜. As in (7.4), we have (1 − χ˜)Op(ω+)e−iS(P−z)/hB2 =
e−iS(P−z)/hB2 + 〈x〉−sO(h∞)〈x〉s. Then,
(P − z)A3 = i
h
∫ S
0
(P − z)e−is(P−z)/hB2 ds+ (1− χ˜)Op(ω+)e−iS(P−z)/hB2 −B3
=
i
h
∫ S
0
(P − z)e−is(P−z)/hB2 ds+ e−iS(P−z)/hB2 −B3 + 〈x〉−sO(h∞)〈x〉s
= B2 −B3 + 〈x〉−sO(h∞)〈x〉s,(7.21)
with B3 = [P, χ˜](P0 − z)−1Op(ω+)e−iS(P−z)/hB2. Since there is no Hamiltonian trajectory
from the outgoing region suppω+ to the support of ∇χ˜ in positive time, Lemma 2.3 (iii) of
Robert and Tamura [68] gives as in (7.13)
(7.22) B3 = 〈x〉−sO(h∞)〈x〉s.
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That P0 is dissipative does not create any difficulty to prove this estimate but we have used
here (7.18). From (7.19), (7.20), (7.21) and (7.22), we get
(P − z)(A1 +A2 +A3) = ϕ˜(P ) + 〈x〉−sO(h∞)〈x〉s,
which can be written
〈x〉−s(P − z)−1ϕ˜(P )〈x〉−s = 〈x〉−s(A1 +A2 +A3)〈x〉−s + 〈x〉−s(P − z)−1〈x〉−sO(h∞).
Since the functional calculus gives
〈x〉−s(P − z)−1(1− ϕ˜)(P )〈x〉−s = O(1),
uniformly for Re z near the support of ϕ, the previous equation becomes
(7.23) 〈x〉−s(P − z)−1〈x〉−s = 〈x〉−s(A1 +A2 +A3)〈x〉−s(1 +O(h∞)) +O(1).
Using again (7.18), one can verify that∥∥〈x〉−sA1〈x〉−s∥∥ . h−1,∥∥〈x〉−s(A2 +A3)〈x〉−s∥∥ . ∥∥〈x〉−s(Q− λ± i0)−1〈x〉−s∥∥,
in the limit z → λ + i0. Since the norm of the weighted resolvent of Q is at least like h−1,
(7.23) yields
(7.24)
∥∥〈x〉−s(P − λ− i0)−1〈x〉−s∥∥ . ∥∥〈x〉−s(Q− λ− i0)−1〈x〉−s∥∥,
uniformly for λ near the support of ϕ, which implies Remark 3.2. 
We end this section with the
Proof of Proposition 4.1. We first remark that (A5) is an open condition in the sense that, if
(A5) holds true for some interval I, then it holds true near I. Then, it is enough to prove the
proposition near λ0 ∈ I assuming (A3) and (A5) near λ0. Working as in (4.9) and using that
the weighted resolvents of P and Q are polynomially bounded thanks to (A3) and Remark
3.2, we can write
(7.25) s′P,P0(λ) = s
′
Q,P0(λ) + tr
(
χ
(
E′P (λ)− E′Q(λ)
)
χ
)
+ σ˜(λ;h),
uniformly near λ0 where σ˜(λ;h) has a complete asymptotic expansion in h with C
∞ coeffi-
cients.
Consider now 1{λ0} ≺ ϕ ∈ C∞0 (R) and 1Kp(λ0) ≺ f ∈ C∞0 (T ∗Rn). In particular, E′P (λ) =
E′P (λ)ϕ(P ) for λ near λ0. If the support of f is sufficiently close to Kp(λ0), the pseudodif-
ferential calculus gives
χOp(f) = Op(f) +O(h∞)〈x〉−1,
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in trace norm. Then, combining with (A3) and Remark 3.2, we have
tr
(
χ
(
E′P (λ)− E′Q(λ)
)
χ
)
= tr
(
χOp(f)
(
E′P (λ)− E′Q(λ)
)
Op(f)χ
)
+ tr
(
χOp(f)
(
E′P (λ)ϕ(P ) − E′Q(λ)ϕ(Q)
)
Op(1− f)χ)
+ tr
(
χOp(1− f)(E′P (λ)ϕ(P ) − E′Q(λ)ϕ(Q))Op(f)χ)
+ tr
(
χOp(1− f)(E′P (λ)ϕ(P ) − E′Q(λ)ϕ(Q))Op(1− f)χ)
= tr
(
Op(f)
(
E′P (λ)− E′Q(λ)
)
Op(f)
)
+
∑
±
tr
(
Op(kp±)(P − λ∓ i0)−1
)
(7.26)
+
∑
±
tr
(
Op(kq±)(Q− λ∓ i0)−1
)
+O(h∞),
for some kr± ∈ S(1) supported in supp(χ(x)(1 − f)(x, ξ)ϕ(r)(x, ξ)).
Using (7.11) and (7.16) with χ replaced by Op(f), which guarantees that all the estimates
hold in norm trace, we obtain
(7.27) tr
(
Op(f)
(
E′P (λ)− E′Q(λ)
)
Op(f)
)
= O(h∞),
uniformly for λ near λ0. We now deal with tr(Op(k
p
+)(P −λ− i0)−1). Let ρ ∈ supp(χ(1− f))
with p(ρ) = λ0. Since ρ /∈ Kp(λ0), the Hamiltonian trajectory exp(tHp)(ρ) goes to ∞ as
t → +∞ or t → −∞. By continuity, this is also true in a neighborhood of ρ. Thus, using a
compactness argument and assuming that the support of ϕ is close enough to λ0, there exist,
for all δ > 0, a finite number of compactly supported symbols gℓ ≺ g˜ℓ ∈ S(1), ℓ = 1, . . . , L,
such that
kp+ =
∑
1≤ℓ≤L
gℓ,
and, for all ρ ∈ supp g˜ℓ, the curve exp(tHp)(ρ) goes to ∞ as t → ±∞ without coming back
to the support of g˜ℓ for ±t > δ. In particular,
(7.28) tr
(
Op(kp+)(P − λ− i0)−1
)
=
∑
1≤ℓ≤L
tr
(
Op(gℓ)(P − λ− i0)−1Op(g˜ℓ)
)
+O(h∞),
for λ near λ0.
Consider 1 ≤ ℓ ≤ L such that the Hamiltonian flow escapes to infinity from the support of
g˜ℓ without coming back in positive time larger than δ. As in (7.12), we write
(7.29) tr
(
Op(gℓ)(P − λ− i0)−1Op(g˜ℓ)
)
= Gsmall +Glarge +Ginfinity,
with
Gsmall =
i
h
∫ δ
0
tr
(
Op(gℓ)e
−is(P−λ)/hOp(g˜ℓ)
)
ds,
Glarge =
i
h
∫ S
δ
tr
(
Op(gℓ)e
−is(P−λ)/hOp(g˜ℓ)
)
ds,
Ginfinity = tr
(
Op(gℓ)(P − λ− i0)−1e−iS(P−λ)/hOp(g˜ℓ)
)
,
where S > 0 will be fixed large enough. From Lemma 3.1 of Robert and Tamura [67], Gsmall
has a complete asymptotic expansion in h with C∞ coefficients for δ > 0 small enough. Since
no trajectory from supp g˜ℓ comes back in time larger than δ, the propagation of singularities
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gives Glarge = O(h∞). Finally, since the trajectories from supp g˜ℓ escape to infinity in positive
time, e−iS(P−λ)/hOp(g˜ℓ) is microlocalized in an outgoing region (see (7.3)) for S large enough.
Then, applying Lemma 2.3 (iii) of Robert and Tamura [68] (see the discussion above (7.13)),
we get Ginfinity = O(h∞). Summing up, the left hand side of (7.29) has a complete asymptotic
expansion in h with C∞ coefficients, say
(7.30) tr
(
Op(gℓ)(P − λ− i0)−1Op(g˜ℓ)
) ≍ σℓ0(λ)h−n + σℓ1(λ)h1−n + · · · ,
for λ near λ0. Consider now 1 ≤ ℓ ≤ L such that the Hamiltonian flow escapes to infinity
from the support of g˜ℓ without coming back in negative time smaller than −δ. Taking the
adjoint, we have
tr
(
Op(gℓ)(P − λ− i0)−1Op(g˜ℓ)
)
= tr
(
Op(g˜ℓ)(P − λ+ i0)−1Op(gℓ)
)
.
Then, working as in (7.29) but in negative time, we obtain also (7.30) in that case.
From (7.28) and (7.30), the function
(7.31) tr
(
Op(kp+)(P − λ− i0)−1
)
,
has a complete asymptotic expansion in h with C∞ coefficients near λ0. The same holds
true for P replaced by Q and −i0 replaced by +i0. Combining (7.26) with (7.27) and (7.31),
the function tr(χ(E′P (λ) − E′Q(λ))χ) has a complete asymptotic expansion in h with C∞
coefficients near λ0. Eventually, Proposition 4.1 follows from (7.25). 
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