For ψ a nontrivial additive character on the finite field Fq, observe that the map t → P x∈Fq ψ(f (x) + tx) is the Fourier transform of the map t → ψ(f (t)). As is well-known, this has a cohomological interpretation, producing a continuous ℓ-adic Galois representation. This paper studies the L-function attached to the k-th symmetric power of this representation using both ℓ-adic and p-adic methods. Using ℓ-adic techniques, we give an explicit formula for the degree of this L-function and determine the complex absolute values of its roots. Using p-adic techniques, we study the p-adic absolute values of the roots.
Introduction
Let F q be the finite field of q elements and characteristic p. Let Y be a smooth, geometrically connected open variety defined over F q ; for instance, take Y to be affine s-space A .
By the Lefschetz trace formula, this is a rational function whose zeros and poles may be described usingétale cohomology with compact support:
Given such a representation, we may construct new L-functions via operations such as tensor, symmetric, or exterior products. Natural questions about these new L-functions concern the determination of their degrees (Euler characteristic) and describing various properties about their zeros and poles. In this paper, we will focus on the symmetric powers of a particular family of exponential sums called the generalized Airy family. Other families whose symmetric powers have been investigated are the Legendre family of elliptic curves [3] [8] and the hyperKloosterman family [10] [11] [17] . The study of these L-functions has attracted some attention recently due to their relation with Dwork's unit root zeta function. More precisely, the unit-root zeta function of an ordinary overconvergent F -crystal on A n /F q is a certain p-adic limit of the L-functions of some Adams powers of the F -crystal, which in turn can be expressed as an alternating product of the L-functions of its symmetric and alternating powers. See [18] , [19] for details.
Given a polynomial f of degree d, the generalized Airy family of exponential sums is defined by the polynomial f (x) + tx as follows. Let d be a positive integer such that p ∤ d. Let ψ be a nontrivial additive character on F q . For eacht ∈ F q define its degree by deg(t) := [F q (t) : F q ]. It is well-known that the associated L-function of the sequence of exponential sums S m (t) := As we will describe later, the relative cohomology of this family may be represented either ℓ-adically as a lisse sheaf of rank d − 1 over A 1 via Fourier transform, or p-adically as a free module of rank d − 1 over an overconvergent power series ring in t equipped with a connection and Frobenius. Let us denote both by Ai f . The L-function of the k-th symmetric power of Ai f takes the form:
where |A 1 | denotes the set of closed points on A 1 . By the Lefschetz trace formula, M k (f, T ) is a rational function. The ℓ-adic sheaf Ai f was extensively studied by N. Katz in [13] , where its monodromy group is determined and, as a consequence, an equidistribution result is obtained for the exponential sums in the family ( [13, Corollary 20] ). From these results it follows that, for p > 2d − 1, M k (f, T ) is in fact a polynomial. For d = 3, a study of the monodromy group may be avoided using Adolphson's [4] .
Our first main result is the computation of the degree of M k (f, T ) for p > d. The degree of the rational function M k (f, T ) equals the k-th coefficient of a generating series which is explicitly given in Corollary 2.5. Simplified formulas are given in section 2.3 for some particularly nice values of f and p.
As an example of this theorem, consider the family generated by f (x) = 
Theorem 1. With the notation defined above, we have
Lastly, we wish to describe the p-adic behavior of the reciprocal roots of M k (f, T ). We will first focus on the case f (x) = x 3 . In this case, we will prove:
Theorem 3. Assume p ≥ 7, k is odd, and k < p. Write 
Furthermore, as a consequence of the functional equation, the endpoints of the q-adic Newton polygon of M k (x 3 , T ) coincide with the lower bound (2) . If p = 5, then the numerator of M k (x 3 , T ) satisfies (2) .
We note that the lower bound (2) is expected to hold for all symmetric powers k (see [12] for details). Now, there is reason to believe that the lower bound (2) may be optimal in the sense that the q-adic Newton polygon will in fact equal this lower bound under certain conditions on p. As supporting evidence we note that the lower bound has the following symmetric property. Consider the points P m ∈ R 2 defined by the lower bound:
The slope of the line segment joining P m and P m+1 is given by s m := In other words, for every slope s m there is a corresponding slope s m ′ . This is precisely a consequence of the functional equation for M k (x 3 , T ). That is, if α is a reciprocal root of M k (x 3 , T ) of slope s, then p k+1 /α is another reciprocal root whose slope is (k + 1) − s.
In section 3, we will investigate the Newton polygon of M k (f, T ) for a slightly more general polynomial given by f (t, x) :
where (d, p) = 1, i ≥ 1, and each P j ∈ tF q [t] satisfies the following condition. For i < j < d, each δ j := deg(P j ) satisfies
Notice that the polynomial f (x) + tx satisfies these conditions. To describe our results for the p-adic estimates, define W :
Theorem 4. Under certain conditions, described in detail in Theorem 5, if we write the numerator of
where the minimum runs over all sets consisting of m distinct elements of A.
We expect that these "certain conditions" hold under rather generic conditions on p, k, and f . With an eye toward upcoming work, an initial, detailed investigation into these conditions is given in Section 3.4.
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The ℓ-adic point-of-view
In this section we will study the generalized Airy family of exponential sums from the point of view of ℓ-adic cohomology. We will do so by studying the sheaf Ai f that represents this family on the affine line A 1 over the given finite field F q . We begin by observing that the map F q → C given by t → x∈Fq ψ(f (x) + tx) is the Fourier transform with respect to ψ, in the classical sense, of the map t → ψ(f (t)). This will translate, in the cohomological sense, to the fact that Ai f is the Fourier transform, in the sheaf-theoretical sense, of the Q ℓ -sheaf that represents the latter map, which is just the pull-back of the Artin-Schreier sheaf associated to ψ via the map given by f . Let us be more precise.
The polynomial f naturally defines a morphism, also denoted by f :
Fq . Let L ψ be the Artin-Schreier sheaf on A 1 Fq associated to ψ (cf. [5, 1.7] ). For every finite extension F q m of F q , every t ∈ A 1 (F q m ) = F q m and every geometric pointt over t, we have Trace(Frob t |L ψ,t ) = ψ(Trace F q m /Fq (t)), where Frob t denotes a geometric Frobenius element at t. Consider the pullback 
, where π t : A 2 → A 1 is the projection (x, t) → t. For every finite extension F q m of F q , every t ∈ F q m and every geometric pointt over t we have, denoting ψ m = ψ • Trace F q m /Fq :
The characteristic polynomial of the action of a geometric Frobenius element Frob t at t on the stalk of Ai f at a geometric point over t has the form
where π i (t) is a Weil algebraic number of weight 1 (i.e. all its complex conjugates have absolute value q 1/2 ) and
These are the local factors of the L-function of the k-th symmetric power of Ai f , which is given by the infinite product
The Lefschetz trace formula demonstrates that the zeros and poles of M k (f, T ) may be described in terms of cohomology:
i+1 .
Since Sym k Ai f is a lisse sheaf on the affine line, we have H
, Sym k Ai f ) = 0, and the previous formula simplifies to ), which is the k-th symmetric power of Ai f regarded as a representation of the same group. This is the same as the space of coinvariants for its monodromy group, which is defined to be the Zariski closure of its image in the group of automorphisms of the generic stalk of Ai f , isomorphic to GL(d − 1) := GL(d − 1, Q ℓ ). By [13, Theorem 19] , for p > 2d − 1 the geometric monodromy group of Ai f is either
On the other hand, H
In either case, its k-th symmetric power is still an irreducible representation of rank
of the monodromy group (because it is an irreducble representation of its subgroup SL(d − 1) or Sp(d − 1)), and in particular the space of coinvariants vanishes. Consequently, we have the following: Theorem 2.1. For p > 2d − 1, the L-function of the k-th symmetric power of Ai f is a polynomial:
While it is tempting to believe that M k (f, T ) is always a polynomial, this is not true, as mentioned in the introduction. In fact, the monodromy group can be finite in certain cases; for instance when p = 5 and f (x) = x 3 , as proven in [15] . In such cases, H , Sym k Ai f ) will be non-trivial for infinitely many values of k, and consequently M k (f, T ) will have a denominator.
Computation of the degree of the L-function
We will now study the degree of M k (f, T ) when p > d. From the formula above we have
where χ c denotes the Euler characteristic with compact supports. Using the Grothendieck-Néron-Ogg-Shafarevic formula, we have then
In order to compute the Swan conductor of Sym k Ai f we have to study the sheaf Ai f as a representation of the inertia group I ∞ of A 
, where F ∞,∞ is the local Fourier transform as defined in [16] . Recently, Fu [9] and, independently, Abbes and Saito [1] have given an explicit description of the different local Fourier transforms for a wide class of ℓ-adic sheaves. We will mainly be using the description given in [1] , which works over an arbitrary (not necessarily algebraically closed) perfect base field, and therefore gives an explicit formula for Ai f as a representation of the decomposition group D ∞ .
If S (∞) is the henselization of the local ring of P 1 Fq at infinity with uniformizer 1/t, the triple ( 
where ρ is the unique character I ∞ → Q ⋆ ℓ of order 2, L ρ the corresponding Kummer sheaf and Q is the pull-back of the character Gal(F q /F q ) → Q ℓ mapping the geometric Frobenius to the quadratic Gauss sum g(ψ, ρ) :
For simplicity, from now on we will assume that F q contains the 2(d − 1)-th roots of −dc d (which can always be achieved by a finite extension of the base field). Following [9, Proposition 3.1] we can find an invertible power series i≥0
by removing the terms with negative powers of t. It is important to notice that the coefficients of g are polynomials in the coefficients of f . More precisely, if we write
On the other hand, from
We can now easily compute the Swan conductor at infinity of its symmetric powers. By [14, 1.13 .1],
, and therefore by Frobenius reciprocity
Comparing the highest degree coefficients we conclude that ζ i and ζ j must be equal. Therefore the direct sum of the
⋆ Ai f and we conclude that it must be isomorphic to it, since they have the same rank.
Consequently, we have an isomorphism of
For every finite subset I ⊂ Z and every integer k ≥ 0 define
The number of elements in S d−1 (k, I) can be conveniently expressed in terms of a generating function:
where ψ is any non-trivial additive character of F q .
Proof. From the definition,
where δ(a) = 1 if a = 0, 0 otherwise. Equivalently, δ(a) = 1 q γ∈Fq ψ(γa). So we get
where h(j) := j − sup(J − J ≥j ) is the "gap" between the t j term and the next lower degree term in g(t). Taking the corresponding generating function we get the formula
Using the previous formula for the degree, we deduce
is the k-th coefficient of the power series expansion of
The trivial factor
We will now study the weights of the (reciprocal) roots of the polynomial M k (f, T ) for p > 2d − 1. Let us first consider the easier case where d is even, and therefore Ai f is isomorphic to 
(which is always possible since the values of α are the p-th roots of unity and d − 1 is prime to p since p > 2d − 1) we may assume without loss of generality that α(b
is the direct sum of the characters a → α i (a) := α(b −i ab i ). But we already know that it is the direct sum of the characters associated to the sheaves
so these two sets of characters are identical. Replacing b by a suitable power of itself we may assume that α i is the character associated to
, that is, if and only if a i ζ ij = 0 for every j ∈ J. We turn now to the case d odd. Let χ be a multiplicative character of F q of order 2(d − 1) (which exists, since we are assuming that F q contains the 2(d − 1)-th roots of unity). Then by the projection formula Ai f is isomorphic to [ 
and a i is even (since α i has order p and β restricted to I d−1 ∞ has order 2). We can now compute the dimension of the invariant subspace of the action of I ∞ on Sym k Ai f , in very much the same way it is done for the Kloosterman sheaf in [10, Lemma 2.1]. Its underlying vector space is Sym k V . An element w is given by a linear combination
In the d even case we have
So w is fixed by I ∞ if and only if the character α
is trivial whenever c a0···a d−2 = 0 and ∞ , that is, if and only if a i ζ ij = 0 in F q for every j ∈ J and k is even. In particular, there are no non-zero invariants for I ∞ if k is odd. If k is even, a generating set for the invariant subspace is given by all distinct sums of the form
for all a 0 , . . . , a d−2 such that a i ζ ij = 0 in F q for every j ∈ J. Let r be the size of the orbit of (a 0 , .
Notice that k must be a multiple of
so the above sum vanishes. On the other hand, if
is non-zero, and to different orbits correspond different elements. To summarize, we have The sequences #T d−1 (k, J) and #U d−1 (k, J) can also be described by means of generating functions. By Burnside's lemma, the dimension of the invariant subspace for d even is given by
where S r (k, J) = ∅ if k is not an integer and φ is Euler's totient function. So the generating function for the
Next, suppose that d is odd, and let (a 0 , . . . , a d−2 ) ∈ S d−1 (k, J). Let r be the number of elements in its orbit. Then 
The generating function is then
where
Proposition 2.8. A Frobenius geometric element at infinity acts on the
As an immediate consequence we get 
is given by the formula in Corollary 2.9 and P k (d, T ) satisfies a functional equation
where |c| = q r(k+1)/2 and r is its degree.
Proof. Let j : A 1 → P 1 be the inclusion. From the exact sequence
and therefore a decomposition
The first factor is described by the previous corollary. On the other hand, by [6, Théorème 1.3] we have a perfect pairing
where Ai f is the dual of Ai f , which is constructed in the same way as Ai f using the complex conjugate character ψ instead of ψ. If the eigenvalues of the action of Frobenius on
Some special cases
We will now see how the previous results apply to some special values of f . First, consider the case f (t) = t d . In this case the equation
By corollary 2.5, we get that the degree of M k (f ; T ) is the k-th coefficient in the power series expansion of
In particular, for d = 3
It is easily checked that
. So in this case we get an explicit formula for the degree:
If p > k this gives (k + 1)/2 for k odd and (k − 2)/2 for k even. Corollary 2.9 states for Since 3 is odd, the local L-function is 1 for k odd. For k even, we can write {1}) contains the orbits such that rk is a multiple of 4. If k ≡ 0(mod 4) this includes all orbits. If k ≡ 2(mod 4) the orbit {(
2 )} must be excluded. So the trivial factor for k even is
for k ≡ 0(mod 4)
In particular, for p >
We 1, 1, . . . , 1) as a solution, so all solutions must be of the form (a, a, . . . , a) modulo p for some a. Therefore
. Making the change of variablef (t) = f (t −
. As a representation of D ∞ , we have then
If p divides k, the condition i a i ζ ij for j = d − 1 is void, so both the dimension of M k (f ; T ) and the trivial factor at infinity behave as in the b d−1 = 0 case. If p does not divide k, the condition i a i ζ ij does never hold for
In particular, the trivial factor of M k (f ; T ) is 1. Furthermore, applying the formula for the degree, we get 
As in the previous example, we conclude that, if c d−1 = 0,
for every j ∈ J. By corollary 2.5, the degree of M k (f ; T ) is the k-th coefficient of the power series expansion of
If c d−1 = 0 we have, as in the previous example, the same formula for the degree if k is a multiple of p, and the k-th coefficient in the power series expansion of
if k is prime to p.
The p-adic point-of-view
In the previous section, we considered the rational function
from the ℓ-adic point-of-view. In this section, we use techniques in Dwork theory which enable us to describe and analyze M k (f, T ) p-adically. The motivation for this approach is to provide estimates for the p-adic absolute values of the zeros and poles of M k (f, T ).
p-adic interpretation of M k (f, T )
Let F q be the finite field with q = p a elements. For future reference, and since the arguments are essentially identical, we will consider a slightly more general polynomial than considered in the previous section:
with (d, p) = 1, i ≥ 1, and each P j ∈ tF q [t] satisfying the following condition. For i < j < d, each δ j := deg(P j ) satisfies
This condition is equivalent to saying that the 2-dimensional Newton polytope of f , defined as the convex hull in R 2 of the points (0, 0) and (j, δ j ) for j = i, . . . , d, is a triangle where every point (j, δ j ), with j = i and j = d, lies strictly below the line joining (i, δ i ) and (d, 0), as seen in Figure 3 .1. Notice that the polynomial f (x) + tx considered in the previous section satisfies these conditions. Dwork's theory provides a way to represent the function M k (f, T ) p-adic homologically. This is accomplished by defining "Frobenius" operators, both denoted byβ, which act on certain homology spaces H 1,k and H 0,k , so that
In this form, estimates for the p-adic absolute values of the zeros and poles of M k (f, T ) may be derived from an analysis ofβ on the homology spaces H 0,k and H 1,k . This analysis is carried out in section 3.2. For now, let us demonstrate how Dwork's theory may be used to derive the above homological description of M k (f, T ).
p-adic Spaces. We begin by fixing some notation. Let C p be the completion of an algebraic closure of Q p . The valuation on Q p is normalized such that ord p (p) = 1. Let Q q denote the unramified extension of Q p of degree a. Let π ∈ C p be a root of the Artin-Hasse series
is a totally ramified extension of Q p of degree p − 1. Let Q q (π) denote the compositum in C p of the fields Q q and Q p (π), and denote its ring of integers by Z q [π] . Note that the residue class field of Z q [π] is F q . Let τ ∈ Gal(Q q (π)/Q p (π)) be a lifting of the Frobenius map x → x p in Gal(F q /F p ) such that τ (π) = π. Dwork's "splitting function" provides a bridge between the finite field F q and the p-adic field C p , providing a way to describe exponential sums over finite fields p-adic analytically. Let E(t) := exp
Observe that each coefficient satisfies ord p (λ i ) ≥ i p−1 . Next, we need to describe the function spaces that our "Frobenius" operators will act upon. In order to obtain the best possible estimates for the zeros and poles of the L-function, the functions in these spaces will have specific growth conditions that fit our particular polynomial f (t, x). These are described as follows. Let b and b ′ be two positive real numbers. Define functions w 0 , w 1 :
With ρ ∈ R, define the p-adic spaces
Notice that the space K(b ′ , b) is indeed suited for our polynomial as follows.
and note that the pair (n, m)
Hence,f ∈ K(
Relative homology. In order to define relative homology we need to define a twisted differential operator on
The twisting is necessary since it allows the differential operator to commute with the Frobenius operator α, as seen below. Now, motivated by the observation θ(1)
T r(f (t,x)) = m,n≥0 θ(a m,n t m x n ), where t and x are the Teichmüller representatives oft,x ∈ F p , using (6) define
Due to the shape of the Newton polytope of f , it follows that
for all real numbers b ′ ≤ b ≤ p/(p − 1). Next, we define a function G(t, x) such that
Using this equation recursively, we see that G(t, x) must be defined by
.
Note, H acts by multiplication and H ∈ K(
. Using this operator, we may define the relative homology spaces
In the introduction of this paper, the space H 1 was denoted by Ai f . Now, the above notation can be a bit ambiguous at times. That is, there are times when we will need to keep track of both t and the constants b ′ and b in the homology spaces H 1 and H 0 . Thus, we will often denote
Symmetric powers of relative homology. The eigenvalues of the Frobenius operators which act on the relative homology spaces H 1 and H 0 consist of power series in the variable t that, when specialized to some Teichmüller representative oft ∈ F p , produce the reciprocal roots π 1 (t), . . . , π d−1 (t) of the L-function attached to f over A 1 , as mentioned in the introduction. Now, in the definition of M k (f, T ), a type of symmetric product of these roots is presented. A homological description of this symmetric product is obtained by taking the symmetric power of relative homology. This we will now do. Let H 
where w 0 (i) is defined by
Note that H
Next, we define a differential operator on H
where by extending linearly the following action: for the product
We will sometimes denote ∂ by ∂ t to indicate that it is an endomorphism of H 
In terms of ℓ-adic theory, these are the p-adic versions of H Frobenius map. Now that we have created the appropriate spaces, let us define the Frobenius operators. There will be two Frobenius operators involved,ᾱ(t) which is defined on relative homology whose eigenvalues are power series in t and equal π j (t) when t is specialized, and anotherβ which will give the homological description of M k (f, T ). We begin with the definition ofᾱ.
Define the Cartier operator
Next, define the Dwork operator, which so far we have been calling the "Frobenius operator", by (recall, q = p a )
We may extend this map to the symmetric powers of relative homology, which we will denote byᾱ (k) (t) :
where we have used the fixed basis in (9) to describe the elements of H (k)
1 . Finally, define the Dwork operator
Since β • ∂ = q∂ • β, β induces linear maps
Using Dwork's trace formula twice, precisely as in [12] , we have
Estimates for p-adic absolute values of M k (f, T )
We now have a p-adic homological representation of the L-function M k (f, T ) as a quotient of characteristic polynomials of the Frobeniusβ acting on H 1,k and H 0,k . In this section, we will focus our attention on understanding the roots of these polynomials, and since H 0,k is often trivial, we will onβ acting on H 1,k . The approach we will take in finding estimates for the p-adic absolute values of the roots lies in the following key idea. On the chain level, β acts on H (k)
1 , a space consisting of functions with specific growth conditions. Since these growth conditions are estimates on the p-adic absolute values of the coefficients of the power series of these functions, if one knows how functions in H (k) 1 reduce to elements in homology H 1,k , perhaps the growth rates of these functions transcends to p-adic estimates of the reduced elements in homology. This is Dwork's decomposition theory, and it is demonstrated in equation (10) below. As we will see in this section, once this is assumed we may apply the theory to obtain estimates for the p-adic absolute values of M k (f, T ).
Define W :
where w 1 and w 0 were defined in the previous section. For notational convenience, define M := H 
for some ǫ ∈ R. Then, writing det
where the minimum runs over all sets consisting of m distinct elements of the form (n, i) ∈ A. Equivalently, the q-adic Newton polygon of det Qq(π) (1 −βT | H 1,k ) lies on or above the lower convex hull of the points
Before proceeding to the proof of this theorem, let us give an example illustrating the theorem. In [12] , the function M k (f, T ) was studied for the cubic family f (t, x) = x 3 + tx. In particular, N = tH
was essentially shown to satisfy (10) for some V . Consequently, using Theorem 5, we have the following result, which was conjectured in loc.cit.. Corollary 1. Let p ≥ 5 be a prime number. For the cubic family f (t, x) := x 3 + tx, when the symmetric power k is odd and i=0 ⊂ N satisfies (10) when k is odd and k < p.
Proof of
, and so by Theorem 5,
The result follows since w 1 (n) := 2n/3 and w 0 (n) := n/3.
The main result in section 3.4 below will be to reduce the hypothesis (10) to a similar, but weaker, hypothesis. It is expected that this weaker hypothesis will hold under certain conditions on the prime p, the degree d, and the symmetric power k. However, it is also expected that this weaker hypothesis will fail just as often, yet (10) will still hold. The conditions under which the weaker hypothesis is valid is currently under investigation.
The rest of this section is devoted to the proof of Theorem 5, whose argument closely follows that of Dwork's [7] [Section 7] and Adolphson-Sperber's [2] . The proof rests on relating the Newton polygon ofβ to another operator,β 1 , whose Newton polygon is much easier to estimate due to the Dwork decomposition of N given in (10) . The reason is that Dwork decomposition allows us to work on the chain level, where the operator β 1 acts in an easily understood way. Once estimates on β 1 are found on the chain level Dwork decomposition provides estimates in homology ofβ 1 .
For
• α 1 , and so α 1 induces a map
We also have the property that
Consequently, with
, we have the relation
where we have used (12) for the first equality and (11) for the second. Since det Qq(π) (1 −βT | H 1,k ) ∈ Q p (π), we have that
Thus,
Counting multiplicities, let m i denote the number of reciprocal roots of det Qp(π) (1 −β 1 T | H 1,k ) which have slope s i ; note, we say λ has slope
reciprocal roots of slope s i , and so det Qq(π) (1 −βT a | H 1,k ) has m i reciprocal roots with slope s i . We conclude that det Qq(π) (1 −βT | H 1,k ) has m i /a reciprocal roots of slope as i .
Next, for the q-adic valuation ord q (·) := 1 a ord p (·), we will say a root λ has q-adic slope s i if ord q (λ) = s i . Observe that the above paragraph has demonstrated that det Qq(π) (1 −βT | H 1,k ) has m i reciprocal roots with q-adic slope s i if and only if det Qp(π) (1 −β 1 T | H 1,k ) has am i reciprocal roots with p-adic slope s i . In terms of Newton polygons, this means the vertices of the q-adic Newton polygon of det Qq(π) (1 −βT | H 1,k ) are (0, 0) and
if and only if the vertices of the p-adic Newton polygon of det Qp(π) (1 −β 1 T | H 1,k ) are (0, 0) and
Using this relation, any lower bound for the p-adic Newton polygon of the latter may be transformed to a lower bound of the q-adic Newton polygon of the former by dividing the coordinates of the vertices by a. Let us now concentrate on a lower bound for the p-adic Newton polygon of det
. By our hypothesis on the prime p, we will prove in the following section the Dwork decomposition
1 is a free L(b ′ )-module with basis {e 
• . Thus,
By (14) we may write this as
Let S(i 1 , . . . , i d−1 ) denote the set of nonnegative integers (l (r) s ) 1≤s,r≤d−1 that satisfy the system
and T (j 1 , . . . , j d−1 ) denote the set of nonnegative integers (l (r) s ) 1≤s,r≤d−1 that satisfy the system
The k-th symmetric power ofᾱ 1 acts on the basis {e i } as follows:
1 +···+l
and "Z >0 " is some determinable nonzero positive integer. It follows that 
for some ǫ ∈ R. Now, Γ represents a basis of H 1,k over Q q (π), but we need to understand the Fredholm determinant ofβ 1 on H 1,k viewed as a vector space over Q p (π). To do this recall that Q q (π) is an unramified extension field of Q p (π). We have denoted by Z q [π] the ring of integers of Q q (π) with uniformizer π and residue field F q , and
the ring of integers of Q p (π) with uniformizer π and residue field F p . Let {η 1 , . . . ,η a } be a basis of F q over F p , and let {η 1 , . . . , η a } be a lifting of this basis to an integral basis of Q q (π) over Q p (π).
Lemma 1.
The basis {η i } has the property of p-adic directness; that is, for any g ∈ Q q (π),
Proof. Without loss of generality, we may assume that ord p (g) = 0. Set −c :
, denote byξ its image in the residue field F q . Using this notation, we see that
Since {η i } is a basis of F q , we must have π c h i = 0 in F q for every i. Hence, π c h i ∈ πZ q [π], and so h i ∈ π 1−c Z q [π] for every i. Thus, for each i we have
However, since this is not possible we must have c nonnegative. Thus, −c ≥ 0 which means min{ord p (h i )} ≥ 0 = ord p (g). Since we easily have ord p (g) ≥ min{ord p (h i )}, we must have equality, proving the lemma.
. By Dwork decomposition (17), this means
From the lemma above, if B ∈ Z q [π] satisfies ord p (B) ≥ ρ, then writing B = B 1 η 1 + · · · + B a η a the coefficients satisfy ord p (B i ) ≥ ρ. Thus, we may write
. Now, a basis of H 1,k over the field Q p (π) is given by Γ ′ := {η j t n e i | j = 1, . . . , a, (n, i) ∈ A}. Thus, for η j t n e i ∈ Γ ′ , we have
Writing 
It follows that
where S m is the permutation group on {1, . . . , m} and the outer summation runs over all sets consisting of m distinct elements of the form (j, n, i) where η j t n e i ∈ Γ ′ . It follows that
where the minimum runs over all sets consisting of m distinct elements of the form (j, n, i) where η j t n e i ∈ Γ ′ . Let r N := #{t n e i ∈ Γ | W (n, i) = N/(dδ i )}. Then there are ar N number of elements η j t n e i ∈ Γ ′ with weight
In other words, the p-adic Newton polygon of det Qp(π) (1 −β 1 T | H 1,k ) lies on or above the lower convex hull of the points
Thus, the q-adic Newton polygon of det Qq(π) (1 − βT | H 1,k ) lies on or above the lower convex hull of the points
This finishes the proof of Theorem 5.
Relative Dwork homology
Integral to the proof of Theorem 5 was the Dwork decomposition of relative homology given on (14) . The main result of this section is to provide a proof of this result. We begin by recalling that 
D(t) is injective if
• is divisible by t n and we write g = ξ + D(t)ζ with ξ ∈ V(b ′ , b) and ζ ∈ K(b ′ , b), then t n divides ξ and ζ.
The proof of this theorem will consist of a series of lemmas which will comprise the rest of this section.
• is divisible by t n then when we write
Proof. LetP j ∈ Z q be the Teichmüller lifting of the polynomials P j , where f (t,
we may write, for m ≥ d,
Notice that the last right-hand sum consists of terms in x of degree strictly smaller than x m . This is our reduction formula for x m , reducing all monomials x m to some linear combination of {x, x 2 , . . . ,
. The reduction formula takes the form 
Using that b ≥ b ′ and (7), we have
Hence, iterating the recursive equation (19), we obtain
Next, let ξ = n,m≥0
Observe that x N +1 | ζ (N ) for every N , and t n+1 | η (n,N ) . By (20), we may write η (n,N ) = ν 2 . We have thus constructed sequences of elements {ν
and {ν
Now, in the topology of coefficient-wise convergence (i.e. the (π, t, x)-adic topology), 
This proves the lemma.
Proof.
Writing πf x (t, x) = π(dx
For j ≥ 0, since the coefficient of x d+j in this equation must vanish, we have
πB rPd+j−r = 0 and so
Since t | P l for each l, we have t | B j for every j. Using (21) recursively, we see that t n | B j for every positive integer n. Hence, B j = 0 for all j ≥ 0 as desired.
From this, the coefficient of x d+j satisfies
πB rPd+j−r = C d+j for all j ≥ 0. Rewriting this, we have
Iterating this n-times produces
Now, we have assumed that eachP l is divisible by t, which shows t n | ζ
n . Hence, t-adically ζ (j) n → 0 as n tends to infinity. Next, to complete the lemma, let us show
where ǫ(j, r 1 , . . . , r n−1 ) :
Note, for the inequality in the above we used that, from (5), the degree of the polynomialP d+j−r satisfies deg(P d+j−r ) =:
Next, since t |P l for every l, t n−1 | ξ We have just constructed sequences {η (ǫ,N ) } By Lemma 9 below this means
Finally, with µ := 1 + B 1 , from (24) and (26) we see that
We will first suppose B n,i t n e i = η (ǫ,N ) + ∂ζ (ǫ,N ) .
We have just constructed sequences {η In the coefficientwise convergence topology, letting ǫ → 0 + , there exists η ∈ V (b ′ , b; 0) and ζ ∈ M(b ′ , b; 0) such that ξ = lim 
Proof. We will first assume 
Observe that ζ 
where the last equality follows for any ǫ > 0 by the preceding argument.
