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Abstract
We prove a necessary and sufficient condition for certain fields defined by locally nilpotent deriva-
tions and monomials to be algebraically closed in a rational function field. This implies that a
counterexample to the Fourteenth Problem of Hilbert in dimension four, which was recently given
by the author, is obtained as the kernel of a derivation. It was previously unknown only in dimension
four whether there exists such a counterexample.
 2005 Elsevier Inc. All rights reserved.
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1. The Fourteenth Problem of Hilbert
The Fourteenth Problem of Hilbert asks the following. Let K[x] = K[x1, . . . , xm] be
the polynomial ring in m variables over a field K , and K(x) its field of fractions. Suppose
that L is a subfield of K(x) containing K . Then, is the K-subalgebra L ∩ K[x] of K[x]
finitely generated? In 1958, Nagata [15] gave the first counterexample for m = 32. Lower
dimensional counterexamples were found by Roberts [18] for m = 7, Freudenburg [5] for
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396 S. Kuroda / Journal of Algebra 293 (2005) 395–406m = 6, and Daigle and Freudenburg [1] for m = 5 (see also Mukai [14] and Steinberg [19]).
Furthermore, the author recently gave counterexamples for m = 4 [11] and for m = 3 [12].
The counterexamples of Roberts, Freudenburg and Daigle were obtained by using
locally nilpotent derivations of K[x] as follows. A K-linear map D :A → A of a com-
mutative K-algebra is called a derivation if D(ab) = D(a)b+aD(b) for any a, b ∈ A. We
say that D is locally nilpotent if, for each a ∈ A, there exists r  0 such that Dr(a) = 0.
For a K-subalgebra B of A, we will consider the K-subalgebra
BD = {b ∈ B | D(b) = 0} (1.1)
of B . If D is a derivation of K[x], then D extends uniquely to a derivation of K(x), which
we also denote by D. Since K[x]D = K(x)D ∩ K[x], the problem of finite generation of
the kernel of a derivation of K[x] is a special case of the Fourteenth Problem of Hilbert,
and well studied (cf. [2,3,6–10,13,16,17]). The counterexamples of Roberts, Freudenburg
and Daigle can be realized as K(x)D for locally nilpotent derivations D of K[x]. Note
that, if D is a derivation of K(x), then there exists a derivation D′ of K[x] such that
K[x]D = K[x]D′ . Actually, for h ∈ K(x) \ {0} with hD(xi) ∈ K[x] for each i, the deriva-
tion D′ defined by D′(f ) = hD(f ) for each f has this property. Hence, the problem of the
finite generation of K[x]D for a derivation D of K[x] is the same as that for a derivation
D of K(x).
On what follows, we will assume that the characteristic of K is zero. Then, due to
Zariski [21], the kernel of any derivation of K[x] is finitely generated if m  3 (see
also [16]). On the other hand, Daigle and Freudenburg [1] showed that there exists a lo-
cally nilpotent derivation of K[x] whose kernel is not finitely generated for each m  5.
It was previously unknown only for m = 4 whether there exists a derivation D of K[x]
whose kernel K[x]D is not finitely generated, even when D is not locally nilpotent. In the
present paper, we will show that the counterexample for m = 4 in [11] can be realized as
the kernel of a derivation, as a consequence of our main result. Thereby, the problem of
finite generation of the kernel of a derivation of K[x] is settled for all m.
The counterexamples for m = 4 in [11] and for m = 3 in [12] can be uniformly obtained
by the following construction (see also [10]), although it was not clearly mentioned in these
papers. Let K[y] = K[y1, . . . , yn] be the polynomial ring in n variables over K , and D a
locally nilpotent derivation of K[y]. For a = (a1, . . . , am) ∈ Zm, we denote the monomial
xa = xa11 · · ·xamm . Let Ω = (ω1, . . . ,ωn) be an element of (Zm)n, and ΦΩ :K[y] → K(x)
the homomorphism defined by yi → xωi for each i. We will always assume that D and
Ω satisfy K[y]D ∩ kerΦΩ = {0}. Then, define K(D,Ω) to be the field of fractions of
ΦΩ(K[y]D). The rank of Ω is defined as the dimension of the R-vector space ∑ni=1 Rωi .
Note that the rank of Ω is n if and only if ΦΩ is injective. If this is the case, then K[y]D ∩
kerΦΩ = {0}.
Using this construction, the main results of [11,12] can be restated as follows. Let m =
n = 4, D1 the locally nilpotent derivation of K[y] defined by D1(yi) = 1 for each i, and
Ω1 = (ω1, . . . ,ω4) ∈ (Z4)4, where
ω1 = (−ω1,1,ω1,2,ω1,3,ω1,4), ω2 = (ω2,1,−ω2,2,ω2,3,ω2,4),
ω3 = (ω3,1,ω3,2,−ω3,3,ω3,4)
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Theorem 1.1 [11, Theorem 1.1]. If
ω1,1
ω1,1 + min{ω2,1,ω3,1} +
ω2,2
ω2,2 + min{ω3,2,ω1,2} +
ω3,3
ω3,3 + min{ω1,3,ω2,3} < 1, (1.2)
then K(D1,Ω1)∩K[x] is not finitely generated. Moreover, K(D1,Ω1)∩K[x] is not con-
tained in K[x]D′ for any nonzero locally nilpotent derivation D′ of K[x].
We note that the rank of Ω1 is four if (1.2) holds (see [11, Section 2]). Hence, K[y]D1 ∩
kerΦΩ1 = {0}.
The counterexample for m = 3 in [12] is obtained as follows. Let m = 3, n = 4,
D2 the locally nilpotent derivation of K[y] defined by D2(y1) = D2(y2) = D2(y3) = 1,
D2(y4) = y1, and
Ω2 =
(
(−ω1,1,ω1,2,0), (ω2,1,−ω2,2,0), (0,0,1), (−ω1,1 + ω2,1,ω1,2 − ω2,2,0)
)
,
an element of (Z3)4, where ωi,j > 0 for each i, j . Then, kerΦΩ2 = (y1y2 − y4)K[y] and
D(y1y2 − y4) = y2. This implies that K[y]D2 ∩ kerΦΩ2 = {0} by Lemma 2.3(i) below.
Theorem 1.2 [12, Theorem 1.1]. If
ω1,1
ω1,1 + ω2,1 +
ω2,2
ω2,2 + ω1,2 <
1
2
, (1.3)
then K(D2,Ω2) ∩ K[x] is not finitely generated.
Although the field K(D,Ω) is defined by using the kernel of a locally nilpotent deriva-
tion, it is not necessarily equal to K(x)E for a derivation E of K[x]. So, it is interesting
to find a condition on D and Ω under which the field K(D,Ω) is equal to K(x)E for
a derivation E of K[x]. The purpose of this paper is to give a necessary and sufficient
condition on D and Ω for K(D,Ω) to be algebraically closed in K(x). By Theorem 1.3
below, our result implies a necessary and sufficient condition for K(D,Ω) to be K(x)E
for a derivation E of K[x].
Theorem 1.3 (Derksen [3], Nowicki [17], Suzuki [20]). Assume that the characteristic of
K is zero. For an intermediate field K ⊂ L ⊂ K(x), there exists a derivation E of K[x]
such that L = K(x)E if and only if L is algebraically closed in K(x).
Here is our main result.
Theorem 1.4. Assume that the rank of Ω is n. Then, K(D,Ω) is algebraically closed in
K(x) if and only if (∑ Rωi) ∩ Zm =∑ Zωi , where ID = {i | D(yi) = 0}.i∈ID i∈ID
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ition, ID1 = ∅. Furthermore, the rank of Ω1 is four as mentioned. Hence, K(D1,Ω1) is
algebraically closed in K(x) by Theorem 1.4. By Theorem 1.3, there exists a derivation E
of K[x] such that K(x)E = K(D1,Ω1), and its kernel K[x]E = K(x)E ∩ K[x] is not fi-
nitely generated by Theorem 1.1. Thus, we have the following.
Corollary 1.5. There exists a derivation E of K[x] for m = 4 whose kernel K[x]E is not
finitely generated over K .
We may also prove Corollary 1.5 without assuming Theorem 1.3 as follows. Let E be a
derivation of K[x] such that E(ΦΩ1(f )) = hΦΩ1(D1(f )) for each f ∈ K[y] for some h ∈
K(x) \ {0}. We show that K(x)E = K(D1,Ω1). The condition implies that K(D1,Ω1) ⊂
K(x)E . Since the characteristic of K is zero, the transcendence degree of K(x)E over K
is less than four. On the other hand, the transcendence degree of K(D1,Ω1) over K is
three, since that of K[y]D1 is three by Lemma 2.5 below and ΦΩ1 is injective. Hence,
K(x)E is algebraic over K(D1,Ω1). Since K(D1,Ω1) is algebraically closed in K(x) by
Theorem 1.4, we have K(D1,Ω1) = K(x)E . In particular, K[x]E is not finitely generated.
For example, let E be the derivation of K[x] defined by
E(x1) = tx1xt+13 + tx1xt+12 + (1 − t)xt+21 ,
E(x2) = tx2xt+11 + tx2xt+13 + (1 − t)xt+22 ,
E(x3) = tx3xt+12 + tx3xt+11 + (1 − t)xt+23 ,
E(x4) =
(
2t2 + t − 1)xt1xt2xt3, (1.4)
and Ω1 = ((−1, t, t,0), (t,−1, t,0), (t, t,−1,0), (0,0,0,1)), where t ∈ Z with t  3.
Then, by straightforward computation, we get
E
(
ΦΩ1(f )
)= (2t2 + t − 1)xt1xt2xt3ΦΩ1(D1(f )) (1.5)
for each f ∈ K[y]. Moreover, Ω1 satisfies (1.2). Hence, K[x]E is not finitely generated.
By the latter part of Theorem 1.1, K(D1,Ω1) ∩ K[x] cannot be equal to the kernel
K[x]E of any locally nilpotent derivation of K[x] if Ω1 satisfies (1.2). For m = 4, the
problem of finite generation of the kernel of a locally nilpotent derivation of K[x] is still
open (see [2] for a partial positive result).
If a derivation D˜ of K[y] is not locally nilpotent, then the field K(D˜,Ω) of fractions
of ΦΩ(K[y]D˜) is not always algebraically closed in K(x) even if the rank of Ω is n and
I
D˜
= ∅. Consider the case where m = n = 2, Ω = ((1,−1), (0,2)), and D˜ is the derivation
of K[y] defined by D˜(y1) = 1 − y1, D˜(y2) = 2y2. Then, the rank of Ω is two and ID = ∅.
Furthermore, f = y2 − 2y1y2 + y21y2 is in K[y]D , so ΦΩ(f ) = (x2 − x1)2 is in K(D˜,Ω).
On the other hand, x2 − x1 is not contained in K(x1x−12 , x22). Since K(x1x−12 , x22) is the
field of fractions of ΦΩ(K[y]), we have K(D˜,Ω) ⊂ K(x1x−12 , x22). Hence, x2 − x1 is not
contained in K(D˜,Ω). Therefore, K(D˜,Ω) is not algebraically closed in K(x).
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Theorem 1.6. Assume that the rank of Ω is less than n and K[y]D ∩ kerΦΩ = {0}. Then,
K(D,Ω) is algebraically closed in K(x) if and only if (∑ni=1 Rωi)∩Zm =∑ni=1 Zωi and
D2(u) = 0 for some u ∈ kerΦΩ \ {0}. If this is the case, then K(D,Ω) = K(xω1 , . . . ,xωn).
We will show Theorem 1.4 in Section 2 after proving some lemmas. Theorem 1.6 will
be shown in Section 3.
2. Fibers of a morphism
First, we show some properties of the field K(D,Ω) for D and Ω .
Let r be the rank of the Z-module
∑n
i=1 Zωi . Then, there exist a Z-basis {b1, . . . ,bm}
of Zm and positive integers v1, . . . , vr such that
∑n
i=1 Zωi =
∑r
i=1 viZbi . Let e1, . . . , em
be the coordinate unit vectors of Zm, λ the linear transformation of Zm such that λ(bi ) = ei
for each i, and Ω ′ = (ω′1, . . . ,ω′n), where ω′i = λ(ωi) for each i. Define an automorphism
ψ :K(x) → K(x) by xa → xλ(a) for each a ∈ Zm. We may readily verify the lemma be-
low.
Lemma 2.1. In the notation above, we have the following: ∑ni=1 Zω′i = ∑ri=1 viZei .
For any J ⊂ {1, . . . , n}, the condition (∑i∈J Rωi) ∩ Zm = ∑i∈J Zωi is equivalent to
the condition (
∑
i∈J Rω′i ) ∩ Zm =
∑
i∈J Zω′i . It follows that ΦΩ ′ = ψ ◦ ΦΩ . In par-
ticular, K[y]D ∩ kerΦΩ ′ = {0}, ψ(K(D,Ω)) = K(D,Ω ′) and ψ(K(xω1 , . . . ,xωn)) =
K(xω
′
1, . . . ,xω
′
n).
Lemma 2.2. The field K(xω1 , . . . ,xωn) is algebraically closed in K(x) if and only if
(
∑n
i=1 Rωi) ∩ Zm =
∑n
i=1 Zωi .
Proof. By Lemma 2.1, we may assume that
∑n
i=1 Zωi =
∑r
i=1 viZei for some positive
integers v1, . . . , vr , by replacing ω with ω′ if necessary. Then, we have K(xω1, . . . ,xωn) =
K(x
v1
1 , . . . , x
vr
r ). Note that (
∑n
i=1 Rωi) ∩ Zm =
∑n
i=1 Zωi if and only if v1 = · · · =
vr = 1. If this is the case, then K(x) is the rational function field of xr+1, . . . , xm
over K(xω1, . . . ,xωn). Hence, K(xω1 , . . . ,xωn) is algebraically closed in K(x). Con-
versely, if vi > 1 for some i, then xi /∈ K(xv11 , . . . , xvrr ) and xvii ∈ K(xv11 , . . . , xvrr ). Hence,
K(xω1, . . . ,xωn) is not algebraically closed in K(x). 
The following fact is well known (see for example [4, Chapter 1.3]).
Lemma 2.3. Let D be a locally nilpotent derivation of a K-domain A.
(i) If D(ab) = 0 for a, b ∈ A \ {0}, then D(a),D(b) = 0.
(ii) If B is the field of fractions of A, then BD is equal to the field of fractions of AD .
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that i ∈ ID . Indeed, yb11 · · ·ybnn = g1/g2 for some g1, g2 ∈ K[y]D by Lemma 2.3(ii), and yi
must be a factor of g1 or g2. Hence, yi is in K[y]D by Lemma 2.3(i).
Let K[y]′ be the localization of K[y] by the prime ideal kerΦΩ . If the rank of Ω is n,
then K[y]′ is equal to the field K(y) of fractions of K[y]. The homomorphism ΦΩ can be
extended to a homomorphism Φ˜Ω :K[y]′ → K(x) naturally.
Lemma 2.4. It follows that K(y)D ⊂ K[y]′ and Φ˜Ω(K(y)D) = K(D,Ω).
Proof. Take any f ∈ K(y)D . Then, there exist g,h ∈ K[y]D such that f = g/h by
Lemma 2.3(ii). By the assumption that kerΦΩ ∩K[y]D = {0}, we have h /∈ kerΦΩ . Hence,
f is in K[y]′, and so K(y)D ⊂ K[y]′. The latter part is readily verified. 
By Lemma 2.4, K(D,Ω) is isomorphic to K(y)D , although K(D,Ω) itself is not equal
to K(x)E for a derivation E of K[x] in general.
The rest of this section is devoted to the proof of Theorem 1.4. First, we show the only
if part. Suppose to the contrary that there exists a in (
∑
i∈ID Rωi) ∩ Zm \
∑
i∈ID Zωi .
Then, la is in
∑
i∈ID Zωi for some integer l > 0. Since K(D,Ω) contains {xωi | i ∈ ID},
we have (xa)l ∈ K(D,Ω). By the assumption that K(D,Ω) is algebraically closed in
K(x), it follows that xa is in K(D,Ω). Since K(D,Ω) = Φ˜Ω(K(y)D) by Lemma 2.4,
there exists g ∈ K(y)D such that Φ˜Ω(g) = xa . We show that g is a monomial. Write g =
g1/g2, where g1, g2 ∈ K[y]. Then, xaΦΩ(g2) = ΦΩ(g1). Since ΦΩ(g1) and ΦΩ(g2) are
Laurent polynomials in x1, . . . , xm, there appears in ΦΩ(gi) a monomial pi for i = 1,2
such that xap2 = p1. By the definition of ΦΩ , we have pi = ΦΩ(qi) for some monomial
qi appearing in gi for i = 1,2. Then, xa = Φ˜Ω(q1/q2). Since the rank of Ω is n, the map
Φ˜Ω is injective. Thus, g = q1/q2, so g is a monomial. Write g = yb11 · · ·ybnn , where bi ∈ Z
for each i. Then, a =∑ni=1 biωi by definition. As mentioned after Lemma 2.3, bi = 0 if
i /∈ ID . Hence, a is in ∑i∈ID Zωi , a contradiction. Thus, the only if part of Theorem 1.4 is
proved.
Now, we will prove the converse. First, we show that we may restrict ourselves to the
case where K is algebraically closed. Let us denote by K¯ an algebraic closure of K , and
by D¯ and by Φ¯Ω the K¯-linear map idK¯ ⊗ D : K¯ ⊗K K[y] → K¯ ⊗K K[y] and the ho-
momorphism idK¯ ⊗ ΦΩ : K¯ ⊗K K[y] → K¯ ⊗K K(x) of K¯-algebras, respectively. Note
that D¯ is a locally nilpotent derivation of K¯ ⊗K K[y]. Let K¯(D¯,Ω) be the field of frac-
tions of Φ¯Ω((K¯ ⊗K K[y])D¯). Then, it follows that K¯(D¯,Ω) = K¯ ⊗K K(D,Ω). The field
K¯ ⊗K K(D,Ω) is algebraically closed in K¯ ⊗K K(x) if and only if K(D,Ω) is alge-
braically closed in K(x). Thus, by replacing K , D and ΦΩ with K¯ , D¯ and Φ¯Ω if necessary,
we may assume that K is algebraically closed.
The following fact is well known (see for example [4, Chapter 1.3]).
Lemma 2.5. Let D be a nonzero locally nilpotent derivation of a finitely generated K-
domain A, and B the field of fractions of A. If the transcendence degree of B over K is d ,
then that of BD is d − 1. If there exists s ∈ A such that D(s) = 1, then A is equal to the
polynomial ring AD[s] in s over AD , and the K-algebra AD is finitely generated.
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i=1 Zωi by assumption, since ID = {1, . . . , n}. Thus, the if part of Theorem 1.4 follows
from Lemma 2.2 in this case.
Assume that D is not zero. Then, there exists w ∈ K[y] such that Dl−1(w) 	= 0 and
Dl(w) = 0 for some l  2. Put h = Dl−1(w), s = Dl−2(w)h−1 and R = K[y][h−1]. Then,
D extends uniquely to a locally nilpotent derivation of R. By Lemma 2.5, R is equal to
the polynomial ring RD[s] in s over RD and the K-algebra RD is finitely generated, since
D(s) = 1. By Lemma 2.3(ii), the field of fractions of RD is equal to K(y)D .
Lemma 2.6. Let f be a prime element of K[y] such that D(f ) 	= 0. Then, f is irreducible
over K(y)D , where we regard f as a polynomial in s.
Proof. Let A be the localization of K[y] by the multiplicatively closed subset K[y]D \{0}.
Then, A = K(y)D[s]. Since D(f ) 	= 0, the prime ideal fK[y] of K[y] does not intersect
K[y]D \ {0} by Lemma 2.3(i). Hence, fA is a prime ideal of A. Therefore, the polynomial
f in s is irreducible over K(y)D . 
Let H ′i be the discriminant of yi for each i, and Hj,k the resultant of yj and yk for each
j, k, where we regard yi , yj and yk as polynomials in s over RD . Then, define Hi to be
an element of RD obtained from H ′i by multiplying a power of the leading coefficient of
yi for each i. We show that H = (∏i Hi)(∏j,k Hj,k) is a nonzero element of RD , where
the first product is taken over i with i /∈ ID and the second product is taken over j, k
with j, k /∈ ID and j 	= k. Clearly, H is in RD . By Lemma 2.6, the polynomial yi in s is
irreducible over K(y)D if i /∈ ID . Hence, Hi is not zero, since K is of characteristic zero.
By a similar reason, if Hj,k were zero, then yj /yk would be in K(y)D . Since j 	= k, it
implies that j, k ∈ ID , as mentioned after Lemma 2.3. This is a contradiction, so Hj,k is
not zero. Therefore, H is not zero.
Let S = K[x±11 , . . . , x±1m ,ΦΩ(h)−1]. We study the fibers of the morphism SpecS →
SpecRD of affine schemes defined from Φ˜Ω |RD :RD → S. The following is the key propo-
sition.
Proposition 2.7. Let P be a maximal ideal of RD which does not contain H∏i∈ID yi .
Then, κP ⊗RD S is an integral domain, where κP = RD/P .
Proposition 2.7 implies that the fiber of SpecS → SpecRD over each closed point con-
tained in some nonempty open subset of SpecRD is integral.
Here, we recall a fact on algebraic geometry. Let A and B be affine K-domains such that
A ⊂ B and A is not algebraically closed in B , i.e., the field A′ of fractions of A does not
contain an element of B which is algebraic over A′. Then, the fiber of SpecB → SpecA
over each closed point in some nonempty open subset of SpecA is not connected. This is
explained as follows. Assume that b ∈ B is algebraic over A′ of degree l  2. Since K is of
characteristic zero, the discriminant d of the minimal polynomial of b over A′ is a nonzero
element of A′. Let P be any maximal ideal of A not containing d1d2, where d1, d2 ∈ A
such that d = d1/d2. Then, there exist l distinct maximal ideals of A[b] which lie over
P , as K is an algebraically closed field. This means that the fiber of SpecA[b] → SpecA
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hand, SpecB → SpecA is equal to the composite of the dominant morphisms SpecB →
SpecA[b] → SpecA, and SpecA[b] and SpecA have the same dimension. Hence, the fiber
of SpecB → SpecA over each closed point in some nonempty open subset of SpecA is
not connected.
We may prove the if part of Theorem 1.4 as a consequence of Proposition 2.7 and the
fact above. Suppose to the contrary that K(D,Ω) is not algebraically closed in K(x).
Then, there exists s ∈ S \ {0} such that Φ˜Ω(RD) is not algebraically closed in S[s−1].
Hence, the fiber of SpecS[s−1] → SpecRD over each closed point in a nonempty open
subset of SpecA is not connected, as mentioned above. On the other hand, we know from
Proposition 2.7 that the fiber of SpecS[s−1] → SpecRD over each closed point in some
nonempty open subset of SpecRD is integral. This is a contradiction, and hence K(D,Ω)
is algebraically closed in K(x). Therefore, the proof of Theorem 1.4 is completed on the
assumption that Proposition 2.7 is true.
To prove Proposition 2.7, we need a lemma. First, note that κP is equal to K . Actually,
the K-algebra RD is finitely generated by Lemma 2.5, and K is algebraically closed by
assumption. Since R = RD[s], the κP -algebra κP ⊗RD R is identified with the polynomial
ring κP [s] in s over κP . Let
y¯i = αi
pi∏
j=1
(s − βi,j )
be the image of yi in κP [s] for each i, where pi  0 and αi,βi,j ∈ κP for each j . Then,
αi 	= 0, since yi /∈ P if i ∈ ID and Hi /∈ P otherwise. Moreover, pi = 0 if and only if i ∈ ID .
Since the images of Hi and Hj,k in κP are not zero for any i and j, k with i, j, k /∈ ID and
j 	= k, we have βi,j 	= βk,l for any (i, j) 	= (k, l).
By Lemma 2.1, we may assume without loss of generality that
∑n
i=1 Zωi =
∑n
i=1 viZei
for some positive integers v1, . . . , vn. Let (τi,j )i,j be an element of GLn(Z) such that∑n
j=1 τi,jωj = viei for each i, and gi a vi th root of
∏n
j=1 y¯
τi,j
j in an algebraic closure
κP (s) of κP (s) for each i.
Lemma 2.8. With the notation above, [κP (s)(g1, . . . , gn) : κP (s)] = v1 · · ·vn.
Proof. First, we show that, if gt11 · · ·gtnn is in κP (s) for (t1, . . . , tn) ∈ Zn, then ti is in viZ
for each i. Let v = v1 · · ·vn, and v
√
s − βj,k a vth root of s − βj,k in κP (s) for each j, k.
Then, gi is equal to
∏n
j=1
∏pj
k=1 v
√
s − βj,kτi,j v/vi up to a multiplication of an element of
κP \ {0}. Hence, there exists α ∈ κP \ {0} such that
(
g
t1
1 · · ·gtnn
)v = α n∏ n∏ pj∏(s − βj,k)ti τi,j v/vi = α n∏
pj∏
(s − βj,k)
∑n
i=1 ti τi,j v/vi . (2.1)
i=1 j=1 k=1 j=1 k=1
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is in κP (s) by assumption, (2.1) implies that
∑n
i=1 tiτi,j v/vi is divisible by v if j /∈ ID .
Hence,
∑n
i=1 tiτi,j /vi is in Z if j /∈ ID . Since
∑n
j=1 τi,jωj = viei for each i, we have
∑
j∈ID
(
n∑
i=1
tiτi,j
vi
)
ωj =
n∑
i=1
ti
vi
(
n∑
j=1
τi,jωj
)
−
∑
j /∈ID
(
n∑
i=1
tiτi,j
vi
)
ωj
=
n∑
i=1
tiei −
∑
j /∈ID
(
n∑
i=1
tiτi,j
vi
)
ωj . (2.2)
The left-hand side of the first equality of (2.2) is contained in ∑j∈ID Rωj , while the
right-hand side of the second equality is contained in Zm. By the assumption that
(
∑
j∈ID Rωj )∩Zm =
∑
j∈ID Zωj , we have
∑
j∈ID (
∑n
i=1 tiτi,j /vi)ωj ∈
∑
j∈ID Zωj . The
linear independence of ω1, . . . ,ωn implies that
∑n
i=1 tiτi,j /vi is in Z for each j ∈ ID .
Thus,
∑n
i=1(ti/vi)τi is in Zn, where τi = (τi,1, . . . , τi,n) for each i. Since τ1, . . . , τn form
a Z-basis of Zn, each ti/vi must be in Z. Therefore, ti is in viZ for each i.
We set Ll = κP (s)(g1, . . . , gl) and show that [Ll : Ll−1] = vl for each l = 1, . . . , n
by contradiction. Let l be the minimal number where the assertion is false. Then, the
polynomial Xvl −∏nj=1 y¯τl,jj in X is not irreducible over Ll−1. There exist 0 < p < vl
and vl th roots ξ1, . . . , ξp of unity such that h(X) =∏pi=1(X − ξigl) is in Ll−1[X]. Since
g
p
l = h(0)/
∏p
i=1(−ξi) is in Ll−1 and Ll−1 = κP (s)[g1, . . . , gl−1], we have
g
p
l =
∑
u
λug
u1
1 · · ·gul−1l−1 (2.3)
for some λu ∈ κP (s) for each u, where the sum is taken over u = (u1, . . . , ul−1) with
1 ui  vi for each i. By the argument in the preceding paragraph, there exist u,u′ with
u 	= u′ such that λu,λu′ are not zero. Without loss of generality, we may assume that the
(l − 1)st components of u and u′ are distinct. Then, (2.3) is written as
g
p
l =
vl−1∑
i=1
µig
i
l−1, (2.4)
where µi ∈ Ll−2 for each i, and µi1,µi2 are not zero for some 1 i1 < i2  vl−1.
Since gvl−1l−1 is in Ll−2, each element of the automorphism group G of Ll−1 over Ll−2
sends gl−1 to ζ ul−1gl−1 for some u, where ζi denotes a primitive vi th root of unity for each i.
By the minimality of l, we have [Ll−1 : Ll−2] = vl−1. So, the order of G is vl−1. Hence,
there exists σ ∈ G such that σ(gl−1) = ζl−1gl−1. Then, σ extends to an automorphism σ¯
of Ll , which satisfies σ¯ (gl) = ζ ql gl for some q . By (2.4), we get
0 = σ¯ (gpl )− ζpql gpl =
vl−1∑
µi
(
ζ il−1 − ζpql
)
gil−1.i=1
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follows that ζ i1l−1 − ζpql = 0 and ζ i2l−1 − ζpql = 0, so ζ i1l−1 = ζ i2l−1. This contradicts that ζl−1
is a primitive vl−1st root of unity and 1 i1 < i2  vl−1. 
Now, let us prove Proposition 2.7. Note that A = κP ⊗RD R[(y1 · · ·yn)−1] is a κP -
subalgebra of κP (s) containing y¯±11 , . . . , y¯±1n . We show that κP ⊗RD S is isomorphic to
the Laurent polynomial ring
B = A[g1, . . . , gn]
[
x±1n+1, . . . , x
±1
m
] (2.5)
in xn+1, . . . , xm over the κP -subalgebra A[g1, . . . , gn] of κP (s). Clearly, this implies that
κP ⊗RD S is an integral domain.
We set
T = Φ˜Ω
(
R
[
(y1 · · ·yn)−1
])= K[x±ω1, . . . ,x±ωn,ΦΩ(h)−1]
= K[x±v11 , . . . , x±vnn ,ΦΩ(h)−1].
The homomorphism RD → S passes through RD → R[(y1 · · ·yn)−1] → T → S, where
the second map is an isomorphism induced from Φ˜Ω . Hence, we have
κP ⊗RD S = κP ⊗RD R
[
(y1 · · ·yn)−1
]⊗T S = A ⊗T S. (2.6)
It follows that g−1i = gvi−1i
∏n
j=1 y¯
−τi,j
j for each i. So, g
−1
i is in B , since y¯
±1
1 , . . . , y¯
±1
n
are in A. We define a homomorphism K[x±11 , . . . , x±1m ] → B by xi → gi for i = 1, . . . , n
and xi → xi for i = n + 1, . . . ,m. It sends ΦΩ(h) to the image h¯ of h in κP (s). Since
h is an invertible element of RD , we have h¯ ∈ κP \ {0}. Hence, the homomorphism
K[x±11 , . . . , x±1m ] → B extends to S → B . The composites T → A → B and T → S → B
are the same. Thus, we obtain a homomorphism A⊗T S → B . It is surjective, and defined
over C = A[x±1n+1, . . . , x±1m ].
We show that the rank of the C-module A ⊗T S is at most v1 · · ·vn, while that of B is
at least v1 · · ·vn. It implies that A ⊗T S → B is an isomorphism. Then, we know by (2.6)
that κP ⊗RD S is isomorphic to B , and the proof will be completed.
The C-algebra A ⊗T S is generated by 1 ⊗ x±11 , . . . ,1 ⊗ x±1n , since 1 ⊗ ΦΩ(h)−1 =
h¯−1 ⊗1 is already in C. Since xvii = Φ˜Ω(
∏n
j=1 y
τi,j
j ), we have 1⊗xvii = (
∏n
j=1 y¯
τi,j
j )⊗1 ∈
A⊗1 for each i. Hence, the C-module A⊗T S is generated by 1⊗∏ni=1 xkii for 1 ki  vi
for each i = 1, . . . , n, whose rank is at most v1 · · ·vn.
By Lemma 2.8, the dimension of the κP (s)-vector space κP (s)(g1, . . . , gn) is v1 · · ·vn.
Since κP (s)(g1, . . . , gn) = κP (s)[g1, . . . , gn] and A ⊂ κP (s), the rank of the A-module
A[g1, . . . , gn] is at least v1 · · ·vn. The rank of the C-module B is equal to the rank of the
A-module A[g1, . . . , gn]. Hence, the rank of the C-module B is also at least v1 · · ·vn.
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In this section, we prove Theorem 1.6. Since the rank of Ω is less than n, the map ΦΩ
is not injective. Hence, the assumption K[y]D ∩ kerΦΩ = {0} implies that D is not zero.
Lemma 3.1. With the notation as in Section 1, assume that the rank of Ω is less than n.
Then, K(D,Ω) is algebraically closed in K(x) if and only if the following hold:
(i) K(D,Ω) = K(xω1 , . . . ,xωn).
(ii) K(xω1 , . . . ,xωn) is algebraically closed in K(x).
Proof. It suffices to show that the extension K(D,Ω) ⊂ K(xω1, . . . ,xωn) is algebraic.
Since the rank of Ω is less than n, the transcendence degree of K(xω1 , . . . ,xωn) over K is
less than n. On the other hand, that of K(D,Ω) is n− 1. Actually, K(D,Ω) is isomorphic
to K(y)D by Lemma 2.4, and the transcendence degree of K(y)D over K is n − 1 by
Lemma 2.5. 
The last assertion of Theorem 1.6 follows from Lemma 3.1. By Lemma 2.2, the con-
dition (ii) is equivalent to (∑ni=1 Rωi) ∩ Zm =∑ni=1 Zωi . We show that the condition (i)
is equivalent to the existence of u ∈ kerΦΩ \ {0} such that D2(u) = 0. Then, the proof of
Theorem 1.6 will be completed.
First, assume that the condition (i) holds. There exists w ∈ K[y] such that D(w) 	= 0
and D2(w) = 0. Actually, Dl−1(w′) 	= 0 and Dl(w′) = 0 for some w′ ∈ K[y] and l  2,
since D is a nonzero locally nilpotent derivation of K[y]. Then, w = Dl−2(w′) has this
property. By the condition (i) and Lemma 2.4, we have
ΦΩ(w) ∈ ΦΩ
(
K[y])= K[xω1, . . . ,xωn]⊂ K(D,Ω) = Φ˜Ω(K(y)D).
Hence, there exists f ∈ K(y)D such that ΦΩ(w) = Φ˜Ω(f ). We may write f = g/h
for some g,h ∈ K[y]D by Lemma 2.3(ii). Put u = hw − g. Then, u 	= 0 follows from
D(w) 	= 0. Moreover, we have
D2(u) = hD2(w) = 0, ΦΩ(u) = ΦΩ
(
h(w − f ))= ΦΩ(h)(ΦΩ(w) − Φ˜Ω(f ))= 0.
Conversely, assume that there exists u ∈ kerΦΩ \ {0} such that D2(u) = 0. The as-
sumption K[y]D ∩ kerΦΩ = {0} implies D(u) /∈ kerΦΩ . Let A = K[y][D(u)−1]. Since
D(uD(u)−1) = 1, we have A = AD[uD(u)−1] by Lemma 2.5. So, it follows that
Φ˜Ω(A) = Φ˜Ω
(
AD
)[
ΦΩ(u)ΦΩ
(
D(u)
)−1]= Φ˜Ω(AD), (3.1)
since ΦΩ(u) = 0. The field of fractions of Φ˜Ω(A) is equal to K(xω1 , . . . ,xωn), while that
of Φ˜Ω(AD) is equal to K(D,Ω). Hence, (i) follows from (3.1). We have thus proved
Theorem 1.6.
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