e establish lower bounds on the minimum costs of managing certain productiondistribution networks with setup costs at all stages and stochastic demands. These networks include serial, assembly, and one-warehouse multi-retailer systems. We obtain the bounds through novel cost-allocation schemes. We evaluate the bounds' performance for one-warehouse multi-retailer systems by comparing them with simple, heuristic policies. The bounds are quite tight for systems with a small number of retailers. We also present simplified proofs of known optimality results for serial and assembly systems. . Introduction his paper establishes lower bounds on the minimum )sts of managing certain production-distribution netrorks with setup costs at all stages and stochastic deiands. These networks include serial, assembly, and ne-warehouse multi-retailer systems. This study was iotivated by our effort to identify cost-effective control olicies for these systems. It is well known that optimal zntrol of these systems is difficult due to the presence f setup costs, especially at downstream stages (Clark nd Scarf 1962). As a result, heuristic control policies ecome attractive. Tight lower bounds on the minimum )sts are necessary to evaluate the effectiveness of heustic policies. We obtain lower bounds through novel cost-[location schemes. Cost allocation has been successfully pplied to obtain lower bounds for several related multi-:age systems by Roundy (1985 Roundy ( , 1986 
The Models
In this section, we describe the models to be studied, review relevant known results, and define general notation. Consider serial, assembly, and one-warehouse multi-retailer systems with stochastic demand. (Since one-warehouse multi-retailer systems are the only distribution systems considered in this paper, they will be referred to as distribution systems in the sequel.) Here we concentrate on periodic-review systems. The following assumptions are common to all the systems: * Each system produces or distributes a single final product through multiple stages. A stage can be a distinctive location in distribution systems or a buffer for a particular intermediate item in production systems. The stage(s) that receives stock from an outside supplier is called the "highest" stage. The stage(s) where customer demand arises is called the "lowest" stage. * The transportation (or production) leadtime at stage i is a constant of Li periods, i.e., a batch released to stage i at the beginning of period t will be received at the beginning of period t + Li.
* Customer demands at different periods are independent and identically distributed. F denotes the cumulative distribution function (cdf) of one-period demand. If customer demand arises at more than one stage, F denotes the joint cdf. Demand is discrete.
* Replenishment decisions are centralized and based on system-wide inventory information, which is available and free. The objective is to minimize long-run average system-wide costs.
* A fixed setup cost Ki is incurred for each batch released to stage i. * The echelon holding cost at stage i is hi per unit* period. It is more expensive to hold inventory at a lower stage than at an upper stage, i.e., hi 2 0. * Unsatisfied customer demand is fully backlogged at the lowest stage with penalty cost p per unit * period. For systems where demand occurs at several stages, the penalty cost is pi at stage i.
Serial systems. The system consists of N stages arranged in series with stage 1 receiving stock from stage 2, 2 from 3, etc., and stage N from an outside supplier with infinite stock. Customer demand occurs only at stage 1. Denote the system by "Series (N)." When only stage N has a setup cost K, i.e., KN = K and Ki = 0 for 1 ? i ? N -1, denote the system by "Series(N, K)."
Assembly systems. The system produces a final product through a tree structure, denoted by ., with N stages. More specifically, each stage has exactly one successor stage, except for the lowest stage (the root of the tree) where customer demand arises. The stages without any predecessor stage (the leaves of the tree) are replenished by outside suppliers with infinite stock. Without loss of generality, we assume that exactly one unit of each intermediate item is used to produce its immediate successor item. We will refer to the above assembly system as "Assembly ( s)." Let S ( i) be the set consisting of stage i and all its successor stages. Define Mi as the total leadtime at stage i, i.e., Mi =j E&S(i) Lj.
The stages are numbered such that Mi is nondecreasing in i. (Thus stage 1 is the lowest stage.) When only stage N, the stage with the longest total leadtime, has a setup cost K, the above system will be referred to as "Assembly(., K)." Distribution systems. The system has one warehouse and N retailers. The warehouse (stage 0) receives stock from an outside supplier with infinite stock and replenishes the retailers (stages 1, . . . , N). Customer demands occur only at the retailers. The above system will be denoted by "Distribution(N)," or by "Distribution(N, K)" when only the warehouse has a setup cost K.
We proceed to briefly review the existing results on Series(N, K), Assembly(&, K), and Distribution(N, K), which are the building blocks of our lower bounds.
Note that Series(1, K) or Series(1) is the extensively studied single-location system. For this system, it is well known that (s, S) policies are optimal. (See Scarf 1960 and Iglehardt 1963 for the original proof, and Zheng 1991 for a simple proof.) Under an (s, S) policy, an order is placed to increase the inventory position (= inventory on hand + outstanding orders -backorders) to S whenever it drops to or below s. The minimum cost of the system is therefore the cost associated with the optimal (s, S) policy. For a simple and efficient algorithm to compute optimal (s, S) policies, see Zheng and Federgruen (1991) .
In their seminal paper, Clark and Scarf (1960) characterized the optimal policies for the finite-horizon version of Series(N, K). Their result was extended by Federgruen and Zipkin (1984b) to infinite-horizon systems. An optimal policy for Series(N, K) uses an echelon stock (s, S) policy at stage N and an echelon stock order-upto policy at each downstream stage. We denote the minimum cost of Series(N, K) by a function of the system parameters, CN(K, h, p, L, F), where h = { Nh }N and L = { L, } . A new derivation of the optimal policy and its minimum cost will be provided in ?3.
For Assembly(., 0), Rosling (1989) characterized the optimal policies by showing that the system is equivalent to a serial system by introducing the notion of total leadtimes. Section 3 provides a simple proof that this equivalence holds for Assembly ( 1, K). Denote the minimum cost of Assembly(1, K) by C' (K, h, p, L, F), where h = {hi }N and L = {Li }N Optimal policies for Distribution(N, K) are unknown. The difficulty is due to possible stock imbalance among different retailers (Eppen and Schrage 1981, Zipkin 1984) . However, Federgruen and Zipkin (1984a, b, c) provided a lower bound on the minimum cost of the system by allowing a free inventory (position) rebalance among the retailers. Under such a relaxation, the original system reduces to a single-location system whose minimum cost can be easily computed. This minimum cost is a lower bound on the minimum cost of the original system. Denote this lower bound by Cd (K, h, p, L, F), where h = {hi }o, P = {pi }N and L = {Li }. (Notice that h and L are being used to represent different vectors in different contexts.)
We proceed to define key state variables. Echelon inventory level at stage i is the inventory on hand at stage i plus inventories at or in transit to all its successor stages minus total customer backorder at stage i and its successor stages. Echelon inventory position at stage i is the sum of echelon inventory level at stage i and the inventories in transit to stage i. Assume that the activities in a period happen in the following sequence: (a) at the beginning of the period, replenishment batches are released and received; (b) during the period, customer demand occurs; and (c) at the end of the period, holding and backorder costs are assessed based on the ending inventory and backorder levels. Fix a period t. Let IL (t) and IPi (t) be the (beginning) echelon inventory level and the echelon inventory position at stage i after replenishment batches are released and received but before demand occurs. At the end of period t (after demand), let Ii (t) = echelon inventory at stage i = inventory on hand at stage i plus inventories at or in transit to all its successor stages Bi ( 
Next, we identify a lower bound on the expected value of (2). Define 
+ GW(IP2 -D[t -M2, t -M))] = EG2(1P2).
Therefore the resulting single-stage system has loss function G2( ( ) and setup cost K. Since G2 ( ) is convex, the (s2, S2) policy is optimal with minimum cost C2.
Thus, C1 + C2 is a (induced-penalty) lower bound on the minimum cost of Series(2, K).
To show Theorem 1, recall that the only relaxation used to generate the lower bound is that the components can be replenished and sold independently of each other. Therefore, it suffices to show that there exist optimal policies for the component systems such that the components arriving at stage 1 are exactly matched. First consider component 2. The optimal policy for component 2 is to use the echelon stock (s2, S2) policy at stage 2 and ship all to stage 1 (i.e., ship up to IL2-). However, since G 2(y) is flat for y 2 Y1, the policy remains optimal if stage 2 ships up to min{Y1, IL -}. Now consider component 1. Since G (y) is flat for y < Y1, any policy that does not raise the inventory position of component 1 to above Y1 is optimal. One such policy is to ship up to min{ Y1, IL -}. Observe that under the above optimal policies in the component systems, the components arriving at stage 1 are exactly matched. This completes the proof for the theorem. The above cost-allocation approach will be used in ?4 to derive a similar bound for Series (N). where A is the expected one-period demand. Since the difference is a constant, an optimal policy under the original accounting scheme is still optimal under the new one, and vice versa. Unless otherwise mentioned, the new accounting scheme will be used for the rest of this section. We proceed to show that I=, Ci is a lower bound for Series (N). First consider Series (2). Create components 1 and 2 and allocate costs as in ?3. 1 for Series (2, K) by replacing K with K2 and using the above new definitions of G 1 (*), G 2 (2 ) and G2 (*). The only addition here is the setup cost K1, which is allocated to component 1. Now consider the component systems separately. The system of component 1 is a single-stage system with setup cost K1 and loss function GC (*). Note that -C ) is unimodal (see Figure 2) . Therefore, an (s, S) policy is optimal (Veinott 1966) . It can be shown that the minimum cost of component 1 is Cl, the minimum cost as if the loss function were G1 (*) (see Appendix A). Now consider component 2. As in ?3.1, there is no incentive to hold inventory at stage 2 since G 2(*), the induced-penalty cost, is nonincreasing and there is no setup cost in shipping stock from stage 2 to stage 1. As a result, the system of component 2 reduces to a single-stage system with setup cost K2 and loss function G2( ( ). Therefore, the minimum cost of component 2 is C2. Consequently, C1 + C2 is an inducedpenalty bound for Series (1988), we can decompose the assembly system into a number of serial systems, each of Series (N) -type. A lower bound can thus be generated for each of the resulting serial systems (e.g., induced-penalty bounds), and the sum of these lower bounds is a lower bound on the minimum cost of the original assembly system. For example, consider a simple assembly system where two components are assembled into an end product. By allocating the setup cost, the backorder cost as well as the echelon holding cost of the end product between the two components, the assembly system decomposes to two twostage, serial systems. The summation of the lower bounds for the resulting serial systems is a lower bound for the original system.
Assembly( ?, K)

Distribution(N).
For 
Assembly(S).
From ?3, we know that it is straightforward to compute the minimum cost of an assembly system with a setup cost only at its highest stage, the stage with the longest total leadtime. Since there is a setup cost at each stage in Assembly(S), a natural approach is to decompose the system into subsystems of Assembly(g, K)-type.
Recall 
Distribution(N).
Create fictitious components as in ?4. It is interesting to contrast our approach here with the bounding scheme of Atkins and lyogun (1987) for one-warehouse multi-retailer systems with deterministic demand. In their approach, the warehouse setup cost is allocated to decompose the system into a number of two-stage, serial systems. However, as recognized by Atkins (1990) , this method fails for not capturing the "risk pooling" function of the warehouse when demand is stochastic. Our method overcomes this difficulty: we preserve the warehouse node leaving its risk-pooling function intact but decompose the retailer nodes. 
Integrated Bounds
Extension to Continuous-review Systems
We have so far focused on periodic-review systems. Parallel results can be obtained for their continuousreview counterparts with compound Poisson demand. These include the optimality results of ?3 and the lower bounds of ?4. The definitions of the periodic-review systems in ?2 can be easily adapted for their continuous-review counterparts. The constant transportation leadtimes can now take any nonnegative values. In a continuousreview system, the holding and backorder costs accrue continuously over time at rates proportional to inventory levels. Therefore, the cost rates hi's and pi's should be re-defined as costs per unit time. Furthermore, since a continuous-review system monitors its inventory status continuously and can make replenishment decisions at any time, the time index t in the state variables, e.g. IPi (t), can be any time epoch.
From the previous development, we see that a key building block for our results is that (s, S) policies are optimal for single-location, periodic-review systems. Fortunately, a similar result also holds for singlelocation, continuous-review systems with compound Poisson demand (Beckmann 1961) . To extend the previous results for periodic-review systems to their continuous-review counterparts with compound Poisson demand, we only need to notice that: (a) the compound Poisson demand process is memoryless (this property is parallel to the iid-demand assumption for periodic-review systems); (b) the loss functions for The numerical examples used in our study are summarized in Table 1, 
Concluding Remarks
In this paper, we have provided simple proofs of known optimality results for Series (N, K) and Assembly( (, K) and established parallel results for their continuousreview counterparts with compound Poisson demand. We have created lower bounds for Series(N), Assembly(?), and Distribution(N) under a cost-allocation, physical-decomposition framework. We expect that this framework can be used to generate lower bounds for more general systems. Remaining research issues abound: (a) an efficient algorithm is desired to find optimal cost allocations, e.g., the a and : in the numerical study; (b) a further study is needed on the bounds' effectiveness; and (c) simple, cost-effective heuristic policies are to be proposed and studied for general systems. The ultimate result is heuristic policies with guaranteed cost effectiveness. It is Since R(*) is convex, Go(-) is convex. By substituting Go(z) for the expected system-wide holding and backorder costs at period t, the original system reduces to a single-location system with setup cost K, loss function Go( * ), and the aggregate demand of the original system. Since Go( ) is convex, (s, S) policies are optimal for the single-location system. The cost of the optimal (s, S) policy is Cd (K, h, p, L, F).
