T he introduction and dissemination of new technology provide the potential for enhancing and expanding our understanding of disease processes (eg, atherosclerosis, myocardial dysfunction) and extending our treatment options while providing a tool for monitoring therapeutic responses. 1, 2 However, the growth of cardiac imaging has profound cost implications that will be exacerbated if newer technology is widely disseminated and used freely 3 without appropriate validation. Hence, technology validation has become an important consideration in today's healthcare reality. 3 Our goal is to provide a critical review of the methods and challenges inherent to the validation of existing or emerging noninvasive imaging technologies.
How Should Noninvasive Testing Be Viewed?
Historically, imaging has been considered in the context of anatomic end points. A shift from anatomy-based to outcomes-based assessments of testing has been accepted. More recently, a further shift occurred from imaging for risk identification to imaging for identification of patients' optimal therapeutic management, ie, identifying a therapeutic approach associated with optimal survival or improved well being after a given test result for a patient. This review focuses on diagnostic approaches; the second part focuses on test validation using risk and benefit end points.
What Is Technology Assessment for Imaging Modalities?
In the context of assessing cardiac imaging, several factors must be considered. First, the assessment of a new modality is not a simple determination of sensitivity and specificity. Rather, it is a stepwise, multifactorial process incorporating diagnostic, prognostic, therapeutic, resource use, costeffectiveness, and other end points that considers the perspectives of patients, payers, ordering physicians, and the healthcare system. 4 A series of questions drive this process: Does the modality work? For which end point? In which patient? At what cost? How does it compare with other modalities? Can it be used to improve clinical outcomes?
Importantly, the end product of this assessment process must remain practical. Although "scientific" differences may be found between tests, the clinical implications and relevance of these differences must be considered; do "prettier images," those with superior resolution and image quality, necessarily translate to clinically relevant information, improved patient care, or better outcomes?
Study Design and Sources of Error
The literature validating noninvasive testing has 2 serious limitations: the paucity of well-conducted and well-designed prospective randomized trials guiding the performance and optimal use of testing and its domination by observational studies, usually small, single-center, retrospective studies. The latter studies are analytically challenging because of the various biases introduced when patient cohorts are drawn from "routine testing."
Bias
Bias is generally defined as a systematic error in the design or execution of a study that results in an inaccurate estimate of test accuracy. 5 Importantly, bias and/or confounding are potential alternative explanations of any study result 5 ; thus, seeking out and explaining these factors is crucial for study validity. To temper these threats to study validity, various statistical techniques-matching, restriction, stratification, and multivariable modeling-can be used to control or limit these potential sources of error (for review, see elsewhere [5] [6] [7] .
Numerous biases relevant to imaging may be introduced by both pretest (eg, patient selection, data collection, pattern of test ordering) and posttest (eg, image interpretation, referral to gold standard, posttest therapeutics) factors (Table 1) . Because referral to noninvasive testing occurs through many pathways (Figure 1 ), studies using patients referred for "routine testing" are intrinsically biased because they do not consider the "denominator" of patients from which their cohort is drawn or the specific reason why their patients were referred to that specific test rather than alternative tests. Intersite variability in referral patterns further compromises the generalizability of these results.
Image interpretation may introduce additional biases, most notably the use of clinical data by the reader (eg, likelihood of coronary artery disease [CAD] and/or symptoms). For example, mild anterior wall ischemia on stress single-photon emission computed tomography (SPECT) in a woman may be interpreted as an abnormality rather than attenuation if the reader is informed of a recent left anterior descending coronary artery territory percutaneous coronary intervention. This introduces a bias and results in compromised generalizability and likely overestimation of the test value. Furthermore, studies using blinded visual or quantitative software core laboratory readings will likely have dissimilar results compared with studies using routine readings because the accuracy of the "data-enhanced" visual readings will probably be more accurate.
The most pervasive and important bias is introduced by selective posttest use of catheterization, the gold standard of diagnostic testing. Because limited posttest catheterization is performed, only a nonrandom subset of all patients referred to testing will have anatomic data available. This bias (partial verification bias) results in reduced numbers of subjects who are false or true negatives with relative increased numbers of true and false positives, resulting in increased sensitivity and markedly reduced specificity ( Figure 2 ). 8 A prognostic counterpart to the diagnostic partial verification bias has been reported recently. Because imaging results dictate the intensity of posttest patient management and intervention, patients with abnormal (particularly ischemic) tests will be preferentially referred to revascularization procedures that will, in turn, alter the natural history of their CAD so that their risk is reduced. Hence, even if these revascularized patients are removed (censored) from analyses, survival rates in nominally higher-risk subsets will be attenuated, and the observed prognostic value of the test will be reduced. 9 The implications of this bias are discussed in the context of prognostic validation of testing.
Confounding
Although bias creates an incorrect association, confounding generates an association that is correct but misleading (and possibly unique to the study population). For example, a study assessing sex-related post-SPECT resource use differ- Figure 1 . Patient flow through testing strategies. After clinical evaluation, patients can be identified as needing further testing or being low risk (medical management only; A). The former may be evaluated in several ways, including referral to lower-cost/ complexity testing (B), higher-cost/complexity testing (C), or a gold standard (D). At each stage, further testing, referral to the gold standard, or no testing is possible. Dashed lines show an optimal sequential testing strategy. The variety of potential evaluation pathways highlights the potential biases and limited generalizability of studies drawn from routine testing. For example, a study examining the diagnostic accuracy of stress imaging would enroll only patients in pathway E, not considering those in F (for the denominator EϩF) or even the larger denominator BϩCϩD. GP indicates general practitioner; FM, family medicine physician; and IM, internist. ences found higher post-SPECT catheterization rates in men compared with women ( Figure 3A ). 10 However, men more frequently had abnormal tests and, in the setting of an abnormal test, had more severe and extensive abnormalities. Stratifying for these differences eliminated any genderrelated differences in referral patterns 10 ( Figure 3B ). Thus, confounding arises from an association between exposure (patient gender) and outcome (catheterization referral) distorted by a factor or confounder (test result) that is associated with both the exposure and the outcome. 6
Types of Testing
In the context of validation, several classes of tests can be defined. A new test similar to, but an enhancement of, a previously validated test (eg, adding a contrast agent to echocardiography) or use of a common approach but in a different modality (eg, stress perfusion with echocardiography or cardiac magnetic resonance) is one class. These can be assessed with respect to their accuracy compared with a gold standard (eg, a "new" versus an "old" test for detection of catheterization-identified CAD) or their agreement with a validated test (stress perfusion with echocardiography versus stress perfusion with SPECT as a gold standard "equivalent"). The use of 2 end points concurrently, one to ascertain its equivalence clinically (eg, diagnostic or prognostic accuracy) and a second to assert superiority in a different domain (eg, faster performance time, reduced cost or radiation exposure, enhanced reproducibility), may be useful. A key factor to the validation of a test is revealing what is new, important, or advantageous and identifying an end point to capture this information. Alternatively, a new-modality imaging structure or process previously not feasible defines a new class of test. For example, magnetic resonance spectroscopy has no previously validated test with which it can be compared; hence, its validation in patients could be problematic. Computed tomography angiography (CTA), although a "first in its class" with respect to noninvasive atherosclerosis imaging, can be compared with invasive angiography for detecting epicardial coronary stenoses or to invasive intravascular ultrasound for assessing atherosclerosis.
Selecting the Correct End Point
End points or outcomes used in studies vary considerably, but diagnostic and/or prognostic end points are most commonly used. A modality may perform dissimilarly with respect to these 2 end points. 11 Similarly, different metrics from a test may have different associations with different outcomes. For example, ischemia is more closely associated with softer end points (myocardial infarction), whereas left ventricular function is more predictive of cardiac death. 11 For the purposes of this review, we address several categories of clinical test validation: using a diagnostic end point, using an outcomes end point, and studies of agreement and reproducibility (the last 2 are in part 2 of this review). Preclinical studies of imaging modalities generally use a range of study designs and end points that are beyond the scope of this review.
In specific situations, selecting the optimal end point for validation may be challenging. For example, when assessing the use of imaging in patients with chest pain presenting to an emergency room, what is the optimal end point? Identification of acute myocardial infarction? Recurring admissions? Short-or intermediate-term death? Because of power issues, some studies have used posttest resource use as the end point.
For tests of subclinical disease, optimal end points would assess CAD development and progression, whereas for a new stress perfusion test (or stress imaging agent or stressor), the demonstration of comparable posttest resource use may be equivalent to demonstration of similar prognostication (eg, a similar pattern of posttest referral to catheterization or revascularization as a function of the test results for both the "new" and "old" tests). It is important to consider each study individually and to focus on the specific questions being addressed, particularly in the context of how the investigators believe the test will fit into a clinical strategy. Furthermore, most tests are validated in, and recommended for, specific patient populations. In the case of stress testing, the population is those patients at intermediate to high likelihood of CAD or risk of adverse events.
Beyond diagnostic and anatomic end points, various end points can be used to assess cardiac structure, function, or perfusion (or their changes) or quality-of-life domains and are valid but surrogate end points. Surrogate end points and their limitations are discussed in the second part of this review. An imaging test may serve as a potential screening test (tests performed in asymptomatic patients without clinical indication of disease but at risk for developing the disorder). 
Anatomy-Based Validation of Diagnostic Testing
Historically, CAD has been defined by anatomic criteria (eg, absent, present, single vessel, multivessel). Consequently, initial reports of new imaging modalities assess diagnostic accuracy, the agreement between the results of a test and those of a reference standard. 13 Alternatively, detection of sufficient disease to justify revascularization (eg, left main CAD [Ͼ50% stenosis], 3-vessel CAD) also has been used as an end point. Thus, diagnostic-based validations can use a number of end points or combinations thereof. The greatest challenge for these studies, as discussed above, is identifying a group of subjects who have been selected with minimal pretest and posttest referral biases.
Methods for Reporting of Diagnostic Accuracy
The basic measures of diagnostic accuracy are sensitivity and specificity. For clinicians, positive and negative predictive values carry considerably more relevance, expressing the expected likelihood that the results of a test represent the patient's disease status. Hence, with a negative predictive value of 95%, a negative test result suggests a 5% likelihood that disease is present. It must be noted that predictive values are determined both from sensitivity and specificity and from prevalence. Thus, a test with sensitivity and specificity of 90% will have positive and negative predictive values of 95% and 79%, respectively, when the prevalence is 70% but 83% and 94% when the prevalence is 35%.
Aggregate Measures of Diagnostic Accuracy
It is convenient to express the performance characteristics of a test or to compare the performance of 2 tests with a single metric. Several measures incorporate sensitivity and specificity into a single metric. 13 Test accuracy, defined as the proportion of all tests that are correct (true positives plus true negatives divided by all patients) is commonly used to express the likelihood that the test result is correct. Its limitations include the fact that it is a prevalence-weighted average of sensitivity and specificity; thus, patient mix will influence its value. For example, when a very low-prevalence population is tested, merely assuming all tests to be negative will yield a very high accuracy. Furthermore, 2 tests with the same accuracy, despite very different sensitivity and specificity (2 tests with sensitivities of 100% and 0% and specificities of 0% and 100%), will yield identical accuracies in the setting of a prevalence of 50%. Receiver-operating characteristics (ROC) curves define the ability of a test to discriminate between disease presence and absence or to compare the discriminative properties of Ն2 tests (for details on this method, see the discussion by Zou et al 14 ) . ROC curves represent the tradeoff between sensitivity and the false-positive rate (1Ϫspecificity) across decision thresholds, thereby defining test performance across these thresholds and identifying the optimal decision threshold for test abnormality (generally, the point on the curve closest to the upper left corner of the plot). 14 15 ROC curves have several limitations. They assume clinical equivalence of false-negative and false-positive results. For example, given a new test to diagnose acute myocardial infarction, a false positive may result in an unnecessary catheterization, whereas a false negative may result in an untreated myocardial infarction, a missed diagnosis, and its sequelae. Clinically, the latter may be of greater significance and hence should be weighted more than the former. ROC curve application also must be tempered by clinical reality; although it is advantageous to assess test discrimination across all diagnostic thresholds, all thresholds may not have clinical relevance. For example, a clinician may be disinterested in test sensitivity when specificity falls below a specific threshold. To counter this limitation, 2 approaches exist: the sensitivity at a fixed false-positive rate 13 and, of greater value, the determination of the partial area underneath the ROC curve. The latter defines a clinically relevant range of values between 2 false-positive rates (hence, specificities) and limits the ROC area to that range. 13 The likelihood ratio is another single index of diagnostic accuracy that is calculated as a ratio of the probability of a specific test result occurring in patients with the known condition to the probability that the same result would occur in patients without the condition. Although likelihood ratio values Ͼ1 indicate a test result associated with the presence of disease and values Ͻ1 are associated with the absence of disease, only at values Ͼ10 and Ͻ0.1, respectively, is there strong evidence to "rule in" or "rule out" the presence of disease. 16 These thresholds notwithstanding, representative positive and negative likelihood ratios are 1.3 and 0.5 (bias corrected, 2.3 to 2.5 and 0.7 to 0.8, respectively) 17 for stress echocardiography and 1.1 and 0.15 (bias corrected, 2.0 and 0.44, respectively) 18 for SPECT. These values are not dissimilar to those based on data from a recent meta-analysis (positive likelihood ratio, 2.4 to 3.7; negative likelihood ratio, 0.19 to 0.20). 19 Hence, diagnostically, these commonly used tests fall below accepted thresholds for testing in general.
Can Noninvasive Testing Be Validated With an Anatomy-Based Approach?
Although diagnostic-based assessment of testing is generally accepted, that the limitations of this approach may compromise its validity is increasingly appreciated. Two important limitations to this approach must be noted. Invasive anatomic measures are a "tarnished" gold standard in that they are not closely associated with either fractional flow reserve or intravascular ultrasound results. 2 In addition, as discussed above, numerous biases threaten the validity of anatomybased studies. In practice, posttesting patient management is driven by testing results. After an abnormal result, catheterization is very likely; after a normal test, additional testing is unlikely. As mentioned, this bias lowers specificity and increases sensitivity compared with a sample without this bias (Figure 2 ). 8 The magnitude of the impact of this bias is generally underappreciated, and several approaches to alleviate this problem have been proposed. First is the normalcy rate (the frequency of a normal study among low [Ͻ5%] -CADlikelihood patients 2 ), a surrogate for specificity. Although used in imaging, normalcy has not been formally validated, nor does it appear in the epidemiology literature. Understanding this metric is problematic. Why were these low-likelihood patients referred to the test? To whom can their results be generalized? Did unmeasured covariates drive referral to testing? Finally, whether normalcy and specificity rates are associated and whether the association persists across likelihood of disease are as yet undefined. Consequently, the value and validity of this metric are unclear.
A second approach to avoiding bias is to refer patients for catheterization after testing regardless of test results. Although not without issues, this approach is limited to rigorously defined and executed investigations. 13, 20 Furthermore, recruitment must be limited to candidates for testing rather than stable patients referred for catheterization and recruited for post hoc testing. An alternative design for comparing 2 techniques with a gold standard is for patients to undergo both tests, and if either test is abnormal, the patient can justifiably undergo catheterization. If both tests are negative, it is unlikely that the patient has significant disease. Providing that neither test has unacceptable false-positive rates, this approach, although not validated, may prove helpful.
Finally, formula-based methods to correct for referral bias have been proposed. Generally, these methods are used in studies of postimaging patients, a subset of whom underwent catheterization. The correction is based on the results of this subset, which are then extrapolated to "correct" observed accuracies in the overall cohort, 20 although more elaborate modifications exist 7, 8, 18, 21 (for details, elsewhere 7 ). The impact of the corrections is dramatic 17, 18 (Table 2) . Because design-related bias in diagnostic studies is ubiquitous, 8 reports of test accuracies without elimination of (by study design) or correction for (by formulas) biases are suspect. However, certain assumptions underlying these corrections are questionable. 20 Although a reasonable first step, the validity and accuracy of these methods are undefined. Newer algorithms of increasing sophistication and accuracy are available. 7, 21 Ideally, future verification bias corrections will incorporate more robust multivariable modeling.
Understanding Early Reports of Diagnostic Accuracy
Reports of the diagnostic accuracy of CTA are an excellent example for reviewing the challenges in understanding the accuracy of a new modality. Although early reports comparing CTA with catheterization reported very high sensitivities and specificities (Ն 90% for both), their analyses were limited to larger-caliber vessels (Ն1.5 to 2.0 mm) and excluded nonvisualized vessels. 1 Inclusion of smaller vessels, necessary to define the accuracy of the test, reduces sensitivity, 1 whereas reclassifying nonvisualized vessels as abnormal (because disease cannot be excluded and further evaluation is necessary) reduces observed specificity. 1 Typically, these studies consist of stable patients referred for elective catheterization and recruited to undergo CTA. These are generally higher-risk patients with greater CAD prevalences. Generalizing accuracy estimates from these patients to lower-risk cohorts (more likely to undergo CTA) is problematic. Based on pooled data (sensitivity, 93%; specificity, 81%; prevalence, 63% 1 ), the calculated positive and negative predictive values (86% and 88%, respectively) change substantially in lower-prevalence cohorts; positive and negative predictive values for a prevalence of 30% are 68% and 96%, respectively, and for a prevalence of 15% are 46% and 98%, respectively. 1 Finally, reported sensitivities and specificities also must be considered in the context of known referral biases associated with particular study designs. For example, when studies report high sensitivity and lower specificity with CTA, 1, 7, 8 the presence of partial verification bias must immediately be suspected. The sensitivity must be considered an overestimate, and the specificity must be thought of as an underestimate.
Understanding the Role of Meta-Analysis
Meta-analytic techniques are frequently applied to combine data from multiple studies to yield pooled estimates of test accuracy with greater power and possibly generalizability compared with single-site studies. Although meta-analyses often are cited to support the value of a modality or to demonstrate the superiority of one modality over another, it must be emphasized that the results of a meta-analysis are inherently limited by the limitations of the original data, and as evidenced by a recent meta-analysis, 19 errors can be introduced. If 2 technologies are compared, equivalence in the "age" of the methods used must be ensured (eg, recent studies of technology A versus older studies of technology B). Furthermore, if comparisons of technologies for detecting CAD are made, it is critical to adjust for differences in the characteristics of patients between studies. In addition, differences in interstudy resource use must be accounted for because they determine the intensity of the referral biases present that likely vary between sites and that may corrupt the results. Finally, careful attention must be paid to the statistical methods used to avoid methodological error. 22 Calculations assume power of 90%, ␣ of 0.05, and equal numbers in the 2 groups.
