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Abstract 
Information systems have to work correctly and securely as expected (dependability); have to be able to communicate and 
understand each other’s data (interoperability); and have to be able to change in an evolutionary way similarly to how the 
organizations and their business processes are changing (evolutionary). To write software we must know the requirements; to 
prescribe the requirements we have to understand the domain; to understand the domain we have to analyze and model one. The 
domain or application domain (e.g. banking, healthcare, clinical laboratory and etc.) can be anything to which computing can be 
applied. In analyzing and modeling domains we use archetypes and archetype patterns as meta-models. We explain what the 
archetypes and archetype patterns are and how we utilize them in the development of domain models, requirements, and software 
in order to meet the dependability, interoperability and evolutionary criteria. 
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1. Introduction 
We present a framework for the development of domain models, requirements and software. This framework is a 
part of Sentry (sample entry) software for CBPG (Clinical and Biomedical Proteomics Group, Leeds Institute of 
Cancer and Pathology, University of Leeds) and uses a combination of different model-driven development 
technologies like archetypes and archetype patterns [1], triptych software development [2], Zachman Framework [3] 
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and software factories [4] to cope with the dependability [5], interoperability [6] and evolutionary [7] issues of 
software.  
Dependability, interoperability and evolutionary criteria are extremely important for laboratory software. Any 
laboratory software has to work correctly and securely as expected (dependability); has to be able to communicate 
and understand data from diverse software systems (interoperability); and has to be able to change in an evolutionary 
way similarly to how the organizations and their business processes are changing (evolutionary). In research 
laboratories like CBPG, the business processes are constantly changing and different research groups within the 
same research laboratory may require different business processes and different or differently organized data. This is 
why we decided not only to develop just laboratory software, but decided to move towards the software factory 
concept.    
By its nature Sentry is a LIMS (Laboratory Information Management System) software factory. According to 
ASTM (American Society for Testing and Materials) LIMS Standard Guide [8], LIMS represents a class of 
computer systems designed to manage laboratory information. Software factory [4] defines domain-based 
development artefacts (models, languages, tools, and others) that can be used to automatically generate software. In 
software factory all the models are code (and not only documentation) artefacts. 
 
Fig. 1. General Architecture of (a) Sentry (LIMS software factory) and (b) information systems (adapted from [7]) 
The general architecture of Sentry is depicted in Fig.1a and includes LIMS DSL (domain specific language), 
LIMS Engine and a Test Engine. The requirements are specified using LIMS DSL and LIMS Engine is used to 
generate or change the software according to these requirements. The Test Engine validates these requirements with 
respect to the domain model and verifies the generated software. The central part of this architecture is a domain 
model of the laboratory. This laboratory domain model contains archetypes and archetype patterns (AAP) and some 
laboratory specific knowledge designed using AAP as meta-models. By software we mean an information system 
(Fig.1b), which processes requests from an environment and also responds to the environment. In doing so, the data 
(operational-level information) processing occurs in accordance with the model (knowledge-level information). This 
model includes all of the knowledge described either by AAP, domain model or requirements.   
The paper is organized as follows. Section 2 introduces AAP. Section 3 exemplifies the use of AAP in a real life 
project. Section 4 explains how in our understanding with AAP it is possible to move towards dependability, 
interoperability and evolutionary information systems. In Section 5 the related works are outlined and we conclude 
in Section 6. 
2. Archetypes and archetype patterns (AAP) 
AAPs were originally introduced by Arlow and Neustadt [1]. Business archetype patterns (namely Product, 
Party, Order, Inventory, Quantity and Rule), composed of business archetypes (e.g. Person’s Name, Address, Phone 
Number, etc.) are the universal information models describing the universe of discourse of businesses.  
For instance, the Party Archetype Pattern is illustrated in Fig.2. The Party archetype is used to describe persons 
(e.g. person name, DoB, gender and address) and organizations. As persons and organizations can be in different 
roles (e.g. the same person may be mother, patient, etc.) in different relationships (e.g. she may be mother of Paul, 
459 Gunnar Piho et al. /  Procedia Computer Science  37 ( 2014 )  457 – 464 
patient of Leeds Clinical Infirmary, etc.) we need the Role and the Relationship archetypes as well. The Role 
archetype is used to store the information that belongs only to the role (e.g. observations and diagnoses if person is 
in role of patient) and the Relationship archetype (describes a binary relationship between two parties where each 
party has a specific role) is used to store only the information that belongs to the relationship (e.g. patient’s hospital 
or ward number, etc.). In addition to Party, Role and Relationship archetypes, which are used to store operational 
level information (Data in Fig.1b), in Party Archetype Pattern there are ܴ݋݈݁ܶݕ݌݁ and ܴ݈݁ܽݐ݅݋݊ݏ݄݅݌ܶݕ݌݁ 
archetypes to store knowledge level information (Model in Fig.1b). 
 
Fig. 2. Party Archetype Pattern 
As all models including AAP are code artefacts (Fig.2 is a real class diagram view of real C# source code), we 
can specify all that we have explained in this section so far. First we have role and relationship types (knowledge 
level information) Mother, Child, Patient, Hospital, ܥ݄݈݅݀ݏܯ݋ݐ݄݁ݎ and ܪ݋ݏ݌݅ݐ݈ܽܲܽݐ݅݁݊ݐ as specified in the 
following pseudo-code. 
ȀȀܴ݋݈݁ݐݕ݌݁ݏ
ݒܽݎܯ݋ݐ݄݁ݎ ൌ ܴ݋݈݁ܶݕ݌݁Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥǡܲ݁ݎݏ݋݊ܣܰܦܫݏܨ݈݁݉ܽ݁Ǥ Ǥ Ǥ ሻǢ
ݒܽݎܥ݄݈݅݀ ൌ ܴ݋݈݁ܶݕ݌݁Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥǡܲ݁ݎݏ݋݊ǡ Ǥ Ǥ Ǥ ሻǢ
ݒܽݎܲܽݐ݅݁݊ݐ ൌ ܴ݋݈݁ܶݕ݌݁Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥǤǡ ܲ݁ݎݏ݋݊ǡ Ǥ Ǥ Ǥ ሻǢ
ݒܽݎܪ݋ݏ݌݅ݐ݈ܽ ൌܴ݋݈݁ܶݕ݌݁Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥǤǡܱݎ݃ܽ݊݅ݖܽݐ݅݋݊ǡ Ǥ Ǥ Ǥ ሻǢ
ǥ
ȀȀܴ݈݁ܽݐ݅݋݊ݏ݄݅݌ݐݕ݌݁ݏ
ݒܽݎܥ݄݈݅݀ݏܯ݋ݐ݄݁ݎ ൌ ܴ݈݁ܽݐ݅݋݊ݏ݄݅݌ܶݕ݌݁Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥ ǡܯ݋ݐ݄݁ݎǡ ܥ݄݈݅݀ǡ ǥ ሻǢ
ݒܽݎܪ݋ݏ݌݅ݐ݈ܽܲܽݐ݅݁݊ݐ ൌ ܴ݈݁ܽݐ݅݋݊ݏ݄݅݌ܶݕ݌݁Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥܪ݋ݏ݌݅ݐ݈ܽǡ ܲܽݐ݅݁݊ݐǡ ǥ ሻǢ
ǥ
Next we have the following parties, roles and relationships (data, operational level information) 
ȀȀܲܽݎݐ݅݁ݏ
ݒܽݎܵ݅ݎ݆݁ ൌ ܲܽݎݐݕǤ ܴ݁݃݅ݏݐ݁ݎሺǥǡܲ݁ݎݏ݋݊ǡ ܨ݈݁݉ܽ݁ǡ ̶ܵ݅ݎ̶݆݁Ǥ Ǥ Ǥ ሻǢ
ݒܽݎܲܽݑ݈ ൌ ܲܽݎݐݕǤ ܴ݁݃݅ݏݐ݁ݎሺǥǡܲ݁ݎݏ݋݊ǡ ܯ݈ܽ݁ǡ ̶ܲܽݑ̶݈Ǥ Ǥ Ǥ ሻǢ
ݒܽݎܮ݁݁݀ݏܫ݂݊ ൌ ܲܽݎݐݕǤ ܴ݁݃݅ݏݐ݁ݎሺǥǡܱݎ݃ܽ݊݅ݖܽݐ݅݋݊ǡ ̶ܮ݁݁݀ݏܫ݂݊݅ݎ݉ܽݎݕ̶Ǥ Ǥ Ǥ ሻǢ
ǥ
ȀȀܴ݋݈݁ݏ
ݒܽݎܯ݋ݐ݄݁ݎܵ݅ݎ݆݁ ൌ ܴ݋݈݁Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥ ǡ ܯ݋ݐ݄݁ݎǡ ܵ݅ݎ݆݁ǡ ǥ ሻǢ
ݒܽݎܥ݄݈݅݀ܲܽݑ݈ ൌ ܴ݋݈݁Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥ ǡ ܥ݄݈݅݀ǡ ܲܽݑ݈ǡ ǥ ሻǢ
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ݒܽݎܲܽݐ݅݁݊ݐܵ݅ݎ݆݁ ൌ ܴ݋݈݁Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥ ǡ ܲܽݐ݅݁݊ݐǡ ܵ݅ݎ݆݁ǡ ǥ ሻǢ
ݒܽݎܪ݋ݏ݌ܮ݁݁݀ݏܫ݂݊ ൌ ܴ݋݈݁Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥ ǡ ܪ݋ݏ݌݅ݐ݈ܽǡ ܮ݁݁݀ݏܫ݂݊ǡ ǥ ሻǢ
ǥ
ȀȀܴ݈݁ܽݐ݅݋݊ݏ݄݅݌ݏ
ݒܽݎܲܽݑ݈ݏܯ݋ݐ݄݁ݎ ൌ ܴ݈݁ܽݐ݅݋݊ݏ݄݅݌Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥ ǡ ܥ݄݈݅݀ݏܯ݋ݐ݄݁ݎǡܯ݋ݐ݄݁ݎܵ݅ݎ݆݁ǡ ܥ݄݈݅݀ܲܽݑ݈ǡ ǥ ሻǢ
ݒܽݎܮ݁݁݀ݏܫ݂݊ܲܽݐ݅݁݊ݐܵ݅ݎ݆݁ ൌ ܴ݈݁ܽݐ݅݋݊ݏ݄݅݌Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥܪ݋ݏ݌݅ݐ݈ܽܲܽݐ݅݁݊ݐǡ ܪ݋ݏ݌ܮ݁݁݀ݏܫ݂݊ǡ ܲܽݐ݅݁݊ݐܵ݅ݎ݆݁ ǥ ሻǢ
All objects specified above are illustrated in Fig.3, where Sirje (person) is in two relationships. Sirje is a mother 
of Paul (also person) and Sirje is a patient in ܮ݁݁݀ݏܫ݂݊ (organization). In this diagram we have archetypes (grey), 
model objects describing knowledge (underlined and grey) and we have data (underlined and white). Here only 
archetypes are classes (design time artefacts) in terms of object-orientations and therefore hardcoded. All other 
elements exemplified in Fig.3, can be objects (run-time artefacts) and therefore can be specified even at runtime 
based on data from a database.    
 
Fig. 3. Archetypes, model (knowledge level information) and data (operational level information)  
Concluding (Table 1), we use archetypes and archetype patterns as meta-models (M2). These meta-models are 
code artefacts, developed using some general purpose programming language (meta-meta models, M3). Domain 
models (actually requirements for a class of software) and requirements (model, M1) are specified using AAP.  
    Table 1. Meta-modelling with archetypes and archetype patterns. 
Layer Content Changes Tool 
Meta-meta model (M3) Classes, properties and methods, ... programming language Very rarely, design time e.g. C# language 
Meta-Model (M2) Archetypes and archetype patterns (e.g. business archetypes 
and archetype patterns) 
Rarely, design time Code 
Model (M1) Domain model (e.g. clinical laboratory domain model) and 
their amendments described by requirements 
Sometimes/often, run-time 
and/or design time 
Data (or code) 
Reality (M0) Data Always, run-time Data 
When in early days we mostly developed domain models in code, we now are trying to get rid of domain models 
in code and are moving towards domain models in data similar to the underlined grey elements shown in Fig.3.  
3. Case study: towards LIMS software factory  
In the Sentry (sample entry) software (Fig.4) for CBPG (Clinical and Biomedical Proteomics Group, Leeds 
Institute of Cancer and Pathology, University of Leeds) we try to configure all the required reports, searches, and 
user interfaces similarly to the following pseudo script.  
࢙ࢎ࢕࢝ܲܽݎݐݕǤ ܰܽ݉݁ǡ ሺܲܽݎݐݕܽݏܲ݁ݎݏ݋݊ሻǤ
ǡ ሺܲܽݎݐݕܽݏܲ݁ݎݏ݋݊ሻǤܦ݋ܤǡ ܲܽݎݐݕǤ ܣ݀݀ݎ݁ݏݏ 
࢝ࢎࢋ࢘ࢋǷܶܽݎݐݑǲǡ ܲܽݎݐݕǤ ܣ݀݀ݎ݁ݏݏǤ ܶ݋ݓ݊ǡ ܧܷܳܣܮǡ 
Ƿ݈݈ܶܽ݅݊݊ǲǡ ܲܽݎݐݕǤ ܣ݀݀ݎ݁ݏݏǤ ܶ݋ݓ݊ǡ ܧܷܳܣܮǡ 
ܱܴǡ 
ͳͺǡ ሺܲܽݎݐݕܽݏܲ݁ݎݏ݋݊ሻǤ ܣ݃݁ǡ ܱܰܶܮܧܵܵǡ 
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ܣܰܦǡ 
Ƿܶݎ݅݅݊ݑǲǡ ܲܽݎݐݕǤ ܰܽ݉݁Ǥ ܨ݅ݎݏݐܰܽ݉݁ǡ ܫܰܥܮܷܦܧܵǡ 
ܣܰܦǡ 
Ƿܲ݁ݎݏ݋݊ǲǡ ܲܽݎݐݕǤ ܶݕ݌݁ǡ ܧܷܳܣܮǡ  
ܣܰܦǢ   
For instance, the real life user interfaces shown in Fig.4, are generated using three scripts similar to the pseudo-
script above: first, for the properties shown on the master grid; second, for the properties shown on the detail panel 
(the left side panel); and third, for the properties shown on the edit dialog.  
The script shown above is based on Rule Archetype Pattern (propositional calculus) which uses simple operations 
(AND, OR, NOT, EQUAL, etc.) and terms (ܲܽݎݐݕǤ ܰܽ݉݁,ܲܽݎݐݕǤ ܣ݀݀ݎ݁ݏݏǡ etc.) described either by AAP (meta-
model, M2, Table 1) or by other knowledge level terms (model, M1, Table 1) specified either by domain models or 
by requirements. The script above just delivers requested data (name, gender, dob, address) for persons matching the 
criteria described in the where part.  
 
Fig. 4. Screenshot of Sentry user interface 
Concluding, in Sentry, we have fixed in code and in database layouts archetypes and archetype patterns. 
Therefore AAPs form a fixed, abstract, universal and unchangeable part (code plus database layout) of Sentry. 
Using AAPs as a language we are able to modify a model (knowledge level, Fig.1b) of information system by 
specifying new concepts as exemplified in Section 2 or by specifying new attributes (based on RDF concept; not 
described in current paper). In addition it is possible to modify user interfaces, search scenarios, reports and describe 
input data as exemplified in current section.          
4. Towards evolutionary, dependability and interoperability with archetypes and archetype patterns 
With archetypes and archetype patterns we are trying to cope with evolutionary, dependability and 
interoperability issues.  
The Evolutionary model for information systems was proposed by Oei, Proper and Falkenberg [7] in the early 
nineties. The key point in their model is that the complete history including all changes is recorded. This technique 
is illustrated in Table 2.  
Any database table has domain columns (ܦ݋݉ܽ݅݊ܫ݀,ܦ݋݉ܽ݅݊ܨ݈݅݁݀ݏǡ etc.) for domain data and columns 
(ܴ݁ܿ݋ݎ݀ܫ݀,ܴ݁ܿ݋ݎ݀ܨݎ݋݉ܦܽݐ݁ܶ݅݉݁ǡ etc.) for data needed to support the evolutionary. In Table 2, first, some 
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domain data with Domain ID = 1 was recorded at 02/02/2000 by a GP. After that, the recording error was found and 
the correction was made at 01/03/2000 by the same GP. In 01/01/2013 the record was changed due to business 
needs. In conclusion we have the whole history of particular record. The record is active from date and time 
recorded in ܴ݁ܿ݋ݎ݀ܨݎ݋݉ܦܽݐ݁ܶ݅݉݁ till the date and time recorded inܴ݁ܿ݋ݎ݀ܶ݋ܦܽݐ݁ܶ݅݉݁. The record is an 
actual record when ܴ݁ܿ݋ݎ݀ܶ݋ܦܽݐ݁ܶ݅݉݁ is empty.   
Table 2. Possible technique for supporting evolutionary changes 
Record 
ID 
Domain 
ID 
…. Domain 
Field 
… Domain From 
DateTime 
Domain To 
DateTime 
Record From 
DateTime 
Record To 
DateTime 
Recorded 
By 
Recorded 
Why 
K 1 abc 01/02/2000 01/02/2010 02/02/2000 01/03/2000 GP Need 
.. 
I 1 Abc 01/02/2000 01/02/2010 01/03/2000 01/01/2013 GP Correction 
… 
M 1 Abc 01/02/2000 01/02/2020 01/01/2013 GP Change 
Oei, Proper and Falkenberg describe only the first order evolutionary system. A system is a first order 
evolutionary system, if it supports evolution in data only (Fig.1b) and is a second order evolutionary system, when 
in addition to the evolution on data the evolution on the model (Fig.1b) is also supported. With the AAP based 
technique, described in Section 2, it is our understanding that the second order evolutionary (at least in some extent) 
can also be ensured. This is because the items of the model are not classes in software (hard coded), but are 
singleton objects which can be recorded in database tables. Therefore in our understanding, with AAP, the second 
order evolutionary (evolutionary changes in models) can be reduced to first order evolutionary (evolutionary 
changes in data) described by Oei, Proper and Falkenberg.   
Dependability [5] is the computing systems ability to deliver services that can justifiably be trusted. More 
informally dependability means, that software must be correct – validated (must do the right things) and verified 
(must do the things right). In the case of evolutionary, there must be mechanisms to ensure, that software (after 
changes) still works as expected. To cope with dependability we proposed and use Test Driven Modelling (TDM) 
technology [9]. In TDM we utilize Test Driven Development (TDD) [10] for domain engineering and development 
[2]. We use the TDM both for modelling domains and for the development of software. Domain models engineered 
in this way are used as DSL for specifying software requirements from the customer (Fig.1b). Domain models 
engineered with TDM can be used to partially validate software requirements according to the domain model and to 
verify generated software. Instead of validation of domain models we use domain models falsification. We can 
falsify the domain models by using requirements from real life. If the domain model satisfies some of the real life 
requirements, then we can just say that these requirements haven’t falsified the domain models. But if with this 
domain model we can’t satisfy one particular requirement from the real life, then this requirement has falsified the 
model. The main difference of the proposed TDM, in comparison with other test driven modelling initiatives [11, 
12, 13] is that no additional tool is needed and that unit tests are designed according to the domain descriptions in 
the domain analysis process as exemplified below for the example described in Section 2.  
ሾܶ݁ݏݐܯ݁ݐ݄݋݀ሿ݌ݑܾ݈݅ܿݒ݋݅݀ ܪܽݏܯ݋ݐ݄݁ݎܣ݊݀ܥ݄݈݅݀ܵ݌݂݁ܿ݅݅݁݀ሺሻሼ  
ܫݏܰ݋ݐܰݑ݈݈ሺܯ݋ݐ݄݁ݎሻǢ 
ܫݏܰ݋ݐܰݑ݈݈ሺܥ݄݈݅݀ሻǢ 
ሽ  
ሾܶ݁ݏݐܯ݁ݐ݄݋݀ሿ݌ݑܾ݈݅ܿݒ݋݅݀ ܱ݈݊ݕܨ݈݁݉ܽ݁ܥܽ݊ܤ݁ܯ݋ݐ݄݁ݎሺሻሼ  
ݒܽݎ݂ ൌ ܲܽݎݐݕǤ ܴ݁݃݅ݏݐ݁ݎሺǥǡܲ݁ݎݏ݋݊ǡ ܨ݈݁݉ܽ݁ǡǤ Ǥ Ǥ ሻǢ
ݒܽݎ݉ ൌ ܲܽݎݐݕǤ ܴ݁݃݅ݏݐ݁ݎሺǥǡܲ݁ݎݏ݋݊ǡ ܯ݈ܽ݁ǡǤ Ǥ Ǥ ሻǢ
ܫݏܶݎݑ݁ሺܴ݋݈݁Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥ ǡܯ݋ݐ݄݁ݎǡ ݂ǡ ǥ ሻǤ ܶݕ݌݁ ൌൌ ܯ݋ݐ݄݁ݎሻ  
ܫݏܨ݈ܽݏ݁ሺܴ݋݈݁Ǥ ܴ݁݃݅ݏݐ݁ݎሺǥ ǡܯ݋ݐ݄݁ݎǡ݉ǡǥ ሻǤ ܶݕ݌݁ ൌൌ ܯ݋ݐ݄݁ݎሻሻ  
ሽ  
In the example above, we first verify that Mother and Child are specified in the system and second we verify that 
it is possible for female persons to be in the role of mother and for male persons it is impossible. To combine 
separate test scenarios and requirements (Fig.1a) into a single "requirements as tests", is one of our current targets. 
Interoperability [6] is defined as the ability of two or more systems and/or organizations to work together i.e. 
inter-operate. In the context of information systems the interoperability means that the systems or components of 
these systems must be able to exchange information and use the information exchanged. The information should be 
exchanged safely according to the authentication and authorization rules. In this paper we are only concerned with 
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semantic interoperability (systems understand the context of the data in the same way). It is our belief that with AAP 
we can improve the interoperability of distributed systems. 
In Section 3 we described how we are trying to configure, using scripts, all the required reports, searches, and 
user interfaces required by Sentry users. Similarly we are trying to configure, with scripts, all the translations to 
formats (and vice versa) that the communication protocols are using. Therefore we are not moving towards using 
either HL7 [14] or openEHR [15], but we are moving towards supporting both of them just by configuration as 
required. We faced similar problems in 1999-2004 when implementing (for Sysmex-Europe GmbH) the software for 
transferring data between clinical instruments and computer systems. Although the instrument providers were 
claiming the use of standard ASTM protocols [16, 17], the reality was quite different and to support interoperability 
with LIMS we first had to translate the protocol the instrument was using (the providers native or ASTM 
interpretation) to our OSI (open systems interconnection) archetypal protocol (actually our interpretation) and then 
from this archetypal protocol we translated all the needed data to the protocol the laboratory system (LIMS) was 
using.    
5. Related Work 
Multi-level modelling technology may be efficient for reducing the complexity of the AAP model. For example, 
tools like ݉݁ݐܽܦ݁݌ݐ݄ [18] could allow us to eliminate multiple instances of the object/type pattern, such as the 
ܴ݋݈݁Ȁܴ݋݈݁ܶݕ݌݁ and ܴ݈݁ܽݐ݅݋݊ݏ݄݅݌Ȁܴ݈݁ܽݐ݅݋݊ݏ݄݅݌ܶݕ݌݁ on Figure 2. As the number of AAPs is not large, further 
analysis is needed to clarify whether such simplification of the AAP model justifies introducing an additional level 
of modeling complexity. Table 1 demonstrates that meta-modelling with archetypes and archetype patterns can be 
understood as a special case of multi-level modelling with four pre-defined modelling levels and all the models 
being both documentation and code artefacts (source code and unit tests, a common approach in software factories), 
thus it already includes a number of modelling levels. 
As presented in Section 4 in the context of related references [11, 12, 13], we use Test Driven Modelling (TDM) 
technology [9] for domain engineering and development. A significant difference between TDM and some other 
approaches to meta-modelling, such as test-driven meta-modelling [19] and example-based modelling [20], is usage 
in TDM of pre-defined domain models based on archetypes and archetype patterns, that greatly reduces the 
complexity of development and simplifies developer involvement. 
The Party and Party Relationship archetype patterns together with their Role, Role Type and Relationship Type 
components are among central constituents of TDM. This leads to similarities between TDM and role-based 
modelling [21]. From the viewpoint of dissimilarities, while role based modelling views a role as a set of related 
responsibilities that can be implemented as classes and interfaces, the TDM uses the Party archetype pattern with its 
Role, Role Type and Relationship Type components as one of the basic pre-defined AAP building blocks. 
6. Conclusion 
Software systems have to work correctly as expected (dependability); have to be able to communicate and 
understand each other’s data (interoperability); and have to be able to change in the evolutionary way similarly to 
how the organizations and their business processes are changing (evolutionary). Following the software engineering 
triptych, to write software we have to know the requirements; to know the requirements we have to know the 
domain; to know the domain we have to analyze and model one. We have presented archetypes and archetype 
pattern based (AAP) framework for domain models, requirements and software. The business archetype patterns 
(Product, Party, Order, Inventory, Quantity and Rule), composed of business archetypes (e.g. Person’s Name, 
Address, etc.) are the universal information models describing the knowledge about the universe of discourse of 
businesses. We explained how we utilize AAP in developing domain models, requirements and software to meet the 
interoperability, dependability and the second order evolutionary criteria. The last criterion means that it must be 
possible to change requirements and even domain models easily and safely at runtime without damaging the working 
systems and causing losses for businesses. The presented mechanism is similar to the MFC (model-view-controller). 
We have an abstract and universal AAP model which is fixed in code and in database layout and we have a 
mechanism (controller) to describe how input and output data must be mapped to this model when communicating 
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with the environment (view). The presented topics were illustrated by case studies from the real life Laboratory 
Information Management Systems software factory for Clinical and Biomedical Proteomics Group (Leeds Institute 
of Cancer and Pathology, Cancer Research UK Clinical Centre, University of Leeds). Issues related to this topic can 
also be read in our previous publications [22, 23]. 
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