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Introduction
Classifiers such as Classification Trees, Linear Discriminant Analysis, and knearest neighbor (knn) are very powerful tools for making predictions for test sets with unknown group assignments. With these tools come the ability to make estimates about what group a particular observation belongs to. For example, imagine a scenario where the height and weight of an individual has been measured and recorded, but not the gender. Suppose I want to predict the gender. Since adult males tend to weigh more and be taller than adult females, there should be some weight and height for which if they are more than, they'll be classified as a male and if they are less, they'll be classified as a female. If they are over either height or weight and under the other, I might classify them as either. Clearly some people will be classified incorrectly, but, hopefully, if the correct height and weight thresholds are selected, the amount of people classified incorrectly will be a minimum. Now the question becomes how to select the optimum threshold (or decision rule) for the x variables, height and weight.
The above mentioned classifiers are a few of the methods which attempt to do this. For the purposes of this paper it is not imperative to understand how each classifier works only that they work differently and where one falls short the other may excel. It should be noted that knn works with continuous variables. However, Classification
Trees, which will be referred to as a "tree" or "trees", are very useful when we have a lot of categorical variables, but can also be effective with continuous variables.
Classifiers are similar to regression in that they attempt to predict an unknown variable, however, regression predicts continuous variables and classifiers predict categorical variables.
Traditionally, by some analysis, the best classifier is chosen for a particular data set and a single classification rule is constructed from a training set (which the dependent group variables are known) to make predictions on a test set with unknown dependent group variables. As mentioned above, even when the best classifier is chosen and a classification rule is constructed, most likely the rule will not perfectly predict the dependent variable of the each observation in the test set. My research focused on a method of reducing the error rate associated with a single classifier. I primarily used the Classification Tree for my research, but some experimentation was done with knn.
Within the last ten years, the ensemble ideas have emerged as showing great promise for significantly reducing the error rate of a single classifier.
The primary object of my research is two fold. First, I set out to understand and document how the ensembles work and how well they work. Second, I needed to create functions in S-Plus for each of the methods which would not only enable me to evaluate how well they work, but also have on file for the use on new data sets. As a secondary objective I explored an alternative ensemble.
Motivation
In the spring of 20001 took a Multivariate Analysis course, in which I studied classifiers. At the same time, Professor Brian Steele, Mathematics Department, University of Montana, was doing analysis on Landsat Imagery Satellite data to predict land cover assignments of specific geographical "quadrants". His work focused on predicting the type of ground cover in a polygon from a satellite photo which measured variables such as altitude, slope, color bands present, etc. Knowing these variables, the objective was to predict the type of ground cover for each polygon He'd explored knn and LDA and was experimenting with new spatial classifiers. After discussing possibilities, we decided I should learn about ensembles and see if this type data could benefit from ensembles.
Research
My approach to the research was to first find literature on ensembles. After a thorough study of the idea behind ensembles I needed to develop S-Plus code.
Ensembles find their roots in machine learning and most of the literature focused on the two group case (often this is referred to as the two class case, and both will be used interchangeably). First, I coded all the ensemble methods in S-Plus for two class scenarios. In this scenario the assigned groups are labeled as ±1 . This is not only easier to understand but is also easier to code. With the two class code finished, I was able to test some data sets to see if the code was written correctly. Next, I coded the multi class case, which proved to be somewhat more burdensome. With this complete and tested, I was able to run some of the Landsat data sets through it to determine if they could benefit from ensembles. Later, I will discuss the results for all the ensemble methods and the applicable data sets.
Ensembles
To discuss how ensembles work I will give a word description and a mathematical description because one is not complete without the other.
Let me talk in general about ensembles. An ensemble creates multiple classification rules from multiple sub training sets randomly selected from the original training set. Once the classification rules are created, each is applied to a test set. An observation in the test set will have as many group assignments as there are sub training sets. The final group assignment for a particular observation is determined via a specific voting scheme, which depends on the ensemble. For example, imagine that we have a training set (by definition we know the group variable for each observation) which we will use to aid in the prediction of the unknown group assignments in a test set. For this example, we decide to apply a classification tree. From previous experience, or some prediction method, we have an idea of what the error rate will be for this type of data.
Nearly always, we can benefit from employing an ensemble method.
I will discuss, in detail, three ensembles that have drawn the attention of several well known statisticians such as Robert Tibshirani, Robert Haste, and Leo Breiman.
They are known as Bagging, Arc Boosting, and Ada Boosting. These three methods seem to have become the foundations of other ensembles. Several statisticians have studied deviations of these methods to see if they can be improved upon and to also try and gain insight into why the ensembles are successful in reducing error rates. I will also discuss an off-shoot of ada-boosting which was proposed by Professor Brian Steele.
Discussing the theory behind why ensembles work is beyond the scope of this paper, however, I will touch briefly on which ensemble methods attempt to reduce what sort of error.
To begin talking about the specific ensembles, I must first define the terms and One known reason for why bagging is successful in reducing the error rate of a single classifier is that it reduces the variance of the classifier.
Arc Boosting
Arc Boosting differs only slightly from Bagging in its form, but in its theory the difference is more significant. The format of Arc Boosting (also referred to as Arcing) differs primarily in two ways. First, there is order associated with the sub training sets;
we introduce the idea of an iteration, where a new sub training set is randomly selected based on the results from previous iterations. Once the first sub training set is randomly selected and a classification rule is constructed, the rule is applied to the original (entire) training set. Applying the classification rule to the training set with known group assignments, y, gives "predicted" group assignments to each observation. Now, compare the predicted to the actual and record which observations were incorrectly predicted. This leads to the second way that Arcing differs from Bagging, the next iteration attempts to focus on the observations that were incorrectly classified in all previous iterations. The initial sub training set is randomly selected with replacement and equal probabilities of selection, i.e. bootstrapping. However, subsequent sub training sets are randomly selected from the original training set with unequal probabilities of selection. The observations that have been incorrectly classified by previous classification rules will have larger selection probabilities for the next sub training set than those that have been correctly classified. The algorithm for computing the selection probabilities for the zth sub training set is
First iteration
Pii = 1 /n , for z = l...n
Subsequent iterations:
Apply c z _i to the entire training set and document for all / which have incorrect group assignments. Let q\ = # of times the zth case has been incorrectly assigned by Ci.. .c z .i n p iz = (1 + qi 4 ) / (n +L qi 4 ) , for i = 1 ...n .
From this algorithm it can be seen that pj z , the probability of the zth observation being selected for the zth sub training set, is large if the previous classifiers have been strong (correctly assigns the majority of the observations) while the z'th observation has continued to be incorrectly assigned. However, pi z will be small in either of the following two situations. First, when the previous classifiers have been weak (misclassified a large portion of the training set observations) or when the zth observation has been correctly assigned for most of the previous iterations. Therefore, as the iterations continue, more focus is given to the hard to classify observations-to create a rule that is better suited to classify them correctly. The easy to classify observations could, in theory, still be classified correctly by a classification rule constructed from a sub training set consisting mostly of hard to classify observations. This is how Arcing differs fundamentally from Bagging, for it not only attempts to reduce the variance of the classifier, but it also attempts to reduce the bias by focusing on the observations which have been incorrectly assigned.
The final group assignment for an observation is determined by a simple majority vote, the same as in Bagging.
Ada Boosting
Ada Boosting is similar to Arcing in its format. It is different in that it calculates p iz differently and the voting scheme for an observation's final assignment is weighted by how well a classification rule predicted the training set at a given iteration. As with Arcing, Ada Boosting randomly selects a sub training set for each iteration, based on the performance of the previous classification rules. However, the algorithm to compute p iz is different. 
Results
It has been said that boosting is immune to over fitting. (Friedman 1999 and Schapire 1999) In fact, it isn't until the number of iterations, sub training sets, reaches the order of 10,000 that it appears as though the error rate will slightly increase, while dramatic results are see with as little as 20 to 30 iterations. In fact, the error rate for classification trees and most data sets plateaus by the 30 th iteration. (Opitz & Maclin 1999) In discussion of my results, I will first verify that some number between 20 and 30 does appear to be the "magic number". Next, I will look at the Landsat data sets, with 30 iterations (since over fitting is not a concern, I decided to err on the conservative side) and compare two different classifiers, knn (with Euclidean distances) and classification trees. No pruning was done on any of the trees, including the single tree constructed from the original training set for comparison purposes. The minimum node size was set at 10 and the minimum cut size was set at 5.
These numbers are somewhat arbitrary, but for comparison purposes, whether or not they are optimal should be insignificant. In fact, it has been shown that using stumps (only splitting the data once, for two group data sets) with a boosting ensemble will still produce superior results compared to a single classification tree provided that the stumps do at least slightly better than simply guessing. (Friedman 1999) For the nearest neighbor classifier, I let k = 10 because it is commonly used.
The results will be given in three steps. First, results for Bagging, Arc Boosting, and Ada Boosting with a tree will be given where they are applied to three different twoclass data sets. Each was done with several different iterations: 15, 30, 50, and 100.
These results will demonstrate the potential of the ensembles and also show that by the 30 th iteration the minimum error rate is nearly achieved. A brief description of all the data sets will be given. Second, I will demonstrate the potential benefits that can be gained by applying an ensemble, with a tree, to a Landsat data set. Finally, I will provide results for a data set that a classification tree does poorly on. All error rates are based on 4-fold cross validation. The original data set is divided into four randomly selected sets.
One at a time the four sets are treated as the test set and the remaining three sets are treated as the training set. Then the four error rates are averaged. 
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The ionosphere data set has 34 continuous predictor variables that have to do with some complex electromagnetic signal from 16 different radars. There are no missing values in the 351 observations. The group variable, y, is whether a radar signal was considered "good" or "bad". There are 225 "good" and 126 "bad" observations. The original tree, with parameters described above, has an error rate of 12.7% while all three of the ensemble methods reduce this error rate significantly after only 15 iterations.
Data Set: is a country's predominant religion. The original data set had 8 different groups (religions), but for the two class case "Catholic" and "Christian" were combined for 56 observations, while Hindu, Buddhist, and others were combined for 58 observations. The original tree, with parameters described above, has an error rate of 14.9% while Bagging produced the most significant error rate reduction after 30 iterations. The missing values were randomly assigned either "yes" or no" with equal probability. The group variable, y, is the representative's party affiliation, either republican (267) or democrat (168). The original tree, with parameters described above, has an error rate of .041%. All of the ensembles showed at least an equivalent error rate to the single tree while some decreased it slightly.
Landsat Data
The Landsat data sets are from satellite images that measure variables on a defined geographical quadrant. Some of the predictor variables are location coordinates, altitude, slope, and specific color bands for a polygon. The dependent variable, or group, is ground cover type. (64, 287, 45, 31, 42, 17, 346, 11, 37, 455, 501, 58, 11, 57, 66) Data Set 4029 (277, 657, 18, 207, 52, 108, 442, 143, 24, 38, 112, 25, 281, 144) Data Set 4128 (95, 73, 291, 42, 36, 54, 500, 116, 468, 149, 521, 418, 73, 39, 132) 16
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The single tree and single knn both have large error rates for all three data sets.
The single tree has a lower error rate than knn, and also benefits from all of the ensembles. The second classifier, knn, does not appear to benefit from the ensembles at all. Opitz and Maclin (99) suggest that unstable classifiers will benefit more from ensembles than will stable classifiers. A classifier is considered unstable if a small change in the training set produces a large change in the predictions. This may be one reason knn does not realize noticeable reduction in error rates with the ensembles while classification trees do.
Finally, I will demonstrate results on the "Sparrow" data set because single knn does better than a single tree and the single tree performs worse than simply guessing. Noting that the single knn barely does better than guessing and does much better than a single tree, I wanted to see if possibly an ensemble would reduce the error rate of the single knn. This is clearly not the case. In fact, the best ensemble only does as good as the single knn. It is curious to note that while the single tree performs very poorly, Ada and Arc Boosting both make it even worse while Left Out Boosting and Bagging both decrease the error rate.
Conclusion
Ensembles are relatively new and they are still developing. The three main ensemble methods I focused on were Bagging, Arc Boosting, and Ada Boosting. Some exploration was done with an idea called Left Out Boosting. All four methods seem to always reduce the error rate of a single classification tree, as long as the tree performed better than simply guessing. The amount of reduction is related to the data set. Left Out
Boosting with a tree did not seem to be as strong as Ada Boosting, at least for 30
iterations, but it did reduce error rate for all the data sets and on the sparrow data set was the only boosting ensemble which reduced the error rate. While classification trees benefit significantly from an ensemble, it does not appear as though knn does. In fact, for all the data sets I experimented with, ensembles run with knn appeared to be at best only as good as the single knn. It has been shown specifically that the Landsat data sets (satellite imagery to predict land cover) definitely benefit from the slight additional effort of using an ensemble with a classification tree, versus a single tree or knn. In two of the three sampled Landsat data sets, Arc Boosting a tree produced the lowest predicted error rate. As Opitz (99) 
Follow-on Work
Ensembles are still developing and countless papers have been written discussing their theory, alternative ensembles (logit boost, gentle ada boost, etc) (Tibshirani), regression ensembles, and the list continues. Some new ideas came up while I was working on this project. What if two classifiers were combined at each iteration? What if z iterations were run with one classifier and then z iterations run with a different classifier? These two ideas are different because the first would compute classification rules for both classifiers from the same sub training set and then combine the predictions via some function such as a product of the two posterior probabilities. In the second idea, the classifier which runs on the first 30 iterations would have an impact on the sub training sets that are randomly selected for the second classifier and its associated 30 sub training sets. To gain a more complete understanding of how the ensembles work in general, they should be applied to some simulated data sets. Finally, another interesting project would be to test spatial classifier ensembles.
