We propose a new approach based on the DempsterShafer theory to increase identification performance of character faces in real films. We use a frame-based approach where faces are detected and identified independently in each frame without taking into account any temporal information. Statistical evidence about character faces is accumulated within the shot. Tests on documentary films show promising results both in terms of high detection and low false alarm rates.
INTRODUCTION
Character face identification in real videos like documentaries is a difficult task because of the high variability and complexity in visual content. Uncertainty and imprecision in statistical modeling arise naturally due to, for instance, missing learning data (i.e. unknown character faces) or variability in lighting condition, pose, etc. Such uncontrolled environment strongly limits the performance of the Bayesian approach which requires modeling and knowledge of the objects p.d.f.. Because of the content complexity, this knowledge is rarely reachable. Furthermore, total ignorance on the presence of an actor cannot be modeled within the Bayesian framework.
Dempster-Shafer theory enables us to manipulate both uncertainty and imprecision and has been successfully applied in data fusion problems (see [1] and references therein). We use it here to deal with the decision problem one gets once statistical evidence about faces have been gathered from a shot. Those evidences are cumulated from a frame-based approach where faces are detected and identified independently in each frame. We compare the identification results obtained using the Bayesian and Dempster-Shafer theory and evaluate them on a shot ranking application.
The paper is organized as follows. Section 2 briefly describes the underlying face detection and recognition algorithms that feed our Dempster-Shafer decision module. Section 3 reviews few concepts of the Dempster-Shafer theory. Section 4 presents the decision framework we use in this application. Tests and results are presented in Section 5.
FACE DETECTION AND RECOGNITION
We assume a video composed of K shots noted Sk. Frames in a shot are noted 
Hn and Wn are the dimensions of the face bounding box. This likelihood depends on the number of hits given by the classifiers. In practice we use Nmin = 3 so that false alarms have a low probability values.
Face recognition of a face candidate Vn is done with the HMM encoding procedure proposed by Nefian and Hayes [3] . In our application, the HMM classifier takes a decision among a set of hypotheses } ,..., , { ,
where L is the number of persons and fa a false alarm class trained with non-face pictures. This identification process leads to a probability ) , , | (
for each of the trained face l P .
DEMPSTER-SHAFER THEORY
A decision problem is composed of a set of mutually exclusive hypotheses called frame of discernment and noted Ω [4] . Information that contributes to the knowledge on the problem is captured by a mass function 
The interval Bel(A)-Pl(A), called belief interval, can be interpreted as a degree of ignorance or imprecision.
Combination rule
The Dempster rule combines mass functions from two distinct information sources according to
K indicates the degree of conflict between the sources.
Discounting
When prior knowledge on the source reliability is known, belief function can be discounted [4] . The function
represents the discounted belief function, where λ is the degree of reliability. We use discounting here in order to introduce prior face detection probabilities.
Statistical mass functions
Mass functions can be derived from a statistical experiments [4] . We can sort the different decisions in statistical decreasing order
is the most probable hypothesis. For a simple support belief structure (
. We use this belief structure to make a decision on the presence of an actor within a shot.
DECISION

Bayesian decision
Assuming decisions on the different frames are independent, we integrate over all the face candidates:
We integrate these probabilities over all the sampled frames within the shot:
From this result we can derive two new probability distributions according to rows and columns:
Belief theory with a simple consonant structure
According to Eq. (9), we have the following relation:
This mass function is discounted by the prior probability detection on n V . From Eq. (7) we obtain:
We consider each detected face candidate Vn as an independent source of information on the presence of a particular hypothesis. The different sources are combined using Dempster rule:
For simple support belief structure, Eq. (15) becomes [1] ( )
is the set of contributing face candidates that intersects along x. Similarly to Eq. (10) we integrate along the time axis:
EXPERIMENTS
Identification performance
We compare the Dempster-Shafer and Bayesian approaches on a complex shot containing two persons (noted P2 and P3 from left to right) side by side with a slow zoom and a fade-in/fade-out transition with a black and white picture (Fig. 1) . These two persons are part of a characters set containing three other individuals (L=5). 
From Eq. (18), we derive a spatial map of the person index l giving the maximum likelihood (Fig 2b and 3b) : Figure 2a shows the spatial probability distributions for the Bayesian case (Eq. (11)). No mode clearly emerge and the false alarm class dominates. On Fig. 2b , persons P1 and P5 (not present in the shot), have the maximum likelihood without any coherence in spatial domain. Using a simple support structure (Eq. (17)), we clearly observe two distinct probability modes for the two individuals P2 and P3 (Fig. 3a) . In addition, the maximum likelihood gives a more accurate spatial domain estimation (Fig. 3b) for these two persons.
Shot ranking
In order to rank shots according to the presence of actor faces, we use the following posterior probability assuming equiprobable shots:
This can be interpreted as a degree of relevance of a shot to the actor face. On 
CONCLUSION
We use Dempster-Shafer theory to increase character face identification performance in real films. Compared to the Bayesian model, belief theory leads to better decisions and increased robustness against false alarms. The fact that belief theory uses non-singleton hypothesis and therefore allows a certain degree of imprecision in the decision process, produces more stable and reliable decisions. The current method has been used to encode face recognition in a system based on the MPEG-7 standard [5] . The same method can be used with other detection and recognition algorithms. In addition, joint use of detection and tracking algorithms could further increase the identification performance [6] . Other belief structures and decision rules can also be used [4] . 
