Abstract. The approachability theorem of Blackwell (1956b) is extended to infinite dimensional spaces. Two players play a sequential game whose payoffs are random variables. A set C of random variables is said to be approachable by player 1 if he has a strategy that ensures that the difference between the average payoff and its closest point in C, almost surely converges to zero. Necessary conditions for a set to be approachable are presented.
Introduction
Blackwell (1956b) considered a two-player sequential game where the payoffs at each round are vectors in a finite dimensional space, rather than numbers.
A pre-specified set in the (vector) payoff space C is said to be approachable by player 1 if he has a strategy that ensures that the difference between the partial average payoff and its closest point in C, almost surely converges with time to zero. In contrast with the finite dimensional payoff space, as in Blackwell (1956b) , the payoff space considered here is infinite dimensional.
We present sufficient conditions that ensure almost surely approachability.
One may consider a vector-payoff game as finitely many games played simultaneously. In each round a player takes an action which applies to all games played. If there are no transferable payoffs from one game to another, the payoffs of the games are considered as one vector. The objective of player 1 then is to bring the average vector payoff into a set C. Blackwell treated the case where in each round all games are played. Here we also examine the case where not all games are played all the time. In each round, depending on the history, a different set of games is played. In terms of vector-payoffs, some coordinates may be inactive in some rounds. The relevant average is therefore the sum of past payoffs divided by the number of times a coordinate was previously active. Thus, the sum of payoffs is divided by a number that may vary with the coordinate. This fact imposes a difficulty in that it does not allow use of the multi-linearity of the inner product.
The approachability theorem has been applied extensively since its inception. Blackwell (1956a) himself noted that Hannan's (1957) no-regret theorem can be proven by using the approachability theorem. Aumann and Maschler (1995) used it to show that the uninformed player in a re-peated game with incomplete information can guarantee at least what is then proven to be the value. Recently the approachability theory gained a revival due to the influential work of Vohra (1997 and 1999) on calibration and its relation to correlated equilibrium. Hart and MasColell (2000) demonstrated an interactive learning process that converges to correlated equilibrium. In Hart and Mas-Colell (2001) they used the idea behind the geometric principle of approachability to introduce a large family of adaptive learning procedures. Rustichini (1999) proved a no-regret theorem for a case of imperfect monitoring. Spinat (2000) showed that any minimal approachable set is a B-set, that is, a set which satisfies the condition of Blackwell's theorem.
In his original paper Blackwell (1956b) also introduced the notion of weak approachability. Vieille (1992) used differential games with a fixed duration to study weak approachability in finite dimensional spaces. As for approachability in large spaces, Lehrer (2001a) used it to show that there exists a prediction scheme that passes a large set of checking rules a la David (1982) . Sandroni at al. (2000) extended this result to the case where the checking rules are prediction-based, that is, when an inspector can use rules that are based on current forecasting rather than on historical ones only. Lehrer (2001b) showed the existence of a regretfree strategy against infinitely many performance criteria. Lehrer (2001c) introduced an infinite game where in each round player 1 chooses a digit and player 2 a distribution over digits. Player 1 wins if the sequence of digits he chose during the game is normal with respect to the measure induced by the sequence of distributions player 2 chose through the game. Lehrer (2001c) proved by the approachability theorem in large spaces that player 1 has a pure winning strategy in this game. This strategy is in particular a procedure by which one can construct an extended normal number with respect to any distribution.
In this paper we separate the geometric aspects of approachability from the strategic aspects. The geometric principles behind approachability are introduced first (Section 3) and then applied to random-variable-payoff games (in Section 5). Section 6 is devoted to demonstrating the relation between the law of large numbers and the idea of approachability.
Approachability in an Infinite Dimensional Space
Consider a sequential game where at each stage player i chooses an action from a measurable set The set of all finite histories is
Let (Ω, µ, F) be a probability space and χ be a function from H to the set of random variables defined on (Ω, µ, F) that takes only values in {0, 1}.
Thus, for every h ∈ H, χ (h) is a random variable defined over (Ω, µ, F) that attains only two values, 0 or 1. When χ (h)(ω) = 1, we say that after the history h, ω is active and otherwise, that ω is inactive. The function χ is called the indicator. The payoff at time n after the history h n−1 ∈ H of length n − 1, is determined by the pair of actions chosen at that time,
, is a random variable defined on the probability space (Ω, µ, F). Moreover, this variable satisfies the condition that for almost every
)(ω) = 0. In other words, on an inactive ω the payoff is 0
) counts the number of times along h n−1 that points in Ω were active.
is the average payoff over the times 2 Here and throughout the entire paper 0 0 is referred to as 0 .
that ω was active.
Remark. The indicator determines whether a point ω is active or inactive in stage n based only on previous actions taken by both players. In fact the set up can be a bit more general than that. All the results are applied also to the case where the indicator depends not only on previous actions but also on the actual stage-action of player 1.
A strategy of player i is a function σ i from H to ∆(S i ), the set of distributions over S i . Any pair of strategies (σ 1 , σ 2 ) induces a distribution over H, λ (σ 1 ,σ 2 ) .
Definition 2
The set C is approachable by player 1 if there is a strategy σ 1 such that for every σ 2 the following holds:
Adapting Blackwell's technique (see also Mertens, Sorin and Zamir (1994) Chapter II Section 4) to the infinite dimensional case would guarantee approachability only in the norm (of the payoff space). The reader should not confuse the "almost surely" in the approachability statement of Blackwell and the approaching "in probability" of the average payoffs. Blackwell showed that the distance, with respect to the Euclidean norm, between the average payoff and the approached set converges along almost every playpath to zero. Thus, the "almost surely" statement refers to the space of 3 In case C is convex there is exactly one such point.
play-paths, while the convergence of the average payoffs is in the Euclidean norm. When the game payoffs are random variables defined on some probability space, convergence in the L 2 norm implies only convergence of the average payoff variables in probability and not almost surely. Proving convergence of the average payoffs almost surely requires a different technique than that used by Blackwell. 3 The Geometric Principle of Approachability 3.1 Converging to the origin
The following proposition resemble Theorem 4.2 in Kuipers and Niederreiter (1974) . For the sake of completeness I provide a proof which uses an idea from Kuipers and Niederreiter (1974) .
and
converges.
Then, f n converges µ-almost surely to zero.
Proof:
Since e f n 2 n converges, there is an unbounded sequence of increasing numbers {β n }, all greater than 1, such that
n also converges. Set M 1 = 1 and for every n > 1,
For every n let k n be an integer in the interval
Thus,
Due to the fact that {β n } increases to infinity and to (3.1),
This completes the proof.
3.2
The principle of approachability: A simple version
is a sequence of non-decreasing random variables that assume
, where f 1 = g 1 ; and
χ n , and therefore,
Continuing inductively we obtain,
Let B be the L 2 function that bounds g n (see (b) of the theorem). Observe that,
and (3.5) imply that
Define j(n) = min{m;χ m ≥ n}. j(n) is the first stage m, wherẽ χ m is equal to n. Due to (a), j(n) is µ-almost surely well defined for ev-
. Thus, the latter series converges.
It implies that the series
e fn 2 n also converges. Therefore, (c) of Proposition 1 is satisfied.
The definition of f n and the fact that the sequence g n is µ-a.s. bounded (since g n is an L 2 -bounded sequence) guarantee that (a) and (b) of Proposition 1 are also satisfied. Proposition 1 therefore implies that f n converges µ-a.s. to zero. Thus, f n converges to zero µ-almost surely, as desired.
A slight variation of Theorem 1 is the following corollary which will be useful later.
is a sequence of non-decreasing random variables that assume 
, and
then, f n converges µ-almost surely to zero.
Proof. Let β n = n 
Similarly to the proof of Proposition 1 we obtain f kn → n 0 µ-almost surely.
To complete the proof it remains to show that f k → k 0 µ-almost surely.
By (a),
converges. Therefore, by Fatou's lemma,
dµ converges, which implies that
converges µ-almost surely. Thus,
Since M n ≤ k n and k n+1 ≤ M n+2 , there is a constant c such that
The first term tends to c, while the rest is an average of k − k n numbers that, by (3.6), go to zero µ-almost surely. Therefore, the right-hand term of (3.7) tends to zero and thus, f k → 0 µ-almost surely and the proof is complete.
Theorem 2 ), and
Proof.
Due to (a) and (b),
We conclude that the conditions of Proposition 2 hold, and therefore, f n converges µ-almost surely to zero, as desired.
Corollary 2 Suppose that (a) g n is a sequence of random variables whose norm is uniformly bounded, and
If (b) holds, then
and therefore (b) of Theorem 2 holds. Since (a) of Theorem 2 is implied by (a), f n converges µ-almost surely to zero as desired.
The principle of approachability: Converging to a closed set
In this section we describe the approachability principle as applied to a closed set C in L 2 . Recall that Proj C (f ) is a closest point to f in C. Here also the discussion is confined to the case where χ n ≡ 1.
Theorem 3 Suppose that g n is a sequence of random variables. Denote
Fix a point c ∈ C. Note that for every random variable x, Proj C (x) =
Due to (3.8), (3.9) and (b),
In order to use Proposition 2, it remains to show that f n is an average of random variables that satisfy (a) of that proposition.
. Due to (3.10),
From Proposition 2 we now infer that f n converges µ-almost surely to zero and the proof is complete.
3.5 Convergence to a closed set: Unbounded random variables and χ n ≡ 1
a. whenever {r n } is bounded by an L 2 function so is the sequence {Proj C (r n )};
b. if for a sequence {r n } of L 2 functions there exists a function B such that
for every n, then there exists a function B such that
for every n.
Remarks.
a. Let f and g be two functions in L 2 and W ∈ F. Then, the sets C = {h ∈ , where g 1 = g 1 ; and
Then, g n − Proj C (g n ) converges to zero µ-almost surely.
To show that f n → 0 almost surely, we prove first that n f n−1 ,
∞. By (3.11) and due to (d), it is sufficient to show that the following three
By assumption the sequence g n is bounded by an L 2 function and therefore, the sequence g n } is also L 2 -bounded. Furthermore, by the assumption that C respects L 2 -boundedness,
The second series converges for a similar reason. As for the third series,
which converges by the Cauchy-Schwartz inequality. We therefore obtain that n f n−1 ,
Since n f n−1 ,
, we obtain that n f n−1 2 n dµ < ∞ and therefore n f n 2 n dµ < ∞. This proves (c) of Proposition 1. In order to use Proposition 1 it remains to show thatf n is an average of an a.s. bounded sequence.
f n is the average of h 1 , ..., h n . To show that {h n } is almost surely bounded let r n = g jn . We obtain, due to assumption (b) of the theorem, that
is an a.s. bounded sequence.
Proposition 1 now ensures thatf n → 0 a.s. and therefore f n → 0 a.s. and the proof is complete.
Games with Payoffs in Large Spaces
4.1 The case of χ ≡ 1
Recall that Y n (h n ) is the average payoff up to stage n when the history is h n . In this section we suppose that χ is constantly 1. Thus,
. If at stage n + 1 and after the history h n , player 1's action is i and player 2's action is j, then the stage payoff is (the random variable)
If the stage mixed action of player 1 is p and that of player 2 is q,
Theorem 5 Suppose that in a two-player game there is 0 < δ such that the 
Then, the set C is approachable by player 1.
Proof.
Let σ 1 be the following strategy. At stage 1 or if Y n (h n ) ∈ C play an arbitrary mixed action. Otherwise play the mixed action p ∈ ∆(S 1 ), such
Fix a strategy σ 2 of player 2 and denote by λ = λ (σ 1 ,σ 2 ) the probability induced by (σ 1 , σ 2 ) over H. Consider the probability space (H × Ω, λ × µ).
Let F n be the σ-field in H × Ω generated by histories of length n.
, where h n is the n-prefix of h. By assumption g n satisfies condition (a) of Theorem 3.
As for condition (b), by the construction of σ 1 ,
) for every n and
). Thus, condition (b) is also satisfied.
Theorem 3 ensures that Y n approaches C, as desired.
Remark. Note that if C = {0}, one can use the strategy σ 1 employed in the previous proof to show approachability to C by Theorem 2. The case of C = {0} is sufficient for the generation of extended normal numbers (see Lehrer (2001c) ).
Extending Approachability Further
In this section we deal with general χ . For any h
is the random variable which indicates how many times along the history h n a point ω ∈ Ω was active. Note that if χ is always 1, thenχ n+1 (h n ) = n + 1. Recall that if the pair of actions (i, j) is played at stage n + 1 after the
Theorem 6 Suppose that in a two-player game the payoffs are bounded by an L 2 function. Furthermore, suppose that there exists a sequence {ε n } satisfying n ε n < ∞ such that for any point f ∈ L 2 and after every history h n there exists a mixed action of player 1, p ∈ ∆(S 1 ), such that for any mixed action of player 2, q ∈ ∆(S 2 ),
Proof. As in the proof of Theorem 5 define σ 1 , the strategy of player 1, as follows. At stage 1 or if Y n (h n ) ∈ C, play an arbitrary mixed action.
Otherwise, play the mixed action p ∈ ∆(S 1 ), such that
Fix a strategy σ 2 of player 2 and denote λ = λ (σ 1 ,σ 2 ) . Consider the probability space (H × Ω, λ × µ). As in the previous proof, let F n be the σ-field in H ×Ω generated by histories of length n. We show that g n − Proj C (g n ) converges almost surely to zero. In order to use Theorem 4, we need to prove that condition (d) of this theorem is also satisfied. By the construction of σ 1 ,
and thus
which guarantees that condition (d) is also satisfied.
Theorem 4 ensures that g n − Proj C (g n ) converges λ × µ−almost surely to zero. Hence, C is approachable by player 1 as desired.
Approachability as an Extension of the Law of Large Numbers
A simple version of the strong law of large number states that if X 1 , X 2 , ... is a sequence of uncorrelated random variables with bounded variances, then the average
converges to 0. The approachability principles presented in Section 3 are extensions of the law of large numbers in that they deal with convergence to a closed set rather than to a point. 7 Final Remarks and Comments 7.1 Conjecture I conjecture that the results stated in the first theorems can be sharpened. In Theorem 2, for instance, it seems sufficient to require that the sequence {g n } satisfies n g n 2 n 2 < ∞ in order to have convergence of {f n } to zero. Also, the condition that the set C respects L 2 -boundedness seems to be too strong. It is conjectured that if C is convex, for instance, then the conditions of Theorem 4 are sufficient to ensure approachability.
Definition 5 Let C be a closed set and Y
1 , Y 2 , ... be a sequence in L 2 . Then, Y n+1 is C-negatively correlated with Y n = Y 1 +...+Y ñ χ n , whereχ n = χ 1 +...+ χ n , if χ n+1 Y n − Proj C (Y n ) χ n+1 , Y n+1 − Proj C (Y n ) ≤ 0. Let X 1 , X 2 , ...
About the speed of convergence
In the case of general χ the proof of Theorem 1 implies that if )? Forχ n = n this is known (this is a direct consequence of (3.8)).
A generalization of Theorem 1
In Proposition 1 it is assumed thatχ n −χ n−1 is either 0 or 1. It turns out that this proposition can be extended so as to allowχ n −χ n−1 to take any positive number, providing that these numbers are not too large compared toχ n . This is formally stated in what follows. 
