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Abstract
Motivated by the celebrated example of Y. Kannai of a linear partial differential operator which is hy-
poelliptic but not locally solvable, we consider a class of evolution operators with real-analytic coefficients
and study their local solvability both in L2 and in the weak sense. In order to do so we are led to propose a
generalization of the Nirenberg–Treves condition (ψ) which is suitable to our study.
© 2009 Published by Elsevier Inc.
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1. Introduction
In 1971 Y. Kannai [7] presented an example of a linear partial differential operator which is
hypoelliptic but not locally solvable. More precisely, in R2, where the coordinates are written as
(y, t), Kannai considered the operator
K = ∂
∂t
+ t ∂
2
∂y2
✩ This research project was partially supported by CNPq and Fapesp.
* Corresponding author.
E-mail addresses: colombin@dm.unipi.it (F. Colombini), cordaro@ime.usp.br (P.D. Cordaro),
pernazza@mail.dm.unipi.it (L. Pernazza).0022-1236/$ – see front matter © 2009 Published by Elsevier Inc.
doi:10.1016/j.jfa.2009.12.004
3470 F. Colombini et al. / Journal of Functional Analysis 258 (2010) 3469–3491and showed that K is hypoelliptic in any open set Ω ⊆ R2 and is not locally solvable near any
point of the form (y0,0).1 Since the transpose of a hypoelliptic operator is locally solvable (cf.
[10, Theorem 52.2]) it follows in particular that the operator
K = −t ∂
2
∂y2
−  ∂
∂t
,  = ±1,
is locally solvable, say, near the origin if and only if  = −1.
A natural extension of this statement was proved in [2]. In this work the authors considered
real operators in the form
B = −td
m∑
j,k=1
∂
∂yj
(
cjk(y, t)
∂
∂yk
)
−  ∂
∂t
−
m∑
j=1
hj (y, t)
∂
∂yj
+ g(y, t),  = ±1, ()
in which d ∈ N, the coefficients are smooth in an open neighborhood of the origin in Rm+1 and
the quadratic form ξ → ∑mj,k=1 cjk(y, t)ξj ξk is positive definite everywhere. The main result
in [2] states that when d is even then B is always locally solvable near the origin whereas when
d is odd then B is locally solvable near the origin if and only if  = −1. Furthermore, if either
d is even or if d is odd and  = −1 then the solvability of B occurs in the L2 sense.
Following the work of R. Beals and C. Fefferman [1] we can account for this result in an in-
variant formulation. For this we consider real, smooth operators defined in an open neighborhood
of the origin in Rn of the form
Q = −
n∑
j,k=1
∂
∂xj
(
ϕ(x)dajk(x)
∂
∂xk
)
−
n∑
j=1
bj (x)
∂
∂xj
+ c(x),
where d ∈N and the following conditions are imposed:
ϕ(0) = 0 and dϕ = 0 on ϕ−1(0); (i)
ξ → A(x)(ξ) .=
n∑
j,k=1
ajk(x)ξj ξk is nonnegative for every x ∈ Ω; (ii)
A(0) has rank n− 1; (iii)
A(x)(dϕ) = 0 for all x ∈ Ω; (iv)
ϑ
.=
(∑
k
bk∂ϕ/∂xk
)
(0) = 0. (v)
Notice that, thanks to (iv), the function ∑k bk∂ϕ/∂xk is invariantly defined on ϕ−1{0}. In partic-
ular, the sign of ϑ is invariantly defined even after multiplication of Q by a nonvanishing smooth
function.
1 In the new variable s = t2/2 we can write K = √2s(∂/∂s + ∂2/∂y2) and consequently K is indeed hypoelliptic and
locally solvable near any point (y0, t0) with t0 = 0.
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and (iv) imply that ajn = anj = 0 for all j = 1, . . . , n and that ξ →∑n−1j,k ajk(x)ξj ξk is positive
definite everywhere. Consequently, if we write yj = xj , j = 1, . . . ,m .= n− 1, t = xn we easily
conclude that a nonvanishing multiple of Q has the form (), where  equals the sign of ϑ . We
can then state:
Theorem 1.1. If d is even then Q is locally solvable near the origin. If d is odd then Q is locally
solvable near the origin if and only if ϑ < 0. Furthermore, if either d is even or if d is odd and
ϑ < 0 then the solvability of Q occurs in the L2 sense.2
Hence, for this class of operators, the local solvability is dictated by the natural generalization
of the so-called Nirenberg–Treves condition (ψ ) (cf. [8,2]), which in this case reads(
n∑
j=1
bj (x)
∂
∂xj
)
sgn
(
ϕd
)
 0 as a measure.
Here sgn(τ ) denotes the sign function, which is defined by sgn(τ ) = 1 if τ > 0, sgn(τ ) = −1 if
τ < 0 and sgn(0) = 0.
In the present work we shall deepen our analysis for linear partial differential operators in the
form
P = X∗fX − Y + g, (1)
where now X and Y are real-valued, smooth vector fields defined in an open, connected neigh-
borhood Ω of the origin in Rn, X∗ denotes the adjoint of X, f is a real-valued, real-analytic
function defined in Ω and g is a real-valued, smooth function also defined in Ω . We assume that
f does not vanish identically and also that
f (0) = 0, Y = 0 in Ω. (2)
For operators in the form (1) we have A(x)(ξ) = −σX(x, ξ)2, where σX denotes the symbol
of X, and then (ii) is always satisfied (recall that σX is purely imaginary). Noticing furthermore
that (iv) is equivalent to Xϕ = 0, (iii) is equivalent to n = 2 and X(0) = 0 and (v) is equivalent
to Yϕ(0) = 0, we conclude
Corollary 1.1. Suppose that n = 2 and assume that f = ϕd , for some d ∈ N, where ϕ satis-
fies (i). Suppose also that X(0) = 0, Yϕ(0) = 0 and Xϕ = 0. Then the same conclusion as in
Theorem 1.1 holds for P .
Our goal in the present work is to extend Corollary 1.1 under hypotheses much less restrictive
than (i), (iii), (iv) and (v). Although the characterization of the local solvability of P seems to us
a rather difficult problem in full generality, we have been able to prove fairly general results that
we believe bring a significant understanding to the question.
2 The weak solvability of Q when d = 1 and ϑ < 0 also follows from [1, Theorem 2] in conjunction with
[10, Theorem 52.2].
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any partial derivative of the function sgn(f ) is indeed a Radon measure (a result where the
assumption of real-analiticity of f plays a crucial role) and study the main properties of such
measures, in Section 3 we tackle the study of the L2-solvability for the operator P . We prove
that P is always L2-solvable near the origin when either f does not change sign or else when
Y sgn(f ) 0 as a measure (a property that will be called condition (ψ) in this work) and a weak
version of (v) is satisfied. Conversely, in Section 4, we assume that P is real-analytic and prove
the necessity of condition (ψ) for the weak solvability of P now under a suitable version of
condition (iv). We emphasize that the necessity and the sufficiency of condition (ψ ) are proved
under different geometrical assumptions. In Section 6 we analyze this gap by presenting the study
of a particular but illustrative example.
Section 5, in which we relax the assumptions on P , extends the contents of [2, Section 2.2].
We now assume that P is only smooth and prove, by the so-called method of concatenations [4],
the local solvability of P when Xf (0) = 0. Here condition (ψ ) is irrelevant and this result is
important to illustrate the connection between condition (ψ ) and property (iv) (needless to recall
that A(x)(df ) = −σX(x,df )2 = (Xf )2). A related example is discussed in Section 6.2.
Finally, the authors take the opportunity to express their gratitude to François Treves for his
interest in this work and his constant encouragement.
2. Geometrical preliminaries
Let f be a real-analytic real-valued function defined in an open neighborhood Ω of the origin
in Rn. Assume that f does not vanish identically and that f (0) = 0.
Proposition 2.1. Let L be a real vector field on Ω with C1 coefficients. Then the distribution
μ[L;f ] .= L{sgn(f )} is a real Radon measure. Moreover μ[L;f ] = 0 if f does not change sign
and fμ[L;f ] = 0, that is, the support of μ[L;f ] is contained in V , the zero set of f .
For the proof we recall the following result (cf. [9]):
Lemma 2.1. Let p : E → X be a real-analytic morphism between real-analytic spaces such that
all fibers p−1{x} have dimension equal to one. Let also F : E → R be a real-analytic function.
Then, given compact sets K2 ⊂ X, K1 ⊂ E there is N = N(K1,K2) such that, for all x ∈ K2,
the restriction of F to p−1{x} ∩K1 changes sign at most N times.
Proof of Proposition 2.1. We can assume L = ∂/∂x1. Write the coordinates as x = (x1, x′),
x′ = (x2, . . . , xn) and consider a neighborhood of the origin of the form U = I × B , where I
(resp. B) is an open interval (resp. ball) centered at the origin in R (resp. Rn−1).
Let also K1 (resp. K2) be a compact subset of I (resp. B) and set also K = K1 ×K2 ⊂ U . If
ϕ ∈ C∞c (K) then
μ
[
∂
∂x1
;f
]
(ϕ) = −
∫ {∫
sgn(f )
(
x1, x
′) ∂ϕ
∂x1
(
x1, x
′)dx1}dx′.
K2 K1
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[
∂
∂x1
;f
]
(ϕ)
∣∣∣∣ 2N |K2| sup
f−1{0}∩K
|ϕ|.
This inequality shows that μ[∂/∂x1;f ] is indeed a (real) Radon measure satisfying the stated
properties. 
We continue the discussion of the measure μ[L;f ]. By contracting Ω about the origin we
can assume that df does not vanish in the complement of V . Thanks to this property we can
consider the distributions δ(f − σ), where δ is the Dirac distribution and σ = 0 is real and close
to zero. We have
{
(Lf )δ(f − σ)}(ϕ) = ∫
f−1{σ }
Lf
|∇f |ϕ dH
n−1, ϕ ∈ C∞c (Ω), (3)
where Hn−1 denotes the (n− 1)-Hausdorff measure on f−1{σ } (cf. [6, Theorem 6.1.5]). Apply-
ing a result in [5, Section 1] we obtain, for K ⊂ Ω compact,
∣∣{(Lf )δ(f − σ)}(ϕ)∣∣ C sup |ϕ|, ϕ ∈ C∞c (K), (4)
where C > 0 depends on K but not on σ . This shows that the family {(Lf )δ(f − σ)}, σ = 0
small, is bounded in D′0(Ω), the space of distributions of order 0 defined in Ω . Furthermore,
since sgn(f − σ) → sgn(f ) pointwise in Ω \ V as σ → 0, by the dominated convergence theo-
rem, we obtain sgn(f − σ) → sgn(f ) in D′(Ω) and hence (4) and the argument in the proof of
[6, Theorem 2.1.9] show that
μ
.= μ[L;f ] = lim
σ→0 2(Lf )δ(f − σ) in D
′0(Ω). (5)
We further consider the positive measures
μ+ = lim
σ→0 2(Lf )
+δ(f − σ), μ− = lim
σ→0 2(Lf )
−δ(f − σ), |μ| = lim
σ→0 2|Lf |δ(f − σ).
Notice that μ = μ+ − μ− and that |μ| = μ+ + μ− (in other words, (μ+,μ−) is the Hahn
decomposition of the signed measure μ).
We shall now prove the following result.
Proposition 2.2. Let F be a compact, subanalytic subset of V of dimension  n − 2. Then
|μ|(F ) = 0.
Proof. Denote by dF the distance function to F and by Fε the set of points x such that
dF (x)  ε. It is enough to show that |μ|(F ε) → 0 as ε → 0. Letting ψ(τ) be a real-valued,
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an abuse of notation)
|μ|(Fε) |μ|(ψ(dF /ε))= 2 lim
σ→0
∫
f−1{σ }
|Lf |
|∇f |ψ(dF /ε)dH
n−1.
Since clearly we have∣∣∣∣
∫
f−1{σ }
|Lf |
|∇f |ψ(dF /ε)dH
n−1
∣∣∣∣Hn−1(f−1{σ } ∩ F 2ε),
it suffices to show that
Hn−1(f−1{σ } ∩ F 2ε)= O(ε) (6)
uniformly in σ . For this we shall use an integral-geometric estimate [3, 3.2.27]. For each j =
1, . . . , n let pj denote the orthogonal projection
pj (x1, . . . , xn) = (x1, . . . , xˆj , . . . , xn)
and let also
aj =
∫
Rn−1
H0(f−1{σ } ∩ F 2ε ∩ p−1j {w})dw.
Then we have
(
n∑
j=1
a2j
)1/2
Hn−1(f−1{σ } ∩ F 2ε) n∑
j=1
aj . (7)
It then suffices to show that aj = O(ε) uniformly in σ , for all j = 1, . . . , n. For simplicity we
assume j = 1. Consider the map G : K → Rn, G = (f,p1), where K is a compact subanalytic
subset of Ω that contains all sets F 2ε , with ε > 0 small. Applying a result in [5, Section 1] we
obtain a bound
sup
{H0(G−1{x}): G−1(x) is finite}< ∞.
This means
M
.= sup{H0(f−1{σ } ∩K ∩ p−11 {w}): f−1{σ } ∩K ∩ p−11 {w} is finite}< ∞.
Applying (7) we obtain
a1 Hn−1
(
f−1{σ } ∩ F 2ε)
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(n− 1)-dimensional Lebesgue measure equal to zero.
But then H0(f−1{σ } ∩ F 2ε ∩ p−11 {w})M for w ∈ Bσ,ε and so
a1 MLn−1
(
p1
(
F 2ε
))
.
Finally we have p1(F 2ε) ⊂ {w: d(w,p1(F ))  2ε}. Since p1(F ) is a compact subana-
lytic subset of Rn−1 and since F has dimension  n − 2 it follows that dimp1(F )  n − 2
and consequently Ln−1({w: d(w,p1(F ))  2ε}) = O(ε) (cf. [3, 3.2.34] in conjunction with
[5, Section 3]). 
It follows from Proposition 2.2 that |μ| = 0 if dimV  n − 2. Moreover if we denote by
Rn−1(V ) the set of all points p ∈ V for which V is an (n− 1)-dimensional manifold in a neigh-
borhood of p, and if we set Sn−1(V ) = V \Rn−1(V ), then |μ|(Sn−1(V )) = 0.
Thus we assume dimV = n− 1 and compute the expression of μ± on Rn−1(V ).
We first remark that if we start with Ω sufficiently contracted around the origin, we can
decompose Rn−1(V ) as a finite, disjoint union of connected, real-analytic (n − 1)-dimensional
manifolds Nι, each of them containing the origin in its closure (each one of these manifolds is
referred to as an (n − 1)-dimensional stratum of V ). For each ι we can take an open connected
set Uι containing Nι as a closed set, with Uι ∩ V = Nι, and a real-analytic function ρι defined
on Uι such that Nι is defined by ρι = 0 and dρι = 0 on Nι. On Uι we can write f = f •ι ρkιι ,
with kι ∈N and f •ι not identically zero in Nι. Notice that either f •ι  0 or f •ι  0 in Uι and that
f •ι = 0 on Uι \ Nι.
We have μ|Uι = 0 if kι is even.
On the other hand, if kι is odd we have sgn(f ) = γ (f,ρι) sgn(ρι), where γ (f,ρι) = 1 if
f •ι  0 and γ (f,ρι) = −1 if f •ι  0. We have
μ|Uι = 2γ (f,ρι)
Lρι
|∇ρι| dH
n−1
where now Hn−1 denotes the Hausdorff measure on Nι. We then obtain
μ+|Uι =
2(γ (f,ρι)Lρι)+
|∇ρι| dH
n−1, μ−|Uι =
2(γ (f,ρι)Lρι)−
|∇ρι| dH
n−1,
|μ||Uι =
2|Lρι|
|∇ρι| dH
n−1.
We shall now take a closer look at the closure (in Ω) of the set where f changes sign:
V0
.=
⋃
kι odd
Nι. (8)
Notice that V0 is a semianalytic subset of Ω which has dimension n − 1 when f changes
sign (otherwise V0 is empty) and that μ[L;f ] is supported in V0 for any C1 vector field L.
Furthermore, if x /∈ V0 then it is easily seen that f is either  0 or  0 in a neighborhood of x.
After a suitable redefinition of the function sgn(f ) on V \ V0 we obtain a new function sgn(f )
which is continuous on Ω \ V0 and satisfies
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(
sgn(f )
)−1{0} = V0. (9)
In particular sgn(f ) = sgn(f ) a.e.
In order to prepare for the final result of this section we need a simple lemma.
Lemma 2.2. Let U be an open and convex subset of Rn and let s : U → {−1,0,1} be such that
s−1{−1} and s−1{1} are open subsets of U . If D denotes the distance function to the closed set
Z = s−1{0} and if λ .= sD then sgn(λ) = s and
∣∣λ(x)− λ(y)∣∣ |x − y|, x, y ∈ U. (10)
Proof. That sgn(λ) = s is obvious. For the other statement we first point out that (10) is certainly
true if s(x) and s(y) have the same sign or else if either s(x) = 0 or s(y) = 0. Suppose then that
s(x) = 1 and s(y) = −1. We consider the segment [x, y] joining x to y. Since s−1{−1} and
s−1{1} are open subsets of U by connectness it follows that [x, y] ∩ Z is nonempty. Let p the
nearest point to x belonging to [x, y] ∩Z and let pj ∈ [x,p[, pj → p. Then s(pj ) = 1 for all j
and thus ∣∣λ(x)− λ(pj )∣∣= ∣∣D(x)−D(pj )∣∣ |x − pj | |x − p|.
Likewise let q be the nearest point to y belonging to [x, y] ∩ Z and let qj ∈ ]q, y], qj → q . By
the same argument ∣∣λ(qj )− λ(y)∣∣ |q − y|
and consequently∣∣λ(x)− λ(y)∣∣ |x − p| + |q − y| + ∣∣λ(pj )− λ(qj )∣∣ |x − y| + ∣∣λ(pj )− λ(qj )∣∣.
Letting j → ∞ and noticing that λ(pj ), λ(qj ) → 0 we obtain (10). 
We can now state
Proposition 2.3. Let L be a real, smooth vector field in Ω with no critical points and assume
that L is transversal to V0 in the following sense:
H1({x ∈ γ : D0(x) ε})= O(ε) (11)
uniformly for an arbitrary orbit γ of L (here D0 denotes the distance function to V0 and H1
denotes the one-dimensional Hausdorff measure on the orbits of L). Then there is a Lipschitz
continuous solution to the equation Lh = sgn(f ) in some neighborhood of the origin.
Proof. By Lemma 2.2 the function λ .= sgn(f )D0 satisfies (10). We fix a smooth function
ψ :R→R satisfying ψ(τ) = sgn(τ ) for |τ | 1 and set, for ε > 0, ψε(τ) = ψ(τ/ε). Then
ψε(λ) −→ sgn(f ),
as ε → 0+, in D′(U), by the dominated convergence theorem.
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in some open and convex neighborhood U of the origin, we can solve Lhε = ψε(λ), where {hε}
is a family of Lipschitz continuous functions defined on U satisfying, for some constant C > 0,
sup
U
|hε| + sup
U
|∇hε| C, ε > 0.
After a smooth change of variables we can assume that L = ∂/∂x1. We shall write x =
(x1, x′), x′ = (x2, . . . , xn) and work in an open neighborhood of the origin of the form U =
]−a, a[×B Ω , where a > 0 and B is an open ball centered at the origin in Rn−1. Our transver-
sality hypothesis reads
L1({x1 ∈ ]−a, a[: D0(x1, x′) ε})= O(ε) (12)
uniformly for x′ ∈ B . Here now L1 denotes the Lebesgue measure in R.
Thus if we form
hε(x) =
x1∫
−a
ψε
(
λ
(
σ,x′
))
dσ
we have
sup
U
|hε| 2a sup |ψ |, sup
U
∣∣∣∣∂hε∂x1
∣∣∣∣ sup |ψ |,
and, moreover, (10) and (12) give
∣∣∣∣∂hε∂xk (x)
∣∣∣∣ 1ε
a∫
−a
∣∣ψ ′∣∣(λ(σ,x′)/ε)dσ  C sup∣∣ψ ′∣∣
for almost all x ∈ U , all k = 2, . . . , n and some constant C. The proof is complete. 
Corollary 2.1. Under the same hypotheses as in Proposition 2.3, there is a sequence {hk} ⊂
C∞c (Rn) which converges uniformly in Rn and satisfies the following properties:
(1) {hk} is bounded in C1c (Rn);
(2) Lhk → sgn(f ) pointwise a.e. in some neighborhood W of the origin in Rn.
Proof. Let h be as in the conclusion of Proposition 2.3. After cutting off h near the origin we can
take a neighborhood W of the origin in Rn and a compactly supported and Lipschitz continuous
function h˜ in Rn such that h˜ = h in W . If {ρε}ε>0 denotes a family of compactly supported
smooth mollifiers and if we set hε
.= ρε  h˜ then {hε}ε>0 is bounded in C1c (Rn), hε → h˜ as
ε → 0+ uniformly in Rn and ∂hε/∂xj → ∂h˜/∂xj as ε → 0+ in Lp(Rn), for all 1  p < ∞
and all j = 1, . . . , n. Hence for a conveniently chosen sequence εk → 0+ the functions hk .= hεk
satisfy the required properties. 
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We recall that we are dealing with a linear partial differential operator in the form
P = X∗fX − Y + g,
where X and Y are real-valued, smooth vector fields defined in an open, connected neighbor-
hood Ω of the origin in Rn, f is a real-valued, real-analytic function defined in Ω and g is a
real-valued, smooth function also defined in Ω . We assume that f does not vanish identically
and also that
f (0) = 0, Y = 0 in Ω.
The operator P is said to be locally solvable near the origin if there is an open neighborhood
U ⊂ Ω of the origin for which PD′(U) ⊃ C∞c (U). A stronger concept is that of L2-solvability:
P is said to be L2-solvable in the open set U ⊂ Ω if PL2(U) ⊃ L2(U). In the sequel we shall
make use of the following well-known statement: P is L2-solvable in U if and only if there is a
constant C > 0 such that
‖u‖ C∥∥P ∗u∥∥, u ∈ C∞c (U),
where the norm is the L2-norm and P ∗ denotes the (formal) L2-adjoint of P .
We now start the study of the solvability of P , by first stating a fundamental identity.
Proposition 3.1. The following identity holds, for all u ∈ C∞c (Ω) and all w ∈ C∞(Ω):
(P ∗u,wu)= (wfXu,Xu)+ 1
2
∫ (
Pw + (g + div(Y ))w)|u|2. (13)
Here (·,·) denotes the inner product in L2.
Before the proof we first point out that for any real, smooth vector field Z and any real-valued,
smooth function ψ we have
2(Zu,ψu) =
∫ (
Z∗ψ
)|u|2. (14)
Proof of Proposition 3.1. It suffices to compute
(P ∗u,wu)= (wfXu,Xu)+ (Xu, (fXw)u)+ (Yu,wu)+ ((g + div(Y ))u,wu)
and observe that (14) yields
(Yu,wu) = 1
2
∫ (
Y ∗w
)|u|2, (Xu, (fXw)u)= 1
2
∫ (
X∗(fXw)
)|u|2.
From this (13) follows immediately. 
F. Colombini et al. / Journal of Functional Analysis 258 (2010) 3469–3491 3479Remark 3.1. By taking limits it is clear that (13) remains true for w ∈ D′(Ω), where now the
integrals must be interpretated as duality brackets between C∞c (Ω) and D′(Ω).
Let now φ be a smooth function on Ω , also real-valued. If Mφ denotes the operator “multipli-
cation” by exp{φ} then we have
Pφ
.= M−φPMφ = X∗fX − Yφ + gφ (15)
where
Yφ = Y + 2f (Xφ)X (16)
and
gφ = g − Yφ − (Xf )(Xφ)− f
[
div(X)Xφ +X2(φ)+ (Xφ)2]. (17)
All these formulas follow from direct computation.
We will now prove the main result of this section. For this, and following Nirenberg and
Treves [8], we introduce the following definition:
Definition 3.1. We shall say that P satisfies condition (ψ) if
μ[Y ;f ] 0 as a measure. (18)
Remark 3.2. It is easily seen that (ψ) is invariant under real-analytic changes of coordinates. On
the other hand, if h is a real-valued, real-analytic function defined in Ω and nowhere vanishing,
then
hP = X∗(hf )X − hY + f (Xh)X + hg.
Since
μ
[
hY − f (Xh)X;hf ]= |h|μ[Y ;f ] − sgn(h)f (Xh)μ[X;f ] = |h|μ[Y ;f ],
it follows that (ψ) is also invariant after multiplication of P by a real-analytic factor that never
vanishes.
Theorem 3.1. Assume that P satisfies condition (ψ) and that Y is transversal to V0 in the sense
of Proposition 2.3. Then P is L2-solvable in some neighborhood of the origin.
Proof. We apply (13) with Pφ substituted for P and w = sgn(f ). Since
Pφ sgn(f ) = −μ[Y,f ] + gφ sgn(f )
(13) and condition (ψ ) imply
(P ∗φ u, sgn(f )u)
∫ (
gφ + 1 div(Yφ)
)
sgn(f )|u|2. (19)
2
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div(Yφ) = div(Y )+ 2fX(φ)div(X)+ 2f∇(Xφ) ·X + 2X(f )X(φ)
and then we obtain
gφ + 12 div(Yφ) = g +
1
2
div(Y )− Y(φ)+ f {∇(Xφ) ·X −X2(φ)− (Xφ)2}.
Now we take a smooth solution v to the equation Yv = g + (1/2)div(Y ) and set φk = v −hk ,
where {hk} is the sequence given by Corollary 2.1 when L is replaced by Y . We can of course
assume that v is also defined in V , the neighborhood of the origin described in the conclusion of
Corollary 2.1. We then apply (19) after replacing φ by φk . Since
gφk +
1
2
div(Yφk ) = Yhk + f
{∇(Xφk) ·X −X2(φk)− (Xφk)2}
we derive, for u ∈ C∞c (V ),
(P ∗φku, sgn(f )u)
∫
(Yhk) sgn(f )|u|2 −
∫
|f |∣∣∇(Xφk) ·X −X2(φk)− (Xφk)2∣∣|u|2.
We then observe that the following property holds: given ε > 0 there is an open neighborhood
Vε ⊂ V of the origin such that∫
|f |{∇(Xφk) ·X −X2(φk)− (Xφk)2}|u|2 −ε‖u‖2, u ∈ C∞c (Vε), k ∈N.
Indeed, since f vanishes at the origin, thanks to Corollary 2.1(1) it suffices to show that
φ → ∇(Xφ) ·X −X2(φ)
is a first order operator. If we write X =∑aj ∂j we have
∇(Xφ) =
∑(
(∂jφ)∇(aj )+ aj∇(∂jφ)
)
which gives
∇(Xφ) ·X =
∑(
(∂jφ)∇(aj ) ·X + aj∇(∂jφ) ·X
)
=
∑
ajX(∂jφ)+ first order terms
= X
(∑
aj ∂jφ
)
+ first order terms
= X2(φ)+ first order terms,
hence our claim.
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(P ∗φku, sgn(f )u)
∫ [
(Yhk) sgn(f )− 1/2
]|u|2, u ∈ C∞c (W).
Since the Cauchy–Schwarz inequality and Corollary 2.1(1) give
(P ∗φku, sgn(f )u) C∥∥P ∗M−φku∥∥‖M−φku‖,
where C > 0 is independent of k, we get∫
e2φk
[
(Yhk) sgn(f )− 1/2
]|u|2  C‖P ∗u‖‖u‖, u ∈ C∞c (W).
Letting k → ∞, and taking advantage of the properties (1) and (2) in Corollary 2.1, we finally
obtain, with a new constant C > 0,
‖u‖ C∥∥P ∗u∥∥, u ∈ C∞c (W).
The proof of Theorem 3.1 is complete. 
Remark 3.3. It is not difficult to see that Theorem 3.1 remains true even if we replace g by a
properly supported pseudo-differential operator of order 0. The argument in the proof requires
only small modifications.
As a consequence we derive our first positive result.
Corollary 3.1. If f keeps constant sign in a neighborhood of the origin (in particular, if the germ
of V at the origin has dimension  n − 2) then P is L2-solvable in some neighborhood of the
origin.
Proof. Indeed, in such situation we have μ[Y ;f ] = 0 and V0 = ∅. 
As a further consequence we state a generalization of Corollary 1.1:
Corollary 3.2. Assume f = ϕd , where d is odd and ϕ is real-analytic. If Yϕ < 0 then P is
L2-solvable in some neighborhood of the origin.
Proof. Since dϕ(0) = 0 it follows that Y is transversal to V = V0. Moreover, since also sgn(f ) =
sgn(ϕ), we have
μ[Y ;f ] = μ[Y ;ϕ] = Yϕ|∇ϕ| dH
n−1,
where Hn−1 denotes the (n− 1)-dimensional Hausdorff measure on the regular set V . But then
condition (ψ) holds and the result follows. 
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If (ψ) is not satisfied in an open neighborhood U ⊂ Ω of the origin then there is ϕ ∈ Cc(U),
ϕ  0 such that
μ(ϕ) = μ[Y,f ](ϕ) > 0.
By Proposition 2.2 we have∫
V
ϕ dμ =
∫
Rn−1(V )
ϕ dμ =
∑
ι
∫
Nι
ϕ dμ> 0
and then there must exist an (n− 1)-dimensional stratum Nι such that∫
Nι
ϕ dμ = γ (f,ρι)
∫
Nι
ϕYρι
|∇ρι| dH
n−1 > 0.
If we now assume that condition (ψ) is not satisfied in any neighborhood of the origin then
the preceding argument allows us to assert the existence of an (n − 1)-dimensional stratum Nι
and of a sequence of nonnegative functions {ϕj } ⊂ Cc(U) such that suppϕj → {0} and
γ (f,ρι)
∫
Nι
ϕjYρι
|∇ρι| dH
n−1 > 0, ∀j.
We define Aι as being the open subset of Nι formed by all points p ∈ Nι such that Y(p) is
transversal to Nι and f changes sign at p from − to + along the orbit of Y through p. Of course
we have
Aι =
{
p ∈ Nι: γ (f,ρι)Yρι(p) > 0
}
.
We can then state
Lemma 4.1. If condition (ψ) is not satisfied in any neighborhood of the origin then there is an
(n− 1)-dimensional stratum Nι of V such that Aι contains the origin in its closure.
We are now in a position to prove a partial converse to Theorem 3.1.
Theorem 4.1. Assume that P is real-analytic and that condition (ψ) is not satisfied in any
neighborhood of the origin and let Nι be an (n − 1)-dimensional stratum of V such that Aι
contains the origin in its closure. If X|Nι is tangent to Nι and not identically zero then P is not
solvable near the origin.
Proof. Since {p ∈ Nι: X(p) = 0}, being the complement of a proper analytic subset of Nι, is
dense in Nι, any arbitrary open neighborhood U of the origin contains a point p0 ∈ Nι such that
γ (f,ρι)Yρι(p0) > 0, f •ι (p0) = 0, X(p0) = 0.
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such a way that we can write on B0:
B0 ∩ Nι = B0 ∩ V = {x1 = 0}, Y = ∂/∂x1, f = x2+11 f •, f • > 0. (20)
We then write
X =
∑
j1
aj (x)∂xj .
Since X is tangent to S, we must have a1(0, x′) = 0 for every x′ = (x2, . . . , xn) near the
origin; then we can write a1 = x1a˜1. Let us now take a real-analytic function v = exp(h), where
h solves Xh = −a˜1. This is possible since X does not vanish near p0. Then Xv + a˜1v = 0 and
the change of variables
y1 = x1v(x), yj = xj , j = 2, . . . , n
takes now ∂x1 into (v + x1vx1)∂y1 and ∂xj into ∂yj + x1vxj ∂y1 . The vector field X then becomes
X =
[
a1(v + x1vx1)+ x1
∑
j2
ajvxj
]
∂x1 +
∑
j2
aj ∂yj
= x1[a˜1v +Xv]∂y1 +
∑
j2
aj ∂yj
=
∑
j2
aj ∂yj
and thus
P =
(∑
j2
αj∂yj
)∗
f
(∑
j2
αj∂yj
)
− β∂y1 + γ.
Dividing by β , whose value at the origin is equal to one, we then have that
1
β
P = y2+11
(∑
j2
αj∂yj
)∗
f •
vβ
(∑
j2
αj∂yj
)
− ∂y1 +
∑
j2
bj ∂yj +
γ
β
,
which is not solvable near p0 thanks to [2, Theorem 3.1].3 It then follows that P is not solvable
in U , and this concludes the proof of Theorem 4.1. 
Again we derive a particular case in order to compare it with Corollary 1.1.
3 What is needed here is indeed a slightly more general version of this result. An analysis of the proof of Theorem 3.1
in [2] shows that, when  = 1, there is nonsolvability with the only assumption that there exists ξ ∈ Rn \ {0} such that
Q(0,0)(ξ, ξ) > 0.
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analytic. If X(0) = 0, X(ϕ) = O(ϕ) and Yϕ > 0 then P is not solvable near the origin.
Indeed, as in the proof of Corollary 3.2, the condition Y(ϕ) > 0 implies that (ψ) is not satisfied
on any neighborhood of the origin.
5. Solvability when (ψ) is not necessarily satisfied
In this section we prove Theorem 5.1 below. Since its proof only requires that P be smooth,
this result generalizes the contents in [2, Section 2.2].
Theorem 5.1. Assume that X,Y,f and g are smooth in Ω . If X(f )(0) = 0 then P is locally
solvable near the origin.
Proof. We can choose, thanks to our hypotheses, local coordinates (y, t), y = (y1, . . . , ym),
n = m+ 1, such that f (y, t) = t and X = ∂/∂t .
The key ingredient in the proof is the so-called “method of concatenations”. It is convenient
to write P in the form
P = Dt tDt + iB,
where B = B(y, t;Dy,Dt) is a differential operator of order 1 with real principal part.
We set Λ .= (1 + D2t )1/2. Making use of the elementary fact that for χ(Dt ), a pseudo-
differential operator in R with symbol χ(τ), we have
[
t, χ(Dt )
]= iχ ′(Dt ), (21)
then
Dt tDtΛ = ΛDt tDt + iD3t
(
1 +D2t
)−1/2
and thus, setting T = D2t (1 +D2t )−1, we can write PΛ = ΛP1, with
P1 = Dt tDt + iT Dt + iΛ−1BΛ.
Iterating the process we can write
PΛk = ΛkPk,
where
Pk = Dt tDt + ikT Dt + iΛ−kBΛk. (22)
Since the local solvability of P is equivalent to that of Pk it suffices to show that if k is
sufficiently large then Pk is L2-solvable in a small neighborhood U of the origin. We shall assume
that U = W × ]−δ, δ[, where W is an open neighborhood of the origin in Rm, and that the
coefficients of B are defined in an open set that contains the closure of U .
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(P ∗k u, tu)= (Dt tDtu, tu)− k(iT Dtu, tu)− (iΛkB∗Λ−ku, tu). (23)
Now, an elementary computation gives
2(Dt tDtu, tu) = 2‖tDtu‖2 − ‖u‖2 (24)
and we also have
2(−iT Dtu, tu) =
(
i
{
TDt(tu)− tT Dt (u)
}
, u
)= ∥∥ψ(Dt)u∥∥2, (25)
where ψ(Dt)2 = i[TDt , t]. By the remark above
ψ(τ) = τ (3 + τ
2)1/2
(1 + τ 2) .
Lemma 5.1. If δ > 0 is small enough then there is c > 0 such that
∥∥ψ(Dt)u∥∥2  c‖u‖2, u ∈ C∞c (U). (26)
Proof. We can write ψ(Dt) = Dtψ1(Dt ) = ψ1(Dt )Dt where, for every s, ψ1(Dt ) defines iso-
morphisms ψ1(Dt ) : Hs(R) → Hs+1(R). Denoting by | · |s the norm in Hs(R), it follows the
existence of c1 > 0 such that ∣∣ψ(Dt)v∣∣0  c1|Dtv|−1, v ∈ S(R).
On the other hand, the ellipticity of Dt on R implies that, if δ > 0 and c2 > 0 are small enough,
|Dtv|−1  c2|v|0, v ∈ C∞c
(] − δ, δ[).
Hence ∣∣ψ(Dt)v∣∣0  c1c2|v|0, v ∈ C∞c (] − δ, δ[).
Applying this inequality to v = u(y, ·), where u ∈ C∞c (U), and integrating in y ∈ Rm, im-
ply (26). 
From (23), (24), (25) and (26) we derive
2(P ∗k u, tu) (ck − 1)‖u‖2 − 2(iΛkB∗Λ−ku, tu). (27)
Let us now write
B =
m∑
aj (y, t)Dyj + a0(y, t)Dt + g(y, t),
j=1
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assume that aj and b are defined in the whole Rn and have compact support.
In order to study the last term in the right-hand side of (27) we first notice that
(iΛkDyj ajΛ−ku, tu)= (iDyj Sk,j u,u),
where Sk,j = Λk(taj +M)Λ−k and M is any real constant4. Next select M > 0 such that taj +
M  1. With such a choice we can write
S
1/2
k,j = Λk(taj +M)1/2Λ−k
and consequently
(iΛkDyj ajΛ−ku, tu)= (iDyj S1/2k,j u, S1/2k,j u)+ (i[Dyj , S1/2k,j ]S1/2k,j u,u)
= (i[Dyj , S1/2k,j ]S1/2k,j u,u).
Notice that the operator Sk,j (y, t;Dt) is a pseudo-differential operator in t of order 0, depending
smoothly in y, and thus bounded in L2, and that the same is true for [Dyj , S1/2k,j ]S1/2k,j . Moreover,
the pseudo-differential calculus gives
[
Dyj , S
1/2
k,j
]
S
1/2
k,j = hj (y, t)+Rj,k(y, t;Dt),
where hj (y, t) is a smooth function and Rj,k(y, t;Dt) is a pseudo-differential operator in t of
order −1, depending smoothly in y. Hence there are constants C > 0 (which is independent of k
and j ) and Ck > 0 (which is independent of j ) such that∣∣(iΛkDyj ajΛ−ku, tu)∣∣ C‖u‖2 +Ck‖u‖0,−1‖u‖, (28)
where ‖ · ‖0,−1 denotes the norm in L2(Rm,H−1(R)).
Next we have
2(iΛkDta0Λ−ku, tu)= (i(tΛkDta0Λ−k −Λ−ka0DtΛkt)u,u).
By the pseudo-differential calculus, tΛkDta0Λ−k −Λ−ka0DtΛkt is a pseudo-differential oper-
ator in Dt of order zero which can be written as
itΛkDta0Λ
−k − iΛ−ka0DtΛkt =
{
t
∂a0
∂t
− a0
}
+ tRk,0(y, t;Dt)+Rk,−1(y, t;Dt),
where Rk,0(y, t;Dt) and Rk,−1(y, t;Dt) are pseudo-differential operators in Dt of order zero
and −1 respectively, depending on k. Hence increasing the constants C > 0 and Ck > 0 if nec-
essary we can write
∣∣(iΛkDta0Λ−ku, tu)∣∣ C‖u‖2 +Ck(δ‖u‖2 + ‖u‖0,−1‖u‖). (29)
4 Here we use the elementary fact that (iDy u,u) = 0 for every u ∈ S .j
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∣∣(iΛkgΛ−ku, tu)∣∣ Ckδ‖u‖2, (30)
where the constants Ck > 0 are again appropriately increased if necessary.
Putting together (28), (29) and (30) and giving ε > 0 arbitrary we obtain, with new constants
C > 0 and Ck > 0 and δ > 0 appropriately small,
2
∣∣(iΛkB∗Λ−ku, tu)∣∣ C‖u‖2 + εCk‖u‖2, u ∈ C∞c (U). (31)
Inserting (31) in (27) gives
2(P ∗k u, tu) (ck − 1 −C − εCk)‖u‖2. (32)
Choosing k such that ck − 1 −C  1 and then ε  1/(2Ck), (32) finally yields
4(P ∗k u, tu) ‖u‖2, u ∈ C∞c (U), (33)
for some δ > 0 chosen conveniently small. Hence, (33) together with the Cauchy–Schwarz in-
equality implies the L2 solvability of Pk .
The proof of Theorem 5.1 is now complete. 
6. Final remarks
1. As already mentioned in the Introduction the necessity and the sufficiency of condition (ψ ) are
proved under different hypotheses. Since filling this gap seems to be a quite difficult question,
we limit ourselves to a much more modest task. We assume that P has smooth coefficients and
work under the condition
X(0) = 0 and Yf > 0 on V (34)
(recall that V denotes the zero set of the function f ). We provide an answer to a very particular
case.
Theorem 6.1. Assume that n = 2 and that condition (34) holds. Then P is locally solvable at the
origin if and only if Xf (0) = 0.
We sketch the proof. Thanks to Theorem 5.1 it suffices to show that P is not locally solvable
near the origin when Xf (0) = 0. We start by selecting local coordinates (y, t) near the origin
such that Y = ∂/∂y. We then have
fy(0,0) = 0, Yf (0,0) > 0.
If we write
Y = b(y, t)∂y + c(y, t)∂t
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of Theorem 6.1 to the proof of nonsolvability for the operator
P = f (y, t)∂2y + ∂t + b(y, t)∂y + g(y, t),
where fy(0,0) = 0, ft (0,0) > 0. After a factorization we write P in the form
P = (t − γ (y))q(y, t)∂2y + ∂t + b(y, t)∂y + g(y, t), (35)
with
q(0,0) > 0, γ (0) = γ ′(0) = 0. (36)
Notice that the case γ ≡ 0 follows from Corollary 4.1 (and is also a direct consequence of
Theorem 3.1 in [2]). In the sequel we show that a slight modification of the arguments in
[2, Theorem 3.1], allows us to complete the proof of Theorem 6.1.
We first observe that
P ∗ = (t − γ (y))q(y, t)∂2y − ∂t + b•(y, t)∂y + g•(y, t)
for conveniently defined real-analytic functions b• and g•.
We then look for quasi-solutions of P ∗u = 0 of the form
uλ(y, t) = eiλΦ(y,t)K(y, t).
We have
e−iλΦ(y,t)P ∗uλ = −Kt − λΦtK + b•(Ky + iλΦyK)+ g•K
+ (t − γ (y))q(y, t)[Kyy − 2iλΦyKy + iλΦyyK − λ2Φ2yK] (37)
and consequently, after performing the change of variables
z = λ5/2y, s = λ3t,
we see from (37) that we must have
(
λ−3s − γ˜ (z))q˜(z, s)[λ5K˜zz − 2iλ6Φ˜zK˜z + iλ6Φ˜zzK˜ − λ7Φ˜2z K˜]
− λ3K˜s − λ4Φ˜sK˜ + b˜•
(
λ5/2K˜z + iλ7/2Φ˜zK˜
)+ g˜•K˜ = 0, (38)
where we used Φ˜, K˜ etc. to denote the functions in the new variables. Furthermore, as in
[2, p. 116], we shall take K˜ to be a formal series of the form
K˜(z, s) =
∑
kj (z, s)λ
−j/2.j0
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observing that (36) gives
γ˜ =
∞∑
j=2
γ (j)(0)λ−5j/2zj /j !
we see that the term in (38) with biggest power in λ is given by (−sq˜(0,0)Φ˜2z − iΦs)λ4. From
this we obtain the eikonal equation
−sq˜(0,0)Φ˜2z − iΦs = 0,
which we solve under the initial condition
Φ(z,0) = iz + z2.
It is worth mentioning that this Cauchy problem is exactly the same as that arising in [2, p. 116],
where it is proved that, near the origin, its solution has imaginary part of the form
Φ(z, s) = z2 + q(0,0)
2
s2 + O(∣∣(z, s)∣∣2).
From now on the argument can be completed, with only minor modifications, as in
[2, pp. 116–119], for the coefficients kj can recursively be found by solving the usual “trans-
port equations”. The details are left to the interested reader.
2. Finally we discuss a natural question that can be raised after Theorem 5.1. Assume that V is
a regular hypersurface. Does the transversality of X to V near the origin imply local solvability?
The answer is negative in general, as it can be seen by the following example. Consider the
operator in R2 in coordinates (y, t):
M,a = ∂∗t t3∂t − ∂t + a∂y,
where  = ±1 and a ∈ R. Since this operator is locally L2-solvable at the origin when  = −1
(cf. Theorem 3.1) we limit ourselves to the case  = 1. We have
Proposition 6.1. M1,a is locally solvable near the origin if and only if a = 0.
Proof. We first observe that
M1,0 = −∂t
(
t3∂t + 1
)︸ ︷︷ ︸
.=L
and that, by (14),
2(L∗u,u)= 2‖u‖2 + 2(t3u,ut)= 2‖u‖2 − 3∫ t2|u|2  ‖u‖2, u ∈ C∞c (U)
if the diameter of U in the t-direction is 
√
3/3. Hence M1,0 is solvable near the origin.
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we can reduce to the case when a = 1. We proceed as in the proof of Theorem 6.1, that is, we
start by finding formal solutions to the equation M∗1,1uλ = 0 of the form
uλ(y, t) = eiλφ(y,t)K(y, t).
A simple computation then gives
e−iλφM∗uλ = −t3
{
Ktt + 2iλφtKt − (λφt )2K + iλφttK
}
+ (1 − 3t2){iλφtK +Kt } − iλφyK −Ky = 0.
We now make the change of variables s = λ1/2t , z = λ1/2y. In the new variables we must then
have
(
iφ˜s − iφ˜z + s3φ˜2s
)
K˜λ3/2 + (K˜s − K˜z − 3is2φ˜sK˜ − is3φ˜ssK˜ − 2is3φ˜sK˜s)λ1/2
− (s3K˜ss + 3s2K˜s)λ−1/2 = 0,
where again φ˜, K˜ denote the functions in the new variables. If we choose a real-analytic func-
tion φ˜
φ˜s − φ˜z − is3φ˜2s = 0 (39)
and take K˜ of the form
K˜(z, s) =
∑
j0
kj (z, s)λ
−j/2
it is easily seen that a formal solution to M∗1,1uλ = 0 can be found by solving recursively the
equations
Lkj = 0, j = 0,1, (40)
Lkj = s3∂2s kj−2 + 3s2∂skj−2, j  2, (41)
where we have written
L = (1 − 2is3φ˜s)∂s − ∂z − i(3s2φ˜s + s3φ˜ss).
Equations (40) are solved under the conditions kj (0, s) = 1 (j = 0,1) whereas equations (41)
under the conditions kj (0, s) = 0, j  2. As far as (39) is concerned we write φ˜(z, s) =∑
j0 φj (z)s
j and solve it under the condition
φ˜(z,0) = φ0(z) = z+ iz2.
After computing the first terms explicitly
φ1(z) = 1 + 2iz, φ2(z) = i, φ3(z) = 0, φ4(z) = i(1 + 2iz)2/4,
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φ˜(z, s) = (z + s)2 + s4/4 − z2s4 + O(s5),
which shows that φ˜ has a local strict minimum at the origin.
At this point we can refer again to [2, pp. 116–119], since the conclusion of the argument is
now completely standard. 
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