Abstract. We show that the Bernoulli part extraction method can be used to obtain approximate forms of the local limit theorem for sums of independent lattice valued random variables, with effective error term, that is with explicit parameters and universal constants. We also show that our estimates allow to recover Gnedenko and Gamkrelidze local limit theorems. We further establish by this method a local limit theorem with effective remainder for random walks in random scenery.
Introduction and Main Result.
The extraction method of the Bernoulli part of a (lattice valued) random variable was developed by McDonald in [13] , [14] , [4] for proving local limit theorems in presence of the central limit theorem. Twenty years before McDonald's work, Kolmogorov [11] initiated a similar approach in the study of Lévy's concentration function, and is the first having explored this direction. For details and clarifications, we refer to the recent paper by Aizenmann, Germinet, Klein and Warzel [1] , where this idea is also developed for general random variables and applications are given.
That method allows to transfer results which are available for systems of Bernoulli random variables to systems of arbitrary random variables. It is based on a probabilistic device, and is proved to be an efficient alternative to the characteristic functions method. Kolmogorov wrotes to this effect in his 1958's paper [11] p.29: "...Il semble cependant que nous restons toujours dans une période où la compétition de ces deux directions [characteristic functions or direct methods from the calculus of probability] conduit aux résultats les plus féconds ...". We believe that Kolmogorov's comment is still topical.
The main object of this article is to show that this approach can be used to obtain, in a rather simple way, approximate forms of the local limit theorem for sums of independent lattice valued random variables, with effective error term, that is with explicit parameters and universal constants. The approximate form we obtain expresses quite simply, and is thereby very handable. Further, it is precise enough to contain Gnedenko and Gamkrelidze local limit theorems (1.2). Before stating the main results and in view of comparing results, it is necessary to recall and discuss some classical facts and briefly describe the background of this problem. LetX = {X n , n ≥ 1} be a sequence of independent, square integrable random variables taking values in a common lattice L(v 0 , D) defined by the sequence v k = v 0 + Dk, k ∈ Z, where v 0 and D > 0 are real numbers. Let
Var(X j ).
Then S n takes values in the lattice L(v 0 n, D). The sequenceX satisfies a local limit theorem if
This is a fine limit theorem in Probability Theory, which also has deep connections with Number Theory, see for instance Freiman [6] and Postnikov [20] . These two aspects of a same problematic were much studied in the past decades by the Russian School of probability. It seems however that some of these results are nowadays forgotten.
Assume thatX is an i.i.d. sequence and let µ = E X 1 , σ 2 = Var(X 1 ). If for instance X 1 takes only even values, it is clear that (1.2) cannot be fulfilled with D = 1. In fact, (1. |N − nµ| ≤ σ 2n log D ε n , where ε n ↓ 0 depends on the Landau symbol o. It is worth observing that (1.2) cannot be deduced from a central limit theorem with rate, even under stronger moment assumption. Suppose for instance D = 1, X is centered and E |X| 3 < ∞. From Berry-Esseen's estimate only follows that
However the comparison term has already the right order for all integers k such that k + 1 ≤ σ √ n since,
Hence (1.2) cannot follow from it. Gnedenko' theorem is optimal: Matskyavichyus [15] showed that for any nonnegative function ϕ(n) → 0 as n → ∞, there is an i.i.d. sequenceX, (E X 1 = 0, E X 2 1 < ∞ and the form of the characteristic function of X 1 is explicited) such that for each n ≥ n 0 , √ n∆ n ≥ ϕ(n). Stronger integrability properties yield better remainder terms. 
holds, it is necessary and sufficient that the following conditions be satisfied:
(ii) ( [19] Theorem 6 p.197) If E |X| 3 < ∞, then (1.4) holds with α = 1/2.
The local limit theorem in the independent case is often studied by using various structural characteristics, which are interrelated. There exists a consequent literature (unfortunately no survey) and we only report a very few of them. The "smoothness" characteristic
thoroughly investigated by Gamkrelidze is connected to the characteristic function ϕ X (t) = E e itX through the relation
This is used in Gamkrelidze [8] , to prove the following well-known result: If a sequenceX of independent integer valued random variables verifies: (i) there exists an n 0 such that sup
(ii) the central limit theorem is applicable, (iii) Var(S n ) = O(n), then the local limit theorem is applicable in the strong form (i.e. remains true when changing or discarding a finite number of terms of X).
Later Davis and McDonald [4] proved a variant of of Gamkrelidze's result using the Bernoulli part extraction method. Let X be a random variable such that P{X ∈ L(v 0 , D)} = 1, and let
where a ∧ b = min(a, b). Note (section 2.2) that necessarily ϑ X < 1; moreover δ X = 2 − 2ϑ X (Mukhin [17] , p.700). This simple characteristic is used in that method and it is required that ϑ X > 0. More precisely
, Theorem 1.1) Let {X j , j ≥ 1} be independent, integer valued random variables with partial sums S n = X 1 + . . . + X n and let f j (k) = P{X j = k}. Let also for each j and n,
Suppose that there are numbers b n > 0, a n such that lim n→∞ b n = ∞, lim sup n→∞ b 2 n /Q n < ∞, and
Remark 1.3. -It may happen that q(f j ) ≡ 0 and so Q n ≡ 0. In the above (original) statement, it is thus implicitly assumed that Q n > 0, Q n ↑ ∞ and q(f j ) > 0, which is equivalent to f j (k) ∧ f j (k + 1) > 0 for some k ≥ 0.
-It was recently shown in Weber [23] that this method can also be used efficiently to prove the almost sure local limit theorem in the critical case, namely for sums of i.i.d. random variables with the minimal integrability assumption: square integrability.
As mentioned before, we are mainly interested in local limit theorems with explicit constants in the remainder term. There are generally speaking, much less related papers. Most of the local limit theorems with rate are usually stated with Landau symbols o, O. And so the implicit constants may depend on the sequence itself. Consider the characteristic
where α is the distance from α to the nearest integer and X * denotes a symmetrization of X. In Mukhin [17] and [18] , the two-sided inequality
is established. The following is the one-dimensional version of Theorem 5 in [17] , which is stated without proof. Theorem 1.4. Let X 1 , . . . , X n have zero mean and finite third moments. Let
The author further announced a manuscript devoted to the question of the estimates of the rate of convergence. We have been however unable to find any corresponding publication. For the iid case with third moment condition, we also record Lemma 3 in Doney [5] .
Before stating our main result, say a few words concerning the method we will use, which is quite elementary.
Recall that S n = X 1 + . . . + X n , where X j are independent random variables such that P{X j ∈ L(v 0 , D)} = 1, for the moment we do not assume any moment condition. We only suppose that (1.10) ϑ Xj > 0, j = 1, . . . , n.
Anticipating a bit Lemma 2.8, we can write S n D = W n + DM n where
The random variables (V j , ε j ), L j , j = 1, . . . , n are mutually independent and ε j , L j are independent Bernoulli random variables with P{L j = 0} = P{L j = 1} = 1/2. As moreover
L j , the following result will be relevant. 
Remark 1.6. In fact a little more is true, namely that we have o(1/n 3/2 ). And it is also possible to show the following estimate yielding a better error term in presence of a different comparison term: There exists an absolute constant C such that (1.12) sup
Let E L , P L (resp. E (V,ε) , P (V,ε) ) stand for the integration symbols and probability symbols relatively to the σ-algebra generated by the sequence {L j , j = 1, . . . , n} (resp. {(V j , ε j ), j = 1, . . . , n}).
Assume from now that the X j 's are square integrable. The estimation of
where ε 1 , . . . , ε n are independent random variables verifying P{ε j = 1} = 1 − P{ε j = 0} = ϑ j , 0 < ϑ j ≤ ϑ Xj , j = 1, . . . , n and Θ n = n j=1 ϑ j . As S ′ n = E L S n , suitable moment conditions permit to easily estimate H n by using Berry-Esseen estimates. And concentration inequalities (Lemma 4.1) provide sharp estimates of ρ n (h).
We are now ready to state our main result. Let C 1 = max(4, C 0 ). Theorem 1.7. For any 0 < h < 1, 0 < ϑ j ≤ ϑ Xj , and all κ ∈ L(v 0 n, D)
And
we have
And C 2 = 12(C 1 + 1).
This is for instance satisfied if
We deduce that if ψ(x) are non-decreasing on R + and assume now
.
Then Corollary 1.8 can strengthened as follows
And C 3 = max(C 2 , 2 3/2 C E ), C E being an absolute constant arising from Esseen's inequality.
Preliminaries.
2.1. Characteristics of a random variable. Let X be a random variable such that P X ∈ L(v 0 , D) = 1 and recall according to (1.8) that
Now assume that X has finite mean µ and finite variance σ 2 . The below inequality linking parameters σ, D, ϑ X , is implicit in our proof (see (3.6)),
We begin with giving a proof valid for general lattice valued random variables. At first by Tchebycheff's inequality, D
Hence inequality (2.2).
Remark 2.1. In Lemma 2 of Mukhin [17] , the following inequality is proved
where d is a real number, |d| ≤ 1/2 and α is the distance from α to the nearest integer. Notice that D(X, d) = 0 if and only if X is lattice with span 1/d. Let ϕ X (t) = E e itX .
2.2.
Bernoulli component of a random variable. Let X be a random variable such that P{X ∈ L(v 0 , D)} = 1. It is not necessary to suppose here that the span D is maximal. Put
We assume that
Notice that ϑ X < 1. Indeed, let k 0 be some integer such that
One can associate to ϑ and X a sequence {τ k , k ∈ Z} of non-negative reals such that
). Now define a pair of random variables (V, ε) as follows:
By assumption this is well-defined, and the margin laws verify
The whole approach is based on the lemma below, the proof of which is given for the sake of completeness.
Lemma 2.2. Let L be a Bernoulli random variable which is independent from (V, ε), and put
Now consider independent random variables X j , j = 1, . . . , n, each satisfying assumption (2.3) and let 0 < ϑ i ≤ ϑ Xi , i = 1, . . . , n. Iterated applications of Lemma 2.2 allow to associate to them a sequence of independent vectors (V j , ε j , L j ), j = 1, . . . , n such that
Further the sequences {(V j , ε j ), j = 1, . . . , n} and {L j , j = 1, . . . , n} are independent. For each j = 1, . . . , n, the law of (V j , ε j ) is defined according to (2.5) with ϑ = ϑ j . And {L j , j = 1, . . . , n} is a sequence of independent Bernoulli random variables. Set (2.8)
Lemma 2.3. We have the representation
3. Proof of Theorem 1.7
We denote again
which is justified by the previous representation. Fix 0 < h < 1 and let
And by inserting this into (3.3)
Step 2. (Second reduction) Some elementary algebra is necessary in order to put the exponential term in a more appropriate form. Recall that S n = W n + M n .
Further, by using independence,
Hence Lemma 3.1 is established.
We deduce
And (3.5) is more conveniently rewritten as
The second inequality is obvious, and the first follows from
Step 3. 
Proof. By the transfert formula,
The claimed estimate follows from
We apply Lemma 3.2 to estimate Z n (u). Here a =
. Since by (3.6),
where we have denoted
This along with Lemma 3.2 provides the following bound,
Besides, it follows from (2.2) that for h ≥ 0,
Step 4.(Conclusion) Consider the upper bound part. By reporting (3.11) into (3.9) and using (3.12), we get
And by combining with (3.7),
Similarly, by using (3.9),
By combining with (3.7), we obtain
This achieves the proof.
Proof of Corollary 1.8
In order to estimate ρ n (h) we use the following Lemma ( [12] , Theorem 2.3) Lemma 4.1. Let X 1 , . . . , X n be independent random variables, with 0 ≤ X k ≤ 1 for each k. Let S n = n k=1 X k and µ = E[S n ]. Then for any ǫ > 0,
By (a) and (b), and observing that e
Let h n = 7 log Θn 2Θn . By assumption log Θn Θn ≤ 1/14. Thus h n ≤ 1/2 and so
Consequently,
then by using the inequalities e u ≤ 1 + 3u and Xe
Hence,
Therefore, recalling that h n = 7 log Θn 2Θn ,
where we used the inequality
Proof of Corollary 1.10
By using the generalization of Esseen's inequality given in [19] , Theorem 5 p.112, we have
By assumption ψ(x) is convex and
By reporting into (5.1) we get
recalling that
The conclusion then follows directly from Corollary 1.8.
Gamkrelidze's Local limit theorem.
We indicate in this section how to recover Gamkrelidze's local limit theorem with an effective bound. To this extent we restate Lemma 1 of [4] for the particular case of S n = n k=1 X k , where X k are integer-valued and independent. We prove it in greater detail than in the original paper. Let (a n ) and (b n ) two sequences of real numbers, with b n > 0 for every n. We denote
dt .
First we remark that
where
2 dt.
Proposition 6.1. Suppose that
Then there exists a constant C depending on M only such that
As a consequence
The value of C is explicited in the course of the proof.
Proof. Put
and observe that
; and by Lagrange's Theorem
with ξ k ≤ θ k ≤ η k and sup z∈R ze 
Now we write
where we denote
Similarly we also have
Using induction we find
putting together we have found
We show that for every δ > 0, for every n and for every k,
thus proving (6.2) with C = 2 √ R. Assume the contrary, i.e. there exist δ > 0, an integer k 0 and a positive integer n 0 such that
To fix ideas, assume that b n0 · d k0,n0 ≥ δ . Consider the set of integers
we get
and by (6.6), for every
Hence, by (6.7) and (6.8),
a contradiction. This proves (6.2). In order to prove (6.3) we write (for a suitable ξ k ∈ (k − 1, k))
Now we estimate M in (6.1) by using (3.5) which we recall
and recalling that on A n we have (1 − h)Θ n ≤ B n ≤ (1 + h)Θ n we obtain
We conclude that
which is bounded if we assume that (6.10) lim sup
In particular, in the case b n = Var(S n ), assumption (6.10) is exactly assumption (iii) in Remark 1.9. For (6.10) to hold, it suffices to assume that
Remark 6.2. Assume that we have an effective bound for ρ n (as it happens with the Berry-Esseen theorems); in such a case from (6.3) we automatically get an effective bound for
Application to Random Walks in Random Scenery.
Let X = {X j , j ≥ 1} be a sequence of i.i.d. square integrable random variables taking values in a lattice L(v 0 , D). Suppose we are given another sequence U = {U j , j ≥ 1} of integer-valued random variables, independent from X. We form the sequence of composed sums S = {S n , n ≥ 1} where
This defines a random walk in a random scenery, this one being described by the sequence U . We establish an effective Local Limit Theorem for the sequence S. In a first step, we prove the analog of Theorem 1.7 for the sequence S. Next we find a reasonable condition (see (7.9)) under which Berry-Esseen's estimate is applicable. This is due to the surprising fact that under this condition, the intermediate conditioned sums in the Bernoulli part construction, are sums of i.i.d. random variables.
Preliminary calculations. By Lemma 2.3,
. . , n are mutually independent and ε j , L j are independent Bernoulli random variables with P{ε j = 1} = 1 − P{ε j = 0} = ϑ j and P{L j = 0} = P{L j = 1} = 1/2. We thus denote again
The Corollary below is thus straightforward. Put,
Corollary 7.1. For every n 1 we have the representation
Remark 7.2 (Local time). We also have that S n = ∞ j=1 X j ν n (j), where ν n (j) is the local time of the sequence (U j ), i.e.
And so
However, we will not use properties of local time as it is standard for proving strong laws or local limit theorem.
At this regard, our approach is new in the context of random scenery. We will still use the Bernoulli part extraction approach, in developing more the algebra inherent to that construction, which in the setting of random scenery reveals richer than expected.
In what follows, we note
Lemma 7.3. For every k, ε U k is a Bernoulli random variable such that
Moreover, for h = k we have
Proof. By independence of U and ε we have
And similarly, using also the independence of the variables {ε j , j ≥ 1},
The two following Lemmas generalize Lemma 3.1
Lemma 7.5. We have
By of U with (V, ε, L), and independence of L with (V, ε) we have
In a similar way we have also
Hence, continuing from (7.2), we obtain
Lastly,
where we set
Then, by inserting (7.5) and (7.6) into (7.4) we get
Now, inserting (7.3) and (7.7) in (7.1) we find
On the other hand
Now, in a similar way as we did for (7.7), we find that
and inserting into (7.8), we obtain
Remark 7.6. (i) Assume that the variables (U j ) verify
Then from Lemma 7.5 we get
The above assumption holds for instance in the following important case: let the U j be the partial sums of a sequence of random variables (Y i ) taking positive integer values
This is the case if Y i ≡ 1 for every i, so that U j = j for every j. Hence our present discussion is a generalization of the previous one.
(ii) Let the U j be the partial sums of a sequence of independent random variables (Y i ). Then, for h < k,
Notice that, if the random variables (Y i ) are i.i.d, then
where σ n = P{U n = 0}.
The Local Limit
Theorem with effective rate. In this section we keep all the notations of the preceding one; furthermore we set
where Φ is the distribution function of the standard gaussian law.
The following Theorem now generalizes Theorem 1.7 for the case of random scenery. Its proof is identical to that of Theorem 1.7 (just replace ϑ k with ϑ U k in each formula of Theorem 1.7), so we omit it.
Theorem 7.7. For any 0 < h < 1, 0 < ϑ j ϑ Xj and all κ ∈ L(v 0 n, D)
7.3. Covariance structure of the sequence
We observe that
and that the quantity H n appearing in the statement of Theorem 7.7 concerns precisely the sequence of partial sums S ′ n . The aim of the present section is to discuss suitable assumptions assuring the independence of the variables {Y k , k ≥ 1}, thus enabling us to give an estimation of "Berry-Esseen type" for H n .
Throughout this section we assume that the variables {U j , j ≥ 1} verify condition (7.9) appeared in Remark 7.6 (i), i.e. P U h = r, U k = r = 0, ∀ h = k and ∀ r ≥ 1.
Theorem 7.8. Let the {X n , n ≥ 1} be i.i.d. Assume moreover that, for every pair (h, k) with h = k, the random variables ϑ U h and ϑ U k are uncorrelated. Then the sequence {Y k , k ≥ 1} is i.i.d.
Remark 7.9. The assumption of the above theorem is valid if either (i) r → ϑ r is constant (for instance ϑ r = ϑ Xr = ϑ X for every r), (ii) U h and U k are independent (and trivially if U h = h, for every h).
Let φ : R → R be a measurable function and denote
The above theorem is a straightforward consequence of Proposition 7.10. Let the sequence {X n , n ≥ 1} be i.i.d. Then, for every pair φ, ψ of measurable functions R → R,
In particular, for every pair A and B of Borel subsets of R,
Proof. Since the X r are identically distributed, we shall drop the symbol r in the definition of f r ; moreover (see Section 1, before (2.4))
First, for every r,
Similarly,
Hence, observing that for r = s the random variables V r + D 2 ε r and V s + D 2 ε s are independent, we have
It is easy to see that
It follows that
As a consequence we get
A similar argument yields the above inequality for any interval in R (open, or half-closed, or unbounded).
Concluding Remarks and Open Problems.
We conclude with discussing two important questions concerning the approach used. The first concerns moderate deviations, and the second is related to weighted sums. 
where g is the density of some stable distribution G with exponent 0 < α ≤ 2, it is necessary and sufficient that
This provides a useful estimate of P{S n = N } for the values of N such that |N |/b n is bounded, as already mentioned when α = 2 (with b n = √ Σ n using notation (1.1)). When |N |/b n → ∞, it is known, at least when 0 < α < 1, that another estimate exists. More precisely,
uniformly in n such that |N |/b n → ∞. We refer to Doney [5] for large deviation local limit theorems. In the intermediate range of values where |N |/b n can be large but not too large with respect to n, it was known already three centuries ago that in the binomial case finer estimates are available for this range of values.
Lemma 8.2. (De Moivre-Laplace, 1730) Let 0 < p < 1, q = 1 − p. Let X be such that P{X = 1} = p = 1 − P{X = 0}. Let X 1 , X 2 , . . . be independent copies of X and let S n = X 1 + . . . + X n . Let 0 < γ < 1 and let β ≤ γ √ pq n 1/3 . Then for all k such that letting x = k−np √ npq , |x| ≤ βn 1/6 , we have
with |E| ≤ See Chow and Teicher [3] . Although the uniform estimate given in Lemma 1.5 is optimal (it is derived from a fine local limit theorem with asymptotic expansion), it is for a moderate deviation like x ∼ n 1/7 , considerably less precise than the old one of De Moivre (case p = q).
Problem I Under which moment assumptions, De Moivre-Laplace's estimate extends to sums of independent random variables? A partial answer can be given by means of the following result proved by Chen, Fang and Shao [2] . . Consider a sequence X i of integer-valued random variables and assume for simplicity that c 3 = 1. Let k be an integer. The above result gives The requirement on the random variables to take values in a common lattice is generally no longer satisfied when replacing X j by w j X j , where w j , j = 1, . . . , n are real numbers. This occurs if X j = w j β j , where β j is a Bernoulli random variable and w j are distinct integers having greatest common divisor d. In this case, P{X j ∈ L(0, w j )} = 1 for each j, but one cannot select a smaller common span (e.g. D = d) since condition (1.10) (see also (2.3)) would be no longer fulfilled. This example in turn covers important classes of independent random variables used as probabilistic models in arithmetic. See [6] , [7] , [20] . However, the representation given in And, conditionally to the σ-algebra generated by the sequence {(V j , ε j ), j = 1, . . . , n}, M n is a weighted Bernoulli random walk.
Problem II Show an approximate form of the local limit theorem for weighted i.i.d. sums.
