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Abstract 
 
This dissertation analyses the practicality of the use of vibration signatures as a method to monitor 
structural health of a glass pultrusion square hollow section member and to detect the existence, 
magnitude and location of damage. 12 nodes spaced evenly along the 1m long beam were the test 
locations where an accelerometer was placed and an impact hammer was used to cause the forced 
oscillation. The data was collected using an LMS data acquisition system coupled with the LMS Xpress 
testware.  
 
Two methods of identifying damage were applied. The empirical mode decomposition and the Hilbert-
Huang transformation. The empirical mode decomposition proved inadequate at signifying damage, 
however, the Hilbert-Huang transformation showed clear indication of damage introduction. Figures of 
all numerical analysis and results are included. Also pictures to aid in understanding of the experiments 
are also included. A copy of the entire Matlab code used in the numerical analysis of the oscillatory 
signal. 
 
Based on the results of the experiments and numerical analysis it is deemed that with further research 
it may be possible to build a industrially suitable dynamic testing method for a wide variety of complex 
materials that avoids the requirement of specialised technicians, abundant apparatus, lengthy time and 
costly processes. 
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Chapter 1| Introduction 
Monitoring structural health is of increasing interest and significance in the world of engineering as 
bigger and more complex projects go ahead in a time of great climactic uncertainty and with a vast and 
ageing established infrastructure. The need for cheap and accurate methods of monitoring and 
identifying structural damage is of increasing importance. Many of the current methods of damage 
detection are too slow, localised, costly and inaccurate to be practically applied to new complex 
materials and the pressure of the demand of the current infrastructure. Therefore the intention of the 
researcher is to assist in the promising expanse of the body of knowledge relating to the use of dynamic 
(vibrational) response in monitoring structural health. Specifically for monitoring the structural health 
of composite structures with and without damage. 
 
There has been considerable development in the techniques used for dynamic response analysis and 
these techniques show great promise as a solution to the engineering problems ahead. Dynamic methods 
have a number of advantages over conventional methods as they are typically non-destructive, non-
localised, and present the possibility of integrated real time application in the absence of an experienced 
technician. These methods also have the advantage of being capable of testing for a broad range of 
defects even below the surface of the material. These factors present the opportunity, given the 
necessary research, to develop cheaper and more effective means to monitor the safety of the structures 
we create. There are an increasing number of dynamic response analysis methods which will be briefly 
described in the literature review and compared to some traditional damage detection methods.  
 
Composite materials were selected as the subject as they are becoming increasingly common in modern 
engineering applications due to their economic and mechanical advantages. However as these materials 
have such a brief phase between operation and catastrophic failure, careful analysis with practical 
methods are of great importance for maintaining acceptable levels of safety. Despite the promising 
theory and results produced in lab conditions, these techniques show limited practicality in real world 
applications due to the introduction of noise and the added requirements of apparatus. 
 
The purpose of this project was to improve a novel dynamic structural health monitoring technique that 
could be applied at less cost, in real time, low cost of apparatus, and to exclude the requirement of 
skilled technicians while maintaining the ability to accurately describe structural damage severity and 
location. The primary focus was on investigating the feasibility of deflection signal processing using 
the Hilbert-Huang transformation (HHT) when compared to the effectiveness of other methods. 
 
 
1.1 Background 
Structural health testing is highly significant in engineering applications. As the complexity of 
structures and materials we used increases, so too does the need for more complex and effective 
monitoring methods. Parallel to these increases in complexity is an aging existing infrastructure 
(Doebling, Farrar et al. 1998) and high uncertainty with regards to changing climatic conditions. These 
factors indicate the urgent requirement for innovative and efficient methods for testing structural health. 
 
Non-dynamic testing methods can be highly localised, slow, and costly and can require specialist 
operators leading to the pressure for innovation in this area. During the last few decades there has been 
a growing interest in the use of vibration for structural health tests and there have been a number of 
developments. It works by applying vibration to the structure and monitoring the response using sensory 
apparatus. The sensory apparatus monitors some kind of physical behaviour containing some kind of 
modal response. This response can be processed to find the natural frequency, modal shape, damping 
ratio, or frequency response function to name a few. These results can then be compared to some kind 
of undamaged index derived from historical measurements or FEA projections. As mentioned earlier, 
these methods show promise in lab conditions and theory, however, it is suggested by Doebling. et al. 
(1998) that the reason for such slow development in establishing a clear dynamic response testing 
method capable of industry practice is because of the several confounding factors involved in the 
application of vibration based methods of damage identification. These factors will be discussed in 
more detail in the literature review. 
 
Due to availability accelerometers were used as the sensory apparatus which yielded acceleration data 
from various nodes spaced along the test subject. This was integrated using the Simpson’s method of 
integration to double integrate the data giving the deflection signal. An impact hammer was used for 
excitation and was chosen as the weight of a solenoid would introduce a high degree of error into the 
data. The deflection data could then be transformed using the HHT giving instantaneous frequency 
information used to produce a beam stiffness matrix (Huang and Shen 2005). By introducing 
progressive stages of damage these compiled matrices were compared using a finite difference 
algorithm (Maia, Silva et al. 2003). These experimental results could then be assessed for feasibility for 
damage detection. Undamaged experimental results were validated using FEA results acquired using 
Abaqus (Simulia 2015). 
 
The HHT is the combination of the Empirical Mode Decomposition (EMD) and the Hilbert Spectral 
Analysis. The Hilbert spectral analysis performs a Hilbert transform on a signal and computes the 
instantaneous frequency response. It was developed by David Hilbert in 1905 and is used to extend a 
signal from consisting of only real constituents to also containing complex constituents. The amplitude 
 
 
and frequency can then be derived from this expression allowing for an AM/FM time modulated signal 
representation. The EMD was developed by Norden E. Huang and published in his paper entailed ‘The 
empirical mode decomposition and the Hilbert spectrum for nonlinear and non-stationary time series 
analysis’ in 1998 (Huang, Shen et al. 1998). The EMD decomposes a signal into Intrinsic Mode 
Functions (IMFs). These IMFs are separate summative physical representations of the original signal 
and are complete and almost orthogonal to the original signal. These can be processed and reassembled 
by the Hilbert spectral analysis. This paper also discusses key aspects such as signal processing 
techniques and briefly touches on composite materials. 
 
The discussed methods were chosen after extensive review of the existing literature which is included 
in the paper which can be referred to for the convenience of the reader. 
1.2 Research Objectives 
It was hypothesised that the use of the chosen methods would empirically justify the use of such 
methods in dynamic testing procedures and display the practicality of industry application. There are a 
number of kinds of degradation experienced by materials and the structures they form which typically 
require unique and specific testing procedures. These forms of degradation can occur due to wear from 
use, seismic activity, erosive atmospheric conditions and varying intensities of weather interaction to 
name a few. These events cause the lifespan of the material or structure to deviate from the expected 
lifespan. With the added uncertainty of the application of new innovative materials, it is important to 
monitor their structural integrity to establish revisions of forecasted lifespans. This is relevant to the 
economic management and functional capacity of the structure, and also to ensure the safety of those 
whom of which use the structure. For these reasons, research relating to innovative methods of structural 
health monitoring have become an area of growing interest in both industrial and academic 
communities. Innovation has resulted from such interest, however, some of the most promising 
techniques derived from theory and performed in lab experiments, such as dynamic response 
techniques, does not prove as effective when applied to real world scenarios. 
 
The aim of this research task is to further develop some of the more innovative techniques used in the 
process of dynamic response testing in pursuit of damage severity and location. It is proposed that by 
first outlining the key areas in which these methods are encountering problems, followed by 
investigations into how such obstacles could be overcome. It is the intention of the researcher that by 
completing an extensive review and summary of the available literature on structural health monitoring, 
effective processes of applying innovative new techniques can be made to with respect to commercial 
applications.  
 
 
 
The intention of the researcher was to achieve some small contribution in the way of developing such 
an approach to dynamic testing. Because of the short duration of this research project, a final aim of 
this research tasks is to produce some useful suggestions for future research that can be conducted to 
achieve the primary objective of the practical and widely applicable use of dynamic response testing. 
 
The process undertaken to complete the research objectives is outlined in the following: 
 Extensive review of  existing literature conducted relating to methods of structural health 
testing, dynamic methods of structural health testing, composite material types, properties and 
behaviour, methods of integration, signal transformation methods, data acquisition systems and 
related apparatus, methods of damage indexing, and techniques for signal processing 
 Formulation of investigation and methods pertinent to achieving the initial research objectives 
both empirically and within the expected time limitations 
 Data acquisition of dynamic response of chosen composite structure when subjected to forced 
resonance 
 Numerically solve experimental data to draw comparison and establish the effectiveness of 
chosen methods 
 Evaluate and discuss the results and practicality of the chosen methods for identifying damage 
severity and location for industrial applications in a cheap, timely and accurate manner 
 Reflect and discuss the pertinent findings of the research including anomalies, successfully 
achieved objectives and suggestions for further research 
1.3 Project overview 
This research project took place over the course of a year during 2015, ending on the 29th of October, 
2015. During this time the following report was constructed. For the convenience of the reader, the 
researcher has included this section giving a brief outline of the report including relevant information, 
method of experimentation, results of experimental investigation, and conclusive remarks in reflection 
of the process. 
1.3.1 Chapter 1| Introduction 
Chapter 1 consists of a historical introduction to the testing structural health, a background of dynamic 
response analysis of structures, and the reasons why the research project is necessary. It also defines 
the objectives and scope of the project. The introduction includes a preliminary hypothesis in which the 
researcher discusses the expected outcomes of the research to be reflected upon in the results and 
discussion sections. The reference section and appendix was not included in this section however are 
referred to throughout the report. 
 
 
1.3.2 Chapter 2| Literature 
Chapter 2 consists of a review of all the research found pertinent to this project scope and its objectives. 
Other methods of structural health testing, dynamic methods of structural health testing, composite 
material properties and behaviour, sensor selection, methods of integration, signal processing methods, 
data acquisition systems, and other hardware and software selections relevant to this dissertation were 
extensively discussed and referenced. At the end of each topic, the viability of each topic is discussed 
with some preliminary remarks regarding what topic seems most applicable to the research objectives. 
The method chosen from such topic discussions is outlined clearly in Chapter 3. 
1.3.3 Chapter 3| Project Specifics 
The completion of this project involved the broad application of apparatus and methods of analysis. As 
such, it was deemed appropriate by the researcher to include a section dedicated to outlining the 
apparatus chosen and it’s relation to the system of experiments or analysis entailed. Chapter 3 includes 
a description of all the pertinent apparatus and software used in the project, including a description of 
the material that was used and the system of dynamic response testing applied. It also gives descriptions 
of the arithmetic used and how this arithmetic was logically translated into code usable by Matlab’s 
numerical analysis and processing.  
1.3.4 Chapter 4| Experimental process methodology  
Chapter 4 outlines the procedure taken in completing the experiments involved, the data acquisition 
systems used, and numerical methods chosen. It has a full detailed explanation of steps and precautions 
taken to ensure correct scientific methods and has reference to related pictures and diagrams found in 
the appendix. For the preliminary report the safety procedures, inductions and timeline for important 
tasks are also included in this section. It also includes the resource requirements for the project. An 
important inclusion to the methodology section is a project system flowchart. This flowchart gives a 
clear and accurate description of the stages involved in the project, the systematic approach taken to 
completing them by the researcher, and the way in which each part of the project was related to each 
other with regards to analysis. This system flowchart can be found with description in Section 4.1 of 
Chapter 4. 
1.3.5 Chapter 5| Discussion of Experimental Results 
Chapter 5 was dedicated to the results in an easy to understand tabulated format and discussion of these 
results. The results are laid out in such a way that the results from each stage of experimental 
investigation and numerical analysis can be seen so that the process can be understood and the reader 
can properly understand the flow of the project that took place. The chapter includes some plotted 
examples of the raw dynamic response acquired from the LMS VB8 data acquisition system followed 
by the changes incurred by the inclusion of the chosen high pass filter mechanism. An example of the 
velocity data plot after the first stage of integration is displayed. This was then repeated showing 
 
 
examples of the deformation achieved once the data had undergone the full double integration with all 
necessary applied filters. The interaction of the empirical mode decomposition was tabulated showing 
the results intrinsic mode functions. The instantaneous frequency of each node was then acquired by 
the Hilbert spectral analysis which were then assembled into a global stiffness matrix. The stiffness 
matrices are labelled corresponding to each particular stage of damage to which they are associated. 
Finally the results of the finite difference algorithm are shown and plotted. At the end of the chapter is 
an extensive comparison between the fast Fourier transformation results and the results of the Hilbert-
Huang transformation. This comparison is presented in such a way that the physical characteristics of 
the response and the beam can be easily understood with brief discussions on the differences. These 
difference will be discussed in greater detail in Chapter 7. Each stage is briefly discussed with reference 
to its detailed description found in Chapter 4. 
1.3.8 Chapter 6| Conclusion 
The final Chapter of the paper was the conclusion where the most important findings and 
recommendations were briefly summarised. The most important findings include the comparison 
between the fast Fourier and Hilbert-Huang transformations and their expected accuracy in stationary 
signal analysis. It also includes some concluding statements regarding the practicality of the code 
produced in being used for real time analysis of structures. The Chapter is closed with a clear and brief 
recap on the recommended possible tasks for future researchers to making these methods a more 
practical option.  
 
  
 
 
Chapter 2| Literature 
Before experimental investigation could begin, it was important to clarify the existing literature to gain 
sound knowledge regarding the concepts and to ensure that the research completed was novel and 
unique. A review of the literature was therefore necessary and included number of different methods 
for structural health monitoring and the advantages and disadvantages with relation to vibration 
signature methods. An explanation of the different viable methods for dynamic response testing for 
structural health and their respective advantages and disadvantages with relation to the method chosen 
in this paper is included. A review of existing software and hardware including sensory mechanisms, 
methods of integration and signal processing, and a method for indexing the severity of damage with 
relation to pristine conditions is discussed. Finally the available signal processing techniques such as 
filtering and transformations are discussed. The literature formed the basis for this research and in turn 
guided the researcher to the decision of the project aims and scope. Dynamic response methods shows 
limited success in industrial applications but showed potential for use without skilled operators at low 
cost and time required.  
2.1 Traditional structural health monitoring methods 
There are a number of traditional testing methods that have been used frequently in the past with 
moderate success regarding composites. Some of these methods include X-ray tomography, Ultrasonic 
tomography, dye penetration visual inspection, and coin tap testing. The literature relating to these 
methods, their advantages and disadvantages, and why they were not pertinent to the research is 
explained in this section. 
2.1.1 X-ray Tomography 
X-ray tomography damage detection is a non-destructive test method in which an entire structure can 
be screened and inspected for damage (Kinney and Nichols 1992). It involves the use of X-ray two or 
three dimensional imaging of an object which can then be developed by computer tomography (Kinney 
and Nichols 1992). However a limiting factor of the size of an object that can be practically examined 
by the X-ray tomography method is that the spatial resolution be kept small with respect to the 
microstructural properties of the material being examined. X-ray tomography has limited capabilities 
with regards to image micro structures such as fibres in fibre composites (Kinney and Nichols 1992). 
 
There are a number of promising developments in the area of X-ray tomography in industrial application 
however this method was not considered due to the high cost, requirement for specialist labour, 
insufficient ability to image fibres in composites, and the inability to find small damages in large 
structures. 
 
 
2.1.2 Ultrasonic Tomography 
Ultrasonic tomography is a local damage detection technique in which an ultrasonic signal is introduced 
to a structure. The signal is then monitored for deviations from the reference signal of an undamaged 
structure (Tsuda 2006). This technique uses similar principles to dynamic response techniques however 
the much higher frequency of ultrasonic signals (approx. 20-40 kHz according to HyperPhysics from 
Georgia State University) makes it only applicable for localised observation as the signal loses energy 
over a short distance. Once the ultrasonic signal from the object being tested is compared to the signal 
expected from an undamaged specimen, inconsistencies will display the nature of the damage. This 
technique is highly effective if prior knowledge of the location of damage is known. However this 
technique is not applicable for monitoring structural health of large civil structures and for the objective 
of this research.  
 
Figure 1: Low-frequency ultrasonic tomograph for concrete testing (BISHKO, SAMOKRUTOV et al. 2010) 
This technique has since been improved upon by (Dutta 2010). It was proposed that by the use of LAMB 
waves and modal data, or ultrasonic guided wave based techniques. This method was proposed to be a 
non-baseline technique capable of determining damage without comparison to an undamaged specimen. 
The data is gathered using piezoelectric wafer transducers and laser vibrometers. Vibrometers 
unfortunately are not applicable for the objectives of this project as it is restricted to monitoring the 
surface behaviour of an object. The analysis of the LAMB wave propagation is also deemed 
inappropriate for the objectives of this project as that testing equipment is quite costly and this method 
requires an experienced operator to determine the existence of damage. 
2.1.3 Visual dye penetration inspection 
Visual dye penetration inspection is one of the oldest and widely used non-destructive methods for 
testing structural health still being used today. It is used in a wide variety of tasks ranging from 
automobile spark plugs to critical engine components (Zuuk-International 2015). It works by applying 
a dye particular to the expected crack size and material being inspected so that the dye can penetrate the 
 
 
crack. The surface dye can then be removed leave the dye that has entered the crack to stand out (Larson 
2002).  
 
Figure 2: Example of the application of visual die inspect of weld joints (Larson 2002) 
Unfortunately the dye penetration method can only be used to identify surface cracks therefore is 
inappropriate for a range of situations. It is also highly dependent on the types of chemicals and the 
operators attention to detail (Larson 2002). 
2.1.4 Coin tap testing 
The coin-tap test is one of the oldest methods of non-destructive testing and is commonly used for 
testing laminated structures (Kim 2008). This method requires and operator to tap each point of a 
structure with a coin or hammer listening for changes in sound radiated from the structure (Kim 2008). 
The characteristics of the impact are highly dependent on the impedance of the structure and on the 
hammer or coin used (Kim 2008). The effectiveness however is highly dependent on the skill of the 
operator. The method is low cost due to no complicated or expensive testing equipment however it can 
be wrought with human inaccuracy and is limited by the thickness of the test object that can be observed. 
As the scope of this project is with regards to testing civil composite structures of thickness greater than 
a laminate this method is not relevant and will not be considered. 
2.1.5 Viability of methods discussed 
All the non-dynamic structural health monitoring methods discussed in this section have proven 
insufficient for the objectives of this project. Restrictions such as localised testing, high costs, the 
requirement for specialised operators, and the inability to detect at a resolution for microstructural 
damages have ruled out all methods discussed.  
2.2 Existing dynamic structural health monitoring methods 
Dynamic methods of structural health monitoring or damage identification have undergone increasing 
levels of interest over the last thirty years. A number of different methods have been introduced to the 
body of literature and are discussed in this section. Some of the reasons for this method include the non-
localised capabilities of dynamic methods and the applicability to various types of materials of dynamic 
 
 
methods. Dynamic response methods can be used to determine the existence, location and severity of 
the damage with varying degrees of success in each. It should be noted that the sensor system, the 
method of integration and the method of signal processing make quite a difference in the effectiveness 
of each method and are discussed in greater detail in sections 2.4, 2.5 and 2.6 respectively of the 
literature review. 
 
It may seem strange that such inconclusive methods for dynamic response testing have been produced 
for industry application but as discussed by Doebling et al. (1998), there are a confounding number of 
factors making dynamic methods of damage identification difficult to apply in the practical conditions 
experienced in most real engineering situations. Standard modal properties represent the compression 
of a large spectrum of data. Modal properties are typically estimated experimentally from measured 
response time histories. These histories may have over one thousand data points each and if 
measurements are made at 100 points, there are now 100,000 pieces of data to be considered. As more 
innovative processing techniques are developed the method becomes more applicable to industrial 
applications and is now used for various industry applications in civil, mechanical and aerospace 
engineering. 
 
Dynamic methods are used to analyse changes with regards to fundamental modal parameters such as 
the changes in natural frequency, modal strain energy, residual stress or force indicators, frequency 
response functions, neural networks, damping ratios and/or mode shapes (Bisht 2005). Within each of 
these fundamental modal parameters, various methods of acquiring the data and analysing it have been 
created with varying degrees of accuracy and success. Only the most common and effective methods 
are discussed in this section. With some less effective methods briefly mentioned in a final section. 
2.2.1 Changes in natural frequency 
Over the lifespan of a structure it will experience degradation in which its material properties will 
change accordingly. One of these material properties is the natural frequency of the object. Dynamic 
response testing with regards to changes in natural frequency is the practice of comparing the natural 
frequency of the object of interest with the expected or known natural frequency of the object in 
undamaged conditions (Chen, Spyrakos et al. 1995).  
 
In the experiments conducted by Chen et al. (1995) steel channel sections were subject to forced 
oscillations created by the release of a weight suspended of the test channel section. Some of the sections 
were damaged while others were kept in undamaged conditions. The locations of the damage were 
placed away from node points of low modes of vibration to ensure that the damage would influence the 
dynamic response. These signal of these oscillations were then interpreted by PCB accelerometers. The 
signals were analysed by a real-time spectrum analyser and numerical processing could be done on this 
 
 
data. The power spectral density and magnitude of the frequency domain could be obtained by using 
the fast Fourier transformation. The data was then subject to linear regression to remove any noise and 
eradicate any baseline shift. This method concluded that an increase in damage typically decreased the 
expected frequency response. The location of the damage could be identified by noticing between which 
accelerometers showed varied frequency responses. 
 
The accuracy of this method has been suggested that a 5% natural frequency change is the approximate 
requirement to be considered damage with a high reliability (Salawu 1997). However it is also 
mentioned that frequency changes can occur due to changes in ambient conditions. Salawu (1997) 
supplied notes that there have been occasions in which a 5% frequency shift has been tested 
conclusively when testing steel and concrete bridges in a single day. 
2.2.2 Changes in modal strain energy 
When a structure is subject to vibration there is strain as displacement occurs between modal nodes. 
Mode shapes can be recognised as the oscillating crests and troughs that form between the modal nodes. 
As this occurs the material experiences an increasing amount of strain on the outer minimum and 
maximums of the structure. Shi et al. (1998, 2000) presented a technique to identify the existence of 
damage by use of the mode shapes and elemental stiffness matrix. This technique requires no prior 
knowledge of the undamaged dynamic behaviour of the element which stands as a substantial advantage 
for this method. By monitoring the changes in the stiffness matrix between modal elements the location 
and severity of damage can be indicated. The limiting factor of this method is that the nodes of the 
structure being tested could introduce error in the response. The method requires a prevalent 
understanding of the modal nodes that is dependent on a number of factors. By analysing in a sub 
optimal location readings could give skewed data (Shi, Law et al. 1998, Shi, Law et al. 2000).  
2.2.3 Residual force/stress indicators 
Residual force indication utilises modal force vectors derived from a residual flexibility matrix to 
identify the existence of damage in structures (Ricles and Kosmatka 1992). The residual flexibility 
matrix can be found by measuring the contribution of the materials flexibility matrix from modes 
outside the measured bandwidth (Doebling, Farrar et al. 1998). This method was developed to solve 
iteratively for optimisation problems using the Gauss-Newton method (Chen and Nagarajaiah 2007).  
 
This method has been used by Reiter et al. to monitor the occurrence of ruptures in polymer films and 
showed practical use possibilities however for non-film materials this method proves to be less effective 
(Reiter, Hamieh et al. 2005). For this reason this method was not considered in the scope of experiments 
for this project. 
 
 
2.2.4 Neural Networks 
Neural networks, while in a primitive form, is a type of artificial intelligence. Digital computers operate 
in an entirely different manner than a natural brain however the function of a neural network is to create 
a systemic network connecting functions depending on events such as monitoring results data from 
sensory equipment and processing the data into a numerous amount of frequency response functions 
(Wu, Ghaboussi et al. 1992). This technique has been used by Castellini & Revel et al. (2000) involved 
the application of Laser Doppler Vibrometry as a sensory apparatus and the data was processed by the 
trained neural network. The sensory apparatus retrieved the vibration velocity spectra from a series of 
points on a test panel which could then be derived into displacement data by the neural network 
(Castellini and Revel 2000). The truly incredible thing about neural networks is the way in which it is 
trained. It becomes more functional by acquiring knowledge from its environment by use of learning 
algorithm which is capable of modifying synaptic pathways or synaptic weights (Haykin 2004). 
 
This technique is highly promising and can be used to combine the advantages of multiple techniques 
to compile a more accurate hypothesis of the true nature and location of damage in a structure. However 
as such a technique requires much more time than available for the completion of this project this 
method was not chosen. It is however a desirable project in itself for further research and due to time 
constraints lies outside the scope of this project. 
2.2.5 Changes in damping ratios 
Damping is typically an irreversible process of converting mechanical vibration into heat as a result of 
motion(Rao 2005). It occurs due to friction factors internal or external of the material. Use of the change 
in damping ratio to analyse structural damage has been done by Abeykoon & Kawarai. et al. (2015) by 
decomposing modal damping ratios into mode-independent damping parameters of energy-dissipating 
sources in bridges (ABEYKOON, KAWARAI et al. 2015). Change in damping parameters can then be 
used to detect damaged structural components.  
2.2.6 Changes in mode shapes 
The mode shape analysis method of damage detection involves the analysis of the mode shape created 
during forced vibrational loading of a structure (Pandey, Biswas et al. 1991). Pandley & Biswas et al. 
(1991) analysed a cantilever and a simply supported beam for an analytical model and found that 
damage caused absolute changes in the curvature mode shape in the local region. There have since been 
developments to these methods with four different methods that can be utilised (Maia, Silva et al. 2003). 
These four methods include mode shape, mode shape curvature, mode shape curvature squared, and 
mode shape slope. These methods all involve analysis of the geometry of vibratory patterns exhibited 
by the structure. 
 
 
 
This method has been effective at identifying the location of damage subjected to a structure however 
is less effective at indicating the severity of the damage (Doebling, Farrar et al. 1998). This method has 
seen continual improvement. Such improvements include experiments by Kim & Stubbs (2002) in 
which have worked continually to improve the methods accuracy by removing erratic assumptions and 
limits existing in the related algorithms (Kim and Stubbs 2002).  
 
This method was not considered viable for the project however as it has been noted by Maia & Silva et 
al. (2003) to be time consuming and fraught with numerous errors related to the curve fitting algorithms.  
2.2.7 Changes in frequency response functions 
There are several different definitions of frequency response functions. Frequency response functions 
(FRF) is a method similar to previously discussed methods in that it uses some combination of changes 
in natural frequency, damping and modal interaction (Lee and Shin 2002). however it involves the 
analysis of the structure at a range of different frequencies (Maia, Silva et al. 2003). Experiments 
completed by Maia & Silva et al. (2003) and Sampaio (1999) indicate that this method is much more 
accurate than the mode shape method. The FRF method works by collecting mode shape data at 
numerous standard frequencies for either a damaged and undamaged structure or section in order to 
detect local differences in the flexibility of the damaged and undamaged response. The four different 
types of analysis discussed in the mode shapes method being mode shape, mode shape curvature, mode 
shape curvature squared, and mode shape slope are the behaviours considered for analysis in this 
method also (Sampaio, Maia et al. 1999, Maia, Silva et al. 2003). 
 
The FRF method works by analysis of several sets of deflection and oscillating force data. This data 
can then be used to construct a flexibility matrix. This matrix can then be analysed by use of a damage 
index algorithm. This method typically requires a lot of nodes as accuracy is lost with large nodal 
spacing (Fu and He 2001). FRF methods typically require smaller frequency ranges as higher frequency 
range bring about the inclusion of a large number of modal frequencies. Increased modal frequencies 
also require more intensive calculations (Sampaio, Maia et al. 1999, Fu and He 2001). This is because 
the FRF relies on higher stiffness changes which becomes less significant when compared to the 
amplitude difference of the frequency shift due to resonance (Sampaio, Maia et al. 1999, Fu and He 
2001). For the FRF to be effectively applied, frequencies close to but before the first resonance or anti-
resonance frequency is desirable. 
 
Optimisation of the FRF has been done yielding much more conclusive results, however becomes far 
more computationally intensive (Schulz, Pai et al. 1996, Schulz, Pai et al. 1997). Experiments by Schulz 
et al. (1996) show that by “partitioning second-order matrix equations of motion into assigned and 
auxiliary degrees of freedom (DOF) and then optimizing elemental parameters to assign the measured 
 
 
frequency response of the model” the location and extent of the damage can be identified to a high 
degree of accuracy (Schulz, Pai et al. 1996). This optimisation comes at a large increase in required 
computational capability. 
2.2.8 Change in mechanical impedance  
Impedance based structural health monitoring have been developed using the electromechanical 
coupling property of piezoelectric materials (Sun, Rogers et al. 1995). This is a non-destructive testing 
method that utilises the electromechanical coupling property of piezoelectric materials. Because 
structural mechanical impedance measurements are difficult to obtain, changes in electromechanical 
impedance reactions of piezoelectric sensory equipment is more effective. This sensory system is used 
to monitor changes in structural stiffness, damping and mass (Park and Inman 2005).  
2.2.9 Viability of methods discussed and method chosen 
The frequency response functions and changes mode shapes are both desirable methods for the purpose 
of this project according to the literature that has been reviewed. However, a decision between the two 
is highly dependent on the transform method chosen in further sections. The final decision on viable 
dynamic response method was to monitor the variations instantaneous frequency response functions. 
Changes in mode shapes was considered as a secondary tasks however was highly dependent on time 
as the project was conducted over only one year. 
2.3 Composite materials 
A composite material is required for vibration based structural health testing and the literature relating 
to composites is discussed in this section including a brief explanation of what constitutes a composite. 
There is also an explanation with regards to the viability of each composite type which said discussion 
indicates briefly the direction of thought involved in choosing the material used to collect experimental 
data.  
 
A composite material consists of two or more individual materials in which the mechanical advantages 
of each complement the disadvantages of the other (William D. Callister and Rethwisch 2014). The 
purpose of composite materials is to achieve a specific combination of material properties that either 
aren’t displayed by any single material, or to achieve similar material properties as another material at 
less cost of some sort (William D. Callister and Rethwisch 2014). Composites being most commonly a 
combination of Polymers, Ceramics and Metals, a large number of different material property variations 
can be found. Some of the popular characteristics of composite materials can be light weight while 
maintaining high strength, resistance to corrosion, electrically inert, durable and variably elastic and 
ductile.  
 
 
 
This Section discusses some of the more common or advanced types of composites, their advantages 
and disadvantages and some practical applications for which they are used. It also outlines the feasibility 
of these materials with regards to the experimental investigation outlined in this report. While alloys 
can be considered a composite material, they lay outside the scope of this project as the purpose is to 
investigate the ability of structural health monitoring of a non-monolithic composite materials. Fibre 
composites are the focus and different kinds are discussed in this section as they present a difficult task 
to structural health monitoring. They do not consist of uniform material properties and are typically 
mechanically orthotropic. Other kinds of composites include Particle reinforced materials, nanomaterial 
reinforced materials and structural laminates or sandwich panel arrangements (William D. Callister and 
Rethwisch 2014). There are some less common composite materials that are not discussed in this section 
as they are not commonly used and these include boron, silicon, carbide and aluminium oxide and 
nanomaterial composites. 
2.3.1 Glass fibre-reinforced polymers 
Fibreglass is one of the most common and familiar composites (William D. Callister and Rethwisch 
2014). It was one of the first clearly classified composites as the field was being established in the mid-
20th century as it became highly applicable to the construction of boats and soon storage tanks, houses 
and plastic pipes to name a few of its applications. It consists of glass fibres, either in continuous or 
discontinuous arrangement, contained within a polymer matrix. This composite is the most vastly 
produced. Fibres are typically between 3 and 20 micrometres in diameter and are classified by either 
long or short length fibres (William D. Callister and Rethwisch 2014).  
Figure 3: Corrugated resign reinforced glass fibre composite (Kittinger-Sereinig 2015) 
 
      
Figure 4: Glass fibres (Jean-Pierre 2009) 
This is most popular or the fibre composites due to the following advantages: 
 Easily manufactured by drawing into high strength fibres from molten state 
 Low cost of manufacture compared to other fibre composites 
 
 
 Applicable to multiple shapes and component functions 
 Wide variety of manufacturing techniques 
 Glass fibres are relatively strong and when embedded in a polymer matrix yields a very high 
specific strength 
 Various polymer types can yield high chemical resistance making it ideal for corrosive 
environments 
 Resistance to heat, fire and maintains dimensional stability in high temperature environments 
 Electrically inert 
There are challenges to this material however as interaction with another hard material can introduce 
surface flaws. Surface characteristics of glass fibre composites are very important and small defects can 
change the tensile properties by a great deal (William D. Callister and Rethwisch 2014). Some 
disadvantages of this material include: 
 Specific applications to ensure no interaction at surface with other hard materials 
 Low stiffness and rigidity 
 Limited to applications below approximately 200 degrees Celsius depending on the polymer 
matrix used but can be extended as high as 350 degrees Celsius if cast in high purity infused 
silica 
 There are possible health risks in handling if necessary safety precautions are not considered 
and met in practice 
 Low Fatigue performance limits compared to other fibre composites 
2.3.2 Carbon fibre-reinforced polymers 
Carbon fibre is typically used in high performance material used in advanced polymer matrix 
composites. Some of the advantages of carbon fibre-reinforced polymers include: 
 Carbon fibres have high specific moduli (elastic modulus per mass density) and high specific 
strength 
 They retain high elasticity and strength at elevated temperatures however at high temperatures 
the carbon can becoming reactive with oxygen 
 At room temperature carbon is unaffected by moisture or a wide variety of acids, solvents and 
bases 
 Diverse range of desirable material properties therefore is applicable for a number of 
engineering applications 
 Carbon fibre and composite manufacturing methods have been developed that are reasonably 
inexpensive and cost effective 
 Good fatigue strength properties 
 
 
 
Figure 5: Carbon fibre matting (Hadhuey 2005) 
While the price of manufacture has decreased considerably with modern techniques it is still high in 
comparison to other fibre composites which is one of the first disadvantages. This makes it for specific 
and advanced applications. The list of disadvantages experienced by this fibre composite are as follows: 
 High cost of manufacture compared to other fibre composites 
 Carbon fibres can have resign compatibility issues therefore epoxy resigns are typically used 
which causes a further increased cost in finished products 
 Carbon fibres is not as easily manufactured and the materials are not as readily available as 
other fibre materials 
2.3.3 Aramid fibre-reinforced polymers 
Aramid fibres are high strength and high modulus materials that are commonly used in aerospace and 
military applications. There are a number of different types however the most common types are made 
from Kevlar or Nomex. These fibre composite materials have superior strength to weight ratios than 
metals.  
 
Figure 6: Aramid fibre matting (Jean-Pierre and Jaybear 2012) 
The following section clearly outlines the advantages of the aramid fibre-reinforced polymers: 
 
 
 High toughness, impact resistance, and resistance to creep and fatigue fracture 
 High tensile strength 
 Chemically resistant except by strong base or acid chemicals 
 Even though they are thermoplastics they retain their mechanical properties from around -200 
to 200 degrees Celsius 
The disadvantages of aramid fibre-reinforced polymers are as follows: 
 Poor compression strength due to micro buckling and poor performance when subject to 
traverse loading as bonding between fibres is typically weak 
 Sensitive to ultraviolet radiation 
 Absorbs moisture 
2.3.4 Viability of composites discussed 
Glass fibre-reinforced polymers were decided upon for the experimental analysis in this project for two 
reasons. Firstly because they are the most widely used in industrial applications, therefore increasing 
the body of knowledge surrounding this particular material will be widely beneficial to the engineering 
community. The second reason being that this material is cheap and readily available at the university 
as it is a common material made for other research here at USQ.  
 
Glass fibre pultruded square hollow section beams are used as there are readily cast members available. 
Pultrusion is the process of pulling glass fibres of a spool through a polymer injection process. Long 
strands of glass fibre run right through the polymer giving high tensile strength in close to orthotropic 
uniformity. 
2.4 Sensors for experimental data acquisition 
Various data acquisition sensors are suitable for the analysis of dynamic response in structures. This 
section discusses the function, advantages and disadvantages of various sensors and the reason for the 
chosen sensor. As there are a number of dynamic response methods requiring different forms of data 
sensors are typically more suitable for certain methods therefore the type of sensor is primarily related 
to the chosen dynamic testing method chosen however as discussed in the following sections there are 
a number of suitable sensors for testing this projects chosen dynamic response method.  
 
It is important that transducer’s be placed either in places where modal nodes are known not to exist for 
the selected vibration frequency or set up at consistently at measurements at distances that are known 
to be prime numbers. As primes are multiples only of themselves, this method will ensure that even if 
some fall on a modal node, not all will be on a mode. In the event that an accelerometer gives no 
acceleration data it can be assumed to be either dysfunctional or on a modal node. Modal nodes are 
points in which no displacement occurs and stress is at a minimum (Salawu 1997). 
 
 
2.5.1 Accelerometers 
Accelerometers are micro electromechanical systems used to convert acceleration into electrical voltage 
signals. Accelerometers require calibration so that the voltage response responds to the correct 
acceleration. The calibration is typically the largest source for error however accelerometers are proven 
to provide highly accurate data (Kuehnel and Sherman 1994). Accelerometers involve micro 
electromechanical structures made from piezoelectric materials such as quartz.  
 
Figure 7: Accelerometer components diagram (Raki 2013) 
Accelerometers are cheap components that are readily available at the university. Using this kind of 
sensory component would retrieve data in the form of acceleration therefore an effective integration 
method would be necessary to convert this data into displacement if this were to be chosen for 
experimental data acquisition.  
2.5.2 Fibre-optic Bragg Grating Sensors 
Fibre-optic Bragg grating (FBG) sensors utilise a type of distributed Bragg reflector in short segments 
of optical fibre. The function of the distributed Bragg grating (DBG) is to reflect particular wavelengths 
of light while transmitting other wavelengths (Morey, Meltz et al. 1990). Light is sent from a remote 
through the optical fibre and the signal response is determined by the return reflection from the FBG. 
These sensors are capable of monitoring changes in strain, temperature and pressure by means of 
monitoring phase shifts and time delays of the reflected light after these factor’s effect material shape. 
 
 
 
Figure 8: Fibre-optic Bragg grating sensor optical function diagram (Rusaw 2010) 
Optical fibre sensors are immune to electromagnetic interference, light weight, small, have a high 
sensitivity, a large bandwidth and are easily implemented. While they have high sensitivity, their 
sensitivity to the specific application of sensing low amplitude vibrations is only of a moderate standard 
(Lee 2003). Spectral decoding methods cannot be utilised to detect high frequency signals due to the 
inherent low speed of the optical fibre sensing method (Wild and Hinckley 2010). 
2.5.3 Laser Doppler Vibrometers 
Laser Doppler Vibrometers (LDV) is a remote, non-destructive and high spatial recognition method of 
vibration based structural health monitoring. LDV has a high frequency bandwidth, up to 20 MHz, a 
velocity range of ±30 m/s, resolution of about 8 nm and displacements of 0.5 μm/s (Castellini, Martarelli 
et al. 2006). LDV’s monitor instantaneous velocity data of objects subjected to oscillating loads. The 
LDV produces a laser directed at the surface of interest. Any vibratory behaviour will cause a Doppler 
shift in the reflected laser beam frequency (Castellini, Martarelli et al. 2006). The beams instantaneous 
frequency shifts can be translated to yield the instantaneous changes in velocity experienced at the 
surface.  
 
Figure 9: LDV system diagram (Wang, Li et al. 2011) 
LDV structural health detection methods are highly accurate and would be an ideal tool for the purpose 
of this experiment. However, LDV technology is very expensive and is unavailable for use for this 
experiment. Therefore this sensory method was deemed outside the scope for the purpose of this 
experiment. It is however recommended as a desirable sensory system for use in future research. 
 
 
2.5.5 Viability of Sensory Systems Discussed 
Both FBG sensors and accelerometers are available for use in the present experimental facilities. 
However, as previously mentioned LDV systems are of high cost and unavailable for use in these 
experiments. A comparison made by reference to the literature suggests for detecting vibration in a solid 
object that the accelerometer will yield more accurate results. Therefore it was decided that the 
accelerometer would be the correct sensory apparatus for use in this projects experiments. 
2.5 Methods of Integration 
Using accelerometers to collect the dynamic response data, as suggested above, will lead to the acquired 
dynamic response consisting of acceleration data. It is required that acceleration be integrated twice in 
order to acquire the displacement data. Only then can the data be applied to a signal transformation and 
graphically represented for clear analysis. There are three suitable methods of integration that will be 
discussed and considered in this section (Heaton 2011). 
 
Other important considerations are the sources of error in these methods and some of the proposed 
optimisation techniques that have surfaced in scientific literature. Noise is a major contributor to the 
error introduced to these techniques (Stiros 2008). Some unavoidable error can of course be contributed 
to the characteristic limitations of sensory apparatus, however, the majority of error during dynamic 
response tests will be attributed to the overwhelming effects of noise. 
2.5.1 Trapezoidal Rule 
The trapezoidal rule, or trapezium rule, is considered the simplest numerical methods for integrating. It 
works by breaking the function up by each of its data points and calculating each section based on strips 
where the data points are connected in a linear fashion (James 2008). The area of a series of trapezoids 
can be easily found therefore calculating the area under the curve is an easy tasks for numerical analysis. 
It should also be noted that the more dense the data points, the greater the accuracy of this method 
(James 2008). The area under a curve can be approximated by the trapezoidal rule which is expressed 
as the following:  
 
Figure 10: Two data point example of the trapezoidal rule (Alexandrov 2007) 
 
 
Equation 1: Trapezoidal rule (Mathews and Fink 2004) 
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Where: b  is the location of the second data point with regards to the ‘x axis’ 
 a  is the location of the first data point with regards to the ‘x axis’ 
 
This formula can be applied to a function with ‘n’ number of data points ‘n-1’ times yielding the 
approximate area under the curve of a data set or signal. As the figure suggests, having more frequent 
data sets spaced more closely together yields a more accurate integration. 
2.5.2 Midpoint Rule 
The midpoint rule, or rectangle rule, is an integration technique used to integrate data in which two 
points are used as boundaries and an equation to find a suitable midpoint between the data points can 
be found (Burden and Faires 2011). This midpoint is then included as a data point and a typical 
integration method such as the Trapezoidal is used to integrate (Burden and Faires 2011).  
 
Figure 11: Midpoint rule geometry example (Alexandrov 2007) 
This method can be considered an extension of another method to possibly increase the accuracy of the 
base method. This method was improved by Fink and Mathews et al. (2004) in which it was 
demonstrated how an error factor can be considered depending on the method and midpoint function 
used (Mathews and Fink 2004). The midpoint rule can be expressed as the following:    
Equation 2: Midpoint method of integration (Mathews and Fink 2004) 
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Where: b  is the location of the second data point with regards to the ‘x axis’ 
 a  is the location of the first data point with regards to the ‘x axis’ 
 N  is the number of equally divided subintervals 
 h  is the length of subintervals 
 nx  is the approximation of the left top corner to which subintervals are intersected 
 
 
2.5.3 Simpson’s Rule 
This numerical method of integration is an approximation of definite integrals using quadratic and 
Lagrange polynomial interpolation between data points (James 2008). This method is said to be 
significantly superior in comparison to the midpoint and trapezoidal rule in almost all situations by a 
number of sources (Mathews and Fink 2004, James 2008, Burden and Faires 2011).  
 
Figure 12: Graphical example of the Simpson’s integration method (Alexandrov 2005) 
One of the main advantages that the Simpson’s rule has over other more conventional methods of 
integration is that it can be used to more accurately estimate the curve as the shape between data points 
can be estimated more accurately. Its advantage over the other methods becomes more apparent as the 
distance between data points increases. The equation used in this method corresponding to the figure 
above is shown below: 
Equation 3: Simpson’s method of integration (Mathews and Fink 2004) 
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Where: b  is the location of the second data point with regards to the ‘x axis’ 
 a  is the location of the first data point with regards to the ‘x axis’ 
 
After the review of the literature numerous sources have pointed to the Simpson’s method of integration 
as the most accurate. This is because it is best capable of fitting the curve between data points using 
both quadratic and Lagrange polynomials as a method of interpolation. 
2.6 Damage Indexing 
Damage indexing is a method used to numerically represent minute changes in a materials modal 
behaviour. Minute changes in such behaviour can represent the occurrence of serious damage. One 
method for indexing damage is the finite damage algorithm proposed by Maia, Sampaio and Silva et al. 
(1999). This finite difference approach yields a dimensionless number calculated using the changes in 
frequency response functions. Typically most research has utilised the node system to identify the 
location of damage. Experiments performed by Maia et al. (2003) found that by spacing data acquisition 
 
 
sensors in multiple locations, the location in which the signal experienced an abnormal change could 
conclusively be determined to be near where the damage occurred (Maia, Silva et al. 2003). By 
identifying at exactly what location this abnormality occurred, it could be determined that the damage 
lie between that sensor and the sensor preceding it. This method requires closely localised sensory 
arrangements to be effective with current techniques making it slow and costly. 
 
It may be possible to employ this technique in a more effective way by using it in cognition with a 
different transformation process. Research using the Hilbert-Huang technique of transformation has 
demonstrated the possibility of finding damage location based on a moving force generator, with known 
location related to time, with only one data acquisition node. The known force creation device, such as 
a car driving across a bridge monitored by one sensor location, is one such example of how this 
technique could be applied (Roveri and Carcaterra 2012). This works as the Hilbert-Huang 
transformation allows the user to analysis nonlinear and non-stationary signals. If the force creating 
apparatus moves the signal can still be analysed and a change can be noticed depending on at what 
position the apparatus is when a change of signal behaviour occurs. This method is highly dependent 
on the range of the sensor and with increasing distance, noise is to be expected. Over larger distances 
more sensors would still be required in order to establish effective dynamic response sensing. 
 
Once the response has been translated into data by sensory apparatus, processing and indexing the 
location and severity of damage can be conducted. Indexing the damage severity can be done in a 
number of ways and is dependent on the dynamic or non-dynamical method chosen for damage 
detection. As only dynamic methods are to be considered in this research, they will be solely discussed. 
2.7 Signal Transformation Method 
Methods for signal transformation, also known as signal processing, are the possible ways of 
interpreting the results received by the data acquisition system. They work by converting the mechanical 
vibratory displacement signal into a series of fundamental signals used creating a series frequency 
dependant functions and possibly time-frequency dependant. These signals are more easily analysed for 
changes in behaviour once separated.  
2.7.1 Fast Fourier Transformation 
The fast Fourier transform (FFT) is a Fourier transformation with discrete boundaries which reduces 
the computations needed for N number of points from 22N to 22 *logN N  (Weisstein 2015). The FFT 
is used to convert a signal from its original domain, typically being time or space, into the frequency 
domain and can be used inversely to retrieve the original domain (Reddy 2000).  
 
 
 
This transformation method proves problematic when the waveform deviates from sinusoidal and is for 
analysing stationary data. In typical structural health monitoring situations sinusoidal and stationary 
vibratory response may not be a practical or achievable outcome. While given that in the controlled 
circumstances of experiments this may be met, the purpose of this project is to optimise methods capable 
of practical application therefore this method was deemed inappropriate for the scope of this project.  
2.7.2 Short-Time Fourier Transformation 
The short-time Fourier transform (STFT) is a computationally simple method of estimating sinusoidal 
frequency and phase content of local sections of a signal. To compute the STFT a signal is divided into 
smaller sections that can then be separately analysed by use of the Fourier transform. A Fourier 
spectrum is then constructed out of the segments which can be plot as a function of time (Griffin and 
Lim 1984).  
Equation 4: Short-time Fourier transformation (Barnhart 2011) 
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Where: STFT  is the short-time Fourier transformation (Hz) 
 h  is the window function 
 t  is the global time value (s) 
  is the local time value (s) 
  is frequency (rad/s) 
 
This approach is typically optimised by use of the continuous-time STFT. This requires that the function 
is then multiplied by a window function, which performs a similar function to that of dividing the signal 
into smaller sections, however it operates on a continually repetitive basis. The Fourier transform is 
then taken as the window function continually isolates segments of the signal. The results from such an 
operation can then be used to construct a two-dimensional (time and frequency) representation of the 
data (Allen and Rabiner 1977).  
 
There is considerable error introduced by the window function’s refresh frequency. Many techniques 
using similar repetitive application methods similar to the window function all suffer from the same 
accumulative error (Kadambe and Boudreaux-Bartels 1992).  
2.7.3 Wavelet Shape Matching 
The method of wavelet shape matching involves measuring the similarity between the physical shapes 
of a signal and matching an appropriately shaped function to these reoccurring shapes (Veltkamp and 
Hagedoorn 2001). These functions are usually derived by computational analysis with regards to period, 
 
 
frequency and amplitude, but with particular attention paid to the application of peak detection 
algorithms (Du, Kibbe et al. 2006). For such algorithms to function effectively, signals are typically 
subject to operations known as smoothing and baseline correction. This causes the shape of the signal 
function to substantially change in the case of complex signal responses (Belongie, Malik et al. 2002). 
Most peak detection algorithms simply identify peaks and amplitude while ignoring any additional 
information present in the signal. Belongie et al. (2002) produced a continuous wavelet transform based 
peak detection algorithm that identifies peaks at different scales and amplitudes (Belongie, Malik et al. 
2002). While this innovative technique greatly increased the robustness of peak detection under a 
variety of conditions, the error introduced by the shape matching factor still proves to be of considerable 
magnitude. This technique becomes more effective as the signal approaches one of the shape of one of 
following waveforms: 
1. Sine waveform – The sine waveform is the most common of all the electrical waveforms as it 
is the function explaining the behaviour of alternating current (AC). This is used for AC mains 
which is the form that current is transferred over distances (Storr 2015). 
 
Figure 13: Sinusoidal waveforms (Storr 2015) 
2. Square-wave waveform – These waveforms are used extensively in electronics for timing and 
control signals. These symmetrical square waveforms are of equal duration, each representing 
each half of a cycle and used in nearly all digital input and output logic gates. 
 
Figure 14: Square waveforms (Storr 2015) 
There is a similar waveform to the square waveform known as a rectangular waveform which follows 
similar shape patterns but does not pertain to the symmetrical behaviour of the square wave. 
 
 
 
3. Triangular waveforms – Triangular waveforms are bi-directional waveforms that oscillate 
between positive and negative peak values. Generally, the positive slopes and negative slopes 
have the same cycle time giving each triangle a 50% duty cycle. Triangle wave forms can also 
be used in an unsymmetrical form known as sawtooth waveforms. Saw-toothed waveform 
properties make them highly applicable to harmonics and is the wave form aimed to be 
produced in music synthesis. 
 
Figure 15: Triangular sawtooth waveforms (Storr 2015) 
4. Triggers or pulses - The only difference between these two waveforms is that triggers can be 
positive or negative while pulses are only positive. Pulses and triggers are typically used to 
trigger something to begin such as an electromechanical system or event. 
 
Figure 16: Pulse waveforms (Storr 2015) 
This technique is highly sensitive to the amount of smoothing and baseline correction that the original 
signal is subject to and therefore introduces a great deal of error when analysing complex signal such 
as dynamic response of materials (Du, Kibbe et al. 2006). Even considering the optimisation conducted 
by Belongie et al. (2002) this method was deemed not accurate enough for application to the complex 
signal of fibre composite’s dynamic behaviour. 
2.7.4 Hilbert-Huang Transformation 
Most transformations require that the time domain and the frequency domain be analysed separately or 
that the information for both is computed by a sliding window analysis of some sort. If a regular 
transformation is used, the information being analysed in the time domain lacks the frequency based 
resolution while if the signal is then transformed the frequency is known but no longer corresponds to 
any particular time. In the case of a sliding window function, the signal can be analysed in small 
sections. These sections can be reassembled in order giving the frequency in each window to an 
 
 
accuracy of the time span of the window (Donnelly 2006). One other method used to analyse a signal 
with regards to frequency and time, is by employing pre-defined functions to match portions of the 
signal. This technique proves insufficient as the complexity of the response increases. This leaves the 
method in question. The largest advantage of the HHT over previously discussed methods is that the 
Hilbert-Huang transformation (HHT) (Huang, Shen et al. 1998) represent data in both the time and 
frequency domain simultaneously without a great burden on computational processing capabilities. The 
simplicity and robustness of the HHT are the main advantages of the technique but there are still sources 
of error inherent to this technique that will be discussed in detail further in this section. 
 
After the Hilbert transform has been computed the arc tan of the real part divided by the complex part 
yields the phase. Unwrapping the phase causes the signal to increase monotonically. Finally the 
frequency is found as the derivative of the phase divided by 2pi and the amplitude is determined as the 
vector magnitude of the real and complex components. The arithmetic pertaining to the discussed 
method can vary therefore only the most pertinent equation forms have been included. These equations 
after selection can be found in section 3.4. 
 
By use of the HHT, the instantaneous change in frequency, or frequency response data is used to analyse 
structural damage and location to a high degree of accuracy depending on the influence of noise (Roveri 
and Carcaterra 2012). The use of this processing technique can also remove the requirement for prior 
knowledge regarding dynamic response of the beam and reduces the number of data acquisition points 
to one assuming within reasonable distance of the damage location and that the source of the dynamic 
signal is non-stationary (Roveri and Carcaterra 2012). The HHT method is more accurately known as a 
combination of two fundamental mathematical formulations, which includes the empirical mode 
decomposition (EMD) and the Hilbert Spectral analysis (Huang, Shen et al. 1998). The Hilbert spectral 
analysis can also be broken down into sub-fundamental mathematical formulations as it performs a 
spectral analysis of the signal using the Hilbert Transform followed by an instantaneous frequency 
computation.  
 
The empirical mode decomposition 
The function of the EMD is to identify proper time scales that reveal elements representing the physical 
characteristics of a signal. These elements are intrinsic to the signal function which are referred to as 
Intrinsic Mode Functions (IMF) (Huang, Shen et al. 1998, Zhang, Price et al. 2008). These IMFs must 
satisfy the two following basic conditions: 
1. In the whole dataset of an IMF, the number of extrema and zero crossings must be equal or 
differ by at most one.  
2. Secondly, at any point, the mean value of the envelope defined by maxima points and the mean 
value of the envelope defined by the minima points is equal to zero (Zhang, Price et al. 2008).  
 
 
The EMD is an iteratively applied process that is continued until the above criteria are met. Suppose it 
is used to decompose the signal in the figure below.  
 
Figure 17: Original signal to be analysed (UC-San_Diego 2014) 
The tone and the chip make for a signal more complex than a simple sin wave. This prevents analysis 
by means of conventional arithmetic. Using a cubic spline, the maxima and minima can be interpolated 
creating what is known as envelopes. The mean value between these envelopes will follow a progression 
between these peaks resembling a low frequency component of the signal. The positive, negative and 
mean interpolations are displayed in the following figures as the red, blue and purple lines respectively. 
 
Figure 18: IMF 1, Iteration 0 and 2 displaying residue (UC-San_Diego 2014) 
The signal represented by the mean can then be subtracted from the signal which leads to the flattening 
of the signal (Huang, Shen et al. 1998). This processes of interpolation and mean signal calculation and 
subtraction is performed iteratively and is commonly referred to as sifting as it resembles sifting 
contents in a pan to reveal the desired object. Sifting continues until the remaining signal is of zero 
mean. This result is then deemed an IMF. The IMF is subtracted from the original signal and the newly 
acquired signal is then decomposed again. This results in the signal being represented by its highest to 
lowest frequency contents separately. The EMD continues extracting IMFs until the stopping criteria is 
met. According to the literature, there are a number of suitable stopping criteria which include the 
following. 
 
 
1. The absolute amplitude of the remaining signal is close to zero 
2. The mean value of the envelope is close to zero 
3. The cross-correlation coefficient between remaining signal and original signal is appropriate 
4. The standard deviation (SD) between two consecutive results in the sifting is appropriately low. 
Process Experiments conducted by Zhang et al. (2008) show that reasonable values for the SD 
are between 0.25 and 0.3 for a stopping criteria. 
5. Finally, the main stopping criteria is if the original signal has become monocomponent (only 
one extrema). 
(Huang, Shen et al. 1999, Xu and Chen 2004, Yang, Lei et al. 2004, Zhang, Price et al. 2008) 
 
The result of the EMD is that these IMFs are sums of zero-mean AM-FM modulated signal components 
(Rilling, Flandrin et al. 2003). This technique has been applied with a great deal of success in a number 
of areas of research including climate data analysis specifically analysis of the Pacific Decadal 
Oscillation, vibration response, cardiovascular behaviour and other rhythmic biological processes, 
stratospheric solar cycle analysis, digital signal processing and many more (Wu, Schnieder et al. 2001, 
Coughlin and Tung 2004, Flandrin, Rilling et al. 2004, Neto, Custaud et al. 2004). The following figures 
display the physical process that is the EMD through the example of a sample signal. 
 
Although this algorithm has proved remarkably effective and widely applicable, it does still incur some 
degree of error tied with some of the assumptions needed. As such, optimisation has become an area of 
development (Rato, Ortigueira et al. 2008). The EMD algorithm depends on a number of options 
regarding to the application of the users intention. A basic operation of the EMD, as previously 
discussed, is the estimation of upper and lower envelopes as interpolated curves between extrema. 
Literature suggests that cubic splines are to be preferred for the interpolation method (Huang, Shen et 
al. 1998, Rilling, Flandrin et al. 2003). This interpolation is one of the sources of error even though 
other spline interpolation forms such as linear or polynomial consistently yield less accurate results. 
Another source of error is that the EMD operates on discrete time signals. This can cause the extrema 
to be hard to identify. The time interval must correspond to correctly identify the necessary extrema of 
the signal. In practice this source of error can be overcome by oversampling which thereby increases 
the time and computational power required to complete the analysis. Finally the third issue discussed 
in the literature is related to the established boundary conditions. As the EMD has finite observation 
lengths, error can be introduced and iteratively increase as it is reapplied to a signal if the boundary 
conditions are not correctly applied (Rilling, Flandrin et al. 2003).  
 
Hilbert spectral analysis 
The second stage of the HHT involves a spectral analysis. Once the necessary number of IMFs have 
been obtained, these can be subjected to a discrete Fourier transform yielding both real and imaginary 
 
 
coefficients. These coefficients are necessary for then applying the Hilbert transform to the data. In a 
similar fashion the Hilbert transform yields a real and imaginary part corresponding to the IMF and its 
complex transform respectively. Instantaneous amplitude is expressed as the amplitude of the complex 
number while the instantaneous angular frequency is the derivative of the unwrapped phase. These act 
as the coefficients that are then used in using the Hilbert transform. The Hilbert transform produces the 
convolution of the IMF which emphasises the local properties of the signal preserving the local time 
structure of the signals amplitude and frequency (Huang, Shen et al. 1998, Huang and Shen 2005, 
Donnelly 2006). The phase can be calculated from the complex number and can then be unwrapped 
becoming a monotonic function. The frequency is determined through a phase derivative and the 
amplitude is determined using Pythagoras theorem. 
 
In summation the main sources for error in this method have been identified as inherent miscalculations 
from the algorithm, incorrect stopping criterion, and the error introduced by the use of the mean 
envelope application (Rilling, Flandrin et al. 2003, Qin and Zhong 2006). Bearing these areas of error 
in mind, in almost all cases this method yields substantially less error than other transform methods. 
With the added advantage of maintaining both time and frequency resolution this method seems most 
desirable. However, there have been a number of flaws pointed out with regards to the HHT due to 
some drawbacks tied with some of the assumptions needed to implement the algorithm. Specifics 
pertaining to the arithmetic employed in this research project or of the HHT can be found in section 3.4  
2.8 Signal processing 
There are a number of variables that need to be considered to maintain empirical procedures in the 
entailed experiments. One such variable, the method of signal production, can substantially alter the 
type of data acquired and required to complete calculations while also altering the entire experimental 
method. This section also describes the methods for sampling and filtering to ensure that the signal 
being used is returning the necessary data with practical applications.  
2.8.1 Signal production 
In order to see how a material responds to vibration, the vibration must first be generated. There are 
two methods available for vibration generation which involve two different tools. A solenoidal shaker 
can be used which gives the benefit of greater control over force and frequency, or an impact hammer 
can be used. A solenoidal shaker can be mounted to the beam which when subject to a current, a 
vibratory load can be produced. In order to produce a reliable output frequency of vibration, an accurate 
input frequency must be applied. When using the impact hammer, the input force and output signal will 
be effected by human error as the same force cannot be produced accurately every repetition. However, 
the impact hammer is equipped with a force transducer that is rugged enough to withstand damage from 
 
 
striking. This allows the force produced by the hammer to be recorded and included in the analysis of 
the signal. 
 
The advantages of the solenoid also come with disadvantages. The solenoid also requires that a 
mounting apparatus be manufactured. This mounting apparatus must rigidly connect the solenoid to the 
beam so that the vibration produced by the oscillating force produced within the solenoid can be directly 
transferred into the beam. However, due to the large weight of the solenoid and the mounting device it 
requires, a great deal of error can be introduced by this secondary mass. As the dynamic response of an 
object is greatly affected by the mass and geometry of the object, the inclusion of this apparatus can 
greatly affect the results expected from the experiment, especially if the test member is light. The test 
member used in this project is in fact light with comparison to the weight of the shaker.  
 
Another factor involved in the use of a shaker is its need for extra components for function. The solenoid 
would require the addition of a signal amplifier and signal generator. A signal generator is a device that 
simulates and creates a signal of the chosen frequency, waveform and sequence. This device however 
produces standalone very weak amplitudes. A signal amplifier would also be required to increase the 
power of the feint signal generated by the signal generator. It works by receiving power from an external 
power supply and then controlling the output to match the input signal shape but with a much larger 
amplitude. 
 
For the reasons discussed above and to reduce the scope and complexity of the force creation procedure, 
it was decided that the force hammer would be most appropriately used. The main disadvantage of the 
force hammer, as mentioned earlier, is that it cannot produce a constant controlled force. However this 
disadvantage can be accounted for in the calculations that follow the procedure (PCB 2009). Another 
advantage of the impact hammer is that what is described as “a perfect impact” can be made. While the 
hammer does not truly produce a perfect impact, it’s strike does approach an infinitely small excitation 
duration which causes a constant amplitude response exciting all modes of vibration with equal energy 
(Champoux, Cotoni et al. 2003). For these reasons it was deemed necessary to use the instrumented 
impact hammer for force creation in the experiments. 
2.8.2 Input Frequency 
One of the factors that dynamic response tests are highly effected by is the frequency at which they are 
testing. There are three phenomena for consideration with regards to the frequency of vibration to be 
considered. The first being that when entering the higher natural frequencies of an object a greater 
amount of energy is required to produce the response. By attempting to keep the energy requirement 
low, one can keep the cost of components low thereby abiding by the attempt to reduce the cost of these 
methods. If less energy is required, smaller and cheaper oscillating force components can be used to 
 
 
complete experiments. The second phenomena is the existence of modes, and the increase in the number 
of mode shapes as the frequency of oscillation increases. A larger number of mode shapes means there 
is a better chance of placing sensors above a stationary point which will fault the results to be expected. 
The final phenomena being that a frequency should be catered to the damage to be expected. As 
different shapes and severities of damage will respond differently to different bandwidth of vibration, 
varied frequencies may be necessary to illicit a readable response.  
 
As the impact hammer was chosen for this experiment the input frequency will be dependent on the 
material and not regulated by the force creation device. When the beam is struck by the impact hammer, 
the impulse will create a signal in a number of frequencies expected to predominately be the modes of 
vibration of the beam. These expected frequencies are then those that are to be isolated by the filter 
mechanism as to reduce the error introduced by noise. 
2.8.3 Filtering 
Filtering is the processes of reducing the contributions of the environment to the signal data. Noise is 
substantially less influential in lab condition experiments conducted when compared to that expected 
in industrial environments. Noise is typically the result of peripheral components and any dynamic 
behaviour they are subject to as a result of their environment (Jones, Hamilton et al. 2002). Another 
major source of noise is the ambient noise generated by the sensory components themselves. 
 
One method commonly used to remove noise from a signal is the high and low pass filter method. These 
methods involving removing a frequency response outside the expected limit of the expected frequency. 
For example, a high pass filter could be used to remove the contribution of ambient white noise from a 
sound recording device or the high pitch sound from a current travelling through a transformer. If only 
the signal of a person speaking was pertinent to the observer, one could perform a high pass filter to 
remove the high pitch tone experienced from a noise contributing transformer. It is important to remove 
the noise where possible before performing integration as the noise will be compounded with the 
information and will no longer be able to be differentiated from the signal itself.  
 
As this research uses the empirical mode decomposition, it is possible to observe and discuss the 
necessary filter of signal responses by judging the returned IMF’s. If an IMF is outside the expected 
frequency response, its origin can be discussed and if the source of the unexpected frequency response 
can be determined it may be necessary and empirically accurate to remove the IMF from the data set. 
It is also possible to set forth a criteria of the expected frequency bandwidths which all else can be 
numerically discarded in the signal processing stages. This however will not be used as it removes the 
possibility of anomaly discussion. 
 
 
2.8.4 Sampling Rate 
The sampling rate is the frequency in which samples are taken and therefore is a critical factor to 
consider for this experiment. If the sample rate is too low, the data acquired may not correctly represent 
the behaviour of the response. If the sample rate is too high, unnecessary numerical work will be taken. 
As the application for industrial purposes is a consideration, if an unnecessarily high sampling rate is 
chosen, the method may become completely impractical for real world use. For example, if the 
numerical processing time is two days, the results may be outside the limit of investigation and if the 
test has been conducted with some error the procedure must be completed again. This offers a great 
deal of impracticalities (Nise 2011).  
 
Outlined in computer controlled systems is the standard criteria for signal processing with regards to 
sampling. It details the limits for which distortion occurs. According to Nise (2011) the sampling rate 
must be at least twice the bandwidth of the signal, or else distortion will occur (Nise 2011).  
 
  
 
 
Chapter 3| Project Specifics 
The purpose of this chapter is to outline the methods chosen based on the reviewed literature. It includes 
the resources required to complete all stages of the project with regards to both software and hardware. 
It also explains the dynamic response method selected and how it relates to the objects being tested.  
3.1 Chosen Apparatus 
The experiments required a small system of sensory apparatus, data acquisition hardware, a computer, 
and some secondary tools. As such, for the purpose of those whom of which may wish to recreate these 
experiments, the components of the experiments are briefly discussed including their relation to the 
experimental system. The following is a list of items used to perform the experiments. 
 Glass fibre pultruded composite square hollow section beams 
 Accelerometers 
 Force hammer 
 One LMS VB8 data acquisition system 
 Stands 
There were additional applicable apparatus and systems reviewed and considered that can be found 
outlined in the literature review and viewed in Appendix E.  
3.1.1 Glass fibre pultruded composite square hollow section beam 
The glass fibre pultrusion was luckily readily available in the correct dimensions after various 
demonstrations performed by the fibre composites centre. These beams are 50mmx50mmx5mm and 
the material properties are tabulated below. 
 
Table of material properties 
 
An important property of this material is its tendency to critically fail without showing visible signs of 
damage. Therefore advanced structural health testing procedures, such as the dynamic testing method 
of this project are desired. 
3.1.2 Accelerometers 
When deciding on sensory apparatus there were two applicable and readily available devices that could 
be used at USQ. These were accelerometers and FBG sensors. As outlined in Section 2.4, 
accelerometers are both simpler to use and yield more accurate results with respect to modal analysis 
applications. For this reason the sensory equipment chosen for dynamic response data acquisition were 
accelerometers.  
 
 
 
 
Figure 19: USQ supplied accelerometer used for the experiments 
USQ had only one applicable accelerometer available, therefore no further sensory equipment had to 
be purchased in order to conduct the necessary experiments. However, having only one accelerometer 
meant that the testing phases needed to be completed through iterative strategies in order to acquire the 
complete and necessary data. Distance from the force creation device and distance from the damage 
location were two variables considered in the research with regards to sensor application, which could 
not be demonstrated effectively with only one iteration and one accelerometer. After completing the 
multiple testing iterations the beam conditions could be changed with regards to damage or sensor 
location and the experiments could then be repeated. 
 
The accelerometer used for the experiments is a cubic 10mm robust device used to record g-force 
reactions in only one direction within a range of 0 ± 5000g which was well within the expected limits 
of the experiments. The accelerometer was orientated such that the axis in which acceleration could be 
monitored was normal to the surface of the beam. 
3.1.3 Force hammer 
While the Solenoidal shaker was most desirable for the experiments, the apparatus used to mount the 
device to a beam was made for a larger beam specimen. As this research was largely focused on 
investigating the practicality of new and innovative transformation methods available, the manufacture 
of a new mounting device was deemed an unnecessary task for the scope of the project. Instead the use 
of a force hammer, also known as an impact hammer, was employed. Instrumented force hammers 
include a rugged force sensor that is integrated with the hammer’s striking surface (PCB 2009).  
 
Figure 20: USQ supplied instrumented force hammer 
 
 
While a force hammer does not have the ability for modulated constant force similar to a solenoidal 
shaker, the integrated force sensor allows the user to include the force data into the data analysis. The 
researcher was able to use reasonably similar force in each iteration to reduce the variation in force data, 
however, human error is unavoidable while using such a device. As the force data can be included in 
the numerical stiffness analysis mitigates the problem of such human errors. 
3.1.4 LMS VB8 data acquisition system 
The LMS VB8 data acquisition system is a product designed and manufactured by Siemens Inc. PLM 
and LMS testing solutions (Siemens 2015). The system is necessary in translating the physical response 
of the sensory apparatus into data sets usable in numerical analysis. The software packages associated 
with the LMS VB8 data acquisition system was used in conjunction with its software package which 
allowed the results of the numerical analysis to be verified as the system has inbuilt signal analysis 
capabilities that perform the fast Fourier transformation. This will be discussed further in the chosen 
software section.  
 
Figure 21: LMS VB8 data acquisition system 
The researcher experienced problems in using this device as it was damaged and experiencing technical 
difficulties to do with charging, however, apart from this the system was very effective and simple to 
use in acquiring the necessary data. The serial number of the data acquisition apparatus was the LMS 
SCM05 Serial 46080207. This unit allowed the processing of up to 16 sensors at one time and had the 
capability to boost these signals individually as it has an internal amplification unit. The amplification 
unit reduced the effect of noise on the signal. The experiments only required the use of two sensors 
ports only. These were connected to the accelerometer and the impact hammer. 
3.1.5 Stands 
In order to test the dynamic response effectively, the peripheral damping needed to be minimised. To 
achieve this the test beam needed to be suspended off the ground as the ground would be a major source 
of damping. By placing the stands at 0.8m from each other the beam could be simply supported at each 
end with 0.1m of the beam on each stand. The stands are made from heavy steel and can be adjusted 
for different heights by the twist adjustment tops. 
 
 
 
Figure 22: USQ supplied stands used to support beam during experiments 
3.2 Chosen Software 
Similarly to the instance of the hardware, software played an essential role in the development of this 
project. It was used for a number of tasks including gaining access to the necessary literature, 
developing a report, acquisition of experimental results, the analysis of said results, and the tabulation 
and demonstration of results. This section outlines the software involved in such tasks and the method 
in which they were used to develop this project. 
 Matlab 
 Microsoft Office 
 LMS SCADAS Test.Xpress Software 
 Creo Parametric 3.0 
Much like the chosen hardware, the researcher was fortunate enough to source all these resources at 
USQ incurring no cost on behalf of the researcher 
3.2.1 Matlab 
Matlab is described by its makers as a high level language used by scientists and engineers to visualise 
ideas relating to signal and image processing, communications, control systems and computational 
finance (Mathworks 2015). It was used by the researchers to perform a series of tasks requiring 
numerical brute force. Screenshots of the Matlab code can be found in Appendix C. The code to perform 
the double Simpson’s integration, the HHT, the assembly of a global stiffness matrix, and the 
calculation of the finite differences are all separated into separate appendix sections, however, the code 
was compiled into one so that only one step was involved in data analysis which returned all the 
pertinent results, tabulated them in the command window and displayed all necessary plots. 
3.2.2 Microsoft office 
The Microsoft Office package was used to type the report, create all property tables and to tabulate the 
results produced from the Matlab code. Microsoft PowerPoint. Microsoft Project was used to develop 
an estimated timeframe for the research proposal and preliminary report. 
 
 
3.2.3 LMS SCADAS Test.Xpress Software 
LMS SCADAS Test.Xpress Software is the software facet of Siemens LMS product lifecycle 
management (PLM) tool (Siemens 2015). The LMS software is used in conjunction with the LMS VB8 
data acquisition system, providing it with a friendly user interface and easy or automated calibration 
tools. The software made the experiments time efficient, the data easy to display, tabulate and even, to 
a limited extent, process. It was pertinent to translating the physical acceleration behaviour experienced 
by the sensory apparatus and the force data experienced by the force hammers integrated force 
transducer into data plots usable by the researcher in numerical analysis software. The LMS Express 
vibration signal processing software was available on the P2 laboratory computer. 
3.2.4 Creo Parametric 3.0 
The final software package used by the researcher was Creo Parametric 3.0. This program is typically 
used for finite element analysis, however, for this project it was used for the purpose of making part 
drawings as it is an easy to use piece of software that produces well-presented images. The drawings 
produced are as follows: 
 Glass fibre resign reinforced pultruded SHS beam 
 Single axis piezoelectric accelerometer 
 
These drawings can be found in Appendix B giving the reader a clear image of dimensions of the 
apparatus that was used in this project. 
 
3.3 Dynamic Response Method Selection Criteria 
An extensive review of the literature relating to dynamic response health monitoring was completed in 
order to establish a method practical to achieving the aims of this project. After a broad review it was 
found that while great promise to dynamic methods of health monitoring had been expected and good 
lab results had been produced, effective industry application was limited by a number of factors. These 
factors typically were the following: 
 Low economic feasibility 
 Highly effected by typical noise interference 
 High levels of error from traditional signal processing techniques 
 Requires a great deal of time for apparatus set up and data processing 
 Requires specialist technicians or engineers to interpret test results 
Development of dynamic methods of monitoring structural health remains the focus of this research 
task because of the inability of non-dynamic methods to be effectively applied to fibre composites. So 
the interest of the research became to optimise dynamic response techniques with regards to their 
 
 
weaknesses expressed above. The methods chosen and the proposed adaption to these factors are 
discussed in more depth in Chapter 4.  
 
3.4 Arithmetic Specifics 
All arithmetic was conducted using Matlab. By completing the arithmetic on Matlab, the time taken to 
complete iterations of the simple arithmetic was greatly reduced to the benefit of the researcher and to 
those whom of which should choose to use these methods, or code directly, to repeat similar 
investigations in the future. It was essential to the application of the HHT due to the numerical 
software’s brute force in iterative analysis. Finally it serves to possibly be a foundation for a user 
friendly tool utilising these numerical and dynamic analysis methods for anyone to monitor a structures 
health with ease and little cost.  
 
There are a number of available variations of the mathematical concepts used, however, these in specific 
were chosen for the purpose of these experiments. The function, relation and justification of using these 
specific formulations is discussed. 
3.4.1 Method of Integration 
As previously discussed the chosen method of integration is the Simpson’s method. The data acquired 
from experiments is in the form of acceleration which will need to be converted to deflection prior to 
the use of signal processing techniques. The researcher used the Simpson’s rule to double integrate the 
acquired data which is represented below once again.  
Equation 5: Refresh of Simpson’s method of integration (Mathews and Fink 2004) 
( ) ( ) 4 ( )
6 2
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a
b a a b
f x dx f a f f b
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This function was built as a function handle to be used in the Matlab code (Mathworks 2015). All 
Matlab codes can be found in appendix C. 
3.4.2 Empirical Mode Decomposition 
The EMD extracts information from the original signal reducing it into a number of functions of 
progressively decreasing frequency previously mentioned to be IMFs which when reassembled become 
to original signal. It works through a series of steps and operates using certain conditions. Let the signal 
being analysed be known as x(t). The steps taken to perform the EMD are as follows. 
 The original signal x(t) has at each local section a series of minima and maxima. These will be 
used as points for interpolation. With regards to local consideration it is important to notice this 
will be the highest frequency contents therefore it is essential to first remove noise from the 
signal. 
 
 
 Once an envelope has been created connecting the local extrema and encompassing the entire 
signal ‘x(t)’, assuming the criteria for the envelope has been met, the mean of these signal can 
be drawn. The criteria for envelopes are: 
o The number of maxima or minima must be equal to the number of zero crossings; or 
differ by no more than one 
o Error is introduced depending on factors such as sample rate, interpolation factors, local 
peak finding factors, signal complexity, etc.   
 The mean of these envelopes can then be subtracted from x(t) possibly leaving an IMF. The 
process up until now can be seen in the figure below in example (a), the original signal, and 
example (b), the envelopes and mean. To be sure that what has been extracted is an IMF, the 
following criteria must be met: 
o Similar to envelopes only one extreme between zero crossings 
o Has a mean value of zero 
The mean value of this signal is iteratively taken away until h meets the criteria for an IMF. 
This is represented in the expressions below. Once an IMF has been found it is subtracted from 
the original signal and the decomposition can be done again to find another IMF. 
 
Equation 6: Expression of the sifting process (Huang, Shen et al. 1998)  
1 1( )X t m h   
 In the figure below the original signal was mode from only 2 sinusoids, however, the processes 
can retrieve many. Examples (c) and (d) show the two intrinsic mode functions found.  
 
Figure 23: Graphical representation of the EMD process (Hassan 2005) 
The IMFs can then be used to perform the Hilbert spectral analysis. 
 
 
3.4.3 Hilbert Spectral Analysis 
The Hilbert spectral analysis performs two functions under the guise of one heading. It is performs both 
the Hilbert transformation followed by an instantaneous frequency computation. The Hilbert 
transformation produces a convolution of the original signal leave real and imaginary parts. It is done 
so through the following expression: 
Equation 7: Hilbert transformation (Huang, Shen et al. 1998) 
 
1 ( )
( )
h t dt
H h t PV
t h


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Where PV is the Cauchy principal value and h is the IMF derived from the EMD. Using the complex 
‘iy’ and real ‘x’ parts of this the rest of the necessary information can be found. The phase is found by: 
Equation 8: Phase angle (Donnelly 2006) 
1tan
y
x
   
It is then necessary to unwrap the phase making it a monotonically increasing function. The 
instantaneous frequency is calculated by taking the derivative of the phase times the inverse of 2pi: 
 
Equation 9: Instantaneous frequency (Donnelly 2006) 
1(2 )
d
f
dt

    
Finally the amplitude is the magnitude of the real and complex parts: 
 
Equation 10: Instantaneous amplitude (Donnelly 2006) 
2 2a x y   
These calculations were used in the formulation of the Matlab code which can be found included in 
Appendix C.   
 
 
Chapter 4| Experimental Process Methodology 
This research task included a number of processes to achieve both the necessary level of safety and an 
empirically accurate conclusion. The literature reviewed was used to produce a practical method of 
analysis of the structural health of fibre composite beam structures using an equally practical dynamic 
response monitoring technique. This chapter explains in detail all processes undertaken by the 
researcher in order to complete the project as a whole with special focus on the experimental procedures 
undertaken as to ensure that the experiments can be reused, should someone wish to test similar or 
related phenomena. It also details the way in which the described resources and software were applied 
to the experiments and their role experimental process to ensure completeness of description.  
 
The project as a whole involved a series of tasks essential to establishing empirical results. The tasks 
have been broken down into the most pertinent milestones and are outlined in the following points: 
 Build Matlab code to perform double integration using Simpson’s method of integration on the 
acceleration data acquired from experiments to convert it to displacement data 
 Build Matlab code to perform the empirical mode decomposition and Hilbert spectral analysis 
on the displacement and time data acquired from experiments and integration 
 Build Matlab code to perform finite difference comparison’s on all final assembled stiffness 
matrices 
 Perform dynamic response experiments on the undamaged glass pultrusion members acquiring 
the acceleration data 
 Processing of the acceleration data using Matlab code and assembly of response into the 
stiffness matrices to verify the accuracy of the method by comparing the achieved mode shapes 
 Perform iterative dynamic response experiments on the damaged glass pultrusion members 
acquiring the acceleration data for each iteration 
 Processing of the acquired acceleration data sets using Matlab code to acquire displacement 
 Process the experimental signal data using Matlab to acquire the time-frequency response of 
the beam and comparison between the numerically processed HHT response 
 Plot and tabulate results to identify changes in response patterns 
 
4.1 Experimental System Overview 
The experiment can be considered a system with a number of distinguishable sub systems and 
interactions. To make the stages of the experiment easier to visualise the researcher has presented each 
stage in a systems analysis diagram which includes the data acquisition system, the numerical 
evaluation of acquired data, and the post processing tasks. These sub systems were then used to create 
a system consisting of three parts which were the following: 
 
 
 Stage 1: Lab experiments 
 Stage 2: Numerical analysis 
 Stage 3: Post processing 
 
The following diagram is an illustration on how each piece of apparatus and software is applied with 
relation to the systematic process of experimental investigation: 
 
Figure 24: Experimental Process and System Overview Diagram 
 
 
Tasks of Stage 1, 2, and 3 can be identified by the grey, green, and blue box colours respectively. This 
was the process reflects the actual steps taken to complete the research project. 
 
4.2 Experimental Methodology 
As the purpose of the experiment was to establish if damage could be detected using the apparatus and 
processing techniques outlined above, damage was introduced sequentially and testing was conducted 
between each interval. As discussed in section 3.6 damage was introduced as a 1mm wide cut at 
increasing depths removing a percentage of the active cross sectional area at the damage location. Two 
test beams were tested in which cuts were introduced in different locations. The  
 
The procedure taken to complete the dynamic response testing was as follows: 
1. The  two stands placed with the support edges 0.8m apart as to leave 0.1m of the glass fibre 
resign reinforced pultruded SHS (beam) simply supported at each end 
 
 
2. The beam is placed as to allocate 0.1m at each end as to be simply supported by the platform 
3. An accelerometer was wired to communicate with the data acquisition system and then fixed 
to the beam by a small portion of bee wax at node 1 
4. The impact hammer was then connected to the data acquisition system which is connected to 
the computer 
5. LMS data acquisition software is then calibrated as necessary to record sensory response of 
impact hammer and accelerometer 
6. The beam is then struck at the strike location inducing dynamic excitation 
7. The data relating to the force, acceleration, time, and conditions are then saved for numerical 
analysis 
8. The control variables are then changed firstly with regards to accelerometer distance from 
damage location and then by introducing damage 
9. The data compiled from all experiments could then be analysed by numerical methods using 
the Matlab code produced 
10. The results and anomalies were then analysed and discussed 
 
4.3 Control variables 
The control variables to be tested are the induced damage severity, distance between the sensor and the 
damage and excitation location and how the chosen transformations perform at identifying the damage. 
These objectives relate to establishing the effective application of the method in real world situations. 
The damage severity and sensory location are the control variables that are part of the experimental 
procedure.  
4.3.1 Induced damage 
Damage was introduced in intervals to the beam in a controlled way as to maintain a strict empirical 
method. Literature suggested a method of inducing damage relating to the cross sectional area at the 
damage location thereby changing the moment of inertia (Heaton 2011). Experiments by Heaton (2011) 
were conducted in such a way that the level of damage was measured by the percentage of cross-
sectional area removed by a hacksaw. It was decided that this method would be adopted and a damage 
scale was produced specifically for the beam type being tested. The cross sectional area of this particular 
beam was calculated to be 900 squared millimetres using the following equation: 
 
 
 
A O I     
Figure 25: Cross-sectional area 
 
 
2 2(50 ) (40 )A mm mm  
 
2 2900 0.0009mm m   
Where: A  is the cross-sectional area of the actual beam 
2( )m  
 O  is the cross-sectional area without the hollow section 2( )m  
 I   is the cross-sectional area of the hollow section 2( )m  
This area was then used to calculate the necessary cut depths to achieve a practical damage introduction 
method. The following tabulation demonstrates the 6 stage damage scale to be implemented in the 
experiments. 
Table 1: Damage introduction scale 
Stage Damage percentage (%) Cross sectional area removed (mm^2) Cut depth (mm) 
1 0 0 0 
2 15 135 2.7 
3 30 270 7 
4 45 405 20.5 
5 60 540 34 
6 75 675 40 
4.3.2 Node spacing 
The distance between nodes was a crucial variable as it was used to identify the range at which dynamic 
response testing could be considered effective. A greater effective range would mean that a greater area 
of material could be tested at once having the potential to substantially reduce testing time. The distance 
between nodes can be compared to the distance between nodes of a mush when performing finite 
element analysis. Closely spaced nodes have a higher accuracy, however, greatly increase the time 
required in experiments and numerical analysis. If the nodes are spaced to far apart, the results will be 
less accurate and also run the risk of having incomplete data due to sensors being located on a zero 
deformation node. The advantage of greater distances between nodes is that experiments and numerical 
analysis will be performed faster. It may seem intuitive to then do tests with the closest reasonable 
distances between nodes, however, as outlined in section 1.2, one of the objectives of this research is to 
further the development of dynamic methods for real world applications. 
 
 
 
 
Figure 26: USQ supplied marked composite beam with accelerometer fixed in place 
Node spacings of 0.06m were used for the purpose of experiments with a total of 10 nodes distributed 
across the beam. As the beam was 1m long with 0.1m simply supported at each end, only 0.8m was 
deemed capable for testing. The noise expected from the nodes closer to the stands was also a factor to 
be considered. The force created in the beam upon being struck was expected to cause the beam vibrate 
against the stand causing a greater amount of noise. 
4.3.3 Transformation performance comparison 
The two chosen transformation methods for comparison are the fast Fourier transformation and the 
Hilbert-Huang transformation. The conditions in which they will be tested does not highlight the major 
advantage of the Hilbert-Huang transformation but will give an indication of the expected effectiveness 
of the method for dynamic response testing. The Hilbert-Huang is a desirable method for many reasons 
including the ability to monitor non-stationary signal sources, possibly reducing the number of required 
sensors to one, and the ability to maintain both the signal frequency and time resolution. The FFT was 
chosen as the comparison as it is the most commonly used transformation method for dynamic response 
applications. This became evident during the review of the dynamic response literature. 
 
The HHT was performed using the Matlab code and was the primary focus of the project. Once the 
results of the HHT were produced they could immediately be compared to those results produced by 
the LMS Xpress test ware’s inbuilt FFT capabilities. These two transformations are very different in 
nature therefore different filtering, sampling and analysis techniques must be employed.  
 
 
Chapter 5| Discussion of Experimental Results 
The results obtained involved a series of processes to acquire the necessary data. This chapter is 
discussed in two primary parts. Firstly the results from the process steps are discussed with reference 
to the numerical methods applied to achieve these results. This includes plots and comparisons. As there 
was a great deal of data obtained, 3 stages of damage and 3 nodes will be compared and discussed in 
this section. The second part of this section will include the primary results to be discussed. This section 
includes the results obtained from the EMD and from the completion of the full HHT as these methods 
are hypothesised to be applicable in mitigating the disadvantages commonly experienced in dynamics 
response methods for industrial applications. 
5.1 Secondary Numerical Results 
Results due to calibration, SI unit correction, data truncation, signal filtering, and data integration will 
be displayed and discussed in this section. As these are not primary results, data obtained from only one 
node during undamaged conditions will suffice in the explanation. 
5.1.1 Raw data import and calibration 
The first step after performing the experimental analysis was to import the data. Upon doing so it was 
found during initial numerical analysis that the sensory apparatus was not fully calibrated, therefore, it 
was necessary to correct the mean shifted data. As can be seen in the figure below, the accelerometer 
was accurately calibrated for. However, the researcher experienced difficulty in calibrating the LMS 
system with regards to the impact hammer. To fix this the mean force per signal was subtracted from 
the original signal. The raw data (red) was then shifted to a zero mean signal (blue). 
 
Figure 27: Raw imported data and calibration 
5.1.2 SI unit conversion and data truncation 
As the LMS system acquired acceleration in gravity it was first appropriate to convert the units to SI to 
avoid confusion. Next was to isolate the pertinent data. By observing figure 27 from the section above, 
 
 
it can be easily seen that the majority of the data is not relevant. In order to reduce processing time the 
data was truncated to decrease the data to be analysed. This was completed by finding the maximum 
experienced acceleration and windowing a certain number of steps either side of this maximum value.  
 
Figure 28: Truncated acceleration data 
The number of data points in the acceleration signal was then reduced from 153600 to 2001 which 
greatly reduced the memory and time required in the analysis of this data. The figure above also shows 
how, for purely observational purposes, greater resolution is achieved from this process.  
5.1.3 Signal filtering 
According to the literature reviewed, noise was to be expected. For this purpose, both single and double 
pass filters were tested using the coefficients derived from a Butterworth filter analysis. It was found 
that the double pass filter caused a slight phase shift in the positive time direction. For this reason the 
single pass filter was employed to remove the high frequency noise. 
 
Figure 29: Single and double pass filter examples 
 
 
5.1.4 Integration 
Accelerometers were used in as sensory apparatus which acquires acceleration data. Before analysing 
the signal this needed to be integrated twice into deflection. The plotted results for both velocity and 
deflection are shown below.  
 
Figure 30: Velocity data 
 
Figure 31: Deflection data 
This is the final stage of the secondary results. Each of these stages was looped and repeated for each 
node and stage of damage. 
 
  
 
 
5.2 Primary Numerical Results 
As mentioned in previous chapters the EMD decomposes the signal into a series of signals of 
descending frequency known as IMFs. These IMFs somewhat resemble the separated natural modes of 
vibration. These are presented in this section to investigate the applicability they may offer in 
identifying crack severity as higher frequency are more sensitive to small changes in geometry. The 
second data set presented is the instantaneous-frequency and amplitude calculated with respect to time. 
Data from stages 1, 3, and 6 are presented in this section from nodes 1, 5, and 12. The order data is 
displayed is sorted by stage and each stage is sorted by node. All data analysed in this section is a 
0.039062754 second recording. 
5.2.1 Empirical mode decomposition 
The EMD derives each signals inherent IMFs which is typically a step in a larger process, being the 
HHT. They have been presented for analysis in this section for the purpose of inspection and 
discussion with regards to the possibility of identifying damage using the IMFs.  
IMF for Stage 1 - Node 1
 
Figure 32: IMF stage 1, node 1 
 
 
 
 
 
 
 
IMF for Stage 1 - Node 5
 
Figure 33: IMF stage 1, node 5 
IMF for Stage 1 - Node 12
 
Figure 34: IMF stage 1, node 12 
 
 
 
IMF for Stage 3 - Node 1
 
Figure 35: IMF stage 3, node 1 
IMF for Stage 3 - Node 5
 
Figure 36: IMF stage 3, node 5 
 
 
 
IMF for Stage 3 - Node 12
 
Figure 37: IMF stage 3, node 12 
IMF for Stage 6 - Node 1
 
 
 
Figure 38: IMF stage 6, node 1 
IMF for Stage 6 - Node 5
 
Figure 39: IMF stage 6, node 5 
IMF for Stage 6 - Node 12
 
Figure 40: IMF stage 6, node 12 
 
 
By observation there seems to be little significant correlation between the shape or magnitude of an 
IMF and damage to a structure leading to a possibly disproved hypothesis. There are number of possible 
reasons for the large fluctuations in the data. For instance with respect to the lack of consistency with 
regards to tests at different nodes in the same stage, a large source of error could be to do with modes. 
A problem can arise when node spacings are placed far enough apart. This means that the sensor could 
be placed close to an anti-mode in some cases, where it would experience very little deflection, and at 
other times be unknowingly placed at the maximum deflection point.  
 
As for the counter-intuitive inconsistency between stages of damage, it may be caused simply by simple 
code errors in one of the many stages of numerical analysis. Signal processing with regards to filtering, 
sample rate etc. were areas that due to time constraints could only be briefly visited. A great deal of the 
inconsistencies in the data could be contributed to inadequate signal processing parameters.  
 
  
 
 
5.2.2 Hilbert spectral analysis 
After completion of the EMD, the IMFs were analysed using the Hilbert spectral method. This involves 
computing the Hilbert transform of the signal resulting in real and complex coefficients. These 
coefficients are necessary in calculating both the instantaneous frequency and amplitude data with 
respect to time. 
Instantaneous-frequency and amplitude for Stage 1 - Node 1 
 
Figure 41: Instant. frequency and amplitude stage 1, node 1 
 
 
Instantaneous-frequency and amplitude for Stage 1 - Node 5
 
Figure 42: Instant. frequency and amplitude stage 1, node 5 
Instantaneous-frequency and amplitude for Stage 1 - Node 12 
 
Figure 43: Instant. frequency and amplitude stage 1, node 12 
 
 
Instantaneous-frequency and amplitude for Stage 3 - Node 1
 
Figure 44: Instant. frequency and amplitude stage 3, node 1 
Instantaneous-frequency and amplitude for Stage 3 - Node 5
 
Figure 45: Instant. frequency and amplitude stage 3, node 5 
 
 
Instantaneous-frequency and amplitude for Stage 3 - Node 12
 
Figure 46: Instant. frequency and amplitude stage 3, node 12 
Instantaneous-frequency and amplitude for Stage 6 - Node 1
 
Figure 47: Instant. frequency and amplitude stage 6, node 1 
 
 
Instantaneous-frequency and amplitude for Stage 6 - Node 5
 
Figure 48: Instant. frequency and amplitude stage 6, node 5 
Instantaneous-frequency and amplitude for Stage 6 - Node 12
 
Figure 49: Instant. frequency and amplitude stage 6, node 12 
 
 
The results from the HHT show far more promising results. The progressive addition of damage stages 
effected the instantaneous frequencies by orders of magnitude. Stage one was experiencing frequencies 
as high as 
43 10 . Stage 3 showed peak frequencies around half that of the undamaged section and stage 
6 showed 15,000 and 6000. These are substantial changes. Another interesting feature is the change in 
behaviour of the amplitude. This can be attributed to the cancellation of frequencies. As the frequency 
of oscillation decreases, the rapid change in amplitude also decreases. This part of the analysis seems 
to be quite successful. 
 
 
 
 
 
  
 
 
Chapter 6| Conclusion 
Reflecting on the results of the experiments produced some positive results. While the EMD doesn’t 
prove to distinguish damage clearly, the HHT showed clear changes based on what stage of damage 
had been reached. Both the amplitude and frequency reflected the damage clearly. As mentioned in 
section 1.2 the objectives of this research was to improve the practicality of dynamic testing methods, 
making it more practical for real world applications with regards to the following factors: 
 Low economic feasibility 
 Highly effected by typical noise interference 
 High levels of error from signal processing techniques 
 Requires a great deal of time for apparatus set up and data processing 
 Requires specialised technicians to interpret test results 
 
After completing testing it was apparent that due to the broad range of components required to complete 
the dynamic response testing, viability would come through the manufacture of a mobile apparatus 
including a battery of sufficient power and storage for the expected workload, the data acquisition 
system, a computer to perform the numerical analysis, and a display to express the response in one 
package. The sensory apparatus and impact hammer would still remain separate, however, by 
centralising this unit, increasing the mobility, and innovating the design to reduce the weight, the design 
would then become a more practical tool for commercial use. The purpose of such a design would be 
to decrease the time for apparatus set up and data processing.  
 
As the numerical calculations could be conducted leaving finally the results of the Hilbert spectral 
analysis, assuming the necessary computational power could be equipped to the compact device, it 
would be possible to manufacture and install user friendly software capable of simplifying the analysis 
process thereby enabling the use by personal with little to no training. The results have shown to be 
effective therefore the functionality wouldn’t be a problem. 
 
Further research suggestions 
 Use of LDV to reduce error incurred by double integration. 
 Optimisation of the signal processing code. 
 Application to a mobile apparatus. 
Upon reflection the researcher has realised that it is necessary to have much closer node spacings as to 
avoid the effect of modes on the data. It also seems necessary that if research is to continue in this area, 
careful attention must be paid to the signal processing techniques. Filtering played a much more 
demanding role in the effectiveness of these experiments 
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