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5. The correspondence between _22(0, oo) and H2. 
We consider the question what conditions have to be satisfied by a 
function g(x) E _22( -oo, oo) in order that there exists a. functi?n 
f(x} E _22(0, oo) satisfying (2.4) and (2.5). 
One may easily prove (using the formula 9f Parseval (1.12)) th.at such 
a condition is that the M 2-transform G±(s) of g(± x) satisfies 
G+(s) _ G-(s) d G+(s) ,-02( 1 _.. 1 . ) 
K+(s) - K-(s) an K+(s) E .;z;· 2 ~ oo, 2 +~ oo . 
We shall not elaborate this, but consider a special case which leads 
to a theorem analogous to theorem B. This case arises if we extend the 
conditions of theorem 1 with 
if Re s = !. Then we have the following theorem: 
Theorem 5. Suppose K(s) is a bounded measurable function on 
Res=! and 
(5.1) K(!+it)=e-"1 0(1) as t--+ oo. 
Assertion l. If O.;;;<p.;;;n, then kt(rei'~')(r>O) defined by 
(5.2) . rei'!' HiT . ds k1(re"'~') = -2 . l.i.m. S K(s) (re''~')- 8 -1 -n~ T->oo !-iT -8 
(l.i.m. in _22(0<r<oo), exists and k1(z) EH2. If Imz>O, then k1(z) is 
analytic and 
(5.3) 
Further 
(5.4) 
1 Hioo ds 
k1(z) = -2 . S K(s) zl-s -1 -. n~ t-ioo -s 
1 tHoo 
k(z)=k~(z)=;o-2 .. S K(z)z-sds n~ t-ioo 
if 1m z>O, and k(rei'~') E 2 2(0<r<oo) if O<<p<n. 
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Assertion 2. If f(x) E 2 2{0, ex:>), then g(x) defined by (2.4) exists. for 
Im x>O and for almost all real values of x. Moreover, if Im x>O, then 
00 
(5.5) g(x) = · J k(xy),f(y).dy 
0 
and g(z) E H2. 
Assertion 3. If H+(s) and H-(s) are bounded measurable functions 
on Res=!, and 
(5.6) 
if Res=!, then h1(x) defined by (2.3), exists for almost all real values of x, 
and (2.4) and (2.5) define a 1-1 mapping of 22(0, c;x:>) onto H2. Instead of 
(2.4) and (~.5) also (2.4') and (2.5') may be used. 
Remark. Functions H+(s) and H-(s) satisfying the conditions· in 
assertion 3 exist if and only if K-1(s) is bounded on every finite segment 
of the line Res=!, K-1{!+it)=O{l) as t-+ -6o·an'd'K-I(!+it)=e1110(1') 
as t ~ex:>. 
Proof of the theorem. From the properties of K(s) we deduce 
K(s)(l-s)-1 exp fn(l Im sl +lm s) E 2 2(!-i ex:>, i+i ex:>). 
,.. •f 
So K(s){l-s)-1 satisfies the conditions for m(s) in the second part of 
theorem 4. This implies (5.2) and (5.3). .. · · · · 
Further K(s)e-i<1'• E 2(!-i ex:>, !+i ex:>) if O<cp<n in view of the 
properties of K(s). Hence the integral in (5.4) converges uniformly for 
fixed arg z with 0< arg z<n on lzl )>e>O. From this and (5.3) we deduce 
(5.4) if Im z>O using a well-known theorem. Because 
K(s)e-i'Ps E 22 (!-i ex:>, l+i ex:>) 
if O<cp<n, theorem C can be applied to (5.4). Thus 
k(rei'P) E 22(0<r<cx:>) if O<cp<n. 
In order to prove assertion 2 we use the M2-transform · F(s) of f(x). 
Then F(s) E 2 2(!-i ex:>, l+i ex:>) according to theorem C. From this and 
the properties of K(s) we deduce 
(5.7) K(s)F(l-s) exp !n(llm sl +lm s) E 2 2(!-i ex:>, l+i ex:>). 
So m(s) =K(s)F(l-s) satisfies the assumptions of the second part of 
theorem 4. Consequently the M -2-transform of m(s)e-i'Ps exists if 0 < cp < n. 
If we denote this transform by g(rei<1') (r> 0) we have g(z) E H2. Moreover 
by theorem C 
d l Hioo . ds 
g(rei<1') = --. J K(s) F(l-s) e-"'1'• r1 -• --
dr 2m l-ioo 1-s (5.8) 
for almost all positive values of r and 0 < cp < n. 
2R9 
To the integral .in (5.8} we apply (1.12). This·is allowed because 
(1-s)-1K(s)e-icps E 22(!-i oo, !+i oo) and F(s) E 22(l-i ex:>, !+i <X?); 
and because their M -2-transforms k1 (rei'~') f(rei'P) and f (r) . belon:g to 
,!l'2(0<r<oo). Applying (1.12) to (5.8). we obtain 
(5.9) g(rei'~') = e-icp !:._ J k1(rei'P y) f(y) y-,-1 dy dr 0 
for almost all positive values of r and: O,;;;;;<p;;;;::n:; 
From the assumptions on K(s) it follows that 
. K(s)e:-icps E 2 2(.!-i <(0, !+i QOJ if O<<p<n. 
Consequently K(s)F(1-s}e-i'PB E 2(!-i oo, Ft-i oo) if o<:<p<:n and 
(5.10) 
is uniformly convergent on r;>e>O if O<<p<:n:. Combining this: with (5·.8) 
we see that if O<<p<n, r>O the derivative in (5.8) and·(5.9) existsarid!s 
equal to the expression (5.10). So if O<<p<n; r>O, then (5.9) holds; 
Consequently (-2.4) is valid if Im x> 0 and also for almost all real· values 
of x. Further, applying (1.12) at (5.10) we obtain (5.5) if Im x>O. 
Proof of assertion 3. If f(x) E 2"2(0, oo), then g(x) defined by (2.4) 
belongs to H 2 by assertion 2. Further k1(x)jx and k1( -x)f-x are thE! 
M-2-transforms of K(s)/(1-s} and e-"i•K(s)/(1-s) (cf. ·(5.2)): Hence we 
are considering here the transform of theorem 1 with K+(s}=K(s} a~d 
K-(s)=e-"isK(s). Relation (2.1) is fulfilled on account of (5.6). Theorem t 
now implies (2.5) for almost all positive values of .x .. 
Suppose now we start with a function g(z) E H2. Then the M2-t;ransform 
of g(re''~') (r>O, O<<p<n) exists and can be written in the form m(s)e-icps 
with m(s) satisfying (4.3) (cf. theorem 4). From this and the assumptions 
on H±(s) we easily derive that the function' F(s) defined by 
(5.11) 
belongs to 22(!-i oo, l+i oo). So the M-2-transform of F(s) exists. 
If f(x) is this transform, then f(x) E 2 2(0, oo). Combining this with the · 
fact that m(s) and m(s)e-nis are the M2-transforms of g(x) and g( -x) (x>O) 
and using (1.11), and (1.12) we may 'deduce 
f(x)= !£ ~ •rJo {H+(s) m(l-s)x1-s+ H-(s) m(1-s)e-ni(l-•>x1 -•} dx= 
dx 2m l-ioo 1-s 1-s . 
= dd { J h1(xy) g(y) y-1 ay- rh1(-xy) g(-y) y-1 ay} = dd · .. r h1(xy) g(y) y-1 ay 
X 0 0 X -oo 
for almost all positive valu.es of x. 
From (5.11) and (5.6) it follows that K(s)e-;-i'~'•F(l-s)=m(s)e-i11•. So 
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the M 2-transform ofg(rei'~') (r>O) is equal to K(s)e-i'~''F(1-s), if O<cp<n. 
Using (1.11) we obtain (5.8) for almost all positive values ofr and O<cp<n. 
As we have seen above, we may derive from (5.8) that (2.4) holds for 
Im x > 0 and also for almost all real values of x. 
Proof of the remark. If there exist bounded measurable functions 
H+(s) and H-(s) satisfying (5.6) on Res=!, then it is clear that K-1(s) 
has the properties mentioned in the remark. 
Conversely, if K-1(s) possesses these properties, then we may choose 
for example H+(s)=K-1(1-s) and H-(s)=O if Ims;;;;.O, and H+(s)=O 
and H-(s) = -e-"i•K-1(1-s) ifim s< 0. Then H +(s) and H -(s) are bounded 
and measurable on Res=!, and satisfy (5.6). 
6. A supplement to the convergence theorem in 3. 
Theorem 6. Suppose K(s), H+(s) and H_(s) are bounded measurable 
functions on Res=! satisfying (5.1) and (5.6). Let k1(x) and h1(x) be defined 
by (5.2) and (2.3) respectively. Assume k1(x) is an integral of k(x), if Im x;;;;.O, 
and h1(x) is an integral of h(x) if x is real. Suppose further that z-lk1(z) is 
bounded on O<arg z<n and jxj-lh1(x) is bounded on the real x-axis. 
Finally assume 
z 
(6.1) g(z) = z-1 f 1.p(w) dw 
0 
if Im z > 0, where 1.p(z) E H2. 
Then f(x) defined by (3.3), exists for positive x and g(x) satisfies (3.2) for 
Imx;;;;.O. 
Proof. From the assumptions it follows in the same way as in the 
proof of theorem 3 that 
(6.2) g(x) = O(x-l) 
as x --+ 0 or x --+ ± oo (x real). 
Also we may prove in the same way as in the proof of theorem 3 ( cf. (3.4) 
and following lines) that, if x > 0, 
(6.3) oo oo h1(xy) f h(xy) g(y) dy=- f -- · yg'(y) dy, 
o o xy 
(6.4) oo 00 hl(- xy) , f h(-xy)g(-y)dy=-f ·(-y)g(-y)dy, 
o 0 -xy 
and, if G1(s) is the M2-transform of 1.p(x) (x> 0), 
00 h1(xy) -1 Hioo ds f -- · yg'(y) dy = -. f H+(s) G1(1-s) x-8 -. 
o xy 2m t-ioo s 
(6.5) 
The M2-transform of 1.p( -x) (x> 0) is e-"i•G1(s) on account of theorem 4 
and consequently the M2-transform of -xg'( -x) =1.p( -x) -x-1 H 1.p( -y)dy 
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(x>O) is e-nisQ1(s)·sf(s-1). From this and (1.12) we may deduce 
00 hi(- xy) 1 Hioo ds S · ( -y) g'( -y)dy= -. J H-(s) e"i• G1(1-s) x-8 -
o - xy 2:n:~ !-ioo 8 
(6.6) 
if x > 0. Combining (3.3) with (6.~)-(6.6) we obtain 
oo 1 Hioo . ds (6.7) f(x)= J h(xy)g(y)dy= -2 . J 01(1-s){H+(s)-H-(s)e""}x-•-. 
-oo :n;~ !-ioo 8 
Because 01(1-s) and 0 1(1-s)e"i• belong to .2"'2(t-i oo, t+i oo) (G1(s) 
is the M 2-transform of tp(x), tp(z) E H2, use theorem 4) and H+(s) and H-(s) 
are bounded measurable functions on Re s = t, the function 
belongs to .,P2(t-i oo, t+i oo) and has an M-2-transform tp(x) E ,2?2(0, oo). 
As G1(s) and G1(s)e-nis are the M2-transforms of tp(x) and tp( -x), we have 
by (1.11) and (1.12) for almost all positive values of x 
d 1 !+ioo ds 
tp(x)=-d -2 . J GI(1-s){H+(s)-e"i•H-(s)}x1-•-1 -= X :n;~!-ioo -8 
= dd f {h1(xy) '!j!(y)+ h1(- xy) '!j!( -y)} dy= dd r h1(xy)1p(y)d:ll. 
X 0 y -y X -oo y 
According to theorem 5 we now have 
(6.8) z 00 dy S tp(y) dy = S k1(zy) tp(y) ~ 
0 0 y 
if Im z;:;;.O. 
Next we apply the formula ofParseval (1.12) to the last integral in (6.7). 
We use that (1-s)-1 is the M2-transform of the function t-t(x) which is 0 
if O<;x< 1, and x-1 if x;:;;. 1. Using further the definition of tp(x), we may 
derive from (6.7) and (1.12) f(x)=J'/:'tp(y)y-1dy and f'(x)= -x-1tp(x) if 
x> 0. Combining this with (6.1) and (6.8), we may deduce 
00 
zg(z) = .f k1(zy) tp(y) y-1 dy = 
0 
Ll 00 
= lim [- h(zy) f(y) li + z S k(zy) f(y) dy] = z .f k(zy) f(y) dy 
~tO ~ 0 
Ll~oo 
if Im z;:;;.O. The last equality sign depends on the fact that k1(z)z-l is 
bounded on 0.;;;; arg z<; :n: and on the property that f(x) = O(x-!) tt.s 
x t 0 and x -+ oo (this can be proved analogously as in the proof of 
theorem 3). So g(x) satisfies (3.2) if Im x;:;;. 0. 
7. Generalization of an inversion formula of Paley and Wiener. 
Paley and Wiener have given an inversion formula for the Laplace 
transform, which is of a type different from (0.1)-(0.4) (cf. [2] p. 39, 
292 
[l] p. 440). This formula can be extended to the transforms considered 
here, whereas also a slight extension can be given in the case of the Laplace 
transform. 
Theorem 7. Suppose K(s) is a bounded measurable function defined 
on Re s=i, K-1(s) is b~unded on every finite segment of the line Re s=i, 
(7 .l) 
(7.2) 
(7.3) 
K(!+it)~e-'"'1 0(1) as t ~ oo, 
K(!+it)-1= O(l) as t ~ -;-oo and 
K(!+it)-l=e"10(l) as t ~ oo. 
Let h(x) and k(x) be defined as in theorem 5, assertion l. 
Suppose finally g(z) E H2. 
Then there exists a function f(x) E 2 2(0, oo) such that (5.5) holds if 
Im X> 0' and ( 2.4) holds for Im X> 0 and for almost all real values of X. 
This function f(x) can be determined by means of 
ooeirp 
(7.4) f(x)=l.i.m. J E(xw, T) g(w) dw 
T---+oo 0 
(l.i.m. in 2 2(0<x<oo)) where O<;g;,;;;;,n, the path of integration is a straight 
line, and 
(7.5) l HiT E(w,T)= -. J K-1(1-s)w-sds 
2m t-iT 
if Imw>O and T>O . 
. Proof. Let us denote the M -2-transform of g(x) (x > 0) by G(s). Then 
. according to theorem 4: 
(7.6) G(s) exp in([ Im s/ + Im s) E 2'2(!-i oo, t+i oo), 
and 
t+ioo a 
(7.7) lim J [G(s) e- cps- J g(rei'P) rs-l dr[2[ ds[ = 0, 
a---+OO i-ioo 1/a 
if O<;cp<;n. 
Next, define F(s) by 
(7.8) F( )= Qi_l :c_s) 
s K(l-s)' 
ifRe s~l· Using (7.2), (7.3) and (7.6) we see that F(s)E22(!-ioo, !+ioo). 
C<;msequently F(s) is the 1lf2-transform of a function f(x) pelonging to 
22(0, oo). 
On account of theorem 4 the M2-transform of g(rei'P) (r> 0) is equal to 
G(s)e-i'P•, if O<;cp<;n. In view of (7.8) this transform can be written as 
K(s)F(l-s)e-iqJs. From (l.ll} it now follows that (5.8) holds for almost all 
positive values of rand O<;cp<;n. As we have seen in the lines after (5.8), 
this relation implies (2.4) for Im x> 0, and also for almost all real values of x. 
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Next we prove that f(x) satisfies (7.4). From (7.8) we derive 
(7.9) 
1 HiT 
f(x)=l.i.m.-. J G(1-s)K-1(1-s)x-sds 
T-> oo 2nt ! -iT 
(l.i.m. in !l'2(0, oo)), if x> 0. 
By Schwarz's inequality we have 
(7.10) 
!+iT a I J K-1(1-s)x-s{G(1-s)-ei<p(l-sl J g(rei'~')'r-sdr}dsj2,;;; 
!-iT lta 
!+iT 
< J jK-1(1-s) x-sei'Pi1-.•l 121dsl· 
t-iT 
t+iT a J IG(1-s)e-i'P(1-sl_ J g(rei'~')r-sdrj2jdsj. 
t-iT ' 1/a · 
From (7.7) it follows that the righthand side of (7.10) tends to 0 as a--+ oo. 
Hence 
1 !+iT 
-. J G(1-s)K-1(1-s)x-sds= 
2m t-iT 
1 . !+iT . a . 
= -. hm J. K-1(1-s) x-s e''~'n-sl ( J g(re''~') r-s dr) ds= 
2nt a_,. oo t-iT 1/a 
• a . ( 1 HiT . . ) .. hm. J g(re''P) ·-. J K-1(1-s) (xre''P)-sds e''Pdr= 
a_,. oo 1/a · 2nt t-iT 
ooeiq; 
= S g(w) E(wx, T) dw. 
0 
From this and (7.9) we deduce (7.4). 
Remark on theorem 7. f(x) can be determined also by means of 
(2.5) for s1titably chosen h1(x). For, by the remark after theorem 5, the 
conditions on K(s) imply the existence of functions H+(s) and H-(s) 
satisfying the conditions in assertion 3 of theorem 5. Thus assertion 3 
of theorem 5 may be applied. 
Corollary of theorem 7. If g(z) E J12 and 
(7.11) -1 HiT E(w,T)=--= J r-1(1-s)e!i"•w-•ds 
V2n !-iT 
for Im w > 0, T > 0, then f(x) defined by 
(7.12) 
(l.i.m. 
(7 .13) 
ooeitp 
f(x) = l.i.m. S E(xw, T) g(w) dw, 
T->-oo 0 
in !l'2(0<x<oo)) exists, is independent of cp if O,;;;cp,;;;n, and 
1 00 
g(z) = --= J eizy f(y) dy 
V2n o 
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if Im z>O, and 
(7.14) d 1 oo eixy - 1 , g(x) = dx V£ J iy f(y) dy 
for 1m x > 0, and for almost all real values of x. 
Proof. We choose in theorem 7 K(s) = (2n)-!F(s) ei"is. Then by 
lemma 1 we have 
-i eix 
k1(x)= -(eix-1) and k(x)= -, V£ V£ 
and theorem 7 implies the assertions above (The parameter cp in (7.12) 
does not occur in the formula of Paley and Wiener. They only consider 
the case cp=n/2). 
8. Generalization of the two-sided Fourier transform. 
Theorem 8. Suppose K+(s) and K-(s) are bounded measurable func-
tions defined on Re s=l· Let H±(s), defined by 
(8.1) H±(s) = ± K±(1-s){K;_(1-s)-K:.(1-s)}-1, 
be bounded on Res=!. Define k1(x) and h1(x) by (2.2) and (2.3). 
Then, if f(x) E 2 2( -oo, oo), the function g(x) defined by 
(8.2) d 00 g(x) = dx _L h(xy) f(y) y-1 dy, 
exists for almost all real values of x and belongs to 2 2( -oo, oo). Further 
(8.3) d 00 f(x) = dx _L h1(xy) g(y) y-1 dy 
for almost all real values of x. 
If we start with a function g(x) E 2 2(- oo, oo ), then f(x) defined by (8.3) 
exists for almost all real values of x, f(x) E 2 2(- oo, oo) and (8.2) holds 
for almost all real values of x. 
By means of (8.2) and (8.3) the class .2"2(- oo, oo) is mapped 1-1 onto 
itself. , ' 
Proof. Let F ±(s) be the M 2-transform of f(± x) (x>O). Then 
F ±(s) E .2"2(!-i oo, l+i oo). From this and the properties of K±(s) we 
deduce that the functions G±(s) defined by 
(8.4) { G+(s) =K+(s) F +(1-s) +K-(s) F -(1-s), 
G-(s) =K-(s) F +(1-s) +K+(s) F -(1-s), 
also belong to ,P2(!-i oo, !+i oo). Let g(± x) (x>O) be the M-2-transform 
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of G±(s). Then g(x) E :£'2(- =, =), and if x> 0 
"' 1 Hioo ds 
Jg(y)dy=-2 . J {K+(s)F+(1-s)+K-(s)F-(1-s)}x1-s_1 -, 0 :11//, t-ioo - S 
"' 1 t+ioo ds 
Jg(-y)dy=-2 . J {K-(s)F+(1-s)+K+(s)F-(1-s)}x1-s_1 -. 
0 :n:~ t-ioo -S 
Since K±(s)(1-s)-1 is the M2-transform of k1(± x)f± x (cf. (2.2)), 
we may deduce from the preceding formulae and (1.12) 
"' 00 00 S g(y) dy= S {k1(xy) j(y)-k1( -xy) f( -y)} y-1 dy= S k1(xy) f(y) y-1 dy, 
0 0 -00 
and 
"' 00 00 S g( -y)dy= S {- k1( -xy) f(y) +k1(xy) f( -y)} y-1dy = - J k1( -xy) f(y)y-1dy 
0 0 -00 
if x>O. These formulae imply (8.2) for almost all real values of x. 
From (8.4) and (8.1) we may deduce 
F +(s) = H +(s)G+(1-s) +H -(s)G-(1-s), 
F -(s) =H-(s)G+(1-s) +H +(s)G-(1-s). 
In the same way as above these relations imply (8.3). 
Finally the last assertions of theorem 8 can be derived from the first 
assertions by interchanging f and g and H and K. This is allowed since 
the conditions on K±(s) imply the same conditions on H±(s) (cf. (8.1)). 
Remark 1. (8.2) and (8.3) may be replaced by 
"' 00 (8.2') S g(y) dy= S k1(xy) f(y) y-1 dy 
0 -00 
and 
"' 00 (8.3') S f(y) dy= S h1(xy) g(y) y-1 dy 
0 -00 
for all real values of x. Further (2.2) and (2.3) may be replaced by (2.2') 
and (2.3') for almost all positive values of x. 
Remark 2. Condition (8.1) in theorem 8 may be replaced by: H±(s) 
is a bounded measurable function on Res= l, and 
00 
(8.5) J h1(xu)k1(yu)u-2 du= min (x,y) if x>O, y>O, and =0 if xy<O. 
-oo 
Proof of remark 2. Suppose (8.1) is satisfied. If x>O, y>O, then 
(8.5) can be proved in the same way as remark 3 of theorem 1. Next 
suppose x>O,y<O. As H±(s)(1-s)-1 and K±(s)(1-s)-1 are the M2-
transforms of the functions h1(± x)f± x and k1(± x)f± x which belong 
to 2 2(0, =), we may apply (1.12) to the lefthand side of (8.5). 
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00 00 00 
(8.6) J h1(xu) k1(yu) u-2du = J h1(xu) k1(yu) u-2du + J h1( -xu) k1( -y1t) u--2du 
-00 0 0 
t+ioo 
= (2ni)-l J {H+(s) K-(1-s)+H-(s) K+(1-s)} s-1(1-s)-1 xl-s( -y)s ds. 
!-ioo 
In view of (8.1) the last integrand is equal to zero. So (8.5) holds if 
x>O, y<O, and consequently also if x<O, y>O. 
Next suppose in theorem 8 formula (8.1) is replaced by the conditions 
in remark 2. In the same way as in the proof of remark 2 at theorem 1 
now (2.1) follows from (8.5) with X> 0, y> 0. Further from (8.5) and (8.6) 
we deduce that the M-2-transform of 
is equal to zero. Then by (1.8) this function itself is equal to zero: 
if Re s=t. Combining this with (2.1), we obtain (8.1) for Re s=t. 
Theorem 9. Suppose the assumptions of theorem 8 are satisfied. Let 
f(x) E£>2(-oo, oo), and define. 
(8.7) d 00 d 00 (Jk(x)= dx _L k1(xy) f(y) y-1 dy, (Jn(x) = dx _L hi(xy) f(y) y-1 dy 
for almost all real values of x. 
Then 
00 00 
(8.8) S (Jk(x) (Jn(x) dx= J f2(x) dx. 
-00 -00 
Further there exists a positive constant c independent of f(x), such that 
00 00 
(8.9) S igk(x)l 2 dx,;;;c J lf(x)l 2 dx, 
-oo -00 
and 
00 00 
(8.10) S ign(x)l 2dx,;;;c J lf(x)l 2 dx. 
-00 -00 
Proof. From the proof of the preceding theorem we know that the 
M2-transforms of (Jk(x) and (Jk( -x) are G+(s) and G-(s) defined by (8.4). 
The M2-transforms of (Jn(± x) are obtained from G±(s) by replacing 
K by H in (8.4). 
The first integral in (8.8) can be written as 
00 00 J (Jk(x) (Jn(x) dx+ J (Jk( -x) (Jn( -x) dx. 
0 0 
To these integrals we apply (1.12), using the M 2-transforms mentioned 
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above. Then we obtain 
00 J g~c(x) gk(x) dx = 
-00 
1 t+ioo 
= -2 . J {(K+(s) F +(1-s) +K-(s) F -(1-s)) (H+(1-s) F +(s) + :n:~ !-ioo 
+ H-(1-s) F -(s)) + (K-(s) F +(1-s) +K+(s) F -(1-s)) (H-(1-s) F +(s) + 
+H+(1-s) F-(s))}ds. 
Applying (8.1) to the last integrand we obtain 
oo I t+ioo J g~c(x)g~t(x)dx=~ J {F+(s)F+(1-s)+F-(s)F-(I-s)}ds= 
-oo :n:~ t-ico 
00 
= J {f2(x)+f2(-x)}dx. 
0 
This implies (8.8). 
In order to prove (8.9), we use the Jl12-transform of g~c(x) and g~c( -x). 
These are obtained from the 1Jf2-transforms of g~c(x) and g~c(- x) by replacing 
the argument s by I -sand then taking the complex conjugates of these 
functions. Next we calculate 
00 00 
J g~c(x) g~c(x) dx+ J g~c( -x) g~c( -x) dx 
0 0 
by means of (l.I2). Then we obtain for this expression 
1 t+ioo . · 
2:n:i t-L [{!K+(s)l2+ 1K-(s)l 2} {IF +(1-s)l2+ IF -(1-s)l2}+ 
+ {K+(s) K-(s) +K-(s) K+(s)} {F +(1-s) F -(1-s) + F -(1-s) F +(1-s)}] ds. 
Now let 111 be the maximum of 1K+(s)l2+ IK-(s)l2 on Res= t. Then we 
'easily see that the last integral does not exceed 
1Jf Hioo . oo 
-. J {IF+(1-s)I 2 +1F-(1-s)l 2}ds=2111 J lf(x)l 2dx. 
:n:~ !-ioo -oo 
This implies (8.9). In the same way (8.10) can be proved. 
Theorem 10. Suppose K±(s) and H±(s) satisfy the conditions of 
theorem 8. Let k1(x) and h1(x) be defined by (2.2) and (2.3). Suppose moreover 
that lc1(x) and h1(x) are integrals of lc(x) and h(x), and lxl-ilcl(x) and lxl-thl(x) 
are bounded on the real x-axis. 
Assertion l. If 
"' (8.11) f(x) = x--1 J cp(y) dy 
0 
for real values of x, where cp(x) E 2 2(- oo, oo ), then g(x) defined by 
00 
(8.12) g(x) = J k(xy) f(y) dy, 
-00 
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exists for every real value of x, and 
00 
(8.13) f(x) = J h(xy) g(y) dy 
-00 
for every real value of x. 
Assertion 2. If 
"' g(x) = x-1 J 1p(y) dy 
0 
for real values of x, where "P(x)E:f"2(-=,=), then f(x) defined by (8.13) 
exists for real x, and (8.12) holds for real x. 
Proof. The proof is analogous to the proof of theorem 3. 
9. Watson transforms. 
The Watson transforms are generalizations of the cosine- and sine-
transforms (0.1) and (0.2). They arise from the transforms discussed in 8 
in two manners. 
In the first place they arise by choosing H _ = K _ = 0 in section 8. 
Then condition (8.1) becomes 
(9.1) 
where K+(s) and H+(s) are measurable bounded functions on Re s=i. 
Further we infer k1(x) =h1(x) = 0 if x< 0 from the definitions (2.2) and (2.3). 
Hence we may restrict ourselves in (8.2) and (8.3) to positive values of x. 
Thus we obtain 
Theorem 11. Stlppose K+(s) and H+(s) are bounded measurable 
functions on Res=i, and (9.1) holds on Res=t. Let k1(x) and h1(x) be 
defined by (2.2) and (2.3) for positive x. 
Then the assertions in the theorems 8, 9 and 10 remain true after replacing 
in the formulae the lower limit of integration - = by 0, the word real by 
positive, and :f"2(- =, =) by :f"2(0, = ). 
The assertions of theorem 11 also occur in [3], sections 8.5-8.10. 
Theorem 11 can also be deduced from the theorems 8, 9 and 10 by 
considering only even functions f(x) and g(x). If f(x) is even and 
f(x) E 2 2(0, =), then (8.2) may be written as 
d 00 
g(x) = -d J k1 * (xy) f(y)y-1 dy, 
X 0 
where k1*(x)=k1(x)-k1( -x). Further (8.3) may be written as 
d 00 
f(x) = -d J h1 * (xy) g(y) y-1 dy, 
X 0 
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The kernels k1*(x) and h1*(x) can be defined by 
X • HiT d8 
k1*(x) = -2 . LI.m. J K*(8)x-8 -1-, n~ T-->-oo l-iT -8 
X HiT d8 
h1*(x) = -2 . l.i.m. J H*(8)x-8 -1-n~ T-->-oo !-iT -8 
(l.i.m. in 22(0, oo)), where K*(8)=K+(8)-K-(8), H*(8)=H+(8)-H-(8). 
According to (8.1) we have K*(8)H*(1-8) = 1 (cf. (9.1)). The results of 
theorem 11 then easily follow. 
(To be continued) 
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