Let be a simple polygon. Let the vertices of be mapped, according to a counterclockwise traversal of the boundary, into a strictly increasing sequence of real numbers in
Introduction and summary
The isoperimetric theorem states that among all planar regions with a given boundary length , the disk has the maximum area. This bound, which is also known as the isoperimetric inequality, dates back to antiquity; its literary debut occurs-albeit obliquely-in the Aeneid [9] . There are also more specialized forms of the inequality for simple polygons. That Theorem 1 is an isoperimetric inequality can be seen from the following corollaries. Corollary 1. Let be a polygon. Then among all polygons with edges congruent to those of , those polygons whose vertices lie on a circle have the greatest area. Of course, Corollary 1 is standard. The proof is algorithmic. Let be a polygon that is inscribed in a circle, and which has sides congruent to those of 
To see that this is an isoperimetric inequality, let
and equality can hold only if ¦ o d o is constant, which is to say that v is a circle. This special case is the most common formulation of the isoperimetric inequality in two dimensions.
A strong consequence of the proof given for Theorem 1 is the following. 
Theorem 1 also has an immediate interpretation as an area minimization formulation.
Corollary 4. Let be an

6
-gon with side lengths of
be nonnegative values that sum to
Proofs of Corollaries 1-4
The main part of Corollary 1 is established first.
Corollary 1a.
Let be an
6
-gon with consecutive vertices
, and let¯be a polygon that is inscribed in a circle, and which has edges with the same lengths as those of segments that are congruent to the sides of , apart from some side of maximum length . Let the path have its vertices placed along a circle of huge radius, and consider how the path is forced to curl up as the radius is decreased. Evidently, the endpoints of the path would begin at a distance that equals the sum of the segment lengths, when the circle radius is infinite, and decrease continuously as the radius diminishes. The existence of ensures that is no more than than this initial sum, so the radius can be decreased until the distance between the endpoints equals . Then the path can be closed with the omitted edge. For completeness, it should be noted that the construction would fail if the diameter of the circle were decreased to a value that is smaller than some edge in the chain of 6 Y r È
segments, since such a segment cannot be a chord of such a circle. But since all such lengths are bounded by , and since the diameter must be at least when the termination condition is satisfied, this failure cannot occur. . Figure 4 According to Theorem 1, the rotated slicing rays
will move along the boundary of a fixed circle and will have, therefore, a maximum altitude precisely when
is isosceles, in which case it will be congruent to´b
, and hence
Evidently, equality can only hold only if
for all , and
, in which case will be congruent to¯. . Then by the law of sines,
, and the area of the slicing triangle is
Passing to the limit gives the formulation: For some , then the corresponding area term is negative, and additional justification is necessary. For specificity, let the reflex angle be Q . Let be an
-gon that is inscribed in a circle and has side lengths 4 a c
, and let its vertices be
-gon resulting from adjoining with the exterior isosceles triangle ¶ 7 7 P 8 7
, where vertex
, and define . Theorem 2 as stated below and its mild extension in Corollary 5 guarantee that
Theorem 1 combined with Corollary 1b establish the circumstances where equality can hold.
Proof of main theorem
Theorem 1 follows from the special case described next.
Theorem 2
6
that sequence counterclockwise about , and let
be a monotone slicing for with associated angles . Then there is a point
that is in general position and does not belong to
. In particular, Ð can be selected so that none of the lines from Ð through the vertices of is parallel to any of the rays
Let the boundary of be parameterized in polar coordinates with respect to the origin Ð , and let
, and let this parameterization traverse the boundary with a counterclockwise rotation. 
, has a counterclockwise orientation with respect to Ð , and terminates at some location
The existence of these edges follows from the fact that the boundary has a winding number of 1 about any interior point. An argument that appears to lie within Euclidean geometry is illustrated in Figure  8 , and is sketched as follows. The horizontal line partitions the boundary into a finite number of pieces. Make each piece a closed curve by drawing a line segment between its two endpoints. Of the pieces that are in the upper halfplane, there will be one whose new edge contains The postprocessing is equally direct; the interested reader may wish to consider how to design an elegant solution. Q Figure 9 Let each of the resulting edges (after postprocessing) be trimmed so that consecutive segments have an endpoint on a common radial line as shown. It is convenient to use a trimming procedure that uses radial lines through vertices of . Similarly, let the first and last segment in the sequence penetrate below has rays that are parallel to the rays of its corresponding untrimmed edge, the slicing triangle formed from any I and its rays must be contained within the corresponding slicing triangle for . Thus, it suffices to show that Ð is contained in the slicing triangle formed from some I and its associated rays. , let its two endpoints be denoted by the forward endpoint and the rear endpoint, where the polar angle for the forward endpoint has a larger value than that of the rear. Similarly, each radial line will have two incident edges, which are identified as forward and rear. As shown in Figure 11 To locate a slicing triangle that covers Ð , let these edges be searched in sequential polar order for the first associated ray that is left-oriented. In view of the preceding remark, this ray, if it exists, must emanate from the forward endpoint of its associated segment. There are three cases. and pointing the right (since no ray can be rising). To ensure correctness, we are obliged to discuss a case that cannot occur. The underlying question is why the above argument fails to hold for the portion of the polygon that lies below the Ë axis. The answer is that such points Ð will not be trapped by either % 8 or % , and therefore might not be caught between any pair of intermediate rays. Moreover, the monotonicity argument as illustrated in Figure 12 would R c C À s 7
with the segment 7 ) c H 7
. Figure 16 The interpolation procedure introduces Suppose that the rays have been rotated so that the ray at 8
, which is not shown, points at 0 @
. In this case, the ray % ) í , which emanates from 0 @
, has an associated angle
that is a little less than the necessary 
4
, and Corollary 5a shows that the coverage is complete.
Minor extensions
For completeness, we give a reduction to show that Corollary 1b follows from Corollary 1a.
Corollary 1b. Let be a simple polygon in the plane, and let¯be a polygon that is inscribed in a circle, and which has edges with the same lengths as those of . Suppose that¯ does not contain the center of its circumscribing circle.
Then the area of¯is at least as large as that of . 
Proof (Sketch):
One way to see that this is so to use reflection and other simple local improvements to expose the longest edge so that its extension as an infinite line will not have any additional intersections with . Then a rotated copy of the improved figure can be combined with a (virtual) rectangular filler to build a new figure that will have the same size circumscribing circle as shown, and that meets the conditions of Corollary 1a. If has 6 edges, then the composite figures will have ¥ A 6 edges. In particular, each edge in , apart from the largest, will have two comparable edges in the composite. The last two edges in the composite will represent the top and bottom edges of the filler rectangle. By construction, the filler rectangle in the modified polygon and the rectangle inscribed in the circle have side lengths equal to the length of the longest edge in , and twice the distance from the longest edge of the inscribed polygon to the center of its circumcircle. For completeness, we observe that Theorem 3b facilitates a direct proof of Corollary 1b without any need to transform the problem into an instance of Corollary 1a. The proof begins with a convexification step as outined next.
to increase the area of the resulting figure while preserving the edge lengths. As a practical matter, it is simpler to reverse the sequencing of these edges, which effectively rotates the boundary portion about the midpoint of 7 I7 R c (but does not reverse their direction). While iterations of either operation lead, eventually, to a convex region with increased area, the virtual rotation operation is easier to analyze. It simply rearranges the segment ordering without changing their directions. Since this procedure can produce no more than 6 x r g E R © ÷ such arrangements, one of these polygons must have a maximal area. This polygon must be convex, since otherwise this procedure could further increase the area.
At this point, the mapping between¯ and the convexified is straightforward. The radial rays of should be transferred to the convexified with a rotational, offset that forms 
Conclusions
Theorem 1 was derived as a parallelized interpretation of a much simpler but less general divide-andconquer proof of the most basic isoperimetric inequality as presented in [8] . Its topological perspective enables Corollary 1a to be proven directly without any convexifying steps or reductions to the isoperimetric inequality for the disk. Moreover, the proof can be established as an algorithmic construction in traditional Euclidean geometric algebra.
Construction. Let be an
6
-gon, and let Ð be a polygon that is inscribed in a circle and has sides that are congruent to those of . Let the vertices of be 
