The purpose of this paper is to provide a theoretical background on the internal rate of return (IRR), on the probabilistic IRR, and to present an illustration based upon both a Taylor series expansion and a Monte Carlo simulation. It is shown that Monte Carlo simulation results in a more precise outcome as compared to the theoretical expectations from a Taylor series expansion. This precision is more than twice in terms of the standard deviations of the IRR, and around six times more in terms of the standard errors of the IRR. Second, the distributions of the internal rate of return follow approximately a normal distribution, and this allows a sound basis for project appraisal and risk management. Third, the grand means of the internal rates of returns for all four cases considered are statistically insignificantly different from each other, as expected, and they are statistically insignificantly different from the average internal rate of return, obtained by discounting the mean amounts of the cash flows. Fifth, the standard deviations and the standard errors of the IRR are directly proportional to the assumed standard deviations of the cash flows.
Introduction
The purpose of this paper is to demonstrate the benefits of undertaking Monte Carlo simulation in the estimation of the probability distribution of the internal rate of return (IRR) of a project for which future cash flows are stochastic but independent. Illustrative examples are provided for four cases. The first is when future cash flows follow a uniform distribution, which is a usual assumption in the literature (Sarper et al., 2010) . The second is when future cash flows follow a normal distribution with the same mean and variance as the above uniform distribution. The third is when future cash flows follow a normal distribution with the same mean as above but with double the variance. The fourth is when future cash flows follow a normal distribution with the same mean as above but with half the variance. Assuming normal distributions conforms also to the literature (Hillier, 1963; Fairley & Jacoby, 1975; Kim & Reinschmidt, 2012) . In all cases the initial cash outlay is fixed in value. Ten thousand simulation runs are produced for each case, and these are repeated a hundred times.
It is shown that Monte Carlo simulation results in a more precise outcome, i.e. provides a lower variance for the distribution of the internal rate of return relative to the theoretical expectations from a Taylor series expansion. This precision is more than twice in terms of standard deviations and more than four times in terms of variance. In turn, the precisions of the standard errors of the IRR are around six times more precise in terms of standard deviations, and around thirty six times more precise in terms of variances. Second, the distributions of the internal rate of return follow approximately a normal distribution, together with other statistics from the simulations, and this provides for a sound basis for project appraisal and risk management. Third, the grand means of the internal rates of returns, for all four cases considered, are statistically insignificantly different from each other, as expected. Fourth, the grand means are statistically insignificantly different from the average internal rate of return, obtained by discounting the means of the cash flows. Fifth, the variances of the IRR are directly proportional to the assumed variances of the future cash flows. Finally, the squares of the standard errors of the IRR are directly proportional to the assumed variances of the future cash flows. origins till recently. In section 3 the pitfalls of the internal rate of return are enumerated, discussed, and dismissed, especially because the IRR criterion is so popular with managers. In section 4 the illustrative model is presented together with the derivation of the expected theoretical values for the standard deviation and for the standard error of the IRR. Section 5 analyzes and summarizes the Monte Carlo simulations. The last section concludes.
The Literature
The idea behind the IRR goes back to Keynes (1953) , who called the IRR the marginal efficiency of capital. He writes: "More precisely, I define the marginal efficiency of capital as being equal to that rate of discount which would make the present value of the series of annuities given by the returns expected from the capital-asset during its life just equal to its supply price" (p. 135). Some authors, like Altshuler and Magni (2012) , maintain that Fisher (1930) is the earliest reference to the IRR. However this fact is disputed by Alchian (1955) . Among the most active original proponents of the IRR is Dean (1954) . He writes about the IRR: "The positive superiorities of a rate-of-return measure of investment worth are imposing" (p. 25). In addition Dean expresses his surprise that the yield-to-maturity, and for that purpose the yield-to-call, which both are essentially variants of the IRR, are accepted and frequently used by professionals and academicians whereas the IRR is a less familiar method to appraise investment proposals (p. 30). Dean summarizes the IRR criterion: compare the IRR of a project with the hurdle rate, the discount rate that measures the opportunity cost of funds, adjusted for the riskiness of the project. If the IRR is higher than this hurdle rate the project should be accepted, otherwise this project should be rejected. Lorie and Savage (1955) agree with Dean that "the rate-of-return method is the most defensible method heretofore proposed in the business literature for maximizing corporate profits and net worth." In their treatment of capital rationing Lorie and Savage (1955) recommend the usage of the IRR and hold the view that some of the discrepancies of the IRR, particularly the existence of multiple IRRs and ranking conflicts with the Net Present Value rule, are "undoubtedly of small practical significance." The NPV is obtained by finding out the present value, at a discount rate R , of all current and future net cash flows i x for period i and that for the whole useful life of the project N :
And the IRR is the rate r , with     r 1 , that drives the NPV to zero:
The discussion so far centered about the calculation of a single figure for the IRR, and comparing it to the hurdle rate. Finding a probability distribution for the IRR is the next topic. Hertz (1964) was among the first to introduce the concept of a probabilistic IRR obtained through Monte Carlo simulation. Hillier (1963; 1965) proposed a method to find the probability distribution of the IRR from the probability distribution of the Net Present Value (NPV). Kim and Reinschmidt (2012) correctly recognize that Hillier's method requires a prior judgment about the lower and upper bounds of the potential IRR. Anyway, Hillier's method starts by calculating the expected NPV and the variance of the NPV for the cash flows from period 0 until the end of the useful life of the project N at the lower bound of the IRR. Suppose this lower bound is denoted r . Then:
In equation ( 
All the above relations are repeated for another, higher, value of r , with the expected value and the variance of the NPV calculated again at this new level of r , and so sequentially until a cumulative probability distribution of the IRR is obtained. Since the decision-maker is interested in the complement of the probability in equation (3), in order to compare projects, then:
This probability permits determining the feasibility of an investment as defined by Carmichael and Balatbat (2008) . Hillier's methodology is still regarded as pioneering till the present as Sarper et al. (2012) recognize. Moreover, by virtue of the central limit theorem the distribution of the expected NPV in equation (4) should approach a normal distribution for increasing N, irrespective of the actual probability distributions of the cash flows. This adds more value to Hillier's procedure. However with the advent of developed spreadsheets, like Excel, the calculation of the IRR becomes much easier.
Among the authors who try to derive analytically the frequency distribution of the IRR, Fairley and Jacoby (1975) stand out as the earliest. They study the case of cash flows described by multivariate normal distributions and are able to approximate the distribution of the IRR when variances of period costs and returns are small. A useful review of the literature on probabilistic cash flow analysis is carried out by Carmichael and Balatbat (2008) who find that the research directly related to the subject of the probabilistic IRR is scant. However, more recently Sarper et al. (2010) report closed-form probability distributions for the IRR for one-period and two-period capital budgets for which the cash flows are characterized by either uniform or exponential distributions. They note that, although one and two period capital budgets are rare, the task becomes much more difficult for budgets with a higher useful life.
The IRR and Its Detractors
The NPV and the IRR "are regarded as theoretically sound and sophisticated methods for making capital budgeting decisions" (Jog & Srivastava, 1995, p. 37) . However the IRR has come under focus by academicians because of its many "pitfalls." The purpose of this section is to discuss and refute these concerns.
It is said that the IRR method does not differentiate between investing, or lending, and borrowing (Brealey, Myers, & Allen, 2014; Ross et al., 2010) . In case of borrowing the NPV increases with an increasing discount rate, and the rule becomes to accept projects with an IRR less, and not more, than the hurdle rate. This criticism does not stand because normally the decision-maker knows in advance, by the nature of the project, whether this project is a lending or a borrowing project.
The IRR rule is considered to be inferior to the NPV rule because multiple IRRs may arise. "By Descartes's "rule of signs" there can be as many solutions to a polynomial as there are changes of signs" (Brealey, Myers, & Allen, 2014, p. 114) . However the question arises as to how frequent projects, with net cash flows changing signs, are. In typical investments this problem does not come about. In addition, "multiple relevant (i.e., real and positive) IRR values either do not exist or exist under economic assumptions that are nearly impractical" (Moshe & Kroll, 2012, p. 101-102) .
The NPV and the IRR rules may conflict in the ranking of projects. This is a related concept to the scale problem and to the timing problem (Ross et al., 2010) . When comparing two projects the problem is that their NPV profiles intersect at the crossover rate. It may happen that below this rate one of the two projects is selected while above this rate the other project is selected. The solution lies with computing the incremental IRR, i.e. calculate the IRR for the differential cash flows of the two investments under scrutiny.
The IRR assumes that intermediate cash flows are reinvested at the IRR rate, a rate that is claimed to be a high rate that cannot be sustained easily. This has been called the reinvestment problem. To counter this argument www.ccsenet.org/ijbm International Journal of Business and Management Vol. 9, No. 3; one should note that bond valuation, which depends on the yield-to-maturity, and the yield-to-call, uses one equivalent form of the application of the IRR. In addition this problem does not arise if the IRR turns out to be low. The claim that the IRR is always high is not founded.
Finally it is claimed that the IRR does not take into consideration the term structure of interest rates (Brealey, Myers, & Allen, 2014) , while the NPV can accommodate different rates for different net cash flows by discounting each periodic net cash flow at the zero-coupon rate that corresponds to the timing of each net cash flow. However, zero-coupon rates, adjusted for the riskiness of the project, are hard to find, and the discounting proves to become very complex as the useful life of the project increases, and this complication may prove to be fruitless considering other uncertainties in the project.
All these assumed pitfalls cannot conceal the reality that most managers prefer the IRR to the NPV. See Schall et al. (1978) for US firms and Jog and Srivastava (1995) for Canadian companies. Claiming that management is irrational because of its preference is not sensible. For all practical purposes the IRR remains a valid rule. As Moshe and Kroll (2012, p. 101) write: "The popularity of IRR indicates that under reasonable practical assumptions the deficiencies of IRR relative to NPV are minor or extremely rare."
Moreover the discussion so far has considered the IRR in isolation. In fact, and particularly in this paper, the IRR methodology is supplemented by providing a probability distribution for the IRR. This will enable the decision-maker to compute probabilities for given outcomes and to compare projects by applying first-order and second-order stochastic dominance (Copeland et al., 2005) . These kinds of computations and comparisons are not available with the NPV criterion. For example answers to such questions as the following can be made: what is the probability that the IRR will exceed 12%? What is the probability that the IRR will not fall below 9%? What is the maximum IRR that is not exceeded by more than 15% of the times? What is the minimum IRR that is exceeded by as much as 80% of the times? Or, what is the value of the IRR such that there is a 25% chance that the actual IRR would be below it? In addition, comparisons between investments can be made. For example first-order stochastic dominance is applicable to projects with different means and standard deviations of returns. It consists of comparing the cumulative distributions of the returns of the two projects and finding out if one cumulative distribution is always greater than the other. Second-order stochastic dominance is applicable for projects with the same means but different standard deviations of returns. It consists of computing the integral of the difference in the cumulative distributions of returns of the two projects, and finding out whether the cumulated difference between the cumulative distributions is always positive or negative for that matter.
To conclude, an approach relying on a probabilistic IRR rejects as impractical all the pitfalls of the IRR mentioned in the literature. Such pitfalls remain therefore an academic curiosity.
The Model
There are many ways to account for project uncertainties. This paper builds a model upon uncertainties in future 
According to Hillier (1963) this equation was first established by Grant and Ireson (1960) . Taking , , like in Howard (1971) and in Kim and Reinschmidt (2012) , then:
Therefore:
This implies that:
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Taking expectations on both sides of the second terms of equations (11), then:
In turn: Table 1 ). The expected standard deviation is more than twice the actual standard deviation from the Monte Carlo simulation, and the expected variance is more than fourfold the actual variance from the simulation. This is evidence that the Monte Carlo simulations give a more precise estimate of the standard deviation of the IRR. If the variance of the cash flows is doubled the expected standard deviation of the IRR will be 4.88644%. This compares with an actual average standard deviation of 2.4198% (See Table 1 ). And finally, if the variance of these cash flows is divided by 2, then the expected standard deviation of the IRR is 2.44322%. This compares with an average standard deviation of 1.1967% (See Table 1 ). In these two cases precision is also enhanced by the simulation procedure. Since 100 replications are effectuated then the expected standard errors of the IRR are respectively 0.3455234%, 0.488644%, and 0.24432%. The actual standard errors are respectively 0.0574%, 0.0776%, and 0.0368%. Therefore Monte Carlo simulation has decreased the standard errors by almost six times and the squares of the standard errors by almost 36 times. This shows that Monte Carlo simulation provides a much more precise estimate of the variability of the IRR. It must be mentioned that the 100 replications apply to the case when the investment is divisible and can be selected a hundred times by the same firm or to the case when 100 firms select the same investment.
The Simulation Results
The procedure followed in this paper is the following. As mentioned in the previous section different probability distributions are assumed. All have the same means. The first and second distributions have the same variance. The third has double the variance. And the fourth has half of the initial variance. Monte Carlo simulation is carried out by generating 10,000 values of the twenty yearly uncertain cash flows, by calculating 10,000 IRRs, and by repeating the procedure one hundred times. A Jarque-Bera test, Jarque and Bera (1987) , is applied on each simulation run out of the 100, and the frequency by which the marginal significance level of 5% exceeds the actual p-value is recorded for the 10,000 IRRs. For the four distributions this frequency is 4, 16, 20, and 10 respectively. There is some evidence that the lower the assumed variance of the cash flows the lower the number of rejections of the normality test. Generally speaking it can be concluded that the 10,000 generated IRRs are close to a normal distribution. This is especially true and surprising for the case when the cash flows follow the uniform distribution. Table 1 presents the statistics on the repeated simulation runs. Obviously the size of the data is 100. The grand means are very close to each other and vary between 0.10037 and 0.10053, and are close to the IRR obtained by taking the expected levels of the cash flows, and which is 10.00504%. Then t-tests for the difference between the latter mean IRR and the grand means of the 4 distributions are conducted. The t-statistics are respectively 0.43136, 0.251916, 0.61804, and 0.23533, all denoting statistical insignificance. Therefore the mean IRR and www.ccsenet.org/ijbm International Journal of Business and Management Vol. 9, No. 3; the four grand means are not statistically different from each other. In addition t-tests for the difference in grand means are calculated for each pair of distributions. Table 3 presents the results. The highest t-statistic, in absolute value, is 0.45760, which denotes insignificance at conventional marginal significance levels. This implies that the grand means are also insignificantly different from each other. Moreover, as shown in Table 1 , all grand means are normally distributed according to the Jarque-Bera normality test, the lowest actual p-value being 0.184332, except for the uniform distribution which has a p-value of 0.003302, denoting a departure from normality. However the hypothesis of normality for the additional four normality tests in Table 2 fails to be rejected for all 4 distributions. This is to be expected from the Central Limit Theorem. Therefore the rejection of normality by the Jarque-Bera test for the uniform distribution is not consequential. The 100 grand means for the 4 distributions do not exceed 0.102566 and do not fall below 0.098986. The range is therefore only 0.00358. Hence the degree of precision is quite high. Tables 1 and 2 show that the 5 normality tests selected fail to reject normality of the 100 standard deviations and the 100 variances, the minimum p-value being 0.0482. For each distribution the mean standard deviation is very close to the square root of the mean variance. However the distributions of the maxima and the minima seem to be non-normal: 29 tests out of 40 have p-values less than 5%. As a matter of fact there is no reason for these distributions to be normal. Table 1 descriptive statistics on the distributions within the sample of the 100 repetitions of the 10,000 simulation runs. The sample size is therefore 100 for all statistics. The distributions of the yearly cash flows are given in row 1, columns 2 to 4. The initial cash outlay is $ 20,000. The number of periods is 20. Notes: The uniform distribution is based upon the following parameters: Maximum=4200, Minimum=500, μ=2350, and σ 2 =3700 2 /12. The first normal distribution is based upon the following parameters: μ=2350 and σ 2 =3700 2 /12. The second normal distribution is based upon the following parameters: μ=2350 and σ 2 =3700 2 /6. The third normal distribution is based upon the following parameters: μ=2350 and σ 2 =3700 2 /24.
All statistics are obtained with the use of the EViews 8 (2013) statistical software. Table 3 Hypothesis tests of the equality of grand means. The numbers inside the table are for the absolute t-statistics. The null hypothesis is equality of grand means. The tests assume unequal standard errors. All sample averages are means of 100 replications of 10,000 simulation runs. F-tests that the mean variances of the first two distributions, half the mean variance of the third distribution, and double the mean variance of the fourth distribution are equal to each other are conducted pair-wise. The results are in Table 4 , which shows that the minimum p-value is 0.1133. Therefore the null of equality fails to be rejected. This implies that the simulations keep variances proportional to the assumed variances of the cash flows.
A joint hypothesis test that the squares of the standard errors of the first two distributions, half the square of the standard error of the third distribution, and double the square of the standard error of the fourth distribution are all equal to each other fails also to be rejected. Table 2 . The mean variance of the second normal distribution is divided by 2, and the mean variance of the third normal distribution is multiplied by 2. The test is for the null hypothesis that the ratios of variances, taken two at a time, are equal to 1. The software MegaStat is used to compute the p-values.
Finally, Table 5 presents the results of undertaking feasibility tests on the IRRs. The probability of the IRR exceeding a certain percentage   Z is calculated for all three normal distributions. For the first normal distribution this probability is calculated as follows, with  defined as in equation (3):
For the second normal distribution the p-values are obtained as follows:
And for the third normal distribution the p-values obey the following:
For example, the probabilities that the IRR exceeds 9% are 0.7256, 0.6683, and 0.8015 respectively for the three distributions. And the probabilities that the IRR exceeds 11% are respectively 0.2820, 0.3478, and 0.2049.
www.ccsenet.org/ijbm
Conclusion
This paper provides a theoretical overview on the internal rate of return (IRR), on the probabilistic IRR, and presents an illustration based upon both a Taylor series expansion and a Monte Carlo simulation. Four different probability distributions are simulated, one of which is a uniform distribution and the other three are normal distributions. All four distributions assume the same mean cash flow, but differ in variances of cash flows. It is shown that Monte Carlo simulation results in more precision than the theoretical precision expected from the Taylor series expansion. This precision is more than twice in terms of the standard deviations of the IRR, and around six times more in terms of the standard errors of the IRR. The distributions of the internal rate of return follow approximately a normal distribution, and this facilitates project appraisal and risk management. The grand means of the internal rates of returns, for all four cases considered, are statistically insignificantly different from each other, as expected, and they are statistically insignificantly different from the average internal rate of return, obtained by discounting the mean amounts of the cash flows. The standard deviations and the standard errors of the IRR are directly proportional to the standard deviations of the cash flows. Finally, the paper undertakes hypothesis tests on the variances and the squares of the standard errors of the IRR, and describes how one can use the probabilistic IRR to carry out feasibility statements.
