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Abstract—Magnetic resonance imaging (MRI) is widely used
to study population effects of factors on brain morphometry.
Inference from such studies often require the simultaneous testing
of millions of statistical hypotheses. Such scale of inference is
known to lead to large numbers of false positive results. Control
of the false discovery rate (FDR) is commonly employed to
mitigate against such outcomes. However, current methodologies
in FDR control only account for the marginal significance of
hypotheses, and are not able to explicitly account for spatial
relationships, such as those between MRI voxels. In this article,
we present novel methods that incorporate spatial dependencies
into the process of controlling FDR through the use of Markov
random fields. Our method is able to automatically estimate the
relationships between spatially dependent hypotheses by means of
maximum pseudo-likelihood estimation and the pseudo-likelihood
information criterion. We show that our methods have desirable
statistical properties with regards to FDR control and are able to
outperform noncontexual methods in simulations of dependent
hypothesis scenarios. Our method is applied to investigate the
effects of aging on brain morphometry using data from the PATH
study. Evidence of whole brain and component level effects that
correspond to similar findings in the literature is found in our
investigation.
Index Terms—Magnetic resonance imaging, Neuroimaging,
Mixture model, False discovery rate, Markov random field
I. INTRODUCTION
Magnetic resonance imaging (MRI) is often used by neuro-
logical researchers to assess the population effects of factors
on brain morphometry. Examples of such studies include
investigations regarding the effects of aging (e.g. [1]–[6]),
alcoholism (e.g. [5], [6]), education (e.g. [1]), and gender (e.g.
[3]) on MRI-measurable morphological features.
In such studies, a test of hypothesis may be carried at each
individual voxel of the MRI scans by means of regression
or similar statistical procedures. Aggregating across an entire
brain, the number of such simultaneous hypothesis tests can
number in the millions.
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Such large scales of simultaneous hypothesis testing is
known to result in large numbers of false positive results (i.e.
incorrectly rejected hypothesis tests). For example, if there
are no factor effects, one million hypothesis tests at the usual
5% significance would yield fifty thousand incorrectly rejected
hypotheses on average. In the neuroimaging community, this
pitfall was famously alluded to in [7], where brain activity was
found to be significant in a functional MRI study of a dead
salmon.
The problem of false positives in simultaneous hypothesis
testing has been well studied in both the statistics literature
(e.g. [8]–[10]) and the neuroimaging literature (e.g. [11]–
[13]). Among the solutions developed, controlling the false
discovery rate (FDR) has emerged to be particularly popular
and practical.
The principle of FDR control was first introduced in [14],
where it was suggested that researchers should reject only as
many hypotheses as to maintain the FDR below a predeter-
mined level, where FDR = E (N01/NR|NR > 0)P (NR > 0)
with N01 and NR denoting the number of false positives
and the number of rejected hypotheses, respectively. Since the
publication of [14], many techniques have been proposed for
the control of FDR (e.g. [15]–[21]).
Although these techniques are able to correctly control the
FDR when hypotheses have implicit dependencies, they are
not able to model the explicit nature of such dependencies.
As such, the spatial relationships between hypothesis tests on
neighboring voxels cannot be utilized to inform the signifi-
cance of said voxels.
In the neuroimaging literature, the exploitation of spatial
relationships for false positive mitigation is often conducted
under the random field theory (RFT) framework (cf. [22]–
[25]). Some examples of RFT techniques for FDR control
include [26] and [27].
While widely used, RFT techniques are not without their
caveats. These include issues such as test dependency (e.g.
χ2, Gaussian, F , T , or T 2 distributed test statistics require
different field models), the assumption of a continuous field
over a discrete lattice, and requirements of user-specified
smoothing parameters (cf. [13] and [28] for discussions of
these issues). As such, RFT techniques can produce incorrect
inferences, or be misapplied.
In order to resolve the shortcomings of RFT techniques,
we introduce a novel method that uses a test-independent
discrete-lattice model to spatially inform FDR control. Our
method utilizes the mixture model-based procedure of [19]
2to control FDR at the marginal (spatially uninformed and
noncontextual) level. Spatial dependencies between marginally
controlled hypothesis tests are then modeled by a Markov
random field (MRF); a technique previously used for model-
based segmentation of MRIs (e.g. [29]–[32]). As such, we
name our collection of techniques: Markov random field FDR
control (MRF-FDR).
Usual problems in the application of MRFs are the determi-
nation of spatial relationship magnitudes and the distance at
which voxels can be considered neighbors. We resolve these
issues by using a data-driven process through applications of
the pseudo-likelihood (PL) (cf. [33]) and the PL information
criterion (PLIC) (cf. [34]), respectively.
The MRF-FDR methods that we present here are a contin-
uation of the work from [35]. In this article, we suggest and
theoretically justify a refined version of the technique in [35].
In order to demonstrate and assess the performance of MRF-
FDR, we perform a set of simulation studies with the aim of
replicating brain MRI-like scenarios, where features of various
sizes are statistically significant. We find that our method is
able to outperform some commonly available techniques. We
then apply our technique to study the effect of aging on the
morphometry of the brain in an elderly cohort study using
data from the PATH project (cf. [36]). Here, we are able to
produce inferences consistent with the neuroimaging literature
on aging.
II. NONCONTEXUAL FDR CONTROL
Suppose that we test a statistical hypothesis at each of the n
voxels of an MRI, where the voxels are indexed by i = 1, ..., n.
Let Hi be a binary random variable, where Hi = 0 if the null
hypothesis at voxel i is true, and 1 otherwise, and let Pi be
the p-value associated with the hypothesis test at voxel i. If
Pi arises from a well-behaved hypothesis test (i.e. Pi|Hi =
0
i.d.∼ U (0, 1)), then the probit transformation of Pi yields a
z-score Zi = Φ−1 (1− Pi), which has the property Zi|Hi =
0
i.d.∼ N (0, 1), under the well-behaved test assumption. Here,
i.d. denotes identically distributed.
In [18], it was suggested that if 0 < pi0 < 1, then Zi is
marginally distributed according to a two-component mixture
distribution with density
f (zi) = pi0f0 (zi) + (1− pi0) f1 (zi) , (1)
when Hi is unobserved. Here pi0 = P (Hi = 0), f0 is the
density of Zi|Hi = 0, f1 is the density of Zi|Hi = 1, and
hi and zi are realizations of Hi and Zi, respectively. Since
Zi|Hi = 0 i.d.∼ N (0, 1) under the well-behaved test assump-
tion, we can write f0 (zi) = φ (zi; 0, 1), where φ
(
x;µ, σ2
)
is a normal density function with mean µ and variance σ2.
The determination of f1 is flexible and often depends on
situation specifics. However, it was shown in [19] that using
f1 (zi) = φ
(
zi;µ1, σ
2
1
)
performs well in general settings,
where µ1 ∈ R and σ21 > 0. It can be seen that under such
conditions, density (1) is a two-component normal mixture
model (cf. Chapter 3 of [37] for details).
A. Empirical Null Density Function
The density f0 (zi) = φ (zi; 0, 1) arising from the well-
behaved test assumption is referred to as the theoretical null
density by [18], and has been broadly tested for veracity. It was
found in [18], [38], [39] that in some testing procedures (e.g.
permutation tests and correlated test statistics), the assumption
that Zi|Hi = 0 i.d.∼ N (0, 1) is unreasonable.
As an alternative, it was suggested in [18] that the marginal
density of Zi|Hi = 0 should be modeled by f0 (zi) =
φ
(
zi, µ0, σ
2
0
)
instead, where µ0 ∈ R, σ20 > 0, and µ0 < µ1.
This model for Zi|Hi = 0 is referred to as the empirical
null density, and has been shown to improve the fit of the
two-component normal mixture model in [19]. As such, we
adopt the two-component normal mixture with an empirical
null density,
f (zi;θ) = pi0φ
(
zi;µ0, σ
2
0
)
+ (1− pi0)φ
(
zi;µ1, σ
2
1
)
, (2)
for noncontextual FDR (NC-FDR) control in the following
sections, and shall refer to (2) as the NC-FDR model. Here
θ =
(
pi0, µ0, σ
2
0 , µ1, σ
2
1
)T
is the vector of model parameters,
where the T superscript indicates matrix transposition.
B. Rejection Rule
Under the NC-FDR model, Bayes’ rule allows us to write
the conditional probability of the event Hi = 0|Zi = zi as
P (Hi = 0|Zi = zi) =
pi0φ
(
zi;µ0, σ
2
0
)
f (zi;θ)
= τ (zi;θ) , (3)
which can be used to derive the rejection rule
r1 (zi;θ, c1) =
{
1 if τ (zj ;θ) ≤ c1,
0 otherwise,
(4)
where 0 ≤ c1 ≤ 1. Here, r1 (zi;θ, c1) = 1 if the null hypothe-
sis at voxel i is rejected (declared statistically significant), and
0 otherwise.
Expression (3) is referred to as the local FDR by [18],
and it can be interpreted as the probability that the null
hypothesis at voxel i is true, given knowledge of its z-score.
Rejection rule (4) requires that the probability of voxel i
being null is sufficiently low (defined through the threshold
c1) before rejecting the hypothesis at this voxel. For brevity,
we will suppress the parameter vector θ when convenient,
and write τ (zi;θ) and r1 (zi;θ, c1), as τ (zi) and r1 (zi; c1),
respectively.
Let I {A} be the indicator variable, where I {A} = 1 if
proposition A is true, and 0 otherwise. Using the indicator
notation, we can express the number of hypotheses rejected by
rule (4) as NR =
∑n
i=1 I {r1 (Zi; c1) = 1}, and the number
of false positives as N01 =
∑n
i=1 I {r1 (Zi; c1) = 1, Hi = 0}.
Furthermore, we can show that the marginal FDR (mFDR =
EN01/ENR) can be consistently estimated (in the probabilistic
sense) by
mFDR =
N¯01
N¯R
, (5)
3where we define N¯R =
∑n
i=1 I {r1 (zi; c1) = 1} and N¯01 =∑n
i=1 I {r1 (zi; c1) = 1} τ (zi). Here, mFDR = mFDR (c1) is
a function of c1, although we will drop the notation for brevity.
Theorem 1. For each i, assume that there are at most
ν < ∞ indices i′ 6= i (i′ = 1, ..., n), such that Zi and
Hi are dependent on Zi′ and Hi′ . If the probabilities
P (r1 (Zi; c1) = 1, Hi = 0) and P (r1 (Zi; c1) = 1) > 0 are
constant for all i, then mFDR P→ mFDR.
The assumption from Theorem 1 states that although the
voxels are not assumed to be independent, we only permit
a finite and fixed amount of dependencies. Under the same
assumption, we can show that mFDR approaches FDR as n
gets large.
Theorem 2. Under the same assumption as Theo-
rem 1, if the probabilities P (r1 (Zi; c1) = 1, Hi = 0),
P (r1 (Zi; c1) = 1, Hi = 1), and P (r1 (Zi; c1) = 1) > 0 are
constant for all i, then lim
n→∞ |mFDR− FDR| = 0.
Proofs of all theoretical results can be found in Appendix
A.
C. FDR Control
Using Theorems 1 and 2, we can apply equation (5) to
approximate the FDR for any given threshold c1. Alternatively,
we can also use mFDR to approximately control the FDR at a
specified level 0 < α ≤ 1 by choosing c1 using the threshold
rule
c1 = arg max
c′1∈(0,1]
{
mFDR (c′1) ≤ α
}
. (6)
For brevity, we will refer to the applications of (4) and (6)
for estimation and control of FDR as NC-FDR collectively.
Although rule (6) asymptotically controls FDR at the correct
level for hypotheses behaving as conjectured by the NC-
FDR model, it cannot exploit the spatial structure of MRI
data. However, the NC-FDR model does provide a useful
framework for incorporating spatial information, as discussed
in the following section.
III. SPATIAL FDR CONTROL
Consider for any voxel i, τ (zi) < 1/2 indicates that the
null hypothesis at the voxel is more likely to be false than
not, given zi is observed. Using this notion we can define the
binary random variable Ti = I {τ (Zi) < 1/2}, which equals
0 if the null hypothesis at voxel i is more likely to be true,
and 1 otherwise.
Let si = (s1i, s2i, s3i)
T be the spatial coordi-
nates and Sdi = {i′ 6= i : δ (si, s′i) ≤ d} be the d-range
Moore-type neighborhood of voxel i, where δ (si, s′i) =
max {|s1i − s1i′ | , |s2i − s2i′ | , |s3i − s3i′ |} is the maximum
distance function. Using an MRF argument, a spatial relation-
ship between Ti and its neighbors T(i) = {Ti′ : i′ ∈ Si} can
be induced through the conditional probability statement
P
(
Ti = ti|T(i) = t(i)
)
=
exp
(
ati + btiη
(
t(i)
))
1 + exp
(
a+ bη
(
t(i)
)) (7)
= g
(
ti, t(i);ψ
)
,
where a, b ∈ R and ψ = (a, b)T is the parameter vector.
Here η
(
t(i)
)
=
∣∣Sdi ∣∣−1∑i′∈Sdi ti′ is the mean over the
neighborhood Sdi of voxel i, where |S| denotes the cardinality
of set S.
Model (7) allows for the probability of Ti to be dependent
upon the probability that its neighboring hypotheses are null,
and thus, provides a way of incorporating spatial dependencies
for FDR control.
A. Rejection Rule
Using (7), we can write the probability of Ti = 0|T(i) = t(i)
as
P
(
Ti = 0|T(i) = t(i)
)
=
1
1 + exp
(
a+ bη
(
t(i)
)) (8)
= ξ
(
t(i);ψ
)
.
Combining expressions (3) and (8), we can specify the
spatial informed rejection rule
r2
(
z(i);θ,ψ, c1, c2
)
=

1 if τ (zi;θ) ≤ c1
and ξ
(
t(i);ψ
) ≤ c2,
0 otherwise,
(9)
where 0 < c1, c2 ≤ 1, and z(i) =
(
zi, t(i)
)T
. As with rule
(4), r2
(
z(i); c1, c2
)
= 1 if the null hypothesis at voxel i is
rejected, and 0 otherwise.
Rule (9) extends rule (4) to also take into account the
spatial relationship between nearby voxels by rejecting the
null hypothesis at voxel i only if the local FDR is below
the specified threshold c1, and the probability that the null
hypothesis at the voxel is false, given the state of its neighbors
is also sufficiently low (defined through the threshold c2). The
second condition ξ
(
t(i)
) ≤ c2, guarantees that the rejection
of the hypothesis at voxel i is spatially coherent with the
decisions made at the (2d+ 1)3−1 voxels in its neighborhood
Sdi . Note that if c2 = 1, then rule (9) is exactly rule (4).
B. Theoretical Justification
Under rule (9), we can write the number of rejections and
false positives as NR =
∑n
i=1 I
{
r2
(
Z(i); c1, c2
)
= 1
}
and
N01 =
∑n
i=1 I
{
r2
(
Z(i); c1, c2
)
= 1, Hi = 0
}
, respectively.
As with equation (5), we can show that
mFDR
′
=
N¯01
N¯R
(10)
can conservatively estimate (i.e. over estimate) the mFDR
when we assume that nearby hypotheses are spatially coherent,
where N¯R =
∑n
i=1 I
{
r2
(
z(i); c1, c2
)
= 1
}
and N¯01 =∑n
i=1 I
{
r2
(
z(i); c1, c2
)
= 1
}
τ (zi), respectively.
Theorem 3. For each i, assume that there are at most ν <
∞ indices i′ 6= i (i′ = 1, ..., n), such that Z(i) and Hi are
dependent on Z(i′) and Hi′ . Additionally, assume that γ1i ≤
γ2i for all i, where
γ1i = E
(
I {Hi = 0} |r2
(
Z(i); c1, c2
)
= 1
)
,
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γ2i = E (I {Hi = 0} |r1 (Z; c1) = 1)
= τ (Zi) .
If
P
(
r2
(
Z(i); c1, c2
)
= 1
)
> 0,
P
(
r2
(
Z(i); c1, c2
)
= 1, Hi = 0
)
,
and E
(
I
{
r2
(
Z(i); c1, c2
)
= 1
}
τ (Zi)
)
are constant for all i,
then mFDR′ P→ mFDR′ ≥ mFDR.
As with rule (4), we can show that the mFDR for rule (9)
also approaches the FDR as n gets large.
Theorem 4. Under the same assumptions as Theorem 3, if
the probabilities
P
(
r2
(
Z(i); c1, c2
)
= 1, Hi = 0
)
,
P
(
r2
(
Z(i); c1, c2
)
= 1, Hi = 1
)
,
and P
(
r2
(
Z(i); c1, c2
)
= 1
)
> 0 are constant for all i, then
lim
n→∞ |mFDR− FDR| = 0.
Note that the assumption that γ1i ≤ γ2i in Theorem 3 is a
formal statement of the conjecture of local coherency among
voxels. That is, the assumption states that the null hypothesis
at voxel i is less likely to be true if it is known to be in a region
of false hypotheses, compared to when this is unknown. Here,
we again assume limited dependencies between the voxels;
furthermore, notice that ν is only assumed to be finite and
may be greater than the size of Sdi .
C. FDR Control
Combined, Theorems 3 and 4 can be applied to conserva-
tively estimate the FDR by (10), for any given thresholds c1
and c2. Additionally, like (5), equation (10) can be used to
conservatively control the FDR by choosing c1 and c2 such
that
(c1, c2) = arg max
(c′1,c′2)∈(0,1]2
{
mFDR
′
(c′1, c
′
2) ≤ α
}
. (11)
As with NC-FDR, the usage of (9), (10), and (11) for control
or estimation of FDR will henceforth be referred to as MRF-
FDR, for brevity. We now proceed to discuss the estimation
of the parameter vectors θ and ψ for application in NC-FDR
and MRF-FDR.
IV. ESTIMATION OF PARAMETERS AND QUANTITIES
A. Noncontexual Model
Let z1, ..., zn be a set of observed z-scores as defined in Sec-
tion II, assuming that Zi is marginally distributed as per (2).
The parameter vector (i.e. θ) can be estimated by maximizing
the composite marginal likelihood (CML) function
CL (θ; z1, ..., zn) =
n∏
i=1
f (zi;θ) . (12)
Because of the mixture form of (2), the parameter vector
θ that maximizes (12) cannot be expressed in closed form.
However, it is possible to apply the minorization-maximization
(MM) algorithm (cf. [40]) to compute the maximum CML
estimate (MCMLE) θˆ through an iterative scheme. Particulars
of the algorithm used are given in Appendix B. Here, the
MCMLE is preferred over the maximum likelihood estimate
because it can be computed without explicit declaration of the
dependencies between the z-scores; see [41] for a treatment on
CMLs and [42] for a general overview of composite likelihood
methods.
B. Spatial Model
Upon computing the MCMLE, the conditional probabilities
τ (zi;θ) can be estimated by τ
(
zi; θˆ
)
, and thus ti can
be approximated by tˆi = I
{
τ
(
zi; θˆ
)
< 1/2
}
. Under the
hypothesis that the random variables Tˆi are related to their
neighbors Tˆ(i) through the conditional model (i.e. (7)), we
can estimate the parameter vector ψ by maximizing the PL
PL
(
ψ; tˆ1, ..., tˆn
)
=
n∏
i=1
g
(
tˆi, tˆ(i);ψ
)
. (13)
The maximum PL estimation (MPLE) technique was in-
troduced in [33], and the maximum PL estimate (MPLE)
can be shown to have desirable statistical properties in a
broad range of circumstances (cf. [43] and [44]). As with the
estimation of θ, the MPLE ψˆ cannot be estimated in closed
form due to the intractability of equation (13). However, we
can implement a Newton-type algorithm to iteratively compute
ψˆ; see Appendix B for details.
C. FDR Estimates
Using the estimates θˆ and ψˆ, we can estimate the marginal
FDR expressions (5) and (10) by
m̂FDR =
∑n
i=1 I
{
r1
(
zi; θˆ, c1
)
= 1
}
τ
(
zi; θˆ
)
∑n
i=1 I
{
r1
(
zi; θˆ, c1
)
= 1
} (14)
and
m̂FDR
′
=
∑n
i=1 I
{
r2
(
zˆ(i); θˆ, ψˆ, c1, c2
)
= 1
}
τ
(
zi; θˆ
)
∑n
i=1 I
{
r2
(
zˆ(i); θˆ, ψˆ, c1, c2
)
= 1
} ,
(15)
respectively, where zˆ(i) =
(
zi, tˆ(i)
)T
. We can show that (14)
and (15) asymptotically approach (5) and (10), respectively,
when θˆ and ψˆ are consistent estimates of the relevant param-
eters.
Theorem 5. If
∑n
i=1 I {r1 (Zi;θ, c1) = 1} > 0 and θˆ P→ θ,
then m̂FDR D→ mFDR.
Proof: The proof is similar to that of Theorem 6.
Theorem 6. If
∑n
i=1 I
{
r2
(
Z(i);θ,ψ, c1, c2
)
= 1
}
> 0, θˆ P→
θ, and ψˆ P→ ψ, then m̂FDR′ D→ mFDR′.
The assumptions that θˆ and ψˆ be consistent are well
justified for our models. In the case of the density function
5(2), it is well known that if 0 < pi0 < 1 and µ0 < µ1, then
the model is identifiable. Under the assumption of Theorem
1, it can be shown that (12) satisfies the regularity conditions
for the consistency of an extremum estimator (cf. Theorem
4.1.2 of [45]) with the aid of an appropriate uniform law of
large numbers (e.g. Theorem 4 of [46]). Hence, there exist a
consistent MCMLE.
To obtain the consistency of ψˆ, we need to first establish
the identifiability (in the sense of [43]) of the MRF equation
(7).
Lemma 7. If ψ∗ 6= ψ, then there exists ti and t(i) such that
g
(
ti, t(i);ψ
∗) 6= g (ti, t(i);ψ), where ψ∗ = (a∗, b∗)T .
The consistency of the MPLE ψˆ can be obtained as follows.
Proposition 8. If T1, ..., Tn are random observations from the
MRF (7), and if (7) is identifiable, then ψˆ P→ ψ.
Proof: See the consistency of pseudo-likelihood theorem
of [43].
The results above allow for the use of equations (14) and
(15) in the place of (5) and (10) for FDR estimation and
control, respectively.
D. Range Estimation
Thus far, the range (i.e. d) of the neighborhoods Sdi has been
assumed constant. Due to the intractability of its inclusion in
the MPLE process, it is necessary to determine d by means of
an external method. We can use the PLIC for such a purpose.
The PLIC at any d is defined as
PLIC (d) = logPL
(
ψˆd; tˆ1, ..., tˆn
)
− 2−1kd log n,
where ψˆd is the MPLE, and kd is the number of parameters
for a d-ranged MRF (here, kd = 2 for all d). According to
[34], the optimal range can be estimated consistently via the
rule
d = arg max
d′=1,2,..
PLIC (d′) . (16)
Rule (16) has been applied successfully in imaging appli-
cations (e.g. [47]), and can be viewed as the PL equivalent
of the Bayesian Information Criterion of [48]. Because an
exhaustive search over all d = 1, 2, ... is not feasible, we can
instead apply a greedy version of (16) in practice. We do this
by initializing at d′ = 1 and iteratively increasing d′ until
PLIC (d′ + 1) − PLIC (d′) ≤ 0, whereupon we set d = d′.
The use of this method is implicit in the ensuing discussions.
V. SIMULATION STUDY
In order to discuss the application and assess the perfor-
mance of MRF-FDR, we explore a number of simulation
scenarios. These scenarios are coded by the size of their spatial
features (S1-S3, where S1 has the smallest spatial features and
S3 has the largest), and the size of their statistical effect (E1-
E3, where E1 has the smallest statistical effect, and E3 has the
largest). For example, scenario S1E1 has small spatial features
and statistical effects.
Figure 1. Reference schematics for simulation study.
A. Setup
In each of the 9 scenarios, a cube of n = 1203 voxels
was simulated with intensities generated independently from
the N (0, 1) distribution. The total size of the simulation was
chosen to replicate the number of voxels in a typical MRI
study. For S3, the cube is partitioned into 8 sub-cubes (as per
schema B of Fig. 1), each of size 603. The dark sub-cubes are
then replaced with intensities generated independently from
N (∆, 1). In scenario S2, the cube is partitioned into 27 sub-
cubes (as per schema A), each of size 403, whereby the
dark sub-cubes are replaced with independent intensities from
N (∆, 1).
Scenario S1 is a modification of S3. In S1, a type B schema
is used, whereby each of the black sub-cubes are replaced with
a type A sub-cube with sub-sub-cubes of size 203. Here, the
white sub-sub-cubes are unchanged, and the black sub-sub-
cubes are replaced by independent intensities from N (∆, 1).
If we call the voxels with intensities from N (0, 1) null, and
those with intensities from N (∆, 1) alternative, then there are
56× 203, 14× 403, and 4× 603 alternative voxels in S1-S3,
respectively.
The statistical effect can be thought of as the difference be-
tween a null and an alternative voxel. Here, the statistical effect
is determined by the ∆ in the alternative intensity generation.
We use ∆ = 1, 2, 3, for scenarios E1-E3, respectively.
Let ζ1, ..., ζn be the intensities of the n voxels, as per the
simulation described. Using ζi, we can write the p-value for
the test of the null hypothesis ∆ = 0, against the alternative
hypothesis ∆ > 0, as pi = 1− Φ (ζi), for each voxel i. This
is simply a one-side z-test for a normal mean.
B. Threshold Selection
Integral to the application of MRF-FDR is the selection of
the marginal and spatial thresholds, c1 and c2, respectively.
In practice, the choice of combinations of the two thresholds
6can be difficult due to the number of options. However, a
decision can be made based on two primary statistics. Firstly,
(15) can be used to conservatively estimate the FDR for the
combination of thresholds, and secondly,
NˆR =
n∑
i=1
I
{
r2
(
zˆ(i); θˆ, ψˆ, c1, c2
)
= 1
}
(17)
can be used to evaluate the number of voxels rejected under
the choice of threshold. The tradeoff in these two quantities,
with respect to the thresholds can be assessed by graphical
means.
To demonstrate the process of threshold selection, we sim-
ulated a single instance of S1E2, S2E2, and S3E2. The MRF-
FDR method was then applied in each case using threshold
levels, c1, c2 = 0.01, 0.02, ..., 1. Level plots of m̂FDR
′
and
NˆR/n × 100% (the percentage of hypotheses rejected) were
then produced, and are given in Fig. 2. We can make some
general observations from the figure. Firstly, for a fixed value
of c2, higher values c1 correspond to increases in both m̂FDR
′
and NˆR. Secondly, the effect is the same for higher levels of
c2 when c1 is fixed. We also observe that in all scenarios,
m̂FDR
′
and NˆR appear to behave strangely when c2 < 0.1.
This is potentially due to a discordance between γ1i and γ2i
(from Theorem 3) at very small threshold levels. Lastly, we
note that the joint effects of c1 and c2 appear to be linear in
the sense that there are no paradoxical decreases in FDR or
rejections when both thresholds are increased in tandem.
These results appear to confirm the common sense notion
that rejecting hypotheses under more stringent conditions
would decrease the number of false positives, but also diminish
the ability to reject potentially significant hypotheses. If the
desired level of FDR and number of rejections are known,
then the level plots from Fig. 2 can be used to decide upon
a combination of thresholds for the study. For example, if
one chooses to control FDR at the 0.1 level, and make
NˆR/n×100% = 40% in scenario S2E2, then a possible choice
of thresholds is c1 = 0.3 and c2 = 0.5. However, there are
many other choices that would yield approximately the same
combination of outcomes.
C. False Discovery Rate Control
In practice, one does not determine the number of rejections
to make. As such, the only decision to make is to control the
FDR at an appropriate level α. Here, as in the previous section,
the choice is not obvious due to the multitude of combinations
of thresholds which lead to similar FDR levels. To alleviate
the issue, we propose the use of three thresholding rules: (6),
(11), and
c1 = arg max
c′1∈(0,1]
{
mFDR
′
(c′1, 0.5) ≤ α
}
. (18)
The first rule is the NC-FDR marginal rule which ignores
the spatial information available for FDR control. The second
is the MRF-FDR method discussed in Section III, which al-
lows for dependencies in the rejections of neighboring voxels,
and thirdly, rule (18) is a stringent criterion, whereby it is
insisted that voxels are only rejected if their neighborhood
indicates a lower chance of the null being true than false.
D. Assessing Performance
In order to assess the performance of suggested rules, we
simulated 10 repetitions each of scenarios S1E1 to S3E3
controlling α at the scientifically-typical levels 0.005, 0.01,
0.05 and 0.1. For each repetition, we compute the observed
FDR (oFDR = oN01/oNR), and observed true positive rate
(oTPR = oN11/oN1), where oN01, oN11, oNR and oN1
are the numbers of observed false positives, true positives
(correctly rejected hypotheses), rejections and number of false
null hypotheses, respectively. We then average over the ten
repetitions of each scenario and α level.
The oFDR and oTPR measurements were selected for their
interpretability. Intuitively, oFDR measures the number of false
positives per rejected hypothesis and should be near α if the
technique assessed is correctly controlling the FDR level. The
oTPR instead measures the power of the procedure to reject
hypotheses where the null is false and should be as large as
possible. The most desirable property for a control method is
to achieve oFDR close to α, and a high oTPR simultaneously,
over the scenarios.
For additional comparison, we also assess the performances
of the [14] and [15] methods which we shall refer to as BH
and BY, respectively.
E. Results
The results of the simulation described above are reported
in Table I. From the results we can make a number of
observations. We can firstly rank the rules based on the number
of scenarios where they achieved the best results. In terms of
oFDR, the order from best to worst (counting all ties, and not
counting E1 scenarios, where α = 0.005 or 0.01) is (18), BY,
(11), and BH tied with (6). For oTPR, the order from best to
worst is (11), (6), (18), BH, and BY.
We firstly note that in E1 scenarios, where α = 0.005
or 0.01, all methods were either incapable of rejecting any
hypotheses, or were only able to reject negligible numbers of
alternative voxels. This is due to the conservative nature of all
the tested methods, when α is very low. When ignoring these
conditions, we find that the mixture model family of rules (i.e.
(6), (11), and (18)) tended to outperform BH and BY in terms
of oTPR, and that the two spatially informed rules (i.e. (11)
and (18)) tended to outperform or equal the marginal rules in
many scenarios, while also achieving lower oFDR values.
Additionally, we note some specific observations. It can be
seen that only BH and BY were meaningful in S1E2 for α =
0.005, indicating that these methods may be more appropriate
than the mixture model family when controlling for very low
levels of FDR when there are smaller spatial features. This
observation is supported by observing the performance of BH
in terms of oTPR in S1E3. However, we also observe that
BH and BY tend to conservatively control FDR over all other
scenarios, and thus suffer in terms of oTPR due to the lack of
rejections made.
Next, we observe that rules (6) and (11) tend to behave
similarly in terms of both oFDR and oTPR for low α values
and low levels of effects, although increasing either of these
two quantities results in (11) outperforming (6) in both criteria.
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Figure 2. Sub-figures A1-A3 and B1-B3 display the relationships between c1 and c2, versus m̂FDR
′
and NˆR/n × 100% (percentage of hypotheses
rejected), respectively, for simulations of scenarios S1E2-S3E2. The white space indicates values of which m̂FDR
′
could not be evaluated (i.e. when there
are no rejections).
Table I
AVERAGE oFDR AND oTPR VALUES (OVER 10 REPETITIONS) FOR THE TESTED RULES UNDER VARIOUS SIMULATION SCENARIOS. BOLD VALUES
INDICATE THE BEST PERFORMANCE WITHIN EACH SCENARIO (LOWEST FDR AND HIGHEST TPR). DASHED LINES INDICATE NO REJECTIONS MADE BY
THE METHOD IN THE SPECIFIED SCENARIO.
Scenario S1E1 S1E2 S1E3 S2E1 S2E2 S2E3 S3E1 S3E2 S3E3
α Rule oFDR oTPR
0.005
(6) - - - - .003 .352 - - .005 .104 .004 .590 - - .005 .097 .004 .580
(11) - - - - .003 .352 - - .005 .104 .004 .590 - - .004 .097 .004 .580
(18) - - - - .000 .337 - - .000 .104 .000 .590 - - .000 .097 .000 .580
BH - - .004 .021 .004 .386 - - .002 .049 .002 .494 - - .003 .046 .002 .488
BY - - .002 .000 .000 .096 - - .000 .001 .000 .147 - - .000 .001 .000 .144
0.01
(6) - - .006 .034 .010 .536 .000 .000 .009 .182 .009 .707 .010 .000 .009 .172 .009 .698
(11) - - .002 .022 .010 .536 .000 .000 .009 .182 .009 .707 .000 .000 .009 .172 .009 .698
(18) - - .000 .027 .000 .513 .000 .000 .000 .181 .000 .706 .000 .000 .000 .172 .000 .698
BH - - .008 .048 .007 .495 .000 .000 .005 .101 .005 .606 .000 .000 .005 .097 .005 .600
BY - - .001 .001 .001 .147 - - .000 .003 .000 .214 - - .000 .003 .000 .210
0.05
(6) .049 .001 .049 .284 .050 .793 .044 .013 .049 .551 .049 .913 .042 .011 .049 .531 .049 .907
(11) .013 .001 .049 .284 .020 .803 .031 .011 .049 .551 .003 .932 .017 .006 .049 .537 .002 .926
(18) - - .000 .227 .000 .772 .001 .013 .001 .549 .000 .932 .000 .011 .000 .535 .000 .926
BH .039 .000 .037 .230 .037 .751 .024 .002 .024 .370 .024 .839 .024 .002 .025 .361 .025 .835
BY - - .003 .012 .002 .329 - - .001 .030 .002 .431 - - .002 .029 .002 .425
0.1
(6) .094 .008 .100 .460 .100 .880 .095 .101 .098 .738 .099 .963 .096 .090 .098 .718 .100 .960
(11) .016 .004 .087 .462 .020 .908 .095 .101 .020 .764 .021 .993 .096 .090 .051 .738 .024 .989
(18) - - .000 .376 .000 .878 .002 .099 .002 .763 .003 .999 .001 .088 .000 .746 .001 .999
BH .072 .002 .074 .382 .074 .845 .049 .018 .048 .546 .048 .912 .048 .017 .050 .537 .050 .909
BY - - .005 .030 .005 .431 - - .003 .067 .003 .541 - - .003 .064 .003 .535
8Unlike rule (6) which controls FDR at the desired α level,
rules (11) and (18) tend to be conservative like BH and BY,
supporting the assumption that γ1i ≤ γ2i, in Theorem 3.
This does not appear to impact upon the oTPR results, as
exemplified by the numerous scenarios where (18) achieved
the best results in both criteria. Upon inspection, we observe
that the aforementioned scenarios where (18) performs well
are cases where the effect sizes or spatial features are large
(E3 or S3); both of which are rare in practice. Furthermore,
the oFDR is always much smaller than the allowed level α,
indicating that rule (18) may be overly conservative.
Finally, we note that in the scenarios where (18) achieves
the best oTPR, (11) tends to produce a comparable result. The
closeness in oTPR in combination with the ability of rule (11)
to better use the FDR allowance indicates that (11) may be a
better scenario across all scenarios and α levels.
Thus, we conclude that the mixture family of rules tends to
be better than BH and BY, and should be preferred to these
methods in almost all scenarios. In cases where there are small
effects or when controlling at moderately low α levels, the
spatial relationships can be ignored since (6) tends to perform
well. However, when there are very large effect sizes or spatial
features, rule (18) produces both low FDR levels and high
power. In all other circumstances, and in general, rule (11) is
able to control FDR at below the desired level, and provides
highly comparable power. Thus, we recommend rule (11) for
general use, and apply it to a real data study in the following
section.
VI. PATH STUDY
PATH is a large longitudinal study of aging aimed at
investigating the course of mood disorders, cognition, health,
and other individual characteristics across the lifespan (cf.
[36]). It surveys 7485 individuals in three age groups of 20
to 24, 40 to 44, and 60 to 64 years at baseline. Follow-
up is every four years over a period of 20 years. The data
from the PATH project were obtained from the normative
older age group (2551 at baseline). PATH surveys residents
of the city of Canberra and the adjacent town of Queanbeyan,
Australia, who were randomly recruited through the electoral
roll. Enrollment to vote is compulsory for Australian citizens;
consequently this cohort is representative of the population.
The study was approved by the Australian National University
Ethics Committee.
A. Data Description
Of the 2551 randomly selected older PATH participants
included in the study in wave 1, 2076 consented to be
contacted regarding an MRI scan. From these, a randomly
selected sub-sample of 622 participants were offered an MRI
scan and 478 participants eventually completed MRI scanning;
360 participants were rescanned at wave 3.
From the 360 rescanned individuals, we excluded 18 partic-
ipants from the current study due to gross brain abnormalities
evident in their MRI scans; another 30 participants were
excluded due to a a history of epilepsy, Parkinson’s disease or
stroke. Furthermore, 46 individuals were diagnosed with mild
cognitive impairment or dementia (based on full neurological
assessment meeting clinical criteria), and were subsequently
excluded. Our data consists of the wave 1 scans of the
remaining 266 participants.
The 266 participants were scanned using a 1.5 Tesla Philips
Gyroscan ACS-NT scanner (Philips Medical Systems, Best,
the Netherlands) for T1-weighted three-dimensional structural
MRI, and all participant identifiers were stripped from the
resulting scans. This 266 subjects sub-sample of scans consti-
tutes the data for our investigation. The sub-sample has mean
age 63.16 (standard deviation 1.47) and a comparable gender
ratio to that of the greater PATH cohort.
All data were first converted to the MINC format and then
intensity non-uniformity corrected using the N3 algorithm (cf.
[49]). Data were then roughly normalized by clamping the
image between histogram percent critical thresholds of 0.5 and
99.5% and rescaling the resulting data between 0 and 100. The
histogram clamping step is to remove small peripheral image
artifacts. Data were then linearly registered to an internal
average. The resulting MRIs have dimensions 264×264×199
with a total brain volume of 1387661 voxels, as determined
by atlas based registration to a common template (cf. [50] and
[51]).
B. Hypothesis Testing
Let xj be the age of individual j = 1, ...,m, and yij be
the intensity of voxel i from the MRI of individual j. Here,
m = 266 and n = 1387661.
At each voxel, we model the relationship between age and
intensity by the linear regression model Yij = βi0 + βi1xj +
Eij , where βi0 and βi1 are voxel specific parameters, and
Eij ∼ N
(
0, σ2i
)
. This model allows us to perform n separate
regression computations.
Since we only model the intensities by age, there is a
potential for inferential bias due to the absence of other rele-
vant factors such as education, gender, and neighboring voxel
intensities in each regression. Thus, instead of the usual least-
squares based inference, we opted to use the misspecification-
adjusted standard errors of [52] to correct for these effects (see
Appendix B of [35] for computational details).
The misspecification-adjusted standard errors allow us to
perform the n voxel-specific regressions separately even
though they may be related, and in absence of additional
factors; this is necessary since modeling the full dependency
structure among the n regression models would not be com-
putationally feasible. The major drawbacks of the approach
are as follows: the true effect-size of the modeled factor upon
the voxel intensity will be biased, and the standard errors of
the regression parameters are conservative (i.e. inefficient) in
comparison to the correctly-specified model. The first issue
is not a concern considering we are only interested in the
significance (i.e. p-value) of the effect of aging upon each
voxel; the p-value is still correct even if the sizes of the effect
is biased. The second issue is not problematic considering it
is unlikely that the correctly-specified model is determinable
(with regards to the inclusion of all relevant factors, consid-
ering the complexity of biological processes); see [52] and
9[53] for further details regarding the analysis of misspecified
models.
Based on the misspecification-adjusted standard errors, we
can compute p-values (i.e. pi) for each voxel to test the null
hypothesis that βi1 = 0, using a Wald-type test. That is, we
test whether or not age has an effect on the intensity at each
voxel, correcting for the potential effects of excluding other
intensity-affecting factors and between-voxel dependencies.
C. Technical Results
After performing the hypothesis tests described above, we
then assessed the p-values for indications of voxels, for which
the null hypothesis was false. In Fig. 3 A, we note that the
p-values do not appear uniformly distributed, thus implying
that not all null hypotheses are true, under the well-behaved
assumption. This implies that there may be an effect of age
on intensity across some of the analyzed voxels.
The z-scores were then computed and the NC-FDR model
with empirical null density was fitted to the data (see Fig. 3
B). The MCMLE of the parameter vector for density (2) was
found to be
θˆ =
(
pˆi0, µˆ0, σˆ
2
0 , µˆ1, σˆ
2
1
)T
= (0.306,−0.492, 0.860, 0.915, 0.752)T ,
which indicates that there is a large proportion of age affect
voxels, and that the choice to use an empirical null was
appropriate in this situation.
The MRF of Section III was then estimated with the PLIC
selected neighborhood range of d = 1, indicating that the
relationship between age-effected voxels appears to be very
local in nature. The potential FDR and number of rejections
for various threshold levels were then assessed via level plots
(Fig. 3 C and D). The graphs suggest that controlling the FDR
at α = 0.1 would yield a rejection proportion of approximately
60% of the tested voxels.
We choose to control FDR at the α = 0.1 level due to the
potentially high power from the large proportion of rejections,
and the conservative nature of rule (11). This resulted in the
choice of thresholds c1 = 0.38 and c2 = 0.21, which indicates
a strong preference towards spatial coherency of the rejected
hypotheses.
Applying rule (11) with the chosen thresholds yields 826687
(59.6%) rejections, which can be compared to NC-FDR which
yields 883117 (63.6%) at the same α level. Both of these
results could be anticipated from Fig. 3 D. Images of rejected
voxels under MRF-FDR, and NC-FDR can be found in Fig.
4.
On inspection of Fig. 4, we note that the NC-FDR images
show that there are a large number of isolated rejected regions
when compared to the MRF-FDR images which appear to be
more spatially coherent. This is exemplified in the comparison
of Sub-figure A1 to B1. In order to numerically assess the
spatial coherency of the two sets of rejections, we can compute
the number of isolated voxels (voxels with no same-class
neighbors in its 1-range Moore-type neighborhood). Using the
aforementioned metric, we find that MRF-FDR produces 177
(0.013%) isolated voxels, compared to 336 (0.024%) by NC-
FDR. Thus, MRF-FDR has half as many isolated voxels as
NC-FDR, which implies lower FDR levels under the spatial
coherency assumption of Theorem 3.
D. Clinical Results
Using the ANIMAL+INSECT technique for structural seg-
mentation (cf. [54]), we were able to compute the proportion
of rejected voxels in various major anatomical components
(see Table II).
Our finding of whole-brain effects due to age in the previous
section is clinically consistent with the brain aging literature
(i.e. the clinical inferences drawn from our results are compat-
ible with those drawn from the quantitative results of articles
in the literature; e.g. [2], [3], [55]–[59]), as are the age effects
on the caudate nucleus (e.g. [55], [59], [60]), cerebellum (e.g.
[3], [55], [61]), frontal lobe (e.g. [2]–[4]), globus pallidus (e.g.
[59]), occipital lobe (e.g. [58]), parietal lobe (e.g. [2], [3],
[57]), putamen (e.g. [59]), temporal lobe (e.g. [2], [3]), and
thalamus (e.g. [59], [62], [63]).
VII. CONCLUSION
We have developed a spatially informed technique that is
able to conservatively control the FDR by complementing the
technique of [19] with an MRF structure. This was achieved
through the use of MPLE and PLIC for estimation and model
selection, respectively. The resulting method was shown to
outperform traditional marginal techniques in terms of both
false positive mitigation and power over various simulations
of spatially dependent hypotheses.
Applications of MRF-FDR to the PATH study data showed
that it was able to produce more spatially coherent rejections
than those rejections made by noncontexual methods. This
implies that there is less potential for false discovery when
adopting an assumption that voxel effects are spatially depen-
dent.
Using an anatomic segmentation, we also investigated clin-
ical findings of our study. Our results corresponded well with
the literature in terms of both whole brain aging and aging in
various anatomic components.
This article has improved upon the work of [35] by
suggesting a set of more interpretable rules and proving a
number of technical theorems regarding the workings of the
methodology; however, there are still some limitations, which
need addressing in future work. For instance, we have assumed
uniformity with respect to the spatial dependencies between
voxels which may be untrue for the effects of some factors. To
address such issues, we may allow for a separate set of MRF
parameters (i.e. ψ) for different regions of interest (e.g. the
different anatomical components from Section VI-D). Another
solution may be to allow for each voxel to have a different
set of MRF parameters (i.e. ψi) which can be treated as a
random effect, or a random variable with a prior distribution
(in the Bayesian sense); this would allow for each voxel to be
differently related to its neighbors.
Furthermore, our current method has been developed under
an assumption of information austerity (i.e. we only assume
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Figure 3. Sub-figures A and B displays the p-values and z-scores histograms for the PATH data hypothesis tests, where the blue, red and black lines
are graphs of pi0f0 (zi), (1− pi0) f1 (zi), and f (zi), respectively (as per Section II). Sub-figures C and D show m̂FDR′ and NˆR/n × 100% for various
threshold combinations, respectively.
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Figure 4. Sub-figures A1, A2 and A3 show FDR control by MRF-FDR using rule (11) at the α = 0.1 level, and B1 B2 and B3 show control by NC-FDR
using rule (6) at the sample level. Sub-figures A1 and B1 are midsaggital slices, A2 and B2 are midcoronal slices and A3 and B3 are midhorizontal slices.
Red indicates rejected voxels, and vice versa for black.
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Table II
ANATOMICAL DECOMPOSITION WITH PROPORTIONS OF REJECTED VOXELS (FDR LEVEL α = 0.1) AND VOLUMES (IN VOXELS).
Left Right Total
Component Proportion Volume Proportion Volume Proportion Volume
Brainstem - - - - 0.603 43109
Caudate Nucleus 0.733 4242 0.108 4362 0.416 8604
Cerebellum 0.617 79762 0.617 80091 0.617 159853
Fornix 0.160 873 0.105 962 0.131 1835
Frontal Lobe 0.499 259165 0.495 256852 0.497 516017
Globus Pallidus 0.998 936 0.991 932 0.995 1868
Occipital Lobe 0.555 77162 0.588 75281 0.571 152443
Parietal Lobe 0.426 100907 0.519 128996 0.478 229903
Putamen 0.989 4049 0.968 4076 0.979 8125
Temporal Lobe 0.585 153812 0.589 128952 0.587 282764
Thalamus 0.674 5636 0.435 7589 0.537 13225
knowledge of the p-values for the effect of the factor of interest
at each voxel and the spatial location of said voxels) and
therefore we have not discussed any issues regarding the use
of complementary data. However, given complementary data
is available, there are many ways in which our methodology
can be expanded upon. For example, given contiguous data
(i.e. information regarding the voxels which is independent of
the factor of interest), we could perform a clustering of the
voxels using the method of [64] before computing p-values,
and conducting FDR control using MRF-FDR. Additionally,
factors that are not directly of interest can be incorporated into
the prior probability for each z-score via a mixture-of-experts
construction within the noncontextual-phase of our method
(cf. [65] and Section 5.12 of [37] regarding mixtures-of-
experts); this would allow for individual-specific FDR control.
We believe that these avenues represent interesting future
directions.
Further from the aforementioned future directions, we hope
to apply this work to other brain study scenarios to assess
its robustness under different experimental conditions, and
implement the method in major open-source software projects
to encourage its use.
APPENDIX A
PROOF OF THEOREMS
Proof of Theorem 1
The equation
I {r1 (Zi; c1) = 1} τ (Zi)
= I {r1 (Zi; c1) = 1}E (Hi = 0|I {r1 (Zi; c1) = 1}) ,
implies
E (I {r1 (Zi; c1) = 1} τ (Zi))
= EI {r1 (Zi; c1) = 1, Hi = 0} ,
by the law of iterative expectations.
Under the theorem’s assumption we have var
(
n−1N¯01
)→
0 and var
(
n−1N¯R
)→ 0, as n→∞. Thus, by application of a
dependent-variable law of large numbers (e.g. Theorem 5.3 of
[66]), we have n−1N¯01
P→ EI {r1 (Zi; c1) = 1, Hi = 0} and
n−1N¯R
P→ EI {r1 (Zi; c1) = 1}. It follows that
mFDR =
N¯01
N¯R
=
n−1N¯01
n−1N¯R
P→ EI {r1 (Zi; c1) = 1, Hi = 0}
EI {r1 (Zi; c1) = 1}
=
nEI {r1 (Zi; c1) = 1, Hi = 0}
nEI {r1 (Zi; c1) = 1}
=
E
∑n
i=1 I {r1 (Zi; c1) = 1, Hi = 0}
E
∑n
i=1 I {r1 (Zi; c1) = 1}
=
EN01
ENR
= mFDR,
by continuous mapping.
Proof of Theorem 2
Let U0 =
∑n
i=1 I {r1 (Zi; c1) = 1, Hi = 0} and U1 =∑n
i=1 I {r1 (Zi; c1) = 1, Hi = 1}, and define V0 = n−1EU0
and V1 = n−1EU1. Using this notation, we can write
mFDR =
EU0
EU0 + EU1
=
V0
V0 + V1
and
FDR = E
(
U0
U0 + U1
)
.
Let κ (u0, u1) = u0/ (u0 + u1). By Taylor’s theorem, we
can write
FDR = Eκ (U0, U1)
=
V0
V0 + V1
+R1 +R2
= mFDR +R1 +R2,
where
R1 =
nV1
(nV0 + nV1)
2E (U0 − nV0)
− nV0
(nV0 + nV1)
2E (U1 − nV1) ,
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R2 =
∑
k0+k1=2
2
k0!k1!
E
(
(U0 − nV0)k0 (U1 − nV1)k1 ρk0k1
)
,
and
ρk0k1 (U0, U1, V0, V1)
=
ˆ 1
0
(1− t)2 ∂
2κ
∂uk00 ∂u
k1
1
(tU0 + (t− 1)nV0, tU1 + (t− 1)nV1) dt.
Firstly, note that R1 = 0, because E (U0 − nV0) = EU0 −
nV0 = 0, and similarly E (U1 − nV1) = 0 by definition of V0
and V1.
Now, we need to bound |R2| by a function which shrinks
to zero as n→∞. Consider that for each k0 and k1 such that
k0 + k1 = 2, we have∣∣∣∣∣(1− t)2 ∂2κ∂uk00 ∂uk11 (tU0 + (t− 1)nV0, tU1 + (t− 1)nV1)
∣∣∣∣∣
≤ 2C (1− t)
2max {tU0 + (t− 1)nV0, tU1 + (t− 1)nV1}
(t (U0 + U1) + (1− t) (V0 + V1))3
≤ 2C(
t (t− 1)−1 (U0 + U1) + n (V0 + V1)
)2
≤ 2C
(V0 + V1)
2 n2
,
and hence |ρk0k1 (U0, U1, V0, V1)| ≤ n−2C ′ (V0, V1), where C
is a constant, and C ′ is a function of V0 and V1 which does
not depend on n. Thus, by the Cauchy-Schwarz inequality, for
each k0 and k1,
∣∣∣E((U0 − nV0)k0 (U1 − nV1)k1 ρk0k1)∣∣∣ ≤
n−2C ′ (V0, V1)
∣∣∣E((U0 − nV0)k0 (U1 − nV1)k1)∣∣∣.
Observe that for k0 = k1 = 1, we have
|E ((U0 − nV0) (U1 − nV1))|
=
∣∣∣∣∣E
n∑
i=1
n∑
i′=1
Wi0Wi1
∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
n∑
i′=1
E (Wi0Wi1)
∣∣∣∣∣
≤ n (ν + 1) ,
where Wij = I {r1 (Zi; c1) = 1, Hj = 0} − Vj for j = 1, 2,
since each voxel i is at most dependent on the ν other
voxels, |E (Wi0Wi′1)| ≤ 1, and EWi0EWi′1 = 0. By similar
reasoning, we also have E
(
(U0 − nV0)2
)
≤ n (ν + 1) and
E
(
(U1 − nV1)2
)
≤ n (ν + 1).
Finally, by the triangle inequality,
|R2| ≤
∑
k0+k1=2
2
k0!k1!
C ′ (V0, V1)
n2
n (ν + 1)
=
C ′ (V0, V1) (ν + 1)
n
→ 0,
as n→∞, as required.
Proof of Theorem 3
Like Theorem 1, the limited dependency assumption im-
plies that var
(
n−1N¯01
) → 0 and var (n−1N¯R) → 0,
as n → ∞. Theorem 5.3 of [66] is then applied to
yield n−1N¯01
P→ E (I {r2 (Z(i); c1, c2) = 1} τ (Zi)) and
n−1N¯R
P.→ EI {r2 (Z; c1, c2) = 1}. Similarly to Theorem 1,
we have
mFDR
′ P→ E
∑n
i=1 I
{
r2
(
Z(i); c1, c2
)
= 1
}
τ (Zi)
E
∑n
i=1 I
{
r2
(
Z(i); c1, c2
)
= 1
}
= mFDR′,
by continuous mapping.
Now, γ1i ≤ γ2i implies
E
n∑
i=1
I
{
r2
(
Z(i); c1, c2
)
= 1
}
τ (Zi)
= E
n∑
i=1
I
{
r2
(
Z(i); c1, c2
)
= 1
}
γ2i
≥ E
n∑
i=1
I
{
r2
(
Z(i); c1, c2
)
= 1
}
γ1i
= E
n∑
i=1
I
{
r2
(
Z(i); c1, c2
)
= 1, Hi = 0
}
,
by the law of iterative expectations. Finally, we have
mFDR′ ≥ E
∑n
i=1 I
{
r2
(
Z(i); c1, c2
)
= 1, Hi = 0
}
E
∑n
i=1 I
{
r2
(
Z(i); c1, c2
)
= 1
}
= mFDR,
as required. Here, mFDR must exist by the theorem’s assump-
tion.
Proof of Theorem 4
In the proof of Theorem 2, set
U0 =
n∑
i=1
I
{
r2
(
Z(i); c1, c2
)
= 1, Hi = 0
}
,
U1 =
n∑
i=1
I
{
r2
(
Z(i); c1, c2
)
= 1, Hi = 1
}
,
and Wij = I
{
r2
(
Z(i); c1, c2
)
= 1, Hj = 0
}− Vj , for each i
and j = 1, 2.
Proof of Theorem 6
Observe that θˆ P→ θ implies τ
(
Zi; θˆ
)
D→ τ (Zi;θ) by
Slutsky’s theorem, and thus Tˆi
D→ Ti by the portmanteau
lemma. Now consider that Tˆi
D→ Ti and ψˆ P→ ψ imply that
ξ
(
Tˆi, Tˆ(i); ψˆ
)
D→ ξ (Ti, T(i);ψ) by Slutsky’s theorem, and
hence, by the portmanteau lemma,
I
{
r2
(
Zˆ(i); θˆ, ψˆ, c1, c2
)
= 1
}
D→ I {r2 (Z(i);θ,ψ, c1, c2) = 1} .
Lastly, as required, m̂FDR
′ D→ mFDR′ by the continuous
mapping theorem.
13
Proof of Lemma 7
If we suppose that g
(
ti, t(i);ψ
∗) = g (ti, t(i);ψ) for all ti
and t(i), and ψ∗ 6= ψ, then we have
g
(
1, t(i);ψ
∗)
g
(
0, t(i);ψ∗
) = g (1, t(i);ψ)
g
(
0, t(i);ψ
) ,
which implies
exp
(
a∗ + b∗η
(
t(i)
))
= exp
(
a+ bη
(
t(i)
))
.
Upon simplification of the expression above, we have
(a∗ − a) + η (t(i)) (b∗ − b) = 0,
which only holds if ψ∗ = ψ, or η
(
t(i)
)
= 0. Thus, the result
follows by contradiction.
APPENDIX B
ALGORITHM DETAILS
MM Algorithm for Mixture Models
The MM algorithm for estimating θ proceeds by initial-
izing the parameter vector by θ(0). Upon letting θ(k) =(
pi
(k)
0 , µ
(k)
0 , σ
(k)2
0 , µ
(k)
1 , σ
(k)2
1
)T
be the estimates on the kth
iteration, the (k + 1) th iteration of the algorithm is conducted
in two steps: the minorization (min) and maximization (max)
-step. In the min-step, τ (k+1)i0 = τ
(
zi;θ
(k)
)
= 1 − τ (k+1)i1 is
computed for each i. The max-step then requires the evaluation
of pi(k+1)0 = n
−1∑n
i=1 τ
(k+1)
i0 , and
µ
(k+1)
j =
∑n
i=1 τ
(k+1)
ij zi∑n
i=1 τ
(k+1)
ij
,
and
σ
(k+1)2
j =
∑n
i=1 τ
(k+1)
ij
(
zi − µ(k+1)j
)2
∑n
i=1 τ
(k+1)
ij
,
for each j = 0, 1.
The steps are iterated until convergence is achieved, where-
upon the final vector of estimates is declared the MCMLE
θˆ. Upon letting pi1 = 1 − pi0, the algorithm arises through
applications of the minorizer:
log
 1∑
j=0
Aij
 ≥ 1∑
j=0
(
Bij∑1
j′=0Bij′
)
log
(∑1
j′=0Bij′
Bij
Aij
)
,
where Aij = pijφ
(
zi;µj , σ
2
j
)
and τ (k)ij = Bij/
∑1
j′=0Bij′ ,
for each i and j (cf. [67]). Because the algorithm is constructed
via minorization, it must monotonically increase the CML at
each iteration.
Newton Algorithm for Spatial Model
The PL of equation (13) can be maximized indirectly by
considering the logarithm
logPL
(
ψ; tˆ1, ..., tˆn
)
=
n∑
i=1
log g
(
tˆi, tˆ(i);ψ
)
(19)
= a
n∑
i=1
tˆi + b
n∑
i=1
tˆiη
(
tˆ(i)
)
−
n∑
i=1
log
(
1 + exp
(
a+ bη
(
tˆ(i)
)))
.
Let ∇ logPL and ∇2 logPL be the gradient and Hessian
of (19), respectively, with components
∇a logPL =
n∑
i=1
tˆi −
n∑
i=1
ξ¯
(
tˆi, tˆ(i);ψ
)
,
∇b logPL =
n∑
i=1
tˆiη
(
tˆ(i)
)− n∑
i=1
η
(
tˆ(i)
)
ξ¯
(
tˆi, tˆ(i);ψ
)
,
∇2a2 logPL = −
n∑
i=1
ξ¯
(
tˆi, tˆ(i);ψ
)
+
n∑
i=1
ξ¯
(
tˆi, tˆ(i);ψ
)2
,
∇2ab logPL = −
n∑
i=1
η
(
tˆ(i)
)
ξ¯
(
tˆi, tˆ(i);ψ
)
+
n∑
i=1
η
(
tˆ(i)
)
ξ¯
(
tˆi, tˆ(i);ψ
)2
,
and
∇2b2 logPL = −
n∑
i=1
η
(
tˆ(i)
)2
ξ¯
(
tˆi, tˆ(i);ψ
)
+
n∑
i=1
(
η
(
tˆ(i)
)
ξ¯
(
tˆi, tˆ(i);ψ
))2
,
where ξ¯
(
ti, t(i);ψ
)
= 1− ξ (ti, t(i);ψ).
Using an initial estimate ψ(0), equation (19) can be maxi-
mized through iterative computations of the Newton step
ψ(k+1) = ψ(k) −
(
∇2 logPL
(
ψ(k)
))−1
∇ logPL
(
ψ(k)
)
,
where ψ(k) =
(
a(k), b(k)
)T
is the parameter estimate at the
kth iteration. Upon convergence of the sequence of estimates,
the final iterate is declared to be the MPLE ψˆ.
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