Given a good n-tilting module T over a ring A, let B be the endomorphism ring of T , it is an open question whether the kernel of the left-derived functor T ⊗ L B − between the derived module categories of B and A could be realized as the derived module category of a ring C via a ring epimorphism B → C for n ≥ 2. In this paper, we first provide a uniform way to deal with the above question both for tilting and cotilting modules by considering a new class of modules called Ringel modules, and then give criterions for the kernel of T ⊗ L B − to be equivalent to the derived module category of a ring C with a ring epimorphism B → C. Using these characterizations, we display both a positive example of n-tilting modules from noncommutative algebra, and a counterexample of n-tilting modules from commutative algebra to show that, in general, the open question may have a negative answer. As another application of our methods, we consider the dual question for cotilting modules, and get corresponding criterions and counterexamples. The case of cotilting modules, however, is much more complicated than the case of tilting modules.
Introduction
As is well known, tilting theory has had significant applications in many branches of mathematics (see [1] ), and the key objectives in this theory are tilting modules, or more generally, tilting complexes or objects. Given a good tilting module T over a ring A, let B be the endomorphism ring of T , if T is classical, then a beautiful theorem of Happel says that the derived module category D(B) of B is triangle equivalent to the derived module category D(A) of A (see [18] ). Thus one can use derived invariants to understand homological, geometric and numerical properties of A through B, or conversely, of B through A. This theorem also tells that one cannot get new derived categories from classical tilting modules. For infinitely generated tilting modules, Bazzoni, Mantese and Tonolo recently show a remarkable result: D(A) can be regarded as a full subcategory or a quotient category of D(B) (see [6] ). Moreover, it is proved in [11] that if the projective dimension of T is at most 1, then there is a homological ring epimorphism λ : B → C of rings such that the kernel of the total left-derived functor T ⊗ L B −, as a full triangulated subcategory of D(B), can be realized as the derived module category D(C) of C. Thus, for (infinitely generated) good tilting L B − can be realized as the derived module category of a ring C with a homological ring epimorphism B → C, and then use these criterions to give positive and negative examples to the above question for tilting modules of projective dimension bigger than 1. Finally, as another application of our criterions, we shall consider the above question for cotilting modules.
Before stating our main results precisely, we first introduce notation and recall some definitions. Let A be a ring with identity, and let n be a natural number. A left A-module T is called an n-tilting A-module (see [15] ) if the following three conditions are satisfied:
(T 1) There is an exact sequence
of A-modules such that all P i are projective, that is, the projective dimension of T is at most n; (T 2) Ext An n-tilting module T is said to be good if (T 3) can be replaced by (T 3) ′ there is an exact sequence
of A-modules such that T i is isomorphic to a direct summand of a finite direct sum of copies of T for all 0 ≤ i ≤ n. A good n-tilting module T is said to be classical if the modules P i in (T 1) are finitely generated (see [10, 19] ). For any given tilting A-module T with (T 1)-(T 3), the module T ′ := n i=0 T i is a good n-tilting module which is equivalent to the given one, that is, T and T ′ generate the same tilting class in the category of A-modules (see [6] ).
Let T be an n-tilting A-module and B the endomorphism ring of A T . In general, the total right-derived functor because the relationship between the endomorphism ring of an infinitely generated 1-cotlting module and the one of the corresponding 1-tilting right module is unknown.
For a more general formulation of Theorem 1.3 on higher cotilting modules, one may see Corollary 6.3 and the diagram ( ‡) above Corollary 6.3. For higher cotiltig modules, we also give conditions and counterexamples for subcategories from cotilting modules not to be homological, though additional attention is needed.
The contents of this paper are sketched as follows. In Section 2, we fix notation, recall some definitions and prove some homological formulas. In Section 3, we introduce bireflective and homological subcategories in derived categories of rings, and discuss when bireflective subcategories are homological. In Section 4, we introduce a new class of modules, called Ringel modules, and establish a crucial result, Proposition 4.4, which is used not only to decide if a bireflective subcategory is homological, but also to investigate higher tilting and cotilting modules in the later considerations. In Section 5, we apply the results in previous sections to good tilting modules and show Theorem 1.1 as well as Corollary 1.2. At the end of this section, we point out an example which shows that there do exist higher tilting modules satisfying the conditions of Corollary 1.2 (1) . In Section 6, we first apply our results in Section 4 to cotilting modules in a general setting, and then prove Theorem 1.3 for Artin algebras. It is worth noting that, for cotilting A-modules U, recollements of D(End A (U)) may depend on the choices of injective cogenerators to which the cotilting modules are referred. In this section, we also give conditions for the subcategories from cotilting modules not to be homological. This is a preparation for constructing counterexamples in the next section. In Section 7, we apply our results in Section 5 to good tilting modules T over commutative rings, and give a counterexample to show that, in general, Ker(T ⊗ L B −) may not be realized as the derived module category of a ring C with a homological ring epimorphism B → C. For higher cotilting modules, the same situation occurs. More precisely, we shall use results in Section 6 to display a counterexample which demonstrates that, in general, the corresponding subcategories from cotilting modules cannot be realizable as derived module categories of rings. This section ends with a few open questions closely related to the results in this paper.
Preliminaries
In this section, we briefly recall some definitions, basic facts and notation used in this paper. For unexplained notation employed in this paper, we refer the reader to [11] and the references therein.
Notation
Let C be an additive category.
Throughout the paper, a full subcategory B of C is always assumed to be closed under isomorphisms, that is, if X ∈ B and Y ∈ C with Y ≃ X, then Y ∈ B.
Let X be an object in C . Denote by add(X) the full subcategory of C consisting of all direct summands of finite coproducts of copies of M. If C admits small coproducts (that is, coproducts indexed over sets exist in C ), then we denote by Add(X) the full subcategory of C consisting of all direct summands of small coproducts of copies of X. Dually, if C admits small products, then we denote by Prod(X) the full subcategory of C consisting of all direct summands of small products of copies of X.
Given two morphisms f : X → Y and g : Y → Z in C , we denote the composite of f and g by f g which is a morphism from X to Z. The induced morphisms Hom C (Z, f ) : Hom C (Z, X) → Hom C (Z,Y ) and Hom C ( f , Z) : Hom C (Y, Z) → Hom C (X, Z) are denoted by f * and f * , respectively.
We denote the composition of a functor F : C → D between categories C and D with a functor G : D → E between categories D and E by GF which is a functor from C to E. Let Ker(F) and Im(F) be the kernel and image of the functor F, respectively. In particular, Ker(F) is closed under isomorphisms in C . In this note, we require that Im(F) is closed under isomorphisms in D.
Suppose that Y is a full subcategory of C . Let Ker(Hom C (−, Y )) be the left orthogonal subcategory with respect to Y , that is, the full subcategory of C consisting of the objects X such that Hom C (X,Y ) = 0 for all objects Y in Y . Similarly, we can define the right orthogonal subcategory Ker(Hom C (Y , −)) of C with respect to Y .
Let C (C ) be the category of all complexes over C with chain maps, and K (C ) the homotopy category of C (C ).
As usual, we denote by C b (C ) the category of bounded complexes over C, and by K b (C ) the homotopy category of C b (C ). When C is abelian, the derived category of C is denoted by D(C ), which is the localization of K (C ) at all quasi-isomorphisms. It is well known that both K (C ) and D(C ) are triangulated categories. For a triangulated category, its shift functor is denoted by [1] universally.
If T is a triangulated category with small coproducts, then, for an object U in T , we denote by Tria(U) the smallest full triangulated subcategory of T containing U and being closed under small coproducts.
Suppose that T and T ′ are triangulated categories with small coproducts. If F : T → T ′ is a triangle functor which commutes with small coproducts, then F(Tria(U)) ⊆ Tria(F(U)) for every object U in T .
Homological formulas
In this paper, all rings considered are assumed to be associative and with identity, and all ring homomorphisms preserve identity. Unless stated otherwise, all modules are referred to left modules.
Let R be a ring. We denote by R-Mod the category of all unitary left R-modules, by Ω n R the n-th syzygy operator of R-Mod for n ∈ N, and regard Ω 0 R as the identity operator of R-Mod. If M is an R-module and I is a nonempty set, then we denote by M (I) and M I the direct sum and product of I copies of M, respectively. If f : M → N is a homomorphism of R-modules, then the image of x ∈ M under f is denoted by (x) f instead of f (x). The endomorphism ring of the R-module M is denoted by End R (M). Thus M becomes a natural R-End R (M)-bimodule. Similarly, if N R is a right R-module, then, by our convention, N is a left (End(N R )) op -right R-bimodule.
As usual, we simply write C (R), K (R) and D(R) for C (R-Mod), K (R-Mod) and D(R-Mod), respectively, and identify R-Mod with the subcategory of D(R) consisting of all stalk complexes concentrated in degree zero. Let C (R-proj) be the full subcategory of C (R) consisting of those complexes such that all of their terms are finitely generated projective R-modules.
For each n ∈ Z, we denote by H n (−) : D(R) → R-Mod the n-th cohomology functor. A complex X • is said to be acyclic (or exact) if H n (X • ) = 0 for all n ∈ Z. In the following, we shall recall some definitions and basic facts about derived functors defined on derived module categories. For more details and proofs, we refer to [9, 25, 1, 13] .
Recall that K (R) P (respectively, K (R) I ) denotes the smallest full triangulated subcategory of K (R) which (i) contains all the bounded-above (respectively, bounded-below) complexes of projective (respectively, injective) R-modules, and (ii) is closed under arbitrary direct sums (respectively, direct products). Let K (R) C be the full subcategory of K (R) consisting of all acyclic complexes. Then (K (R) P , K (R) C ) forms a hereditary torsion pair in K (R) in the following sense:
(a) Both K (R) P and K (R) C are full triangulated subcategories of K (R).
In particular, for each complex
For example, if X is an R-module, then we can choose p X to be a deleted projective resolution of R X.
Note also that the property (b) implies that each quasi-isomorphism between complexes in K (R) P is an isomorphism in K (R), that is a chain homotopy equivalence in K (R).
Dually, the pair
More important, the composition functors
are equivalences of triangulated categories, and the canonical localization functor q :
For a triangle functor F :
, and its total right-derived functor RF :
In this case, up to natural isomorphism, we have LF = RF = D(F), and simply call D(F) the derived functor of F.
Let M • be a complex of R-S-bimodules. Then, the tensor functor and the Hom-functor 
is still an adjoint pair of triangle functors. The following result is freely used, but not explicitly stated in the literature. Here, we will arrange it as a lemma for later reference. For the idea of its proof, we refer to [25, Generalized Existence Theorem 10.5.9].
Lemma 2.1. Let R and S be rings, and let H
(1) Define L H to be the full subcategory of K (R) consisting of all complexes X • such that the chain map
(iii) There exists a commutative diagram of triangle functors:
and where D(H) is defined by
(2) Define R H to be the full subcategory of K (R) consisting of all complexes X • such that the chain map
Note that if H commutes with arbitrary direct sums, then L H is closed under arbitrary direct sums in K (R). Dually, if H commutes with arbitrary direct products, then R H is closed under arbitrary direct products in K (R).
From Lemma 2.1, we see that, up to natural isomorphism, the action of the functor LH (respectively, RH) on a complex X • in L H (respectively, R H ) is the same as that of the functor H on X • . Based on this point of view, we obtain the following result which will be applied in our later proofs.
Corollary 2.2. Let R and S be two rings. Suppose that (F, G) is a pair of adjoint triangle functors with F
since all the other chain maps in the above diagram are quasiisomorphisms. By the property (b) related to the pair
, and therefore the chain map
. Now, we can easily construct the following commutative diagram in K (R):
, and is an isomor-
given by the composite of the following homomorphisms in D(R):
which is an isomorphism in D(R). It follows that there exists a commutative diagram in D(R):
This finishes the proof. As a preparation for our later proofs, we mention the following three homological formulas which are related to derived functors or total derived functors. The first one is taken from [16 
Lemma 2.3. Let R and S be rings. Suppose that M is an S-R-bimodule and I is an injective S-module.
(1) If N is an R-module, then
(2) If L is an R op -module which has a finitely generated projective resolution in R op -Mod, then
The next formula is proved in [13, Section 2.1].
Lemma 2.4. Let R and S be rings. Suppose that X • is a bounded complex of R-S-bimodules. If X
then there is a natural isomorphism of functors:
In particular,
The last formula is useful for us to calculate the cohomology groups of tensor products of complexes.
Lemma 2.5. Let n be an integer, and let S be a ring and M an S op -module. Suppose that
Proof. Suppose that Y • is the following form:
Then we have two short exact sequences of S-modules for each i ∈ Z:
which is the composite of 1
. Now, we apply M ⊗ S − to the sequence (b), and get the following exact sequence:
Since Tor
This finishes the claim (1).
(2) We show that, for any j ≥ 1, if Tor
). This follows from applying M ⊗ S − to the exact sequences (a) and (b), respectively, together with our assumptions on Y • .
(3) Let m ∈ Z with m ≤ n − 1. Suppose that
Then, by taking t = 0, we have
. This finishes the proof of Lemma 2.5.
Relative Mittag-Leffler modules
Now, we recall the definition of relative Mittag-Leffler modules (see [17] , [2] ). Definition 2.6. A right R-module M is said to be R-Mittag-Leffler if the canonical map Obviously, we can construct the following exact commutative diagram: 
Now (3) follows immediately from (2). (4)
The sufficient condition is clear. Now suppose that M is strongly R-Mittag-Leffler. We need only to show that the first syzygy of M is finitely generated, that is, M is finitely presented. However, this follows from the fact that the inclusion map M ֒→ M factorizes through a finitely presented right R-module.
A special class of strongly Mittag-Leffler modules is the class of tilting modules. The following result can be concluded from [2, Corollary 9.8], which will play an important role in our proof of the main result. Proof. Suppose that M R is finitely generated. Then we can get an exact sequence (T 3) ′ from (T 3) by using the argument in [11, Corollary 4.7] repeatedly. This shows that M R is actually a good tilting module. Since M is strongly R-Mittag-Leffler, it follows from Lemma 2.7 (4) that M admits a finitely generated projective resolution. Clearly, such a resolution can be chosen to be of finite length since M has finite projective dimension. This implies that M R is classical.
Homological subcategories of derived module categories
In this section, we shall give the definitions of bireflective and homological subcategories of derived module categories. In particular, we shall establish some applicable criterions for bireflective subcategories to be homological.
Let R and S be arbitrary rings. Let λ : R → S be a homomorphism of rings. We denote by λ * : S-Mod → R-Mod the restriction functor induced by λ, and by D(λ * ) : D(S) → D(R) the derived functor of the exact functor λ * . Recall that λ is a ring epimorphism if λ * : S-Mod → R-Mod is fully faithful. This is equivalent to saying that the multiplication map S ⊗ R S → S is an isomorphism in S-Mod.
Two ring epimorphisms λ : R → S and λ ′ : R → S ′ are said to be equivalent if there is an isomorphism ψ : S → S ′ of rings such that λ ′ = λψ. Note that there is a bijection between the equivalence classes of ring epimorphisms staring from R and bireflective full subcategories of R-Mod, and that there is a bijection between bireflective full subcategories of R-Mod and the abelian full subcategories of R-Mod which are closed under arbitrary direct sums and direct products (see, for example, [11, Lemma 2.1]).
Recall that a ring epimorphism λ : R → S is called homological if Tor 
where i * is the inclusion functor. Here, by a recollement of triangulated categories (see [7] ) we mean that there are six triangle functors between triangulated categories in the following diagram:
i * , j * and j ! are fully faithful functors, (3) i ! j * = 0 (and thus also j ! i ! = 0 and i * j ! = 0), and (4) for each object X ∈ D(R), there are two canonical distinguished triangles in D(R):
where i ! i ! (X) → X and j ! j ! (X) → X are counit adjunction morphisms, and where X → j * j * (X) and X → i * i * (X) are unit adjunction morphisms.
Note that X is always equivalent to the full subcategory Ker Hom D(R) (−, Y ) of D(R) as triangulated categories ( for example, see [11, Lemma 2.6] ). But here we do not require that the triangulated category X must be a subcategory of D(R) in general. For more examples of recollements related to homological ring epimorphisms, we refer the reader to [12] .
Clearly, if Y is homological (see Definition in Section 1), then it is bireflective. Let us now consider the converse of this statement.
From now on, we assume that Y is a bireflective subcategory of D(R), and define E := Y ∩ R-Mod. It is easy to see that Y is closed under isomorphisms, arbitrary direct sums and direct products in D(R). This implies that E also has the above properties in R-Mod. Moreover, E always admits the "2 out of 3" property: For an arbitrary short exact sequence in R-Mod, if any two of its three terms belong to E , then the third one belongs to E . By [11, Lemma 2.1], E is an abelian subcategory of R-Mod if and only if E is closed under kernels (respectively, cokernels) in R-Mod. This is also equivalent to saying that there exists a unique ring epimorphism λ : R → S (up to equivalence) such that E is equal to Im(λ * ).
If Y is homological via a homological ring epimorphism λ : R → S, then Y = Im D(λ * ) and E = Im(λ * ). In this case, E must be a full, abelian subcategory of R-Mod. 
where ·r : R → R is the right multiplication by r map. This ring homomorphism induces a functor
called the restriction functor.
The following result is motivated by [22, Section 6 and Section 7] .
Lemma 3.1. The following statements hold true. 
the unit adjunction morphism with respect to the adjoint pair
(i * , i * ). Then Λ ≃ H 0 (i * (R)
) as R-Λ-bimodules, and there exists a commutative diagram of R-modules:
Proof. The proof of Lemma 3.1 is derived from [22, Section 6 and Section 7] , where Y is related to a set of two-term complexes in C (R-proj). By our convention, the full subcategory Im(δ * ) of R-Mod is required to be closed under isomorphisms in R-Mod.
Then we obtain the following isomorphisms for each n ∈ Z:
where the first isomorphism is given by Hom
, then one can check that the composite of the following isomorphisms
is an isomorphism of R-Λ-bimodules. This implies that H n (i * (R)) is an R-Λ-bimodule.
(2) In ( * ), we take n = 0. This gives the first part of (2). For the second part of (2), we note that there exists the following commutative diagram of R-modules:
It follows from (b) Any bounded-above complex over R can be expressed as the homotopy limit of its bounded "quotient" complexes, which are obtained from canonical truncations.
(c) Any bounded-below complex over R can be expressed as the homotopy colimit of its bounded "sub" complexes, which are obtained from canonical truncations.
(d) Any complex is generated by a bounded-above complex and a bounded-below complex obtained by canonical truncations.
Recall that Y is a full triangulated subcategory of D(R) closed under arbitrary direct sums and direct products in D(R). Therefore it is closed under taking homotopy limits and homotopy colimits in D(R). Now, by the fact
Next, we shall show that H n (i * (R)) = 0 for all n ≥ 1. The idea of the proof given here is essentially taken from [22, Lemma 6.4] .
On the one hand, from the adjoint pair (i * , i * ), we can obtain a triangle in D(R):
It is cleat that the unit η R induces an isomorphism Hom
On the other hand, by the canonical truncation at degree 0, we obtain a distinguished triangle of the following form in D(R):
and
It follows that η R β = 0 and that there exists a homomorphism γ :
is a unit morphism, we infer that θα = Id i * (R) , and so
This means that
Finally, we shall prove that δ : R → Λ is a ring epimorphism. Clearly, the δ is a ring epimorphism if and only if for every Λ-module M, the induced map Hom R (δ, M) :
is always surjective. To see that this map is also injective, we shall use the commutative diagram in (2) and show that the induced map
is injective. That is, we have to prove that if
Without loss of generality, we may assume that i * (R) is of the following form up to isomorphism in D(R) :
From the canonical truncation, we can obtain the following distinguished triangle in D(R):
where V • ≤−1 is of the form:
and π is the chain map induced by the canonical surjection
, M is injective, and thus δ is a ring epimorphism. This finishes the proof of (3).
In the following, we shall systematically discuss when bireflective subcategories of derived categories are homological. Note that some partial answers have been given in the literature, for example, see [ (1) Y is homological. 
In particular, if one of the above conditions is fulfilled, then Y can be realized as the derived category of
Proof. It follows from the proof of [3, Proposition 1.7] that (1) and (2) are equivalent, and that (2) implies both (3) and (4). By Lemma 3.1 (3), we know that (3) implies (2). Now, we show that (4) implies (1). In fact, since H 0 (i * (R)) ∈ Y , it follows from Lemma 3.1 (3) that
is the associated ring homomorphism. By assumption, δ is a homological ring epimorphism, and therefore the derived functor
Consequently, we have proved that (1)- (4) in Lemma 3.2 are equivalent. Note that (5) and (6) are equivalent because E is an abelian subcategory of R-Mod if and only if there is a ring epimorphism λ : R → S such that E = Im(λ * ) (see [11, Lemma 2.1] ).
In the following, we shall prove that (1) implies (5) and that (5) implies (2).
Suppose that Y is homological, that is, there exists a homological ring epimorphism λ :
It remains to show that (5) implies (2). The idea of the following proof arises from the proof of [11, Proposition 3.6] .
Let λ : R → S be a ring epimorphism satisfying the assumptions in (5). We may identify Im(λ * ) with S-Mod since
We claim that the map ϕ is surjective.
In fact, there is a commutative diagram:
where ϕ ′ = Hom K (R) (λ, Z • ), and where q 1 and q 2 are induced by the localization functor q :
Clearly, the q 2 is a bijection. To prove that ϕ is surjective, it is sufficient to show that ϕ ′ is surjective.
One can check that g is a homomorphism of R-modules with f 0 = λg, as is shown in the following visual diagram:
Since λ : R → S is a ring epimorphism and since Z 1 is an S-module, the induced map Hom R (λ,
is a bijection. Thus, from this bijection together with λgd 0 = f 0 d 0 = 0, it follows that gd 0 = 0. Now, we can define a morphismḡ
where (g i ) i∈Z is the chain map with g 0 = g and g i = 0 for any i = 0. Thusf • = λḡ • . This shows that ϕ ′ is surjective. Consequently, the map ϕ is surjective, and the induced map
Finally, we shall prove that i * (R) ≃ S in D(R). In particular, this will give rise to H m (i * (R)) ≃ H m (S) = 0 for any m = 0, and therefore show (2). So, it suffices to prove that i * (R) ≃ S in D(R).
Indeed, let i * : Y → D(R) be the inclusion, and let η R : R → i * i * (R) be the unit with respect to the adjoint
is an isomorphism, we clearly have uv
Hence all the statements in Lemma 3.2 are equivalent. This finishes the proof. . Now, we mention a special bireflective subcategory of D(R), which is constructed from complexes of finitely generated projective R-modules. For the proof, we refer to [8, 
To develop properties of the bireflective subcategories of D(R) in Lemma 3.3, we shall define the so-called generalized localizations, which is motivated by a discussion with Silvana Bazzoni in 2012. In fact, this notion was first discussed in [21] under the name "homological localizations" for a set of complexes in C b (R-proj), and is related to both the telescope conjecture and algebraic K-theory. The reason for not choosing the adjective word "homological" in this note is that we have reserved this word for ring epimorphisms. Definition 3.4. Let R be a ring, and let Σ be a set of complexes in
• is exact as a complex over R Σ , and (2) λ Σ is universally Σ-exact, that is, if S is a ring together with a Σ-exact homomorphism ϕ : R → S, then there exists a unique ring homomorphism ψ : R Σ → S such that ϕ = λ Σ ψ.
If Σ consists only of two-term complexes in C b (R-proj), then the generalized localization of R at Σ is the universal localization of R at Σ in the sense of Cohn (see [14] ). It was proved in [14] that universal localizations always exist. However, generalized localizations may not exist in general. For a counterexample, we refer the reader to [21, Example 15.2] .
We remark that, in Definition 3.4 (1), if Σ consists of complexes in C b (R-proj), then, for each P • := (P i ) i∈Z ∈ Σ, the complex R Σ ⊗ R P • is actually split exact as a complex over R Σ since R Σ ⊗ R P i is a projective R Σ -module for each i. Further, by Definition 3.4 (2), if λ i : R → R i is a generalized localization of R at Σ for i = 1, 2, then λ 1 and λ 2 are equivalent, that is, there exists a ring isomorphism ρ :
Suppose that U is a set of R-modules each of which possesses a finitely generated projective resolution of finite length. For each U ∈ U, we choose such a projective resolution p U of finite length, and set Σ :
, and let R U be the generalized localization of R at Σ. If P U ′ is another choice of finitely generated projective resolution of finite length for U , then the generalized localization of R at (1) For any homomorphism ϕ : R Σ → S of rings, the ring homomorphism λ Σ ϕ : R → S is Σ-exact.
(2) The ring homomorphism λ Σ is a ring epimorphism.
Then λ Σ is also the generalized localization of R at the set Σ * . In particular, R Σ * ≃ R Σ as rings.
Proof. (1) For each P • ∈ Σ, we have the following isomorphisms of complexes of S-modules:
, we see that S ⊗ R P • is also split exact in C (S). This means that the ring homomorphism λ Σ ϕ is Σ-exact.
(2) Assume that ϕ i : R Σ → S is a ring homomorphism for i = 1, 2, such that λ Σ ϕ 1 = λ Σ ϕ 2 . It follows from (1) that λ Σ ϕ i is Σ-exact. By the property (2) in Definition 3.4, we obtain ϕ 1 = ϕ 2 . This implies that λ Σ is a ring epimorphism.
(3) Note that P • is in C b (R-proj). It follows from Lemma 2.4 that, for any homomorphism R → S of rings, there are the following isomorphisms of complexes:
This implies that the complex Hom
follows immediately from the definition of generalized localizations.
In the following, we shall establish a relation between bireflective subcategories of D(R) and generalized localizations. In particular, the statements (3) and (4) in Lemma 3.6 below will be useful for discussions in the next section and the proof of Theorem 1.1. 
where (i * , i * ) is a pair of adjoint functors with i * the inclusion.
(2) The associated ring homomorphism δ : R → Λ := End D(R) (i * (R)) induced by i * admits the following property: For any Σ-exact ring homomorphism ϕ : R → S, there exists a ring homomorphism ψ : Λ → S such that ϕ = δψ.
is homological, then δ is a generalized localization of R at Σ.
Proof. (1) can be concluded from [11, Lemma 2.6 and Lemma 2.8].
(2) The proof here is motivated by [22, Lemma 7.3] . Let ϕ : R → S be a Σ-exact ring homomorphism. Since
denote the Verdier quotient of D(R) by the full triangulated subcategory Tria(Σ). It follows from the recollement in (1) that i * induces a triangle equivalence: 
This clearly induces the following canonical ring homomorphisms:
where the first isomorphism is induced by the natural isomorphism
. Now, we define ψ : Λ → S to be the composite of the above ring homomorphisms. Then it is easy to check that ϕ = δψ. Consequently, the δ has the property mentioned in (2).
, the map δ is a ring epimorphism. Combining this with (2), we know that δ satisfies the condition (2) in Definition 3.4. To see that δ is the generalized localization of R at Σ, we have to show that δ satisfies the condition (1) in Definition 3.4, that is, δ is Σ-exact.
In fact, by Lemma 3.1 (2), we have
. This implies that Hom R (P • , Λ) is split exact, and therefore the complex Hom Λ op (Hom R (P • , Λ), Λ) over Λ is split exact. Now, we claim that the latter complex is isomorphic to the complex Λ ⊗ R P • in C (Λ). Actually, this follows from the following general fact in homological algebra:
For any finitely generated projective R-module P, there exists a natural isomorphism of Λ-modules:
for x ∈ Λ, p ∈ P and f ∈ Hom R (P, Λ). Consequently, the complex Λ ⊗ R P • is exact in C (Λ), and thus δ is Σ-exact. Hence δ is a generalized localization of R at Σ. Clearly, the second part of Lemma 3.6 (3) follows from the equivalences of (1) and (4) in Lemma 3.2.
(4) We shall only prove the necessity of (4) since the sufficiency of (4) can be proved similarly.
Suppose that Y is homological in D(R). It follows from Lemma 3.2 (4) and Lemma 3.6 (3) that the ring homomorphism δ : R → Λ is not only a homological ring epimorphism, but also a generalized localization of R at Σ. Moreover, by Lemma 3.5 (3), the map δ is also a generalized localization of R at Σ * .
Note that Y ′ is a bireflective subcategory of D(R op ) by Lemma 3.3. Now, let L be a left adjoint of the inclusion Y ′ → D(R op ). To show that Y ′ is homological in D(R op ), we employ the equivalences of (1) and (4) in Lemma 3.2, and prove that
Clearly, under the assumption (a), we see from (3) that δ ′ is a generalized localization of R at Σ * . Since δ is also a generalized localization of R at Σ * , there exists a ring isomorphism ρ : Λ ′ −→ Λ such that δ = δ ′ ρ. Note that δ is homological. It follows that δ ′ is homological.
It remains to show (a). In fact, since H 0 (L(R)) ≃ Λ ′ as right R-modules by Lemma 3.1 (2), it is sufficient to prove that the right R-module Λ ′ belongs to Y ′ . However, by (1) and Lemma 3.3, we have
and by the isomorphism ρ and δ = δ ′ ρ, we get Λ ′ ≃ Λ as right R-modules. Consequently, to show Λ ′ R ∈ Y ′ , it is enough to show that Λ R belongs to Y ′ , that is, we have to prove that Hom D(R op ) Hom R (P • , R), Λ[n] = 0 for any P • ∈ Σ and n ∈ Z.
Let P • ∈ Σ, and set P • * := Hom R (P • , R). Since P • is a complex in C b (R-proj), we see from Lemma 2.4 that Hom R op (P • * , Λ) ≃ Λ ⊗ R P • as complexes in C (Λ), and therefore there exist the following isomorphisms:
Thus Λ R ∈ Y ′ , and the proof of the necessity of (4) is completed.
As an application of Lemma 3.6 (3), we have the following result which says that generalized localizations can be constructed from homological ring epimorphisms. Proof. Since λ is homological and P
• is isomorphic to the mapping cone of λ in D(R), it follows from [23, Section 4] that there is a recollement of triangulated categories:
where j ! is the inclusion. This shows that
By Lemma 3.6 (3), we know that λ is a generalized localization of R at P • .
Ringel modules
This section is devoted to preparations for proofs of our main results in this paper. First, we introduce a special class of modules, called Ringel modules, which can be constructed from both good tilting and cotilting modules, and then discuss certain bireflective subcategories (of derived module categories) arising from Ringel modules. Finally, we shall describe when these subcategories are homological. In particular, we shall establish a key proposition, Proposition 4.4, which will be applied in later sections.
Throughout this section, let R be an arbitrary ring, M an R-module and S the endomorphism ring of R M. Then M becomes naturally an R-S-bimodule. Further, let n be an arbitrary but fixed natural number. (R1) there exists an exact sequence 
An n-Ringel R-module M is said to be perfect if the ring S is right noetherian; and good if (R4) the right S-module M is strongly S-Mittag-Leffler (see Definition 2.6).
Classical tilting modules are good Ringel modules. Conversely, for a Ringel module M, if each M i in (R3) is isomorphic to a direct summand of finite direct products of copies of M, then M becomes a classical tilting module (see Introduction).
If a Ringel R-module M has the property Prod( R M) = Add( R M) (for example, M S is of finite length), then R M is a tilting module. In this case, R M is even classical (see Corollary 2.9).
Moreover, if the ring S is right noetherian (see the statements following Definition 2.6), then any right S-module is S-Mittag-Leffler. Thus each perfect Ringel R-module must be good.
It is worth noting that good tilting (or cotilting) modules may not be Ringel modules because it may not be finitely generated. For example, the infinitely generated Z-module Q ⊕ Q/Z is a good tilting module, but not a Ringel module. Clearly, the good 1-cotilting Z-module Hom Z (Q ⊕ Q/Z, Q/Z) is not a Ringel module.
Assume that R M satisfies (R1). Then M is isomorphic in D(R) to the following complex of finitely generated projective R-modules: 
Thus, by Lemma 3.6 (1) and (3) 
In the following, we shall consider when the category Y is homological. In general, this category is not homological since the category
may not be an abelian subcategory of R-Mod. So, we need to impose some additional conditions on the module M.
By Lemma 3.2, whether Y is homological is completely determined by the cohomology groups of i * i * (R). So, to calculate these cohomology groups efficiently, we shall concentrate on good Ringel modules.
From now on, we assume that R M is a good n-Ringel module, and define M • to be the complex
First of all, we establish the following result.
Lemma 4.3.
The following statements are true.
Proof. Recall that M is an R-S-bimodule with S = End R (M). So we have a pair of adjoint functors:
This can be naturally extended to a pair of adjoint triangle functors between homotopy categories:
By passing to derived categories, we obtain the derived functors G and H, respectively. Further, let
be the counit adjunctions with respect to M ⊗ S −, Hom R (M, −) and (G, H), respectively. Note that, for each X • ∈ D(R), it follows from the recollement ( * ) in Lemma 4.2 that there exists a canonical distinguished triangle in D(R):
(1) Let X ∈ Prod( R M). To verify that θ X is injective, it is sufficient to show that 
To prove Coker(θ X ) ∈ E := Y ∩ R-Mod, we demonstrate that there is the following commutative diagram in
With the help of this diagram and the recollement ( * ) in Lemma 4.2, we have i * i * (X) ∈ Y , and therefore
This will finish the proof of (1). So we shall prove the existence of the above diagram (a).
In fact, we shall first show that there exists a commutative diagram (b) in D(R): 
the diagram (a) follows from the commutative diagram (b).
(2) Since M is a Ringel R-module, it follows from (R3) that there is a quasi-isomorphism R → M • in K (R). Consequently, we can form the following commutative diagram in D(R):
Next, using Corollary 2.2 again, we shall show that there exists a commutative diagram in D(R):
By Corollary 2.2, we need only to show that
On the one hand, by the axiom (R3) of Definition 4.1, M • is a bounded complex such that each term of it belongs to Prod(M). On the other hand, by Lemma 2.1, the categories R G and L F are triangulated subcategories of K (R) and K (S), respectively. Thus, to prove that
Clearly, the latter has been shown in (1). Thus (d) follows directly from
such that there is an exact sequence of complexes over R:
Since each exact sequence of complexes over R can be naturally extended to a canonical triangle in D(R), we obtain a triangle in D(R):
Certainly, we also have a canonical triangle in D(R) from the recollement ( * ) in Lemma 4.2:
So, combining (c), (d), (e) with ( f ), one can easily construct the following commutative diagram in D(R):
In particular, we have i
, and therefore
This implies that H j (i * i * (R)) = 0 for j < 0 or j > n. Now, combining (e) with R ≃ M • in D(R), we obtain a triangle in D(R):
Applying the cohomology functor H j to this triangle, one can check that
Thus (2) follows. (3) For n = 0, the conclusion follows from i * i * (R) ≃ Coker(θ M • ) trivially. So, we may assume n ≥ 1. By the final part of the proof of (2), we know that
Since the (n + 1)-term of the complex M ⊗ S Hom R (M, M • ) is zero, we see that H n Coker(θ M • ) = 0. This implies that the (n − 1)-th differential ∂ n−1 of the complex Coker(θ M • ) is surjective. It follows that Coker(θ M • ) is isomorphic in D(R) to the following complex:
Since M m ∈ Prod( R M) for 0 ≤ m ≤ n by the axiom (R3), we see from (1) that Coker(θ M m ) ∈ E . Note that E is always closed under kernels of surjective homomorphisms in R-Mod. Thus Ker(∂ n−1 ) ∈ E . This means that ( †) is a bounded complex with all of its terms in E .
Consequently, the complex i * i * (R) is isomorphic in D(R) to the complex ( †) with the required form in Lemma 4.3 (3). This finishes the proof. Proof. The equivalences of (1) and (2) follow from those of (1) and (6) in Lemma 3.2 together with Lemma 4.3 (3), while the equivalences of (1) and (3) follow from those of (1) and (2) in Lemma 3.2 together with Lemma 4.3 (2). Now we prove that (1) and (4) are equivalent. By Lemma 4.3 (2) and the equivalence of (1) and (3) in Lemma 3.2, we see that (1) is equivalent to H 0 (i * i * (R)) ∈ Y . By the proof of Lemma 4.3 (2), we infer that
Remark. By the proof of Lemma 4.3 (2), we see that the complex
R M ⊗ S Hom R (M, M • ) is isomorphic in D(R) to both R M ⊗ L S Hom R (M, M • )
and GH(R). This implies that, up to isomorphism, the cohomology groups H
As a consequence of Proposition 4.4, we have the following handy characterizations. 
Proof. The key point in the proof is to check when the j-th cohomology group 
Since the functor R M ⊗ S − : S-Mod → R-Mod is right exact, we have
Now, the statement (2) follows from the equivalences of (1) and (3) in Proposition 4.4. (3) Under the assumption of (3), we claim that
Consequently, the statement (3) will follow from the equivalences of (1) and ( 
This implies that Tor
Clearly, this implies that, for each 2 ≤ m ≤ n − 1, we have
It follows from Lemma 2.5 that
To finish the proof of the claim, it remains to prove
However, since the functor M ⊗ S − is right exact and since
. This finishes the proof of the above-mentioned claim. Thus (3) holds.
As another consequence of Proposition 4.4, we mention the following result which is not used in this note, but of its own interest. 
Proof. (1) Suppose M 0 ∈ Add( R M). We claim that Coker(θ M 0 ) = 0. In fact, since R M is finitely generated by the axiom (R1), the functor Hom R (M, −) : R-Mod → S-Mod commutes with arbitrary direct sums. It follows that the evaluation map 
as R-modules by Lemma 3.1 (2) . This implies that End 
Application to tilting modules: Proofs of Theorem 1.1 and Corollary 1.2
In this section, we first develop some properties of (good) tilting modules, and then give a method to construct good Ringel modules. With these preparations in hand, we finally apply Proposition 4.4 to prove Theorem 1.1 and Corollary 1.2.
Throughout this section, A will be a ring and n a natural number. In addition, we assume that T is a good n-tilting A-module with (T 1), (T 2) and (T 3) ′ . Let B := End A (T ).
First of all, we shall mention a few basic properties of good tilting modules in the following lemma. For proofs, we refer to [ (2) The right B-module T has a finitely generated projective resolution of length at most n:
by a → [t → at] for a ∈ A and t ∈ T , is an isomorphism of rings. Moreover, Ext
Let us introduce some notation which will be used throughout this section.
where Hom A (T, T i ) is of degree i for 0 ≤ i ≤ n, and
The following result is due to Bazzoni [6, Theorem 2.2], which says that, in general, D(A) is not equivalent to D(B), but a full subcategory of D(B).
Lemma 5.2. The functor H : D(A) → D(B) is fully faithful, and Im(H) = Ker(Hom D(B) (Ker(G), −)).
The next result supplies a way to understand good tilting modules T by some special objects or by subcategories of derived module categories. In particular, the category Ker(G) is a bireflective subcategory of D(B).
Lemma 5.3. For the tilting A-module T , we have the following:
( 
such that G j * j ! is naturally isomorphic to G.
Proof. We remark that Lemma 5.3 is implied in [6] . For convenience of the reader, we give a proof here.
(1) By the axiom (T 3) ′ , the stalk complex A is quasi-isomorphic in C (A) to the complex T • of the form:
. Since the functor H is fully faithful by Lemma 5.2, we obtain 2), we have the following natural isomorphisms of triangle functors:
where the first isomorphism follows from Lemma 2.4.
, we know from (2) and Lemma 3.6 (1) that there exists a recollement of triangulated categories:
On the one hand, by the correspondence of recollements and TTF (torsion, torsion-free) triples (see, for example, [ 
. This proves (3).
Next, we shall investigate when the subcategory Ker(G) of D(B) is homological. The following result conveys that this discussion can be proceeded along the right B-module T .
Lemma 5.4. The category Ker(G) is a homological subcategory of D(B) if and only if Ker RHom B op (T, −) is a homological subcategory of D(B op ).
Proof. In Lemma 3.6, we take R := B and Σ := {Q • }. Then Σ * = {Q • * } where Q • * := Hom B (Q • , B) . Since Q • * is quasi-isomorphic to T B by Lemma 5.1 (2), we infer that Q • * ≃ −→ T B in D(B op ) and that there exists a natural isomorphism of triangle functors:
This implies that
Ker
Thus Lemma 5.4 follows from Lemmas 3.3 and 3.6 (4).
Next, we point out that each good tilting module naturally corresponds to a good Ringel module. This guarantees that we can apply Proposition 4.4 to show Theorem 1.1.
Lemma 5.5. The right B-module T B is a good n-Ringel module.
Proof. By Lemma 5.1 (2), the axiom (R1) holds for T B , and the projective dimension of T B is at most n. Moreover, by Lemma 5.1 (3), the axiom (R2) also holds for T B . Now, we check the axiom (R3) for T B .
In fact, according to the axiom (T 1), the module A T admits a projective resolution of A-modules:
A (T, T ) = 0 for each j ≥ 1 by the axiom (T 2), it follows that the sequence Remark. If A T is infinitely generated, then the right B-module T is not a tilting module. In fact, it follows from Lemma 5.1 (2) that T B is finitely generated. Suppose contrarily that T B is a tilting right B-module. Then, by Corollary 2.9, the right B-module T B is classical, and therefore A T is classical by Lemma 5.1 (2)-(3). This is a contradiction. Now, with the previous preparations, we are in the position to prove Theorem 1.1.
Proof of Theorem 1.1. We shall use Proposition 4.4 to show the equivalences in Theorem 1.1. Recall that we denote by P • the complex which is the deleted projective resolution of A T :
appearing in the axiom (T 1). Here, P i is in degree −i for 0 ≤ i ≤ n.
By Lemma 5.5, we know that T is a good n-Ringel B op -module and that the exact sequence in the axiom (R3) can be chosen as
In particular, the complex M • in Proposition 4.4 can be chosen to be the following complex:
Now, in Proposition 4.4, we take R := B op , S := A op and M := R T S . Further, let
It follows from Lemma 5.4 that Ker(G) is homological in D(R) if and only if so is Ker(H) in D(B op
. In other words, the statement (1) in Theorem 1.1 is equivalent to the following statement:
In the following, we shall show that (1 ′ ) is equivalent to (2), (3) and (4), respectively. We first show that (1 ′ ) and (2) are equivalent. In fact, it follows form Proposition 4.4 that (1 ′ ) is equivalent to 
On the one hand, for each X ∈ B-Mod, it follows from Lemma 2.3 (1) that
This implies that X ∈ A if and only if X ∨ ∈ E . This is due to (a).
On the other hand, since T B has a finitely generated projective resolution in B op -Mod by Lemma 5.1 (2), it follows from Lemma 2.3 (2) that
This means that Y ∈ E if and only if Y ∨ ∈ A , again due to (a). This finishes the proof of the claim.
Recall that A always admits the "2 out of 3" property: For an arbitrary short exact sequence in B-Mod, if any two of its three terms belong to A , then so does the third. Moreover, A is an abelian subcategory of B-Mod if and only if A is closed under kernels (respectively, cokernels) in B-Mod. Clearly, similar statements hold for the subcategory E of B op -Mod.
By the above-proved claim, one can easily show that A is closed under kernels in B-Mod if and only if E is closed under cokernels in B op -Mod. It follows that A is an abelian subcategory of B-Mod if and only if E is an abelian subcategory of B op -Mod. Thus (2 ′ ) is equivalent to (2), and therefore (1 ′ ) and (2) are equivalent.
Next, we shall verify that (1 ′ ) and (3) are equivalent. Actually, it follows form Proposition 4.4 that (1 ′ ) is also equivalent to the following statement:
is the complex of the form:
So it suffices to verify that (3 ′ ) and (3) are equivalent. Clearly, for this purpose, it is enough to show that
Note that there exists a natural isomorphism of additive functors:
Moreover, the functor Φ := Hom A (−, T ) yields a natural transformation:
Now we shall show that this transformation is even a natural isomorphism. Clearly, it is sufficient to prove that
for any projective A-module X. In the following, we will show that this holds even for any A-module X. In fact, since T is a good tilting A-module, it follows from the axiom (T 3) ′ that there exists an exact sequence 0 −→ A −→ T 0 −→ T 1 with T i ∈ add(T ) for i = 0, 1. By Lemma 5.1 (2), we obtain another exact sequence Φ(T 1 ) −→ Φ(T 0 ) −→ Φ(A) −→ 0 of B op -modules. This gives rise to the following exact commutative diagram:
where the isomorphisms in the second and third columns are due to T 0 ∈ add(T ) and T 1 ∈ add(T ), respectively. Consequently, the Φ : Hom A (X, A) −→ Hom B op (Φ(A), Φ(X)) in the first column is an isomorphism. This implies that
Then it follows from the equivalence of (1) and (4) in Proposition 4.4 that (1 ′ ) is equivalent to the following statement: (4 ′ ) The kernel of the homomorphism ∂ 0 : Coker θ Φ(P 0 ) ) −→ Coker θ Φ(P 1 ) induced from the homomorphism Φ(σ) : Φ(P 0 ) −→ Φ(P 1 ) belongs to E . Now, we claim that K ≃ Ker(∂ 0 ) as right B-modules (see the definition of K in Theorem 1.1 (4) ). This will show that (1 ′ ) and (4) are equivalent.
To check the above isomorphism, we first define the following map for each A-module X:
for f ∈ Hom A (X, A), t ∈ T and x ∈ X. This yields a natural transformation ζ :
Clearly, by definition, we have ϕ i = ζ P i for i = 0, 1. Recall that, under the identification of Φ(A) with T as A-B-bimodules, the functor Φ induces an isomorphism
op -modules. In this sense, one can easily construct the following commutative diagram:
This implies that Coker(ζ X ) is naturally isomorphic to Coker θ Φ(X) as B op -modules. Since
Hence, we have proved that the statements (1)- (4) in Theorem 1.1 are equivalent. Now, suppose n = 2. Then the complex P • is of the following form:
which is a deleted projective resolution of A T . Since 
This finishes the proof of Theorem 1.1.
Remarks. (1) If the category Ker(
, then it follows from Lemma 4.2 (see also Lemma 5.3 (3) ) that the generalized localization λ : B → B T of B at the module T B exists and is homological, which gives rise to a recollement of derived module categories: Clearly, the maps π and ω in the definition of tilting modules induce two canonical quasi-isomorphisms π : P • −→ T and ω : A −→ T • in C (A), respectively. Consequently, both π and ω are isomorphisms in D(A).
As a preparation for the proof of Corollary 1.2, we shall first establish the following lemma.
Lemma 5.6. The complex Hom A (P • , A) is isomorphic in D(Z) to the following complex:
Proof. Since π and ω are chain maps in C (A), we can obtain two chain maps in C (Z):
Now, we claim that both chain maps are quasi-isomorphisms.
To check this claim, we apply the cohomology functor H i (−) to these chain maps for i ∈ Z, and construct the following commutative diagram:
where the maps q j , for 1 ≤ j ≤ 3, are induced by the localization functor q :
, and where the isomorphisms in the third row are due to the isomorphisms ω and π in D(A).
Since P • is a bounded complex of projective A-modules, both q 1 and q 2 are bijective. This implies that H i (( ω) * ) is also bijective, and therefore ( ω) * is a quasi-isomorphism.
Note that ( π) * is a quasi-isomorphism if and only if H i (( π) * ) is bijective for each i ∈ Z. This is also equivalent to saying that q 3 is bijective in the above diagram. Actually, to prove the bijection of q 3 , it is enough to show that, for X ∈ add( A T ) and i ∈ Z, the canonical map Hom
induced by q is bijective since T • is a bounded complex with each term in add( A T ). However, this follows directly from the axiom (T 2). Thus ( π) * is a quasi-isomorphism.
Consequently, the complexes Hom A (P • , A) and Hom A (T, T • ) are isomorphic in D(Z). Now, assume that A is commutative. Then each A-module can be naturally regarded as a right A-module and even as an A-A-bimodule. In particular, the complex T • can be regarded as a complex of A-A-bimodules. In this sense, both π : P • −→ T and ω : A −→ T • are quasi-isomorphisms of complexes of A-A-bimodules. Moreover, one can check that the chain maps ( ω) * and ( π) * are quasi-isomorphisms in C (A op ). This implies that Hom
) (see the above remark (2)). As a result, we have Hom
Proof of Corollary 1.2. (1)
By the remark (3) at the end of the proof of Theorem 1.1, we know that if the homomorphism σ : Coker(ϕ 0 ) −→ Coker(ϕ 1 ) induced from σ :
. Now, we verify this sufficient condition for the good tilting module A T which satisfies the assumption in (1).
In fact, by assumption, we can assume that A M has a projective resolution: ) be the homomorphisms induced from σ ′ and σ ′′ , respectively. By definition, we have ϕ i = ζ P i for i = 0, 1, and
).
Now, we show that σ is surjective, or equivalently, both σ ′ and σ ′′ are surjective. In fact, since P ′′ 1 ∈ add( A A), we see that Coker(ζ P ′′ 1 ) = 0. Thus σ ′′ is surjective. As A M is a direct summand of A T and of projective dimension at most 1, it follows from the axiom (T 2) that the map Hom A (σ ′ , T ) :
. This finishes the proof of (1).
Recall that the complex Hom A (T n , T • ) is of the form
It follows from the surjective map
that T n = 0. This finishes the proof of the above claim. By our assumption, we have Hom A (T i+1 , T i ) = 0 for 1 ≤ i ≤ n − 1. Now, we can proceed by induction on n to show that T j = 0 for 2 ≤ j ≤ n. Thus, by Lemma 5.1 (4), T is a 1-tilting module, that is, the projective dimension of A T is at most 1.
The sufficiency of Corollary 1. 
Applications to cotilting modules
Our main purpose in this section is to show Theorem 1.3 and develop some conditions which can be used to decide if subcategories induced from cotilting modules are homological or not. We also provide an example to show that recollements provided by cotilting modules depend upon the choice of injective cogenerators.
Proof of Theorem 1.3
In this section, we shall apply the results in Section 4 to deal with cotilting modules. First, we shall construct Ringel modules from good cotilting modules, and then use Let us recall the definition of n-cotilting modules for n a natural number. 
An n-cotilting A-module U is said to be good if it satisfies (C1), (C2) and (C3) ′ there is an exact sequence
We say that U is a (good) cotilting A-module if A U is (good) n-cotilting for some n ∈ N.
We remark that if both W 1 and W 2 are injective cogenerators for A-Mod, then Prod(W 1 ) = Prod(W 2 ) . This implies that the definition of cotilting modules is independent of the choice of injective cogenerators for A-Mod. However, the definition of good cotilting modules relies on the choice of injective cogenerators for A-Mod.
As in the case of tilting modules, for a given n-cotilting A-module U with (C1)-(C3), the A-module U ′ := n i=0 U i is a good n-cotilting module which is equivalent to the given one in the sense that Prod(U) = Prod(U ′ ).
From now on, we assume that U is a good n-cotilting A-module with (C 1 ), (C 2 ) and (C 3 ) ′ , where the module W in (C 3 ) ′ is referred to the fixed injective cogenerator for A-Mod. In this event, we shall call U a good n-cotilting A-module with respect to W .
First of all, we collect some basic properties of good cotilting modules in the following lemma.
Lemma 6.2. The following hold for the cotilting module U.
(1) The R-module M has a finitely generated projective resolution of length at most n: 
in the axiom (C 3 ) ′ , we obtain the sequence in (1) with all Hom A (U,U i ) ∈ add( R R). The exactness of this sequence follows directly from the axiom (C2). This also implies that the projective dimension of R M is at most n. Clearly, if n = 0, then W = U 0 , M = Hom A (U,U 0 ) as R-modules. In this case, one can easily check (2). Suppose n ≥ 1. By (1), the R-module M = Ψ(W ) has a finitely generated projective resolution
with U m ∈ add(U) for all 0 ≤ m ≤ n. Applying the functor Hom A (−,W ) to the resolution of W in (C3) ′ , we can construct the following commutative diagram:
where the isomorphisms in the diagram are due to U m ∈ add( A U) for m ≤ n. Since A W is injective, the first row in the diagram is exact. Note that the following sequence
is always exact since Ψ( 
is exact. Since the functor Hom A (U, −) commutes with arbitrary direct products, it follows from
. This shows that R M satisfies the axiom (R3). Therefore M is an n-Ringel R-module.
Observe that, by Lemma 6.2 (2), the ring End R (M) can be naturally identified with Λ (up to isomorphism of rings). Now, we define
Since R M is a Ringel R-module satisfying both (R1) and (R2) in Definition 4.1, it follows from Lemma 4.2 that there exists a recollement of triangulated categories: 
Thus we may construct recollements of derived module categories from good cotilting modules. Here, a problem arises naturally:
Problem: When is Ker(H) homological in D(R)?
This seems to be a difficult problem because we cannot directly apply Proposition 4.4 to the Ringel module R M. The reason is that we do not know whether R M is good. Actually, we do not know whether the right Λ-module M is strongly Λ-Mittag-Leffler. Certainly, if Λ is right noetherian, then M is a perfect Ringel R-module (see Definition 4.1), and must be good.
Though we cannot solve this problem entirely, we do have some partial solutions to the problem. 
Proof. The idea of the proof of (1) is very similar to that of Corollary 1.2 (1). Here, we just give a sketch of the proof.
Note that E := {Y ∈ R-Mod | Ext m R (M,Y ) = 0 for all m ≥ 0} is closed under kernels of surjective homomorphisms in R-Mod, and that Coker(φ 0 ) and Coker(φ 1 ) (see Corollary 6.3 (c)) always belong to E by Lemma 4.3 (1). Thus, according to the equivalence of (a) and (c) in Corollary 6.3, if we want to show (1), then it suffices to verify that the homomorphism δ : Coker(φ 0 ) −→ Coker(φ 1 ) induced from δ : I 0 → I 1 is surjective. Actually, this is guaranteed by the assumption that the injective dimension of A M is at most 1 and E 1 ∈ add( A W ). For more details, we refer the reader to the proof of Corollary 1.2 (1).
As to (2), we keep the notation in the proof of Corollary 6.3. Suppose n = 2. Then the complex I • in Corollary 6.3 (b) has the following form 
This shows (2).
Finally, we point out a special case for which the ring Λ in Corollary 6.3 is right noetherian. Let k be a commutative Artin ring. Let rad(k) be the radical of k (that is, the intersection of all maximal ideals of k), and let J be the injective envelope of k/rad(k). We say that a k-algebra A is an Artin k-algebra, or Artin algebra for short, if A is finitely generated as a k-module.
Suppose that A is an Artin k-algebra. It is well known that the functor Hom k (−, J) is a duality between the category A-mod of finitely generated A-modules and that of finitely generated A op -modules. In particular, the dual module Hom k (A A , J) (A A , J) , then the ring Λ := End A (W ) is isomorphic to A. Since A is an Artin algebra, it is a left and right Artin ring, and certainly a right noetherian ring. Thus Λ is right noetherian and always satisfies the assumption in Corollary 6.3.
Proof of Theorem 1.3. Recall that A W is the ordinary injective cogenerator over the Artin algebra A. According to the above-mentioned facts, the ring Λ := End A (W ) is isomorphic to A, and therefore right noetherian. Since Now, we take A := Q (p) , T := Q ⊕ E(Z/pZ) and U := Hom A (T, E(Z/pZ)). Due to [11, Section 7 .1], we have (a) the module T is a Bass 1-tilting module over A, and therefore U is an 1-cotilting A-module.
(c) By [11, Lemma 6.5(3)], there exists an exact sequence of Z p -modules (and also A-modules):
Note that Q p is an injective and flat A-module and that ( * ′ ) is an injective coresolution of Z p as an A-module. This also implies that W := Q p ⊕ E(Z/pZ) is an injective cogenerator for A-Mod.
On the one hand, we may consider U as a good 1-cotilting A-module with respect to W . Applying Hom A (U, −) to the sequence ( * ′ ), we get a projective resolution of Hom A (U, E(Z/pZ)) as an End A (U)-module: 
and further that
Moreover, the universal localization of End A (U) at the map ϕ * , or at the module Hom A (U, E(Z/pZ)), is isomorphic to M 2 (End A (Q p )), the 2 × 2 matrix ring over End A (Q p ). Now, we can construct the following non-trivial recollement of derived module categories from the cotilting module U with respect to W ′ = E(Z/pZ):
Thus, the recollement ( ‡) above Corollary 6.3 constructed from a cotilting module U depends on injective cogenerator with respect to which the U is defined.
Necessary conditions of homological subcategories from cotilting modules
We keep the notation in Section 6.1. For the cotilting module U, we denote by
the exact sequence in the axiom (C 3 ) ′ , and by U • the following complex
Recall that the complex I • in Corollary 6.3 (b) also yields a canonical quasi-isomorphism ξ :
Furthermore, by the proof of the first part of Lemma 5.6, one can show that ∂ 0 and ξ do induce the following quasi-isomorphisms
Here, we leave checking the details to the reader. Consequently, the morphism
is an isomorphism (compare with Lemma 5.6). Due to the A-Λ-bimodule structure of W , the former complex belongs to C (Λ). However, the latter complex might not be a complex of Λ-modules since U • is not necessarily a complex of A-Λ-bimodules in general. This means that this isomorphism may not be extended to an isomorphism in D(Λ). Nonetheless, for some special cotilting modules, we do have this isomorphism in D(Λ). For instance, in the case described in the following lemma.
Lemma 6.5. Suppose that Hom
(1) There exist a series of ring homomorphisms
In the following, we shall define two ring homomorphisms
By Lemma 6.2 (1), the sequence
is exact. In particular, for U i ∈ add(U), the sequence
We claim that such a g is unique. Actually, if there exists another
, and so the map g − g ′ factorizes through K i+1 . Note that each homomorphism U i → K i+1 also factorizes through U i+1 via ∂ i+1 . This implies that g − g ′ : U i → U i factorizes through U i+1 . However, since Hom A (U i ,U i+1 ) = 0 by assumption, we have g = g ′ . Hence, for a given f , such a g is unique. Now, we define ϕ i : f → g and ψ i : f → h where h is the restriction of g to K i+1 . This can be illustrated by the following commutative diagram:
To show that ρ n is an isomorphism of rings, it suffices to prove that ψ i is an isomorphism for 0 
In fact, since U s ∈ add( A U) for 0 ≤ s ≤ n, we have Ext r A (U s , X) = 0 for each r ≥ 1 and X ∈ add( A U) by the axiom (C2). Now, for 1 ≤ j ≤ n and X ∈ add( A U), one can apply Hom A (−, X) to the long exact sequence
and get an exact sequence Hom A (U j−1 , X)
If we take j := i + 1 and X := U i , then we get the required sequence ( * * ). This finishes the proof of (2).
The following result will be used for getting a counterexample which demonstrates that, in general, the category Ker(H) in Corollary 6.3 may not be homological. with Hom A (U n ,U n ) in degree n. Since Hom A (U n−1 ,U n ) = 0, we obtain H n Hom A (U • , U n ) = End A (U n ), and so Hom A (U, W ) ⊗ Λ End A (U n ) = 0. Note that the left Λ-module structure of End A (U n ) is defined by the ring homomorphism ρ n : Λ −→ End A (U n ) (see Lemma 6.5 (1)). Since Ext and therefore Hom A (U, W ) = 0. Since A W is an injective cogenerator, we must have U = 0. This is a contradiction. Thus Ker(H) is not homological in D(R).
Counterexamples and open questions
In this section, we shall apply results in the previous sections to give two examples which show that, in general, the category Ker( A T ⊗ L B −) for an n-tilting module T , or the category Ker(H) for an n-cotilting module U may not be homological. At the end of this section, we mention a few open questions related to some results in this paper.
Throughout this section, we assume that A is a commutative, noetherian, n-Gorensteion ring for a natural number n. Recall that a ring is called n-Gorenstein if the injective dimensions of the regular left and right modules are at most n.
For an A-module M, we denote by E(M) its injective envelope. It is known that if p and q are two prime ideals of A, then Hom A (E(A/p), E(A/q)) = 0 if and only if p ⊆ q (see [16, is an (infinitely generated) n-tilting module.
Clearly, the tilting module A T is good if we define T i := p∈P i E(A/p). Observe that, for 0 ≤ i < j ≤ n, we have Hom A (E(A/p), E(A/q)) = 0 for p ∈ P j and q ∈ P i , and therefore Hom A (T j , T i ) = 0. Now, we suppose that n ≥ 2 and the injective dimension of A is exactly equal to n (or equivalently, the Krull dimension of A is exactly n).
Note that T i = 0 for all 2 ≤ i ≤ n and that T satisfies the assumptions in Corollary 1.2 (2). Since the above injective coresolution of A is minimal, the module A T has projective dimension equal to n (see [5, 
Higher n-cotilting modules
Next, we apply Corollary 6.6 to present an example of a good n-cotilting A-module U, for which the category Ker(H) in Corollary 6.3 is not homological in D(R).
Assume further that the ring A is local with the unique maximal ideal m. In this case, T n is an injective cogenerator for A-Mod since P n is just the set {m}. This follows from a general statement in commutative algebra: If S This implies that the cotilting A-module U is good if we define U j := Hom A (T j ,W ) for 0 ≤ j ≤ n (see the axiom (C 3 ) ′ in Definition 6.1). To see that Λ := End A (W ) is a right noetherian ring, we note that W = E(A/m) and that Λ is isomorphic to the m-adic complete of A (see [16, Theorem 3.4 .1 (6)]). Since A is noetherian, the ring Λ is also noetherian (see [16, Corollary 2.5.16] ).
In the following, we shall prove that A U satisfies all the assumptions in Corollary 6.6. In fact, it suffices to show that, for any m ≥ 0, we have The reason is the following: According to (b), the injective dimension of U n is at least n, and therefore exactly n. This means that A U is a cotilting module of injective dimension n. Moreover, from (a) and (b) we can conclude that the assumptions in Corollary 6.6 hold true for U. It then follows from Corollary 6.6 that, for this cotilting module U, the category Ker(H) in Corollary 6.3 is not homological in D(R) with R := End A (U). In other words, Ker(H) cannot be realized as the derived module category D(S) of a ring S with a homological ring epimorphism R → S.
So, let us verify the above (a) and (b). First, we need the following results about n-Gorenstein rings:
(1) The flat dimension of the A-module T j is exactly j. arbitrary direct sums, we have to prove E(A/p) ⊗ A U r = 0 for every p ∈ P s . In fact, since r < s by assumption, we know that p q for each q ∈ P k with 0 ≤ k ≤ r. It follows from (3) that Tor Since I r, k ∈ Add(T k ), we obtain Tor Since the ideal m is maximal (or of height n), it holds that m p for every p ∈ P i . Hence it follows from (3) that 
