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We compare the ants algorithm for graph coloring re-
cently proposed by Costa and Hertz with the repeated
Recursive Largest First algorithm and with a Petford-
Welsh type algorithm. In our experiments, the latter is
much better than the first two.
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1. Introduction
Combinatorial optimization problems arise in
situations where discrete choices must be made
and solving them amounts to finding an opti-
mal solution among a finite or countably infi-
nite number of alternatives. Optimality relates
to some cost criterion, which provides a quan-
titative measure of the quality of each solution.
This area of discrete mathematics is of great
practical use and has attracted much attention.
Many combinatorial optimization problems are
NP-hard  see, for example 8, a classical in-
troduction to the theory of computational com-
plexity. It is generally believed that NP-hard
problems cannot be solved to optimality within
times which are polynomially bounded func-
tions of input size. Therefore, there is much
interest in approximation algorithms which can
find near-optimal solutions within reasonable
running times.
One of the most studied NP-hard problems is
the graph coloring problem 10. Graph color-
ing has numerous applications in scheduling 9
and other practical problems including register
allocation, the design and operation of flexi-
ble manufacturing systems 16, frequency as-
signment  see 3 and references there etc. It
is well-known that the problem of determining
the chromatic number is NP-hard on arbitrary
graphs. Costa and Hertz 6 recently proposed
an evolutionary algorithm which imitates the
behaviour of ants for solving the graph coloring
problem. The evolutionarymethods use the col-
lective properties of a group of distinguishable
solutions, called a population.
There are many other approaches to graph col-
oring 10. In this paper, we have chosen two in
order to compare them with the ants algorithm.
The ants algorithm proposed in 6 uses the al-
gorithm called Recursive Largest First  RLF
as a subroutine. Therefore, it is natural to com-
pare the ants algorithm with a simple repetition
of independent RLF runs within the same time
bounds. The algorithmRLF belongs to the class
of constructivemethods. They build feasible so-
lutions by starting from an empty solution and
by repeatedly inserting a new component into
the current partial solution.
The algorithm antivoter was proposed by Pet-
ford and Welsh 12. It is a randomized algo-
rithm based on an analogy to a model of infinite
particle systems from statistical mechanics. It
can be shown that the algorithm is indeed a
metropolis type algorithm and is also equiva-
lent to a generalized Boltzmann machine neural
network 13. In this paper we use an extension
of the Petford-Welsh algorithm 19, 3.
‘Ants can color graphs’ was the message of the
paper 6. However, experimental results in the
cited paper only compare various variants of the
ants algorithm. A comparison with RLF is not
realistic, because the ants algorithm was run for
an order of magnitude longer times. On a ba-
sis of such an experiment one cannot conclude
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RLF ANTCOL Petford-Welsh
n p RLF DSATUR T  0 2 T  0 3 T  0 4
0.4 13.10 12.65 12.80 12.50 12.05 12.10
100 0.5 16.05 15.40 15.65 15.25 14.95 14.95
0.6 19.85 18.65 18.85 18.35 18.00 18.35
0.4 30.25 29.20 36.00 27.95 26.90 28.15
300 0.5 38.45 36.30 44.90 34.80 33.40 36.05
0.6 47.50 44.40 55.00 42.55 41.45 45.55
0.4 46.00 46.40 54.00 42.00 40.25 44.05
500 0.5 58.60 56.00 68.20 52.60 50.70 56.70
0.6 73.00 68.80 84.20 64.80 63.90 71.35
0.4 82.10 91.50 95.50 74.20 71.50 81.50
1000 0.5 105.05 111.00 121.00 94.15 93.00 105.15
0.6 132.00 127.50 151.00 116.40 118.60 132.30
Table 1. Comparison of short runs  nants100, 5000 RLF, 5000n PeWe. The graphs are random graphs Gn p with
parameters n  100,300,500,1000 and p  0 4, 0.5, 0.6.
that the ants algorithm is any better than simple
 memoryless repetition of, say RLF.
Unfortunately, such unjustified conclusions can
also be found elsewhere, even in 11. Here
we first compare two versions of ANTCOL
with repeated RLF. The experiments show that
the version of ants algorithm which uses RLF
is on average better than simple repetition of
RLF, while the repeated RLF algorithm beats
the version of ANTCOL using DSATUR sub-
routine. Then we compare the ants algorithm
with the Petford-Welsh algorithm. The latter is
in our experiments substantially better than the
ANTCOL algorithm.
Although there is a library of benchmark prob-
lems for graph coloring available on the world
wide web 10, in this experiment we decided to
use the instances of random graphs of the same
type as in 6 in order to be consistent with our
main reference.
The idea of our experiment is to make a “fair"
comparison of the ANTCOL algorithm with the
RLF and Petford-Welsh algorithms. We do a
rough analysis of algorithm running times in
terms of changes of colors of single vertices
in order to give comparable running times for
all the algorithms. Since ANTCOL algorithms
call RLF as a subroutine and it is easy to count
the number of calls of RLF, we compare a run
of ANTCOL with this number of repetitions of
RLF. Furthermore, an iteration of the Petford-
Welsh algorithm is a change of a color of one
vertex and one run of RLF is hence compara-
ble with n  the number of vertices of the graph
iterations of the Petford-Welsh algorithm. The
results are summarized in two tables.
The rest of the paper is organized as follows.
First, we briefly recall the graph coloring prob-
lem and generation of random graphs. Then we
give details of the algorithms.
2. Definitions
If G is a graph, we write V G for its vertex
set and E G for its edge set. E G is a set of
unordered pairs xy  fx yg of distinct vertices
of G.
A proper k-coloring of vertices of a graph G
is a function f from V G onto a set  of col-
ors X , jXj  k, such that uv   E G implies
f  u  f  v. The smallest number k forwhich a
proper k-coloring exists is the chromatic number
of G, χ G. An optimal coloring is one which
uses exactly χ G colors. A set S  V G is in-
dependent if xy   E G for any pair of vertices
x y   S.
A random graph Gn p is generated as follows.
For any pair of vertices u and v the edge uv is
inserted with probability p, independently. This
is one of the usual random graph models 2.
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RLF ANTCOL Petford-Welsh
n p RLF DSATUR T  0 2 T  0 3 T  0 4
0.4 13.00 12.70 13.95 12.30 12.00 12.00
100 0.5 16.05 15.20 16.10 15.05 14.85 14.95
0.6 19.65 18.65 18.75 18.15 17.90 18.35
0.4 30.15 28.90 30.40 27.90 26.70 27.95
300 0.5 38.20 35.70 38.10 34.60 33.35 36.10
0.6 47.35 43.70 47.30 42.25 41.15 45.30
0.4 46.00 45.80 54.00 41.75 40.00 41.75
500 0.5 58.30 55.60 67.80 52.40 50.45 56.60
0.6 72.95 68.20 83.80 64.30 63.20 71.25
Table 2. Comparison of long runs  nants300, 15000 RLF, 15000n PeWe. The graphs are random graphs Gn p with
parameters n  100,300,500 and p  0 4, 0.5, 0.6.
3. ANTCOL[6]: Ants Algorithm for Graph
Coloring
The algorithm is based on observations of an
ant colony in search of a nearby feeding source.
Entomological studies have shown that an ant
colony converges towards an optimal solution
whereas each single ant is unable to solve the
problem by itself within a reasonable amount of
time.
Colorni et al 4 first developed Ant System for
tackling the so–called Assignment Type Prob-
lems  ATPs. Costa and Hertz 6 adapted the
principles of Ant System to solve the graph col-
oring problem  which is an instance of ATPs.
The heart of their algorithm is a loop with some
 they suggested up to 50 iterations. The algo-
rithm builds a feasible solution at each iteration.
The solution is produced by a colony of ants.
The colonies of nants  100 and 300 ants are
used in their experiments. The role of each ant
is to color the graph in a constructive way. Ini-
tially, the ants do not have any knowledge of the
problem to be solved. At the end of each iter-
ation the experience of every ant is memorized
in an n  n matrix M  where n  V G. The
value of an entry Muv in M is proportional to
the quality of the colorings obtained by giving
the same color to u and v. At each step of a
constructive method the next vertex is chosen
with probability which depends on the values in
M. For details, the reader is referred to 6.
The authors used randomly generated graphs to
test the efficiency of the algorithm. The ex-
periments presented in 6 show that the tuned
ANTCOL algorithm using RLF as a construc-
tive method performs better than ANTCOL us-
ing DSATUR as a constructive method. The re-
sults on randomgraphsGn p forn100,300,500,
and 1000 and for p  0 4, 0.5 and 0.6 with both
versions of ANTCOL in Table 1 and Table 2 are
taken from 6.
4. Constructive Methods: Greedy, DSATUR
and RLF
Constructive methods for graph coloring are of-
ten implemented to quickly produce an upper
bound of the chromatic number.
Many constructive methods for graph coloring
have been proposed. Most of them color each
vertex in turn with the smallest possible color.
The quality of the resulting coloring strongly
depends on the order in which vertices are ex-
amined. The ordering of vertices can be either
static or dynamic.
An example of static ordering is to preorder
vertices according to their degree. This is
known as the Welsh-Powell algorithm 18. An-
other example of static ordering is a random
 preordering of vertices. If the ordering is
random, we call the constructive algorithm the
greedy coloring heuristics.
The dynamic ordering is generally more effec-
tive since the choice of the next vertex to be
colored is based on the previous color assign-
ments. The most important methods using dy-
namic ordering are DSATUR 1 and RLF 9.
The experiments presented in 6 show that bet-
ter coloring can be obtained using RLF. In our
experiment we therefore used only RLF, which
is explained in more detail below.
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The RLF algorithm builds the classes of colors
sequentially. The method selects vertices one
color class at a time. Assume Vi is the next
color class to be completed. Let W be the set of
uncolored vertices which can be included in the
independent set Vi and let B be the set of uncol-
ored vertices which can no longer be included
in the independent set because they are adjacent
to at least one vertex in Vi. The algorithm builds
Vi as follows:
B: ;
W: set of uncolored vertices;
choose v   W to be a vertex with a
maximum degree in W;
move v from W to Vi;
move all vertices of W that are adja-
cent to v from W to B;
while W   do
choose v   W of maximum degree
in B;
move v from W to Vi;
move all vertices of W that are
adjacent to v from W to B;
end while
The strategy of RLF is to make jVij large and the
graph induced by the remaining vertices sparse.
To compare the ants algorithmand RLF with the
same assumptions a comparable repeated RLF
algorithm using solely RLF is used. Our RLF
algorithm is a simple repetition of 5000  15000
independent runs of RLF, and only the best re-
sult obtained so far is stored in the memory.
This corresponds to 50 iterations of ANTCOL
with 100  300 ants. However, note that the
ANTCOL needs bothmore time and space since
it stores and updates the matrix M.
We found that RLF was on average worse than
ANTCOL using subroutine RLF. However, it
is interesting that simple repetitions of RLF
were on average better than ANTCOL using
DSATUR.
We also did a few experiments with repeated
greedy coloring heuristics. Not surprisingly, it
appeared to be much worse than repeated RLF.
5. Petford-Welsh Type Algorithms, PeWe
The algorithm we use is a generalization of the
algorithm of Petford and Welsh 12. This al-
gorithm and some of its generalizations have
proved to be reasonably good heuristics for col-
oring various types of graphs including random
k-colorable graphs, DIMACS challenge graphs
10, frequency assignment "realistic" graphs,
and others 12, 19, 20, 14, 3, 17.
In 3 we used the algorithm as given in 19.
Here, instead of starting with a random 2-color-
ing, we start with a coloring obtained by the
greedy coloring algorithm. The order of ver-
tices colored by greedy algorithm is random.
The main loop is the same as in 19, 3. We now
briefly recall the algorithm for completeness of
the presentation.
get a random order of vertices;
run a greedy coloring algorithm;
while not stopping condition do
if the coloring is proper then recolor
vertices of the maximal color
select a bad vertex v  randomly
assign a new color to v
end while
The greedy coloring always takes the minimal
color which does not violate any constraints.
Eventually the algorithm finds a proper coloring
with k colors for some k. We hence know that
χ G  k. The role of the first line in the while
loop is to reduce the number of colors in the case
when a proper coloring was found. All vertices
of color k are recolored to obtain a  usually not
proper coloring with at most k 1 colors. The
algorithm continues and tries to find a proper
coloring with fewer than k colors.
In the second line of the while loop, a bad ver-
tex is selected uniformly at random among the
bad vertices, i.e. vertices which are endpoints
of some edge which violates a constraint.
A new color is assigned at random. The new
color is taken from the set f1       kg by sam-
pling according to distribution defined as fol-
lows: The probability of color i to be chosen as
a new color of vertex v is proportional to
exp SiT
where Si is the number of edges with one end-
point at v and violating the constraint provided
color of vertex v is given color i.
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T is a parameter of algorithm, which may be
called temperature because of the analogy to
temperature of the simulated annealing algo-
rithm.
The stopping criteria we choose is a time limit
 in terms of the number of calls to the function
which computes a new color and the number of
colors with which we want to color the graph.
The algorithm stops if either of conditions is
satisfied. If we do not want to guess the chro-
matic number, we can simply take 1 or 2 for
the desired number of colors. This can never be
achieved, so the only stopping condition is the
time limit. Since it starts with a greedy color-
ing, we always have a proper assignment  with
a number of colors which may be bigger than
optimal. This assignment can be regarded as
an approximate solution.
Remark: there are two decisions which are of
crucial importance for the behaviour of the algo-
rithm: to define the number of iterations before
restart  or define a stopping criteria and to de-
fine a good value for parameter T . We have no
complete answer to these two questions. The
choices we made work well on instances tested,
but in general fine tuning is probably needed as
is the usual case with other heuristics of similar
type such as simulated annealing, tabu search,
genetic algorithms, etc. The idea of adapting
the temperature is addressed in 15.
In order to be comparable with RLF and
ANTCOL,we runPetford-Welsh algorithmwith
5000n iterations and 15000n iterations. Each it-
eration of Petford-Welsh algorithm is a change
of color of one vertex. Since a RLF changes
all n vertices, one RLF corresponds to approxi-
mately n iterations of Petford-Welsh algorithm.
The running times are in range from less than
a minute for runs of 500n iterations on small
graphs  n  100 up to 88 minutes CPU for
500n iterations on large graphs  n  1000  on
AlphaServer 1000 4200 VAXVMS.
We took three values of the parameter T: 0.2,
0.3 and 0.4. These values were guessed, based
on our experience with the algorithm on other
classes of graphs. More tuning could only im-
prove the performance of the algorithm.
Remark: According to Costa and Hertz, the best
average result on G100 05 is 14.95, obtained in
7 and in 5. The Petford-Welsh algorithm
scored 14.95 with both T  0 3 and T  0 4 in
short version. The longer version results were:
14.80 at T  0 3 and 14.90 at T  0 4.
6. Conclusion
We conclude by restating the main message of
this paper. Indeed, a cooperating colony of ants
can color graphs better than many independent
ants. However, the ants algorithm is not com-
petitive with some other graph coloring algo-
rithms known from the literature, at least on
the set of instances tested here and in 6. In
particular,
 ANTCOL using RLF gives better results
than a simple repetition of RLF in most
cases. Surprisingly, the repetead RLF
is comparable with ANTCOL on large
graphs and even more efficient for G500 04,
G1000 04, G1000 05  see Table 1.
 the quality of the results of the Petford-
Welsh algorithm is very high when com-
pared with the other algorithms considered
in the paper. Note that better or compara-
ble solutions to ANTCOL are produced on
wide range of parameter T .
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