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Abstract
One proves a general characteristic-free criterion for a rational map between projective varieties
to be birational in terms of ideal-theoretic and modulo-theoretic conditions. This criterion is more
inclusive than that of [F. Russo, A. Simis, Compositio Math. 126 (2001) 335–358] and, moreover,
differs from previous criteria in its nature in that the syzygies of the base ideal of the map are not
directly involved in its formulation. However, a great deal of the consequences are phrased by means
of those very syzygies avoided in the formulation of the criterion! In any case, the criterion is stated
in effective terms so it yields an efficient computable test of birationality. One also introduces a
so-called linear obstruction principle for base ideals of linear type, thus raising a basic question
concerning the structure of a certain related “bilinear” algebra.
 2004 Elsevier Inc. All rights reserved.
Introduction
Let k be an arbitrary field (algebraically closed whenever needed) and let X ⊂ Pn be an
integral protective variety. Given a rational map F :X  Pm into another projective space,
let Y ⊂ Pm denote its image. One says that F is birational onto its image if there exists a
rational map G :Y  Pn whose image is X such that F and G are inverses to each other.
Equivalently, to give a rational map F :X  Pm amounts to giving a subfield K ⊂
k(X) of the function field of X generated by m elements of the field, i.e., to picking m
fractions f1/f0, . . . , fm/f0 ∈ k(X) where f0, f1, . . . , fm are forms of the same degree in
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of the affine variety whose coordinate ring is k[f1/f0, . . . , fm/f0] ⊂ k(X) and, clearly, the
function field of Y is k-isomorphic to k(f1/f0, . . . , fm/f0).
There is nothing unique about the choice of f0, f1, . . . , fm, as one well knows.
However, any other choice of such a representative of the map F , say, f ′0, f ′1, . . . , f ′m,
necessarily satisfies the condition that the 2 × 2 minors of the matrix
(
f0 f1 . . . fm
f ′0 f
′




vanish (as elements of the homogeneous coordinate ring k[X] of X).
In general, codimension at least two is largely (but not quite) the condition for an
essentially unique representative. In the first part of the paper we isolate the precise
obstruction for the uniqueness of both a representative and a base locus of a rational map F .
This obstruction is given in terms of ideal theoretic properties of any given representative
of F .
When considering the base locus of a rational map there is a potential confusion as to
whether one is looking at the projective scheme defined by the forms f or simply at the ideal
generated by these forms. In the present approach we will need to be fairly precise about
the ideal of defining equations of the associated Rees algebra. Moreover, since saturation
is a truly ideal theoretically operation one may loose track of the nature of the subalgebra
k[f0, . . . , fm] which should be left intact as it defines the image of the given map. Also we
will be using the subalgebra and the defining ring of the blowup on the same foot, hence
one had better keep the Rees algebra intact as well.
The main result of this paper is a general characteristic-free criterion for a rational
map F :X  Pm to be birational in terms of certain matrices with entries over the
homogeneous coordinate ring of the image of F . Besides simplifying the criterion of the
previous [9], it gives a fairly general framework against which several results by other
authors can be compared. A definite feature of the present criterion is its effectiveness as it
hinges on a small set of necessary end sufficient algebraic conditions in terms of matrices.
On the positive side, this is a definite advantage over more sophisticated geometric
arguments that may depend on particular features of the given rational map or its base
locus. On the negative side, it may be very difficult to translate obvious geometric contents
into the matrix-theoretic conditions of the present criterion. To remedy this situation we
wrote a section where some of the bridging-up is worked out. It is to hope that further effort
along these lines may help tying up the geometric and the purely algebraic arguments.
A brief account on the contents of each section goes as follows.
The first section describes the module of representatives of an arbitrary rational map
F :X  Pm and introduces the (true) defining locus of F in terms of a certain Fitting
ideal. A minimal set of generators of the module of representatives of F gives way to the
degree sequence of F . This degree sequence degenerates into a single number if and only
if F admits a representative generating an ideal of grade at least two in the homogeneous
coordinate ring of X. This is the case, e.g., if X is arithmetically factorial. It is also the
case if X is arithmetically normal and F is the Gauss map of X with target a projective
space via Plücker coordinates. To be honest, at the moment of writing this paper I cannot
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impact in yielding obstruction on both X and F for the latter to be birational.
The second section contains the main criterion for F to be birational onto its image. As
a side curiosity, though the nature of the statements and their proofs appeal to the syzygies
of an ideal representative of F , the very format of the conditions do not directly involve
them. This is because the core condition for birationality lives rather on the “other side”
of the Rees algebra. This condition is in terms of a certain Jacobian matrix with respect to
variables that only appear linearly in the pertinent equations — a so-called weak Jacobian
dual matrix — hence there will be no restriction on the field characteristic (a non-negligible
point in birational geometry).
The last two sections deal with trying to bridge between the criterion and on-the-nose
properties of the base ideal of F — thereby assuming that X = Pn. The first of these
sections deals with rational maps F :Pn  Pn in the intent of finding conditions under
which F is a Cremona map. A substantial part of the main criterion is easily translatable
into a simple homological obstruction. This allows a first result tying up with a condition
on the syzygies of the base ideal. We then proceed to a more special case, namely, that
of a base ideal of linear type and find what we call the “linear obstruction” for F to be a
Cremona map — our approximate conjecture is that this obstruction is in fact a sufficient
condition. A couple of conjectured consequences are stated and it is kind of perplexing that
they do not seem to be known even in the plane case (i.e., for n = 2).
The fourth (and last) section spins around the consideration of a certain bilinear algebra
stemming from the linear part of the syzygies of the base ideal I of F . We prove a result
in which the hypothesis is totally algebraic while the conclusion has a marked geometric
flavor in that we say that the fibers of the projection of the blowup along I onto the second
factor are linear spaces. Results of this kind have been considered in different context
[1,5,8,11]. As a consequence, if char(k) = 0 this gives a condition for F to be birational
onto its image. In particular, we recover an interesting result of Vermeire (cf. [18]).
This work was inspired by many previous papers on the subject (cf. [3,5,8]) and, more
particularly, by the earlier [9]. I am mainly indebted to my colleague F. Russo for many
crucial discussions and for clarifying geometric subtleties and pitfalls. Without his advice,
specially by way of a wealth of classical examples, this work would hardly go through.
1. Degree sequences
As a general proviso, the ideal generated by the r × r minors of a matrix ϕ will be
denoted by Ir (ϕ).
We are given an integral variety X ⊂ Pn, with homogeneous coordinate ring R =
k[x]/I (X) = k[x0, . . . , xn]/I (X). If f = {f0, . . . , fm} are forms in R of the same degree d ,
we will consider the minimal free graded presentation of the homogeneous ideal (f) ⊂ R:
⊕
s
R(−ds) ϕ−→ Rm+1(−d) → R. (1)
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representative of F . Set I = (f) ⊂ R.
(i) The set of-representatives of F correspond bijectively to the homogeneous vectors in
the rank one graded R-module Hom(I,R). In particular, F is uniquely represented up
to proportionality if and only if I has grade at least two.
(ii) Let Jϕ ⊂ R be the ideal generated by the coordinate entries of all homogeneous vectors
of ker(ϕt ). Then F is a regular (i.e., everywhere defined) map if and only if Jϕ is
primary to the irrelevant ideal R+.
Proof. (i) Given another representative f′ of F , then by definition
I2
(
f0 f1 . . . fn
f ′0 f ′1 . . . f ′n
)
= 0,
i.e., the two sets f and f′ are proportional by a factor which is a homogeneous element of the
field of fractions K of R. This establishes a bijection between the set of representatives of
F and the set of homogeneous elements of K that drive I = (f) into R. The latter generate
the fractional ideal R :K I  Hom(I,R). Finally, it is known that the natural inclusion
R ⊂ Hom(I,R) is an equality if and only if I has grade at least two. Therefore, F is
uniquely represented up to proportionality if and only I has grade at least two.
(ii) Clearly, ker(ϕt )  Hom(I,R), so we pick up from there by using part (i).
This means that any representative f = {f0, . . . , fm} of F corresponds to the unique
homogeneous column vector ker(ϕt ) whose coordinates are f0, . . . , fm (we view the
vectors of Rm+1(−d) as column vectors). For any such f, let Z(f) ⊂ X denote the set of
zeros of {f0, . . . , fm}. Clearly, the map F is exactly defined in the set ⋃f(X \ Z(f)) =
X \ ⋂f Z(f) = X \ Z(∑f(f)), where f runs through the set of representatives of F
(equivalently, the set of homogeneous vectors of ker(ϕt )) and (f) ⊂ R denotes the ideal
generated by the entries of the vector. Therefore, the domain of definition of F is precisely
the complement of the set of zeros of the ideal of R generated by the coordinates of all
homogeneous vectors of ker(ϕt ). 
Remark 1.2. The proposition emphasizes the effective side of determining whether a
rational map F :X  Pm is regular. For this note that F is defined outside the zeros
of all coordinates of a minimal set of homogeneous generators of ker(ϕt ). Thus, the ideal
I1(ker(ϕt )) could naturally be taken as definition of the base ideal of F though it is rather
a loose ideal from the strict algebraic viewpoint. We emphasize that F being everywhere
defined does not imply automatically the existence of a representative whose coordinates
will generate a k[X]+-primary ideal (cf. the examples below).
The above proposition motivates the following notion.
Definition 1.3. The degree sequence of the rational map F :X  Pm is the sequence
d1  · · ·  dr of degrees of a minimal set of generators of Hom((f),R), where f is a
representative of F .
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Then the degree sequence of the Gauss map F :X  Pn is d − 1 if and only if X is
arithmetically normal.
Proof. Indeed, letting X = Proj(k[x]/(f )), the Gauss map is the rational map represented
by the partial derivatives of f on the factor ring k[x]/(f ). It is well known that the latter
is a normal ring if and only if the Jacobian ideal has codimension at least two. 
The previous proposition shows that the degree sequence of F depends solely on F
and not on the particular choice of representative. In particular, if for one representative
f the corresponding ideal has grade at least two — for example, if X = Pn — then every
representative of F is a multiple of f by a factor which is a homogeneous element of k[X].
Clearly, this is then the unique (up to a nonzero factor in the base field k) representative
with this property. In this case, the degree sequence consists of a unique number, namely,
the degree of f. This degree will then be said to be the degree of F and the corresponding
representative will generate the (uniquely defined) base ideal of F .
2. The main criterion
In this section we state a general criterion of birationality that encompasses previous
similar results (cf. [8, Proposition 1.2] and [9, Proposition 1.2]).
To get started, we reformulate the condition for a map to be birational in more algebraic
terms. Though this formulation was essentially given in [9, Lemma 1.1], the present version
is more direct to our purpose, while the proof draws on the nature of representatives of a
rational map. For the sake of clarity, in the next proposition we will use letters f , g, etc.
to denote elements of the polynomial ring k[x] or k[y] and put a bar “ ¯” over an element
of k[x] (respectively of k[y]) to denote its residue class in R = k[x]/I (X) (respectively of
S = k[x]/I (Y )).
Proposition 2.1. Let X ⊂ Pn and Y ⊂ Pm denote integral subvarieties of positive
dimension and let F :X  Pm and G :Y  Pn stand for rational maps with image
Y and X, respectively (so that, in particular, dimX = dimY ). Let R = k[x]/I (X) and
S = k[y]/I (Y ) denote the respective homogeneous coordinate rings of X and Y . Fix sets
of forms f = {f0, . . . , fm} ⊂ k[x] and g = {g0, . . . , gn} ⊂ k[y] whose respective residues in
R and S are representatives of F and G. The following are equivalent conditions:
(i) F and G are inverse to each other.
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contains a copy of k[y]/I (Y ) (respectively of k[x]/I (X)) as a k-subalgebra generated in
bidegrees (0,1). In particular both algebras are residue algebras of the standard bigraded
k-algebra k[x,y]/(I (X), I (Y )).
To see this, recall thatRR((f, I (X))/I (X))  (k[x]/I (X))[f¯t] ⊂ (k[x]/I (X))[t], where
f¯j is the class of fj modulo I . Now, by assumption k[y]/I (Y )  k[f¯]  k[f¯t] and these
isomorphisms are homogeneous by an obvious degree normalization of f and of ft . Then
the required identification of k[y]/I (Y ) is with the second of these k-subalgebras. The
argument for the other algebra is the same.
Now to the proof of the statement properly.
(i) ⇒ (ii). As a special case of Proposition 1.1, condition (i) is equivalent to the
following algebraic recipe
(
f0(g) : · · · : fm(g)
)≡ (y0 : · · · : ym) (mod I (Y ))
and
(
g0(f) : · · · : gn(f)
)≡ (x0 : · · · : xn) (mod I (X))
as tuples of homogeneous coordinates in PmK(Y) (respectively PmK(X)) where K(Y )
(respectively K(X)) is the field of fractions of k[y]/I (Y ) (respectively of k[x]/I (X)).
Next write the two Rees algebras as residue algebras of the standard bigraded k-algebra
k[x,y]/(I (F ), I (Y )) with respective bihomogeneous presentation ideals If and Ig. In an
explicit way, we have











, yj → f¯j t,
and, similarly,







, mapping yi → yi
(
mod I (Y )
)
, xi → g¯iu.
We argue that, under the identity map of k[x,y]/(I (X), I (Y )), the ideal If maps to
Ig and, conversely. Thus, let F(x,y) ∈ k[x,y] be bihomogeneous such that F ∈ If
(mod(I (X), I (Y ))), i.e., F(x, ft) ≡ 0 (mod I (X))k[x, t].
Say, F(x, ft) =∑l hl(x)bl(x, t), with hl(x) ∈ I (X) homogeneous and bl(x, t) biho-
mogeneous in x, t . If we evaluate F(x, ft) under the homomorphism k[x, t] → k[y, u, t]
that maps xi → giu and t → t , we find that F(gu, f(gu)t) = ∑l hl(gu)bl(gu, t). But
since k[x]/I (X)  k[g] ⊂ k[y]/I (Y ), it follows that hl(gu) = udeg(hl)hl(g) ∈ I (Y )k[y, u].
Therefore, F(gu, f(gu)t) ∈ I (Y )k[y, u, t]. Pulling out t again by y-homogeneity, we
find F(gu, f(gu)) ∈ I (Y )k[y, u]. Clearly then F(gu,gf(gu)) ∈ I (Y )k[y, u] for any form
g ∈ k[y]. On the other hand, by the above, there are forms g,g′ ∈ k[y] of the same degree
such that g′y = gf(g) as ordered tuples. Substituting, we find F(gu,g′y) ∈ I (Y )k[y, u]
and, once more by y-homogeneity, F(gu,y) ∈ I (Y )k[y, u]. Therefore, F(gu,y) ∈ Ig, as
was to be shown.
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between the two Rees algebras in either direction are clearly surjective. Since these
algebras are domains of the same dimension the maps must be isomorphisms inverses
to each other. Clearly, by construction, the maps preserve the bigrading in either direction.
(ii) ⇒ (i). The hypothesis of the existence of the bigraded isomorphism of the
Rees algebras implies an isomorphism of the respective biprojective schemes. Viewed
as respective graphs G(F ) and G(G) of F and G in Pn × Pm, the latter are actually
equal. In particular, the composite rational map πY ◦ σX :X  Y is birational, where
σ :X G(F ) is the inverse rational map to the structural projection πX : G(F )X and
πY : G(G) = G(F ) Y is the other structural projection. But note that F = πY ◦ σX by
definition of the image and the graph of a rational map and by the equality G(G)= G(F ).
Let H :Y X stand for the inverse rational map to F . It remains to see that H = G,
i.e., that H = πX ◦ σY (= G). Let h denote a representative set of forms of H . By the













Therefore, we have a natural “straight” bigraded isomorphism
RS
(





(h, I (Y ))
I (Y )
)
(over the same base ring S). This then implies a graded k-algebra isomorphism between
the respective symmetric algebras of (g¯) and (h¯) over S, hence (g¯) and (h¯) have the same
syzygies. Thus, g¯ and h¯ are proportional as vectors thereby defining the same rational map
on Y . 
Consider the bigrading of the Rees algebra RR(f) in more detail, where as above R :=
k[x]/I (X) and f = {f0, . . . , fm} is a representative of a rational map F :X  Pm. Let
If ⊂ R[y] denote the kernel of the R-algebra homomorphism R[y] →RR(f) mapping yj
to fj — often called the presentation or defining ideal of RR(f). This is a bihomogeneous
ideal in the bigrading induced by the standard bigrading of R[y] = k[x,y]/I (X)k[x,y].
Thus, If is generated by biforms of various bidegrees (r, s), r  0, s  1. The minimal
generators of If of bidegree (r,1), with r  1, generate the defining ideal of the symmetric
algebra SymR(f).
Note the following easy sort of converse to an argument used in the proof of
Proposition 2.1: if f and f′ denote representatives of the same rational map F :X  Pm
then If = If′ (so that RR(f) RR(f′)). Therefore, we will denote this ideal simply by I .
Now, fix a minimal set of biforms generating I and, among its constituents consider
all those of bidegree (1, s), with s  1. These biforms generate a subideal of I of the
form I1(ψ · (x)t ) ⊂ R[y], where ψ is a uniquely defined matrix with n + 1 columns and
entries in k[y], namely, the Jacobian matrix with respect to the variables x of the chosen
elements lifted to k[x,y]. Clearly, ψ is a graded matrix since its rows are homogeneous
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ring S = k[y]/I (Y ) of the image Y ⊂ Pm. Note that ψ can be the zero matrix, as it happens
in many cases.
Definition 2.2. The matrix ψ above will be called a weak Jacobian dual matrix of the
rational map F .
We note its similarity with the main concept introduced in [13], from which it is
inspired. The main feature that sets the present notion aside from the one in loc. cit. is
that it is always defined while the latter requires an a priori hypothesis for its existence.
Remark 2.3. Though the definition of a weak Jacobian dual matrix depends only on F (and
not on a representative of F ), it is not uniquely given. However (just like in the ordinary
homogeneous situation), for a fixed bidegree (1, s) the number of (1, s)-biforms in any
minimal set of generating biforms of I ⊂ R[y] is invariant and equals the dimension of the
correspondingly spanned k-vector subspace of the whole space of (1, s)-biforms of I . This
implies that any two weak Jacobian dual matrices of the same rational map F will have
the same sizes. Moreover, if F turns out to be birational then the next theorem implies that
they also have the same rank over the homogeneous coordinate ring of the image of F .
As a final matter of notation, if θ (respectively E) is a matrix (respectively a module
over a ring A) then θ t (respectively E∗) denotes the transposed matrix (respectively the
A-dual Hom(E,A)).
Theorem 2.4. Let X ⊂ Pn denote an integral subvariety of positive dimension and
let F :X  Pm stand for a rational map with image Y . Let R = k[x]/I (X) and
S = k[y]/I (Y ) denote the respective homogeneous coordinate rings. The following are
equivalent conditions:
(i) F is birational onto Y .
(ii) dimR = dimS and F admits a weak Jacobian dual matrix ψ such that rankS(ψ) = n
and Im((ψ)t ) = Im(ψ)∗.
Moreover, when condition (ii) takes place kerS(ψ) is the S-module of representatives of
the inverse map.
Proof. (i) ⇒ (ii). Suppose that F is birational onto Y . Let f and g denote representatives
of F and of F−1, respectively. Clearly, dimR = dimS. By Proposition 2.1, the algebras
RR((f)) and RS((g)) are isomorphic by way of having the same presentation ideal I .
Let Φ denote the graded presentation matrix of g over S. Then the ideal I1(x ·Φ) defines
the symmetric algebra of g over S, hence it is contained in the (common) defining ideal I
of the two Rees algebras. Conversely, any minimal generator of the latter of bidegree (1, s),
for some s  1, is automatically a relation of g over S. Therefore, by definition, ψ := Φt
is a weak Jacobian dual matrix of F of rank n.
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ker(ρt ). Since g¯t is a homogeneous vector of Im(ρ) = ker(Φt) (cf. Proposition 1.1) and ρ
has rank one then g and Im(ρt ) have the same module of first syzygies. But the module of
first syzygies of g is Im(Φ) = Im(ψt ) and that of Im(ρt ) is obviously ker(ρt ) = Im(ψ)∗.
Hence the equality Im(ψ)∗ = Im(ψt ), as needed.
(ii) ⇒ (i). Let ψ be given as stated. Set K = coker(Sn+1 ψ−→ Sp). Dualizing, we get an
exact sequence
0 → Im((ψ)t )→ Im(ψ)∗ → Ext1S(K,S) → 0.
As above, let
Sq
ρ−→ Sn+1 ψ−→ Sp (2)
be exact, where by assumption ρ has rank one.
Still by assumption, Im((ψ)t ) = Im(ψ)∗. By a similar argument as in the proof of the
first implication, we dualize (2) and use the preceding equality, thus yielding the exact
sequence
0 → Im((ψ)t )→ (Sn+1)∗ ρt−→ (Sq)∗.
Let g be any homogeneous S-combination of the rows of ρt . As already pointed out, g and
Im(ρt ) have the same module of first syzygies since the latter has rank one. It follows that
SymS((g))  S[x]/I1(x · (ψ)t ).
Now, by definition I1(x · (ψ)t ) is contained in the defining ideal of the Rees
algebra RR((f)), where f is a representative of F , hence one has a canonical surjection
π : SymS((g))  RR((f)) induced by the identity map of k[x,y]. Also RS((g)) is
SymS((g)) modulo its S-torsion T and (g)lT = 0, for some l. Identifying RR((f)) 
R[ft] ⊂ R[t], the image of y¯i ∈ S = k[y]/I (Y ) under π is fi t . Applying π to the
latter relation yields (g(ft))lπ(T ) = 0. Pulling out a power of t yields a similar relation
without t . But (g(f)) = 0 since k[y]/I (Y )  k[f0, . . . , fm] ⊂ k[x]/I (X) and at least one
gi = 0. Therefore it must be the case that π(T ) = 0, thereby inducing a natural surjection
RS((g))RR((f)). Finally, these two algebras are domains and of the same dimension
since dimR = dimS. Therefore, the map is an isomorphism and this isomorphism is clearly
induced by the identity map on the level of k[x,y]. By Proposition 2.1 we are done.
Finally, the last statement follows immediately from Proposition 1.1. 
The following special case may be useful when depth S  2.
Corollary 2.5. In the some setting and notation of Theorem 2.4, suppose that dimR =
dimS and that F admits a weak Jacobian dual matrix ψ such that rank(ψ) = n. If the
grade of the ideal of n-minors In(ψ) ⊂ S is at least two and cokerS((ψ)t ) is a torsionfree
S-module then F is birational onto Y .
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this, let K = coker(Sn+1 ψ−→ Sp). Dualizing, we get an exact sequence
0 → Im((ψ)t )→ Im(ψ)∗ → Ext1S(K,S) → 0.
Now Im(ψ)∗ = ker((Sn+1)∗ ρt−→ (Sq)∗) is a reflexive S-module being the kernel of a
map between free modules over a domain (cf., e.g., [2, Proposition 16.34]). But Im((ψ)t )
is reflexive as well because by assumption coker((ψ)t ) is torsionfree. We claim that
Ext1S(K,S) = 0. Indeed, the standing assumption that grade In(ψ)  2 implies that K
is free locally in grade at most one, hence Ext1S(K,S) is zero locally in grade at most
one. Therefore, grade Ext1S(K,S)  2. It is standard that the cokernel of an inclusion
of reflexive modules vanishes if it has grade at least two. Thus, Ext1S(K,S) = 0, hence
Im((ψ)t ) = Im(ψ)∗, as required. 
Illustrative examples
The following examples are fairly simple, but may serve as a guide to the theory so
far. While the first two can be checked via Corollary 2.5, the third one strictly requires the
full power of Theorem 2.4. The three are examples with dimX = 1. The fourth example
is in dimension two. Needless to say, in the examples we assume that the characteristic of
the base field is sufficiently high with respect to the data. For critical characteristics the
maps may not be birational—in accordance with well known examples—and the criterion
shows where it fails. Moreover, even if the map is birational over a critical characteristic
the inverse rational map may fail to have the generic degree sequence.
Example 2.6. Let X ⊂ P2 be the nodal cubic f = x30 − x20x2 + x21x2. Let F :P2  P2
be the rational map represented by f¯ = {∂f/∂x0, ∂f/∂x1, ∂f/∂x2}. Then, as is well known,
the image of F is the dual curve g to f . By a standard formula, the degree of g is 4. Since
the previous criterion is effective, we can compute everything using, e.g., Macaulay. As it
turns out, ψ has the required properties for F to be birational and, moreover, the degree
sequences of F and F−1 are, respectively, 2,3 and 3,3,3,3. It is also easy to verify by
computation that the partial derivatives of g give a representative of F−1. Moreover, neither
rational map is regular, which can be readily effectively checked by Proposition 1.1(ii) (cf.
also Remark 1.2).
Example 2.7. Let X ⊂ P2 be the elliptic cubic f = x30 + x31 − x32 . The computation is
analogous and it turns out that the dual g is a sextic and the degree sequences of F and
F−1 are, respectively, 2 and 4,4,4,5. One of the available representatives in degree five is
given by the partial derivatives of the sextic. Clearly, F is regular (no computation needed),
while an effective computation shows that F−1 is not regular. As sets, the generalized base
locus I1(ker(ψ)) (cf. Remark 1.2) and the singular locus of g coincide, hence F−1 is not
regular exactly at the singular points of g.
Example 2.8. Let X = P1 and let F :P1  Y ⊂ P3 be the biregular parametrization of
the non-normal rational quartic given by f = {x4, x3x1, x0x3, x4}. Since the coordinate0 0 1 1
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 with kernel ρ =
(
y¯0 y¯2 y¯21 y¯1y¯3
y¯1 y¯3 y¯0y¯2 y¯22
)
.
The transpose of the first two vectors of ρ above are the “traditional” representatives
of the inverse map Y → P1. The ideal generated by the entries in these two vectors
already generate the irrelevant ideal k[Y ]+ = (y¯0, y¯1, y¯2, y¯3), showing that the inverse is
everywhere defined.
Example 2.9. One classical illustration of the phenomenon in the last part of Remark 1.2
is the rational map F :X  P2 represented by the defining equations of a twisted cubic
C ⊂ P3, where X is a smooth general cubic surface containing C — the equation of X
will be given by the determinant of a 3 × 3 matrix whose first two rows are the rows of
the Hankel matrix defining C and the third row has entries which are sufficiently general
k-linear combinations of the coordinates of P3. It is known that F is everywhere defined
on X — geometrically, one argues that for every point ρ ∈ X there exists a twisted cubic
not passing through p and whose defining equations still represent F .
To see it via the main criterion, one simply computes Homk[X](I, k[X]) as the kernel
of the transposed matrix of the syzygy matrix ϕ of I on k[X] (here I ⊂ k[X] denotes
the defining ideal of C read on k[X]). As one immediately checks, ϕ is the transpose of
the original 3 × 3 matrix, hence is all linear (i.e., ϕ = ϕ1 in our standard notation) while
Homk[X](I, k[X]) is minimally generated by three vectors of k[X]-degree 2, one of which
can be taken to be the transposed of the original representative of F . The transposed of
any k-linear combination of the generators yield yet another representative of F , so these
infinitely many choices retro-explain the geometric argument.
Next, a computation gives that I is an ideal of linear type on k[X]—actually, this can
also be verified theoretically since the symmetric algebra of I is Cohen–Macaulay and the
relevant Fitting ideals of ϕ have the required rank (cf. [7]). Furthermore, since ϕ is linear,
the matrix ψ is immediately guessed from ϕ. As it turns, its transpose ψt is a 4 × 3 matrix
in k[y0, y1, y2] of rank 3. Therefore, its cokernel is (isomorphic to) the ideal generated by
its maximal minors.
Applying Corollary 2.5, we conclude that F is birational onto P2. As a bonus, we
find the inverse map P2  X ⊂ P3 to be (uniquely) defined by cubics that generate a
codimension two perfect ideal in k[y0, y1, y2] of algebraic multiplicity six, hence it is the
homogeneous ideal of six general points in P2.
Remark 2.10. An easy application of the criterion is to check that the Veronese map
ν2 :Pn → PN , N = (n + 1)(n + 2)/2 − 1, is birational onto its image (hence biregular).
Of course, this is not a big deal, however it shows a side curiosity, namely, that the syzygy
matrix of the weak Jacobian dual matrix is precisely the symmetric matrix whose 2 × 2
minors define the image of ν2. In particular, the general representative of the inverse map
is a linear combination of the rows of this matrix.
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In this section we will consider rational maps F :Pn  Pn. Recall from the previous
section that in the case of such maps, a representative f such that the ideal (f) ⊂ k[x] has
codimension at least two is uniquely defined and f is called the base ideal of F . A birational
map F :Pn  Pn is called a Cremona transformation.
3.1. Homological intrusion
For a finitely generated k[y]-module E, we denote by hd(E) its homological dimension
over k[y]. Note that E is torsionfree if and only if hd(EP )  ht(P ) − 1 for every prime
P ∈ R, P = 0, as follows from the classical Auslander–Buchsbaum formula in the local
cane.
Theorem 3.1. Let F :Pn  Pn stand for a rational map with base ideal f. The following
are equivalent conditions:
(i) F is a Cremona transformation.
(ii) f is algebraically independent over k and there exists a weak Jacobian dual matrix
ψ satisfying rankk[y](ψ) = n and hd(coker((ψ)t )P )  ht(P ) − 1 for every prime
P ∈ R,P = 0.
Moreover, when (ii) takes place, the inverse map is defined by the transpose of the unique
generator of ker(ψ) (up to nonzero factors from k).
Proof. By the above remark, it suffices to argue in terms of torsionfreeness rather than
homological dimension.
(i) ⇒ (ii). This follows immediately from Theorem 2.4 (note that the equality Im(ψt ) =
(Im(ψ))∗ implies that Im(ψt ) is a reflexive k[y]-module, hence cokerk[y]((ψ)t ) is a
torsionfree k[y]-module).
(ii) ⇒ (i). This follows from Corollary 2.5 by noting that the condition on the
codimension of the ideal of n-minors of ψ is automatic because cokerk[y]((ψ)t ) is a
torsionfree k[y]-module. 
Next we state a sufficient condition for a Cremona map half of which is directly
expressed in terms of the base ideal f. We will make use of the following general notion.
Definition 3.2. Let
⊕
s R(−ds) ϕ−→ Rm+1(−d) → R as in (1) be a minimal presentation
of the ideal generated by f. The submatrix ϕ1 of ϕ whose entries are linear forms in x is
called the linear part of ϕ — it amounts to a matrix representative of the restriction of ϕ
to the direct sum of copies of R(−d − 1) that appear in the module⊕s R(−ds).
Note that the relations f · ϕ1 = 0 can be rewritten as L(F) · (xt ) = 0, where L(F) is a
uniquely defined matrix whose entries are linear expressions in the f.
174 A. Simis / Journal of Algebra 280 (2004) 162–179Corollary 3.3. Let F :Pn → Pn be a dominant rational map. If rank(L(F )) = n and
hd(coker((ψ)t )P ) ht(P ) − 1 for every prime P ∈ R, P = 0, then F is a Cremona map.
Proof. Let Θ denote the unique matrix whose entries are linear forms in y and such that
y · ϕ1 = Θ · xt . Note that Θ = ψ1 is the linear part of ψ as in Definition 3.2 and coincides
with the matrix obtained from L(F) by substituting yi for fi . Let f be the base ideal
of F . Since F is dominant, f is algebraically independent over k. Therefore, the hypothesis
on the rank of L(F) implies that rank(ψ1) = n. It follows that rank(ψ) can only go up.
However, by definition of ψ , the product x · ψ vanishes on the Rees algebra Rk[x](f),
hence rank(ψ) n over Rk[x](f). But again, since f is algebraically — hence, analytically
— independent over k, k[y] is a residue ring of Rk[x](f). Therefore, rank(ψ)  n, hence
rank(ψ) = n, over k[y].
Now apply Theorem 3.1. 
3.2. Base ideal of linear type
The basic condition on an ideal to be used in this part is as follows.
Definition 3.4. An ideal I ⊂ A in a ring A is said to be of linear type if the natural
A-algebra homomorphism SA(I)RA(I) is injective.
There has been quite an extensive literature on this notion. The term was originally
suggested by L. Robbiano and G. Valla and largely discussed in [7]. As samples of more
recent employment and extension to modules see [13–15] and the books [17,19].
Proposition 3.5 (Linear Obstruction). Let F :Pn  Pn be a rational map whose base
ideal I is of linear type. If F is a Cremona transformation then the matrix of linear syzygies
of I has maximal rank.
Proof. Since I is of linear type then I = I1(y ·ϕ). Let ψ be the y-matrix defined as before.
By definition, we must then have y · ϕ1 = x · ψt . On the other hand, by Theorem 3.1,
rank(ψ) = n. This implies that rank(ϕ1) = n. 
There seems to be sufficient evidence to conjecture the converse to the above principle.
In the following we give some support for this conjecture to hold.
A special case where the ranks of ϕ1 and of ψ are simultaneously maximal is when the
columns of the first generate a free module. In this regard the next lemma states a very
general principle of a Cremona transformation.
Lemma 3.6. Let F :Pn  Pn be a Cremona transformation. Then
(1) The base ideal of F−1 is generated by the n × n minors of an n × (n + 1) submatrix
of ψ of rank n divided by their greatest common divisor.
(2) If, particularly, ψ is n×(n+1) (the least possible number of rows since rank(ψ) = n),
then the base ideal of F−1 is a codimension two perfect (i.e., Cohen–Macaulay) ideal
and degF−1  n.
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Sn coker(ψ ′) 0
From this follows that ∆t = δgt for some factor δ. This proves the assertion in (1).
To get (2), note that g are now the maximal minors of the entire matrix ψ divided
by their gcd. But codimIn(ψ)  2 (cf. the proof of Theorem 3.1), hence actually g are
the maximal minors of ψ . It follows that S/(g) is a Cohen–Macaulay ring, as was to be
established. The statement concerning the degree is clear. 
Remark 3.7. If f as above defines a Cremona map with F−1 defined by g then any
n × (n + 1) submatrix ψ ′ of ψ either has rank at most n − 1 (i.e., all its maximal minors
vanish) or else its maximal minors ∆ are algebraically independent over k because they
are proportional to the forms g. This behavior was in fact known way back in the literature
(cf., e.g., [6]).
This general principle allows for the formulation of the following (conjectured)
consequence to the conjecture.
Corollary 3.8 (Conjectured). Let f = {f0, . . . , fn} ⊂ k[x] be forms of the same degree
minimally generating an ideal of linear type. If Im(ϕ1) ⊂ k[x]n+1 is a free submodule of
rank n then
(1) f defines a Cremona map F :Pn  Pn.
(2) The forms defining F−1 are of degree n.
(3) The base ideal of F−1 is a codimension two perfect ideal.
Assertion (1) is a special case of the preceding conjecture.
Since (f) is of linear type, y ·ϕ1 = x ·ψt . By assumption, Im(ϕ1) is free of rank n, which
implies that ϕ1 is (n+ 1)×n. Therefore, ψ is n× (n+ 1). Now apply Lemma 3.6(2). This
proves both (2) and (3) provided (1) holds.
Other special corollaries to the conjectured converse to linear obstruction are as follows.
Corollary 3.9 (Conjectured). Let f ⊂ k[x] be n + 1 forms of the same degree such that
dimk[x]/(f) is a one-dimensional generically complete intersection at its minimal primes
(equivalently, (f) is a codimension n ideal which is generated by a regular sequence locally
at its minimal primes).
Then f defines a Cremona transformation of Pn if and only if the linear part of the
graded presentation matrix ϕ of (f) has maximal rank (= n).
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tion at its minimal primes is of linear type (cf. [16, Proposition 3.7], also [7, Remark 10.5]).
Therefore, the result would follow from the conjecture. 
Corollary 3.10 (Conjectured). Let f = {f0, f1, f2} ⊂ k[x0, x1, x2] define a plane rational
map whose base ideal is generically a complete intersection on each of its points. Then
f defines a Cremona transformation of P2 if and only if the linear part of the graded
presentation matrix ϕ of (f) has rank two.
Examples of such plane Cremona transformations are quadratic ones and, in general,
the ones whose base points are reduced. They seem to fill a strategical sector of the
plane Cremona group, certainly yielding the basic generators of the group (apart from
collineations). Plane Cremona maps coming from homaloidal forms also fit there (cf. [4]).
Nevertheless, here is a true theorem. It involves the following notion.
Definition 3.11. We say that the homogeneous ideal I = (f) is linearly presented provided
the equality ϕ = ϕ1 holds, where ϕ1 is the linear part of ϕ as introduced in Definition 3.2.
Theorem 3.12 [9, Section 2.1]. Let f = {f0, . . . , fn} ⊂ R be forms of the same degree that
minimally generate a linearly presented ideal of linear type.
(i) f define a Cremona transformation F of Pn.
(ii) The base ideal of F−1 is linearly presented and of linear type.
(iii) If moreover Im(ϕ1) ⊂ Rn+1 is a free submodule then the base ideals of F and of F−1
are both codimension two perfect ideals and degF = degF−1 = n.
Proof. It follows easily from Theorem 3.1 and the subsequent material of the section. 
4. The method of the bilinear algebra
For geometric purposes the linear type property is way too alien. If one is happy
with a strictly classical geometric setup then linear presentation alone takes over. Thus,
throughout this section we assume that the base field k is algebraically closed.
The basic result is a curious mix of algebra and geometry.
Theorem 4.1. Let F :Pn  Pm be a rational map with base ideal I = (f) and image
Y ⊂ Pm. Let ϕ1 as denote the matrix of linear syzygies of I (Definition 3.2) and let I
denote the presentation ideal of the Rees algebra R(I). If I is a minimal prime of the
“bilinear” algebra k[x,y]/(I1(y · ϕ1) + I (Y )) then the fiber of BiProj(R(I)) → Y over
any closed point p ∈ Y is a “vertical” linear space L × {p}.
If further char(k) = 0 and dimY = n then F is birational onto Y .
Proof. Set L= I1(y ·ϕ1)+ I (Y ) ⊂ k[x,y]. By assumption, BiProj(R(I)) is an irreducible
component of BiProj(k[x,y]/L), so it suffices to show the main contention for the latter.
A. Simis / Journal of Algebra 280 (2004) 162–179 177Let p = (a0, . . . , am) ∈ Y , say, with a0 = 0, and let mp = (y¯1/y¯0 − a1/a0, . . . , y¯m/y¯0 −
am/a0) ⊂ k[Y ](y¯0) be the corresponding maximal ideal. Let L(y¯1/y¯0, . . . , y¯m/y¯0) have the
obvious meaning and let L(p) ⊂ k[x] denote the image of L(y¯1/y¯0, . . . , y¯m/y¯0) under the
evaluation homomorphism y¯j /y¯0 → aj/a0. Then the fiber over p is (isomorphic to)
Proj(k(p)⊗k[Y ](y¯0) k[x,y]/L
) Proj(k[x]/L(p)),
since k(p) = k as k is algebraically closed. Since Proj(k[x]/L(p)) is a linear space, this
shows the first part.
For the second statement, assume that dimY = n. Since dim BiProj(R(I)) = n as well,
the general fiber over a closed point is zero-dimensional and, by the first part, must
be a single point scheme-theoretically. In characteristic zero this makes the projection
BiProj(R(I)) → Y birational. Composing the birational map Pn → BiProj(R(I)) with
the latter shows that F is birational onto Y . 
The following particular case deserves special mention.
Corollary 4.2 (char(k) = 0). Let F :Pn  Pm be a rational map with base ideal I = (f).
If I is a linearly presented ideal (Definition 3.11) then F is birational onto its image.
In particular, if m = n and F is dominant with linearly presented base ideal then F is
a Cremona map of Pn.
Proof. If I is linearly presented then I1(y · ϕ1) is the defining ideal of the symmetric
algebra of (f), in which case it is well known that I is a minimal prime thereof, hence also
a minimal prime of the larger ideal I1(y · ϕ1)+ I (Y ). 
Remark 4.3. It is worth noticing that even if m = n and F is dominant, in the hypothesis
of Theorem 4.1 one is not assuming anything about the dimension of k[x,y]/I1(y · ϕ1).
Clearly, if it is assumed that I is a minimal prime thereof of highest dimension (i.e., if
dimk[x,y]/I1(y · ϕ1) = dimR((f)) (= n + 1)), the symmetric algebra k[x,y]/I1(y · ϕ) of
(f) being trapped in-between, must have dimension n + 1 as well. There are well known
conditions on the Fitting ideals of ϕ for this to be the case (cf., e.g., [7]).
Theorem 4.1 provides us with the following quibble.
Corollary 4.4 (char(k) = 0). Let F :Pn  Pn be a dominant rational map with base ideal
I = (f). Let I denote the defining ideal of the Rees algebraR(I) and let ψ as before denote
the matrix defined by the forms of bidegree (1, s) in I , with s  1. If I is a minimal prime
of the algebra k[x,y]/I1(y · ϕ1) then rankk[y](ψ) = n and hd(coker((ψ)t )P ) ht(P ) − 1
for every prime P ∈ R, P = 0.
Proof. It follows from the previous theorem and the main criterion (Theorem 3.1). 
Remark 4.5. It would certainly be desirable to prove the above corollary by means
of an independent argument, so that the main criterion could be applied thus yielding
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not hold in all characteristics.
We now deal with a condition introduced by Vermeire [18].
Consider the following part of the Koszul complex associated to a set of r forms




κ2−→ K1(f,R) = Rr κ1−→ R.
The image of κ2 — generated by the so-called Koszul relations of f — is a graded
submodule of the first syzygy module Im(ϕ) ⊂ Rr of f.
Definition 4.6. The forms f are said to satisfy condition (K) if Im(κ2) ⊂ Im(ϕ1) (i.e., if
the Koszul relations are generated by the linear syzygies).
We next draw a few implications of condition (K). We need a few preliminaries.
Set I = (f) ⊂ R. Let I ⊂ R[y] as before denote the presentation ideal of the Rees
algebra R(I) of I and let I1 ⊂ I denote the ideal generated by the 1-forms in y (i.e.,
a presentation ideal of the symmetric algebra S(I) of I ). Set L = I1(y · ϕ1) and K =
(fiyj − fj yi , 0 i < j  n). One has the following inclusions of ideals L⊂ I1 ⊂ I and
K⊂ I1.
Lemma 4.7. With the notation just introduced, one has K : I∞ = I1 : I∞ = I . In
particular, if condition (K) is satisfied then also L : I∞ = I .
Proof. Set K(I) = R[y]/K and recall that S(I)  R[y]/I1. Since I contains a nonzero-
divisor and K(I)P = S(I)P =R(I)P is RP -torsion free for every prime P ⊃ I , the main
statement of the lemma follows at once from [12, Lemma 5.2] as applied separately to
K(I) and S(I), by recalling that R(I) is R-torsionfree.
As for the second statement, one has I = K : I∞ ⊂ L : I∞. Since R(I)  R[y]/I is
R-torsionfree, equality follows suit. 
Corollary 4.8 (char(k) = 0). Let f be the base ideal of a dominant rational map F :Pn 
Pn. If f satisfies condition (K) then F is a Cremona transformation.
Proof. It follows immediately from Theorem 4.1 and Lemma 4.7. 
Remark 4.9. We note that the rank of the submodule generated by the Koszul syzygies is
always n (direct inspection). In particular, condition (K) certainly implies that the linear
part of the syzygies of f has maximal rank. In general, however, the latter is a lot weaker
than (K) (cf., e.g., Example 4.10).
We give a couple of examples to illustrate slightly different behavior of the associated
primes of the ideal I1(y · ϕ1) ⊂ k[x,y].
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I = (f) is an ideal of linear type, so I = I1(y ·ϕ). One easily sees that ϕ1 has maximal rank.
A computation with Macaulay gives that I is indeed a minimal prime of k[x,y]/I1(y · ϕ1)
and, actually, of highest dimension. More precisely, I is the unmixed part of the non-
unmixed ideal I1(y · ϕ1).
It is interesting to note that I1(y ·ϕ1) is I -saturated, hence this process yields no minimal
primes of k[x,y]/I1(y · ϕ1) (cf. Lemma 4.7).
Example 4.11. Let n = 3 and let f = {x21 , x1x2, x22 − x1x3, x0x1 − x2x3}. Easy direct
inspection shows that rank(ϕ1) = 3. Using Macaulay, one obtains that Im(ϕ) is generated
by three linear relations and one Koszul relation. The ideal I = (f) is of linear type, I is
a minimal prime of k[x,y]/I1(y · ϕ1) (actually, I1(y · ϕ1) is an I -saturated unmixed ideal
with one further associated prime).
The second example is the simplest of a reasonably structured class of ideals in [10] that
yield Cremona transformations. The example itself is of course well known in the classical
literature.
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