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Systems of uniform recurrence equations were proposed by Karp et al. (1967) as a means to derive 
automatically programs for parallel architectures, Since then, extensions of this formalism were used 
by many authors. in particular, in the fields of systolic array synthesis. The compurabilit) of a system 
of recurrence equations is, therefore, of primary importance, and is considered as the first point to be 
examined when trying to implement an algorithm. This paper investigates the computability of 
recurrence equations. We first recall the results established by Karp et al. (1967) on the computabil- 
ity of systems of uniform recurrence equations, by Rao (1985) on regular iterative arrays, and 
Joinnault’s (1987) undecidability result on the computability of conditional systems of uniform 
recurrence equations with nonbounded domain, Then we consider systems of parameterized affine 
recurrence equations, that is to say, systems of recurrence equations whose domains depend linearly 
on a size parameter, and establish that the computability of such systems is also undecidable. 
1. Introduction 
A system of recurrence equations is said to be computable, or also explicit, if none of 
its variable instances depends on itself. The only complete result on this subject 
concerns the case of strict uniform equations: Karp et al. give [S] a necessary and 
sufficient condition for such a system of equations to be computable. However, strict 
uniform recurrence equations are a model too weak to capture the sort of algorithms 
one usually considers for systolic implementation. In order to broaden the model, 
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several formalisms were introduced. Rao [lo] considers regular iteratiae algorithms 
(RIAs), where the equations are uniform but depend on the index values. He gives 
a sufficient condition for such a system of equations to be computable, but his 
computability criterion is very restrictive. Moreover, systems involving broadcasts of 
values such as the Gaussian elimination [7] or the Toeplitz Solver [Z] cannot be 
directly expressed using RIAs. Wong and Delosme [14] consider ufJine dependence 
algorithms, where the equations involve affine index functions. Rajopadhye [9] intro- 
duces ujfine recurrences equations, which is a very similar model. In the general 
case, Quinton and van Dongen [S] give a necessary and sufficient condition 
for a system of affine recurrence equations to be linearly scheduled. Yaacobi and 
Cappello [ 151 give a sufficient condition for a system of affine recurrence equations to 
be computable. The method that they present amounts to finding whether the index 
functions corresponding to cycles of the reduced dependence graph have a stationary 
point. But this condition is only sufficient, because it does not take into account the 
domain of the corresponding variable: if the stationary point is outside the domain, 
there is indeed no computability problem. 
In general, the computability of a system of recurrence equation does not amount to 
finding a linear schedule (see [9,4] for counterexamples). When the index domain of 
the system is allowed to be unbounded, Joinnault [4] proved that the computability of 
the system is undecidable. But as the undecidability is essentially a consequence of the 
unboundedness hypothesis, this result may be considered as nonsignificant for realis- 
tic algorithms, which usually have bounded domains. Indeed, when the index domain 
is bounded, the problem of the computability of one single system can be solved 
simply by checking whether the dependence graph is acyclic or not. 
It was until now an open problem to decide whether a bounded system of 
recurrence equations whose domain depends linearly on a size parameter is com- 
putable or not. This paper investigates this problem, and shows that it is un- 
decidable. 
In Section 2, we introduce the model of parameterized affine recurrence equations. 
Then in Section 3, we recall the results of Karp et al. [S] on the computability of 
nonconditional uniform recurrence equations, and Joinnault’s work [4] on the 
computability of systems of conditional uniform recurrence equations. In Sections 
4 and 5, we show that the computability of systems of parameterized affine recurrence 
equations is undecidable. 
2. Definitions 
The most general type of recurrence equations that we consider is called systems of 
parameterized ajine recurrence equations. 
A parameterized ajine recurrence equation is an equation of the form 
v ZED,, u(z)=.f’CV(I(Z)), . ..I. 
where: 
l D, is the set of integral points belonging to a convex polyhedron of Z”, called the 
domain of the equation.’ We assume that D, is bounded2 and is defined by a finite 
set of linear inequalities involving z and p. 
l z is a point of Z”, where Z denotes the set of integers. 
0 p=(pl,p2, . . . . p,) is a point of Z”, named the size parameter of the equation. We 
assume that p belongs to a convex polyhedron P c Z” (in most cases, P=N”, 
where N denotes the set of nonnegative integers); 
l I is an affine mapping from Z” to Z’ called the index mapping; I has the form 
I(z)=A.z+B.p+C, 
where the constants A, B and C are integral matrices AEZ’ x Z”, BEZ’ x Z”, and 
CEZ’. 
l U and Vare uariable names belonging to a finite set V. Each variable is indexed with 
an integral index, whose dimension (called the index dimension of the variable in the 
following) is constant for a given variable. The variable U(z) is called the result of 
the equation and V(Z(z)) is an argument. 
l .f‘ is a single-valued function that depends strictly on its arguments; we assume 
that the functionfis elementary, i.e. it has complexity O(1) on a random access 
machine [ 131. 
l The “. . .” means that there can be other arguments of the same form as V/(1(z)). 
l The domains of two equations having the same variable as result are disjoint. This 
hypothesis ensures that no variable instance is defined twice. 
For a given p, Eq. (1) represents a finite set of equation instances, each one of which 
is associated with a particular point z of D,. A system of parameterized afJine 
recurrence equations (PARE in the following) is a finite set of equations such as (l), 
having the same parameter set. Note that all equations need not be indexed in the 
same subspace, i.e., n is not necessarily the same for all equations. 
We define several important subsets of PARE. A system of parameterized uniform 
recurrence equations (PURE in the following) is a PARE in which all the index 
functions l(z) are translations. A URE is a PURE without parameters. A URE is said 
to be nonconditional if all the equations have the same domain; otherwise it is 
conditional. 
Example 2.1. The following is a PARE which describes the matrix multiplication of 
square n x n matrices C = AB. We denote by c(i,j), a(i, j) and b(i,j) the terms i,j of the 
1 The reader is referred to [12] for an introduction to convex polyhedra. 
‘This hypothesis is not compulsory, but simplifies the following presentation. In particular, it can be 
useful to assume that the domain has one infinite direction, in order to represent infinite algorithms such as 
the convolution, often used in real-time applications. All the results in this paper can be extended to cover 
such a case. 
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matrices C, A and B, respectively. 
‘d(i,j, k): 0 < i,,j< II, k = 0, C(i,j,k)=O, 
Odi,jdn, O<k<n, C(i,j,k)=C(i,j,k-l)+a(i,k)xh(k,j), 
O<i,j<n, c(i,j)=C(i,j, II). 
In what follows, we shall often write conditional recurrence equations using 
conditional expressions, for example, 
V(i,j, k): 0 d i,j, k < n 
C(i,j, k) = 
i 
if li=O then 0, 
if li>O then C(i,j, k- l)+n(i, k) x b(k,j), 
c(i,j)= C(i,j, n). 
Provided that the conditions are linear inequalities involving indexes only, it is clear 
that such expressions are equivalent to a PARE. 
Given p, we say that U(X) depends strictly on V(y), denoted as U(x)> V(y), if there 
is an Eq. (1) such that XGD,, and J’= I(x). We denote by 9 the transitive closure of >, 
and we say that U(x) depends on V(y) if U(x)9 V(y). 
The complete dependency graph (CDG) of a PARE is defined as follows: 
l Each instance of a variable U(z) is a node of the CDG. 
l There is an edge from U(z) to V(Y) if the computation of the variable U at point 
‘7 depends on the value of the variable V at point 2’. 
The rellucerl dependence qruph (RDG) of a PURE or URE is defined as follows: 
l The nodes of this graph are the names of the variables, 
l There is an edge from U to V, weighted by the function z-I(z), if for all z in the 
domain D the computation of U(z) depends on the value of V(l(z)). 
Note that the last definition cannot be extended immediately to PARES, as the vector 
z--l(z) is defined only when z and I(z) have the same dimensionality. 
In what follows, we are interested in the computability of PARES. A PARE is said to 
be computable if all its variable instances are explicitly defined, in the sense of Karp et 
al. [S], i.e. there exists a strict total order on the set of variable instances, and this set is 
well-ordered for this order. 
3. Previous work 
3.1. Conlputuhilit?~ qf noncwzditionul UREs 
The computability of recurrence equations was considered by Karp et al. [S] and 
Rao [lo]. Karp et al. [S] consider nonparameterized nonconditional UREs, which 
have the following form: 
Vi, l<i<s VI,, -.--., z~D, Ui(z)=,ll(Ui,(=-d,,), ...,Ui,(Z-d,l)). (2) 
The important difference from our definition of an URE is that all the equations have 
the same domain D. In [S], a procedure for deciding whether such a system is 
computable is presented. It is based on the following theorem, 
Theorem 3.1. A system such as (2) is explicitly defined if and only if its associated RDG 
has no path contclined in a nonposititre cycle (i.e. a cycle with a nonpositive valuation). 
The proof of this theorem can be found in [S]. 
Rao [lo] considers regular iterative arrays (RIAs), i.e. UREs as they are defined 
here. The computability analysis he presents is based on the result of Karp et al. [S] as 
he considers that all dependences are extended on the whole domain of the system, 
even if they hold only on a subdomain. As a result, Rao’s algorithm gives only 
a sufficient condition for a URE to be computable. The following example illustrates 
a case when a URE, which does not satisfy Rao’s condition is, however, computable. 
Example 3.2. Consider the following equations: 
i 
if j>O and 1 <i+j<n then U(i,j-I), 
U(i,j)= if j=O and 1 di<m then V(i,j), 
if i=O and j=O then u, 
V(i, j) = 
i 
if 1 di<m and Odjdn then V(i+l,j+l), 
if i=m and 1 <j<m then W(i, j), 
W(i,j)= 
i 
if i+j>n then W(i-l,j), 
if i+j=n then U(i,j). 
In this system, whose CDG is shown in Fig. 1, each instance U(p,q), with O<p and 
p + q < n, successively depends on U( p, 0), V( p, 0), V(m, m - p), W(m, m - p), W(n - m + p, 
m-p),U(n-m+p,m-p), and U(n-m+p,O). 
When tn =n + 1 (see Fig. 1 A), this sequence of dependences is summarized by 
U(p,q) >* U(p- 1,O) and then, recursively on the first coordinate p, by U(p,q) >* 
u(O, 0) = u. Therefore, the system is computable. 
On the other hand, when m =n (Fig. lB), the derivation can be summarized by 
U(p,q) >* U(p,O), so that each instance U(p,O) with p>O depends on itself. The 
system is not computable. 
This example shows clearly that the computability of a conditional system of 
recurrence equations may depend on the shape of the domain of its equations and, 
therefore, cannot be checked by looking only at the dependence graph. 
3.2. Con~putahilit~~ qf‘conditional nonhounded URE 
Joinnault [4] considers the computability of conditional UREs when the domains 
are not bounded. We recall here her main result, which shows that the problem 
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Fig. I. Complete dependence graph of Example 3.2 
is undecidable. The idea is to show that any Turing machine can be encoded as 
a URE, whose computability would imply the decidability of the halting problem 
of a Turing machine. To this end, the Turing machine configuration is described 
with four integers (u, q, a, V) which represent, respectively, the word at the right of the 
head of the machine, the internal state of the head, the character aimed at by the cell 
and the word at the left of the head. The table of transitions of the Turing machine is 
encoded by a system of recurrence equations, involving a single variable s(u, 4, a, t.), in 
such a way that s(u, q,a, u)=s(u’, q’,a’, u’) if and only if there exists a transition 
between the configurations encoded by (u, q, u, L:) and (u’, q’, a’, v’). The system one 
obtains involves arithmetic divisions and modulo operations on (u, q, a, v), but it is 
shown in [4] that it can be replaced by an equivalent uniform system. Finally, 
Joinnault proves that the system is computable if and only if the corresponding 
Turing machine halts. 
Joinnault’s result suggest the following remark. The UREs that encode Turing 
machines have unbounded domains, since the maxima of the indexes u and v are not 
known a priori. As we have already seen, the computability of URE defined over 
bounded domains is decidable. The difficulty of the computability lies, therefore, in the 
fact that the domain is unbounded, and this may seem to be of no practical interest, as 
algorithms usually considered have bounded domains. 
In what follows, we shall show that even when the domains of the system are 
bounded, the difficulty is still present, if we consider that the domains depend on a size 
parameter. 
4. Linearly dependent PARES 
From now on, we are interested in PARES, that is to say, system of recurrence 
equations whose domains depend linearly on one or several parameters. In this 
section, we prove that the computability of PARES involves the tenth Hilbert’s 
problem, which is known to be undecidable [3]. Section 4.1 presents an example. In 
Section 4.2, we introduce the necessary mathematical notions and give the undecida- 
bility result, which is proved in Section 5. 
4.1. An illustrutiw rxample 
In order to show that the computability of bounded conditional PARES is intrinsi- 
cally a difficult problem, we consider the following example. 
Example 4.1. Let D = {(p, k) 1 1 6 p < n, 1 <k < n - 1). Consider the following PARE 
over D parameterized by n: 
Prime( p, k) = 
if k > 1 then 1 Multiple(p, k) A Prime(p, k - l), 
if k = 1 then true, 
(31 
if p>k then Multiple(p - k, k), 
Multiple(p, k) = if p = k then Prime(n, n - l), (4) 
if 0 <p < k then false. 
This PARE defines two boolean variables. Multiple(p, k) is true if and only if p is 
a multiple of k, and Prime(p, k), which does not depend on k, is true if and only if p is 
a prime number. The complete dependence graphs of the system when n = 5 and n = 6 
are shown, respectively, in Figs. 2 and 3. Let us show that this PARE is computable if 
and only if n is a prime number. According to Eq. (3), we have 
Prime(n,n- l)=l Multiple(n,n- 1) 
A 1 Multiple(n, n-2) A ... A 1 Multiple(n,2). 
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Two cases can be considered: 
If n=pq, then Prime(n, II- 1) depends on Mu/tiple(n,p). But according to Eq. (4), 
Multiple(pq,p)= Multiple(p(q- l), p)= ... = hilultiple(p, p)=Prime(n, II- 1). There- 
fore, Prime(n, n - 1) depends on itself and the system is not computable. 
If n is a prime number, the calculus of Prime(n, n- 1) never leads to a term of 
the form Multiple(p, p). Therefore, Prirne(n, n - 1) is computable. Moreover, the 
calculus of a term Prime(p, k) always leads to terms with decreasing value of p + k. 
As a consequence, the system is computable. 
One can see that the “trick” of this example is a loop between a constant point and 
a point whose coordinates depend on the parameters of the problem. We shall apply 
a similar method to show that the computability of PARE involves the tenth Hilbert’s 
problem. 
4.2. Lexicogruphical dioplluntine equutions 
Let Z [X,, X2, ,X,1 denote the ring of polynomials on k unknowns over the set 
of integers, Z. We consider diophantine equations, that is to say, equations of the form 
Q(.x1,.x2, . . .._ xk)=O, where QEZ[X,,X,, . . . . X,]. Let us recall the following result, 
whose proof can be found in [6]. 
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Theorem 4.2. Determining whether a diophantine equation has an integral nonnegative 
solution is undecidable. 
Let P be a polynomial of Z [X 1, X2, , XJ. We say that P is lexicographical when 
either 
l P=Oor 
l P=Q, +Qz, where Ql~ZIXl, . . ..X.], Q2eZ[X s+ 1, . . . , X,], Qz is lexicographical 
and QIIXI,...,X,]=fX,x...xX,. 
The set of lexicographical polynomials will be denoted by L in the sequel. 
Given a lexicographical polynomial P, we define P+ (P-) as the sum of the positive 
(negative) monomials of P. Note that P= P+ -P-. We denote by n(P) the number of 
monomials of P. Any equation P = 0 is called a lexicographical diophantine equation. 
For each diophantine equation Q =O, there exists obviously a lexicographical 
diophantine equation, P=O, and a set of equalities which are satisfied if and only if 
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Q = 0 is satisfied. Therefore, we have the following theorem which results directly from 
Theorem 4.2. 
Theorem 4.3. Gicen a lericoqraphical polynomial and ajinite set ofequalities involviny 
its nariahles, the problem qf determining whether there exists a tuple qf nonnegative 
integers which satisjes the equalities and zeroes out the polynomial is undecidable. 
The following example illustrates our notations. 
Example4.4. Let Q[X,,Xz]=X:+3X,Xz-2X:+1 and let P(p,,p,,p,,p,,p,,p,, 
p7,p8,ps)=p1pz+p3p4p5-p6p7ps+ps. The set of the solutions of Q[X,,X,]=O is 
the set of the solutions of P(p,,..., p,,)=O, together with the following additional 
equations: 
(P1=Pz=P4, ps=p7=ib, p3=3, pf?=2, p9=1). 
We shall also need the following result. 
Theorem 4.5. Given QE L, determining whether the equation Q[X 1, . , X,] = n(Q+ ) - 
n(Q-), with QE L, restricted by a set of equalities has an integral nonnegative solution is 
an undecidable problem. 
Proof. Let Q[X,, . . ..X.]EL and let 
Q’CX,,...,X,, Y, ,.... r,.Z, ,..., Z,]=Q[X, ,..., X,] 
+ Yl + ... + y,-zl-...-z, 
Then n(Q”)=n(Q’)+r and n(Q’-)=n(Q-)+s. Moreover, 
Q’ [X I , . , Xk, 2, ,2] = Q [X 1, . , X,] - 2s + 2r. 
Therefore. 
Q’[X ,,..., Xk,2 ,..., 2]=n(Q’+)-n(Q’-) 
is equivalent to 
Q[X,, . . ..X.]=n(Q+)-n(Q-)-r+s. 
If we let r=n(Q+) and s=n(Q-) then (5) is equivalent to Q[X,, . . ..Xk]=O. Thus, for 
each lexicographical diophantine equation constrained with a set of equalities, there 
exists at least one equation of the form Q’[X,, . , X,] = n(Q’+) - n(Q’-) with its own 
set of constraints such that the two equations are equivalent. Whence the result, 
according to Theorem 4.3. 0 
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5. Undecidability of the computability of PARES 
The remainder of this paper is devoted to proving the following result. 
Theorem 5.1. Given QEZ[X,, . . . . Xk]n L, and a set qf equalities to he satisjed by 
variables X 1, . , X,, there exists a PARE whose parameters are N1, . , Nk and which is 
computable if and only if Q[N,, . . . . Nk] #n(Q’)-n(Q-) and N1, . . . . Nk satisfy the set 
of equalities. 
To prove this theorem, we shall build out a PARE whose parameters are N1, . . . , Nk, 
and whose computability depends on the value of Q(N, , . , Nk). In order to take into 
account the set of equalities, we shall consider only the PARES whose parameters 
meet the additional linear equalities. For instance, if an equality such as N1 = N2 has 
to be satisfied, we shall add in the domain of each variable of the PARE the additional 
constraint {N, = NJ}. In what follows, without any explicit mention of the contrary, 
the PARES and the lexicographical polynomials we shall consider will be supposed to 
be associated with their equalities. 
If we assume Theorem 5.1 to be true then, obviously, the following result holds: 
Corollary 5.2. Given a PARE, it is undecidable to determine whether there exist values 
of its parameters such that the instance qf the system is not computable. 
5.1. Informal csplunation of’ the pro@ 
The underlying idea of the proof is the following one. In an m-dimensional 
hyperparallelepiped defined by the inequalities V iE[ 1 ..m]: 1 ~pi d Ni, there are 
fly= 1 pi integral points. Therefore, if we cover the integral points of such an hyper- 
parallelepiped in lexicographical order, the number of steps needed is 
ir Nj-1. (6) 
j=l 
Let us call extremal point of the hyperparallelepiped the point that whose coordin- 
ates are (N,, , N,,,) and let 1, denote the m-tuple (1, 1, . , I), with the convention that 
1, = 8. If we cover simultaneously another hyperparallelepiped using other coordin- 
ates, then from the extremal point of the domain we will reach 1, if and only if the 
number of integral points of both hyperparallelepipeds are equal. The idea is, thus, to 
define a PARE whose dependence graph covers both hyperparallelepipeds, and which 
contains an arc between the point 1, and the extremal point. This PARE will be 
computable if and only if the number of integral points of both hyperparallelepipeds 
are identical. 
This process makes it possible to solve the case of polynomials of the form A-B, 
where A and B are lexicographical monomials. The general case of lexicographical 
polynomials is handled by dealing serially with all the positive monomials on the one 
hand and all the negative monomials on the other hand. 
Consider, for example, the lexicographical polynomial Q = p 1 pz - p3. Let 
D= [(i&k)1 1 <idNl, 1 <j< N,, 1 < kd N, 1 be a three-dimensional domain (see 
Fig. 4). The extremal point of the domain is A =(N,, N,, N3). From A, we go to 
B = (N,, N2 - 1, NJ) in one step of the covering of the hyperparallelepiped 
B A 
0 0 o-0 ,M 
pzaxis 
projection onto 
I Pl? Pz 
FEDCBA 
?zzzz 
Hl 
projection onto p3 
H2 
f e d c b a 
- > 
Fig. 4. The covering of the hyperparallelepipeds 
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Hl ={l <i<Ni, 16 j< N,}. Then we make one step on the second hyperparal- 
lelepiped H 2 = { 1~ k < N, f, reaching a = (N, , N2 - 1, N, - 1). The covering proceeds 
on by alternatively moving one step on each hyperparallelepiped, which gives the path 
AHB~UHCH~HDHCHEH~HFH~ until we finally reach the point 
e=(N,, 1, N, - N2 + 1). To reach the next point G for the covering of H 1, we must 
decrease the first coordinate while the second one is set to Nz. So, the coordinates of 
G are (N, - 1, Nz, N, - Nz + 1). The next step is GH~; etc. This principle leads to 
a PARE which is computable if and only if N, Nz - N, = 0. Indeed, in a lexicographi- 
cal covering the conditions for reaching the edge of the hyperparallelepiped are 
linear. We differentiate the covering of H 1 and H2 by defining two variables Xi 
and X,. 
More generally, given a lexicographical polynomial, once its positive and negative 
part are separated, we build a PARE which is computable if and only if 
Q(N,,...,N,)#n(Qf)-n(Q-) (the terms n(Q+) and n(Q-) appears because of the 
term - 1 in expression (6)). 
5.2. Notutions 
Let us introduce some notations in order to make the proof easier to follow. Let 
Q [ pi, . . , pk] be a lexicographical polynomial. Without loss of generality, we assume 
that Q is written as Q=CLzl Ma-Cb=, mb, where M, and mb are the positive and 
negative monomials of Q, and, moreover, that the letters of the successive monomials 
are pi. . . . . pk in this order. Let P=(p,, . . . . pk). With this convention, any monomial 
M, (m,,) corresponds to a unique subsequence pi,pi+ 1, . . . , pi+m of P as 
M,=Pi.Pi+ 1 “‘Pi+rn. Given M,, we let P =(Pa:, P,’ , PG ), where 
pa+ =(Pi, . ..rPi+mh 
P~=(Pi+m+l, . ..>Pk). 
In other words, P,’ denotes the subsequence of P corresponding to M,, and Pa; 
and PG denote, respectively, the prefix and suffix of P,’ in P. Finally, we 
let Nz,=(N,, . . . . Ni+l_ i). Similar notations (PG , PC, P,,) and N,,:, hold for negative 
monomials m,,. Finally, given a sequence P=(p,, . . ..pk). we denote by IPI its 
length. 
Example 5.3. Let 
QCP l~...>P9l=PlPz+P3P4P5+P6-P7P8P9. 
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Then 
(M,J=(P,P,,P,P~P,,P,), 
lfnh) = jp7p8p9ir 
P=(p,, . ..>P.), 
p: =(P3rP4rP5)9 
p,;=(P17Pz)> 
fT,=(P6>P,,PH?Pd 
5.3. S~~.stmi ussnc~iated I\.itll a lt~sicogruphical pol~mon2ial 
Let Q [ p1 , . , pk] = xl = 1 M, - 1: = 1 mh be a lexicograhical polynomial. We associ- 
ate with Q a PARE over thedomain ((pl, . . . . pJVi~(l,...,kj l<pi<Ni}.defineda~ 
follows: 
X(P)= 
if P=(N1 ,..., Nk) then X,,,(P), 
otherwise constant. 
(7) 
if ((=I’, h=t and P=l” then X(NI ,__.. NA), 
i I 
if PJ = 1, p,; ) then X o+l.htP), 
if P: = (1. x, u) and x # 1 then Y,,h(P<;,N,:1,.~- 1,u.p; ), 
x,,.,(p)= else I 
if P,:=(lI.r,u) and s#l then ~,,(P:,,N,,,,.u-l,u,P,:), 
r if N=T, h= t and P= lk then constant, 
then %h- I(P)> 
xLIJ(P)= 
if P;=(l,s,u) and xfl then X,, h(Ph; , NtL 1, .Y - 1, u, P,; 1, 
if Ph =(1,.x, u) and .Y # 1 then X,,,(P, , Nh.,, Y - 1, u, Pk ). 
(9) 
331 
If a=r+ 1 or b=t+l then 
X,,,(P) = constant, 
x, h(P) = constant. 
A few remarks are in order. 
(10) 
The use of the keyword else implies a priori nonconvex domains. But these domains 
are finite unions of convex domains, which is not in contradiction with our 
definition of a PARE. 
The use of the keyword constant is also not in contradiction with the definition of 
a PARE since a constant is a variable with 0 dimension. 
Indices a and b of the system should be interpreted as indexes upon, respectively, 
the positive monomials {M, 3 and the negative monomials {ml}. Variables X are 
used to cover the first hyperparalleiepiped, and variables Y to cover the second one. 
So, intuitively, the definition of X,., [see Eq. (8)] means: if the coordinates related 
to M, are all equal to 1, then count with the next monomial (first branch of Eq. (8)), 
and if not, subtract 1 (lexicographically speaking) from the coordinates correspond- 
ing to M, and count on the second hyperparallelepiped (second branch of Eq. (8)). 
Example5.4. Consideragain thepolynomialQ[p,,...,p,]=p,pz-p,.To Qcorres- 
ponds the following PARE: 
x(Pl>P,>P,)= 
if (P~=N~, ~2=N2, ~3=N3) then Xl.l(~1,~2,~3), 
else constant. 
(if (PI=P~=P~=~) then XW,,N2,N3), 
X1,1(P,,P2,P3)= 
else if ((P~,P~)=(~, 1)) then X2.1(~1,~2,~3), 
else if (PZ>I) then &,l(~l,~2-1,~3), 
else K. 1(~1 - 1, N2,p3), 
t 
if (p1=p2=p3=1) then constant, 
~.l(Pl~P2,P3)= else if (~3= 1) then Y,.2(pl,p2,p3), 
else Xl,l(~l,~2,~3-lI), 
As we shall see, this PARE is computable if and only if N1 N2 - N3 ~0. Indeed, if we 
consider the path of derivations of X(N,, Nz, N3) three cases may occur: 
l Case 1, The path ends up at point (1 , 1,l) and the last step is made on H 2: Then all 
the points of H 1 have been covered and all points of H2 but the extremal one have 
also been covered. Moreover, the number of steps on the two hyperparallelepipeds 
are equal, that is to say, N, . Nz- 1= N3- 1. Therefore, Q(N,, N2, N3)=O=n(Qf)- 
n(Q-1. 
l Case 2. The pcrth does not end (It point (1. 1, 1): The last point reached by the 
path, say s, has one of the following forms: 
_ s=(l,1,p3). with p3> 1. Then either the number of steps on both hyperparal- 
lelepiped are equal if the last step was on H2, or one more step has been made on 
H1.Thus,N,~Nz-1=N3~p3-1++,where6~(0,1].1tfo11owsthatQ(N,,N~,N3)= 
-p3+6. As PA> 1, Q(Nl.N~,N3)#0 and Q(N,,N,,N,)#n(Q’)-n(Q~). 
~ s=(p,.~~,l),withp,>l orp2>1.ThenN2(N,-p,-l)+(N?-p2)-1=N3-l+(S). 
d~(O,l). so that Q(N,,Nz,N3)=N,~p,+p2+(l 01’0). But pr>l or pz>l; thus, 
Q(N,,N,, N,)>O and Q(N,, N,.N,)>O. 
l Casr 3. The puth ends up ut point (I, 1, 1) hut the last step has been rnude on H 1: In 
this case, one more step was made on H 1, so that N, N, - 1 = N, - 1 + 1. Again 
Q(N,,N,,N,)fn(Q+)~n(Q~). 
In order to prove Theorem 5.1, we will show that the above-defined PARE is 
computable if and only if Q(N,,...,N,)#n(Q+)-n(Q-). With a monomial 
P(P,, . ..>Pk)=P.$h+l . ..P/ of Q [X , X,], let us associate a polynomial ,4(P) defined 
by 
~(P)(PI, . . ..P~)=(Pc ~)+N,,(P~+I - l)+,..+NhNh+,...N,y~l(pl.~l). 
Define 
F(li,Pl,...,Pk)=;“(U)+ i ~(M‘,)(P)k i Ah)(P), 
‘I= 1 h=l 
where j.(U)=0 if U is an X variable and j.(U)= 1 if U is a Y variable. Finally, let 
G(P l,...>Pk)= i A(M,,)(P)-t i A(M/?)(P) 
u= 1 h=l 
To establish the result, we show that F is constant along the derivations and that 
G decreases along the derivations but is positive. Intuitively, F represents a number 
that is approximately equal to the difference of the steps made on each hyperparal- 
lelepiped and G is a function which ensures that the index is reaching Ik since G is 
strictly decreasing along each one-step derivation and G is a positive function which is 
null only at point lk as we will show below. 
First of all. we shall need a technical lemma. 
Lemma 5.5. !fP(pl ,..., pk)=php,,+l...p,f then if‘0c.f: 
/l(P)(yl ,..., yhpl,Nh ,..., N,,x,,.x, ,..., ~~-~,y~+~ ,..., yk)+l 
=A(p)()‘,, . . . . J(h-1, 1, . . . . l,.u, + 1,.x*, .xf_,,, y,‘+l ,..., yk), (11) 
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Proof. For all o <,fand for any .x1, we have 
[l+(Nh-l)+Nh(Nh+1-l)+...+NhNh+1...Nu(~1-1)] 
=[Nh+Nh(Nh+1-1)+...+NhNh+1...No()~t-l)] 
=N,j[l+(Nh+r-l)+...+N,,+1...No(xr-l)] 
=N,,Nh+r[l+(Nh+z-l)+...+Nh+r...N&-l)] 
=N,,N,,+l...NOxl. 
So, we can already prove (12). Indeed if we let o=f‘- 1 and x1 = NJ, the previous 
equality establishes (12). Moreover, we have in the general case: 
/~(P)(YI, .. ..Y.-,,N,,> . . . . No,xl,xz ,...,_ x1-o,y/+l ,..., yk)+l 
=[l+(Nh-l)+Nh(N,,+l-l)+~~~+N,,N,,+l~~~NO(xl-l)] 
+N,,N,,+r... N,N,+,(x,- l)+... +NhNh+l...Nf_lNf(xs_.-l) 
=NhNh+,...N,xl+N,N,+,~..N,N,+,(xz-l)+... 
+NhNh+l...N,f-lNS(xf_,-l) 
=~(P)(y,, . . . . ~~h-1,1,...,~r-~l+~r~~2,...r.~,~~.,L’,~+lr...,~k), 
which proves (11). 0 
Lemma 5.6. The ,followiny properties hold: 
G(x)aO, VXEN~, (13) 
G(x)=0 0 x=1,, (14) 
F(X, l)...) l)=O, (15) 
F(X,N,,...,N,)=Q(N,,...,Nk)-n(Q’)+n(Q~). (16) 
Proof. Properties (13))( 15) are obvious. Property (16) is obtained by recurrence upon 
the equalities in Lemma 5.5: 
f-(X,Nl, . ..rNk)= i n(M,)(N,, . ..>Nk)- i: ~(%)(N,> . . ..Nk) 
a=1 h=l 
= i {l+n(M,)(N,,...,N,)}- i: {l+n(mh)(Nl,...,Nk))-Y+t. (17) 
U=l h=l 
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But we have r=n(Q+) and f=n(Q). Moreover, the 
/l(M,)(N,, . . . . Nk) is the set Ni =(Ni, ..., Ni+,,) when 
variables involved in the terms 
MJ =(pi, ...) pi+m). SO, we have 
1 il+A(M,)(Nl,...,N~)}- 1 (l+A(mh)(Nl,...,Nk)} 
0 = 1 h=l 
= ~ n N,- i: n Ni=Q(N,,...,N,) 
n= 1 .V,E,V * ‘I h= 1 N,En’h 
(18) 
according to (12). So, (17) and (18) imply 
F(X,N,,...,N,)=Q(N,,...,N,)-n(Q+ 
Lemma 5.7. !f U(p,, pz, . , pk) depends on V(p; 
F(U,P,,P,, . ..>Pk)=F(V.P;,P;, . ..>PL). 
+n(Q-). 0 (19) 
pi, . . ..p.) in the PARE then 
Proof. To prove this property, it is necessary and sufficient to prove it for a one-step 
dependence. A one-step dependence of X,,,(P) consists in a lexicographical subtrac- 
tion over the coordinates of A4, and tnnh. If all the coordinates of the first set are equal 
to 1, then the one-step dependence leads to X 0+ l.h(pl, ., pk). Thus, the coordinates 
do not change and neither does the value of F along this one-step dependence. If 
P,: = I,n,x, . . . . with .u# I, then the one-step dependence leads to [see Eq. (S)] 
Y,&,N,t,,s- 1, . ..). 
Thus. 
F(X,p,, . ..> Pk)-F(Y,P;>...,P;) 
=E.(X)+ i il(MA)(P,, . ..> Pk)_ i n(4)(P,, . ..? Pk) 
a’= 1 h’= 1 
i.(Y)- i A(M~)(pi, . . ..piJ+ i: A(d)(pi, . . ..pi) 
a’= 1 h’= 1 
according to the definition of F. The index values P and P’ differ only on the set P,‘; 
so, the terms A(Mi)(p,,...,pk) and A(M,:)(p;,...,p;) are equal as soon as a’#a. 
Moreover, the terms A(&)(p, , . . , pk) and /l (mi)( pi, . . . , pi) are always equal. Finally, 
we have i(X)=0 and j_(Y)= 1; so, 
F(X,P,,...,P~)-F(Y,P;,...,P~)=I~(M,)(P,+)-/I(M,)(P~+)-~. (20) 
But Pi,’ =(N&,,, x- 1, . . .); so, according to (1 I), 
~(Kz)(Pbf)+ 1 =n(M,)(l,,,.& . ..I 
=~(~,)(P,:). 
Therefore, 
F(X,pl,..., pk)-F(Y,p;r...,p~)=O. (21) 
The same can be done with Y, hence the proposition. 0 
Proposition 5.8. !f U(p,, . . . . pk) depends on V(p;, . . . . p;) then G(p,, . . . . pk)> 
G(p;,...,p;). 
Proof. The proof is identical to that of Lemma 5.7 except that the term - 1 coming 
from the occurrences of j. in the definition of F does not exist in the definition of G. So, 
the result of the subtraction of G(p,, . . . . pk) and G(p;,...,p;) along a one-step 
derivation is equal to 1. 0 
Proof of Theorem 5.1. Given these lemmas, we are able to prove the theorem. Indeed, 
at one step of direct dependence, one of the following cases arises: 
1 
Xo+l.h(Pl, . ..TP!f) 
or 
Xa.b(Pl,...,Pk)= X,.h+l(Pl,...rPk) 
or 
LAP; > . . ..p.), with G(~;,...,p;)<G(pl,...,p~). 
But G>O (Lemma 5.6), and G constitutes a well-formed order. By induction on the 
direct dependences, we have one of the following cases: 
t 
Un+l.b(Pi, . ..?PL) 
X,,dpl, . . ..P~)= or 
Ua,h+l(P;, . ..>PL)> 
where UE(X, Y). 
Then, by induction on u and b, 
1 
u r+l.h.(p; ,..., pi), with b’#t+l, 
or 
X,.b(Pl,...,Pk)= ~d,t+l(P;>‘.‘,P;), with a’#r+ 1, (22) 
or 
ur.,(P;?...,P;). 
The computation of X (N,, . , Nk) leads to an infinite loop if and only if we are in the 
third case, with U =X and (pi,. , p;)=( 1, . , 1). As F is constant along the direct 
dependences, F(X, Nl, . . . . Nk, I)= F(X, 1, . . . . l), which implies that Q(N,, . . . . Nk)= 
n(Q + ) - n(Q ) because of (16) and (15). If the computation does not loop, we are either 
in the first or the second case. 
l In the first case, we have PIM = l,andU=X.IfF(X,p’i,...,p;)wasequaltoO,then 
we would have: 
p; = . . = p; = 1, 
which is impossible as the computation of X(Nr , , Nh) cannot loop. So, according 
to (16) this implies Q(N,, . . ..Nk)#n(Q+)--n(Q-). 
a In the second case, we have Pfm = I,,! and U = Y then 
F(X, N,, . . . . Nh, l)=F(Y.p;, . . . . p;)> 1. 
i.e. not equal to 0; so, again Q(N,, . . . . Nk)#~r(Q+)--n(Qm). 
So, if the computation of X(N, , . , Nk) is assumed to loop, then from what precedes 
we must have Q(N,, ,.., Nk)=~t(Q+)--t(Q-). 
On the other hand, if this computation is assumed not to loop then Q(N,, ,.., Nk) 
#n(Q+)-n(Q-). 
We can now establish Theorem 5.1. Suppose first that Q(N,, . . ., Nk)= n(Q+)- 
n(Q-) and the associated system does not loop. This implies that the computation of 
X(N,, . . . . Nk) does not loop and, thus, that Q(N,, . . . . Nk)#n(Q’)-n(Q-), which is 
a contradiction. As a consequence, if Q(N,, . . . . Nk)=~l(Q+)--r(Qm), then the asso- 
ciated system is not computable. 
On the other hand, if Q(N,, . . . . Nk)#~t(Q+)--z(Q-) and if the system is assumed to 
loop, then any noncomputable variable leads by derivation to X(Nr , . , Nk) using the 
third case of Eq. (22), as we have just seen. As the right-hand side of all the equations of 
the system have only one argument, X(N,, . . . . Nk) is also not computable. Thus, 
Q(N,, . . . Nk)=~z(Q+)-~t(Q-), and again, there is a contradiction. We can conclude 
that if Q(N,, . . . . N,)#n(Q+)-rr(Q-), the system is computable. This completes the 
demonstration of Theorem 5.1 and, so, of Corollary 5.2. n 
With the same scheme of demonstration, we can also demonstrate the following 
corollary, that can be seen as a converse of 5.2. 
Corollary 5.9. Giwn N PARE, it is undecidable to determine whether there exist values 
cf its parameters such that the instance qf the system is computable. 
Indeed, if we invert the occurrences of constant and of X(Nr, . . . . Nk) in the defini- 
tions (8)-(lo), then the new system is computable if and only if Q(N,, . . . . Nk)= 
n(Q+)-n(Q-). The proof is, therefore, symmetric to the one of Corollary 5.2. 
6. Conclusion 
This paper has investigated the computability of systems of recurrence equations. 
We have recalled Joinnault’s result, which proves that the computability of systems of 
conditional uniform recurrence equations is undecidable. Moreover, we have shown 
that the computability of systems of parameterized recurrence equations is also 
undecidable, by proving that this problem involves the tenth Hilbert’s problem. 
These results have practical consequences, as far as synthesis of parallel program 
from recurrence equations is concerned. There are only a few cases when a complete 
computability analysis can be carried out, as this is possible only for nonconditional 
UREs, or for a system of recurrence equations with bounded domain, when the size 
parameter is fixed, and most of the algorithms found in practice cannot be described 
using such models. However, the situation is not hopeless, because there exist efficient 
methods for solving the problem when the computations can be ordered by special 
orderings such as linear timing-functions. This situation resembles the one which is 
encountered when writing a program without being able to decide, in the general case, 
whether it will terminate or not. An open problem is to investigate subclasses of 
PARES for which the computability is decidable. However, we could not identify 
simple restrictions of PARES that would lead to a better situation, except for the 
well-known case of URE. 
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