A Genetic Algorithm tool for optimising cellular or functional layouts in the capital goods industry by Hicks C
ARTICLE IN PRESS0925-5273/$ - se
doi:10.1016/j.ijp
Tel.: +44 19
E-mail addreInt. J. Production Economics ] (]]]]) ]]]–]]]
www.elsevier.com/locate/ijpeA Genetic Algorithm tool for optimising cellular or functional
layouts in the capital goods industry
Christian Hicks
School of Mechanical and Systems Engineering, University of Newcastle upon Tyne, NE1 7RU, UK
Received 19 April 2004; accepted 17 March 2005Abstract
The literature on the design of manufacturing facilities has two major themes: the application of cellular
manufacturing, including the use of clustering methods; and the solution of facilities layout problems using
optimisation methods. Most previous research has been based upon relatively small or theoretical problems.
This paper presents a Genetic Algorithm optimisation method that has been developed which can be applied to a set
of manufacturing cells or to an entire manufacturing facility. The approach can be used for either green field or brown
field layout problems. The model was tested using a large data set from a collaborating capital goods company.
Genetic Algorithm programs include a number of parameters including the probabilities of crossover and mutation,
the population size and the number of generations. A full factorial experiment was performed to identify the best
configuration. The results were compared with the Company’s layout and the best layout that could be generated
randomly. When the layout was considered as brown-field problem there was a reduction of total rectilinear distance
travelled of 25% compared to the Company’s layout. The number of generations was the only statistically significant
factor. When the layout was treated as a green-field problem the total rectilinear distance travelled was reduced by 70%
and the population size, the number of generations and the probability of crossover were statistically significant.
r 2005 Elsevier B.V. All rights reserved.
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A well-designed manufacturing facility helps
increase responsiveness and efficiency through
minimising material transfer, work-in-progresse front matter r 2005 Elsevier B.V. All rights reserve
e.2005.03.010
1 222 6238; fax: +44 191 222 8600.
ss: chris.hicks@ncl.ac.uk.and lead times. It has been estimated that
30–75% of total manufacturing costs may be
attributed to materials handling and layout
(Chiang and Kouvelis, 1996). Good layouts
facilitate the introduction of set-up time reduction
techniques and the introduction of team working,
which have a further impact upon manufacturing
performance.d.
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layout of flow and batch production systems, but
there is lack of work that relates to the design of
manufacturing facilities for companies that pro-
duce complex products in low volume. The major
themes in the literature include: (i) the solution of
layout problems using optimisation methods; (ii)
the application of the Group Technology philoso-
phy, which requires a clustering process to identify
manufacturing cells.
The objectives of this paper are to: Review research on the facilities layout problem
including the application of Group Technology/
Cellular Manufacturing and the use of optimi-
sation methods; Describe the details of the implementation of
the Genetic Algorithm (GA) based layout tool
that has been developed. The tool can represent
manufacturing facilities as a single area, or it
can treat the problem as a hierarchically
structured set of cell layout problems that
include the constraints associated with brown
field layout problems; Present a case study that applied the GA layout
tool using data obtained from a company that
manufactured large steam turbine generators in
low volume; Describe a set of experiments that considered
various levels of the GA parameters (population
size, the number of generations and probability
of crossover and mutation) for different types of
problem. The analysis considers the significance
of the factors, the quality of the solutions, the
number of generations required to achieve
convergence and the computation effort re-
quired. Comparisons are made with the Com-
pany’s layout and the best layouts that could be
generated randomly.
The next section reviews the literature relating to
the facilities layout problem and Cellular Manu-
facturing. The use of GAs for optimisation is then
considered. This is followed by a review of the use
of GAs for solving facilities layout and cell
formation problems. The Genetic Algorithm lay-
out design tool is described in Section 4. This
is followed by a case study that utilised dataobtained from a capital goods company. The
performance of the GA and the significance of the
GA parameters population size, number of gen-
erations and the probabilities of crossover and
mutation is investigated in Section 5. The conclu-
sions are presented in Sections 6.2. Facilities layout and optimisation
There are two major strands to the litera-
ture relating to facilities layout and optimisation:
the application of Cellular Manufacturing and
the solution of facilities layout problems,
which involve determining the best location of
resources.
2.1. Cellular manufacturing
Manufacturing cells are designed through a
number of stages including: (i) job assign-
ment, which selects machines for each opera-
tion; (ii) cell-formation, which groups machines
into cells; (iii) the layout of cells within the
plant; (iv) the layout of machines within cells;
and (v) transportation system design (Wu, 1999;
Dimopoulos and Zalzala, 2000). The algo-
rithms used to solve cell formation and layout
problems are NP-complete which means that the
amount of computation increases exponentially
with problem size. The partitioning of the overall
problem into smaller cell layout problems signifi-
cantly reduces the complexity of the layout
problem.
The process planning activity performs job
assignment. Cell formation involves the identifica-
tion of part families, together with the necessary
grouping of machines. There are three approaches:
(i) part family grouping, which forms part families
and then groups machines into cells; (ii) machine
grouping that forms machine cells based upon
similarities in routings and then allocates parts to
cells; (iii) machine-part grouping, which forms
part families and machine cells simultaneously
(Ballakur and Steudel, 1987). Coding and classi-
fication (see Gallagher and Knight, 1986) and
Product Flow Analysis (Burbidge, 1989) provide
mechanisms for part family grouping. Methods
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Seifoddini and Wolfe, 1986; Balakrishnan,
1996) follow the machine grouping approach
whilst machine-part incidence matrix methods
(McAuley, 1972; King, 1980; Chan and Milner,
1982) are examples of machine-part grouping.
Cellular Manufacturing and functional layout
may be considered to be extremes of a continuum
of manufacturing layouts. It is not always possible
to have self-contained cells, unless certain re-
sources are duplicated. Wemmerlov and Hyer
(1989) reported that in practice it was common
for machines to be shared by cells. Machines and
parts that cannot be assigned to cells are termed
‘exceptional elements’ (Pierreval et al., 2003). It is
also common to have ‘remainder cells’ that contain
the exceptional elements. In some situations the
remainder cell may account for a large propor-
tion of machines and parts (Wemmerlov and
Hyer, 1989).2.2. The facilities layout problem
Azadivar and Wang (2000) defined the facility
layout problem (FLP) as ‘‘the determination of the
relative locations for, and the allocation of, the
available space among a number of workstations’’.
The resources may be of different sizes and the
interactions between resources may vary. The FLP
has usually been concerned with developing a
block layout that represents optimal or near
optimal shape and arrangement for the depart-
ments within a facility (Hassan et al., 1986). Block
layouts normally represent resources as rectangles
(Askin and Standridge, 1993). The FLP has been
formulated as a quadratic set covering problem,
linear integer programming problem, mixed-inte-
ger programming problem and graph-theoretic
problem. The quadratic assignment formulation
has been particularly popular in the literature.
However, manufacturing practice normally re-
quires particular layout configurations such as
single row, multi-row, semicircular or loop struc-
tures (Dimopoulos and Zalzala, 2000). These
practical constraints place a large restriction on
the search that can be performed by optimisation
procedures.3. Genetic Algorithms
Genetic Algorithms have become popular for
finding ‘good’, but possibly sub-optimal solutions
to many types of problems. One of the main
advantages of evolutionary computing techniques
is that the problem does not have to be expressed
mathematically. It is only necessary to have an
objective function (or ‘fitness function’) that can
be evaluated numerically.
The majority of industrial engineering optimisa-
tion problems are constrained problems. Con-
straints can significantly affect the performance of
optimisation methods, including evolutionary
computational techniques (Michalewicz, 1995;
Michalewicz et al., 1996). The modelling and
impact of constraints is therefore an important
issue that should be considered.
Despite their prevalence in the literature, the
advantage of using GAs has been questioned. The
‘No Free Lunch’ (NFL) theorem of Wolpert and
Macready (1995) suggests that on average no
stochastic search algorithm can outperform an-
other (including random search) when run over all
problem instances. The NFL theorem suggests
that it is important for researchers to compare
their results with those obtained using random
search.
The main components of Genetic Algorithms
Aytug et al. (2003) identify eight components
within Genetic Algorithms (GAs):(i) Genetic representation—a variety of ap-
proaches have been used including, binary
digits, lists of integers, floating points and
strings;(ii) A method for generating the initial popula-
tion—populations may be generated ran-
domly or problem specific knowledge can
be used to construct the chromosomes with
the population. The latter approach may
improve the likelihood of having feasible
chromosomes in the initial population and
increase the likelihood of producing good
solutions;(iii) An evaluation function, which assigns a real
number to measure the fitness of each
chromosome;
ARTICLE IN PRESS
C. Hicks / Int. J. Production Economics ] (]]]]) ]]]–]]]4(iv) A Reproduction selection scheme, which is
used to select chromosomes to be exposed to
genetic operations. Several approaches have
been used. The ‘roulette wheel’ approach,
which selects chromosomes in accordance
with their fitness (i.e. chromosomes with a
high fitness have relatively large segments of
the roulette wheel assigned to them, whilst
chromosomes with low fitness have small
segments). An alternative is the ‘tournament’
approach that randomly pits k individuals
(kX2) against each other; the chromosome
with the highest fitness survives to the next
generation. Random selection has also been
used widely;(v) Genetic operators—there are two main types:
mutation, the ‘exploration operator’, which
tends to move the search to a new neigh-
bourhood; and crossover, the ‘focusing
operator’, which helps the GA move towards
a local optimum. Crossover tends to make
the individuals within the population more
similar, whereas mutation tends to make
them more diverse (Islier, 1998). Pongchar-
oen et al. (2001) described in 16 different
crossover operators and eight alternative
mutation operators that were used for
scheduling the production of complex pro-
ducts in the capital goods industry. With
constrained optimisation problems the chro-
mosomes produced by the genetic operators
may represent infeasible solutions. Various
approaches have been used to address this
issue. The ‘death penalty’ may be used, but if
the initial population only consists of in-
feasible chromosomes it might be essential to
improve them. An alternative is to penalise
infeasible chromosomes. Michalewicz (1995)
surveyed the use of a wide range of penalty
functions. They pointed out that the penalty
approach, particularly the death penalty may
be problematic if the feasible search space is
very small in comparison to the infeasible
region. Penalty methods either force the
infeasible solutions to disappear or to evolve
into feasible offspring. Repair algorithms
have been very popular in the literature. A
repaired chromosome may be used forevaluation only, or it may replace the
infeasible chromosome with some specified
probability. The weakness of the repair
strategy is that the algorithms tend to be
problem dependent (Michalewicz et al.,
1996);(vi) Mechanism for creating successive genera-
tions—various approaches have been used:
(i) the ‘roulette wheel’; (ii) the ‘tournament’
approach, (iii) the ‘elitist strategy’, which
always carries a specified number of the
fittest chromosomes through to the next
generation; and (iv) adaptive strategies,
where the values of the GA parameters
change based upon some trigger e.g. the
level of mutation may be increased to
increase the diversity of the population
(Islier, 1998);(vii) Stopping criteria—a common approach is to
terminate the GA when a fixed number of
generations have been completed. The GA
process may also be run for a fixed amount
of time; terminated when the diversity
reduces to a specified level; or when the
average or best population has not improved
in the last t generations;(viii) GA parameter settings—GAs include a num-
ber of parameters, including the probabilities
of crossover and mutation, the population
size and the number of generations. These
parameters can have a large influence on the
performance of GAs. Aytug et al. (2003)
pointed out that most of the research
involving GAs has failed to systematically
explore the setting of GA parameters.
Pongcharoen et al. (2001, 2002) used a
systematic approach for selecting appropri-
ate GA parameters based upon a design of
experiments approach (Montgomery, 1997).3.1. Layout design using Genetic Algorithms
Genetic Algorithms have been used for solving
both cell formation and facilities layout problems.
3.1.1. Cell formation
The machine/part grouping problem is NP-
complete, which has made it a candidate for
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lated Annealing and Tabu search. Al-Sultan and
Fedjki (1997) developed a GA technique for
solving the quadratic integer programming model
of the part family formation problem originally
formulated by Kusiak et al. (1986). Moon and Gen
(1999) developed a GA-based approach for
designing independent cells for parts with alter-
native process plans and took into account
machine duplication. This work formulated the
problem as a 0-1 integer programming model,
which identified part families and machine cells
simultaneously and determined the process plan
for each part. A workshop with ten machines and
seven parts was considered. Uddin and Shanker
(2002) used a similar approach which was tested
using three examples (4 machines with 5 parts, 6
with 10 and 20 with 20). Gravel et al. (1998)
developed a GA for forming cells for parts with
multiple routings. Their approach used bi-criteria
evaluation that considered the minimisation of
inter-cell movements and within cell load varia-
tion. Their results were based upon a case study
that considered 15 machines and 30 parts. Plaquin
and Pierreval (2000) developed a GA approach
that considered four types of constraint: maximum
cell size; machines that must be located close
together; machines that must be separated; and
key machines around which cells must be formed.
Their examples considered the organisation
of 61 machines into seven cells. Gupta et al.
(1996) developed a GA based approach for cell
formation that took into account the sequence of
operations and compared single row and double
row layouts.
3.1.2. Facility layout planning
Suresh et al. (1995) developed a GA for
generating facility layouts based upon a quadratic
assignment approach. They used three crossover
operators (partially matched crossover, order
crossover and cycle crossover). The objective
function was the sum of the workflow weighted
by the distance between departments. Islier (1998)
developed an approach that included three factors
in the fitness function: transportation load (the
product of distance travelled with the flows and
unit costs); the difference between the requestedand available areas; and a measure of ‘compact-
ness’ that aimed to avoid odd shaped cells.
Rajasekharan et al. (1998) developed a GA for
optimising flexible manufacturing layouts that was
based upon a mixed integer programming for-
mulation. Their model took into account the shape
and orientation of the cell and the location of
pickup/dropoff points. This work was based
upon the formulation developed by Das (1993).
Azadivar and Wang (2000) and Tam and Chan
(1998) developed GA approaches based upon a
slicing structure, which divided rectangular regions
using either a horizontal or vertical cut-line.
Azadivar and Wang (2000) evaluated individual
layouts dynamically using simulation. The model
was applied to a manufacturing system that
comprised eight workstations. Hamamoto et al.
(1999) developed a GA with an embedded simula-
tion approach for the pharmaceutical industry that
allowed the user to select the objectives (examples
include throughput rate, travelling time).
The general limitation of the work outlined
above is that it has mainly related to relatively
small manufacturing systems.4. Genetic Algorithm layout design tool
The layout design tool developed in this
research can generate a range of candidate
solutions either by: (i) treating complex facilities
as a single area; or (ii) solving the overall layout
problem as a hierarchically organised set of cell
design problems. At present the layouts can be
optimised in terms of minimising the total recti-
linear or direct distance travelled by components.
However, the tool is integrated with a sophisti-
cated discrete event simulation model (Hicks,
1998; Hicks and Braiden, 2000) which could
enable the evaluation of layouts in terms of
dynamic criteria (e.g. delivery performance and
work in progress). The model is fast and can
represent large facility layout problems.
The general structure of the Genetic Algorithm
used in the layout design tool is shown in Fig. 1.
This is based upon the general GA procedure
developed by Goldberg (1989), with a repair
function, which is an intrinsic part of the partially
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Fig. 1. The general structure of the factory layout genetic algorithm (Hicks, 2004).
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approach was adopted by the research team for
generating schedules for complex capital goods
(Pongcharoen et al., 2000; Pongcharoen, 2001).Company level
Factory level1,0,0,0 2,0,0,0 3,0,0,0
1,1,0,0
1,1,1,0 1,1,2,0
2,3,0,0
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1,
1
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3
Department level
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Fig. 2. Resource coding.
1,2,3,1 1,3,1,2 1,1,3,1 1,2,3,3
Factory digit
Departmental digit
Cell digit
Machine digit
Fig. 3. A chromosome for single areas.4.1. Genetic representation
The first stage of the Genetic Algorithm process
involves encoding information on resources into
genes. Each gene contains a unique resource code,
which is used to identify individual records that
contain detailed information on each resource
such as rectangular size and location. The resource
code, illustrated in Fig. 2, is a hierarchical code
that is based upon the initial factory configuration.
A typical chromosome, shown in Fig. 3, illustrates
the chromosomes used when the facilities are
represented as a single area. It comprises a list of
resource codes, with the number of genes being
equal to the number of resources within the layout.
Different chromosomes may list the machine codes
in a different order. Fig. 4 shows a chromosome
that includes hierarchical constraints, with sepa-
rate sub-chromosomes for each area to be laid out.
This approach, which retains the same machines
within each cell, is clearly constrained by the initial
part/machine groupings in the input data set.
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Individual genes are randomly selected to
produce a population of chromosomes (candidate
solutions). This process is repeated to produce a
population of the specified size. The Wichmann
and Hill (1982) seed-based random number is
used, which combines three congruential sources
with different periods. This generator is fast, has a
very large period of 2.78 1013 and performs well
in terms in terms of a wide range of tests of
randomness (see for example, Knuth, 1981).4.3. Reproduction selection scheme
Chromosomes are randomly selected for cross-
over and mutation operations with the probabil-
ities specified.1111 1112 1121 1123 1122 1mn1 1mn2
1mn1 1mn2
1111 1112
1111 1123 1122
Chromosome
Area 1
Area 2
Area mn
Resource 1110
Resource 1120
Resource 1510
1110 1120
Resource 1100
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Fig. 4. A chromosome that includes hierarchical constraints.
A C D E F G H I JParent 1
Parent 2
Offspring
D J H A G C E B F
Crossover points
C E F JH GI
P
P
O
C
Example (a) 
I
BAD
B
Fig. 5. Partially mapped crossover4.4. Genetic operators
Crossover combines the characteristics of two
parents to produce offspring, whereas mutation
produces random changes in a single chromosome.
The partially matched crossover (PMC) operator
(Goldberg and Lingle, 1985) was used with inverse
mutation (Goldberg, 1989) as recommended by
Chan and Tansri (1994) and Wu (1999).
Partially matched crossover. With the PMC
operator, two parents and two crossover sites are
selected randomly and the elements between the
two starting positions in one of the parents are
directly inherited by the offspring. Each element
between the two crossover points in the alternate
parent are mapped to the position held by this
element in the first parent, then the remaining
elements are inherited from the alternate parent
(Starkweather et al., 1991). This process is
illustrated by the two examples shown in Fig. 5.
In the second example, C,D,E and F are mapped
from the parent to the child. A is mapped to the
position held by C in parent 2. The preferred
position for J would be the position of D in parent
2, but F has already filled this position in the child.
J is therefore skipped. Element H maps to the
position of E. Elements I,G and B are then
mapped directly onto the child. At this stage the
child includes two D elements and no J, so a repair
process is required to swap the first D with J which
gives a complete and legal sequence (Starkweather
et al., 1991).
Inverse mutation. Fig. 6 illustrates inverse
mutation. Two points are randomly selected and
the genes between those points are placed in
reverse order. The other genes in other positions
are copied directly from the parent to the child.A C D E F G H I Jarent 1
arent 2
ffspring
C A J H D I G H E
rossover points
C E F IA HJ
Example (b) 
BGD
B
F
(Starkweather et al., 1991).
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The placement algorithm (shown in Fig. 7)
translates the sequence of machines within the
chromosome into a layout taking into account
specified hierarchical constraints. The resource
associated with the first gene in the chromosome
is placed at the starting coordinate. The next
resource is placed to the right, taking into account
the necessary spacing. This is repeated until a
physical constraint is reached. The placement
algorithm then starts another row as shown. An
aisle distance, or margin, may be specified to
provide the necessary distance between resources.
The total direct or rectilinear distance is than
calculated and used as a measure of ‘fitness’.
4.6. Mechanism for creating successive generations
The roulette wheel then creates a new genera-
tion. The fitness of a particular chromosome
determines the size of its segment on the roulette
wheel. The roulette wheel is then ‘spun’ repeatedlyA B C D E F G H I JParent
Child A B F E D C G H I J
Fig. 6. Inverse mutation.
Starting Coordinate M [1]
M [2]
M [2]
M [2]
M [1] M [1]
WW1
W4W2W1
L1 MC1
MC2
MC1 M
MC3
L2
Fig. 7. Facility layout placemento produce a new population of the same size as
the initial population.
4.7. Stopping criteria
When the algorithm has completed the required
number of generations it terminates and displays
the layout configuration associated with the
chromosome with the highest fitness. This GA is
therefore acting as an improvement algorithm
when it solves the layout problem in terms of
multiple areas because it works with the specified
allocation of machines to cells. The GA operates
as a construction algorithm when it treats the
problem as a single area as the placement
algorithm generates an entire layout from
scratch.5. A case study using data obtained from a capital
goods company
The case study extends the work of Hicks (2004)
and uses the same data set. Layout, resource
information and process planning information
including process routings were obtained from a
heavy engineering job shop within an engineer-to-
order capital goods company. There were three
product families, main product, spares and general
engineering. In total there were 52 machine tools,M [1] M [1] M [1]
M [1] = margin [1]
M [2] = margin [2]
M [1]
X
W5W5W4
W9
Wn = Width of machine 
L2 = Length of machine with 
6
C8 MC9 MC9 = Machine number, n
MC4 MC5 MC6
the maximun length
t algorithm (Hicks, 2004).
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Some components required up to twenty different
operations on a range of resources. The total direct
distance travelled was 231,864m and the total
rectilinear distance travelled was 642,253.5m. The
rectilinear distance travelled is the best estimate of
the actual travel distance as material is transferred
by cranes that run along the bays.5.1. Experiments
The first stage of the work involved performing
a set of experiments that involved generating
random sequences of machines, which were then
located using the placement algorithm described in
Fig. 7. The objective was to provide a set of
benchmarks with which the Genetic Algorithm
tool results could be compared. The factors andTable 1
Experimental design for the generation of layouts using random
sequences
Factor Levels
Layout type Single cell, multiple cells
Random number
seed
35,100
Performance
measure
Total direct/rectilinear distance
No. sequences
generated
100,500,1000,5000,10000,20000,50000
Total Rectinear Distance Trave
(Hierar
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Number of ran
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Fig. 8. Total rectilinear distances travelled for randlevels included in the full factorial experimental
design are shown in Table 1.
Fig. 8 shows the mean total distance travelled
for randomly generated layouts that comprised a
hierarchy of areas. The machines were assigned to
the areas in accordance with the Company’s
layout. The error bars are 71 standard deviation.
The minimum value represents the minimum total
distance travelled for the best layout generated. It
can be seen that increasing the number of random
layouts generated had little effect on the minimum,
the mean or the standard deviation. It was
surprising that the minimum did not improve as
the amount of random search increased. However,
the results were replicated and were confirmed by
another trial with a different random seed. The
best randomly generated layout had a total
distance of 527,383m, which was an improvement
of 18% compared to the original layout. The
corresponding results for the layout algorithm that
considered the manufacturing facility to be a single
area are shown in Fig. 9. In this case, the best
randomly generated layout reduced the total
rectilinear distance travelled by 32%.5.2. Genetic Algorithm layout generation
A set of designed experiments was performed
that considered various levels of population sizelled for Randomly Generated Layouts
chy of Areas)
5000 10000 20000 50000
dom layouts generated
Mean
Minimum
omly generated layouts (hierarchy of areas).
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Table 2
Experimental design for the generation of layouts using Genetic
Algorithms
Factor Levels
Layout type Single cell, multiple cells
Population size (P) 50,250,500
Probability of crossover (C) 0.3,0.6,0.9
Probability of mutation (M) 0.02,0.1,0.18
C. Hicks / Int. J. Production Economics ] (]]]]) ]]]–]]]10and probabilities of crossover and mutation. The
factors and levels used are shown in Table 2.
For each combination of factors the GA was
run until convergence was achieved. This is
illustrated by Fig. 10, which shows the run that
produced the best solution when the GA was
optimising multiple areas. The mean is shown
together with an error bar of 71 standard
deviation. The best result was obtained in the
126th generation and there was convergence in
generation 132.
Fig. 11 shows the run that produced the best
result when the layout problem was optimised as aTotal Rectilinear Layouts f
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Fig. 9. Total rectilinear distances travelled for
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GA Parameters
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Fig. 10. Total rectilinear distance travsingle area. In this case the best result was
obtained in generation 223 and convergence
occurred in generation 239.or Randomly Generated Layouts
ngle Area)
5000 10000 20000 50000
dom layouts generated
Minimum
Mean
randomly generated layouts (single area).
ceTravelled vs. Generation
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Mean
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neration
iple areas)
elled vs. generation (single area).
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Fig. 11. Total rectilinear distance travelled vs. generation (single area).
Table 3
Results for GA with multiple cells
Population
size
Probabilities (%) Generations to
convergence
Number of
chromosomes
Min. total
rect. dist. (m)
Best
generation
Reduction cf.
initial layout (%)
Best
random (%)
Crossover Mutation
500 90 2 152 76000 491182 135 76.48 93.14
500 90 10 158 79000 487350.5 150 75.88 92.41
500 90 18 100 50000 483431.5 93 75.27 91.67
500 60 2 208 104000 486143.5 201 75.69 92.18
500 60 10 170 85000 484388.5 155 75.42 91.85
500 60 18 64 32000 488682.5 54 76.09 92.66
500 30 2 167 83500 491557.5 158 76.54 93.21
500 30 10 203 101500 490806.5 186 76.42 93.06
500 30 18 138 69000 490842.5 120 76.43 93.07
250 90 2 115 28750 488758.5 108 76.10 92.68
250 90 10 132 33000 483206.5 126 75.24 91.62
250 90 18 84 21000 490103.5 77 76.31 92.93
250 60 2 126 31500 488386.5 119 76.04 92.61
250 60 10 71 17750 493196.5 64 76.79 93.52
250 60 18 138 34500 490247.5 130 76.33 92.96
250 30 2 53 13250 488686.5 46 76.09 92.66
250 30 10 230 57500 486477.5 220 75.75 92.24
250 30 18 237 59250 484566.5 192 75.45 91.88
50 90 2 84 4200 492108.5 79 76.62 93.31
50 90 10 105 5250 489706.5 99 76.25 92.86
50 90 18 66 3300 490690.5 61 76.40 93.04
50 60 2 103 5150 495114.5 89 77.09 93.88
50 60 10 140 7000 491083.5 128 76.46 93.12
50 60 18 81 4050 493590.5 75 76.85 93.59
50 30 2 59 2950 495643.5 52 77.17 93.98
50 30 10 91 4550 497316.5 81 77.43 94.30
Lowest 53 2950 483203.5 46 75.24 91.62
Highest 537 268500 497316.5 519 77.43 94.30
Mean 140 45943 489643.8 128.9 76.24 92.84
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experiment with the GA that used multiple areas.
The first three columns show the levels of
population size and the probabilities of crossover
and mutation. The fourth column shows how
many generations it took for the results to reach
total convergence, which occurred when the
standard deviation reduced to zero. The total
number of chromosomes generated before con-
vergence is indicated in the fifth column (this is
equal to the population size times the number of
generations). This is followed by the minimum
total rectilinear distance travelled achieved by the
best layout. This is then expressed as a percentage
of the total distance travelled achieved with theTable 4
Results for GA with a single area
Population
size
Probabilities (%) Generations to
convergence
Number of
chromosomes
Crossover Mutation
500 90 2 198 99000
500 90 10 129 64500
500 90 18 200 100000
500 60 2 292 146000
500 60 10 231 115500
500 60 18 183 91500
500 30 2 208 104000
500 30 10 213 106500
500 30 18 304 152000
250 90 2 208 52000
250 90 10 198 49500
250 90 18 151 37750
250 60 2 257 64250
250 60 10 280 70000
250 60 18 201 50250
250 30 2 277 69250
250 30 10 289 72250
250 30 18 274 68500
50 90 2 212 10600
50 90 10 164 8200
50 90 18 227 11350
50 60 2 277 13850
50 60 10 201 10050
50 60 18 221 11050
50 30 2 163 8150
50 30 10 299 14950
50 30 18 362 18100
Lowest 129 8150
Highest 362 152000
Mean 230 59965Company’s original layout and the best randomly
generated layout. It can be seen that the best
layout generated by the GA was approximately
25% better than the Company’s original layout
and approximately 8.5% better than the best
randomly generated layout. The detailed results
for the best configuration are shown in Fig. 10.
Table 4 shows the results for the runs for the
GA that treated the layout as a single area. The
best GA layout reduced total rectilinear distance
travelled by 70% compared to the Company’s
original layout and by 57% compared to the best
randomly generated layout. Figs. 10 and 11 show
that the GA process converged more quickly when
the GA represented the layout as a single area. TheMin. total
rect. dist. (m)
Best
generation
Reduction cf.
initial layout (%)
Best
random (%)
194801.5 181 30.33 44.50
198384.5 121 30.89 45.32
192916.5 193 30.04 44.07
198960.5 282 30.98 45.45
189921.5 223 29.57 43.38
192639.5 174 29.99 44.01
203789.5 201 31.73 46.55
208666.5 204 32.49 47.67
217401.5 297 33.85 49.66
203789.5 201 31.73 46.55
202583.5 191 31.54 46.28
194930.5 135 30.35 44.53
214673.5 239 33.43 49.04
201626.5 273 31.39 46.06
265731.5 195 41.37 60.70
220994.5 270 34.41 50.48
222211.5 274 34.60 50.76
191806.5 261 29.86 43.82
264839.5 208 41.24 60.50
236110.5 159 36.76 53.94
229396.5 223 35.72 52.40
255716.5 272 39.82 58.41
265731.5 195 41.37 60.70
240208.5 216 37.40 54.87
282050.5 158 43.92 64.43
248799.5 292 38.74 56.83
256307.5 356 39.91 58.55
189921.5 121 29.57 43.82
282050.5 356 43.92 65.07
222036.5 222 34.57 50.72
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Table 5
Experimental design for investigating GA parameters
Factor Levels
Layout type Single cell, multiple cells
Number of generations 50,100,150
Population size 50,250,500
Probability of crossover 0.3,0.6,0.9
Probability of mutation 0.02,0.1,0.18
Table 6
Regression analysis for GA parameters (multiple areas)
Predictor Coefficient Standard
deviation
T P
Constant 512853 6324 81.10 0.000
Population size (P) 5.65 13.68 0.41 0.681
Prob. crossover (C) 121.49 88.66 1.37 0.175
Prob. mutation (M) 218.9 306.0 0.72 0.477
No. of generations
(G)
145.08 49.02 2.96 0.004
P*C 0.1540 0.1478 1.04 0.301
P*M 0.0227 0.4597 0.05 0.961
P*G 0.05427 0.08822 0.62 0.540
C*M 3.144 3.508 0.90 0.373
C*G 0.5349 0.6635 0.81 0.423
M*G 0.402 1.694 0.24 0.813
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of generations to achieve total convergence was
140 when the GA modelled the problem using
multiple areas and was 230 when the problem was
solved as a single area.
Tables 3 and 4 show that the number of
generations required to achieve convergence and
the number of runs to achieve the best layout
varied considerably depending upon the values of
the GA parameters. It was not possible to measure
the processing time directly, because the runs
were performed on different timeshare computers.
The number of chromosomes generated provides a
rough indication of the relative processing
time used for each of the runs. When the layout
was considered as separate areas the GA found
the best result after generating 33,000 chromo-
somes. When the problem was modelled as a
single area 115,500 chromosomes were required,
although Fig. 11 shows that very good results
were produced much earlier. The GA performed
better than random search in all cases, but
was more successful when the problem was
considered as a single area. This would appear to
indicate that the Free Lunch Theorem (Wolpert
and Macready, 1995) did not apply. The GA
was also far more successful when the layout was
considered to be a single area. This may be due to
several factors. Firstly, treating the layout as
a set of hierarchy organised, multiple areas was a
very constrained problem: the geometry included
additional walls, and the machine placement
algorithm was limited to reorganising individual
cells. On the other hand, treating the layout as a
single area probably included too few constraints.
For example, the layouts generated probably had
insufficient room for the local storage of materials
and tools.5.3. Regression analysis
A full factorial experiment was performed to
develop predictive models and to identify the
statistical and practical significance of the GA
parameters and their interactions. The factors and
levels used are shown in Table 5. Separate models
were produced for the single and multiple areaconstraints. The results were analysed using
Minitab statistical software.
Table 6 shows the results of the regression for
the GA that treated the layout problem as multiple
areas. The response variable was the minimum
total rectilinear distance travelled achieved by
the algorithm in the first 150 generations. The
analysis is the statistical equivalent of ANOVA,
the T and P values being the same in either case.
The factors with a P value of p 0.05 were
statistically significant with a 95% level of
confidence. The only factor that was statistically
significant was the number of generations.
The negative value of the coefficient predicts
that the best results would be obtained by
maximizing the number of generations. This
result was expected because increasing the
number of generations increases the amount of
search. None of the interactions were statistically
ARTICLE IN PRESS
Table 7
Regression analysis for GA parameters (single area)
Predictor Coefficient Standard
deviation
T P
Constant 391534 28339 13.82 0.000
Population
size (P)
308.18 57.47 5.36 0.000
Prob.
crossover (C)
796.9 368.5 2.16 0.034
Prob.
mutation (M)
2280 1596 1.43 0.158
No of
generations
(G)
615.9 222.3 2.77 0.007
P*C 0.8761 0.5955 1.47 0.146
P*M 2.493 2.264 1.10 0.275
P*G 0.5739 0.3569 1.61 0.112
C*M 28.61 17.03 1.68 0.098
C*G 2.890 2.682 1.08 0.285
M*G 9.98 10.06 0.99 0.325
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given in Eq. (1)
TRDT ¼ 512853þ 5:65P 121:49C 218:9M
 145:08G 0:1540PCþ 0:0227PM
þ 0:05427PGþ 3:144CM
þ 0:5349CGþ 0:402MG: ð1Þ
(TRDT ¼ Total rectilinear distance travelled;
other notation is provided by Table 5; ‘*’ denotes
an interaction).
There are a number of criteria that may be used
for evaluating and comparing alternative regres-
sion models (Hines and Montgomery, 1990). The
most commonly used criterion is the coefficient of
multiple determination, R2p. This represents the
proportion of the sum of the squares deviation in
the response variable about the predicted values y^
that can be attributed to the regression. The value
of R2p for the model given in Table 5 was 38.8%,
which indicates that the model is not particularly
good. Table 3 shows that with the worst combina-
tion of GA parameters the total rectilinear
distance travelled was 77.43% of the value for
the Company’s layout, whereas the corresponding
result for the best layout was 75.24%. The
maximum effect of GA parameter selection was
therefore 2.2%.
TRDT ¼ 391; 534 308:18P 796:9Cþ 2280M
þ 0:8761PCþ 2:493PMþ 0:5739PG
 28:61CMþ 2:89CG 9:98MG: ð2Þ
Table 7 shows the results of the regression
analysis for the GA that treated the layout as a
single area. Again the response variable was the
minimum total rectilinear distance travelled
achieved by the algorithm in the first 150 genera-
tions. The factors population size, the probability
of crossover and the number of generations were
statistically significant. The negative values asso-
ciated with these coefficients predicts that total
rectilinear distance travelled would be minimised
with the highest level of these three factors. None
of the interactions between the factors were
statistically significant. The overall regression
model is shown in Eq. (2). The R2p for the model
was 75.4%. Table 4 shows that with the worstcombination of GA parameters the total recti-
linear distance travelled was 34.57% of the value
for Company’s layout. For the best combination
of factors the corresponding figure was 43.93%.
The results were therefore better than when the
GA considered the layout as multiple areas, the
results were sensitive to the level of GA parameters
used and the regression model had a far higher
value of R2p.6. Conclusions
There is a wealth of literature that relates to
Cellular Manufacturing and the design of manu-
facturing layouts. Theoretical research in Cellular
Manufacturing has focused upon clustering stra-
tegies. There is also a wide range of empirical work
that has investigated industrial practice. The
majority of manufacturing layout research has
been based upon theoretical examples or relatively
small problems in selected industries. This paper
has integrated these themes by presenting a layout
design tool that can be applied to cellular or non-
cellular facilities. The case study is based upon a
large, complex manufacturing facility.
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presented that can optimise manufacturing facil-
ities either as a single area (non-cellular layout) or
as a hierarchy of areas (cellular layout). In the first
case, the tool works as a construction algorithm
because it generates an entire layout from scratch.
In the second, it operates as an improvement
algorithm because it works with the specified
allocation of machines to cells. The approach is
suitable for finding solutions to large realistic
problems, which may include flow, batch, jobbing
and assembly processes. It may be used in solve
either green or brown-field problems. The tool can
solve layout problems directly, or indirectly by
optimising the results obtained from a cell forma-
tion algorithm.
The case study used data obtained from a large
engineer-to-order capital goods company. It com-
pared the performance of the tool with the
Company’s existing layout and with the best
layout that could be obtained through random
search. When the layout was considered as a
hierarchy of areas (cellular layout), there was a
reduction in total rectilinear distance travelled of
25% compared with the Company’s layout. The
result was 8.5% better than the best randomly
generated layout. When the layout was modelled
as a single area (non-cellular layout) the improve-
ments were 70% and 57%, respectively. The
layouts produced by the GA tool were therefore
significantly better than the Company’s existing
layout and the best layouts that could be produced
by random search. The improvements in material
flow would be likely to reduce material handling
costs and lead times, which could significantly
improve the competitiveness of the firm. When the
algorithm treated the layout as a single area, there
was substantially more search possible because
machines were swapped between cells. This ex-
plains why there was much more improvement in
this case.
This work has used a systematic method based
upon a full factorial design as advocated by
Pongcharoen et al. (2002), which negates com-
ments in the literature that most GA research has
failed to systematically investigate the setting of
GA parameters (Aytug et al., 2003). When the
layout was treated as a hierarchy of areas, the GAwas not particularly sensitive to the levels of the
GA parameters. The number of generations was
the only statistically significant factor and the high
level was found to be best. However, with the less
constrained single area configuration, the GA
parameters had a much larger impact on perfor-
mance. The population size, the probability of
crossover and the number of generations were
statistically significant. The results indicate that
the highest levels of these factors minimise the
total rectilinear distance travelled.References
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