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Logic functionsfate speciﬁcation is regulated by networks of regulatory genes. The architecture
of the network deﬁnes the temporal order of speciﬁcation events. To understand the dynamic control of the
developmental process, the kinetics of mRNA and protein synthesis and the response of the cis-regulatory
modules to transcription factor concentration must be considered. Here we review mathematical models for
mRNA and protein synthesis kinetics which are based on experimental measurements of the rates of the
relevant processes. The model comprises the response functions of cis-regulatory modules to their
transcription factor inputs, by incorporating binding site occupancy and its dependence on biologically
measurable quantities. We use this model to simulate gene expression, to distinguish between cis-regulatory
execution of “AND” and “OR” logic functions, rationalize the oscillatory behavior of certain transcriptional
auto-repressors and to show how linked subcircuits can be dealt with. Model simulations display the effects
of mutation of binding sites, or perturbation of upstream gene expression. The model is a generally useful
tool for understanding gene regulation and the dynamics of cell fate speciﬁcation.
© 2008 Elsevier Inc. All rights reserved.IntroductionThroughout development the timing of gene activation is critical to
the execution of the regulatory program. The topology of develop-
mental gene regulatory networks (GRNs) speciﬁes inputs into the
regulatory system of each participating gene, and where this gene
encodes a transcription factor, its outputs to target genes in the next
tier of the hierarchical network. Thus any given domain of a GRN
consists of prior, or upstream, and responding, or downstream,
regulatory gene circuitry. In the operation of the GRN, time ﬂows in
the same direction as the causality determined in the GRN topology
(except for feedbacks). Thus in terms of transcription dynamics, the
measurable output of the GRN is a temporal sequence of cohorts of
regulatory gene expressions. There is a one way logic relationship
between overall GRN architecture and the temporal progression of
transcription patterns: GRN topology predicts the kinetics of this
progression, barring post-transcriptional modulations; however, it is
almost impossible to infer network topology exclusively from
dynamic expression data, except for linear cascades of such simplicity
as are rarely seen in embryonic development.
The causal linkage between GRN topology and transcription
kinetics produces many situations in experimental analysis of
developmental regulatory systems where kinetic analysis provides
great clariﬁcation. For example, for small GRN subcircuits, it isde-Leon),
).
l rights reserved.invariably illuminating to predict and mechanistically explain
observed kinetic behavior. Appropriate kinetic analysis is required to
determine how a regulatory system actually operates downstream of
the GRN topology. Does it work as an irreversible, progressive
developmental system in which the qualitative sequence of gene
expressions is insensitive to exact levels of the prior transcription
factors, and successive genes are activated long before any of the
products attain steady state as in early development (Saulier-Le Drean
et al., 1998; Nasiadka and Krause, 1999; Bolouri and Davidson, 2003)
Or is it a system the qualitative outputs of which depend speciﬁcally
on particular transcription factor levels, as for instance in the Dorsal
gradient response genes of the Drosophila embryo (Stathopoulos and
Levine, 2004; Levine and Davidson, 2005),or as in many post-
embryonic systems such as hematopoietic speciﬁcation, e.g., Wallin
et al. (1998) and Laslo et al. (2006). Anotherwhole class of applications
deals with the kinetic consequences of the types of logic operations
cis-regulatory systems perform in integrating their various inputs
(Yuh et al., 2001). Finally, kinetic models can explain the shape of
quantitative accumulation time courses for mRNA or protein, and
enable extraction of the degradation and synthesis rate constants for
these molecules.
Incorporating the spatio-temporal expression pattern of the inputs
and the response functions of cis-regulatory modules into a
comprehensive mathematical model is a complicated task. The most
natural approach is to build a model that simulates the dynamics of
the biological system based on experimental study of the principal
processes. Thorough studies of embryonic mRNA and protein
synthesis, and identiﬁcation of the rate limiting functions, were
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Davidson, 1986). Simple canonical mathematical equations that
describe mRNA and protein kinetics were derived during these
decades in many quarters. This set of equations has continued to be
useful; for example it was recently applied to the extraction of
turnover rates of maternal and zygotic mRNAs in sea urchin embryos
(Howard-Ashby et al., 2006). Based on emerging experimental studies
of cis-regulatory function in animal systems (Davidson, 2006), a
model was recently developed to describe transcriptional gene
regulation, incorporating the occupancy of binding sites by transcrip-
tion factors (Bolouri and Davidson, 2003). This model integrates
earlier work by many authors on the dependence of the occupancy on
biologically measurable quantities such as transcription factor con-
centration, the total available DNA, and binding to speciﬁc versus non-
speciﬁc sites (see below for references).
Here we review the set of differential equations we and our
colleagues ﬁnd useful for modeling mRNA and protein synthesis,
transcription factor interaction with cis-regulatory modules, and the
resulting dynamics of gene expression.We demonstrate how AND and
OR logic operations of the cis-regulatory modules can be included in
the model. We show how the response functions of a cis-regulatory
module can induce temporal variation of the output, even when the
inputs are similar, and consider the dynamics produced by repressors
that function only after their concentration crosses a threshold level.
The quantitative approach in the following describes populations of
molecules and cis-regulatory modules of given genes in all the cells
expressing them. That is, the model variables are average concentra-
tions, and the model parameters are the average rates for all the cells
of a given territory. In developing animal systems the number of
mRNA and protein molecules of each species is large, their turnover
rates in general slow, and many cells contribute to any given territory
or embryo or tissue, so that any stochastic transcriptional ﬂuctuations
at individual genes are inconsequential at the population level. TheFig. 1. Processes involved in transcription and translation. (A) For mRNA synthesis these ar
export from the nucleus to the cytoplasm. The level of mRNA depends also onmRNA turnove
(B) The initiation rate controls the number of transcripts that are generated within a givenmain feature of animal gene regulatory systems is that the regulation
of cell fate speciﬁcation depends essentially on the network
architecture and the response functions of the constituent cis-
regulatory modules, and not on hypersensitivity to small ﬂuctuations.
An average approximation model is thus directly useful for under-
standing and simulating the kinetics of gene regulation in animal
development.
Transcriptional kinetics
The processes involved in mRNA synthesis
Two processes control the rate of primary transcript synthesis, viz.,
transcript initiation and RNA polymerase translocation (Fig. 1A).
Transcripts are initiated when the RNA polymerase complex that
binds to the promoter of the gene starts transcribing RNA. Transcrip-
tion initiation rate, the number of initiations per minute, depends on
the efﬁciency of the enhancer in activating transcription. But the
maximal possible initiation rate depends on the RNA polymerase
translocation rate, since the next polymerase cannot bind to the
promoter before the currently transcribing polymerase has cleared
about 100 bp of DNA (Davidson, 1986, p142–149).
The translocation rate is largely sequence independent and
temperature dependent. In sea urchin (S. purpuratus) embryos that
are cultured at 15 °C, the translocation rate was measured to be 6–9
nucleotides per second (Aronson and Chen,1977; Davidson,1986). The
translocation rate obeys the Q10 law, that is, for every 10 °C increase in
temperature, there is about a 2–2.5 times increase in the translocation
rate (Davidson, 1986, p144–145). Considering a translocation rate
of 6–9 nucleotides per second, it takes the RNA polymerase about
11–17 s to transcribe 100 bp, and enable the next RNA polymerase
to bind to the promoter. This means that the maximal initiation rate at
15 °C is about 5.5 initiations per minute, for one DNA copy of a gene.e transcription initiation, RNA polymerase translocation, mRNA processing and mRNA
r rate. The processes that control protein level are translation and protein turnover rates.
time interval. The higher is the initiation rate the more mRNA copies are produced.
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the Q10 law for the translocation rate.
A typical eukaryote gene size is about 30 kb, including introns and
exons. At 15 °C, at a translocation rate of 9 nucleotides per second, it
takes about 56 min to complete the ﬁrst primary transcript. This
induces an inherent delay in the response to transcriptional activation
that depends on gene size. That is, the ﬁrst mRNA molecule will be
generated only after the ﬁrst RNA polymerase ﬁnished transcribing
the entire gene. mRNA processing, that is, capping, splicing and
polyadenylation, occurs while the primary RNA is being transcribed
(Shuman, 1997), and therefore does not induce further delays. Once
the ﬁrst transcript is completed, the mRNA synthesis rate depends
only on the initiation rate (Fig. 1B). mRNA export from the nucleus to
the cytoplasm requires about 10–30 min depending on the mRNA
(Schroder et al., 1989; Fuke and Ohno, 2008). This induces another
delay in the response to transcriptional activation, since themRNA can
be translated into a protein only once it is exported from the nucleus
and binds to the ribosomes.
Once in the cytoplasm the mRNA is targeted for degradation by
various stochastically acting degradation mechanisms (Gorospe and
Baglioni, 1994; Zubiaga et al., 1995; Wilusz et al., 2001; Moss, 2007).
The common feature of the different degradation mechanisms is that
the probability of degradation depends mostly on the 3′ untranslated
region of themRNA (3′UTR sequence). ThemRNA degradation process
can include several steps, e.g., sequential poly-A tail cleavages, and
therefore the time that individual mRNA molecules spend in the
cytoplasm increases their probability of being degraded (Wilusz et al.,
2001). However, when we consider a population of similar mRNA
molecules we can still consider the average degradation rate as
independent of the history of the molecules (Pedraza and Paulsson,
2008). These remarks refer to mRNAs degrading at the typical default
rate for the given cell type, which appears to pertain to the majority of
mRNA species. However, the sequence of some mRNAs confers on
them great stability (Cabrera et al., 1984). In addition mRNAs that are
microRNA targets in given cells may be destroyed at higher than
average rates (Moss, 2007; Filipowicz et al., 2008). Nevertheless, in all
cases, the degradation rate and the initiation rate are the parameters
that determine the quantitative level of each mRNA, and these are the
speciﬁc measurable variables quantitatively responsible for the
expression levels of different genes.
The processes involved in protein synthesis
Once the mRNA enters the cytoplasm the ribosomes bind to it
sequentially, and the message is translated. In a typical polysome the
ribosomes are closely packed, with a center to center distance of about
135 bases (Martin andMiller, 1983). In sea urchin embryos at 15 °C the
translation rate, i.e., the rate at which peptide is produced as the
ribosomes progress along the message, was measured to be 1.8 amino
acids/s=5.4 b/s (Goustin and Wilt, 1981). Therefore it takes the
ribosome about 25 s to translate 135 bases, so the next ribosome can
bind to the mRNA. That means the translation initiation rate is about 2
initiations per minute per mRNAmolecule. Therefore, in a fully loaded
polysome operating at steady state, this is also the rate of production
of the completed protein, which is released as the ribosome leaves the
mRNA. The average size of mRNA molecules in sea urchin embryos, as
in many animal systems, is about 2.5 kb, so it takes about 8 min on
average for each protein molecule to be translated as its ribosome
traverses the mRNA.
Proteins are degraded with a probability that depends on their
structure (Hershko and Ciechanover, 1998; Naujokat and Saric, 2007).
Even though some of the degradation mechanisms involve multiple
steps, and therefore the individual protein senesces through time, the
average degradation rate for a population of protein can again be
considered as independent of the history of the molecules (Pedraza
and Paulsson, 2008). The translation rate is largely independent of thecoding sequence, and is similar for all proteins in a given cell type at
given conditions. Hence the parameters that control the level of a
given protein are mainly its mRNA level and the protein degradation
rate. MicroRNAs can bind to mRNA and prevent its translation (Moss,
2007; Filipowicz et al., 2008), and for mRNA regulated by microRNAs,
the parameter that controls the protein level is the quantity of free
mRNA remaining that can form polysomes.
Mathematical model for transcription kinetics
We review here the most generally used mathematical model for
transcription kinetics. This approach is simple and intuitive, and is
based on experimental observation of the rate limiting processes
described above. Average numbers of mRNA and protein molecules
are treated as continuous functions speciﬁed in a set of ordinary
differential equations. This apparatus can be used, for example, to
model the dynamic accumulation of either speciﬁc mRNA and protein
or total populations of these molecules in the developing embryo.
The change of the number of mRNA molecules in a time interval
equals the rate of ﬂow of newly synthesized mRNA into the cytoplasm
from the nucleus, minus the amount of mRNA that is degraded in the
cytoplasm during this time (see Davidson, 1986, p 548–551). If
processing is 100% efﬁcient, i.e., every newly synthesized pre-mRNA is
converted into a mature message, then the rate of ﬂow into the
cytoplasm is the same as the rate of transcriptional initiation of the
pre-mRNA, Is. This is in fact almost always the case in sea urchin
embryos (Cabrera et al., 1984; note, however, that incompletely
efﬁcient processing may be a general property of growing oocytes, as
reviewed by Davidson, 1986, p.69, 359). But the equivalence of
cytoplasmic mRNA entry ﬂow rates and nuclear transcriptional
initiation rates is of course only true if we consider these rates in
molar terms, i.e., in terms of numbers of molecules, and not in mass
terms, since pre-mRNAs may be 10–20× as large as mature mRNAs.
Here we assume the molar transcription initiation rate, Is, is also the
rate of ﬂow of mRNA into the cytoplasm, again either for a particular
species or the whole population:
dmRNA tð Þ
dt
= Is−kdmmRNA tð Þ: ð1Þ
HeremRNA(t) is in units of number of molecules of mRNA at time t,
and the units of Is are number of mRNA molecules synthesized/time
interval (usually minutes or seconds). kdm is the mRNA turnover rate
in units of time−1 (e.g., per min) As mentioned above, in considering a
population of mRNA molecules, we can assume that the degradation
dynamics can be described by an average turnover rate. The turnover
rate is the probability of mRNA degradation in a given time interval,
expressed as the fraction of the population that will be degraded
(“turned over”) in that interval. Therefore the number of mRNA
molecules degraded in a given time interval equals the amount of
mRNA times the turnover rate constant, as in Eq. (1); both terms on
the right side of this equation represent mRNA/time.
Similarly, the change of the number of protein molecules in a time
interval equals the number of proteinmolecules translated during that
interval minus the number degraded in this time:
dP tð Þ
dt
= ktmRNA tð Þ−kdPP tð Þ: ð2Þ
Here kdP is the protein turnover rate constant, and kt is the
translation rate constant, and the units of both constants are time−1.
We assume that for a population of proteinmolecules, the degradation
dynamics can be described by an average turnover rate that is the
probability of degradation in the given time interval, just as for the
mRNA. The degradation of the protein is therefore equal to the product
of the number of protein molecules that exist at any given time, and
the turnover rate constant.
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accumulation curves per cell that was obtained by assigning typical
values to the kinetic constants, and solving Eqs. (1) and (2). It is
important to note that even for the moderate initiation rate and the
relatively rapid decay rates chosen in this simulation, for both the
mRNA and the protein, (Is=3 initiations/minute, kt=2 protein
molecules synthesized/(mRNA-minute), kdm=1.2% of the population
decaying per minute, and kdp about the same), after 1 h the number of
proteins per cell reaches about 5000molecules. On the gene the actual
frequency of initiation varies around the average. If we assume that
the variation is according to the Poisson distribution, the standard
deviation is the square root of the average, which is very low and has
small effect on the rate of accumulation of protein.
At early times when the mRNA level is still very low, the second
term in the right hand side of Eq. (1) can be neglected and the
equation becomes, dmRNA(t)/dt= Is. At this stage the mRNA increase is
linear with time; i.e., it increases as Is · t (Fig. 2A left). At later times the
system reaches a steady state where the time derivative is zero in Eq.
(1), and therefore mRNASteadyState= Is / kdm (Fig. 2A). The general
solution of Eq. (1), plotted in Fig. 2A, is:
mRNA tð Þ = Is
kdm
1−e−kdmt
 
: ð3Þ
The half-life or rise-time of a molecule is the time inwhich its level
reaches half of the maximum. Since the maximal mRNA level is theFig. 2.mRNA and protein accumulation functions. (A) The mRNA and protein accumulation c
Is=3 initiations/minute, kt=2 protein/(mRNA×minute), kdm=Ln2/60=0.012 min−1, and kdp
accumulation curve. The maximal level of mRNA is the steady state level, Is/kdm. The half-life,
The simulationwas done using Mathematica 5.2. (B) Use of the model to ﬁt experimental me
maternal transcripts, i.e., genes that their mRNA is present in the egg, the initiation rate is z
measured mRNA time course for the maternal phase of the gene oct1.2, results in half-lifeti
initiated at 18 hpf, that was not ﬁttedwith themodel). Right, Eq. (3) was used to ﬁt themRNA
about 18 hpf, so 18 hpf is the t=0 in this simulation. The result is an initiation rate of 124 mo
300, 74–89; copyright Elsevier, Inc.steady state level, Is /kdm, at the half-life, t1/2, the mRNA level is Is /2kdm
(Fig. 2A). Evaluating Eq. (3) when mRNA(t1/2)= Is /2kdm, we see that:
t1=2 =
ln2
kdm
: ð4Þ
This is the relation between the half-life and the mRNA turnover
rate. This relation enables the direct extraction of the turnover rate
from the measurement of mRNA accumulation over time.
Both Is and t1/2 can be therefore acquired directly frommeasurement
of mRNA accumulation time courses, as for example in the recent QPCR
measurements of Howard-Ashby et al. (2006) reproduced in Fig. 2B. The
measurement gives the total number of mRNA molecules of a certain
species for thewhole embryo, and therefore themeasured initiation rate
is the total initiation rate for all the cells in which the gene is expressed.
This and other studies showed that the mRNA half life of maternal and
zygotic mRNA in sea urchin embryos varies from a few hours to
immeasurably long (N48 h) (Cabrera et al., 1984; Lee et al., 1992;
Howard-Ashby et al., 2006). The initiation rate, Is, varies from zero, for
genes not detectably expressed, to about 10 molecules per minute.
Cis-regulatory target site occupancy and the parameters
that control it
The basic problem in modeling GRN kinetics is how to compute the
activity (i.e., the kinetics of expression) of a gene in terms of the cis-urves were obtained by substituting the following kinetic parameters in eqs. (1) and (2):
=Ln2/40=0.014 min−1. The initiation rate, Is, is the initial linear slope of the mRNA
t1/2= ln2/kdm, is the timewhen the mRNA accumulation function reaches half maximum.
asurements of mRNA levels in sea urchin embryos (Howard-Ashby et al., 2006). Left, for
ero at early times and the mRNA level decays exponentially as e−kdmt , Eq. (1). A ﬁt to the
me of 4.18 h. (oct1.2 has a zygotic phase, i.e., transcription that starts after fertilization,
accumulation curve for the zygotic gene, tgif. The zygotic expression of this gene starts at
lecules/hour and half-life of 14.6 h. Reprinted from Howard-Ashby et al., 2006. Dev. Biol.
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also be capable of building in themode of operation of the downstream
cis-regulatory system, and of dealing with repression as well as
activation. There are many approaches to modeling gene expression
(Smolen et al., 2000; de Jong, 2002; Giurumescu et al., 2006; Tomlin and
Axelrod, 2007; Zhu et al., 2007). Herewe reviewand further develop the
model presented by Bolouri and Davidson (2003), using kinetic values
typical of sea urchin embryos. This approach utilized in turn several
earlier treatments, the most important of whichwere those of Ackers et
al. (1982) and Emerson et al. (1985). The initial objective must be
computation of cis-regulatory target site binding in terms of the
concentrations and the qualitative properties of the transcription factors
that recognize andbind these sites. This is the essentialﬁrst step because
this is the relationship which causally links upstream to downstream
genes in the GRN topology.
Binding site occupancy
Transcription factor–DNA interactions have long been treated as
classical thermodynamic equilibrium problems. More recently statis-
tical mechanics models have been derived that deal with the actual
microscopic sequence of events when the protein approaches and binds
the DNA (McGhee and von Hippel, 1974; Bintu et al., 2005; Lipniacki et
al., 2006; Murugan, 2006; Ribeiro, 2007; Zhu et al., 2007). However our
problem is not this, but rather the average probability that the target
site will be occupied as a function of two parameters: the overall
concentration of the factor and the stability of the DNA–protein
complex once formed. This probability, a readout of the thermodynamic
equilibrium treatment, is the extremely useful parameter “occupancy.”
If Ds is the molar concentration of non-occupied speciﬁc sites in a
given genome, and PDs is the molar concentration of transcription
factor–DNA complexes, the occupancy, YP, is deﬁned:
YP =
PDs
Ds + PDs
: ð5Þ
That is, Yp is the ratio between the occupied sites, PDs, and the
entire number of speciﬁc binding sites in the genome, occupied andFig. 3. Occupancy and transcription. (A) The occupancy of a binding site depends on the rati
transcription factor concentration. (B) Initiation rate dependence on occupancy for different
kb=50. At low occupancy the initiation rate increases linearly with the occupancy with a slop
for 2 gene copies at 15 °C. The simulation was done using Mathematica 5.2. (C) Cooperative b
constant, Kq, indicates how much the two factor–DNA complex is stabilized compared to in
protein–protein interactions are indicated by green and yellow arrows respectively.unoccupied. Measurement of PDs in a living embryo cell is experi-
mentally demanding. However, numerous studies indicate that
equilibrium kinetic studies carried out in vitro provide quantitative
parameters that can be referred to reactions of the same proteins in
vivo, once certain obvious differences such as the concentrations of
the reactants and of the salt in the medium are accounted for
(Emerson et al., 1985; Calzone et al., 1988; Calzone et al., 1991; Hoog et
al., 1991; Walsh and Carroll, 2007).
Considering the processes of formation of a transcription factor–
DNA complex, and its decay, the rate of change in the amount of the
factor–DNA complex can be seen to depend on complex formation and
dissociation rates, kaS and kdS, respectively (Fig. 3A):
dPDs
dt
= kaSPdDs−kdSPDs: ð6Þ
Here the association rate, kaS, is in terms of per mol/L×min, or
(mol/L)−1×min−1. The dissociation rate, kdS, is in min−1 and the free
protein concentration, P, is in mol/L. When the left side of Eq. (6) is zero,
the binding reaction is said to be in equilibrium, and thus the ratio of
complex to free potential reactants deﬁnes the equilibrium constant, Ks:
kaS
kdS
=
PDs
PdDs
= Ks: ð7Þ
Ks depends on the chemistry of the factor–DNA interaction and
thus basically on the primary sequence of the transcription factor: it is
an intrinsic character of the protein that reﬂects the “afﬁnity” of the
transcription factor for the speciﬁc site to which it binds. More
correctly, Ks indicates the stability of the site-speciﬁc DNA–protein
complex, and thus in comparing diverse interactions that display
widely different values of Ks, the differences are seen to depend
almost entirely on the different values of the dissociation rate, kdS
(Riggs et al., 1970; Calzone et al., 1988; Okahata et al., 1998; Wen et al.,
2000; Cranz et al., 2004).The association rate, kaS is similar between
different transcription factors, as it depends directly on how fast they
diffuse, and plus or minus a factor of around two, most transcription
factors are more or less similar in size.o of its association and dissociation rate constants, kaS and kdS, respectively, and on the
activation strengths, kb (Eq. (12)). Red curve, kb=5, green curve, kb=20 and blue curve
e of kb. In this example we consider Imax=11 initiations per minute, as calculated in text
inding to the DNA increases the stability of the factor–DNA complex. The cooperativity
dependent binding of the two factors. Free energy contributions for DNA–protein and
322 S. Ben-Tabou de-Leon, E.H. Davidson / Developmental Biology 325 (2009) 317–328But transcription factors do not just execute all or nothing binding
interactions. They contain basic domains, and all react non-speciﬁcally
but measurably with the acid phosphate bridge of the genomic DNA
backbone. As a general rule of thumb, the ratio of the stability of speciﬁc
to non-speciﬁc complexes is 4 to 6 orders of magnitude. Since non-
speciﬁc sites are presented by every nucleotide phosphate, the number
of these sites is the number of non-occluded base pairs, and in the
enormous genomes of animal cells the factors are thus either hopping
from one nonspeciﬁc site on the DNA to another, or are (relatively)
stably bound to one of the speciﬁc sites. Essentially, non-speciﬁcally
bound factor is concentrated in the vicinity of the DNA by its weak
afﬁnity for any DNA base pair. It was pointed out three decades ago that
were it not for this, most factors would never ﬁnd their target sites at
their concentrations in animal cell nuclei (Lin and Riggs, 1975).
The non-speciﬁc DNA–protein interactions can be described
similarly to the speciﬁc interactions (Emerson et al. 1985), except
that unlike Ks, Kn, the non-speciﬁc equilibrium constant, is almost the
same for every type of factor:
kaN
kdN
=
PDn
PdDn
= Kn: ð8Þ
Here PDn is the protein-nonspeciﬁc DNA complex and Dn is non-
speciﬁc unoccupied sites, both in molar concentration (Fig. 3A). The
ratio between the speciﬁc and the non-speciﬁc equilibrium constants,
Ks /Kn=Kr, can be measured experimentally by means we shortly take
up, and, as indicated above, Kr is usually 104–106 (Calzone et al., 1988).
Kr, the relative equilibrium constant, is a quantitative measure of
speciﬁc site binding in the presence of the sea of non-speciﬁc sites, the
actual case in the nucleus.
Since transcription factors in the nucleus are essentially all either
non-speciﬁcally or speciﬁcally bound to the DNA (Emerson et al.,
1985; Elf et al., 2007), the total transcription factor concentration,
P0, is the sum of speciﬁc and non-speciﬁc protein–DNA complexes:
P0=PDN+PDS. We can now use Kr, P0 and Eqs. (5)–(8) to derive two
extremely useful expressions. The ﬁrst of these provides the means
of measuring all the parameters:
PDs =
KrdP0dDs
Dn + KrdDs
: ð9Þ
The size of the genome is several orders of magnitude larger than
the number of proteins of any given transcription factor species, and
thus Dn, the number of unoccupied nonspeciﬁc sites, can be
approximated from the amount of open chromatin (non-occluded),
which is about 90% of the total genome (Felsenfeld and Groudine,
2003). Now the other two parameters on the right side of Eq. (9), Kr
and P0, can both be determined in vitro by means of gel shift
experiments in which the amount of the transcription factor–DNA
complex, PDs, is measured as the amount of Ds is experimentally
increased (Calzone et al., 1988). As is evident from its form, P0 is the
saturation plateau at high Ds, and Kr can be inferred from the initial
slope of the function in Eq. (9) at low Ds, where PDsf Kr dP0Dn dDs
(Emerson et al., 1985; Calzone et al., 1988; Calzone et al., 1991; Hoog et
al., 1991; Walsh and Carroll, 2007).
The second relationship provides a new deﬁnition of occupancy in
terms of the relative equilibrium constants that pertain to conditions
inside the cell (Bolouri and Davidson, 2003):
YP =
KrdPDn
Dn + KrdPDn
: ð10Þ
Because of the huge size of the genomes of animal cells, even
though Knbb Ks, almost all the protein is bound to non-speciﬁc sites,
and so P0 ∼ PDn, and Eq. (10) can be written:
YP =
KrP0
Dn + KrP0
: ð11ÞWe see that at low transcription factor concentrations the
occupancy increases linearly with the transcription factor concentra-
tion, with a slope of Kr/Dn. That is, the higher is the relative
equilibrium constant the steeper is the increase of the occupancy for
a given factor concentration. The maximal occupancy probability is 1,
which means that the binding sites are all always occupied. In the
following section we relate the occupancy to the transcription
initiation rate and generate equations that describe gene regulatory
circuits.
Kinetic models for transcriptional control of gene expression
Modeling transcriptional activation
The transcription initiation rate, Is [see Eq. (1)] depends on the
binding site occupancy just deﬁned, and on the efﬁciency of activation
by the transcription factor. Many mechanisms are used by transcrip-
tion factors to activate transcription, including interactions with
various co-factors, interactions with chromatin remodeling enzymes,
and direct interactions with the transcription apparatus. We require a
mathematical model that relates the activation efﬁciency and the
occupancy to the initiation rate, irrespective of the precise mechanism
used. This expression should simply reﬂect the phenomenological
behavior of the system. As the factor concentration increases, the
occupancy of the binding site increases, and so does the initiation rate.
For single site occupancy, we assume that the increase of the initiation
rate is linear with the occupancy. However the initiation rate induced
by strong activators at high occupancy might approach the maximal
rate that translocation rate for the polymerase permits. When this
limit is approached the rate of increase in transcription with
occupancy will slow down; activation cannot be effected if the
preceding RNA polymerase has not yet moved out of the way.
Therefore, if Imax is the maximal initiation frequency that the
translocation rate allows, one way of modeling the initiation rate
dependence on the occupancy is:
Is = Imax 1− exp −
kbYP
Imax
  
: ð12Þ
Here YP is occupancy as above and kb represents the efﬁciency with
which a given degree of occupancy causes a given amount of
transcription initiation and is a measure of the activator strength
(number/minute; Bolouri and Davidson, 2003). An illustration of
initiation rate dependence on occupancy for different activation
strengths, according to this model, is depicted in Fig. 3B. At low
occupancy the initiation rate increases linearly with occupancy, with a
slope of kb, Is≈kbYp =
kbP0
Dn=Kr + P0
. For low activation strength (red curve)
the initiation rate is in the linear region even at maximal occupancy,
YP=1. For strong activation (blue curve), at high occupancy the
initiation rate approaches the maximal initiation rate possible by the
RNA polymerase translocation rate, as discussed above.
This relationship can be used to analyze the dynamic expression of
regulatory genes that are functionally interconnected in a GRN
(Bolouri and Davidson, 2003). The expressions for mRNA and protein
synthesis, Eqs. (1)–(4) are written in terms of the number of
molecules, while the protein concentrations in the occupancy
expressions, Eqs. (5)–(11) are in molar terms. Thus the number of
molecules of transcription factor has to be converted into molar units
as well, dividing by Avogadro's number and the nuclear volume (about
4×10−15 L per nucleus for sea urchin embryos). In considering the
kinetics with which an upstream regulatory gene causes the
appearance of transcripts of its downstream target gene, an additional
factor is the inherent delay in the response due to the time it takes the
RNA polymerase to transcribe the gene. The average delay is the
product of the gene size and the RNA polymerase translocation rate.
The ﬁrst mRNA molecule is generated only after the entire gene is
transcribed. After this time the mRNA generation depends only on the
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introducing for Is in Eq. (1) the kinetic relation between occupancy
and transcription rate in Eq. (12), we have:
dmRNA tð Þ
dt
= Imax 1− exp −
kbYP t−Tmð Þ
Imax
  
−kdmmRNA tð Þ: ð13Þ
Here Tm is the transcriptional delay in minutes. The relation
describing the kinetics of appearance of the protein, Eq. (2), is
unchanged. Using average rate constants for the sea urchin embryo,
Bolouri and Davidson (2003) showed that the typical time interval in
this system between activation of an upstream gene and of its target
genes is 2–3 h, a result consistent with many sequential GRN time
course measurements, e.g., Oliveri et al. (2008). Furthermore the
downstream target genes are activated long before the upstream
activator ever achieves steady state.
Modeling cis-regulatory logic
Usually genes are controlled by multiple regulatory inputs
(Davidson, 2006). The function that the cis-regulatory modules
execute upon these inputs can be reduced to basic AND, OR and NOT
logic functions (Yuh et al., 1998; Yuh et al., 2001; Buchler et al., 2003;
Istrail and Davidson, 2005; Istrail et al., 2007). When a cis-regulatory
module is activated when either of its two inputs is present, then it
acts as an “Additive OR” gate. In that case each factor contributes to
the total initiation rate, which can be expressed as the sum of the
initiation rates generated by the two inputs, A and B:
dmRNA tð Þ
dt
=
Imax
2

1− exp −
kbAYA t−Tmð Þ
Imax
  
+ 1− exp −
kbBYB t−Tmð Þ
Imax
  
−kdmmRNA tð Þ:
ð14Þ
Here the indices A and B stand for the kinetic functions and
parameters of the two activators, A and B. The maximal initiation rate
is divided by the number of terms since the maximal initiation rate of
the transcriptional system is always limited by the RNA polymerase
translocation rate. The contribution of each factor to the initiation rate
depends on its efﬁciency, expressed by kb. The general equation for N
binding sites of transcription factors that behave as additive OR logic is
a sum of all contributions multiplied by the maximal initiation rate
divided by the number of terms.
When a cis-regulatory module is active only when both of two
inputs are present it acts as an “AND” gate (experimental examples
reviewed in Istrail and Davidson 2005). This is a very potent cis-
regulatory information processing device often encountered in GRNs
controlling spatial speciﬁcation processes in development. That is,
the downstream factor is activated only in the embryonic domain
where its two inputs spatially overlap (Davidson, 2006). For AND
gates, the single occupancy term Yp in Eqs. (12) and (13) is replaced
with the product of the occupancies of each factor, YA(t)×YB(t). That
is, when either one factor is absent, the initiation rate is zero. In
general, when there are N binding sites of transcription factors that
act as an AND gate, the single occupancy term Yp in Eqs. (12) and
(13) is replaced with the product of the occupancies of each of the
factors.
In many cases the DNA binding of two transcription factors is
cooperative (Driever and Nusslein-Volhard, 1989; Garrity et al., 1994;
Sugawara et al., 1995; Thanos andManiatis, 1995; Ma et al., 1996; Burz
et al., 1998; Sigvardsson et al., 2002; Walsh and Carroll, 2007). That
means that the factors form a more stable complex once together on
the DNA thanwhen each of them occupies the DNA alone (Fig. 3C). We
incorporate this effect in the equations by adding a cooperativityfactor, Kq, to the double occupancy expression (Ackers et al., 1982;
Bolouri and Davidson, 2003):
YAB tð Þ = KqKrAKrBA t
ð ÞB tð Þ
D2n + KrAA tð ÞDn + KrBB tð ÞDn + KqKrAKrBA tð ÞB tð Þ
: ð15Þ
Here A(t) and B(t) are the molar concentrations of the two
transcription factors (protein levels). The cooperativity constant, Kq,
indicates how much the two factor–DNA complex is stabilized
compared to independent binding of the two factors (i.e., Kq measures
the free energy contributed to the complex by interaction between the
bound proteins; Ackers et al., 1982). When Kq=1, the binding of the
factors is not cooperative and the expression for the double occupancy
is simply the product of the two single occupancies. When KqN1 there
is cooperative binding, and the double occupancy increase is steeper
when the two factors are present. This equation can also be used to
describe the cooperative binding of homodimers, where A(t)=B(t).
The expression for the kinetics of mRNA appearance controlled by
a cis-regulatory AND gate is thus:
dmRNA tð Þ
dt
= Imax 1− exp −
kbABYAB t−Tmð Þ
Imax
  
−kdmmRNA tð Þ: ð16Þ
The kinetics of “Additive OR”, “AND” and “cooperative-AND” gates
can be distinguished, as illustrated in Figs. 4A, B. In this example gene
c is activated by transcription factors a and b, (Fig. 4A). Gene a is
turned on at t=0, and gene b is turned on at t=60min. a and b protein
levels are plotted on the upper panel of Fig. 4B. The resulting
expression levels of cmRNA for these 3 kinds of gate are plotted in the
lower panel of Fig. 4B. When c is regulated by “a Additive OR b”, its
level starts increasing immediately after a appears, and the mRNA
accumulation slope increases once b is present (red curve). When c is
regulated by “a AND b”, its level starts increasing only after both a and
b are present in the system (green and blue curves.). The mRNA level
of the “cooperative-AND” gate (green curve) increases more rapidly
than of the “AND” gate (blue curve), since the occupancy is higher for
the same input concentrations when the binding is cooperative. A cis-
regulatory module that is activated by an “a AND b” gate, is shut off
when the site where either factor binds is mutated. A cis-regulatory
module that is activated by an “a Additive OR b” gate is still active after
a single mutation of either a or b sites. The observed change is only in
the decrease of the mRNA accumulation slope and in the time of
activation, which will be delayed if the early input site is mutated.
Additive kinetic behavior of inputs is often observed experimentally,
as e.g., by Nam et al. (2007).
Modeling transcriptional repression
Repression is commonly used in development to exclude ectopic
expression of regulatory genes, and to set boundaries of spatial
regulatory states (Arnosti et al., 1996; Fujioka et al., 1999; Oliveri et al.,
2006; Oliveri and Davidson, 2007). Various mechanisms induce
transcriptional repression (Emerson et al., 1987; Levine and Manley,
1989; Gray et al., 1994; Gray and Levine, 1996b; Barolo and Levine,
1997; Nibu et al., 2003; Janssens et al., 2006). Most repressors or co-
repressors recruit chromatin remodeling proteins that locally modify
the histone acetylation or methylation status and thereby silence gene
expression (Lee et al., 2001; Nuthall et al., 2002; Nuthall et al., 2004; Di
Caro et al., 2007; Tai et al., 2007). Some repressors can interact directly
with the transcription complex to block transcription initiation
(Ptashne, 2007). More rare mechanisms of repression are competition
of repressor and activator for binding to the same site (Kamachi and
Kondoh, 1993; Sekido et al., 1997) and repressor binding next to an
activator and interfering with the activator interaction with the
transcription complex (Gray and Levine, 1996a; Janssens et al., 2006).
Many, perhaps most repression processes are multistep: the initial
sequence-speciﬁc repressor recruits other proteins which
Fig. 4. Simple GRN subcircuits and kinetic outputs. (A) Subcircuit in which regulatory genes a and b produce factors that activate the expression of gene c. (B) Time courses for
expression of a, b and c, assuming different logic gates. Upper panel: Time courses for protein output of a (magenta) and b (cyan). b is activated 60min after the activation of a and both
factors are activated at constant initiation rate of Is=2. Bottom panel: Time course for cmRNA under different cis-regulatory gates processing inputs from a and b genes. Red curve: c is
regulated by a Additive OR b inputs, Eq. (14). Blue curve: c is regulated by a AND b inputs, Eq. (16), Kq=1. Green curve: c is regulated by a AND b inputs and the binding of a and b is
cooperative, Eq. (16), Kq=20. The parameters used in this simulation are: Relative equilibrium constant, Kr=105, activation strength, kb=5,mRNA turnover rate kdm=0.001 min−1, protein
turnover kdp=0.002min−1, translation rate, kt=2 protein/(mRNA×minute), mRNA transcription delay, Tm=20min. The number of non-speciﬁc sites,Dn, was estimated as 90% of the total
sea urchin genome, which is 8×108, so Dn=7.2×108. The initial levels of all genes, a, b and c was assumed to be zero at time zero. (C) Auto-repression sub-circuit. (D) Time courses of
mRNA (left) and protein (right) for an auto-repressor operating according to the threshold model (Eq. 18). The kinetic parameters used in this simulation are: kt=2, Is=2, Kr=105,
kdm=kdp=0.017 min−1, Y0=0.36, B0=0.2, Dn=7.2×108 and Tm=20 min. Simulations were done using Mathematica 5.2.
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Felsenfeld, 2004; Stirzaker et al., 2004; Santoro and Grummt, 2005;
Dodd et al., 2007). The kinetics of the process will depend on the
mechanism and the nature of the secondary processes. The thermo-
dynamic approach that we use here to describe activation is therefore
not suitable to describe most repression processes, in particular not
the irreversible ones, where the gene remains silenced even after the
repressor is not present. Irreversible repression and silencing have
been modeled by others (Dodd et al., 2007; Sedighi and Sengupta,
2007), and lies beyond the scope of this review.
One particularly interesting aspect of transcriptional repression
often encountered in developmental GRNs is autorepression of
regulatory gene expression. This can result in occurrence of a temporal
peak of expression which is ultimately extinguished as the factor
achieves repressive occupancy of its own cis-regulatory system. Or,under particular circumstances it can produce an oscillation (e.g.,
Hirata et al., 2002; Nuthall et al., 2002; Bernard et al., 2006;
Rateitschak and Wolkenhauer, 2007; Bessho and Kageyama, 2003).
That is, the regulatory gene produces a factor which at high
concentrations binds to its own cis-regulatory system and then
turns itself off (Fig. 4C). The mRNA and factor concentration then
decay, the bound repressor leaves, and the gene turns on again. A
model for such a system is shown in Eqs. 17 and 18. To represent the
transition between activation and repression, we use a step function
to generate the initiation rate. In this model, the initiation rate can
have two values, depending on the occupancy of the repressor binding
site. When the repressor site occupancy is below the critical threshold
level, the initiation rate is unaffected and equals the maximal rate
enabled by the enhancer. When the repressor site occupancy is above
the critical level repression occurs and remains until the repressor
Fig. 5. Compound GRN circuit. (A) Schematic diagram of the circuit. Gene A activates
gene B. Gene B has a positive feedback into its own cis-regulatory module. Gene B
activates gene C, and genes B and C together activate gene D. The cis-regulatory module
of B executes Additive OR logic on A and B, and the cis-regulatory module of D executes
AND logic on B and C. (B) Time courses of the mRNA expression levels of genes A
(magenta), B (cyan), C (dark blue) and D (green). (C) Time course of the protein
expression levels of genes A, B, C and D, color code similar to (B). The parameters used
in this simulation are: Relative equilibrium constant, Kr=105, activation strength for all
the equations, kb=2, mRNA turnover rates: kdmA=0.001 min−1, kdmB=kdmC=kdmD=
0.005 min−1, protein turnover rates: kdp=0.01 min−1, kdpB=kdpC=kdpD=0.008 min−1,
translation rate, kt=2 protein/(mRNA×minute), mRNA transcription delay, Tm=40 min,
cooperativity factor Kq=1. The number of non-speciﬁc sites, Dn, was estimated as 90% of
the total sea urchin genome, which is 8×108, so Dn=7.2×108. The initial levels of the
protein A, and the mRNA and protein of B, C and D were assumed to be zero at time
zero. The initial mRNA level of gene A,mA(0)=500molecules per cell. Simulations were
done using Mathematica 5.2.
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is the threshold level, and the step function is deﬁned as:
θ YR tð Þ−Y0ð Þ = YRbY0;1YRzY0;B0 :

ð17Þ
Here B0 is set so Is×B0 is the basal expression level, and Is is the
maximal initiation rate that the enhancer generates. The rate of
change in the mRNA output of a downstream gene is then:
dmRNA tð Þ
dt
= Isθ YR t−Tmð Þ−Y0ð Þ−kdmmRNA tð Þ: ð18Þ
The equation for protein accumulation is unchanged and is
described by Eq. (2). To illustrate the oscillatory kinetics that result
from the threshold behavior built into Eqs. (17) and (18) their solution
is plotted in Fig. 4D. Here a steady state balance between repression
and activation is replaced by oscillation because the initiation rate can
only have two values, matching “on” and “off” levels of activity, and
therefore it cannot be tuned to achieve equal rates of generation and
turnover. The period of the oscillations depends directly on the
turnover rate of the mRNA and the protein. The lower the turnover
rate, the longer the period of the oscillations. For long lived mRNA and
protein the expression proﬁle has a single peak followed by a slow
decay.
Modeling compound circuits
This model can be used to simulate GRN circuits. The equations
should respond to the circuit topology and the logic the cis-regulatory
modules of the circuit genes apply on their inputs. We demonstrate
the use of the model to simulate a network subcircuit that is based on
common features we observe in the sea urchin endomesoderm
speciﬁcation GRN, Fig. 5A (Davidson, 2006; Ben-Tabou de-Leon and
Davidson, 2007; Oliveri et al., 2008). Gene A activates gene B. Gene B
has a positive feedback into its own cis-regulatory module. The
expression of gene A is transient and decays with time, but due to the
positive feedback, B keeps itself on even after A is off. This is a
common lock down mechanism used by GRNs to maintain a
speciﬁcation state (Davidson, 2006; Istrail et al., 2007). Gene B
activates gene C, and genes B and C together are required to activate
gene D in a coherent feedforward structure (Mangan and Alon, 2003).
The following equations describe the accumulation of themRNA of the
different factors:
dmA tð Þ
dt
= −kdmAmA tð Þ; ð19Þ
dmB tð Þ
dt
=
Imax
2

1− exp −
kbAYA t−Tmð Þ
Imax
  
+ 1− exp −
kbBYB t−Tmð Þ
Imax
  
−kdmBmB tð Þ;
ð20Þ
dmC tð Þ
dt
= Imax 1− exp −
kbBYB t−Tmð Þ
Imax
  
−kdmCmC tð Þ; ð21Þ
dmD tð Þ
dt
= Imax 1− exp −
kbBCYBC t−Tmð Þ
Imax
  
−kdmDmD tð Þ: ð22Þ
Here mA(t), mB(t), mC(t) and mD(t) are the number of mRNA
molecules per cell of the genes A, B, C and D respectively. The indices
A, B and C stand for the kinetic functions and parameters of the
activators, A, B and C. Since either the presence of transcription factorA or the presence of transcription factor B is sufﬁcient to drive gene B
expression we use the expression of “A Additive OR B” to represent
the function of B cis-regulatory module on its inputs. “B AND C”
expression is used to represent the function of D cis-regulatory
module. The equation for the protein accumulation for all factors is
similar to Eq. (2).
In Figs. 5B, C we present the solution for the set of the coupled Eqs.
(19)–(22) with the initial conditions of zero concentration at time zero
for all mRNA and protein, except for gene A which its mRNA level is
assumed to be 500molecules at time zero. ThemRNA of gene A decays
exponentially, while its protein level increases due to translation of
mRNA, and eventually decays. Gene B is activated once A protein is
present, and it keeps itself on even after A is off, due to its positive
feedback on itself. The transcription factor B then activates C, and
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feedforward structure as a timing device is quiet common in the GRN
of the sea urchin skeletonic lineage (Amore and Davidson, 2006;
Oliveri et al. 2008).
Temporal and spatial models
From the point of view of modeling, the unique feature of animal
development is spatial speciﬁcation of transcriptional regulatory
state. Other biological processes, for example those of bacteria and
yeast, or physiological processes, share with development temporal
progressions in transcriptional expression, temporal aspects of gene
interactions, and temporal modulation of expression due to external
factors. But the parameters of the types of model we discuss in this
paper are not sufﬁcient to explain the processes that in animal
development cause adjacent cells at species-speciﬁc locations to
express the sets of regulatory genes that causally determine localized
fate and function. To model the crucial spatial aspects of development
will require an entirely different set of approaches that include
spatial parameters and that explicitly display the transformations in
spatial output executed by GRN subcircuits. These will depend on the
structure of the subcircuit and on the combinatorial logic operations
performed by the cis-regulatory modules which determine regulatory
gene expression in the spatial compartments of the embryo,
according to their hardwired genomic design. There are innumerable
models purporting to describe spatial distribution of gradients of
factors affecting gene expression, but at the end of all such roads are
the cis-regulatory apparatuses that read and transduce the input they
see into regulatory gene expression. Besides, gradients account for
only a minor fraction of spatial gene expression changes in
development. Much signaling in spatial speciﬁcation operates by
short range, cell-bound signal reception, as in Notch signaling; and a
huge variety of mechanisms not involving signaling that direct spatial
patterns of gene expression exist, such as double negative gates
(Davidson and Levine, in press; Oliveri et al., 2008), repression
cascades (Liberman and Stathopolous, in press), localization in eggs
(Davidson, 2001), etc. etc. Ultimately all spatial speciﬁcation in
species-speciﬁc pattern formation processes, no matter what the
form of the input, depends causally on cis-regulatory input proces-
sing functions. Kinetic models such as those we consider here have
many and various uses, such as those touched on in Introduction, and
without them we could never satisfactorily deal with quantitative
phenomena of gene expression. But we must not confuse ourselves
by thinking that models which illuminate how things operate once
the genomic apparatus has spoken, so to speak, explain the logic
behind the speech. That lies in the genomic sequence and in the
organization of GRNs.
Concluding remark
A thought provoking implication of the kinetic analysis summar-
ized in this paper is that the dynamics of gene regulatory circuits
follow simply from the network topology and the function of cis-
regulatory modules on their inputs, given the basic rates of the
biological processes of transcription, and mRNA and protein synthesis
and turnover. The kinetic parameters are of course temperature
dependant, but for a given system they are approximate constants
which, according to the gene regulatory network structure, control the
overall dynamics of regulatory life. Therefore, it is not necessary to
invoke a special clock mechanism or to imagine the existence of more
complicated computational apparatus to explain GRN kinetics. The
levels and identity of the transcription factors in a given cell identiﬁes
the regulatory state of the cell at every point in development.
Transcriptional response to regulatory states, in the activation of
downstream regulatory genes, leads to the onset of the next
regulatory state, and so on until speciﬁcation and differentiation areachieved. Thus, it is just the temporal change of transcription factor
levels that functions as the underlying clock of speciﬁcation, the chain
of events that replaces the central synchronizing clock used in many
manmade computational machines (Istrail et al., 2007; Smith et al.,
2007; Smith et al., 2008).
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