We propose a method for uncovering the structure of the adopters' network underlying the diffusion process, based on penetration data alone. By uncovering the traces that this network leaves on the dissemination process, the degree distribution of the network can be estimated.
Introduction
It is accepted that the structure of the network has a major impact on the diffusion process (Van den Bulte and Wuyts 2007, Shaikh et al. 2006 , Mayzlin 2002 , Newman et al. 2006 , Katona et al 2009 , Katona and Sarvary 2008 , Hill et al. 2006 , Goldenberg et al. 2009b ).
However, the structure of the network is invisible in most cases, and rough assumptions of the structure (e.g., homogeneity of the market, separation to two markets, etc.) are often used when developing a diffusion model. Such strong assumptions ignore the fact that network structure has been shown to affect several important aspects of product penetration; for example, Krackardt (1996) theoretically demonstrated how network structure can affect adoption patterns and how marketers can exploit this to optimize penetration. Similarly, most diffusion models to date have not incorporated the degree distribution of the network (the number of social ties of each individual).
Since the magnitude and the speed of the contagion process depend strongly on the degree distribution of the underlying network (as we show in section 3.1), it is important for marketers to have knowledge of the distribution at hand so its role can be properly isolated from other factors affecting contagion. We show that the contagion depends linearly on the average number of neighbors and the standard deviation of the degree distribution. Thus, the presence of heavy tails in the distribution (e.g., the common scale-free distribution) can introduce errors of several orders of magnitude in the estimation of diffusion coefficients. Resulting erroneous managerial beliefs, such as over-or under-estimations of contagion force (if based on penetration data), can lead to erroneous marketing actions (e.g., investing in buzz programs or advertising when the opposite action is needed). Furthermore, the degree distribution contains complete information on the existence, the number, and the degree of heavily linked consumers, (e.g. social hubs), which have been shown to significantly affect the diffusion process (see e.g., Goldenberg et al. 2009b , Katona et al. 2009 ; note a different view on the limited nature of this influence, Watts and Dodds, 2007) .
The purpose of this paper is to propose a method for revealing the properties of the network underlying the diffusion process (i.e., the type of degree distribution such as scale-free, normal, uniform etc.), as well as the two first moments of its degree distribution, based solely on penetration data. This information can then incorporated in the growth model, and used to more precisely estimate the forces that drive penetration.
An example of the influence of network structure on the pattern of dissemination is illustrated in Figure 1 . Consider two different diffusion processes: (a) Weekly sales of a certain music CD (the Dink album; taken from Moe and Fader 2001) and (b) The adoption rate of an online social network group (daily counts). Plotting the diffusion curves on log-linear scale (Figure 1b ) emphasizes the differences between the patterns (e.g. in the asymmetry and slopes of the curves), in comparison to the linear case ( Figure 1a ). This results from the exponential nature of the diffusion process. 1 In this 1 Explanations of the need to use log scale are elaborated further below.
paper we demonstrate that the differences between these two adoption curves stem from the traces of the underlying network structures that are imprinted on and cause distinctions between the respective penetration processes. Analysis of these traces discloses estimates of the key properties of these networks' degree distributions, and sheds light on how they influence penetration, and how identification of the degree distribution allows us to correct the contagion estimations. Consider a theoretical case in which two products possess the same intrinsic contagion potential, i.e. once exposed to the product, the average consumer has, more or less, the same probability of adopting it through an interaction with another adopter (assuming all other adoption considerations and factors are equal). However, if Product A diffuses over a scale-free network, while Product B diffuses over a different, for example Poissonian network (for a detailed explanation, see section 3.1), the measured growth rate of Product A will be dramatically higher than that of Product B. A firm may, then, deduce that Product A has better "viral strength" in terms of contagion and will ultimately be more successful than Product B, which would be a costly misinterpretation.
Specifically for the penetration processes depicted in Figure 1 above, we show that the penetration curves, imprinted with network traces, suggest that the online group network has a scale-free structure while the CD sales fit a Gaussian-like degree distribution network structure.
This difference implies that, unlike the case of the CD sales, social hubs play an active role in the propagation of the online group membership, and that the estimated diffusion internal coefficient is dominated by the variance in the number of social ties in the underlying network (see section 3.1). As in the above case, we find that even for products of a similar nature, the active social network (the subset of individual who actually adopted) underlying the respective diffusion processes may be entirely different than the structure of the potential market network, which is often assumed to be scale free.
The remainder of this paper is as follows: In section 2 we review past research and the background related to our work. In section 3 we develop the analytical baseline for our work and introduce our method for network reconstruction using aggregate penetration data. In section 4 we apply the network reconstruction procedure to simulated data, and in section 5
further test the reconstruction method through a variety of empirical cases. In section 6 we put the method to a more stringent test and use real network data to validate the uniqueness of the uncovered network. We offer our conclusions in section 7.
Background
Traditionally, most diffusion models did not incorporate the structure of the consumers' network. In recent years, perhaps due to increasing availability of empirical data, such models have emerged to answer the question of how network structure affects new product diffusion. In general, social network research can be classified into studies of network formation (Allatta et al. 2009 , Alon 2007 , Barabasi 2003 , Katona and Sarvary 2008 , Kossinets and Watts 2006 , Newman 2003 and studies that examine how network structure influences dissemination processes (Goldenberg et al. 2001 , Goldenberg et al. 2009b , Katona et al. 2009 Shaikh et al. 2006 , Van den Bulte and Joshi 2007 , Van den Bulte and Wuyts 2007 .
In response to the call in the literature for deeper investigations of what emerged as increasingly detailed structures of interpersonal connections within the consumer network (e.g., Mahajan et al. 1990 , Mahajan et al. 1993 , recent work suggests the importance of knowledge of the network structure for marketers. Network structure has been shown to have significant effects on the flow of information and influence (Katona and Sarvary 2009 , Mayzlin and Yoganarasimhan 2009 , Stephen and Toubia 2009 Watts and Dodds (2007) , more recent empirical evidence confirms that influentials accelerate the diffusion process (Goldenberg et al. 2009a ).
It was shown that network effects have concrete economic value (Gupta 2006) , i.e. the mere existence of network links adds monetary value per market. In fact, Stephen and Toubia (2009) have shown that in some cases specific network structures, such as those including consumers who have a single link each, might even depreciate economic value. In another application, Hill et al. (2006) have shown that knowledge of the consumers' network structure data can significantly improve the firm's capability of predicting consumers' likelihood of purchase.
Finally, Shaikh et al. (2006) used a generalized diffusion model to evaluate the structure of small-world networks and found that structure has an important affect on the temporal aspects of new product diffusion; as a result, knowledge of network structure has a considerable affect on contagion parameter estimations. They also demonstrated that ignoring network effects may lead to incorrect interpretations of penetration data.
One common problem in the study of network structure is that networks of social influence are usually invisible or extremely hard to map (Rangaswamy et al. 2007) . Despite this inherent opaqueness, marketers and researchers typically assume that dissemination processes propagate over the entire overt network. This assumption, however, is questionable, even based solely on the intuition that no innovation is adopted by all members of a social network (even if all members of the network are exposed to it).
We argue here that, for any given social network, diffusion frequently involves only a subset of the overt network, and the degree distribution of this subset may be different than the degree distribution of the network as a whole (similar to Stumpf et al. 2005) . For example, a diffusion process can spread on a scale-free network but since the process spreads only on a subset of nodes, this active network may possess a Gaussian network structure. Indeed, it was found that internet chain letters propagate in a "narrow but very deep tree-like pattern continuing for several hundred steps" rather than fanning out widely, reaching many people in a very few number of steps as expected by small-world principles (Liben-Nowell and Kleinberg 2008 ).
An important implication of knowing the real (active) network structure concerns accuracy in understanding and estimating the penetration process, which is subjected to biases even in the absence of oversimplified network assumptions (see Lillien 1997, 2001 ).
When the magnitude of contagion is estimated, using a penetration pattern, the effect of network structure is generally not taken into account.
Recently the reconstruction of unknown network properties from other known properties (e.g. number of links, links probability, etc.) has been attempted using maximum-likelihood methods (Garlaschelli and Loffredo 2008, Ramasco and Mungan 2008) or through a combination of aggregate data and Bayesian model selection techniques (Trusov and Rand 2009) . On the micro level, Braun and Bonfrer (2009) have developed a method to uncover the hidden dyad-level interdependence between consumers. In this paper we present a different approach for uncovering unknown properties of the network. Rather than testing consistency with other known topological properties of the network as a reference point, we use penetration data to reconstruct the underlying network.
Methodology

The analytical baseline
Consider the simplest case of social influence, in which individuals affect each other equally, the market is homogenous for both external and internal influences, and both effects are constant in time. These assumptions lead to the following differential equation (Bass 1969) :
Here, ), (t N , M , P , Q are the cumulative adopters at time t, the total population, the external force coefficient, and the internal force coefficient, respectively.
For the early stages of the process (i.e. for low values of t), the cumulative number of actual adopters is relatively small in comparison to the market potential M, so that M t N << ) ( , allowing the following first-order linear approximation:
Specifically, at early stages of the process, the adoption rate demonstrates exponential growth of the following form: 
. (4) Thus, towards the end of the process, the adoption rate declines exponentially:
Both slopes are exponential and therefore become linear on a log scale (this fact will be used below).
It is common to assume that the internal force is larger than the external force ( Q P << ) (Farley et al. 1995) , the temporal dynamics for a fully connected market (where a network is not yet assumed) is approximately symmetrical around the peak, and the absolute value of the exponent is approximately the same for both growth and decline. When network effects are taken into account, this temporal symmetry collapses, and the deviations from symmetry provide initial indications of the network structure.
Consider a random network in which the nodes are connected randomly, with an equal probability for any pair of nodes to be linked, up to the limit of k neighbors (degrees) for each node (Erdős 1959) . The parameter k, a node's number of neighbors or network degree, is retrieved from the network degree distribution k P . At each time step t ∆ , any consumer who has adopted the product in question has a probability t q∆ of influencing her neighbors to adopt.
In addition, each node has a probability of t p∆ per time step to be influenced by the external force (marketing forces) to adopt the product. We also assume that both internal and external influence rates are completely homogenous in time and space and that the network is undirected (influence is bi-directional). Generally, in the event that a potential adopter has x neighbors who have already adopted the product, her probability of adopting the product in time interval
. Therefore, the dynamics of the expected rate of adoption over a network in the continuous limit (i.e. where the time step duration t ∆ approaches zero), is given by:
Here, ) (t H x denotes the number of potential adopters of order x who are also neighbors to x adopters of the product at the time t . Naturally, the total number of potential adopters at a given time is:
Formulated in this manner, the Bass equation can be viewed as a special case of Equation 6. Assuming that all individuals are connected to all other individuals, the order of all potential
, where p P = and Mq Q = . Namely, the slope of the growth in the Bass model (see Equation 5) is determined by the product of the individual-level contagion coefficient q and the entire market potential M .
In Appendix A we formally describe the model of diffusion on a generalized random network, assuming that the maximal degree in the network is significantly smaller than the size of the network (which is a realistic assumption for social networks the growth regime in early stages of the diffusion process, and the decline regime in more advanced stages toward the conclusion of the process.
The growth stage.
In the early stages of the process, because network architecture is random, the probability that two neighbors of a specific node are neighbors themselves is negligible (for networks that are sufficiently large compared to the maximal network degree). Hence, in the initial stages of the penetration process, there is no more than a negligible probability that any potential adopter has more than one neighbor who has already adopted the product. 
Here, Q is determined by the ratio of the second moment of the network degree distribution to the first moment, giving: > (e.g., Farley et al. 1995) , the rate of adoption exhibits exponential growth of the following form:
. (10) That is, for a given average, greater network degree variance leads to greater exponential growth. This occurs because highly connected individuals accelerate growth.
To offer some intuition on the rationale behind this growth expression, consider the simple case of 0 = p where no external force exists. In this case, all adoptions occur among consumers exposed to internal influence (through neighbors who are adopters). As mentioned above, at the initial non-interactive stage, each exposed consumer has only one adopter neighbor, on average, who can influence her to adopt. Therefore, if an individual with network degree k adopts the innovation during the initial stages of the process, the number of exposed consumers is increased by 2 − k , as she has 1 − k neighbors who have not yet adopted the new product and she is also removed from the list of exposed consumers by becoming an adopter of the innovation. Taking into account the fact that nodes with a greater number of links have greater propensity, on average, to being exposed to a spreading adoption process, each new adoption
individuals to the number of exposed consumers, where k P is the degree distribution among exposed consumers, given by the probability that a node will be a neighbor of another node with degree k. The distribution of the degrees of neighbors on random linked networks is known to be (Albert and Barabasi, 2002) :
where k P is the degree distribution and avg k is the average degree for the purpose of "normalization" (Note that this probability is not the original probability k P that a certain node in the network will have degree k. The larger the degree k for a given node, the greater number of ties she has, and hence the probability that she is included in another individual's sample is skewed toward higher degrees). Hence, the total increase in the number of exposed consumers in a single time step is:
as a result of which, in the case of 0 = p , the adoption rate becomes
Adding external influence moderates the slope of the exponential growth, as indicated by
Equation 9 is the analytical measure of the dependence of estimated internal force on network structure: The coefficient depends linearly on the average number of neighbors, as well as on the standard deviation of the degree distribution. This explains why diffusion is accelerated when the network contains individuals with an exceptionally high degree. The presence of heavy-tailed distributions (i.e. existence of influentials) can change the average and standard deviation by several orders of magnitudes and consequently affect the imitation coefficient.
Thus, the same product diffusing on different networks can exhibit dramatically different Q s.
In order to assess the error caused by ignoring network structure, consider the most simple estimation of contagion size, using the Bass model. In this case, the effect of the internal force 
The decline stage.
By the final stage of the adoption process (large t), almost all individuals have adopted the innovation. The adoption map assumes the form of a network with isolated "holes," reflecting that most non-adopters are linked exclusively to adopters. This happens at the stage in which most of the network is occupied by adopters and thus, the order (number of friends that have already adopted) of almost all non-adopters becomes equal to their network degree (i.e. all the friends of nodes that have not adopted yet -have fully adopted). Moreover, the sole impact of product adoption by an individual with network degree k is a reduction in ) (t H k , the number of potential adopters of order .
k Hence, recalling that the probability per time step of potential adopter of order k to adopt is p kq + , we obtain: 
where k C are time-independent coefficients. Namely, the rate of adoption is given by the sum of time-decaying exponentials, which is dominated by the slowest decaying exponent. That is, the adoption rate obeys the following decline:
where min k denotes the lowest degree in the network (The dynamics throughout the decline stage are derived directly from the general equations of diffusion on random networks in Appendix A).
The effect of network structure on the adoption curve.
Recall that the resulting pattern of an adoption process that propagates on a random network exhibits exponential growth in the initial stages of the process, and exponential decline in the final stages of the diffusion. The growth and the decline slopes were shown to be, respectively:
Here, avg k and 2 σ are the mean and the variance of network degrees, respectively, and min k is the lowest degree of the network. In cases where the network has a degree distribution with a single scale, the low and the high degrees are of the same order, resulting in
Hence, considering the more common case when external influence p is small, the absolute values of the growth and decline slopes tend to be very close to each other and generate a relatively symmetric curve of adoption. In contrast, heavy-tailed degree distributions (e.g., scale-free distributions) that span over several scales of magnitude (where
should lead to an asymmetric curve of adoption. The slope of growth is much steeper while the slope of the decline exhibits a long-lasting temporal tail.
To illustrate the asymmetrical functional form of the penetration curve, we simulated diffusion on a 100,000-node-network for different classes of networks. Gaussian and uniform network diffusion processes are given in Figures 2a and 2b , respectively, to represent the category of narrow-network-degree distributions 2 (such as seen in Amaral et al. 2000) . Another, more common category of degree distributions is the fat-tailed distribution (Newman 2005) , which exhibits a non-negligible probability of hubs, also known as hyper-influentials (Goldenberg et al. 2009a, Watts and Dodds 2007) , or consumers with an extraordinary number of friends. These fat-tailed distributions are commonly expressed in the form of scale-free (also known as power laws, see Barabasi and Albert 1999) and lognormal (Limpert 2001) distributions.
Figures 2c and 2d demonstrate diffusion processes over lognormal 3 and scale-free networks, respectively.
As can be seen in Figure 2a -d, each network category imprints a unique pattern on the dissemination process, which is easy to identify on a semi-log scale (compared to the more commonly used linear scale). In cases where the network has a degree distribution with a single scale, such as Gaussian or Poissonian distributions, a minor tail of the adoption rate time series is created by the "lowest degree" nodes, which are the last to enroll in the process. The result is an exponentially decaying tail in the final stages of the dissemination process (see Figure 2a ). In the case of a uniform distribution, the tail is more accentuated and longer-lasting in relation to the curve itself (Figure 2b ), representing the relatively larger population of lowest degree nodes.
The lognormal degree distribution has a longer tail, emanating from the peak itself, with several decaying exponentials due to the large lowest degree node population, and accelerated growth rate due to its heavy tail comprising highly connected nodes (Figure 2c ).
Finally, since lowest degree nodes dominate the scale-free case, the tail is long, originates from the peak, and demonstrates a single exponential decay (distinctly log-straight, but in some rare cases demonstrates curviness) following sharp rapid growth (Figure 2d ). These are unique
patterns, as we demonstrate in our numerical and analytical studies below (see sections 4-6) and therefore are the latent fingerprints of the active network in each of these dissemination processes. This allows us to reconstruct the network degree distribution.
When network structure is not taken into account, efforts to measure diffusion by fitting diffusion-like models may produce erroneous results. For example, in light of equation 9, a marketer who customarily assumes that each consumer is connected to the entire market and not only to his local neighborhood might significantly underestimate the contagion coefficient.
Moreover, fitting diffusion models without taking into account the asymmetry imposed by network structure may lead to inaccurate estimations. 
Estimating Network Degree Distribution
The procedure we employ to estimate the network degree distribution is based on the simplified assumption that diffusion occurs on an approximately random network of consumers. To model the adoption process, we use the parsimonious agent-based model (e.g., Garber et al. 2004) , and consider four classes of networks: Gaussian/Poissonian, uniform, 4 lognormal, and scale-free networks. These distributions are representative of dissemination processes documented in the literature (Newman 2003; Newman et al. 2006; Amaral et al. 2000) . In Table 1 we provide definitions of the distributions we use in the reconstruction method, including their parameters, and details regarding the estimations themselves. It should be noted that some networks cannot be perfectly associated with any "pure" category: Hybrid networks with degree distributions, for example, span more than one category (possibly, a Gaussian distribution for small degrees and a heavy scale-free tail of large degrees, although other hybrid combinations do exist).
Nonetheless, we argue and also confirm empirically that of all candidate networks that could result in each diffusion pattern under investigation, the network type identified by our procedure has a degree distribution that is the closest to the degree of the active network underlying the diffusion process.
As indicated in Table 1 , each network structure consists of two parameters (e.g. in the case of Gaussian degree distribution, 1 π and 2 π denote the average and the standard deviation, respectively). Thus, including the additional two parameters of the process (i.e. the external and internal forces, p and q respectively), the estimation involves a total of four parameters.
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The proposed procedure consists of a standard non-linear fitting process with modifications.
Since the analytical solution is not in closed form (see Appendix A), we use simulations for the purpose of fitting. We iterate over simulation runs fitted to the empirical data, using maximum achievable goodness-of-fit measures as a criterion for reaching a solution. Since the non-linear, four-dimensional solution space may entail a costly, perhaps unfeasible search, we therefore use three analytical relations of the pattern itself: (1) the pre takeoff (2) the growth and (3) decline slopes. As a result, search is one-dimensional (or two dimensional, in the worst-case scenario of a scale-free network in which the growth analytical relation yields a tangled constraint). Next we describe the procedure to extract the three relations and the remainder of the estimation process.
Conditional on the existence of a pre-takeoff period, we can estimate external influence p .
In the pre-takeoff stage, a very early stage of the process, the rate of adoption is approximately
. Thus, since it is possible to estimate the average adoption rate during the pre-takeoff stage, which we assume to be Mp (the external force process is dominant in this stage), and the total cumulative number of adopters at the end of the process M is a known parameter, the external force p can be extracted as well.
In the previous sub-section we demonstrated that any diffusion process that propagates on a random network involves growth and decline stages resulting in two constraints due to their slopes 1 x and 2 x as indicated by Equations (14) and (15). These slopes are extracted from the aggregate-level adoption curve as described in Appendix B. We then separate the external influence from the network structure by retrieving empirical measures of the adjusted growth and decline slopes, and revise equations (14) and (15) to define the following system of two equations to solve for the three unknown parameters 1 π , 2 π , and q :
and: Table 1 we provide the explicit form of these functions for each network class. Equations (18) and (19) allow us to express two unknown parameters as a function of the third unknown parameter for all categories (with the exception of the scale-free network class, where only one unknown parameter can be analytically solved using the remaining two unknown parameters).
In the final stage of the procedure, as we indicated above, we use a computer simulation as a fitting function, to fit for the final parameter, subject to constraints (18) and (19). We used an ABM (agent-based models, Bonabeau 2002) to simulate a new product penetration process over a given network (Goldenberg et al. 2001) . We then use the adoption pattern generated by the simulation as a fitting function for the data. Along with equations that describe parts of the pattern (see Equations (16) and (17)), we narrow the fit to a fit of one or two parameters, and thus significantly improve convergence accuracy. This estimation procedure is conducted for each network structure class where the reconstructed active network is defined as the parameter set that produces the highest goodness-of-fit score (in terms of R-squared measures) of the simulated network to the empirical adoption data. We now present a set of three studies that evaluate the accuracy of the proposed approach.
Study I -Network Estimations Tests using Simulated Data
In this study we examine the proposed method on a large set of network degree distributions in a large number of diffusion patterns. Relying exclusively on empirical data, usually only a limited range for a defined set of variables can be tested (Casti 1996) . Hence it is common to test sensitivity of such methods on simulated data, which also allows controlled tests on wider ranges of parameters than are typically available in field data. For this purpose we conducted computer simulations to generate a number of diffusion scenarios on various network structures. Each scenario produced an adoption curve that was used as input for testing the network degree distribution estimation method. We were then able to evaluate the accuracy of the estimation method by comparing the reconstructed network degree distribution with the distribution planned in the simulation. The advantage of using simulated data is that it allows testing the sensitivity of proposed methods on a wide range of cases and parameters where the true distribution is known.
Overall, we tested our method on 40 growth processes (i.e. 10 parameter sets for each of the four degree-distribution classes). We tested sets with a relatively high/low q (between 0.0005 and 0.5) and a relatively high/low p (between 0 and q) in order to scan different dynamic scenarios (Farley et al. 1995) . For each generated growth process, 10 fitting procedures were conducted (i.e. a total of 400 fits for the entire study), and the fitted adoption curve parameters with the best resulting R² were considered the estimated solution parameter set (we also tried greater numbers of fits per generated network and found that 10 is a sufficient amount to reach best accuracy). The results of the comparisons to the known parameter sets are given in Table 2 in the form of errors in the real parameter estimations. For each parameter and network type, we took the error estimation to be the standard deviation of the distribution of errors around the real parameters. The mean and standard deviations of those errors are presented for each of the estimated parameters in Table 2 . † All network structure parameters are defined in Table 1 .
The accuracy of this method using the simulation set ranges from 6% to 14% (with a standard deviation ranging from 6% to 17%). This finding suggests that it is possible to extract the type of the network and estimate the parameters, given a single adoption pattern, to the mentioned level of accuracy, for a large range of variables. In all of the tested cases, the correct degree distribution was recovered.
However in such a simulation-based approach, the models themselves are tested using other, simple, models. Real-life phenomena include a richer set of mechanisms and noise. To address this, study 2 and 3 are presented next.
Study II -Testing Using Real-Case Data
Our evaluation of the proposed network degree estimation procedure was based exclusively on synthetic data. To address more realistic situations, where noise and other factors are involved, we tested real-life adoptions.
Since our model is mainly relevant to classical diffusion cases, we defined inclusion criteria for data sets: 1. The growth process has an identifiable (dominant) peak, with fluctuations that are relatively small to it.
2. The time series has sufficient resolution, to allow differentiation between patterns. The pattern comprises at least 50 points of data.
3. The number of adopters is larger than several thousands of adopters, in order to allow a smooth pattern of dissemination rate.
Overall we collected 17 processes/data sets that include CD sales data, online movie penetration data (based on search query volume), petition signing rates, and adoption data of online thematic groups.
Despite the inherent noise and potentially high interference of external events in these reallife cases (e.g. external dissemination perturbations to the system, non-homogeneous campaigns, etc.), the reconstructed dissemination curves fit the data at a relatively high level of goodness-of-fit (R-Squared in the range of 90-98%). The processes in the figure are grouped by type of degree distribution of the network underlying the diffusion process. The next case, signing of online petitions, fits a uniform network degree distribution, and is given in Figure 3c (Uniform pattern, R 2 = 0.91).
The final three examples are of heavy-tailed degree distributions: In Figure 3d we present the daily number of searches for the term "Cloverfield" (lognormal pattern R 2 =0.98), which is the name of a movie that was exceptionally credited for its efficient online viral marketing campaign (Cloverfield 2008) . The pattern of these searches exhibits the pattern of a lognormal degree distribution. Since its campaign was conducted mainly on the internet, including sites such as YouTube, the lognormal pattern is not surprising (Limpert et al 2001) . The recording of a group of 74,500 users who are members of an online social network, Friendster (Friendster 2009 ) which is identified as scale free, is depicted in Figure 3e In addition, we took each degree distribution and conducted the estimation procedure for it as if it were the actual network. In order to test the accuracy of the identification method we
introduce Table 3 where all 17 cases fits are presented. The numbers in bold are the best R² fit results, i.e. the assumed underlying network structure, whilst the remaining three columns present R² fit results for the remaining three network types. It is apparent for all cases that the identified network structure (i.e. degree distribution) has R² fits that are mostly above 90% and is distinctly different from other types of structures. Interestingly, we see what appears to be a surprising number of non-scale-free active networks (more than 45% of the cases), implying that an automatic assumption that diffusion occurs over a scale-free network may be wrongly overused. While this study tests the proposed method using real data, it still is not sufficient to rule out the possibility of an alternative network structure with different process dynamics that converges to the same adoption curve. The third study was designed to address this issue.
Study III -Validation of Uniqueness versus Known Network Structure
This study aims to address two important issues. First, a more stringent test for the proposed method is to demonstrate that the estimated degree distributions are close to actual degree distributions that are known from an external source (e.g., a direct mapping of the network). A second important question is whether this procedure leads to a unique solution, or whether different degree distribution parameters or even different network categories can generate the same adoption curve with different adoption characteristics. To test the robustness of this method and the extent to which the converged network is identical to the existing network, the following empirical study is presented.
Albeit rare, data of growth processes along with the underlying networks are becoming more available these days. One such example is historical data on online social networks and their thematic groups. Users establish memberships, choosing from a wide selection of groups and categories (e.g. TV shows, local town groups, alumni groups). Group membership offers certain benefits, such as encounters with others who share the same interests or exposure to relevant information. In our study, we consider joining a group an adoption decision.
We use data from Friendster (Friendster, 2009) , an online social network with about 100 million users. The advantage of this online social network as a data source is that the time a user joins a group is documented, and network data are largely in the public domain. We define the active network as the network exclusively comprising group members (i.e. all Friendster members who eventually become adopters of membership in a specific group), and compared the results generated by our proposed reconstruction method to the active network mapped on the basis of documented data.
In Table 4 we list the results of identification and estimation of the active networks for three diffusion data sets in which the active network is directly mapped (Friendster 2009 ). For each mapped active network (corresponding to membership in a group), the fit to four representative categories of a degree distribution (Gaussian/Poissonian, uniform, lognormal, and scale-free) was tested. We calculated both the Cross Entropy (as used for example in Graber et al. 2004 ), which is a common measure of the "distance" between two distributions, and the more intuitive R 2 measure, only this time between distributions.
For each network, we mark the lowest cross entropy and lowest distributions fit R 2 (i.e.
closest distributions) in Table 4 . For the first network (denoted A), the best fit was obtained for a scale-free degree distribution. The first two moments of the reconstructed network were values that are less than 90% for C and D but still high, with a much better cross entropy measure relative to the alternative fitted networks.
8 Table 4 Real Network Mapping Study 6 The estimations for the parameters of the scale-free case were calculated using numerical fits, using a method described by Newman (2005) . 7 This network consists of small-degree numbers, and hence the Gaussian/Poissonian class is represented by a Poissonian network degree distribution, as shown in Table 2 . 8 We may assume that in the case of network C and D, besides the network effect on the diffusion pattern, there were other effects at play since fits for all networks were low, relative to network A, which is also identified as scale free. Overall, the underlying network structures were correctly identified in all cases, and the errors in parameter estimation ranged between 5% and 28% (although only one estimated parameter exceeded an error of 15%).
Discussion and Managerial Applications
We have shown here how it is possible to identify the typically hidden structure of the network that actively participates in the penetration process from aggregate-level adoption data alone, and how to estimate the parameters of the degree distribution. This method of uncovering and reconstructing the active network through identification and estimation generates reasonable results (exhibiting R 2 s greater than 90%), using only a single aggregate-level curve of new product penetration data on that social network.
We have also shown that different active networks can possess different types of degree distributions, even if the potential, overt network is expected to have a scale-free degree distribution.
In view of the challenge of identifying and reconstructing the active subset of the overt social network, the proposed approach may help firms more accurately assess the structure of influence affecting their potential consumers. As we have shown, disregarding the effect of network structure on the magnitude of contagion might lead to misinterpretations of the penetration data and serious biases in estimations of the penetration process. Modeling the process together with the network structure offers a more accurate estimation of the contagion process, and the efficiency of the external forces. This may also improve forecasts of future dissemination processes. One limitation of this approach is its partial applicability in the case of heavily clustered networks in which diffusion does not propagate freely over the network (i.e., in such cases, diffusion may be delayed or contained to specific clusters, Goldenberg et al. 2009b ) and resulting high volatility, cyclicality and movements in the penetration pattern may obscure the dominant peak. This means that the proposed method is less relevant in cases where there is no clear dominant peak. This limitation calls for further research in this direction. For example, the method presented above may be used to investigate sub-sections of such network, and clusters that may be considered random in themselves.
Appendices
A) The dynamics of diffusion on a generalized random network
In this appendix we develop formally the diffusion dynamics on a generalized random network and then evaluate penetration evolution at early stages (growth) and late stages (decline) of the process. The probabilities of a potential adopter to be influenced by external influence (e.g.
marketing efforts) and word-of-mouth communication applied by each one of her actual adopter neighbors in each time step t ∆ are t p∆ and t q∆ , respectively. Hence, the expected value of the number of adopters within a short time interval t ∆ after the time t is
. Under the continuous limit:
where ) (t H x is the number of potential adopters of order x at time t defined as the number of potential adopters with exactly x actual adopters among their neighbors at time t , and the total number of potential adopters at time
where M is the market potential.
At 0 = t (the new product launch time), the initial conditions are
. If the network is sufficiently large compared to the maximal degree in the network, the network is sparsely connected. As the network is random and hence does not contain short cycles, we can assume that within a short time interval t ∆ , the order of potential adopters cannot increase by more than 1 (i.e., the probability of simultaneous adoption of more than one potential adopter's neighbor in the same short time interval t ∆ is extremely low).
Therefore, the change in the number of potential adopters of order x at time t is given by: In general, an adoption of each potential adopter of order y and degree k increases the potentiality order of her y k − potential adopter neighbors by 1. Thus, on average, the total number of potential adopters who increase their order by 1 within a short time interval t ∆ after 
. Hence the dynamical evolution of the number of potential adopters of order x described by Equation A2 can be rewritten in the continuous limit as follows:
where
is the average number of potential adopters who increase their order of potentiality as a result of a single individual's adoption at the time t , and
is the proportion of potential adopters of order x among the entire population of potential adopters at the time t .
In order to position a closed system of dynamical equations we should also retrieve the dynamics of the conditional probabilities )
, where ) (
is the number of potential adopters of order x with network degree k . In the case where 0
For the same reasons that apply to Equation A2,
is the number potential adopters of order x and network degree k who adopt the innovation at the time t , and
is the number of potential adopters of order x and network degree k that increase their order to 1 + x as result of a neighbor's decision to adopt at the time t . Here,
denotes the conditional probability at time t that the network degree of a current adopter's neighbor is k , given that the neighbor is potential adopter of order x . Because a potential adopter of order x and network degree k has x k − connections with other potential adopters (note that the current adopter was a potential adopter until the time t ), it follows, using the distribution of a node's neighbors (Albert and Barabasi 2003) , that in the case of a sufficiently large random network
Substituting the explicit expressions of ) (
Where, in particular, the initial conditions of the conditional probabilities are given by recursive relations. Namely, at the new product launch time the population consists of potential adopters with order of potentiality 0 = x (no one has an adopter neighbor) so that
where k P is the degree distribution of the network while for each potentiality of order 0 > x ,
The growth stage.
In a random network, the probability that two neighbors of the same individual are neighbors themselves is extremely low. Thus, at relatively early stages of the process the number of potential adopters who have more than one neighbor who is an adopter of the product is very small compared to the number of potential adopters with either one or no adopter neighbor. 
where according to equation system A3:
where The decline stage.
At the late stages of the diffusion, the majority of the population has already adopted the innovation. Hence, most of the remained potential adopters are surrounded by adopters and therefore become "perfect holes." In other words, in the final stages of the process, the order of potentiality x and the network degree k are equal for almost all potential adopters; effectively 
B) Extracting the numerical constraints from penetration data.
We now describe the method of extracting the numerical constraints from the penetration pattern, which is the basis for the network reconstruction method described above.
The growth stage
For the growth stage, the purpose is to extract the exponential slope of the adoption rate.
There are several ways to approach this problem, including several discussed in Golder and Tellis (1997) . We employed several methods and averaged the results of each method to minimize errors. We employed the logistic rule through fitting part of a logistic curve (only the initial Bass-like part of the curve, to prevent the results from being affected by curve asymmetry). We also used the maximum sales growth, i.e. we identified the maximum point of the sales growth (second derivative of the cumulative adoption) and regressed for the exponential slope in a log-linear space. Finally, assuming an exponential function, we used the "returns" function
which is actually the slope of the exponential function, in this case, the growth rate. We expect that function to be constant in the range of a constant exponential growth. We identified the straight, constant part of the function. We also estimated the value of the function (which is the exponential slope) by choosing different groups of data points out of the data set as to minimize the regression slope of the returns function (which should be zero in the constant part). The growth stage exponential slope was taken to be the average of the points' Y value for that group of points.
The decline stage
To estimate the decline stage we used different groups of data points taken from the post-peak section of the data set, in which we minimized the regression for a log-linear space. We found that the results improve dramatically when we also used the returns function
which also shown an exponential decline towards the end of the diffusion process, coinciding with the exponential decline of the adoption rate. This is because the exponential decline of the returns function is much less noisy and lasts for a longer time.
Finally, both growth and decline slopes are used in the numerical reconstruction method described above (reflected in equations (16) and (17)).
