Abstract-In this paper, a network-aware and source-aware video streaming system is proposed to support interactive multiuser communications within single-cell and multicell IEEE 802.11 networks. Unlike the traditional streaming video services, the strict delay constraints of an interactive video streaming system pose more challenges. These challenges include the heterogeneity of uplink and downlink channel conditions experienced by different users, the multiuser resource allocation of limited radio resources, the incorporation of the cross-layer design, and the diversity of content complexities exhibited by different video sequences. With the awareness of video content and network resources, the proposed system integrates cross-layer error protection mechanism and performs dynamic resource allocation across multiple users. We formulate the proposed system as to minimize the maximal end-to-end expected distortion received by all users, subject to maximal transmission power and delay constraints. To reduce the high dimensionality of the search space, fast multiuser algorithms are proposed to find the near-optimal solutions. Compared to the strategy without dynamically and jointly allocating bandwidth resource for uplinks and downlinks, the proposed framework outperforms by 2.18 7.95 dB in terms of the average received PSNR of all users and by 3.82 11.50 dB in terms of the lowest received PSNR among all users. Furthermore, the proposed scheme can provide more uniform video quality for all users and lower quality fluctuation for each received video sequence.
whereby a pair of mobile users at different locations can exchange video streams with each other in real time. Besides the real time requirement, a wireless system providing interactive video streaming faces more challenges than the typical video-on-demand service. For instance, in each conversation session, there are two video streams being exchanged between a conversation pair; each video stream is transmitted through at least two paths, namely, an uplink to an access point and a downlink from the access point. The transmitted packets of each video stream experience different channel conditions in both links. Because the radio bandwidth resources are limited for different users' transmissions over uplink and downlink and the channel conditions change over time, dynamically allocating the limited network resources to all users can significantly improve the end-to-end quality. Moreover, various video programs exhibit different content complexities and require different amount of bandwidth to achieve similar video quality. To provide satisfactory video quality to all users, a multiuser wireless video streaming system should be aware of video source and dynamically exploit multiuser diversity through cross-layer design. In this paper, we address the above issues and propose an interactive video streaming framework to support multiple conversation pairs over WLANs.
For a wireless system with limited bandwidth resources, it is critical to determine the amount of bandwidth allocated to uplink and downlink to achieve high spectrum utilization and system service objectives. A static strategy is to allocate equal bandwidth to each link and perform optimal uplink resource allocation and optimal downlink resource allocation individually. As this simple strategy of allocating equal bandwidth is inefficient due to uneven load in both links, several works adopting unequal bandwidth assignment have been proposed. A scheme was proposed in [1] to address the unbalanced capacity and asymmetric channel bandwidth usage problem. Several call admission control schemes were presented in [2] [3] [4] to explore the asymmetric traffic load in both links. A scheduler to simultaneously control generic data traffic in both uplink and downlink for IEEE 802.11a networks was proposed in [5] . Bandwidth resource allocation for transmitting video over WLAN in real time is more challenging than for transmitting generic data since compressed video bitstreams exhibit different characteristics from generic data [6] , [7] . For example, compressed video bitstreams have decoding dependency on the previous coded bitstreams due to the spatial and temporal prediction. Transmitting video streams in real time has a strict delay constraint (below 200 ms [8] ) that belated video data is useless for its corresponding frame and will cause error propagation for the video 1932-4553/$25.00 © 2007 IEEE data that are predictively encoded using that frame as reference. Besides, the encoded video rate highly fluctuates from frame to frame, which complicates the bandwidth allocation. This motivates us to investigate dynamical bandwidth allocation to all video streams in both links.
In this paper, we propose a network-aware and source-aware framework to support interactive video streaming. The proposed framework explores the diversity of content complexity exhibited by different video sequences and the heterogeneity of uplink and downlink channel conditions experienced by different users. With vertical integration of different communication layers, a cross-layer error protection mechanism is proposed for graceful quality degradations. With the awareness of current network channel conditions, in the physical layer, we employ adaptive modulation schemes and convolutional coding rates for each video stream. With the awareness of current network traffic conditions, in the medium access control (MAC) layer, the system determines the optimal time proportion for each transmitter to send video packets. In the application layer, the proposed framework performs joint optimization for video source coding and application-layer forward error coding (FEC) to achieve optimal end-to-end video quality. To provide consistent perceptual quality to all participated users, we formulate the proposed system as to minimize the maximal end-to-end expected distortion among all end users by selecting the parameters in each communication layer, subject to the transmission power and delay constraints. Since searching the optimal setting in different layers is a combinatorial problem, which is hard, we develop fast algorithms to find the transmission configurations for near-optimal solutions.
By considering the cross-layer parameters, such as source rate, channel coding rate, and modulation, the proposed algorithm first converts the rate and distortion (R-D) function into the expected transmission time to the expected distortion (T-D) function. By doing so, the traditional R-D function in singleuser system evolves into resource-distortion function in the multiuser scenario. Subject to the limitations of radio resources, a fast near-optimal algorithm is then proposed to allocate resources to all users. Compared to the strategy without dynamically distributing bandwidth for uplinks and downlinks, the proposed framework in a single cell outperforms by about 2 8 dB for the average received peak signal-to-noise ratio (PSNR) of all users and by about 4 12 dB for the minimal PSNR among all users. In addition, the proposed scheme can provide more uniform video quality among all users and lower quality fluctuation along each received video sequence. We also extend the proposed algorithm to the multicell case, where we jointly optimize uplink and downlink transmissions. The proposed scheme outperforms the sequential uplink-then-downlink optimization scheme by about 3 7 dB for the average PSNR and about 5 11 dB for the minimal PSNR. This paper is organized as follows. We first review the prior work in Section II. The architecture for the proposed video streaming system is described in Section III. In Section IV, we formulate the streaming system in a single cell as a min-max optimization problem under system resource constraints, and propose a fast algorithm to find the near-optimal solution. In Section V, we consider a video streaming system in a multicell scenario, which supports both intra-cell and inter-cell conversations, and extend the proposed single-cell algorithm to the multicell scenario. Simulation results are presented in Section VI and conclusions are drawn in Section VII.
II. PRIOR WORK
In the video communication literature, systems transmitting a single video program through wireless channels have been widely studied [9] , [10] . Several error resilient algorithms from source coding's perspective, such as layer coding, multiple description coding, and robust entropy coding, have been proposed to overcome the error propagation owing to the fragility of compressed bit stream. [11] . By jointly considering source/channel rate adaptation and power allocation [12] [13] [14] [15] , a system can provide better video quality than allocating source/channel resources separately without awareness of each other. When designing a streaming video system over WLANs, more issues need to be addressed, such as how to packetize a video stream and consider the resource limitation at various communication layers. To improve the effective throughput, a wireless video framework was proposed to utilize hybrid automatic repeat request (HARQ) with multiple descriptions in the application layer [16] . Recently, cross-layer design methodologies that jointly optimize the resource allocation in different communication layers have been shown as an effective approach to improve the overall system performance [17] , [18] . By adaptively utilizing the retry limit of the MAC layer with priority queueing, a wireless video scheme exploring unequal importance of video bitstreams was proposed in [19] . With cross-layer system integration, including application layer FEC, MAC retransmission, and adaptive packet size selection, a cross-layer error protection scheme was proposed to transmit video over IEEE 802.11a network [20] .
Systems providing services to multiple users, however, have more challenges than systems supporting single user. We should consider the heterogeneous channel conditions experienced by different users, admission delays, and interference from external users on MAC; and distribute system resources to each video stream with sufficient error protection. Besides the heterogeneity of channel conditions in a multiuser wireless video system, all users send/receive heterogeneous video programs simultaneously. Such a system has another dimension of diversity to explore because of different content complexity of video scenes, namely, the rates to achieve the same perceptual quality are content dependent. With the awareness of co-existence of multiple streams, joint multiuser video source coding has been proposed to leverage the diversity of video content to achieve more desired quality [21] [22] [23] [24] [25] . The common service objectives include minimizing the overall users' distortion [26] or minimizing the maximal distortion among all users [27] . In this work, we consider the fairness issue among users who subscribe the same level of quality of service. The proposed system dynamically performs rate control for each video sequence and provides consistent video quality to all users.
In general, the channel conditions along the end-to-end transmission path of a video stream are heterogeneous [28] . To achieve the same bit error rate, the required level of error protection in each path may not be the same. The FEC transcoding strategy, which dynamically applies optimal level of FEC in each intermediate path, can provide higher effective end-to-end throughput than traditional fixed FEC configuration throughout the end-to-end transmission path. Furthermore, adopting FEC transcoding in each intermediate transmission node can recover certain amount of corrupted packets transmitted through the preceding paths, thus preventing from further quality degradation accumulatively in the following transmission paths. With fixed allocated bandwidth and prior knowledge of the channel condition for each path, systems can be formulated as to maximize the overall throughput by determining which intermediate nodes should perform FEC transcoding for the unicast [29] and multicast scenarios [30] . In our proposed framework, the bandwidth of uplink and downlink is dynamically allocated according to the needs. The system performance can be further improved by jointly choosing the optimal channel coding rate and the bandwidth in both uplink and downlink, and performing FEC transcoding in the server located at the access point.
III. PROPOSED SYSTEM DESCRIPTION
In this section, we present an overview of the key modules involved in our proposed video streaming system. Fig. 1 illustrates the single-cell scenario. We first introduce the video source subsystem and the corresponding R-D characteristics, and discuss the throughput and error protection mechanisms provided by the communication subsystem. We then discuss the cross-layer error protection schemes performed in resource allocator, and describe the coordination executed by the server to manage all video streams and the auxiliary control signals for resource allocation between mobile users and server.
A. Video Source Coding: MPEG-4 FGS
Unlike the traditional video codec employing hybrid motion compensation, scalable video coding provides flexibility and convenience in reaching the desired visual quality and/or the desired bit rate. MPEG-4 Fine Granularity Scalability (FGS) coding [31] is one of the scalable video codecs and encodes a video frame into a nonscalable base layer and a highly scalable FGS layer. The base layer is compressed using the nonscalable MPEG-4 codec at a low bit rate using a large quantization step, and the FGS layer is generated by encoding the residues between the original frame and the base layer. The encoded FGS bitstream is an embedded bitstream, namely, the decoder can decode any truncated segment of the bitstream of FGS layer corresponding to each frame. The more bits the decoder receives and decodes, the higher the video quality is. We use MPEG-4 FGS in this paper as an example to illustrate the proposed framework, and can extend to other codecs with similar coding structure, such as H.264 Scalable Video Coding (SVC) [32] .
The R-D performance of FGS layer depends on the coding parameters used in the base layer. For simplicity, we set a fixed quantization step size in the base layer. The main task in the video coding subsystem is to determine the bit rate of FGS layer to achieve desired video quality among all users. Accurate R-D models for video bitstreams can help systems be aware of heterogeneous content complexities of co-existing streams and facilitate resource allocation. Previous studies in [22] , [23] , [33] and our experimental results show that a piecewise linear function is a good approximation to the R-D curve of FGS bitstreams at the frame level. We summarize this piecewise linear model as where is the total number of bit planes, denotes the user's distortion of the frame measured in mean-squared error (MSE) after completely decoding the first DCT bit planes, represents the corresponding bit rate, and indicates the overall decoded bit rate. and represent the distortion and source rate of the base layer, respectively, and all pairs can be obtained during the encoding process. Since resources are dynamically allocated frame by frame, we omit to simplify the notations.
B. IEEE 802.11 MAC and PHY Layer
The IEEE 802.11 MAC protocol supports two kinds of access methods, namely, distributed coordination function (DCF) and point coordination function (PCF). The DCF is an access mechanism using carrier sense multiple access with collision avoidance (CSMA/CA). In contrast, the PCF is based on polling controlled by a point coordinator. In both mechanisms, only one user occupies all the bandwidth at each time slot. The proportion of time a user can occupy the bandwidth can be controlled by either PCF or enhanced DCF [36] , [37] . In this work, we study how to determine the time proportion allocated to each user to optimize video quality. The proposed scheme can also be deployed in networks supporting similar spectrum management.
We use the IEEE 802.11a Physical (PHY) layer as an example to present the proposed framework. Other wireless LAN standards can be incorporated in a similar way. The IEEE 802.11a Physical layer provides eight PHY modes with different modulation schemes and different convolutional coding rates, and can offer various data rates. The configurations of these eight PHY modes are listed in Table I .
With awareness of the current channel conditions and knowledge of the available network resources, the proposed system can select the optimal PHY modes for each uplink and downlink of each user to maximize video quality. Let and be the maximal available transmission power for uplink and downlink, respectively; and and the uplink and downlink channel gain from user to his/her conversation partner at the current time slot, respectively. Without loss of generality, we assume the same thermal noise level, , for all users. Thus, the maximal signal-to-noise ratio (SNR) 1 for uplink and downlink are (1) The bit error rates (BERs) of BPSK, QPSK, 16-QAM, and 64-QAM modulation are given by the following equations as functions of the received symbol SNR denoted by [34] (2) (3) (4) and (5) 1 We use SNR instead of SINR (signal-to-interference-ratio) in this work. If co-channel users are located far away, the interference is small and can be treated as thermal noise. If users are closely located and the hidden terminal problem has been solved, since only one user occupies all the bandwidth at each time slot, there is no interference from co-channel users.
With convolutional code, the union bound for BER [35] can be expressed as (6) where is the free distance of the convolutional code, is the total number of error events of weight , and is the probability that an incorrect path at distance from the correct path is chosen by the Viterbi decoder. When the hard decision is applied, can be given by when d is odd; when d is even (7) where is the uncoded BER depending on the modulations from (2)- (5).
If user selects the uplink and downlink PHY mode as and , respectively, the BER for uplink and downlink can be approximated as a function of PHY mode and SNR level (8) where the function and are the union bound of BER using channel coding as defined in (6) . Since different PHY modes use different modulation schemes and channel coding rates, their coded BER performances are different. At the same SNR, systems with higher PHY mode index can provide higher throughput at a cost of higher BER than ones with lower PHY mode index.
The probability that a packet is received successfully for uplink and downlink can be calculated as (9) where is the number of bits in a packet. With a fixed packet size, and are functions of the channel gains and PHY modes.
C. Application Layer FEC
In the IEEE 802.11 MAC protocol, a packet sent from uplink will be dropped if errors are detected and will not be forwarded to the next path or the upper communication layer. A packet loss in the base layer will cause error propagation for the video data that are predictively encoded using that frame as reference. In addition, FGS layer bitstream has strong decoding dependency owing to the intra-bitplane variable length entropy coding and the inter-bitplane DCT coefficient synchronization. The loss of a FGS layer packet containing significant bitplanes will make the following successfully received FGS layer packets containing lower bitplanes useless. Since we can know which packet arrives successfully at the application layer by checking the transmission index in the packet header, this wireless channel can be modelled as a packet erasure channel [16] , [19] , [20] . Applying FEC in the application layer across packets, such as systematic Reed-Solomon (RS) codes, has been shown as an effective way to alleviate the problem caused by packet loss [20] . An encoder will generate parity symbols for source symbols, and a corresponding RS decoder can recover the original source symbols if it receives at least out of symbols successfully when the locations of the erased symbols are known. We can apply RS codes across source packets to generate parity packets for recovering erasure packet loss.
Since MPEG-4 FGS codec is a two-layer scheme, we adopt different strategies for each layer, as shown in Fig. 2 . For the nonscalable base layer, we apply a strong equal error protection strategy across packets to provide the baseline video quality. To remove the strong decoding dependency of the FGS layer bitstream and to have graceful quality fluctuation, we adopt the multiple-description forward error correction framework (MD-FEC) [38] . MD-FEC converts a prioritized bit stream into nonprioritized and packetized bit streams. Each packetized bit stream represents one description that can be independently decoded to represent the content in a coarse quality, and the final reconstructed video quality depends primarily on how many packets the receiver receives successfully, instead of depending on which packets are corrupted. The more descriptions a receiver receives successfully, the better reconstructed quality the decoder can get. The basic mechanism of MD-FEC works as follows. Let be the number of symbols carried in a packet and be the total number of packets. A segment is defined as the symbols located at the same position over the packets. The FGS bit stream is converted to these packets segment by segment, and an RS coding across packet is applied within each segment to provide error protection. An RS code with higher level of error protection is applied to the segment with higher priority. Fig. 2 shows the overall error protection strategy. If the receiver receives packets successfully out of packets, then the segments encoded with codes for can be correctly decoded. The optimal configuration of RS code in each segment can be formulated as a constrained optimization problem and solved through the Lagrangian method [38] . There have been several works proposed to reduce the computational complexity of MD-FEC. We adopt the fast local search method [39] with complexity as in this work. To decode the coded video packets generated by the MD-FEC framework, the RS decoder located at each client terminal needs to know the configuration of RS code used in each segment. The RS configuration is generated through an optimization according to the side information, namely, the R-D of video source, packet loss rate due to the selected PHY modes, and the allocated numbers of transmitted packets. With the side information, the RS configuration can be produced at both client terminals belonging to the same conversation pair. In the next subsection, we will discuss how the server located at the access point coordinates the transmission of video streams and the related side information. Fig. 3 illustrates a flowchart of the proposed system, where user and form a conversation pair. Let the video refreshing rate be frames per second. We divide the time line into slots per second, and perform distortion management to allocate system resources to every stream within one frame refreshing interval, . Note that the distortion management can be performed in a finer time scale to react to fast fading channel so that the channel gain is stable within a time slot. The distortion management consists of two phases, namely, an initialization phase and a video packet transmission phase. The tasks of initialization phase are to gather R-D information of compressed video streams and channel information, and then to perform resource allocation. The task of video packet transmission phase is to send video packets from users to their corresponding conversation partners.
D. Video Over WLAN
There are three steps executed in the initialization phase. In the first step, each user's video source coder encodes video in real time and analyzes the R-D of the compressed video bitstream. Meanwhile, each user's communication module estimates the downlink channel condition, and then sends the R-D models, , along with the estimated channel conditions, , to the resource allocator located at the access point. At the server side, the resource allocator estimates the channel conditions for the uplink, , of all users. In the second step, the resource allocator gathers the R-D information with the channel information, and performs multiuser cross-layer optimization, which is the core of our proposed system and will be discussed in the next section. The resource allocator then informs each user of two sets of transmission configurations. One set is the transmitting configuration for encoding and sending video stream from each user to his/her conversation partner. The configuration information consists of the number of packets to be transmitted, , the selected PHY modes for uplink, , and downlink, , and the channel condition of uplink, and downlink, . The other set is the receiving configuration for receiving and decoding video stream from each user's conversation partner to himself/herself. This second set of configuration information consists of the expected number of packets to be received, , the selected PHY modes for uplink, , and downlink, , the uplink channel condition, , and the R-D models . In the third step, each user applies FEC and packetizes video packets according to the parameters assigned by the resource allocator. The aforementioned control signals are transmitted through control channels. We assume that the required time in this phase is negligible since the overhead rates of control signals are much smaller than the required rates for transmitting video bitstreams.
After the video is encoded, the coded video packets will be transmitted during the video packet transmission phase, which consists of two steps. In the first step, each user will transmit the FEC coded packets using the assigned PHY mode through an uplink to the access point according to the allocated time slot. In the meantime, the communication module located at the access point will check the cyclic redundancy check (CRC) of each received packet, drop the corrupted packets, and buffer the successfully received packets. In the second step, the server forwards the buffered packets to their destinations using the assigned PHY modes for the downlink path. At each mobile terminal, the communication module checks the CRC of each packet, and gathers the successfully received packets. These packets will be forwarded to the application layer for further processing so that the video frames can be reconstructed for displaying.
The critical issue in this system is how the resource allocator selects the transmission configurations for all users such that the service objective is optimized subject to the system resource constraints. We will formulate a single-cell system as an optimization problem and propose a fast algorithm in Section IV.
We then extend the proposed algorithm to a multicell system in Section V.
IV. JOINT UPLINK-DOWNLINK OPTIMIZATION:
SINGLE-CELL CASE Based on the system described in Section III, we first study a simple case where there is only a single cell with intra-cell calls. We begin with a discussion on the video quality model when we jointly consider the channel conditions in both uplink and downlink. The interactive video streaming system is formulated as a min-max optimization problem, subject to the constraints of maximally allowed transmission time. We will present a fast algorithm to find the transmission configurations for both base and FGS layers.
A. Problem Formulation
Consider the system has a total of users. As mentioned in Section III, for user who encodes and sends video streams, we need to determine the PHY mode of uplink, , and the PHY mode of downlink, , in the physical layer, as well as the number of packets sent from user , , in the application layer. To facilitate the discussion, we use a triplet, , to represent a transmission mode. Assuming all packets of the base layer are received successfully, the end-to-end expected distortion using transmission mode can be represented as (10) where is the distortion after receiving all base layer packets successfully, is the distortion reduction if user 's conversation partner receives one more correct packet after having uncorrupted FGS layer packets, and is the probability that the conversation partner receives at least packets successfully when user sends packets. We have (11) Here, is the probability that the server receives packets successfully when user sends packets (12) and is the probability that user 's conversation partner receives at least packets successfully when the server sends packets (13) Note that can be calculated off-line and stored in a lookup table for online retrieval. The complexity to calculate the end-to-end expected distortion in (10) is . To support interactive video streaming, we set the maximum transmission delay as one video frame refreshing interval, i.e., second. Thus, the encoded bitstream of each video frame should arrive at the end user within the refreshing interval of every video frame. As mentioned in Section III-B, we consider a system where there is only one user who can send data at any moment in one cell. Let be the assigned amount of time for user to send a video frame to his/her conversation partner through uplink and then downlink. The overall transmission time of all users, , should not exceed seconds. Note that the amount of time to transmit a fixed-length packet depends on which PHY mode we apply. Denote as the required transmission time if the PHY mode is selected to transmit a packet in a single path. Thus, if user selects PHY mode for uplink and downlink as and , respectively, and sends packets from the sender to the server, the expected transmission time along user 's uplink is (14) The expected number of packets successfully arriving at server is , and expected transmission time along user 's downlink is (15) The overall expected transmission time from user through the server to his/her conversation partner is (16) We formulate the overall distortion management problem in the video streaming system as an optimization problem that searches for each user's transmission mode to minimize the maximum of all users' expected distortion, subject to the maximal available transmission time. That is (17) where is the quality weighting factor and the perceptual distortion function. Because of the integer valued parameters in transmission mode, the problem (17) is hard. The complexity of finding the optimal transmission modes for all users through full search is , where is the number of all feasible transmission modes bounded by the maximum transmission delay and number of PHY modes provided by WLAN. To meet the real-time requirement of the proposed system, we propose a fast algorithm in the next subsection to find a near-optimal solution to problem (17) . As a proof of concept, we consider the case of providing uniform mean-squared distortion among all users, i.e., , , and .
B. Proposed Algorithm
Because the base layer and FGS layer have different properties and importance, we propose a two-stage strategy to allocate resources to the base layer first and then FGS layer. The goal of resource allocation in the base layer is to provide a strong error protection and to reduce the overall transmission time used in the base layer so that the remaining transmission time can be used for sending the FGS layer. For the FGS layer, the resource allocation strategy is to prune out inefficient transmission modes and to find the optimal solutions that gives the lowest maximal distortion among all users.
1) Base Layer:
Let be the bit rate of the nonscalable base layer associated with user for the current video frame. With a fixed packet size, , user requires source packets. The remaining rates of the last source packet, , is filled with the first part of the FGS layer bit stream. We need to determine the uplink and downlink PHY mode and the number of parity packets, , such that the required transmission time for the base layer is the shortest and the end-to-end BER is kept lower than a threshold. In this paper, we set the threshold as suggested in [40] .
The BER requirement can be attained in three steps: we first examine the smallest number of required parity packets for each to achieve using (11); then calculate the corresponding transmission time using (16) ; and finally find the setting with the shortest transmission time (18) Denote as the transmission time using mode . Thus, the overall transmission time for all users is , and the remaining transmission time for FGS layer is . An outage is reported if exceeds , which suggests that there are too many users in the system and there are not even enough resources to support base layer.
2) FGS Layer: To reduce the high dimensionality of the search space, we propose a two-step algorithm by first obtaining a one-to-one mapping function between transmission time and expected distortion (T-D) for each user and then applying bi-section search among all T-D functions to obtain the solutions. The T-D function can be . We can collect all efficient transmission modes as set and the corresponding transmission time as set obtained via an iterative algorithm as follows. The search algorithm starts from the results of receiving only base layer packets and treats it as the first efficient transmission mode. Suppose the efficient mode selected in the previous iteration can achieve expected distortion and transmission time . In the current iteration, the search algorithm will find the next nearest efficient mode by first pruning out all modes with distortion no less than . Then, among the preserved modes, we choose the mode with the smallest increased transmission time deviated from previous selected efficient mode. Let be the transmission time sorted in an increasing order in and the corresponding expected distortion for each transmission time can be obtained. Bring all and the corresponding expected distortion together, we have a time-distortion function for user . The algorithm to obtain a T-D function is summarized in Table II . The complexity of obtaining a T-D function for the worst case is . Fig. 4 shows an example how to obtain the T-D function for a user by considering only PHY mode index 1 and 2. Let represent the two selected PHY modes for uplink, , and for downlink, . For each , we can obtain a curve for the expected transmission time and the expected distortion by using different numbers of packets. Since users choose two PHY modes for uplink and two PHY modes for downlink for a packet, there are four different curves shown in Fig. 4 . As we can see, Point is not an efficient transmission mode because we can find other transmission modes with smaller distortion and shorter transmission time (such as Point ). On the other hand, Point is an efficient transmission mode. After finding all efficient transmission modes, we can collect them as a T-D function, as shown a dotted line in Fig. 4 . In general, the resulting T-D function contains points from different modes.
After obtaining all T-D functions for all users, the problem (17) can be reformulated as (19) Based on the definition of efficient transmission mode, all T-D functions are monotonically decreasing. We solve the problem (19) using bi-section search. The search algorithm calculates the total required time to achieve a targeted distortion, and then increases the targeted distortion at the next iteration if the total required time is higher than the time constraint, , and vice versa. The overall number of iterations is determined by the computation precision used in bi-section search and is typically fewer than 20 in our experiment. If T-D functions are continuous and monotonically decreasing, the solution provided by bi-section search is optimal. However, due to the discrete nature of T-D function as shown in Fig. 4 , the problem (19) is hard [41] and the solution provided by bi-section search is suboptimal. After determining for all users, we can obtain the corresponding transmission mode of each user from .
V. JOINT UPLINK-DOWNLINK OPTIMIZATION:
MULTICELL CASE
In this section, we consider a video streaming system supporting multiple cells. With the awareness of different network traffic load in different cells, joint resource allocation among multiple cells can improve system performance. We first present the proposed system framework and discuss different types of conversation calls hold within multiple cells. We formulate this multicell system as an optimization problem to minimize the maximal distortion among all users, and extend the proposed single-cell algorithm to the multicell system. Fig. 5 shows the proposed framework for multiple cells. Without loss of generality, here we use a system with two cells as an example to illustrate. For simplicity, we assume that the distance between these two cells are long enough, i.e., two sites of a company, such that they won't interfere to each other. Both cells are connected by a wired channel which is reliable without any packet loss and whose bandwidth is large enough to transmit all packets. We also assume the coherent time of the channel condition is much larger than the propagation delays induced by the wired link. A user can have either an intra-cell conversation with a user within the same cell (e.g., the conversation between user 1 and 2 in Fig. 5 ), or an inter-cell conversation with a user located in another cell (e.g., conversation between user 3 and 4). Similar to the distortion management used in the single-cell case, the resource allocator needs to first gather R-D information of all video streams and channel information of all links, and then performs distortion control. Note that only one transmitter is allowed to send data at any time instance in each cell. In this two-cell system, two transmitters located at different cells are allowed to transmit video packets simultaneously. The major tasks of resource allocator are how to jointly consider the traffic load in both cells and how to allocate system resources to each user in each link such that the maximal distortion among all users is minimized.
A. System Framework

B. Problem Formulation
Suppose there are cells in the proposed streaming system. Let and be the set of users who have requested uplink channel and downlink channel to send video streams in the cell, respectively. As an example shown in Fig. 5 , , , , and . We can formulate this video streaming system as an optimization problem that chooses each user's transmission mode to minimize the maximum of all users' expected distortion, subject to the maximal available transmission time constraint in each cell (20) Unlike the single-cell system containing only intra-cell calls, a multicell system needs to consider the inter-cell conversation pairs whose packets are transmitted from cells to cells. The traffic load in different cells may be different and adjusting traffic load in one cell will affect other cells' load through the inter-cell calls. We should jointly allocate time slots in all cells for the inter-cell calls and evaluate the time constraints in all cells. In fact, the problem (20) is a generalized assignment problem, which is hard [41] . To meet the real-time requirement, we propose a fast and suboptimal algorithm by extending the single-cell algorithm.
C. Proposed Algorithm
Similar to the single-cell case, we adopt a two-stage strategy to allocate system resources for the base layer first and then for the FGS layer.
1) Base Layer:
In parallel to the single-cell case, we calculate the required number of packets, , to carry all base layer's bitstream. We then find the optimal transmission mode that has the shortest overall transmission time in both cells with end-to-end BER lower than the BER threshold,
. Once the transmission modes are determined, the overall allocated transmission time for base layer in each cell can be determined as (21) Subsequently, we can calculate the rest transmission time, , to transmit FGS layer's data in each cell.
2) FGS Layer:
We first obtain the T-D functions, , for all users using Table II. For each valid , we can know its corresponding transmission time in the uplink path alone, , and in the downlink path alone, . We reformulate the problem (20) as (22) To solve this problem, we propose a fast algorithm performing multiple rounds of bi-section search on all T-D functions, as shown in Fig. 6 . For a targeted distortion, the search algorithm calculates the total required transmission time including all uplinks and downlinks in each cell. If there is at least one cell whose overall required time is higher than the corresponding time constraint, , the algorithm increases the targeted distortion to reduce the required amount of transmission time in the next iteration, and vice versa. Because the numbers of intra-cell calls and inter-cell calls are different in each cell, the available FGS transmission time in each cell is different. The allocated transmission time in some cells will reach the limit of time constraints first, and some cells may still have unallocated transmission time left. Thus, performing only one round of bi-section search to maintain strict fairness among all users may waste system resources in some cells. To efficiently utilize the remaining system resources, we allow further rounds of bi-section search to reduce users' distortion. A cell is defined as inactive if there is no more transmission time left for FGS layer. A user is inactive if either uplink or downlink of the corresponding video streaming path is in an inactive cell. Once a round of bi-section search is finished, the proposed multicell algorithm will remove the inactive cells and inactive users from the further assignment list. Then, another round of bi-section search is performed on the T-D functions of all active users subject to the set of time constraints in the active cells. The whole algorithm terminates when there are no more active users in this system.
VI. SIMULATION RESULTS
In this section, we evaluate the performance of our proposed scheme and compare it with a traditional sequential optimization scheme. This traditional scheme assigns equal bandwidth to each uplink and downlink and allocates system resources to each link independently. More specifically, the resource allocator first allocates the optimal configuration based on only the uplink channel information and the mobile users transmit packets to access point during the first half of available transmission time. Then, based on the packets received successfully by the access point, the resource allocator optimizes the downlink configuration and the server transmits packets to each mobile user during the second half of available transmission time. We first describe the simulation setup and the performance criteria used to examine both schemes, and then present simulation results for both schemes within a single cell and multiple cells, respectively.
A. Simulation Setup
The simulations are set up as follows. The noise power is and the maximal transmission power for both mobile user and server is 40 mW. The path loss factor is 2.5. Packet length is set to 512 bytes. The video format is QCIF (176 144) with refreshing rate as 30 frames per second and thus . We concatenate 15 QCIF video sequences to form one testing video sequence of 5760 frames. The 15 sequences are 300-frame Akiyo, 360-frame carphone, 480-frame Claire, 300-frame coastguard, 300-frame container, 390-frame foreman, 870-frame grandmother, 330-frame hall objects, 150-frame Miss American, 960-frame mother and daughter, 300-frame MPEG4 news, 420-frame salesman, 300-frame silent, 150-frame Suzie, and 150-frame Trevor. The base layer is generated by MPEG-4 encoder with a fixed quantization step of 30 and the GOP pattern is 29 P frames after one I frame. All frames of FGS layer have up to six bit planes and the maximal available bit rate ranges from 62 K to 191 K bits/frame.
A simulation profile for an N-user system is defined as follows: the video content program for each user is 90-frame long, the first video frame starts from a randomly selected frame of the concatenated video, and the location for each user is randomly selected between 20 m to 100 m. For each simulation profile, we repeat the simulations 100 times and take the average.
B. Performance Criteria
Four performance criteria are used to evaluate the proposed scheme and the traditional scheme. Let denote the PSNR of the received video frame for user . Since the service objective in the problem (17) is to minimize the maximal distortion, our first performance metric is the worst received video quality among all users. We measure the minimal PSNR among all users at frame as and take the average of the minimal PSNRs' over video frames (23) The second metric is the average video quality received by all users, averaged over frames (24) where is the average received video quality of all users' video frame. The higher avePSNR is, the higher system efficiency in terms of overall video quality we have.
The third metric measures the fairness through examining the deviation of video qualities received by users. If users pay the same price for certain video quality, the received qualities for these users should be similar. To quantify the fairness, we calculate the standard deviation for all users' video frame and take the average along the whole -frame video, i.e., (25) The lower stdPSNR is, the fairer video quality each user receives.
The forth metric concerns the quality fluctuation. Because significant quality differences between consecutive frames can bring irritating flickering and other artifacts to viewers even when the average video quality is acceptable. To quantify the fluctuation of quality between nearby frames, we use the mean absolute difference of consecutive frames' PSNR, madPSNR, to measure the perceptual fluctuation along each video sequence and take the average over users (26) 
C. Single-Cell Case
We first use a four-user system to illustrate the proposed scheme to achieve fair video quality. User 1, 2 and User 3, 4 are teamed up to form two conversation pairs. The locations of User 1 to 4 are 91 m, 67 m, 71 m, and 20 m away from the access point, respectively. For the video content, User 1 to 4 send one frame of video sequence, Akiyo, carphone, Claire, and foreman to their corresponding conversation partner, respectively. The selected transmission modes for the FGS layer using the proposed algorithm are summarized in Table III . As we can see, User 1 to 4 selects uplink PHY modes as 4, 6, 4, and 8, respectively; and downlink PHY modes as 5, 4, 7, and 5, respectively. As expected, a link with longer transmission distance or worse channel condition requires a higher level of error protection (i.e., smaller PHY mode index) to protect video packets. We then compare the required number of packets for each user. The required number of packets for User 2 and 4 are 32 and 24, respectively, which are higher than the 17 and 8 packets for User 1 and 3, respectively. This is because User 2's sequence, carphone, and User 4's sequence, foreman, have higher content complexity than the other two sequences and require more packets to achieve similar video quality. The overall transmission time for each video stream depends on the number of packets and the selected PHY modes, and is calculated using (14)- (16) . Finally, we evaluate the final reconstructed video quality. As shown in Table III We compare the proposed scheme with the sequential optimization scheme by keeping the same simulation setting as mentioned above, except that each user sends a 90-frame video sequence to his/her conversation partner. We repeat the experiments 100 times to calculate the average PSNR for each frame. Fig. 7 shows the frame-by-frame PSNR. As shown, the proposed scheme can provide higher minimal and average PSNR, more uniform video quality among all users, and lower quality fluctuation along each received video sequence than the sequential optimization scheme. The performance gain is attributed to the dynamic bandwidth allocation by the proposed scheme to users in uplink and downlink transmission paths. Note that the sequential optimization scheme allocates fixed seconds for all uplinks and another seconds for all downlinks. Because of the asymmetric channel conditions along uplink and downlink for each video stream and the time heterogeneity of video content, the sequential optimization scheme lacks the freedom to dynamically adjust the time budget for uplink and downlink to attain better video quality.
We evaluate the performance of both schemes with different number of users within a single cell and show the results in Fig. 8 . We average the results over 100 simulation profiles as described in Section VI-A, and calculate the minPSNR, avePSNR, stdPSNR, and madPSNR as defined in Section VI-B. We can see in Fig. 8(a) that, for the minPSNR criterion, the proposed joint optimization scheme outperforms the sequential optimization scheme 3.82 11.50 dB. In other words, the worst received quality among all users in the proposed scheme has a substantial improvement over the one in the sequential optimization scheme. Comparing the avePSNR as shown in Fig. 8(b) and the stdPSNR as shown in Fig. 8(c) , the proposed scheme has higher overall quality by 2.18 7.95 dB and lower quality deviation by 0.92 2.95 dB among all users than the sequential optimization scheme. The proposed algorithm can provide not only higher overall users' video quality but also more uniform video quality among all users. In general, a system with more users can leverage the diversity of video content complexity to provide more consistent video qualities to all users. However, we observe that the stdPSNR for the proposed system with ten users is slightly higher than the one with eight users. This is because the available FGS transmission time for the system with ten users is close to 0. In most cases, the system can allocate transmission time for the base layer only. Consequently, there are less transmission time budget left for FGS bitstreams to compensate the quality deviation among users contributed by the base layer, which results in higher stdPSNR. Fig. 8(d) shows the quality fluctuation along each received video sequence for both schemes. The proposed scheme can achieve 0.25 1.11 dB lower madPSNR than the sequential optimization scheme. By exploring multiuser diversity, the more users the proposed system has, the lower quality fluctuation each user experiences.
D. Multiple-Cell Case
For the multicell case, without loss of generality, we simulate a two-cell system in which there are 8, 12, and 16 users. For each simulation profile, each user is randomly located in either cell, the distance from each user to his/her cell's access point is randomly selected between 20 m to 100 m, and each user's first video frame is also randomly picked from the testing video sequence. We repeat the simulation using 100 different profiles and average the results to evaluate the performance. Fig. 9(a) and (b) shows the minPSNR and avePSNR using both schemes for different number of users in this system, respectively. The proposed joint uplink and downlink optimization scheme outperforms the sequential uplink and downlink optimization scheme by 4.92 10.50 dB for the minimal PSNR and by 3.04 7.43 dB for the average PSNR. Since there are three different types of video streaming flows in this system, namely, inter-cell call between cell one and two, intra-cell call within cell one, and intra-cell call within cell two. we shall compare the stdPSNR for each type of call separately. As revealed by Fig. 9(c) , the proposed algorithm can provide lower quality deviation for all three types of calls. Fig. 9(d) shows the quality fluctuation along each received video sequence for both schemes, suggesting that the proposed scheme provides lower quality fluctuation than the sequential optimization scheme. In summary, the proposed scheme can provide higher minPSNR, higher avePSNR, lower stdPSNR, and lower madPSNR, which again demonstrates the superiority of joint uplink and downlink optimization.
To study the bottleneck effect caused by different traffic loads over different cells, we conduct another simulation in which there are 8 users and there are only two types of calls, namely, inter-cell call between cell one/two and intra-cell call within cell one. The PSNR performances with various number of intra-cell calls in cell one are shown in Fig. 10 . If the system has more intra-cell calls within cell one, there are more users requesting bandwidth to deliver video streams such that cell one becomes the system's bottleneck. Consequently, the allocated bandwidth for each user is reduced, and the received video quality decreases. Fig. 10(c) shows that the stdPSNR of a system with only one intra-cell call is slightly higher than the one without any intra-cell calls. This is because 7% of simulation profiles have all users in cell two being far away from the access point. These users adopt higher level of error protection to transmit video streams and thus require longer transmission time along the corresponding uplinks and downlinks in cell two than in cell one. Therefore, the available transmission time in cell two will saturate earlier than cell one. To utilize unassigned transmission time in cell one, our algorithm performs another round of bi-section search in cell one. It results in two different levels of video quality in the overall system and the quality deviation among all users increases.
VII. CONCLUSION
In summary, we have constructed a network-aware and source-aware video streaming framework for multiple conversation pairs within IEEE 802.11 networks. The proposed framework dynamically performs multidimensional resource allocation by jointly exploring the cross-layer error protection, multiuser diversity, and the heterogeneous channel conditions in all paths. We formulate the system as a min-max optimization problem to provide satisfactory video quality for all users. A fast algorithm that converts system resources into time-distortion functions is proposed to determine the transmission configuration for each user in both single-cell and multicell scenario.
We compare the proposed scheme with a traditional scheme that performs sequential optimization for uplink and downlink. Our experiments demonstrated that the proposed scheme for a single cell scenario can obtain a 2.18 7.95 dB gain for the average received PSNR of all users and a 3.82 11.50 dB gain for the minimal received PSNR among all users. For a two-cell case, the proposed scheme can achieve a 4.92 10.50 dB gain for the worst received quality among all users and a 3.04 7.43 dB gain for the average video quality. In addition, the proposed scheme can provide more uniform video quality among all users and lower quality fluctuation along each received video sequence. 
