Abstract. The present paper deals with the inverse problem for degenerate elliptic systems of first order equations in multiple connected domains with Riemann-Hilbert type map. Firstly the formulation and the complex form of the problem for the degenerate elliptic systems of first order are given, and then the coefficients of the above systems are constructed by a new complex analytic method. As an application of the above results, we can derive the corresponding results of the inverse problem for degenerate elliptic equations of second order in multiple connected domains from Dirichlet to Neumann map. Keywords. Existence theorems, inverse problems, elliptic complex equations, degeneracy, multiple connected domains.
Formulation of the inverse problem for degenerate elliptic complex equations of first order
In [1-4, 6-8, 13, 14] , the authors posed and discussed the inverse problem of second order elliptic equations without degenerate line. In this paper, by using the complex analytic method, the existence of solutions of the inverse problem for elliptic complex equations of first order with degenerate curve in multiple connected domains with Riemann-Hilbert type map is discussed. (1.2)
We can discuss equation (1.2) , and equation (1.1) can be similarly discussed.
From the ellipticity condition [12, Chapter I], we have
and J = 0 on γ = D ∩ {ŷ = y − x 2 = 0}, hence system (1.1) or (1.2) is elliptic system of first order equations in D\γ with the parabolic degenerate curve γ (see [12] ). Setting Y = G(ŷ) = ∫ŷ 0 then the system (1.1) can be written in the complex form 
H(t)dt, Z = x + iY in D, if H(ŷ) = |ŷ|
are unknown real constants to be determined appropriately, and z = z(ζ) is a conformal mapping from the unit disk |ζ| < 1 onto the bounded domain D 0 bounded by Γ 0 . In addition, for K ≥ 0 the solution W (z) is assumed to satisfy the point conditions
are distinct points, and q j (j ∈ J) are all real constants where K = 1 2π
is called the index of λ(z) on Γ. The above boundary value problem is called Problem RH1 for equation (1.3) . Under Condition C, we can find the unique solution W (z) of Problem RH1 for equation (1.3) in D. In fact, we can only choose any index, for instance the index K = N − 1, in this case, f (z) = 0 on Γ\Γ 1 and f (z) = g 1 on Γ 1 , g 1 is an undetermined real constant, and there
It is clear that the above solution W (z) satisfies the following RiemannHilbert type boundary condition for the equation (1.3): 5) and then the boundary conditions of modified Riemann-Hilbert to RiemannHilbert type map can be written as follows
which will be called Problem R1 for the complex equation (1.3) (or (1.1)), where
is a complex function, and denote by {h 1 (z)} the set of above all functions.
For the further requirement, we give the modified Riemann-Hilbert problem (Problem RH2) for the equation (1.3) . Herein we only choose the modified boundary conditions with the index K = N − 1, namely
where λ(z), r(z) on Γ are the similar to before, f (z) = { g 1 on Γ 1 0 on Γ\Γ 1 , and assume that the solution W (z) satisfies the N point conditions 
Thus we have
which will be called Problem R2 for the complex equation (1.3) (or (1.1)), where
is a complex function. It is not difficult to see that the function h 2 (z) is also a function of the set {h 1 (z)}. On the basis of the above discussion, we see that for any function f 1 (z) (or f 1 (z)) of the set C α (Γ) in the modified Riemann-Hilbert boundary condition (1.4) (or (1.6)), there is a set {f 2 (z)} (orf 2 (z)) of the functions of RiemannHilbert type boundary condition (1.5) (or (1.7)), furthermore we obtain h 1 (z) (or h 2 (z)). Denote by R h the set of {h(z)} including {h 1 (z)} and {h 2 (z)}, our inverse problem is to determine the coefficient a, b, c and d of equation (1. (1.3)) from the set R h , which will be verified later on.
We mention that if (see [9, 10, 12] ), hence from {W (z)} and T W Z , we can choose the subsequences which uniformly converges the Hölder continuous functions in D respectively. From this, we can also obtain the corresponding Pompeiu and Plemelj-Sokhotzki formulas about W (z) in D.
Existence of solutions of the inverse problem for degenerate elliptic complex equations of first order
According to [9] introduce the notations
We consider the first order complex equation with singular coefficients
where
Applying the Pompeiu formula (see [9, Chapters I, III]), the corresponding integral equation of the complex equation (2.1) is as follows
For simplicity we can only consider the following integral equation We first prove the following lemma (see [2] ).
) is a solution of the integral equation
if and only if it is a solution of the integral equation . On the basis of the Pompeiu formula
where g(ζ) = h 1 (ζ) on Γ. Moreover by using the Plemelj-Sokhotzki formula for Cauchy type integral (see [5, 11] ) 
Proof. On the basis of the theory of integral equations (see [5, 7, 14] ), we can obtain the solutions h 1 (z) and h 2 (z) of (2.6). In fact, from Lemma 2.1 we can define the functions Proof. We shall find two solutions ϕ 1 (z) = W 1 (z) and iϕ 2 (z) = W 2 (z) of the complex equation
As stated in Lemmas 2.1, 2.2, we can require that the above solutions satisfy the boundary conditions
Moreover on the basis of Lemma 2.4 below, we have
Thus from (2.7), the coefficients can be determined as follows
From the above formulas, the coefficients a(z), b(z), c(z) and d(z) of the equation (1.1) are obtained, i.e.
a(z) + ic(z) = 2[A(z) + B(z)], d(z) − ib(z) = 2[A(z) − B(z)] in D.

Lemma 2.4. For the solutions F (z), G(z) of equations (2.7), we can get the inequality (2.8).
Proof. Suppose that (2.8) is not true, then there exists a point
Thus we have two real constants c 1 , c 2 , which are not all equal to 0, such that
In the following, we prove that the equality of c 1
, where Φ(z), Φ 0 (z) are analytic functions in D, and
] dσ ζ = c 1 + c 2 i, and then
The above equality implies
and the above homogeneous integral equation only have the trivial solution,
This is impossible.
For the above discussion, we see that four real coefficients a(z), b(z), c(z), d(z) of the system (1.1) or two complex coefficients A(z), B(z) of the complex equation (1.4) can be determined by two boundary functions h 1 (z), h 2 (z) in the set R h .
We have tried to prove the existence of solutions for above inverse problem by the inverse scatting method as stated in [7, 8, 13, 14] , but it cannot be completed, hence the new complex method in the presented article is used. Besides, the global uniqueness of solutions for the inverse problem will be further investigated. 
and D Z is the image domain of D with respect to the mapping
is a special case of equation (3.2). For convenience we only discuss the complex equation (3.2) about the number Z replaced by z later on. Introduce the Dirichlet boundary condition for the equation (3.1) as follows:
is a positive constant, which is called Problem D for equation (3.1) . If we find the derivative of positive tangent direction with respect to the unit arc length parameter s of the boundary Γ with s(0) = arg(z 0 + 0) = 0, where the point z 0 ∈ Γ 0 , then
It is clear that the equivalent boundary value problem is found a solution [W (z), u(z)] of the complex equation (3.2) with the boundary conditions
and the relation
, thus the index of the above boundary value problem is
obviously this is a special case of Riemann-Hilbert boundary value problem (Problem RH) as stated in Sections 1 and 2. It is easy to see that
is the arc length of Γ j (j = 1, . . . , N ) and applying the Green formula, the function u(z) determined by the integral in (3.4) in D is single-valued. Under the above condition, the corresponding Neumann boundary condition is
where n is the unit outwards normal vector of Γ. The boundary value problem (3.1) (or (3.2)), (3.5) will be called Problem N. Hence the boundary conditions of Dirichlet and Neumann problems can be written as follows
which will be called Problem DN for the complex equation ( 3) , there is a set {f 2 (z)} of the functions of Neumann boundary condition (3.5) as stated before, which is called the Dirichlet to Neumann map. According to the method of Section 1, we can obtain the set of functions {h(z)}, which is denoted by R h . Later on we will determine the coefficients of equation (3.1) from the set R h = {h(z)}.
We consider the first order complex equation with singular coefficients 6) where
On the basis of the Pompeiu formula (see [9, Chapters I, III] ), the corresponding integral equation of the complex equation (3.6) is as follows
For simplicity we can only consider the following integral equation
Similarly to Section 2, we see that the above integral equation has a unique solution.
Similarly to the proof of Lemma 2.2 as stated before, we can prove the following lemma. 
if and only if it is a solution of the integral equation
Lemma 3.2. Under the above conditions, the functions h 1 (z), h 2 (z) as stated in Section 1 are the solutions of the system of integral equations
Proof. From Lemma 3.1, we define the functions
which are analytic in C\D with the boundary values h 1 (z), h 2 (z) on Γ respectively. Thus we can get the solutions h 1 (z) and h 2 (z) of (3.8) and satisfy the complex equation (3.7). Proof. We shall find two solutions ϕ 1 (z) = W 1 (z) and iϕ 2 (z) = W 2 (z) of complex equation 
13
with the conditions ϕ 1 (z) → 1 and iϕ 2 (z) → i as z → ∞. In fact the above solutions F (z) = ϕ 1 (z), G(z) = iϕ 2 (z) are also the solutions of integral equations
As stated in Lemmas 3.1, 3.2, we can require that the above solutions satisfy the boundary conditions 
From the above formulas, we can obtain the coefficients a(z) and b(z) of the equation ( 
The property of an integral operator
It is clear that the complex equation
is a special case of equation (1. 
