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Abstract
In this paper we apply the Garland–Lepowsky Theorem to compute the homology of the Lie
algebra N = sln(tC[t]). By suitably taking Euler characteristics we derive a theorem of Stembridge
which gives a combinatorial decomposition of a virtual character of SLn(C). In his theorem,
Stembridge indexes the Schur functions that appear in his decomposition by an integer vector of
length n and a permutation in Sn. An additional feature of our approach is that we interpret the integer
vector and permutation in terms of the affine Weyl group of the Kac–Moody Lie algebra of type A.
A second result, given in the Garland–Lepowsky paper (extending an earlier result of Kostant), is
an explicit formula for the eigenvalues of the Laplacian in the Koszul complex for computing the
homology of N . We give an alternative quite different in nature description of those eigenvalues.
The Garland–Lepowsky formula is algebraic, stated in terms of differences of squared norms. Our
description is combinatorial, stated in terms of structural features of certain graphs. In order to make
this combinatorial interpretation seemingly more natural, we link it directly with the paper of Kostant.
We work in this part with the Lie algebra L= T ⊕N where T is the span of x⊗ 1 with x taken from
the strictly upper triangular matrices in sln(C).
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In an earlier paper [8], Stembridge considered the decomposition of the virtual character
of SLn(C) given by
Ω(x1, . . . , xn;q)=
n∏
i=1
n∏
j=1
∞∏
=1
(
1− xi
xj
q
)
into Schur functions modulo the relation x1 . . . xn = 1. In other words, for each partition δ
with (δ) < n, Stembridge computed the polynomial Pδ(q) such that
Ω(x1, . . . , xn;q)=
∑
δ
Pδ(q)sδ(x1, . . . , xn) mod x1 . . . xn = 1.
Let δ = (δ1, δ2, . . . , δn−1,0) be a partition with fewer than n parts. We say that δ has
property S if the vector δ + (n − 1, n − 2, . . . ,1,0), taken mod n, is a permutation of
the numbers {0,1, . . . , n − 1}. Stembridge proved the following result which completely
determines the polynomials Pδ(q) (see [8, Theorem 4.1]).
Theorem 1 (Stembridge [8]). Let δ be a partition with (δ) < n. Then
(A) Pδ(q)= 0 if δ does not have property S.
(B) If δ has property S, write
δ+ (n− 1, n− 2, . . . ,0)= nz+ τ (n− 1, n− 2, . . . ,0)
where z= (z1, . . . , zn) ∈ Zn and τ ∈ Sn. Define s = (s1, . . . , sn) ∈ Zn by s =w0τ−1z
where w0 is the permutation of maximal length in Sn.
Define p1(δ) and p2(δ) in terms of s as follows:
p1(δ)=
∑
i<j
(si − sj )+ i( s )
where i( s ) is the number of inversion of s, i.e., the number of pairs u < v with su > sv ,
and
p2(δ)=
∑
i<j, si>sj
(
si − sj
2
)
+
∑
i<j, sisj
(
sj − si + 1
2
)
.
Then Pδ(q)= (−1)p1(δ)qp2(δ).
In this article we prove a homological result which generalizes Theorem 1 in the sense
that one can derive Theorem 1 from the main result of this paper by appropriately selecting
Euler characteristics. Our main theorem also interprets the vector z and the permutation τ
(both appearing in the theorem in terms of the affine Weyl group of the root system A˜n−1.
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of how the Lie algebra homology of sln(C) ⊗ (tC[t]/(tk+1)) stabilizes as k approaches
infinity.
In Section 2 we recall some definitions and results from Lie-algebra homology. In
Section 3 we prove the main result using the Garland–Lepowsky Theorem [3] and derive
Theorem 1 from it. The work of Garland and Lepowsky (following the earlier work of
Kostant [7]) gives an algebraic formula which completely determines the eigenvalues of the
Laplacian operator. In Section 4, we prove a theorem which gives a different, combinatorial
description of the same eigenvalues. Lastly, in Section 5 we discuss the pertinence of our
result to the homology of sln(C)⊗ (tC[t]/(tk+1)).
2. Lie algebra homology and the Garland–Lepowsky Theorem
Let N be a complex Lie algebra. Recall that the Lie-algebra homology boundary
operator ∂r :
∧r
N →∧r−1N is defined by
∂r (η1 ∧ · · · ∧ ηr)=
∑
i<j
(−1)i+j+1[ηi, ηj ] ∧ η1 ∧ · · · ∧ ηˆi ∧ · · · ∧ ηˆj ∧ · · · ∧ ηr . (1)
It is easy to check that ∂r ∂r+1 = 0 for all r  0. The Lie algebra homology of N is the
graded space H∗(N) defined by
Hr(N)= ker(∂r )im(∂r+1) .
Assume N has an N-grading as a Lie algebra. In other words, N can be written as a vector
space direct sum,
N =
⊕
w0
Nw,
where [Nu,Nv] ⊆Nu+v . We refer to the nonzero vectors in Nu as having weight u.
We extend the notion of weight to
∧
N by saying that η1 ∧ · · · ∧ ηr has weight
w = (u1 + · · ·+ur) for ηi ∈Nui . This gives a bigrading of
∧
N by degree r and weight w
with the (r,w)-bigraded piece being
r,w∧
N =
⊕
r
( r0∧
N0
)
⊗
( r1∧
N1
)
⊗ · · · ,
where the sum is over all r = (r0, r1, . . .) with ∑ ri = r and ∑ iri = w. From (1), it is
clear that ∂r :
∧r,w N →∧r−1,w N , and so we can bigrade H(N) by degree and weight
according to
Hr,w(N)=
(
ker
(
∂r |∧r,w N ))/(im(∂r+1|∧r+1,w )).N
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representation α, with
α(h)[x, y] = [α(h)x, y]+ [x,α(h)y].
Then by (1), α(G) commutes with ∂. Thus α(G) extends to a representation of G on
H(N). If in addition α(G) · Nu ⊆ Nu for all u then α(G) preserves both degree and
weight of H(N). Given a negative dominant weight λ of G, let mλ(Hr,w(N)) denote the
multiplicity of the irreducible representation indexed by λ in Hr,w(N).
Under the assumptions above, α(G) acts on
∧r,w(N). For each negative dominant
weight λ of G, we let
∧r,w
λ (N) denote the space of minimal weight vectors of weight
λ in
∧d,w
(N). Since α(G) commutes with ∂r , we have that ∂r :
∧r,w
λ (N)→
∧r−1,w
λ (N).
So we have the subcomplex
· · ·→
r+1,w∧
λ
(N)→
r,w∧
λ
(N)→
r−1,w∧
λ
(N)→·· · (2)
for every w and λ. Let Hλr,w(N) be the homology of (2). By the usual weight theory for
semisimple Lie algebras (applied to G) we have
mλ
(
Hr,w(N)
)= dim(Hλr,w(N)). (3)
Definition 2. The Euler characteristic for weight w and negative dominant weight λ is
χλw =
∞∑
r=0
(−1)rmλ
( r,w∧
(N)
)
=
∞∑
r=0
(−1)rmλ
(
Hr,w(N)
)
.
By (3) we have
χλw =
∞∑
r=0
(−1)r dim(Hλr,w(N)).
Definition 3. Define Pλ(q), the Poincaré series for λ by
Pλ(q)=
∑
w
χλwq
w.
As an observation to finish this section we compute Pλ(q) in terms of formal characters.
For each negative dominant weight λ, let Vλ denote the irreducible representation ofGwith
minimal weight λ and let ch(Vλ) denote its formal character. The following proposition is
easy to prove.
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∞∏
u=1
( ∏
α∈H ∗
(
1− qu eα)mα(Nu))=∑
λ
Pλ(q) ch(Vλ)
where H is a Cartan subalgebra of G with dual space G and eα is a formal exponential
of α.
Henceforth let G = gln(C) with root system An = {±(ei − ej ): 1  i < j  n} and
Weyl group Sn. For β = eu− ev ∈An, let xβ be the matrix in Gα with a 1 in the u,v entry
and 0’s elsewhere. Let N be the subalgebra G⊗ tC[t] of the affine Lie algebra with affine
root system A˜n. Note that if we assign weight u to G ⊗ tu then this gives a Lie algebra
grading of N .
There is a natural action α of sln(C) on N defined by α(x)(y ⊗ tu) = [x, y] ⊗ tu. As
usual, we choose the diagonal matrices in sln(C) to be a Cartan subalgebra H . Let λi be
the linear functional on which G assigns a 1 to the diagonal matrix with a 1 in the i, i entry.
Then
H ∗ = 〈λ1, . . . , λn〉/
〈
(λ1 + · · · + λn)
〉
.
We are going to compute the left-hand side of Proposition 4 with xi used to denote eλi .
For each weight u, Nu =G, so
mα(Nu)=
{1 if α = ei − ej for i = j,
n if α = 0,
0 otherwise.
Thus,
∞∏
u=1
( ∏
α∈H ∗
(
1− qu eα)mα(Nu))= ∞∏
u=1
(
1− qu)n∏
i =j
(
1− xi
xj
qu
)
=Ω(x1, . . . , xn;q).
Moreover, the relation λ1 + · · · + λn = 0 is equivalent to x1 . . . xn = 1, so that
Ω(x1, . . . , xn;q) must be considered modulo that relation.
The irreducible representations of sln(C) are indexed by partitions δ with fewer than
n parts (the partition corresponding to an irreducible describes the maximal weight of the
irreducible). It is easy to check that the formal character of the irreducible indexed by δ is
the Schur function sδ(x1, . . . , xn). Combining all these facts we see that
Pδ(q)= P̂λ(q)
where δ is a positive dominant weight and λ is the unique negative dominant weight in the
irreducible representation indexed by δ.
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for i ∈ Z and α ∈An. Let R+ be the set of positive roots in R, so
R+ = {i + α: i > 0} ∪A+n .
Lastly, given a root i + α ∈ R, define x(i + α) ∈L to be xα ⊗ t i ∈Gα ⊗ t i .
Let Λ be the Z-module in Rn generated by An so Λ is an abelian group having Sn
as a group of automorphisms. Let W be the semidirect product of Sn and Λ. We write
elements of W in the form σλ with σ ∈ Sn,λ ∈Λ. The group multiplication is given by
(σλ) · (τµ)= (στ)(τ−1λ+µ).
W acts on R by
(σλ) · (i + α)= (i + 〈λ,α〉)+ σα
where 〈λ,α〉 denotes ordinary dot product. For each w ∈W , let Φ(w) denote the set of
positive roots that are taken to negative roots by w, i.e.,
Φ(w)=R+ ∩ (w−1R−).
Definition 5. Define W 1 to be the subset of W given by
W 1 = {w ∈W : Φ(w) ∩A+n = φ}.
Note that if w ∈W 1 then the set of xβ for β ∈Φ(w) is contained in N . For each w ∈W 1
define v(w) by
v(w)=
∧
β∈Φ(w)
xβ ∈
∧
N.
Taking S = {1,2, . . . , n}, X= C to be the trivialG-module,µ= 0, we obtain the following
result from the proof of Theorem 8.6 in [3].
Theorem 6. With notation as above:
(a) If w ∈W 1 then ∂(v(w))= 0.
(b) The set of {v(w)+ Im∂} is a basis for H(N).
(c) Each v(w) is a minimal weight vector with respect to the action of G on ∧N , i.e.,
each v(w) is a weight vector satisfying G−v(w)= 0.
Note. In the simplified situation that we are looking at, it is straightforward to check (a),
(c), and that the set of {v(w)+ Im∂} is linearly independent. The depth of the theorem in
our case is the {v(w) + Im∂} spans H(N). In Section 4, we will return to this topic and
discuss a result which is relevant to the proof of Theorem 6.
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Section 1, we have that for any negative dominant weight λ,
P̂λ(q)=
∑
w∈W 1λ
(−1)r1(w)qr2(w)
where W 1λ is the set of w in W 1 such that λ is theG-weight of v(w), where r1(w)= |Φ(w)|
and where
r2(w)=
∑
i+α∈Φ(w)
i.
3. Computing the homology of G⊗ tC[t]
The Garland–Lepowsky Theorem applies directly to the computation of the Lie algebra
homology of G⊗ tC[t]. This computation together with Proposition 4 will give the result
of Stembridge [8, Theorem 4.1]. The first step in computing this homology is to determine
the set W 1.
Lemma 8. A group element σλ ∈W is in W 1 if and only if
(a) λ1  λ2  · · · λn;
(b) if i < j and λi = λj then σ i < σj .
Proof. Let σλ be in W . Then σλ ∈W 1 if and only if (σλ)(ei − ej ) > 0 for all i < j . Note
that
σλ(ei − ej )= (λi − λj )+ (eσ i − eσj )
which is positive if and only if λi > λj or λi = λj and σ i < σj . The result follows. ✷
Next we need to compute the sets Φ(w) for each w ∈W . This is done in the next lemma.
Lemma 9. Let σλ be an element of W 1 . Then Φ(σλ) is the set of i − (eu − ev) such that
u < v and either
(a) σu < σv and 1 i  λu − λv , or
(b) σu > σv and 1 i  λu − λv − 1.
Proof. As σλ ∈ W 1, σλ satisfies conditions (a) and (b) of Lemma 8. Suppose that
i + (eu − ev) ∈ Φ(σλ). By definition of W 1 we have i  1. Also the affine part of
(σλ)(i+ (ev−ev)) is i+ (λv−λu), which is greater than 0 if v  u. So the only candidates
for i + (ev − eu) to be in Φ(σλ) are those with i  1 and u < v.
Suppose i  1 and u < v. Then
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(
i + (λv − λu)
)+ (eσv − eσu) < 0
iff
{
i < (λu − λv) or
i = (λu − λv) and σu < σv.
The result follows. ✷
Theorem 1 follows most directly from Corollary 7. To apply Corollary 7 we need to
compute three things for each w ∈W 1:
(1) The negative dominant weight µ(w)=∑i+α∈Φ(w) α.
(2) r1(w)= |Φ(w)|.
(3) r2(w)=∑i+α∈Φ(w) i.
These three quantities are computed in the next theorem.
Theorem 10. Let σλ ∈W 1 and let i(σ ) denote the set of inversions of σ (i.e., the set of
pairs u < v with σu > σv). Then
(1) µ(σλ)=
∑
i+α∈Φ(σλ)
α =−nλ+
{ ∑
u,v∈i(σ )
(eu − ev)
}
.
(2) r1(σλ)= |Φ(σλ)| =
{∑
u<v
(λu − λv)
}
− |i(σ )|.
(3) r2(σλ)=
∑
i+α∈Φ(σλ)
i =
{ ∑
u<v/∈i(σ )
(
λu − λv + 1
2
)}
+
{ ∑
u<v∈i(σ )
(
λu − λv
2
)}
.
Proof. The computations of r1(σλ) and r2(σλ) follow immediately from Lemma 9. To
compute µ= µ(w), we have
µ−
∑
u<v∈i(σ )
(eu − ev)=−
∑
u<v
(λu − λv)(eu − ev)=−
∑
u
(
(n− 1)λu −
∑
u =v
λv
)
eu
=−nλ−
∑
u
(λ1 + · · · + λn)eu.
But recall that λ1 + · · · + λn = 0 so the result follows. ✷
For a negative dominant weight µ0, define W 1µ0 to be the set of all w ∈ W 1 with
µ(w)= µ0. An immediate corollary of Theorem 10 is the following result.
Corollary. Let µ0 be a negative dominant weight. If µ0 = µ(σλ) for σλ ∈W 1 then this
pair is unique and so Hµ0(N) is one-dimensional and
P̂µ0(q)= (−1)r1(σλ)qr2(σλ).
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n(λ′ − λ)= (σ−1ρ)− ((σ ′)−1ρ)
where ρ = 1/2((n− 1), (n− 3), . . . ,−(n− 3),−(n− 1)). Here we used the fact that for
τ ∈ Sn we have ∑
u<v∈i(τ )
(eu − ev)= ρ −
(
τ−1
) · ρ.
Hence,
n
(
σ(λ′ − λ))= ρ − (σ−1σ ′)−1 · ρ = ( ∑
u<v∈i(σ−1σ ′)
eu − ev
)
.
The vector on the left-hand side of this equality is an integer vector all of whose coordinates
are divisible by n. The vector on the right-hand side is an integer vector all of whose
coordinates have absolute value less than n. So both vectors are 0 hence λ= λ′ and σ−1σ ′
is the identity. The result follows. ✷
Putting all these facts together we can end with a complete determination of the
polynomials P̂µ0(q).
Theorem 11. Let µ0 be a negative dominant weight. Then
(1) Hµ0(N)= 0 if µ0 is not of the form (−λn)+ (ρ − σ−1ρ) for σλ ∈W 1.
(2) If µ0 = (−nλ)+ (ρ − σ−1ρ) for σλ ∈W 1 then
(a) Hµ0(N)= 〈v(σλ)+ Im∂〉,
(b) P̂µ0(q)= (−1)r1(σλ)qr2(σλ), where r1(σλ)= 2〈λ,ρ〉 − (σ ) and where
r2(σλ)=
(∑
u<v
(
λu − λv + 1
2
))
−
( ∑
u<v∈i(σ )
(
λu − λv
))
.
We end this section by deriving Stembridge’s result (Theorem 1) from Theorem 11.
This is complicated by the fact that Theorem 1 indexes irreducibles by positive dominant
weights, whereas Theorem 11 indexes irreducibles by negative dominant weights. Recall
that if δ is the positive dominant weight in an irreducible representation V then the negative
dominant weight in V is given by µ=w0δ wherew0 is the permutation of maximal length,
w0 = (1, n)(2, n− 1)(3, n− 2) . . . .
Theorem 12. Let V be an irreducible sln(C)-module with maximal weight δ and minimal
weight µ=w0δ. The following two conditions are equivalent:
(C1) δ has property S.
(C2) µ= µ(σλ) for some σλ in W 1 .
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δ =−nw0λ+w0ρ −
(
σ−1
)w0w0ρ =−nw0λ+ (σ−1)w0ρ − ρ.
The last equality holds because w0ρ =−ρ. To test δ for property S, we form the vector
v = (n− 1, n− 2, . . . ,1,0)+ δ
and check whether v taken modulo n is a permutation of the numbers 0,1, . . . , n−1. Doing
so we have
v = (n− 1, n− 2, . . . ,1,0)+ (σ−1)w0ρ − ρ mod n
= (n− 1, n− 2, . . . ,1,0)+ (σ−1)w0(ρ +(n− 1
2
)
1
)
−
(
ρ +
(
n− 1
2
)
1
)
,
where 1 denotes the all 1’s vector. Note that
ρ +
(
n− 1
2
)
1 = (n− 1, n− 2, . . . ,1,0),
so
v ≡ (σ−1)w0(n− 1, n− 2, . . . ,1,0) mod n.
This shows that δ has property S and (C2) implies (C1).
Conversely, suppose that δ + (n − 1, n − 2, . . . ,1,0) is congruent to τ (n − 1, n − 2,
. . . ,1,0) mod n where τ ∈ Sn. Let σ = (τw0)−1 and let λ be defined by
λ=−1
n
w0(δ+ ρ − τρ).
As in the argument above we have
δ+ ρ − τρ = (δ + (n− 1, n− 2, . . . ,1,0))− τ (n− 1, n− 2, . . . ,1,0),
and so λ is an integer vector.
Claim 1. λ1  λ2  · · · λn.
Proof. Let
u=−nw0λ=
(
δ+ (n− 1, n− 2, . . . ,1,0))− τ (n− 1, n− 2, . . . ,1,0).
Note that λi  λi+1 if and only if −un−i+1  −un−i , so it is enough to show that
u1  u2  · · · un.
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is divisible by n. Note that
ui = (di + n− i)−
(
τ (n− 1, n− 2, . . . ,1,0))
i
 (di + n− i)− (n− 1)= di − i + 1
and that
ui+1 = (di+1 + n− i − 1)−
(
τ (n− 1, n− 2, . . . ,1,0))
i+1  (di+1 + n− i − 1),
where the di are the coordinates of δ. So,
ui+1 − n ui  di − i + 1 di+1 − i + 1 ui+1 − n+ 2 > ui+1 − n,
which is a contradiction. This contradiction shows that ui  ui+1 and proves Claim 1. ✷
Claim 2. If λi = λj and i < j then σ i < σj .
Proof. To see this, assume that λi = λi+1, so un−i+1 = un−i where u=−nw0λ as in the
proof of Claim 1. So, we have
dn−i+1 + (i − 1)−
(
τ (n− 1, n− 2, . . . ,1,0))
n−i+1
= dn−i + i −
(
τ (n− 1, n− 2, . . . ,1,0))
n−i .
Since dn−i  dn−i+1 we have(
τ (n− 1, n− 2, . . . ,1,0))
n−i+1 <
(
τ (n− 1, n− 2, . . . ,1,0))
n−i .
Also, as w0(n− 1, n− 2, . . . ,1,0)= (0,1, . . . , n− 2, n− 1) and σ−1 =w0τw0, we have(
w0σ
−1(0,1, . . . , n− 2, n− 1))
n−i+1 <
(
w0σ
−1(0,1, . . . , n− 2, n− 1))
n−i ,
so
σ i = (σ−1(0,1, . . . , n− 2, n− 1))
i
<
(
σ−1(0,1, . . . , n− 2, n− 1))
i+1 = σ(i + 1).
This proves Claim 2 which implies that σλ is in W 1. So, (C1) implies (C2) which
completes the proof of Theorem 12. ✷
Suppose that δ is a dominant weight with property S such that
δ+ (n− 1, n− 2, . . . ,1,0)= τ (n− 1, n− 2, . . . ,1,0)+ nz
where τ is in Sn and z ∈ Zn. The proof of Theorem 12 shows that τ = (σ−1)w0 and
z = −w0λ where σλ is in W 1. This gives a natural interpretation for τ and z in terms
of the affine Weyl group W .
12 P. Hanlon, D.B. Wales / Journal of Algebra 269 (2003) 1–17Let µ be a negative dominant weight of the form µ= µ(σλ) for σλ ∈W 1. Let δ =w0µ
be the corresponding positive dominant weight. To complete the derivation of Theorem 1
from Theorem 11 we only need to show that p1(δ)= r1(µ) mod 2 and that p2(δ)= r2(µ).
We first show that p1(δ)= r1(µ) mod 2. We know that
λ1  λ2  · · · λn (2.5)
and
λ= −w0
n
(
δ + (n− 1, n− 2, . . . ,1,0)− (σ−1)w0(n− 1, n− 2, . . . ,1,0)). (2.6)
From (2.6) we have
s =−σλ (2.7)
where s is the vector defined in Theorem 1. So, for any i < j we have
si − sj =−(λσ−1i − λσ−1j ). (2.8)
Summing (2.8) we have ∑
i<j
(si − sj )=
∑
i<j
(λu − λv) mod 2.
Also for i < j we have
si < sj iff − λσ−1j <−λσ−1i iff σ−1j < σ−1i,
the last statement following from (2.5). So, i(s)= (σ−1)= (σ ). Hence
p1(δ)= i(s)+
(∑
i<j
(si − sj )
)
=
(∑
u<v
(λu − λv)
)
+ (σ )= r1
(
µ(σλ)
)
mod 2.
The proof that p2(δ)= r2(µ(σλ)) is straightforward and is left to the reader.
This completes the derivation of Theorem 1 from the stronger result, Theorem 10. We
conclude with an example which we will return to in Section 5. Let n= 3 and let δ be the
dominant weight δ = (12,6,0). It is easy to see that δ has property S with τ = (1)(2)(3)
and z= (4,2,0). Hence σ = (1)(2)(3) and λ= (0,−2,−4). So,
r1(σλ)=−2 ·
〈
(0,2,4), (1,0,−1)〉= 8 and r2(σλ)= (32
)
+
(
3
2
)
+
(
5
2
)
= 16.
More generally, it is straightforward to check that Φ(σλ) is the set consisting of the
following affine weights:
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2+ (0,−1,1), 2+ (−1,0,1), 3+ (−1,0,1), 4+ (−1,0,1).
So if zij denotes the matrix in sl3(C) with a 1 in the i, j entry and 0’s elsewhere then the
unique minimal weight vector in H8,16(N), associated to the irreducible with dominant
weight (12,6,0), has representative
(z21 ⊗ t)∧ (z32 ⊗ t)∧ (z31 ⊗ t)∧
(
z21 ⊗ t2
)∧ (z32 ⊗ t2)∧ (z31 ⊗ t2)∧ (z31 ⊗ t3)
∧(z31 ⊗ t4). (2.9)
4. Eigenvalues of the Laplacian and a related computation
In the preceding sections we considered the homology of the Lie algebra N = G ⊗
tC[t]. In this section, we will turn our attention to a slightly larger Lie algebra L= T ⊕N
where T is the span of all zij ⊗ 1 where 1 i < j  n. The reader should note that N is
an ideal in L.
Our goal in this section will be to compute the homology of L using the full power of
the Garland–Lepowsky Theorem. In its full generality, the Garland–Lepowsky Theorem
is an extension, to affine Lie algebras, of a result that was proved originally by Kostant
(see [7]) for semisimple Lie algebras. Kostant gives an ingenious proof which is based
on an explicit computation of the eigenvalues of the Laplacian of the Koszul complex for
computing the homology of L. Kostant proves a formula (which is extended to the affine
case by Garland–Lepowsky) which gives the eigenvalues as differences of squared norms
of elements in the weight space. He goes on to use this formula to give a characterization
of the nullspace of the Laplacian in terms of the Weyl group of the Lie algebra. It is known
that the homology of L coincides with the nullspace of the Laplacian which completes
Kostant’s computation. Our contribution in this section will be to give a quite different,
combinatorial, description of the eigenvalues of the Laplacian. This description can also
be used to then derive the Kostant (Garland–Lepowsky) characterizations of the homology
in terms of elements in the Weyl group (affine Weyl group).
To begin, observe that L is not a module for G but is a module for the torus T =
{zi,i ⊗ 1: 1 i  n}. The action of D on L extends to an action on ∧L which commutes
with the boundary map. This gives an action of D on H(L). The irreducibles of D in
∧
L
(hence in H(L)) are indexed by vectors in Zn whose entries sum to 0. In fact, every basis
vector
u= (zi1j1 ⊗ tu1)∧ · · · ∧ (zir jr ⊗ tur )
spans an irreducible for D indexed by the integer vector µ=∑rs=1(eis − ejs ). Therefore,
the homology H(L) is tri-graded—by homological degree, by t-weight and by D-ir-
reducible. Let Hµr,w(L) denote the graded piece of H(L) with homological degree r ,
t-weight w, and D-irreducible indexed by µ. It should be noted that the formal sum w+µ
is normally called the affine weight of u.
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operator which maps each graded piece, Cµr,w , of the complex to itself. To define the
Laplacian we should begin by identifying a canonical basis Br for Cr(L), namely the
basis consisting of all (
zi1j1 ⊗ tu1
)∧ · · · ∧ (zir jr ⊗ tur ),
where the wedge product is taken so that the triples (ia, ja, ua) are indexed in lexicograph-
ically increasing order. Next, let 〈 〉r be the positive definite symmetric bilinear form on
Cr(L) which has Br as an orthonormal basis.
Define ∂tr :Cr−1 → Cr to be the transpose of ∂r with respect to the forms 〈 〉r−1 and
〈 〉r . In other words, ∂tr is defined by the condition〈
∂tru, v
〉
r
= 〈u,∂rv〉r−1
for all u ∈ Cr−1, v ∈Cr .
It is not difficult to verify the following explicit formula for ∂tr :
∂tr (η1 ∧ · · · ∧ ηr−1)=
r−1∑
i=1
(−1)i−1η1 ∧ · · · ∧ (∆ηi)∧ · · · ∧ ηr
where
∆
(
zij ⊗ tu
)= n∑
=1
∑
v = 0u(zi ⊗ tv)∧ (zj ⊗ tu−v)− i−1∑
=1
(zi ⊗ 1)∧
(
zj ⊗ tu
)
−
n∑
=j+1
(
zi ⊗ tu
)∧ (zj ⊗ 1).
The Laplacian Λ is the degree-preserving map on C∗ whose rth-graded piece is
Λr = ∂r+1∂tr+1 + ∂tr ∂r .
It is easy to check that Λ not only preserves degree but also preserves affine weight,
i.e., preserves t-weight and commutes with the action of D (so preserves D-isotypic
components). Garland and Lepowsky extend to the affine case the following remarkable
result, first proved by Kostant in the context of semisimple Lie algebras. For a purely
combinatorial proof of this result, see Hozo [6].
Theorem 13. Every canonical basis vector u in Br is an eigenvector for Λr .
In fact, Garland and Lepowsky give an algebraic formula for the associated eigenvector.
Their formula depends on the affine weight of u and is computed in terms of a certain inner
product on affine weight space, using a distinguished affine weight ρ.
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different in nature and not obviously equivalent. Let Γ be the infinite edge-labeled graph
with vertex set V = {1,2, . . . , n} and edge set E which contains the following edges:
(a) for each 1 i < j  n and each  0 there is an edge in E from i to j labeled ;
(b) for each 1 i < j  n and each  > 0 there is an edge in E from j to i labeled .
Given a subgraph G⊆ Γ , let Gc denote the complement of G, i.e., Gc has vertex set V
and edge set E −E(G).
Definition 14. Let G be a subgraph of Γ . An intransitivity of G is a pair of edges
{zij ⊗ tu, zjk ⊗ tv} in E(G) such that zik ⊗ tu+v is in E(Gc). We let i(G) denote the
number of intransitivities of G.
Let v = (zi1j1 ⊗ tu1)∧ · · ·∧ (zir jr ⊗ tur ) be a basis vector in
∧
L. The associated graph
G(v) is the subgraph of Γ with an edge from ia to ja labeled ua for each a between 1
and r . The defect of v is defined by
δ(v)= i(G(v))+ i(G(v)c).
Theorem 15. Let v be any standard basis vector for ∧L. Then v is an eigenvector for the
Laplacian Λ with eigenvalue δ(v).
Proof. Let v = η1 ∧ η2 ∧ · · · ∧ ηr be a standard basis vector where ηp = zipjp ⊗ tup . By
Theorem 13, v is an eigenvector of Λ. It remains to compute the eigenvalue which is the
coefficient of v in Λv = (∂∂t + ∂t ∂)v.
Consider first all contributions to the coefficient of v in ∂t ∂v. Recall that ∂v is a sum
of
(
r
2
)
terms, one term for each choice of {a, b} with 1  a < b  r . The corresponding
summand in ∂v begins with [ηa, ηb]. This bracket is followed by the wedge of the r − 2
other zicjc ⊗ tuc . The coefficient of this summand is (−1)a+b−1.
Three different things can happen when we evaluate the bracket [ηa, ηb]. The first is that
[ηa, ηb] = 0, which occurs if the edges corresponding to ηa and ηb do not form a directed
path. The second thing that can happen is that the edges do form a directed path with (say)
ja = ib . Again, two things can happen. The first is that ziajb ⊗ tua+ub is one of the other
wedge factors zicjc ⊗ tuc . In this case the summand is zero by standard properties of wedge
products. Note that this case is equivalent to saying that there is an edge in G(v) from ia
to jb labeled ua + ub .
The last case to consider is ja = ib and that there is no edge in G(v) from ia to jb with
label ua + ub. This case occurs if and only if the edges corresponding to ηa and ηb index
an intransitivity in G(v). The summand indexed by a, b is nonzero and is given by
σa,b = (−1)a+b+1
(
ziajb ⊗ tua+ub
)∧ η1 ∧ · · · ∧ ηˆa ∧ · · · ∧ ηˆb ∧ · · · ∧ ηr .
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eliminate ziajb⊗ tua+ub from σa,b and add to the wedge product (ziaja⊗ tua )∧(zibjb⊗ tub ).
There is exactly one summand in ∂t σa,b with these properties
(−1)a+b−1((ziaja ⊗ tua )∧ (zibjb ⊗ tub))∧ η1 ∧ · · · ∧ ηˆa ∧ · · · ∧ ηˆb ∧ · · · ∧ ηr = v.
So we get a contribution of +1 to the coefficient of v in ∂t ∂v for every intransitivity
of G(v).
A similar contribution shows that the coefficient of v in ∂∂tv is the number of
intransitivities in G(v)c . This proves the result. ✷
5. Stability of the homology of sln(C)⊗ tC[t]/(tk+1)
Let Lk denote the Lie algebra sln(C) ⊗ tC[t]/(tk+1). There is a direct connection
between the Lie algebra homology of Lk and the Macdonald root-system conjectures;
for that reason, H∗(Lk) has been considered by several mathematicians in recent years
[1,3,4]. The computation in this paper is done for the case k =∞. In this section we briefly
discuss some aspects of how H∗(Lk) approachesH∗(L∞) as k→∞. It is conjectured that
H∗(Lk), as an ungraded sln(C)-module, is isomorphic to 2nk copies of Vkρ ⊗Vkρ where ρ
is half the sum of the positive roots. We will assume this conjecture throughout the rest of
this discussion. It follows that for k sufficiently large, Vδ will occur 2nk dim(V 0δ ) times in
H∗(Lk) where V 0δ is the zero weight space in Vδ . In particular, Vδ occurs more and more
often in H∗(Lk) as k grows. Theorem 10 suggests that the weights of these occurrences of
Vδ grow without bound as k approaches infinity except in the case that δ has property S. In
this case there is exactly one copy of Vδ (which we call the stable copy) whose weight is
stable as k grows. This behavior is reflected in computer computations of the H∗(Lk) for
small n and k.
Suppose that δ has property S and that k0 is the smallest value of k such that H∗(Lk)
contains a copy of Vδ . Originally it was believed that the stable copy of Vδ would occur in
H∗(Lk), i.e., the first time that you see any copy of Vδ , you see the stable copy. However,
this is not the case as one can see by considering n = 3 and δ = (12,6,0). Recall from
Section 3 that the stable weight of Vδ is 16. For this δ we have k0 = 3, and one finds (by
computer computation) that the smallest weight of Vδ in H∗(L3) is 18. Thus the stable
copy of Vδ does not occur for k = 3. There is a copy of Vδ having weight 16 in H∗(L4), so
stability occurs at k = 4. Theorem 10 explains why this is the case. As seen at the end of
Section 3, the minimal weight vector in the stable copy of Vδ is a wedge product with one
of factors z31 ⊗ t4. Necessarily, this wedge product will not occur until k = 4.
There is at least one more conjecture about the weight distribution of the homology
classes of H∗(Lk) which can be disproved using Theorem 10. This conjecture, which was
based on computational evidence, is too technical to describe here, but can be found in [5].
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