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In this paper the K-interpolation method of J. Peetre is built up for rearrange- 
ment invariant norma p on (0, cc). The spaces (Xi , X.Js,,;+ (- 00 < B < OO), 
defined by the norm IlfIla,p;~ = p(t-eK(t,f)), are shown to be intermediate 
spaces of the Banach spaces Xi and X, if the condition oi < 0 < 1 upon the 
upper index (Y of p is assumed. For these spaces an interpolation theorem of 
M. Riesz-Thorin-type as well as theorems of reiteration and stability are valid, 
again under certain conditions upon the indices of p. These index-conditions, 
which turn out to be of central importance in the interpolation theory on 
rearrangement invariant spaces, are shown to be equivalent to a generalized 
Hardy-Littlewood inequality, which is established in the first part of the paper. 
EINLEITUNG UND PROBLEMSTELLUNG 
In drei aufeinanderfolgenden Arbeiten sol1 die von J. Peetre zunachst fur 
Lebesgue-Normen [13] and dann fiir abstrakte Funktionennormen @ [14] 
entwickelte Theorie der K- und J-Interpolationsmethoden speziell fur rearran- 
gement-invariante Funktionennormen aufgebaut werden. Durch diese Konkre- 
tisierung des Interpolationsfunktors, die neben den Lebesgue-Lumen such so 
interessante R&me wie die Lorentz- und Orlicz-Raume umfa& wird es 
moglich, u.a. die Bedeutung der Bedingungen und Voraussetzungen an die 
Funktionennorm @ (zur Definition vgl. [6, p. 2131) zu k&-en, die im abstrakten 
Fall in allen wichtigen S&en auftreten und dort in erster Linie beweistechnisch 
motiviert sind; gemeint sind Bedingungen wie 
@(min(l, t)) < co, sup 
s 
m min(1, l/t) q(t) fit/t < co, etc. 
&&a 0 
fur jede auf (0, co) meObare Funktion I. 
Beschrgnkt man sich auf rearrangement-invariante (kurz: ri) Normen 9 und 
w%hlt 
Q(v) = P(+w (--co<B<co), (0.1) 
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so gehen diese Bedingungen in handfeste Aussagen wie die Giiltigkeit einer 
Hardy-Littlewood-Ungleichung oder das Bestehen von Indexbedingungen 
iiber. Der mit Hilfe von (0.1) definierte Interpolationsfunktor liefert eine K&se 
von Interpolationsrlumen, die durch die Boyd-Indizes [5], d.h. durch zwei 
Parameter, vollstandig charakterisiert werden kann. Diese Reduktion der 
heterogenen Bedingungen im abstrakten Fall auf Indexbedingungen kommt dann 
in der zweiten Arbeit etwa bei Dualitatsfragen, Stabilitats- und iiquivalenz- 
satzen voll zur Wirkung. Gleichzeitig erhalt man damit such eine Verallge- 
meinerung der Ergebnisse von Kapital III aus [6] Butzer and Berens, das der 
Theorie der intermediken RIume von Banachrlumen unter Verwendung der 
Lebesgue-Norm gewidmet ist. 
Der erste, der diesen Problemkeis systematisch im Rahmen der ri Funktionen- 
raume untersucht hat, war C. Bennett; und zwar betrachtet er in [I] den Fall 
8 = 1 in (0.1). Obwohl dabei bereits wesentliche Elemente zum Tragen kommen, 
erweist sich die Einschrlnkung auf B = 1 such im Hinblick auf die Anwen- 
dungen als etwas eng. Die Verwendung des allgemeineren Funktors (0.1) macht 
es z.B. miiglich, die Klasse der Lorentzrlume Lpq bereits mittels Lebesgue- 
Norm in (0.1) aus L1 und Lw zu gewinnen, d.h. eine grol3e Klasse von Inter- 
polationsraumen mittels einfacher Normen. 
AuBerdem stehen die Indexbedingungen in engem Zusammenhang mit den 
verallgemeinerten Durchschnittsoperatoren PO und QZe , die durch 
[P&J](t) = re lot Pip(s) ds (t > O), 
[&d(t) = P2 s” s’-’ p(s) ds 
(04 
(t > 0), 
0 
definiert sind und von D. W. Boyd in seinen grundlegenden, inzwischen zu 
vielzitiertem Standard gewordenen Arbeiten [3, 41 bereits ausfiihrlich diskutiert 
wurden. Dabei ist Qa nicht der in [4] auftretende, zu Pa duale Operator Qa , 
sondern Qa = P2-o erweist sich als der zu P, “assoziierte” Operator im Sinne 
des zu L, assoziierten Raumes L,‘, der ja von dem Dualraum L,* verschieden 
ist (vgl. [16, 201). Es stellt sich heraus, daD zwischen QB und dem unteren 
Index p von L, eine iihnliche Beziehung besteht wie (nach [4]) zwischen P, und 
dem oberen Index OL (siehe (l.l), (1.2)). Der zu PB duale Operator von Boyd 
hingegen liefert einen Zusammhang mit dem Index /3’ = /?(L,‘) und damit 
nur Aussagen, die sich bereits formal durch Dualisieren aus den Beziehungen 
zwischen 01 und Pe ergeben wiirden und somit, wie such schon von FehCr, 
Gagpar, und H. Johnen in [7, 8] bemerkt, nichts wesentlich Neues beinhahen. 
Die Aufspaltung einer Behandlung von PO und Qe ergibt sich offensichtlich erst 
fiir 8 # 1, da im Spezialfall 8 = 1 bei Bennett P, = Qa = Integralmittelwert 
gilt. Diese Operatoren erweisen sich im folgenden als niitzliches Beweishilfs- 
mittel. Dart, wo im Lebesgue-Fall (s. [6]) mit der klassischen Substitutionsregel 
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fiir Integrale argumentiert wird, die ja fiir ri Normen nicht zur Verfiigung 
steht, werden hier systematisch die Operatoren P, und QB verwendet. 
Aufgrund dieser uberlegungen &St sich fur ri Funktionenraume, die eine 
geeignete Indexbedingung erftillen, weiter eine Verallgemeinerung der klas- 
sischen Ungleichung 
von Hardy-Littlewood herleiten, in der die L,-Norm durch eine beliebige ri 
Norm ersetzt und der Integralmittelwert auf Pe und Q0 verallgemeinert ist. Im 
Fall 6 = 1 wurde eine derartige Ungleichung fur Lorentz-, Orlicz- und Kothe- 
Top&-Rgume von G. G. Lorentz und fur ri R&me von Shimogaki [19] 
untersucht. Im Fall beliebiger B erweist sich diese Ungleichung als eines der 
wesentlichen Beweismittel fiir die vorliegende Theorie. 
Nach Bereitstellung der grundlegenden Begriffe aus der Theorie der ri 
Funktionenraume werden in Abschnitt 1 als Haupthilfsmittel die Operatoren P, 
und Q0 eingefiihrt und der fur das folgende wichtige Zusammenhang zwischen 
diesen Operatoren und den Indizes hergeleitet sowie eine verallgemeinerte 
Hardy-Littlewood-Ungleichung fur ri Funktionenraume und ihre Assoziierten 
aufgestellt. Unter Benutzung dieser Tatsachen werden dann in Abschnitt 2 die 
Interpolationsraume (X, , Xz)e,aK konstruiert und die wichtigsten Aussagen 
iiber diese Raume einschliel3lich eines Interpolationssatzes vom M. Riesz- 
Thorin-Typ und mehrerer Reiterationssatze bewiesen. Eine Variante der K- 
Interpolationsmethode wird durch die Rlume (X, , Xz)e,pClr gegeben, die 
zwischen etwas eingeschdnkten Ausgangsraumen interpolieren. 
In Teil 2 dieser Arbeit, der der J-Methode sowie deren Zusammenhang mit 
der K-Methode gewidmet ist, werden die hier entwickelten Methoden voll aus- 
genutzt. 
1. GRUNDLAGEN UND MJXTHODISCHE HILFSMITTEL 
1.1. Rearrangement-invariante R&me 
Bezeichnet .,+%’ die Menge aller auf Iw, = (0, co) definierten, meDbaren 
Funktionen und B = Y(Iw+) die Menge aller nicht negativen Funktionen g, E 4, 
so heiBt eine Abbildung p: B - [0, 001 eine rearrangement-invariante Norm 
(kurz: ri Norm), wenn fur alle v, pn , # E B und alle X, t > 0 gilt 
(i) p(9)) = 0 0 ‘p = 0 f.ii.; 
PW = ~P(di P(QJ + 99 G Pk4 + PW 
(ii) 9J G 9 f-ii. * P(9J) < p(#); 
5w25/2-4 
150 F. F&R 
(iii) p(v*) = p(v); dabei bezeichnet q~* das nichtwachsende rearrangement 
von p; 
(3 P(X(0.d < co; I t 94s) fh G 4P(d, 0 
wobei x(~,~) die charakteristische Funktion des Intervalls (0, t) und A, eine von 
q~ unabhangige Konstante bedeuten; 
(4 % 7 v f.L -+ PC?%) f P(P)> (Fatou-Eigenschaft). 
1st p eine ri Norm, so ist der Raum L, = (p’ E A’; p() 9) I) < co} unter der 
Norm /) v II,, = p(j q~ I) ein intermediarer Banach-Raum von L1 und L*, d.h. 
L1 n L* CL, C L1 + L”, wobei Funktionen, die fast iiberall iibereinstimmen, 
wie tiblich miteinander identifiziert werden sollen. Die wichtigsten Eigen- 
schaften von ri Rlumen, die von Luxemburg und Zaanen eingefiihrt wurden 
[15], findet man z.B. in [1, 3, 14, 161 b zw. in der dort angegebenen Literatur. 
Definiert man die zu p assoziierte Norm p’ durch 
v*(s) #*(s> ds; 9~ E S’ n L, , P(d d 11, 
so ist p’ ebenfalls eine ri Norm und es gilt aufgrund der Fatou-Eigenschaft (siehe 
[14, 16]), dal3 p” = p. Der durch die ri Norm p’ erzeugte assoziierte ri Raum 
werde mit L,’ bezeichnet. 
1.2. Die Indixes eher ri Norm und die Operatoren P, , QB 
Eine grundlegende Rolle bei den folgenden Untersuchungen spielen die 
schon bei Boyd [3] auftretenden Dilationsoperatoren ES sowie die Operatoren 
Po,Qo. 
Fiir s > 0 und 9) ELI + Lw ist der Dilationsopetator E, definiert durch 
[E,rp](t) = p(st), t > 0. Seine Restriktion auf L, werde wieder mit E, bezeichnet; 
fiir die Norm gilt 
Mit Hilfe von E, definiert Boyd [3] d en oberen bzw. unteren Index ol bzw. ,6 
des ri Raumes L, durch 
01 = iS,(-log h(s)/log s) = hy+(-log h(s)/log s), (1.1) 
p = l~~m(-log h(s)llog 4 = l+-log ~(s)/log 4, (1-2) 
und zeigt 0 < p < (Y < 1. Die Indizes LII’, @’ der assoziierten Norm p’ erftillen 
die Beziehung 01’ = 1 -p bzw. /3’ = 1 - 01. 
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In engem Zusammenhang mit den Indizes stehen, wie sick herausstellt, 
die Durchschittsoperatoren P, und Qs (vgl. (0.2)), die fur --oo < 8 < 00 und 
jedes v E J&‘, fiir welches das Integral existiert, definiert sein sollen; sie lassen 
sich namlich such mittels der Dilationsoperatoren E, ausdriicken, und zwar ist 
P’ed(t) = IO1 ~S-l~~s~lW ds 
[QedW = lo1 sl-%WW ds. 
(t > 0) (1.3) 
ijber die Frage, wann diese Operatoren den Raum L, wieder in sich abbilden, 
gibt der folgende Satz Auskunft: 
SATZ 1.1. (a) Der Operator Pe , - 00 < 6 < co, ist genau dann ein linearer, 
beschriinktev Operator des vi Raumes L, in sich (d.h. P, E [L,]), wenn der obere 
Index 01 < 6 ausfdllt. 
(b) Entsprechend gilt fiir die Operatoren Qs , - co < 0 < CC, daj3 genau 
dann Qe E [L,‘], wenn der untere Index /3 > 8 - 1 ist. 
Der Beweis von Satz 1.1 stiitzt sich auf das folgende Lemma, das man aus 
[4, Theorem l] erhalt, wenn man dort bei den Operatoren P, speziell a == 1 - 0 
bzw. a = 0 - 1 wahlt und das Theorem auf L, bzw. L,’ anwendet. 
LEMMA 1.2. (a) Es gilt I( Ps ll[Lp~ < cc genau dann, wenn. Ji sB-lb(s) ds (; CCI. 
(b) Es gilt /IQ0 /jrL;l < 03 genau dunn, wenn sisl-@h’(s) ds < CC, wobei 
h’(s) = 1: E, jl[L,f~ die Indikatorfunktion won L,’ bezeichnet. 
Weiter benutzt man das folgende Ergebnis, das eine Aussage verallgemeinert, 
welche fur den Spezialfall 0 = 1 implizit im Beweis von [3, Lemma 3.61 zu 
finden ist. 
LEMMA 1.3. Bezeichnen 01 und /? die Indizes des ri Raumes L, , so ist 
(4 lo1 s -h(s) ds < 00 o lii+/h(s) = 0 * 01 < 0; 
(b) I’,u se-‘h(s) ds < 00 o $2 se-‘h(s) = 0 o ,5 > 0 - 1. 
Zum Beweis siehe [7]. 
Satz 1.1 ergibt sich aus diesen beiden Lemmata, wenn man beriicksichtigt, 
daR nach [5] gilt sh’(s) = h(l/s). 
Eine wichtige Folgerung aus Lemma 1.3 ist 
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SATZ 1.4. (a) Ist der obere Index 01 < 0, so erjiNt der ri Raum L, die verall- 
gemeinerte Ungleikhung von Hardy-Littlewood: 
p t-e ( s of S-P(S) ds) < (jol s’-‘h(s) ds) p(d (v EL,). (1.4) 
(b) Ist der untere Index ,6 > 0 - 1, so erfillt der assoziierte ri Raum L,’ die 
Hardy-Littlewood- Ungleichung 
P' t ( ‘-’ St s’-“q(s) ds) < (J1” se-2h(s) ds) p’(v) (9 EL,‘). (1.5) 
0 
Die Bezeichnung von (1.4) und (1.5) al s verallgemeinerte Ungleichungen von 
Hardy-Littlewood wird dadurch gerechtfertigt, daB sie sich z.B. fur p = j[ . [ID 
(= Lebesgue-Norm) und 0 = 1 auf die klassische Ungleichung von Hardy- 
Littlewood in L, bzw. L, (vgl. [!I, p. 2401) re d uzieren. Im Lebesgue-Fall ist 
namlich h(s) = ~-11~ und somit a? = p = l/p. Weitere Einzelheiten iiber die 
verallgemeinerte Hardy-Littlewood-Ungleichung werden in [7] ausftihrlich 
diskutiert. 
2. DIE K-INTERPOLATIONSMETHODE 
2.1. Die R&me (X1 , X,),,,:, 
Im folgenden seien X1 , X, zwei Banach-Raume, die beide in einem linearen 
Hausdorff-Raum 3 liegen, und fur f E Xi + X2 , t > 0, sei 
qt, f) = w, f; Xl , x2> 
= Wlflll~, + t llfill~, ;f =fi +f2 ,fiEXil 
das Peetresche K-Funktional bzgl. der Raume X1 , X, . Weiter sei p eine ri 
Norm auf Y. 
DEFINITION 2.1. Fur--co<B<cosei 
(a) (4 , X2)8,,~if = (f E 4 + A; t-emf) %J; 
(b) Ilflls.D;K = P(t-ew,fN (fe WI Y X2k%,K>~ 
Wahlt man als p speziell die modifizierte Lebesguenorm (d.h. MaB dt/t, vgl. 
[6]), so erhalt man den AnschluB an die klassische Theorie, vgl. [6, 171, wahrend 
der Fall 8 = 1 auf die Bennettsche Situation fiihrt, vgl. [l]. 
SATZ 2.1. FCr die R&me (X1 , X,),,,,., gilt: 
(a) (i) Wird 0 so gewiihlt, dap t-e min(1, t) +! L, , dann ist (X1 , X,),,,,., = (0). 
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(ii) De-r Raum (X, , Xz)e,p,.K ist bzgl. der Norm /I * llB,p,.K ein Banach-Raum. 
(iii) Falls tme min( 1, t) EL, , ist (X1 , X,),,,,., ein intermeditirer Raum van 
X, , X, , d.h. X1 n X, C (X1 , Xz)e,p:x C X1 + X, mit stetigen Inklusionen. 
(b) Erfii’llt der obere Index 01 die Beziehung 01< 6 < 1, so ist tWe min( 1, t) EL, . 
Teil (a) beweist man mit Standardargumenten (vgl. [18, Chapitre I, Theo&me 
3.1]), wghrend der Beweis von (b) mit Hilfe der Operatoren Pe gelingt: 
Fiir jedes t > 0 rechnet man sofort nach, da8 
falls 0 < t < 1, 
falls t > 1, 
= pet~l-excos(~))tt>. 
ijbergang zu den Normen ergibt 
p(tee min(1, t)) < II P0 llr~.,~ pVexcs.&)) G II Pe lltq f(X(0.i))~ 
und dieser Ausdruck ist endlich, da 01 < 0 und somit wegen Satz 1.1 der 
Operator Pe auf L, beschr5nkt ist. 
Eine Abschatzung zwischen dem K-Funktional und der Norm /j * lig,O,.g ibt 
das 
LEMMA 2.2. Er-lit der obere Index 01 der ri Norm p die Bedingung 01 < 0 < 1, 
so ist ftir alle f E (Xl , Xz)e,D,.x und s > 0 
,We min(l, t>> W, f 1 < so&) llf ll~,pcK . (2.1) 
Die Bedingung 01 < 0 < 1 kann durch die schwiichere Forderung t-* min( 1, t) EL, 
ersetzt werden. 
Beweis. Wegen min(1, t/s) K(s, f) < K(t, f) hat man sofort, dal3 
p(t-e min(l, t/s)) K(s, f > < p(t-‘K(t, f 1); 
andererseits rechnet man aus, dal3 
,,(t-* min(1, t)) = p(E8(set-8 min(1, r/s))) < seh(s) p(t-’ min(1, r/s)> 
ist. Durch Zusammensetzen dieser beiden Abschatzungen erlGlt man (2.1). 
Dabei ist zu beachten, da13 wegen 01 < 0 < 1 die Konstante p(t-e min(1, t)) 
endlich ist. 
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2.2. Ein Interpolationssatz 
Aufgrund von Satz 2.1 erhebt sich die Frage, ob die so konstruierten inter- 
mediaren RHume InterpolationsrPume sind. Dazu sei an die folgende Definition 
erinnert (vgl. Butzer and Berens [6, p. 1791): 
Sind % und & lineare Hausdor&Raume und X1 , X, C % bzw. Yi , Ya C g 
Paare von Banach-Raumen in % bzw. g (d.h. (X, , X,) und (Yr , Ya) sind 
Interpolationspaare von J bzw. ?/), so heiDen zwei intermediare RIume X von 
(X1 , X,) und Y von (Y1 , Yz) Interpolationsraiime vom Typ 0, wenn fur jeden 
Operator T E [E, g], dessen Restriktion auf Xi den Raum Xi stetig in Yi 
abbildet (; = 1, 2), gilt, dal3 T jx E [X, YJ und 
nit einer geeigneten Konstanten C > 1. 
Damit 1aSt sich nun in Verallgemeinerung des Interpolationssatzes von 
Riesz-Thorin (vgl. [6, Theorem 3.2.231) der folgende Satz formulieren. 
SATZ 2.3 (Interpolationssatz). Erfillt der obere Index der ri Norm p die 
Bedingung (II < B < 1, so gilt.pr alle Interpolationspaare (Xl , X,) und (Yl , Y2): 
Die intermediiiren R&me X = (Xl , X,),,,,., und Y = (Yl , Yz)e,O,.Ky 
sind Interpolationniiume von (Xl , X,) und (Yl , Y2) vom Typ 0; die Normen de-r 
Operatoren T E [%, CV] lassen sich durch 
II T Ix Ilrx,r~ < VWW @-eM,e 
abschiitzen, wobei M* = /I T Ixi lJ[x,,y,~ (i = 1,2) bezeichnet. 
Zum Beweis sei T E [%, %‘I mit T lx, E [Xi , YJ und f E X1 + X, angenom- 
men. Nach Definition des K-Funktionals und aufgrund der Beschranktheit von 
T hat man 
KY(t) W = infilly IIY, + t II y2 IIY, ; Tf = y1 + y2, yi E YJ 
~~~f~ll~f,ll~,+~ll~f211~,;f =fi+fi7hEXd 
< infW4 llfillY, + tM211f211Y2 if =fi +f2,fiEXJ 
wobei E, wieder den Dilationsoperator bezeichnet. Multiplikation mit t-’ ergibt 
t-‘Ky(t, Tf) < Mlt-oE~~,~,[Kx(~, f )I = M~-eMzeE~~,M,[t-6~~Kx(t, f 11, 
woraus man durch Ubergang zu den Normen die Behauptung erhnlt. 
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Bemerkung. Die Konstante h(iU,/n/r,) tritt im klassischen Satz von M. Riesz- 
Thorin nicht auf, da in diesem Fall h(s) = 1 ist. 
2.3. Reiteration 
In den Reiterationssatzen geht es urn die Frage, ob die wiederholte Anwendung 
der in Section 2.1 geschilderten K-Methode zur Konstruktion von ineinander- 
geschachtelten Interpolationsraumen zu wesentlich neuen Raumen fiihrt. 
DEFINITION 2.2. (vgl. [6, p. 1751). E in intermeditirer Raum X van (X1 , X,) 
gehiirt genau dann zur Klasse S(0; X1 , X,), wenn es eine Konstante A g&t, 
so daJ 
t-‘K(t,fi 4 , A) B Allfllx (f f x>. 
Beim Beweis des ersten Reiterationsatzes wird das folgende Ergebnis von 
Bennett [l] benutzt: 
LEMMA 2.4. Ist 0 < 6 < a 3 1 und p eine ri Norm mit b < /3,, < 01~ < a, so 
wird durch V(T) = p(t-bs)*(t”-b)) eke ri Quasinorm Y, die zu einer ri Norm v1 
aquivalent ist, de$niert. 
SATZ 2.5 (1. Reiterationsatz). Es seien 0 < 6, < o2 < 1 und 
xb-, E .wi ; Xl > X‘J, i= 1,2, 
intermediiire Raume von (X1 , X,). K’(t, f) bezeichne das K-Funktional bzgl. 
xol > xs, 7 und fZr 0 < 19’ f 1 sei 6 = (1 - 0’) 0, + We, . Erfiilen die Indizes 
der ri Norm p, mit 01~ und /3, bexeichnet, die Bexiehung 
dann gibt es eine ri Norm p”, so daJ 
(x9, ? &J,h’.b;K’ c (Xl P we,cl;K~ (2.3) 
Beweis. Wie im Lebesgue-Fall (vgl. [6, p. 1771) gilt: 
K(t, f) ,< A#“K’((A,/A,) ts2-81, f) 
mit von f unabhangigen Konstanten A, , A, > 0. Der Ausdruck auf der rechten 
Seite ist nach Definition des Operators E, gleich 
Alte1ESo(K’(te2-61, f)) (so = (A2/A,)“(e2-81)) 
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und damit ergibt sich fiir die Norm die Abschatzung 
< A,h(s,) p(S~-e’tel-eK’(te~-e~, f)) 
= AQp(tel-eIqt~~-el) f)) 
mit einer geeigneten Konstanten A, > 0. 
Wahlt man in Lemma 2.4 speziell a = 8, - 0, , b = 0, so sind die Vor- 
aussetzungen von Lemma 2.4 erfiillt und v(p) = p(p)*(t8a-el)) ist eine ri Quasi- 
norm, welche zu einer ri Norm v1 aquivalent ist, insbesondere v(y) < cy,(p). 
Damit kann man die Norm p” definieren durch p”(v) = ~~(9) und folgendermaben 
weiter abschstzen 
p(te~-eK’(te~-e~, f)) = p((tel-eKl(te~-el, f))*) 
= v(t(e’-~)‘(e~-elkr(t, f)) < Cp(t-e’r(t, f)), 
d.h. insgesamt erhalt man die gewiinschte Beziehung 
aus der die behauptete Inklusion folgt, da alle Rgume in 3? liegen. 
Bemerkung. In dem entsprechenden Satz fur allgemeine Funktionennormen 
Q, [18, Chap. IV, Theorem 2.11 taucht die Voraussetzung (2.2) an die Indizes 
nicht auf; sie wird hier benijtigt, urn zusatzlich die ri Eigenschaft vong zu zeigen. 
Zum Beweis des 2. Reiterationsatzes benutzt man statt Lemma 2.4 jetzt 
(vgl. [I]) das 
LEMMA 2.6. Ist 0 < b < a < 1, c = l/(a - b) und v eine ri Norm mit 
0 < is, < $ < 1, so wird durch p(v) = v(tbcv*(tC)) eine ri Norm dejiniert. 
SATZ 2.7 (2. Reiterationsatz). Unter den Voraussetzungen von Satz 2.5, 
wobei (2.2) zu 
o<p,<cy,<1 (2.4) 
abgeschwdcht werden kann, gibt es e&e vi Norm p, so daJ3 
Gel P Xe2)e’.p;K’ c (XI P Xd.g,$:~ - (2.5) 
Der Unterschied zu Satz 2.5 besteht darin, daD die vorgegebene Norm p 
jetzt bei dem Paar (Xel, X,l) steht und die neu zu konstruierende bei (X1 , Xa). 
Zum Beweis wahle man a = 0, - 0, , b = 0 und gehe dann wie beim Beweis 
von Satz 2.5 vor. 
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Bermerkung. Die Normen p” und p” sind zueinander invers gebildet: 
F(P) = f(~*Pe’))~ /qp) = /+*(tl’-‘))), 
und ihre Indizes berechnen sich nach [I, Theorems 10.1, 10.21 aus den lndizes 
von p durch CQ = CQ,/(~~ - e,), BP = /3,/(0, - 0,) bzw. ap = ar,(& - or), @; = 
B&$4 - 4). 
Im klassischen Fall (d.h. p = modifizierte Lebesgue-Norm I/ . II,*, vgl. [6]) 
unterscheiden sich die neuen Normen p” und p” von p nur durch einen konstanten 
Faktor, denn man rechnet leicht aus, daB hier p”(v) =z 11~ i@(f$ - 8,) und 
P”(V) = II v  ii34 - 4) gilt. 
Etwas anders sieht die Sache jedoch bereits in den Lorentzrlumen Lm aus 
(zur Definition von Lpq vgl. [6, p. 183;13]). W ie sich zeigen I&, sind in diesem 
Fall die neuen Normen p” und p” durch 
8d = w, - f-4)) II 9) ~~~~~ P’(P) = (4 - 4) II T libq 
mit 3 = (0, - t9,)p und p” = p/(0, - 0,) gegeben. p” und p sind zwar ebenfalls 
Lorentznormen, aber mit anderen Parameternp, q. Die Indizes von L, berechnen 
sich zu 01 = p = I/p, so da13 man als Folgerung der S&e 2.5 und 2.7 einen 
Reiterationssatz fur Lorentzraume erh9lt: 
KOROLLAR 2.8. Sind 0, , e2 ,8’, und 0 wie in Sate 2.5 gewiihlt, sogilt 
(4 (J& 9 X&J~,~~~K~ C (Xl y X2hq;~ (fi = pu4 - a 
falls0 < l/p < e2 - el; 
@I @-el> Xe,h~.m~~ C (Xl , -&Je.iia;K 
falls p > 1 isf. 
(8 = pm2 - 4)h 
Die Lorentzriiume LPQ selbst kann man mittels Interpolation aus den Lebesgue- 
r&men L1, L* erhalten, wenn man dort als ri Norm p = (/ . {I,* wlhlt und 
0 = 1 - l/p setzt, denn K(t,f; Ll, L”) = Jif *(s) ds (vgl. [a). Es ist also 
LDq = (-c Lm)l-l,p.l!.ll,*:K 
Beschrankt man sich wie Bennett in Definition 2.1 auf Parameter 0 = 1, so 
hat man zur Konstruktion von L m aus L1 und Lm als ri Norm p bereits die 
Lorentznorm 11 . (IBa zu verwenden. 
2.4. Die Rtiume (Xl , X,),,,:, 
Da das Peetresche K-Funktional K(t,f) fur jedes ~CZ X, + X, eine stetige, 
monoton wachsende, konkave Fur&ion von t ist, gibt es (vgl. [12, p. 51) eine 
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nicht-negative, rechtsstetige, monoton nicht wachsende Funktion K(s, f) von 
s > 0 mit 
W, f) = K(O+, f) + l’ W, f) ds. 
Im folgenden beschranken wir uns auf Elemente fe X, + X, , welche die 
Eigenschaft K(O+,f) = 0 haben, so da8 
w, f) = Iog qs, f) ds. (2.6) 
Notwendige und hinreichende Kriterien hierfiir wurden von Berens in 
[2, p. 81 angegeben: 
LEMMA 2.9. Fiik jedes f  E X, + X2 gilt 
(a) i$ K(4.f) = 0 +-fE-GO + X2 ; 
(b) $ t-W@, f) = 0 G+ f E X, + Xao; 
(c) Eh& K(t, f) = pII t-lK(t, f) = 0 OfE (Xl + X,)0. 
Dabei bezeichnet Xi0 = (X, n Xa)*i die NormabschlieBung von X, n X, 
in Xi (i = 1,2). Aussage (c) InOt sich in der Form schreiben: 
fc (-5 + Xd” -3 W, f) = o(m4, t)) fur t--+0+ und t-+ co. 
Aus diesem Lemma folgt unter Benutzung von Lemma 2.2 und Lemma 1.3, 
dabfur--co<B<co 
(Xl 3 X2)B.D.x c Xl0 + x2 1 falls (II < 0, (2.7) 
(Xl 2 &)e,D:K c Xl + xz”9 falls j>6--1, (2.8) 
(X, , Xa)e,o;K C (Xl + XJO, falls 0 - 1 < j3 < a! < 0. (2.9) 
Falls P’ min(1, t) $L, , ist wegen (X, , X,),,,,., = {0} nichts zu zeigen. Die 
Bedingung (2.6) an f E XI + X, bedeutet nach Lemma 2.9, dab f e Xl0 + X, . 
DEFINITION 2.4. Fiir ---co =c 6’ < co sei 
(4 (4 , &>~,,~k = {fE Xl0 + x.2; tl-e&f) E&J; 
(b) If  /e,~;k = P(tl-ek(t,f)) (fE Cxl ) x2>e,bvJ- 
Bennett [I] untersucht such diese Raume fiir 0 = 1 und zeigt, daB es sich in 
diesem Fall urn Banach-RPume handelt mit 
(Xl 7 XJl,,X c (Xl 9 X2)1.& * 
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Gilt fiir den oberen Index (Y, da13 (Y < 1, so ist such die umgekehrte Inklusion 
richtig und somit beide Methoden Pquivalent, also 
Ziel der folgenden Uberlegungen ist nun, diese Aussagen, d.h. die mengen- 
theoretische und topologische Gleichheit dieser R&me, fiir beliebiges 0 zu 
beweisen; dabei ist zu beachten, da8 bereits im klassischen Fall (p = /I . II,*) fiir 
fur 0 < B .< 1 der Raum (X1 , X,),,,,., kein Banach-Raum ist, da das Funktional 
p(tl-Ok(t,f)) die Dreiecksungleichung nicht erfiillt. Es sol1 nun gezeigt werden, 
da0 (Xr , XJe,p,.le ein uniformer Raum und als solcher vollstandig ist, falls 
OL < 0. Dann ist / . jB,D,.li eine Quasinorm. Den Hauptschritt in dieser Richtung 
liefert das 
LEMMA 2.10. 1st L, ein ri Raum mit dem oberen Indes (Y < 0, so gibt es eine 
Konstante A, > 0, so daj fiZr alle f E Xl0 + X, 
p(t’-W, ff) d d-‘K(t, f)) < A,&-Wt, f>>. 
Die Konstante A, kann als A, = $ se-U(s) ds gewiihlt werden. 
(2.10) 
Dieses Lemma ist eine Verallgemeinerung von [6, Proposition 3.2.141 auf 
ri Normen. Da die dort verwendete Substitutionsregel fur Integrale hier nicht 
zur Verfiigung steht, mu13 anders vorgegangen werden; die eingangs definierten 
Operatoren PB sowie die verallgemeinerte Hardy-Littlewood-Ungleichung (1.4) 
kiinnen dazu herangezogen werden. 
Zum Beweis der linken Ungleichung in (2.10) schlieDt man aus der Monotonie 
der Funktion k(s,f), dal3 fur t > 0 
K(tt f) = j-” &, f> ds 3 W, f) 
0 
ist, woraus sich durch Multiplikation mit t@ und wegen der Monotonie von p 
die gewiinschte Ungleichung ergibt. Um die rechte Ungleichung in (2.10) zu 
beweisen, iiberlegt man sich, dal3 nach Definition des Operators Pe 
t-‘K(t,f) = t-’ 
s 
se-l(sl-ek(s, f)) ds == [P,(s’--‘k(s, f))](t) 
0 
(vgl. (0.2)). Geht man zum Rearrangement iiber, erhalt man hieraus 
Benutzt wird dabei die Eigenschaft [Pep]* < Psy* des Operators Pe (vgl. [5]). 
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Da die Norm p rearrangement-invariant ist, ergibt sich weiter, da6 
< (S l Ph(s) ds) p(Pek(t, f)), 0 
wie behauptet; die letzte AbschItzung folgt aus der Hardy-Littlewood- 
Ungleichung (1.4). 
Als Folgerung aus Lemma 2.10 erhalt man 
LEMMA 2.11. Erftillt der obere Index (Y des ri Raumes L, die Bedingung LY < 0, 
so ist der Raum (X, , X2)e,P,.k unter ] f le,p;lc = p( tlmek( t, f)) ein linearer, quasi- 
normierter Raum. Statt der Dreiecksungleichung ilt ftir alle f, g E (Xl , X2)e,D,.k , 
dQp 
If + g /e.A d Ae(lf le,Wk + I g le,d 
mit der in Lemma 2.10 auftretaden Konstanten Ae . 
(2.11) 
Zum Beweis benutzt man (2.10) sowie die Normeigenschaften des K-Funk- 
tionals und die Eigenschaften der ri Norm. Der Raum (XI , X,),,,,., ist als 
quasinormierter linearer Raum uniformisierbar. Wegen (2.10) ist jeder Cauchy- 
Filter BI in (XI , X2)e,0,.le such Cauchy-Filter in (X, , X2)0,P,.K und konvergiert 
wegen Satz 2.1 gegen ein Elementf E (XI , X&,p;K , welches wegen (2.10) such 
in (XI , X,),,,,., liegt. Die Konvergenz ff -f in der Topologie von (X, , Xa)e,O;K 
impliziert weiter, wiederum wegen (2.10), daB der Filter IF such bzgl. der 
uniformen Struktur von (XI , XZ)e,O,.k gegen f konvergiert. Das bedeutet, daf3 
sich die Vollstiindigkeit des Raumes (XI , Xz)s,O;K unmittelbar auf (Xr , Xa),,,,;, 
iibertriigt; man hat daher den 
SATZ 2.12. De-r Raum (X, , X,),,,,., ist, falls (I: < 8, ein vollstiindiger uniformer 
Raum. Sein Nachbarschaftsjlter wird durch die Mengen 
v!“’ = {(f, g) E (4 , -We,,:, x (4 > XJe,,;, ; dt-‘W, f - g>) < 4 
(C > 0) erzeugt. Die Topologie von (X, , X,),,,,., ist normierbar und es gilt 
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