Tracking algorithms are traditionally based on either a variational approach or a Bayesian one. In the variational case, a cost function is established between two consecutive frames and minimized by standard optimization algorithms. In the Bayesian case, a stochastic motion model is used to maintain temporal consistency. Among the Bayesian methods we focus on the particle filter, which is especially suited for handling multimodal distributions. In this paper, we present a novel approach to fuse both methodologies in a single tracker where the importance sampling of the particle filter is given implicitly by the optimization algorithm of the variational method. Our technique is capable of outlying nuclei and tracking the lineage of biological cells using different motion models for mitotic and nonmitotic stages of the life of a cell. We validate its ability to track the lineage of HeLa cells in fluorescence microscopy.
INTRODUCTION
Because biological systems are dynamic, it is highly desirable to quantify their evolution through time in order to improve our understanding of their behavior. Current efforts in cell tracking rely on a large variety of methodologies [1] . Among them, two main paradigms can be identified: Bayesian framework and variational methods. The former involves a probabilistic reasoning grounded in a motion model [2] . The latter localizes the target accurately at each frame by optimizing a cost function that depends exclusively on the current image, often employing a standard minimization algorithm [3] .
In bioimaging, the variational approach is usually preferred [4, 5, 6] . Nonetheless, several attempts have been made in the Computer Vision community to take advantage of Bayesian and variational methods simultaneously. Most of these methods make use of parametric active contours and rely on kernel density estimators, which can degrade the computational performance of the algorithm [7, 8] . The use of such estimators was avoided in [9] , but active contours of the geometric variety were introduced, which are significantly slower than their parametric counterparts.
In this paper, we present a tracking algorithm that merges the capabilities of Bayesian tracking with parametric active contours (a.k.a. snakes). Among the Bayesian methods, our interest lies in the particle filter, which performs a multimodal random search guided by a motion model [2] . The fact that the search is multimodal is important when modeling uncertainties of association in dividing targets. In the role of the parametric contours, we chose an elliptical snake named the ovuscule that is robust against noise and has a convenient parameterization [10] . As shown in Figure 1 , this snake is defined by only three points. Its energy function, is defined in such a way that the snake will get attracted by bright blobs in the image. In doing so, fast gradient-based optimization algorithms can be used. We embed the ovuscule in the particle filter in a way that the importance sampling of the particle filter is defined implicitly by the optimization algorithm of the variational method, and the particle weights correspond to the optimal values of the energy function of each individual particle. This construction drastically reduces the number of particles needed to have an accurate description of the target. We make use of the information provided by the ovuscule in order to detect the start and end of the mitotic stage within a simplified cell cycle, and use different motion models accordingly.
The paper is structured as follows: We first recall elements of the particle-filter framework and the ovuscule in Section 2. Then, we describe our algorithm in Section 3, and illustrate its capabilities by tracking mitotic HeLa cells and outlying their nuclei in Section 4. We finally conclude in Section 5.
METHODS

Particle-Filter Framework
Before describing our tracking method, we review the basic principles of particle filtering. The Bayesian-tracking framework provides a methodology to infer hidden states of a dynamic system x1:t = {x1, . . . , xt}, using a sequence of noisy measurements z1:t = {z1, . . . , zt}. Bayesian estimation is used to recursively compute a time-evolving posterior distribution p(xt|z1:t). This distribution can be estimated by assuming a Markovian model of the state evolution, D(xt|xt−1), and a likelihood that relates the noisy measurements to the hidden state L(zt|xt). Then, the probability density function (pdf) p(xt|z1:t) is estimated in two steps: prediction of the state and update after the new measurement zt is available.
In the prediction step, the system model and the estimated posterior density from the previous frame p(xt−1|z1:t−1) are combined in the Chapman-Kolmogorov equation to obtain the prior density
Next, in the update step, Bayes rule is used to modify the prior density and obtain the desired posterior
The solution of the problem defined by (1) and (2) is analytically tractable in a limited number of cases (e.g., linear Gaussian models). For most practical models, sequential Monte Carlo methods are used as an efficient approximation. In these methods, the posterior p(xt|z1:t) is represented with a set of Ns random weighted samples {x
where δ(·) is the Dirac delta and the sum of the weights is normalized to one.
The particles are chosen using the principle of importance sampling. This principle relies on the availability of an importance function q(xt|xt−1, zt) that describes the state space. The idea is to sample the areas of the state space where the importance function is large and to avoid generating samples with low weights, since they provide a negligible contribution to the posterior. Thus, we generate a set of new particles using the importance function, that is
Generally, the importance function can be chosen arbitrarily. The only requirements are the possibility to easily draw samples from it, and to have the same support as p(xt|z1:t). When using the importance density function q(xt|xt−1, zt), the expectation of any function f (xt) with respect to the probability p(xt|z1:t) can be rewritten as
where the integration is performed over the support of p(xt|z1:t) and q(xt|xt−1, zt). By drawing Ns samples as in (3), the expectation can be approximated as
where
, and Ns i=1 w (i) t = 1. Thus, the Chapman-Kolmogorov equation can be approximated using the right hand side of (4). Taking advantage of the fact that we have a good observation model given by the variational method, we propose to replace the classical importance sampling function by the optimizer of the variational scheme. This novel approach drives the particles towards regions in the state space with high probability.
The Ovuscule
In a previous paper, we introduced a minimalistic active contour named the ovuscule [10] . This snake takes the shape of an ellipse; it is the simplest active contour capable of capturing orientation and anisotropy. The elliptic shape of the ovuscule makes it a very robust cell-segmentation algorithm in poor imaging conditions. Moreover, it is fast to compute.
Parameterization
Following the traditional definition of parametric active contours, the parameterization of the ovuscule was designed so that its parameters correspond to control points on the outline of the snake. Since an ellipse is given by five parameters, we need at least three control points, named {p, q, r}, to fully determine an ellipse. A full description of the process can be found in [10] . By using this parameterization, all parameters have equal importance; this creates a favorable landscape for the proceedings of the optimizer. This parameterization is also advantageous in the Bayesian framework if we define the state space to be xt = (p, q, r). Under these circumstances, it is easier to define motion models for the three ovuscule points rather than other possible parameterizations of an ellipse such as foci and arc-length, or eccentricity, elongation, and orientation.
Snake Energy
The ovuscule is a region snake [10] . During the optimization process we tune the geometry of the ovuscule to increase the contrast between the intensity of the data averaged over an elliptical core, and the intensity of the data averaged over an elliptical shell, as shown in Figure 1 . If Γ and Γ represent these elliptical surfaces, with Γ ⊂ Γ, and if I is our image data, then the criterion to minimize is J = JD + JR, where JR is a contribution due to some regularization term in order to cope with the extra degree of freedom of the parameterization, and where the data term JD is ideally given by
VARIATIONAL IMPORTANCE SAMPLING
In our setting, the ovuscule provides an accurate observation model that describes the elliptical shape of our nuclei within the image. In such circumstances, the state vector corresponds to the triplet of points x
) of the ovuscule, and the measurement vector corresponds to the pixel values zt = {It} of the image.
At each frame, we propagate each particle of the previous frame following the state evolution model, which generates the predicted set of particles {x
t is built from an ovuscule, it can be associated with an energy value J (i) measuring the goodness of fit of the ovuscule to the target being tracked. We optimize the energy value of the predicted set of particles following the gradient-based optimizer of the ovuscule. This defines the optimized set of particles {x
with an optimized set of ovuscule energies {J
. Following the principle of maximum entropy, we assume that Jopt is a random variable with exponential distribution, which leads to assign the particle weights w
where λ is a parameter that controls the sharpness of p(xt|z1:t).
Using the proposed scheme, the importance sampling of the particle filter, usually performed by (3), is given implicitly by the optimization algorithm of the variational method. This interpretation arises naturally since the role of the optimizer is to attract the ovuscule, and therefore the particles, to the target under inspection. As a consequence, the weights of the particles within the region of convergence of the optimizer will gain importance compared to the ones that are not. Therefore, a much smaller set of particles is necessary to describe the high probability regions of the state space.
Finally, we perform a resampling step to eliminate particles that have small weights and to focus on particles with large weights. The resampling step involves generating a new set by sampling (with replacement) Ns times from {x
, which leads to the equiprobable set of particles {x
. The estimation at each frame of the location and shape of the target being tracked at each frame can be carried out efficiently with the MAP estimator as follows:
Thus, the maximum a posteriori (MAP) estimation of the target corresponds to the optimized particle with highest weight. All these operations are summarized in Algorithm 1. 
APPLICATION
In this section, we apply our ovuscule-based particle filter to construct the lineage of migrating HeLa cells, and outline their nuclei.
Biphasic Motion Model
For our particular application, two different motion models are considered depending on the state of the cell cycle. Both models are considered to be linear, with
where nt is a random vector that depends on the state of the cell. The two cell states are:
• Non-mitotic, where the nuclei are essentially circular, and move and deform without any preferred direction, as shown in Figure 2 (a)-(b);
• Mitotic, where nuclei are more elongated and brighter than in the non-mitotic state, and where the movement during the splitting is fast and perpendicular to the main axis of the cell, as shown in Figure 2 (c)-(d) . For the non-mitotic stage, the natural choice in (6) is to assume Gaussianity and independence for each component of nt. For the mitotic stage, we adopt a purely translational model perpendicular to the main orientation axis. A cell is considered to enter in the mitotic state if its MAP estimation is brighter and more eccentric than a certain threshold values. At that point, the motion model switches to the mitotic one, and eventually returns to the non-mitotic one once the values of the brightness and eccentricity get below the thresholds.
Experimental Results
To illustrate our method, we applied our algorithm to a time-lapse sequence of images of HeLa nuclei expressing fluorescent core histone 2B on an RNAi live cell array 1 . We focused on building the cell lineage of a single cell. We only used a total of 20 particles. The thresholds, λ, and the standard deviations for nt were chosen empirically.
In Figure 3 , we show the behavior of Algorithm 1 when a nonmitotic motion model is used. In particular, we observe in Figure 3 (a) the outlines of the ovuscule representing the particles from the previous frame. These particles are propagated following the nonmitotic motion model to the locations shown in Figure 3 (b) . After optimizing the ovuscules, we obtained the particles shown in Figure 3 (c) , and, finally, after the resampling, the particles in Figure 3 (d). Note that, after the optimization, one ovuscule converged to a local minima, but its weight was negligible compared to the others. Therefore, it was eliminated in the resampling step. In Figure 4 , we show the behavior of Algorithm 1 when a mitotic motion model is used and when the cell division occurs. In particular, we observe in Figure 4 (a) the outlines of the ovuscules representing the particles from the previous frame located at the same position. These particles are propagated following the mitotic motion model to the locations shown in Figure 4 (b) . After running the ovuscule optimizer we obtained the particles shown in Figure 4 (c) , and after the resampling we obtained the particles shown in Figure 4 (d) . Note that, after the optimization, some ovuscules converged to different targets, and this information was preserved in the resampling step. We show in Figure 5 the temporal evolution of the mean value and the eccentricity of a single nucleus. We can observe a simultaneous peak in both graphs between frames 180 and 188, which corresponds to the mitotic stage of the cell. The use of our biphasic motion model would not have been possible if we had not used the optimized ovuscule to obtain an accurate estimation of the orientation of the cell during the mitotic stage with a reasonable number of particles. Moreover, thanks to the capability of the particle filter to describe multimodal distributions, our algorithm is capable of building the cell lineage, which the ovuscule could not have achieved on its own.
The computation time is usually directly related to the number of particles used in the particle filter. Since our variational importance sampling provides a better description of the high probability regions of p(xt|z1:t), a reduced number of particles is necessary. Moreover, the optimization of each ovuscule during the variational importance sampling stage can be carried out independently, thus, the algorithm is fully parallelizable.
The method described in this article has been programmed as a plugin for ImageJ, which is a free open-source multiplatform Java image-processing software 2 . Our plugin does not depend in any spe-2 http://rsb.info.nih.gov/ij/ cific imaging hardware; thanks to ImageJ, any common file format may be used.
CONCLUSION
We have proposed a new methodology that fuses in a single tracker the two major tracking philosophies and that retains the advantages of both. We showed that, by using a robust variational method, it is possible to replace the importance sampling function of the particle filter and obtain an alternative scheme. The resulting algorithm is capable of creating an accurate segmentation of elliptic targets with a reduced number of particles, and capable of detecting and tracking cells undergoing mitosis.
