Abstract-In a streaming application video packets are required to be decoded and displayed in the order they are transmitted as the transmission continues. This results in perpacket delay constraints, and in the wireless setting the resulting channel can be modeled as a physically degraded fading broadcast channel with as many virtual users as the number of packets. Two important quality of user experience (QoE) metrics, throughput and inter-decoding delay, are considered jointly, and lower and upper bounds on both metrics are presented.
I. INTRODUCTION
Consider a wireless terminal (e.g., a smartphone or a mobile terminal with a satellite connection) streaming a video file from a wireless server. In a streaming application, the user starts watching the video before the entire video file is downloaded; hence, the video packets need to be received in the order of display, imposing individual delay constraints on video packets as opposed to traditional video downloading. The goal is to transmit as many video frames as possible within the corresponding deadlines. However, in a video application, in addition to the average throughput, the quality of user experience (QoE) depends also on the delay between decoded video frames at the receiver, i.e., the inter-decoding delay. Therefore, in this paper we consider both the average throughput and inter-decoding delay in a video streaming application over a wireless fading channel.
We consider video transmission over wireless block fading channels without channel state information (CSI) at the transmitter, while the receiver has perfect CSI. The broadcast approach of [1] allows the transmitter to adapt to the average channel statistics through rate splitting and superposition transmission in this scenario. It is shown in [2] and [3] that this approach improves the end-to-end video quality significantly. However, this kind of fine adaptation is not viable in practical multimedia communication systems in which the encoding rate is fixed by a higher layer application 1 . Moreover, in most current systems the design is strictly layered and the channel encoder is oblivious to the video coding scheme used by the application layer; and hence, rate adaptation is not possible 1 Some streaming protocols, such as HTTP Live Streaming, allow rate adaption among a limited number of available rates.
at the code level. The encoder receives video packets already encoded at a fixed rate; and cannot split the packets or change the encoding rate. On the other hand the encoder can choose to drop some of the video packets, and achieve rate adaptation at the packet level at the expense of inter-decoding delay.
In the Moving Picture Experts Group (MPEG) standard, video signals are encoded into group of pictures (GOP), each consisting of an I-frame and a number of P-and B-frames [4] . Hence, each GOP can be decoded and displayed independent of the previous and following GOPs. We assume that a whole GOP forms one video packet, which needs to be transmitted within one block of the fading channel, i.e., channel coherence time is equal to the time between two consecutive GOPs. In the streaming scenario, this imposes different decoding deadlines for video packets, i.e., the first packet needs to be received after the first channel block, the second packet after the second block, and so on so forth. Modeling the decoder at each block as a distinct virtual receiver, this channel can be seen as a physically degraded fading broadcast channel with as many virtual users as the number of channel blocks. The loss of a video packet implies a blockage in the display process which lasts until the next packet is received. Hence, both the average throughput and the maximum inter-decoding delay are considered to quantify the QoE. Both metrics have previously been considered as measures of QoE [5] .
We propose four different transmission schemes based on time-sharing. We exclusively focus on time-sharing transmission mostly because of its applicability in practical systems, as it leads to lower complexity decoding schemes with respect to, for example, successive interference cancellation. Moreover, throughput and delay analysis is not completely understood even for this relatively simpler transmission scheme. In particular, we will consider memoryless transmission (MT), equal time-sharing (eTS), pre-buffering (PB) and windowed time-sharing (wTS) schemes. We also consider an informed transmitter bound on the achievable throughput and delay performances. We compare the achievable schemes and the bound in terms of both throughput and maximum interdecoding delay. Our results provide fundamental performance bounds and insights on the design of practical video streaming systems over wireless fading channels.
While there is an extensive literature on the higher layer analysis of video streaming applications [6] , research on the physical layer aspects focus mostly on code construction [7] , [8] , [9] . The diversity-multiplexing trade-off for a data streaming system is studied in [10] . The channel model we study in the present paper can be seen as the dual of the streaming transmitter model studied in [11] , in which the data packets, rather than being available at the transmitter in advance, arrive at the transmitter gradually over time.
II. SYSTEM MODEL
The channel is constant for a block of n channel uses and changes in an independent and identically distributed (i.i.d.) manner from one block to the next. The video file to be streamed to the receiver consists of M independent packets denoted by W 1 , . . . , W M , all available at the transmitter. The receiver wants to decode these packets gradually as the transmitter continues the transmission. We assume that packet W t needs to be decoded by the end of block t, t = 1, . . . , M, otherwise it becomes useless. The data packets all have the same rate R bits per channel use (bpcu) which is fixed by the application layer, i.e., W t is chosen randomly with uniform distribution from the set W t = {1, . . . , 2 nR }.
The channel in block t is y[t] = h[t]x[t]+z[t], where h[t] is the channel state, x[t] is the length-n channel input vector, z[t] is a vector of i.i.d. zero mean unit-variance Gaussian noise, and y[t]
is the length-n channel output vector at the receiver. Instantaneous channel gains are known only at the receiver. We have a shortterm average power constraint of
The channel can be seen as a physically degraded broadcast channel, in which the decoder at each channel block acts as a virtual receiver trying to decode the packet corresponding to its channel block. See Fig. 1 for an illustration of this channel model. The instantaneous channel capacity over channel block
2 is a random variable distributed according to a probability density function (pdf) f Φ (φ).
We define the throughput, T , as the average decoded rate at the end of M channel blocks, i.e., T
where η(m) is the probability of decoding exactly m messages out of M . We also study the maximum number of consecutive channel blocks in which no message is decoded, denoted by D max . Since D max is also a random variable whose realization depends on the channel state, we consider the average maximum delay, D max , as our performance measure:
(1)
III. INFORMED TRANSMITTER BOUND
We provide an upper bound on the achievable throughput and a lower bound on the average maximum delay by assuming that the transmitter is informed about the CSI over all M blocks from the very beginning. Then the transmitter can choose the optimal subset S opt of messages to be transmitted. Note that power allocation is not possible due to short-term power constraint. In order to identify S opt that minimizes the average maximum delay, we first need to find the maximum number of decodable messages given the channel realization. It follows from the physically degraded broadcast channel model depicted in Fig. 1 that the total number of messages that can be decoded up to channel block t, denoted as Ψ d (t), t = 1, . . . , M, is bounded by min t,
, where
This recursion returns
, an M -length binary vector, or equivalently, the transmission scheme that maximizes the throughput, but may be suboptimal in terms of decoding delay. From a delay perspective it may be better not to transmit some of the packets, and instead transmit those that are posterior in the order. This is equivalent shifting some of the ones in V d rightwards, so as to minimize the number of consecutive zeroes in the vector, which does not alter the throughput. To minimize the maximum delay, the transmitter can choose to drop a message even if it could be transmitted. Instead, resources could be allocated to a message with a higher index, which, if decoded, would lead to a lower maximum delay. Note that the maximum delay is optimized without decreasing the throughput. The optimal algorithm M in Del M ax Rate which optimizes both T and D max can be obtained as follows.
Let V lb (D), D ≤ M , be a binary string of length M , with the lowest maximum delay attainable with M · D D+1 zeros that has the smallest decimal representation. V lb (D) can be constructed by taking a sequence of M bits all equal to 0, and, starting from the (D + 1)-th most significant bit, substituting a 0 with a 1, every D bits. We define 
up to a certain n * and from n * + 1 to M it can be padded with ones, thus achieving a maximum delay that is no greater than D * . Now we show that if ∃m : 
IV. TRANSMISSION SCHEMES
We introduce four transmission schemes based on timesharing. Each channel block is divided among the messages for which the deadline has not yet expired. Channel block t is divided into M − t + 1 portions α tt , . . . , α Mt , ∀m ∈ {t, . . . , M}, such that α mt ≥ 0 and M m=t α mt = 1. In channel block t, α mt n channel uses are allocated for message W m . We assume that Gaussian codebooks are used and the corresponding codelengths are sufficiently long. Total received mutual information for message W m is I tot m m t=1 α mt C t .
A. Memoryless Transmission (MT)
In MT, message W t is transmitted only over channel block t. Equivalently we have α mt = 1, if t = m, and α mt = 0, otherwise. Message W t can be decoded if and only if C t ≥ R. Due to the i.i.d. nature of the channel states, decoding probability p P r{C t ≥ R} is constant over messages. The average throughput is T MT = Rp.
The term P r{D max ≥ d} in (1) is the probability that a sequence of M Bernoulli random variables with parameter p contains at least d consecutive zeros. This probability can be evaluated by modeling the number of consecutive zeros as a Markov chain, and finding the probability of reaching the final absorbing state of d consecutive zeros. We have
where d ∈ {0, . . . , M}, k ≤ d is the number of distinct zeros of the polynomial in z:
ϕ di , i ∈ {1, . . . , k}, are the zeros of the polynomial in (4) with multiplicity r i , while a di , i ∈ {1, . . . , d}, are constants with values,
, and
. Finally, by plugging (3) into (1), the average maximum delay for MT is found as:
B. Equal Time-Sharing Transmission (eTS)
In eTS, each block is equally divided among the messages which has not expired yet, that is, for, m = 1, . . . , M, we have α mt = 
C. Pre-Buffering Transmission (PB)
In most practical streaming systems the receiver first accumulates video frames in the playout buffer and then starts displaying them at a constant frame rate after a sufficient amount of frames has been received, in order to compensate for the variations in packet arrivals [12] . We call this prebuffering (PB) transmission, in which only the last B messages are transmitted. The receiver accumulates information on these messages during the first M −B+1 channel blocks. The initial 
We show that B opt also maximizes throughput. The throughput when transmitting only the last B messages is:
where
. From Eqn. (9) we have:
The average maximum delay when only last B messages are transmitted is:
From (10) and (11) This proves that the throughput and maximum delay are optimized simultaneously. However, it is not straightforward to come up with an analytical expression for the optimal B value. In Section V, we provide a numerical optimization which shows that the buffering approach can improve the throughput significantly as it provides rate adaptation at the packet level by eliminating some of the packets, and thus increasing the correct decoding probability of the remaining packets. Average maximum delay Dmax plotted against the number of transmitted messages messages for SNR = −5 dB and R = 1 bpcu.
D. Windowed Time Sharing (wTS)
We have seen from the PB scheme that transmitting only a subset of the messages can improve the throughput by allowing rate adaptation at the packet level. However, in PB only last B packets are transmitted, leading to a minimum delay of M − B blocks. In the wTS scheme, only a fraction M/B of the messages are transmitted, where x is the smallest integer greater than or equal to x; however, unlike in PB, transmitted messages are distributed evenly among all messages. In particular, one packet from consecutive B packets is transmitted over B blocks. For instance, if B = 3, the first message to be transmitted is W 3 , which is repeated in channel blocks 1, 2 and 3, followed by message W 6 , which is transmitted in the next three channel blocks, and so on.
In wTS, B can be optimized to maximize throughput or to minimize delay, leading to two schemes, throughput-wTS (T-wTS) and delay-wTS (D-wTS), respectively. In wTS a message is decoded with probability:
for k ∈ 1, . . . , V. NUMERICAL RESULTS
In Fig. 2 and Fig. 3 we plot the throughput and the average maximum delay with respect to M , respectively, for rate R = 1 and SNR = −5 dB. Both variants of the wTS scheme perform close to the lower bound in terms of maximum delay, while the PB scheme is the one with the highest throughput, followed by T-wTS and D-wTS. The eTS scheme shows quite poor performance in both figures. From the plots it emerges that wTS can help reduce the delay while achieving a relatively good throughput in the low SNR regime. Fig. 4 and Fig. 5 show the throughput and the average maximum delay, respectively, for rate R = 1 and SNR = 5 dB. Also for this SNR the two wTS schemes perform close to the lower bound in terms of maximum delay. The highest throughput is achieved by the T-wTS scheme together with the MT scheme, followed by the PB, D-wTS and eTS schemes. From Fig. 4 and Fig. 5 we see that, when the SNR is high, the MT scheme, together with the T-wTS scheme, achieves the best performances in terms of both delay and throughput. This suggests that a simple memoryless approach is sufficient when the channel SNR is sufficiently high, while at low SNR more complex encoding techniques are needed.
In Fig. 2 , D-wTS has drops in the throughput at M = 7, M = 20 and M = 48. This is due to the optimization of the window size B. We recall that in D-wTS the window size represents the number of channel blocks dedicated to a message and is chosen to optimize the delay. While a large B leads to a high decoding probability, it implies a small number of transmitted messages, which bounds from below the minimum delay to B. As a matter of fact, only M B messages are transmitted in the wTS scheme, which implies that the maximum delay, in a given realization, is a multiple of B. If, for instance, B = 2 and m = 3 consecutive messages are lost, the corresponding delay is m · B = 6. Formally, given a window size B * there is a certain probability p l B * of not decoding a message. For any fixed m ∈ {0, . . . , M}, using Eqn. (3) it can be easily shown that the probability of losing at least m consecutive messages increases with M . Thus, a value B * which is optimal for a certain M , may not be optimal for a larger number of messages, as the probability that more than one consecutive messages get lost increases with M . The optimal choice may be to increase B, so that the probability of losing consecutive messages is decreased. However, increasing B implies a decrease in the throughput, as a smaller fraction of messages is transmitted, as shown in the plots. The T-wTS scheme, in which B is optimized so as to achieve the maximum throughput, shows a good tradeoff between throughput, which, unlike D-wTS, is almost independent from number of messages, and average maximum delay, performing close to the D-wTS scheme.
VI. CONCLUSIONS We have studied the problem of video streaming over block fading channels with per-packet delay constraints. We have proposed four different transmission schemes based on timesharing. We have carried out theoretical as well as numerical analysis for the average throughput and maximum decoding Average maximum delay Dmax plotted against the number of transmitted messages messages for SNR = 5 dB and R = 1 bpcu. delay performances. We have also derived bounds on both the throughput and maximum delay by introducing an informed transmitter scheme. We have seen that the wTS scheme can provide a good trade-off between the throughput and the maximum delay by deciding on the proportion of transmitted video packets. In practice this corresponds to reducing the coding rate of the video at the packet level.
