Abstract. The validation of estimates of ocean surface current speed and direction from high-frequency (HF) Doppler radars can be obtained through comparisons with measurements from moored near-surface current meters, acoustic Doppler current profilers, or drifters. Expected differences between current meter (CM) and HF radar estimates of ocean surface vector currents depend on numerous sources of errors and differences such as instrument and sensor limitations, sampling characteristics, mooring response, and geophysical variability. We classify these sources of errors and differences as being associated exclusively with the current meter, as being associated exclusively with the HF radar, or as a result of differing methodologies in which current meters and HF radars sample the spatially and temporally varying ocean surface current vector field. In this latter context we consider three geophysical processes, namely, the Stokes drift, Ekman drift, and baroclinicity, which contribute to the differences between surface and nearsurface vector current measurements. The performance of the HF radar is evaluated on the basis of these expected differences. Vector currents were collected during the High Resolution Remote Sensing Experiment II off the coast of Cape Hatteras, North Carolina, in June 1993. The results of this analysis suggest that 40%-60% of the observed differences between near-surface CM and HF radar velocity measurements can be explained in terms of contributions from instrument noise, collocation and concurrence differences, and geophysical processes. The rms magnitude difference ranged from 11 to 20 cm s -1 at the four mooring sites. The average angular difference ranged between 15 ø and 25 ø of which about 10 ø is attributed to the directional error of the radar current vector estimates due to the alignment of the radial beams.
Introduction
A well-studied remote sensing technique to observe ocean currents is the Doppler radar technique originally described by Crombie [1955] . Crombie observed that the Doppler spectrum of the sea echo consisted of two distinct peaks symmetrically positioned about the radar frequency. These peaks arise when radar pulses are backscattered from the moving ocean surface through the Bragg scattering mechanism. In particular, the radar pulses scatter at small grazing angles from resonant surface waves traveling toward or away from the radar with precisely one half the radar wavelength. The two Doppler peaks resulting from the wave components are displaced according to the phase velocity of the surface waves. Ocean surface gravity waves of a given wavelength travel at a constant velocity in deep water. Stewart and Joy [1974] showed that the small but finite displacement of the Doppler peaks from their expected positions is then related to the underlying current flow.
The concept of using high-frequency (HF) radio pulses to probe the ocean surface to deduce near-surface currents has between the HF radar current measurements and those observed by more conventional and often accepted techniques (i.e., current meters, drifters, ADCPs, etc.) remains a crucial measurement issue. The comparison of radar and current meter (CM) estimates of current speed and direction is not as straightforward as might be supposed. Radars and current meters both measure different aspects of the temporally and spatially varying full three-dimensional vector current field.
Thus it is possible, while both radar and current meter properly operate and perfectly measure the ocean current speed and direction, that those measurements still differ. There are numerous sources of errors and differences which could cause these deviations. Remotely sensed radar observations are essentially instantaneous spatial averages over a demarcated area at the surface (i.e., footprint), while current meter observations are prescribed temporal averages at a single location within the water column. Therefore it is necessary to quantify the various sources that give rise to these differences. Many factors can cause the observed difference in a particular pair of radar-CM estimates of current speed and direction. Hence the observed differences must be treated statistically. The larger the number of radar-CM comparisons available, the greater will be the statistical confidence attributable to any conclusions drawn about HF Doppler radar performance. However, expected differences between CM and HF radar estimates of ocean vector currents depend on numerous sources of errors and differences such as instrument and sensor limitations, sampling characteristics, mooring response, and geophysical variability. The purpose of this paper is to enumerate and quantify the various potential sources of difference between radar and current meter estimates of current speed and direction. Specifically, we will classify these sources of errors and differences as those associated exclusively with the current meter, the HF radar or the different methodologies in which current meters and HF radars sample the spatially and temporally varying ocean surface current vector field. We also consider three geophysical processes of this region, namely, the Stokes and Ekman drifts and baroclinicity, which contribute to the differences between surface and near-surface vectoi-current measurements.
The paper is organized in the following way. The basic measurement principles of the HF radar and the current meters used in this study are described in section 2. The sources of measurement differences are discussed in section 3. In particular, we detail those sources which are attributed to the radar and the CMs separately and those common to both sensor types. We especially take a closer look at uncertainties and errors arising from the geometric configuration of the radar and its measurement strategy. The three geophysical processes which we feel were relevant and considerably contributed to the observed flow differences during the High Resolution Remote Sensing Experiment II (High Res-II) are elucidated in section 4. The statistical implications of the various sources of differences are quantified in section 5, and our conclusions are presented in section 6.
Measurement of Ocean Surface
Vector Currents
HF Doppler Radar
The dual-frequency OSCR system utilizes HF (25.4 MHz) or VHF (49.9 MHz) radio frequencies to map surface current patterns over a large area in coastal waters. The OSCR system is a pulsed radar which employs a forward-directed Yagi transmit antenna and a beam-forming line receive antenna array consisting of 16 individual elements (HF mode) spaced equally over a distance of nearly 90 m. Each beam of the phased array has a width of 6 ø. The received signals are Doppler-processed at selected range gates of 1 or 2 km length. Signals from individual range gates are used to observe the phase velocity of advancing and receding surface waves along the radar beam. The shore-based radar system consists of two units (master and slave) which are deployed typically 15-35 km apart. Each unit makes independent measurements of current speed along radials emanating from its phased-array antenna system. Each measurement cycle (20 min) begins with a data collection period nearly 5 min long at the master site and then at the slave site. The remaining 10 min are used to extract currents from the Doppler spectra and to perform archiving functions. The data are then combined via UHF or telephone communication to produce vector currents estimates (speed and direction), store them to disk, and display them in near real time. The measurements can be made simultaneously at up to 700 grid points either at 1 km (HF mode) or 250 m (VHF mode) resolution. The measurement interval for one vector current map is repeated every 20 min. The main specifications and capabilities of the University of Miami OSCR system are listed in Table 1 .
The principle underlying the HF Doppler radar technique has been investigated theoretically and experimentally over the past several decades (see Barrick [1978] and Prandle [1989] for reviews). The basic premise of the scattering mechanism is that energy of radar pulses are backscattered from the movement of the ocean surface by resonant surface waves or "Bragg waves." The wavelength A of these Bragg waves is given by A = X/2 sin O,
where X is the radar wavelength and 0 i is the incidence angle. For the shore-based HF radar system, 0i = 90 ø so A for this case is equal to one half the radar wavelength. The Bragg scattering effect results in two discrete, well-defined peaks in the Doppler spectrum (Figure 1 ). In the absence of a surface current the position of these echo peaks is symmetric and their frequency fB is given by 2C0 fB: + 
where 1/r is the radial component of the effective surface current along the look direction of the radar. The surface vector current can then be computed by combining the components along two radar beams emanating from the two radar stations. 
where (9) is the angle of the bisector of the radar beams measured clockwise from true north. Substitution of (4) and (5) into (7) and ( 
For angles A less than 30 ø, generally, no vector currents are computed because errors are inversely proportional to the angle of intersection. However, under certain circumstances (e.g., the current is aligned along one of the radials) this value can be relaxed and reduced to 15 ø . This geometric criterion is used to eliminate very sharp and shallow angles between two radials. This limitation is further discussed in section 3.2.1.
Current Meter
There are many different current meter sensors that may be used to measure the velocity of the water flow from a mooring. Each CM maintains advantages and disadvantages depending on application and deployment. Each sensor has its own intrinsic limitations and is subject to noise induced by various motions. Beardsley et al. [1981] [Beardsley, 1987] . While both instruments showed highly correlated observations, the remaining differences were due to instrumental errors and waveinduced fluctuations associated with the locally generated wind sea. Richman et al. [1987] deployed an array of current meters on a surface drifter and derived the similar conclusion that surface wave-induced motion can rectify low-frequency motions. Thus wave-induced currents and mooring motions due to the Stokes drift are the primary source for current meter velocities to deviate from the "true" Eulerian velocities.
The positions, sensor and water depths, and type of current meter used in this study are given in The near-surface current meters deployed on these moorings consisted of InterOcean S4 electromagnetic, two-axis current meters (hereinafter referred to as S4). Since these instruments were deployed for long-term observations, they sampled data every hour for a duration of 3 min at a sampling rate of 2 Hz. The data were smoothed with a 3 hour low-pass filter, and then averaged values of all quantities were stored for each sample interval. 
Sources of Measurement Differences
Comparisons of radar estimates of vector currents and insitu current meter measurements must be carefully examined because radar observations are short-duration spatial averages over a fixed surface area, while current meter observations represent fixed-length temporal averages at a single point in the water column. The dynamics of ocean currents with motions on a variety of spatial and temporal scales will further accentuate these differences between sensors. Even perfectly accurate HF radar and CM measurements will differ not only because of the different inherent spatial and temporal averaging but also because of the differences in the geophysical processes resulting from horizontal inhomogeneity and vertical shear as noted by Shay et al. [1995] . Therefore comparisons between "perfect" radar and "perfect" current meter vector current measurements require the knowledge of the sources of expected differences. A similar study on the accuracy of HF radar current measurements compared to shipborne ADCP and catamaran-mounted UCM 40 currents is discussed by Chapman et Table 3 ). For the conditions considered here this problem is irrelevant because the flow was always fully turbulent. As before, we estimate the instrument error as a percentage of the mean flow, in this case 2%, which gives a range of 0.25-0.5 cm s-1. This error is lower than the limiting value of 1 cm s-1 which will be used in this study.
3.1.4. Mk II errors. The measuring principle of the Mk II is based on the inclination of the vertically suspended sensor. An inclinometer and four fluxgate devices measure the magnitude and direction of the tilt of the sensor in the presence of a water current. Such a current meter is well suited for highvelocity environments, while the accuracy of the current meter is poorer for low current speeds. Typically, a threshold velocity of 2 cm s -1 is needed to get the system to respond. The estimated instrument error is taken to be 1 cm s-• (see Table 3 ).
Radar Uncertainties
Many of the uncertainties associated with HF Doppler radar measurements are geometric in nature. These are (1) sighting errors due to misalignment of the receive antenna array, (2) current vector resolution errors that are dependent on the relative angle between the current vector and the bisector of the radar beams, (3) deviations from the input antenna radiation pattern that introduce spurious signals, (4) nonsynchronous data collection at the two radar sites, and (5) external contamination of the return signal due to the presence of land or ships, stormy seas, sandbanks, and shallow water.
The first type of error arises from the improper alignment of the boresights of the transmit and receive antennae. This misalignment would create a constant offset between the apparent and true location of the measurement cells. In order to quantify this misalignment, radar reflectors (or transponders) need to be positioned at known locations to determine the exact location of the maximum power of the return signal. Generally, such misalignment errors can be minimized with the use of accurate theodolites and compasses.
The second type of error will generally occur randomly but, for certain oceanographic conditions, may produce a systematic error. The inherent uncertainty in determining the Doppler shift is further amplified depending on the acute angle between the two radar beams and the relative angle between the true current direction and the radar beam bisector. Prandle [1989] where I/is the current magnitude. 10 Figure 5 displays four panels of the estimated directional error due to the alignment of the true current direction with respect to the beam bisector as a function of the ratio of radial velocity error to current speed. Surprisingly, the error is especially large when the current is closely aligned with the bisector and the beam-crossing angle is small. This is due to the fact that a small error in the velocity vector can cause a large change in the direction. By contrast, from Figure 4 we know that the error in the velocity is small when the current direction is nearly parallel to the beam bisector and the beam-crossing angle is also small. The opposite occurs when the radials are nearly parallel and the current is normal to the bisector; then the angular error is smallest. In general, the angular error becomes smaller for all current directions as the radial beams become more normal, and the current speed is much larger than the radial velocity error (Figure 5c-5d The fourth error type arises from the nonsynchronous data collection of the OSCR system. As discussed in section 2.1, each station alternately collects data for 5 min, and the remaining 10 min are devoted to vector current processing. To estimate the potential error associated with this nonsynchronous measurement scheme, we first computed the rms difference for sequential pairs of OSCR radial current measurements. We then reasoned that if the errors varied linearly with short time lags, then the rms differences associated with a 5 min time lag could be estimated by dividing the 20 min time lag errors by 4. This assumption regarding the linear variation of error over short time lags was borne out by subsequent structure function analyses (see Figure 9 ). To estimate the instrument error of OSCR, we computed the average error from (15) for each of the cells collocated with the current meter moorings. This error would not include ß contributions from the misalignment of the transmit or receive antennae or external sources, which distort the Doppler spectra. These results indicate that on average the error due to geometric uncertainties is about 11% of the mean velocity at each cell for this experiment. However, this number is expected to vary with the dominant flow orientation with respect to the radar beam alignment.
Time and Space Sampling Differences
Even if both an HF radar system and CMs provided perfect, noise-free estimates of the ocean vector current, comparisons between their estimates would still exhibit differences. These residual differences are inherent to the nature of how these Systems sample different aspects of the temporally and spatially varying ocean current field. The differences can be divided into three categories: (1) temporal proximity, (2) at DE, and 3-6 cm s-• at B2 with the higher value corresponding to OSCR. Since all sensors had at least one common time when they sampled, although sampling and averaging intervals were different, the impact of temporal separation between OSCR observations and current meters would be negligible. For the cases considered in this study the differences due to temporal separation were estimated to be less than 0.1 cm s-•. Since HF radars range-gate along a radial, the spatial resolution in range is exactly 1.2 km. In contrast, the azimuthal resolution depends on the aperture or beam width, which is 6 ø for OSCR. This implies that the cell width enlarges with range. 
Geophysical Variability
In the following section we consider three geophysical processes due to wave-induced, wind-induced and baroclinically induced motions which can contribute to flow differences observed at the surface and in the upper ocean layer. Obviously, there are many other processes which could contribute to the differences between the CM and HF radar current measurements. We have considered these three processes because we are able to estimate their influences directly from additional measurements such as directional wave spectra, wind, and temperature time series. Table 6 it is evident that a westward swell generally dominated the wave conditions during HighRes-II. Similarly, the rms differences between surface and subsurface locations were computed from (22) using the appropriate sensor depths as listed in Table 2 and the observed conditions of the directional wave spectra at the buoys. For stations B1 and B2, where no wave measurements were available, we estimated the rms differences by assuming that the wave conditions observed at DW were similar to those at B1 and the wave conditions at DE were similar to those at B2. These assumptions appear to be reasonable because the mean and standard deviations of the wave conditions at both buoys were nearly identical (Table 6) . Richman et al. [1987] measured the current shear very close to the ocean surface from a string of current meters suspended The wind shear stress acting on the ocean surface induces a surface drift current, according to Ekman [1905] The wind time series at DW and DE were used to compute the rms differences induced by the Ekman drift between surface and subsurface locations. For stations B1 and B2, where no wind measurements were available, we estimated the rms differences by assuming that the wind conditions were homogeneous and the observed winds at DW were similar to those at B1 and the observed winds at DE were similar to those at B2. Table 6 corroborates these assumptions.
Baroclinic-Induced Currents
A large fraction of the observed currents are in geostrophic equilibrium, which is a balance between horizontal pressure Table 7 . The percentage rms difference (last column in Table 7 ) is calculated for the uppermost current meter at each station by dividing the total error difference by the observed rms difference given in Table 5 . The results show that 40%-60% of the observed rms differences between radar-derived surface currents and near-surface current meter measurements are due to three primary sources of differences which can be estimated with additional measurements of the oceanic and atmospheric conditions. From distribution of the error magnitudes in Table  7 we recognize that the contributions due to geophysical processes were small, except for the Ekman component. This is where z r is the reference level commonly defined at the level where the barotropic and baroclinic components are equal, # is the acceleration of gravity, and Po is the reference density. This dynamic method to estimate currents has been used successfully from conductivity-temperature-depth (CTD) and temperature profiles. Figure 16 presents the variation with depth of baroclinic currents for different horizontal density gradients. While average temperature gradients between sea surface temperatures (SSTs) (from the wave buoys) and the near-surface current meters (cf. Tables 4 and 6) were generally small, the variability in the temperature combined with the salinity gradients suggest that differences due to baroclinic motions in the upper layers are of the order of 1-3 cm s -• (see Figure 16 ).
Statistical Implications
To quantify the differences between OSCR and near-surface current meter observations in terms of the following categories: current meter and HF radar instrument errors, spatial and temporal separation, and geophysical sources, we assume that all sources are independent such that the total difference is given by Baroclinic Currents for Different Density Gradients Note the last column (column 7) is the percentage of the observed rms difference (column 3, Table 5 ) explained by the total standard deviation of the error sources (column 6). nent of the total difference is the spatial separation which also includes spatial averaging since the effective radar footprint is larger than the nominal cell size. This error could be reduced with a smaller beam aperture. The second largest contribution comes from the effective uncertainty in the radar vector current measurement, although the contributions from Ekman drift and baroclinicity are nearly as large. However, the magnitude of the radar uncertainty will depend strongly on the flow orientation with respect to the angle of the radial beam bisector.
The remaining differences left unexplained by this analysis are not well understood. One possible explanation lies in the likelihood that contrary to our prior assumption that all of the errors are independent some of the errors are, in fact, correlated. For example, if we assume that all three geophysical processes are correlated at the 50% level, then 44%, 75%, 55%, and 43% of the total rms differences are explained, respectively, at each mooring. If we further assume that the errors due to spatial and temporal separations are also correlated at the 50% level, then the percentage rms difference explained would rise to 46%, 77%, 59%, and 48%, respectively. Undoubtedly, some of these sources may be correlated, but we cannot assess the degree of correlation without additional data.
Conclusions
This study is a first comprehensive effort to evaluate and quantify the numerous sources of errors and differences be- 
