A finite-time attitude compensation control scheme is developed for an over-activated rigid spacecraft subject to actuator faults, misalignment, external disturbances and uncertain inertia parameters. The controller is synthesised based on the sliding mode control theory, and guarantees the finite-time reachability of the system states. A sufficient condition for the controller to accommodate misalignment and faults of actuator is presented. An optimised control allocation algorithm based on the Karush-Kuhn-Tucker condition is then applied to distribute the commanded control to each actuator, and optimise the consumption of energy. Numerical simulation results are presented that highlight the performance benefits of the control law.
Introduction
Spacecraft controllers must guarantee a finite-time, accurate response to various attitude manoeuvres. However, the attitude control performance is affected by external disturbances, an unknown inertia matrix and actuator misalignment because of manufacturing tolerances and vibration during launch. To achieve high-accuracy attitude control, many non-linear control theory inspired approaches have been developed [1] [2] [3] [4] [5] [6] .
For orbital spacecraft, unexpected faults may occur because of the ageing of components. Faults would inevitably deteriorate the attitude control performance and even lead to system instability. Consequently, fault tolerant control design for the attitude system has received more and more attention [7] [8] [9] . Jin et al. [10] applied dynamics inversion and time-delay theory to design an attitude tracking controller to tolerate faults in reaction wheels. Its implementation demanded full knowledge of the inertia parameters, and external disturbances were not considered. Jiang et al. [7] proposed an adaptive compensation control to handle thruster faults. Although attitude tracking manoeuvres were accomplished, actuator misalignment was not taken into account. Considering actuator redundancy, a fault tolerant sliding mode controller was designed for aircraft by using a control allocation technique [11, 12] . Although partial losses of actuator effectiveness faults were tackled, knowledge of the effectiveness factor is required to implement the controller.
Sliding mode control is a widely used technique to handle system uncertainties. In [11] [12] [13] , sliding mode control was employed to design an attitude controller, whereas system uncertainties and external disturbances were explicitly addressed. However, only the asymptotic stability of the closed-loop attitude system was guaranteed. That is, the system trajectories converged to the equilibrium position with infinite-settling time. In practical aerospace engineering applications, such an infinite-settling time is not useful for time critical missions. As a result, more and more investigations have focused on attitude control design with finite-time convergence. In [14] [15] [16] , the finite-time control technique was applied to design an attitude controller. Feng et al. [17] proposed a terminal sliding mode controller to solve the singular problem for a second-order non-linear dynamic system. A terminal sliding mode and Chebyshev neural network were used in [18] to guarantee that the attitude manoeuvre was accomplished in finite time even in the presence of an unknown inertia matrix, external disturbances and control input constraints. Furthermore, two robust sliding mode controllers were proposed in [19] to realise attitude tracking in finite time. Similar finite-time fault tolerant controllers for spacecrafts were investigated in [20] [21] [22] [23] [24] [25] .
In addition to solving the attitude control design in the presence of actuator faults, system uncertainties, external disturbances and actuator misalignment, minimising energy consumption is another key issue that needs to be addressed. Control allocation is widely employed for over-actuated systems to optimally allocate the desired virtual controls among all the available actuators within their respective constraints [26, 27] . At present, many control allocation methods are available for over-actuated systems, such as direct allocation [28] , daisy-chain allocation [29] , pseudo-inverse allocation [30] , optimisation-based allocation [31] and adaptive control allocation [32] . In particular, optimisation control allocation algorithms have received more and more attention [33] [34] [35] [36] . This paper considers both the local minima and the global minimum, and proposes a global and initial condition independent algorithm based on the Karush-Kuhn-Tucker (KKT) conditions for energy consumption optimisation. This control allocation scheme can explicitly allocate the control torque and optimise the energy consumption simultaneously.
This work focuses on developing a control scheme to perform attitude tracking manoeuvres for an over-activated spacecraft with actuator faults, misalignment, external disturbances and uncertain inertia parameters. More specifically, the sliding mode control technique is exploited to design an attitude tracking controller to tolerate partial loss of actuator effectiveness faults and actuator misalignments. The attitude tracking error is required to be zero in finite time. In addition, a modified algorithm based on the KKT conditions is proposed to allocate control in order to save energy. The proposed approach is illustrated in Fig. 1 . The compensation control module is added to the output of the nominal controller to compensate for the reaction wheel faults, misalignment and disturbances. The control allocation module is added to the output of the compensation control module for control torque allocation and energy optimisation. The proposed scheme solves a difficult problem of reliable and high accuracy attitude tracking control in finite time, that rejects external disturbances and, at the same time, compensates for actuator faults and system uncertainties so that the control objective is met and the energy consumption is optimised.
The rest of this paper is organised as follows: Section 2 summarises the mathematical model for the rigid spacecraft attitude and control problem. Section 3 presents the main results. The control allocation algorithm and the energy consumption are analysed in Section 4. Simulation results are presented in Section 5. Some conclusions are given in Section 6.
Preliminaries
In the following, · denotes the standard Euclidean norm or its induced norm, · ∞ denotes the infinite norm of a vector or matrix. For any given matrix A ∈ R p×q with full-row rank, A † denotes its pseudo-inverse.
Kinematic equation
The unit quaternion,
, is used to define the spacecraft's attitude orientation between the bodyfixed frame B and the inertial frame I. The kinematic equation of a spacecraft is then [37] 
where ω ∈ R 3 is the angular velocity with respect to I and expressed in B, I 3 is the 3 × 3 identity matrix and Q is such that q T q + q
denotes the skew-symmetric matrix given by
Spacecraft dynamics with actuator faults
The dynamic equation of a rigid spacecraft can be derived from Euler's moment equation as [38] Jω + ω
where J ∈ R 3×3 is the inertia matrix, τ(t) ∈ R n (n > 3) is the control torque generated by n actuators, D ∈ R 3×n is the actuator distribution matrix and d(t) ∈ R 3 denotes the external disturbance.
Taking partial loss of actuator effectiveness and actuator misalignment into consideration, the faulty dynamics can be described by
where D denotes the actuator distribution matrix induced by misalignment, E(t) = diag(ρ 1 , ρ 2 , . . . , ρ n ) ∈ R n×n represents the actuator effectiveness with 0 ≤ ρ i ≤ 1, i = 1, 2, . . . , n indicates the health of the ith actuator. The case ρ i = 1 means that the ith actuator is normal. 0 < ρ i < 1 corresponds to the case in which the ith actuator partially loses its effectiveness. Although ρ i = 0 means that the ith actuator has totally lost its control effectiveness.
Remark 1:
When modelling the faulty dynamics in (4), the dynamics of the actuator is not ignored. The main focus of this work is the design of an attitude controller to tolerate faults, not the design of a fault detection and diagnosis (FDD) approach to detect, isolate and identify actuator faults. The FDD design usually needs to consider the dynamics of the actuators.
Attitude tracking model
The desired attitude to be followed is described by the desired frame T with respect to I, and is specified by the desired unit quaternion
The desired angular velocity is denoted by ω d ∈ R 3 . Let the error quaternion Q e = [e 0 , e T ] ∈ R × R 3 denote the attitude discrepancy between B and T , and ω e ∈ R 3 represent the corresponding error in the angular velocity. It follows that
whereR ∈ R 3×3 denotes the corresponding rotation matrix that brings T onto B, and
From (1) to (5), the faulty attitude tracking error dynamics can be obtained as [38] Jω e + ω e +Rω d
e 0 = −0.5e
Assumption 1: Denote the inertia matrix J as J = J 0 + J , where J 0 is the nominal inertia, and J is the uncertain part.
Fig. 1 Structure of the attitude tracking controller
Although J may be uncertain, it remains positive-definite and bounded. There exist positive but unknown scalars 1 and 2 such that J ≤ 1 and J ≤ 2 .
Assumption 2:
The external disturbance d(t) is bounded by a positive but unknown scalard i , that is,
Control objective
The control objective can be stated as: For the faulty attitude tracking system, (7)- (9), design a control law to guarantee that the attitude tracking error converges to zero in finite-time, even in the presence of actuator faults, actuator misalignment, an uncertain inertia matrix and an external disturbance d(t).
Finite-time attitude compensation control

Finite-time sliding mode surface design
We first introduce some lemmas which will be utilised in the subsequent control development and analysis.
Lemma 1 [39] : If p ∈ (0, 1), then the following inequality holds for any vector
Lemma 2 [40] : Suppose V (x) is a C 1 smooth positivedefinite function such thaṫ
where λ 1 ∈ R + , λ 2 ∈ R + , β ∈ R + and 0 < β < 1. Then, for any initial value x(0) = x 0 , it follows that V (x(t)) = 0 for all time t ≥ t F1 , where
In this work, a sliding mode surface is introduced as
where μ 1 > 0, μ 2 > 0 and 0 < r < 1 are the design parameters, and the vector sgn(e) ∈ R 3 is the sign function defined
Theorem 1: If a controller u(t) is appropriately designed so that the states reach the sliding surface, s, then e(t) ≡ 0, e 0 (t) ≡ 1 and ω e (t) ≡ 0 for all t ≥ t F1 .
Proof: It is known from the sliding mode control theory [41] that, once the state trajectories of the attitude tracking system reach the sliding surface, that is, s = 0, one has
Consider a candidate Lyapunov function given by
Using the equality e T e + e 2 0 = 1 leads tȯ
which implies thatV 1 = 0 if and only if e = 0. Using Lemma 1, we obtaiṅ
Thus, e will converge to zero, and e 0 tends to ±1 as t → ∞.
Note that the equilibrium point [e 0 , e T ] = [−1, 0] is not a stable equilibrium point [42] , and thus lim t→∞ e 0 (t) = 1. Accordingly, there exists a finite timet ≥ 0 such that e 0 (t) > 0 for t ≥t. Then, for t ≥t, one has
and
From (18) and (20)
Since 0.5 < ((r + 1)/2) < 1, using Lemma 2 proves that
. From the definition of V 1 (t), it is concluded that e 0 (t) ≡ 1, e(t) ≡ 0 and ω e (t) ≡ 0 for all t ≥ t F1 , and therefore the proof is completed.
Attitude compensation controller design
When e = 0, the sliding surface, (13), gives
where
Since e = 0, there exists a positive constant 3 such that e r−1 ≤ 3 . Then, using Assumptions 1 and 2 and following the analysis given in [38] 
where λ min (·) represents the minimum eigenvalue of a positivedefinite matrix. Now, it is ready to present the main result in Theorem 2.
Theorem 2: Consider the faulty attitude tracking dynamics described by (4) with actuator misalignment D, actuator fault E(t) and external disturbance d(t). Design an attitude compensation control law as
where K and k 1 are the positive control gains,k 2 is the estimate of
, respectively, where j (j = 4, 5, 6) are positive constants. Suppose that the actuator uncertainties including faults and misalignment are such that
Then, the system states reach the sliding mode surface s(t) = 0 in finite time.
Proof: Define new variablesk
Consider the candidate Lyapunov function
The time-derivative of V 2 can be calculated aṡ
From (25), it follows that
Applying the updating laws fork i , i = 2, 3, 4 yields
Using the inequality x T y ≤ 3 x ∞ y ∞ > 0 for all vectors x, y ∈ R 3 and applying (26) leads to
Substituting (29)- (31) into (28) yieldsV 2 ≤ −κK. Consequently, it follows that
, where
Thus, the system states reach the surface s(t) = 0 in finite time, and the proof is completed.
Theorem 3:
Consider the attitude tracking system given by (7)- (9) . If the control scheme in (23) . Therefore for any initial state Q(0) and ω(0), the desired attitude trajectory can be followed in finite time t F , that is, e(t) ≡ 0, e 0 (t) ≡ 1 and ω e (t) ≡ 0 for all times t ≥ t F . Therefore the proof is completed.
Note that the proof of Theorem 2 is only conducted for the case e = 0. In practical aerospace engineering, because of external disturbances, the initial attitude tracking error e is usually not zero. Thus, the application of the controller will enable the attitude tracking e to reach the sliding surface s = 0. From Theorem 3, the attitude tracking error e will converge to zero in finite time. At this time, the following two cases should be considered (23) will be automatically applied to govern the system states to achieve the sliding surface s = 0 again. Then, e will converge to zero in finite time. Consequently, a chattering phenomenon is observed in the sliding mode control system.
Remark 2:
The use of a discontinuous function s/ s or s/ s ∞ in (24)- (26) leads to a large control input τ when s is small. This is a practical problem in sliding mode control-based systems, namely, the chattering effect. One practical approach to reduce the chattering is to replace the discontinuous function s/ s or s/ s ∞ by a continuous approximation such as s/( s + γ ) or s/( s ∞ + γ ), where γ is a small positive scalar [43] . Hence, the control efforts in (24)-(26) are modified as follows to reduce the chattering
Remark 3: In Theorem 2, it is assumed that κ ≥ ε[ϕ(t) + 1] > 0. This assumption is a sufficient condition for Theorem 1. Thus, when the actuator faults occur, the remaining active reaction wheels are able to produce a combined torque sufficient to allow the spacecraft to perform an attitude stabilisation manoeuvre. Hence, although the severe fault scenario ρ i = 0 can be tolerated by the controller, the number of actuators undergoing faults ρ i = 0 should guarantee that κ > 0. Otherwise, κ = 0 means that the remaining control torque is not able to compensate for the occurring faults, and may lead to three-axis attitude control failure.
Remark 4:
It is worth mentioning that κ ≥ ε[ϕ(t) + 1] is a sufficient condition for the validity of Theorem 2. Thus, the proposed controller is not able to tolerate all the possible actuator faults and actuator misalignment. To determine the severity of misalignment and faults that the controller can handle, the following two cases will be discussed:
Case I: If there is no actuator misalignment, that is, ε = 0, then the controller can handle all possible actuator faults once κ > 0 is guaranteed, as stated in Remark 3.
Case II: If there exists actuator misalignment, that is, ε = 0, and suppose that τ is bounded by τ min ≤ τ ≤ τ max because of the physical limitations of the actuators (see Section 4). From τ ∞ ≤ τ max and τ mis ∞ ≤ D ∞ we obtain
Thus,
Using the inequality
Hence, the sufficient condition κ ≥ ε[ϕ(t) + 1] is rewritten as (39) . That is to say, if the occurring actuator faults and misalignment satisfy (39) , then the proposed controller can still successfully accomplish the planned attitude manoeuvre. However, (39) does not give explicitly the exact magnitudes of misalignment and faults that the controller can tolerate because the torque introduced by misalignment and the torque introduced by faults are highly coupled.
Control allocation with energy optimisation
Fuel or electrical energy saving is important for the orbital spacecraft to increase its operation time. Therefore the optimal energy consumption should be considered when designing an attitude controller. To analyse the system energy consumption, the energy optimisation control allocation is firstly formulated as (40) where τ min and τ max are the lower and upper control torque constraints, δ c is the energy consumption of all the reaction wheels defined by
where δ oi (τ ι ) and ς oi (τ ι ) are the energy output function and the ith actuator's efficiency function, respectively, obtained from the actuator models and experimental calibrations.
To balance the effectiveness of the control allocation and the energy consumption, the small positive parameter ε is introduced [31] .
The optimisation control allocation algorithm is developed by combining (40) and (41) to give
with τ min ≤ τ ≤ τ max (42) Equation (42) is solved by introducing Lagrange multipliers to give
where ε,ε ∈ R 4 are the Lagrange multipliers with positive values. The KKT conditions [44] are the necessary conditions for the local minima and global optimal solution, and the algorithm is independent of the initial conditions. The KKT necessary and sufficient optimality conditions [45] are obtained by setting the gradients of the Lagrangian L equal to zero. Then, the optimal solution, τ * , is obtained by solving (see equation at the bottom of the page)
The optimal control, τ * , includes a few local minima that includes the boundary values, and can be obtained by setting the Lagrange multipliers ε * andε * to zero, or not. When the 
Fig. 2 Control allocation algorithm flowchart based on the KKT conditions
Lagrange multipliers are set to zero, that is, ε * = 0 and/or ε * = 0, the control τ * can be calculated (including the solution at the boundaries) by solving (45) . Otherwise, when the Lagrange multipliers are non-zero, that is, ε * = 0 and/or ε * = 0, the control τ * has to be equal to the boundary values, τ max or τ min , based on the KKT conditions. Fig. 2 shows a flowchart of this algorithm.
Remark 5:
Although this work applies the same KKT-based control allocation approach as Chen and Wang [46] to allocate the virtual control torque into the commanded control, the main contribution of our study is the controller design, not the control allocation design. In contrast to [46] , the proposed control scheme can achieve attitude tracking control even in the presence of external disturbances, uncertain inertia parameters, actuator faults and actuator misalignment.
Simulations results
Reaction wheel configuration
To demonstrate the effectiveness of the proposed compensation control scheme, numerical simulations have been carried out using the rigid spacecraft system given by (3)- (5) in conjunction with the compensation control law (23) , and the control allocation (38) . The nominal inertia matrix of the spacecraft is [47] 
and the inertia perturbation is
where ϑ(·) is defined as ϑ(t ≥ 0) = 1 and ϑ(t < 0) = 0. The external disturbance d(t) is chosen as [38] d ( 
The spacecraft is activated by four reaction wheels. The maximum output torque of each reaction wheel is 0.2 Nm, that is, u max = 0.2 Nm. The configuration of the four actuators is shown in Fig. 3 . α i = 35.26
• and β i = 45
• are the nominal alignment angles, i = 1, 2, 3, 4. α i and β i are the misalignment angles.
With the configuration shown in Fig. 3 , the relation between the actual output torque of the reaction wheel and the total torque acting on the spacecraft is
Owing to manufacturing tolerances and vehicle vibration, there exist misalignment angles α i and β i , i = 1, 2, 3, 4 for the reaction wheel. These angles are small and are approximated by 
Simulation results
The following controllers are compared: the proposed attitude compensation control law (23) with the optimisation energy control allocation (39) (named as FTACC + OE), the pseudo-inverse (PI) [48] control allocation with the robust adaptive fault tolerant controller proposed in [38] T rad/s. To verify the optimisation of the energy consumption, considering the computation effort and the energy consumption characteristics of the actuators, we adopt the simple efficiency fitting function given in (7) to reduce the computational cost but still adequately describe the rising trend with the increase of control torque
The coefficients are taken as a = 0.0372 and b = 0.122 [1, 1, 1] T . The actuator energy consumption is modelled by
where ω 0 is selected as ω d . The penalty coefficient ε is set to be 0.001 and the weighting matrix W u is set to the identity matrix for the optimisation problem.
Case 1. Attitude tracking performance with fault-free actuators:
In this case, all the reaction wheels work normally, and all the actuators are free of misalignment. We first Fig. 6 . It is seen that the proposed control approach forces the states onto the sliding surface in 5 s. The corresponding torque allocation and the energy consumption performance with different control allocation algorithms is shown in Figs. 7 and 8 . Fig. 8 shows that the energy consumption using FTACC + OE is the lowest, whereas the other two controllers consume much more energy to achieve the desired targets, especially within the first 20-40 s of the simulation during manoeuvring. The primary cause for this energy increase is the lack of an energy optimisation control allocation in the controller design. Case 2. Attitude tracking performance in the presence of actuator misalignment and faults: A severe failure scenario is considered, and actuator misalignment is also considered. The fault scenario is given as [38] (see (53)) where rand (·) is defined in [38] . The misalignment angle is randomly selected between −2 • and +2
• .
The resulting attitude tracking errors and angular velocity tracking errors obtained by implementing FTACC+OE are shown in Figs. 9a and 10a, respectively. As expected, the attitude tracking manoeuvre is successfully accomplished even in the presence of actuator faults, misalignment, disturbances and uncertain inertia parameters. Comparing Fig. 9a with Fig. 4a shows that almost the same time, that is, 15 s, is required to follow the desired attitude trajectories. Although the control effort for RAFTC + PI and FTATC + PI is within the maximum torque of each reaction wheel, as shown in Figs. 11b and c, these two controllers are not able to perform the attitude tracking manoeuver in the presence of faults and actuator misalignment, as shown in Figs. 9b, c and 10b, c. The striking contrast in finite-time convergence performance can be seen in Fig. 12 . A similar conclusion to case 1 concerning the energy optimisation capacity for FTACC + OE can be drawn from Fig. 13 . The control performance obtained from FTACC + OE, RAFTC + PI and FTATC + PI are compared and illustrated in Table 2 . Table 2 shows that FTACC+OE has better tracking performance than FTATC + PI and RAFTC + PI. FTACC + OE also provides a faster response, higher attitude stability and attitude pointing accuracy, even in the presence of uncertain inertia parameters and external disturbances, whenever actuator faults and misalignment occur. Furthermore, the energy optimisation capacity of FTACC + OE is superior to FTATC + PI and RAFTC + PI.
Conclusions
A finite-time control scheme with a control allocation strategy based on the KKT conditions was designed to solve the attitude tracking problem of a rigid spacecraft in the presence of external disturbances, uncertain moments of inertia, the partial loss of actuator effectiveness and actuator misalignment simultaneously. A sufficient condition was presented; if the actuator misalignment and faults satisfy this condition, then they can be tolerated by the controller. The actuator faults investigated in this paper may be considered as special cases, and other types of actuator faults, such as sticking or the total loss of control power, are not considered. These faults should be investigated by control reconfiguration, together with actuator hardware redundancy and redundancy management, and are the subject of future work.
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