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Abstract
Generalizing work of W. Mu¨ller we investigate the spectral theory for the Dirac
operator D on a noncompact manifold X with generalized fibred cusps
C(M) =M × [A,∞[r, g = dr2 + φ∗gY + e−2crgZ ,
at infinity. Here φ : Mh+v → Y h is a compact fibre bundle with fibre Z and a
distinguished horizontal space HM . The metric gZ is a metric in the fibres and
gY is a metric on the base of the fibration. We also assume that the kernel of the
vertical Dirac operator at infinity forms a vector bundle over Y .
Using the “φ-calculus” developed by R. Mazzeo and R. Melrose we explicitly
construct the meromorphic continuation of the resolvent G(λ) of D for small spectral
parameter as a special “conormal distribution”. From this we deduce a description
of the generalized eigensections and of the spectral measure of D.
Complementing this, we perform an explicit construction of the heat kernel
[exp(−tD2)] for finite and small times t, corresponding to large spectral param-
eter λ. Using a generalization of Getzler’s technique, due to R. Melrose, we can
describe the singular terms in the heat kernel expansion for small times in the in-
terior of the manifold as well as at spatial infinity. This then allows us to prove an
index formula for D,
ind−(D) =
1
(2pii)n/2
∫
X
Â(R) Ch(FE/S) +
1
(2pii)(h+1)/2
∫
Y
Â(RY )η̂(DV ) +
1
2
η(DY ),
which calculates the extended L2-index of D, in terms of the usual local expression,
the family eta invariant for the family of vertical Dirac operators at infinity and the
eta invariant for the horizontal “Dirac” operator at infinity.
∗AMS Class.: 58G25, 58Gxx. This is the author’s doctoral thesis submitted at the University of
Bonn. Written with support from the DFG through funds from the SFB 256 and a fellowship from the
“Graduiertenkolleg fu¨r Mathematik der Universita¨t Bonn”. Financial support was also obtained from the
DAAD through a “HSP III”-scholarship.
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1Introduction
In his book [Mu¨2] W. Mu¨ller, using methods from harmonic analysis, described the spec-
tral decomposition and index theory of the Dirac operator over a locally symmetric space
Γ \G/K
of rank one. This is a manifold equipped with a natural riemannian metric. Near infinity
it has the structure of a “fibred cusp”
C(M) =M × [A,∞[r,
where φ : M → Y is a compact fibre bundle with fibre Z and a distinguished horizontal
space HM . The metric on the cusp is given by
g = dr2 + φ∗gY + e−2crgZ , (1)
with gZ a metric in the fibres and gY a metric on the base of the fibration.
In this work we investigate the spectral theory of the Dirac operator, denoted by
D
d below, over a general complete manifold X , noncompact only in generalized cusps
as above. We use the methods developed in [Me0], [Me3] and [MaMe3]. Following their
philosophy we compactify X to a manifold with fibred boundary ∂X = M by introducing
x = e−cr as a defining function for the boundary. The metric on X will then be denoted
by gd. This is a degenerate (and singular) metric near the boundary, where it has the form
gd =
(
dx
x
)2
+ φ∗gY + x2gZ ,
(here we have dropped the factors c2 and c−2). However, this metric is a true metric on
the fibres of a vector bundle dTX whose space of sections dV(X) can be identified with
the space of sections of X into TX , possibly singular at ∂X , but of finite gd-length.
In terms of local fibre coordinates y, z in M and a product decomposition of X near
∂X , vector fields in dV(X) are locally spanned over C∞(X) by
x
∂
∂x
,
∂
∂y
= (
∂
∂y1
, . . . ,
∂
∂yh
),
1
x
∂
∂z
= (
1
x
∂
∂z1
, . . . ,
1
x
∂
∂zv
).
It is easily seen from this representation that dV(X) is not a Lie algebra, such that there
is no good notion of d-differential operators etc.. This prompts the introduction of the
nondegenerate conformal metric
gφ =
1
x2
gd =
(
dx
x2
)2
+
1
x2
φ∗gY + gZ . (2)
The associated space of vector fields of finite gφ-length,
φV(X) := x · dV(X) ⊂ Γ(X, TX),
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consists of true vector fields on X and can be seen to be the space of sections of the vector
bundle
φTX = x dTX.
It is easy to verify that it forms a Lie algebra and we can define the notions of φ-differential
and φ-pseudodifferential operators. The analysis of these operators has been begun in
[MaMe3], using the general framework set out in [Me0].
Now the spinor Dirac operator Dd, associated to the metric gd, is a selfadjoint operator
on L2(X,E, dvold). In Appendix A.2 it is shown that
D
d = cd ◦ ∇E,d = 1
x
D
φ +
n− 1
2
cφ(
dx
x2
), (3)
where Dφ ∈ Diff1φ(X,E) is the spinor Dirac operator associated to gφ. It follows from this
– and is actually true for any Dirac operator Dd on a Clifford bundle associated with a
metric gd as above – that xD
d is an elliptic φ-differential operator. This will allow us to
apply the analysis developed for φ-operators in the first part of the text to the spectral
analysis of Dd.
Before describing the results obtained in this work, let us investigate the structure of the
problem somewhat further. First, the restriction of the operator xDd to the boundary in
the usual sense of differential operators is an elliptic vertical family of first order differential
operators Dφ,V . It is easy to see that Dd has compact resolvent, and therefore pure point
spectrum, if this family is invertible. The other extreme case, where one allows arbitrary
behavior of the null spaces of Dφ,V , turns out to be too difficult in general. In this work we
make the additional assumption, fulfilled for instance in the case of the signature operator,
that the null spaces of Dφ,V form a vector bundle
K → Y, Γ(Y,K) = null(Dφ,V ),
over the base Y of the boundary fibration. We will denote the projection onto this null
space by Π◦ and write B = Y ×R+,x, which can be thought of as the cylindrical base of
the model cusp (compactified at “infinity” x = 0 ). Then we can introduce the operator
Ib(D
d) = ”Π◦DdΠ◦|∂X,bTX” = DY + cd(
dx
x
)x
∂
∂x
: C∞(B,K)→ C∞(B,K). (4)
This is described more precisely in Section 3.5. It turns out that – just as in the b-case, or
the case of asymptotically cylindrical ends – the continuous spectrum of Dd is governed
by this operator, with bands of continuous spectrum starting at the eigenvalues of DY
and going out to infinity. Especially, the operator Dd is Fredholm, if and only if DY is
invertible.
This result will be obtained as a corollary of the construction of the analytic continu-
ation of the resolvent
GDd(λ) = (D
d − λ)−1
of Dd described in Chapter 3. Using the concepts developed in [MaMe3], [Me0], [Me3]
etc., we explicitly construct the resolvent as an integral kernel on the space X2φ. This
3is a compactification of the interior of X2, which is adapted to the specific asymptotics
of the problem at infinity. The main result, summarizing this procedure and stated as
Theorem 3.25, gives a detailed account of the asymptotics of the resolvent. It is then
possible to use the methods known from the b-calculus to derive the usual applications of
this construction, such as a description of the spectral measure,
dEDd(r) = lim
ε→0
1
2πi
[GDd(r + iε)−GDd(r − iε)] dr,
of Dd in terms of its generalized eigenfunctions. This is done in Section 3.8.
The general framework for the constructions in Chapter 3 will be recalled in Chapter 2.
Here the space X2φ is described as a blow up of X
2 and the notion of φ-pseudodifferential
operators is introduced as a special class of distributions on X2φ. Building on the work in
[MaMe3], we then analyze the mapping- and composition properties of such operators.
Chapter 1 contains an introduction to the geometry of manifolds with fibred boundaries
endowed with a metric of type (2) as described above. Here we also introduce the concept
of coding the asymptotic behavior of sections of a vector bundle into the structure of a
new vector bundle. An instance of this has already been presented in the definition of
the bundles dTX , φTX , and the general concept will be used repeatedly throughout the
text. The more detailed results about the behavior near the boundary of the connections
and curvatures associated to gφ and gd, obtained in the later parts of this Chapter, will
however not be used seriously until Chapter 5.
The second important topic in this work is the proof of an index theorem for Dd. As
a corollary to the description of the spectral measure, we can describe the large time
behavior of the heat operator
exp(−tD2) =
∫
R
e−tr
2
dEDd(r) (5)
and prove that the extended L2-index of Dd (is finite dimensional and) can be calculated
as the large time limit of the regularized heat supertrace:
ind−(Dd) = lim
T→∞
regz=0 Str(x
z[exp(−T (Dd)2)]).
This will allow us to derive a formula for the index using a variant of the McKean-Singer
argument, i.e. by calculating the small time limit of the regularized heat supertrace and
the difference between its large- and small-time limits. However, as can be seen from (5),
the heat operator at small times involves the resolvent at large spectral parameter. Our
construction in Chapter 3 does not give us sufficient control of the resolvent in that area.
Thus, in Chapter 4, we present a direct construction of the heat kernel for finite and
small times. Again, this is done by introducing an appropriate compactification of the
kernel space and a corresponding “heat calculus”, within which the heat kernel can be
constructed. Theorem 4.11 gives a certain amount of control of the asymptotics of the
heat kernel at small times and near the boundary.
Chapter 5 is then devoted to a refinement of that result, providing more information
about the Clifford degree of the coefficients in the asymptotic expansion. In the philosophy
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of Patodi, Getzler, etc. this will allow us to eliminate the divergent terms in the small
time expansion(s) of the local heat supertrace. This then turns out to be sufficient to
prove the index theorem. Denoting by η(DY ) the classical eta-invariant associated to the
operator DY and by η̂(D
φ,V , E) the family eta invariant associated to the vertical family
Dφ,V (see Appendix A.5) we prove the following formula for the extended L2-index of D
in Theorem 5.29:
ind−(D) =
1
(2πi)n/2
∫
X
Â(Rd) Ch(FE/S,d) +
1
(2πi)(h+1)/2
∫
Y
Â(RY )η̂(Dφ,V , E) +
1
2
η(DY ).
This formula generalizes the corresponding formula obtained by W. Mu¨ller in [Mu¨2]. It
reduces to the usual APS (or b-) index formula in the case that there is no fibre, i.e.
Z = {pt}.
In Section 5.4 we specialize our results to the case of the signature operator Sd =
dd+ d
∗
d. It is a well known fact in the b-case that the extended L
2-index of this operator
equals the L2-signature. This is shown to be also true in our case. We compare our formulas
with the adiabatic limit formula for the eta invariant in [BiCh1] and [Da1]. More serious
applications are however left for future examination. Finally some auxiliary results and
background material have been collected in the Appendix.
It is our declared purpose in this work, to give a thorough introduction to a set of
methods for the spectral analysis of geometric operators associated to d-metrics. Espe-
cially, our proof of the index theorem is far from being “minimal”. Remark 5.35 at the
end of the text sketches several shortcuts for the proof.
Some remarks about notation: For simplicity we will assume throughout that M is
connected, i.e. there is only one cusp. However all the results presented here generalize
directly to the case of several cusps. Whenever there is a grading we use graded calculation
rules. Thus commutators [A,B] and tensor products A⊗ B of graded objects are always
graded. Notations like str or sdim are understood.
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51 The Geometry of φ-Manifolds
In this Chapter, we introduce the main geometrical notions associated to manifolds with a
fibred boundary. The concepts and notation introduced in the first Section, as well as the
notion of an exact φ-metric introduced at the beginning of Section 1.2, are fundamental to
all the further parts of this work. On the other hand, most of the more detailed calculations
in Sections 1.2 to 1.4 will only be used in later Chapters. They can be skipped at first
reading and be referred back to as needed.
1.1 φ-Manifolds
Let X be a compact manifold of dimension n with connected and fibred boundary ∂X =
M ,
φ : ∂X
Z−→ Y.
Denote by v the dimension of the fibre Z and by h the dimension of the base Y of this
fibration. We call X a φ-manifold. Fix a defining function x for the boundary ∂X .
Given these data we can define the Lie algebra of φ-vector fields on X by
φV(X) := {V ∈ Γ(TX) | V |∂X tangent to Z and V x = O(x2)}.
The space φV(X) can be regarded as the space of sections of a vector bundle over X :
φV(X) ≡ Γ(φTX),
where we call φTX the φ-tangent bundle to X . The dual bundle, φT ∗X, and all other
associated tensor bundles will be distinguished by the symbol φ. Being isomorphic over
the interior of X , the bundles φTX and TX are abstractly isomorphic over all of X .
However, there is no natural isomorphism between them, and it will be shown that φTX
carries some extra structure that TX does not have.
It will be convenient to recall that the fact that Γ(φTX) is a Lie algebra is equivalent
to the fact that exterior derivation maps
d : Γ(φT ∗X)→ Γ(Λ2 φT ∗X).
Now, the inclusion φV(X) →֒ Γ(TX) gives a natural map φTX → TX , which is not an
isomorphism over the boundary, since its image consists of the vectors tangent to the
fibres at the boundary. Restricted to the boundary we get a short exact sequence
0→ φN∂X → φTX|∂X → V ∂X → 0, (6)
where V ∂X is the “vertical” bundle of vectors tangent to the fibres in the boundary. Also,
this sequence is used to define the vector bundle φN∂X over ∂X . The dual sequence
0→ V ∗∂X → φT ∗X|∂X → φN∗∂X → 0, (7)
then defines the vector bundle V ∗∂X over ∂X .
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The existence of these subbundles over the boundary allows us to make sense of the
vector bundles [φN∂X ] and [φV ∗∂X ] over X (!) by defining their spaces of sections as
Γ(X, [φN∂X ]) := {W ∈ Γ(X, φTX)| W |∂X,φTX ∈ φN∂X} (8)
Γ(X, [φV ∗∂X ]) := {ξ ∈ Γ(X, φT ∗X)| ξ|∂X,φTX ∈ V ∗∂X}. (9)
Here the notation is intended to emphasize that restriction to the boundary is understood
in the sense of elements in φTX or φT ∗X . Thus, the definition of these bundles really de-
pend on the pairs (φN∂X, φTX) and (V ∗∂X, φT ∗X). We will include this into the notation
more explicitly, whenever there is a possible ambiguity. Now the obvious inclusions of the
spaces of sections give natural maps
[φN∂X ] −→ φTX, [φV ∗∂X ] −→ φT ∗X,
which, combined with restriction to the boundary in that sense, give
[φN∂X ]
|
∂X,φTX−→ φN∂X, [φV ∗∂X ] |∂X,φT∗X−→ V ∗∂X.
Note that the bundle [φN∂X ] is well known as the “scattering bundle” over X (compare
[Me2],[Me4]). Recalling that the “b-bundle” bTX is defined as the vector bundle whose
space of sections consists of sections of TX , which are tangent to the boundary ([Me3]),
we have
[φN∂X ] = scTX = xbTX.
However, in our framework, sections in [φN∂X ] should rather be thought of as sections in
φTX which are “asymptotically horizontal”. In contrast to that, at this stage, we cannot
make invariant sense of the notion of “asymptotically vertical” sections in φTX!
Local Description
Let us emphasize that – once the boundary defining function x has been fixed – the
constructions above are completely natural. It will be useful however, to have coordinate
representations. So assume that we have chosen a collar neighborhood C(∂X) ∼= ∂X ×
[0, ε[x of the boundary and a local trivialization of φ, so that locally near the boundary
X looks like
UX ∼= UY × Z × [0, ε[ ϕ−→ UY .
Then we may choose coordinates
• x : a boundary defining function of Y × {0} in Y × [0, ε[, lifted via ϕ to UX ,
• y = (y1, . . . , yh) : local coordinates on UY ⊂ Y , lifted to UX via ϕ,
• z = (z1, . . . , zv): local coordinates on Z extended to UX .
In these coordinates sections in φTX are locally spanned by
x2
∂
∂x
, x
∂
∂y
= (x
∂
∂y1
, . . . , x
∂
∂yh
),
∂
∂z
= (
∂
∂z1
, . . . ,
∂
∂zv
),
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and the fact that φV(X) is indeed a Lie algebra can be read off from this representation.
Also elements of Γ([φN∂X ]) are locally spanned by
x2
∂
∂x
, x
∂
∂y
= (x
∂
∂y1
, . . . , x
∂
∂yh
), x
∂
∂z
= (x
∂
∂z1
, . . . , x
∂
∂zv
),
and sections of [φV ∂X ] locally look like
x3
∂
∂x
, x2
∂
∂y
= (x2
∂
∂y1
, . . . , x2
∂
∂yh
),
∂
∂z
= (
∂
∂z1
, . . . ,
∂
∂zv
).
A change of product structure and/or coordinates compatible with x can be regarded
as a family Ψ = (Ψx : ∂X → ∂X)x∈[0,1] of diffeomorphisms on ∂X such that Ψ0 is a fibre
bundle diffeomorphism of φ : ∂X → Y fixing the base. Then
Ψ∗
dyj
x
=
dyj
x
+O(x0)〈 dy, dz〉, and Ψ∗ ∂
∂zj
= O(x0)〈 ∂
∂z
, x
∂
∂y
〉,
which exemplifies the fact that we cannot identify “vertical” vectors within φTX , for now!
Thus, as an additional piece of structure, choose a splitting of the Lie algebra sequence
(6, 7), i.e. a decomposition
φTX|∂X = φN∂X ⊕ V ∂X, φT ∗X|∂X = φN∗∂X ⊕ V ∗∂X. (10)
For instance, such a decomposition in the sense of Lie algebras could be obtained by
choosing a product structure near the boundary as above.
The structure (10) will be fixed once and for all, the corresponding projections will be
denoted by v and n. Among other things, this allows us to introduce the maps
φ∗ : φTX|∂X → scTB|Y , φ∗ : scT ∗B → φT ∗X|∂X ,
over the boundary, with B = Y × [0,∞[x. Also, we can now define the bundles [φV ∂X ],
the space of “asymptotically vertical” vectors in φTX , and [φN∗∂X ] in analogy with our
definition in (8, 9).
Remark 1.1 The reader should be aware of the following pitfalls. First
[φN∂X ]∗ = scT ∗X =
1
x
[φV ∗∂X ], thus in general [φN∂X ]∗ 6= [φN∗∂X ]!!
Also, readers should convince themselves that in general
[φN∂X ] ⊗ [φN∂X ] 6= [φN∂X ⊗ φN∂X ]φTX⊗φTX !!
The first bundle really encodes some second order behavior at the boundary of sections
in φTX ⊗ φTX , while the second bundle clearly only carries first order information.
The following Lemma restates the fact that we have chosen a decomposition compatible
with the Lie algebra structure of φTX:
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Lemma 1.2 (a) [Γ([φV ∂X ]),Γ([φV ∂X ])] ⊂ Γ([φV ∂X ])
(b) [Γ([φN∂X ]),Γ([φN∂X ])] ⊂ O(x)Γ([φN∂X ])
(c) [Γ([φN∂X ]),Γ(φTX)] ⊂ Γ([φN∂X ]).
Hoping that the reader has by now got used to the above way of coding the boundary (or
asymptotic) behavior of sections into some bundle structure, we proceed with introducing
one further modification which is going to be used in the next Section:
The vector bundle eTX over X is defined (compare [Ma]) as the bundle whose space
of sections is
Γ(eTX) ≡ {W ∈ Γ(TX)| W |∂X ∈ V ∂X}.
Again, this is a Lie algebra (thus exterior derivation is well defined on ΛeT ∗X ) and we
have a map φTX → eTX . Thus, the sequence analogous to (6) is
0→ eN∂X → eTX|∂X → V ∂X → 0,
and it has a splitting map V ∂X → eTX induced by our splitting (10). In the above set
of local coordinates, the bundle eTX is spanned by
x
∂
∂x
, x
∂
∂y
= (x
∂
∂y1
, . . . , x
∂
∂yh
),
∂
∂z
= (
∂
∂z1
, . . . ,
∂
∂zv
).
We leave it to the reader to define the bundles [eN∂X ], [eV ∗∂X ], [eN∗∂X ], and [eV ∂X ]
over X and to write down their local descriptions.
1.2 Exact φ-Metrics
A φ-metric is a fibre metric g ∈ Γ(S2φT ∗X) on φTX. We call it a compatible φ-metric
when the decomposition at the boundary φTX|∂X = φN∂X⊕V ∂X is orthogonal. Another
way to state this property is to demand that g has a decomposition
g ∈ Γ(S2[φN∗∂X ]) + Γ(S2[φV ∗∂X ]).
An exact φ-metric gφ on
φTX is a compatible φ-metric with a more refined decompo-
sition of the form
gφ =
d x2
x4
+ h+ gZ , with (11)
h ∈ Γ(S2[eN∗∂X ]) ⊂ Γ(S2[φN∗∂X ]), h|∂X,eTX = 1
x2
φ∗gB, gB ∈ Γ(S2T ∗B|Y )
gZ ∈ Γ(S2T ∗X) ⊂ Γ(S2[φV ∗∂X ]),
where the notation h|∂X,eTX means that we regard h as an element in S2 eT ∗X via the map
[eN∗∂X ] → eT ∗X when restricting to the boundary. We sometimes write h = [ 1
x2
φ∗gB]
to symbolize this construction. We also make use of the notation gB,b =
dx2
x2
+ gB for the
underlying b-metric on B. Note that the decomposition (11) is by no means unique. For
instance, only the S2V ∗∂X-part of the restriction gZ|∂X makes invariant sense!
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Product Metrics
The standard example of an exact φ-metric is a metric of type (2) as described in the
Introduction. There we assumed that there is a fixed choice of product structure,
C(M) = M × [0, ε[x ϕ−→ Y × [0, ε[x,
in a collar neighborhood of the boundary ∂X and a choice of horizontal space HM .
Especially, the fibration φ and the horizontal space of the boundary are extended to
C(M). Then a metric gY on Y can be lifted to a metric ϕ
∗gY on HM over C(M). A
metric, which over C(M) is of the form
gφ =
(
dx
x2
)2
+
1
x2
ϕ∗gY + gZ , (12)
where gZ is a metric in the fibres, will then be called a product φ-metric on X. It is easily
seen that a local basis
V1, . . . , Vv,∈ VM and H1, . . .Hh ∈ HM,
which is orthonormal w.r.t. φ∗gY + gZ , extends to a local basis
V1, . . . , Vv, xH1, . . . xHh, x
2 ∂
∂x
= Xφ ∈ φTX
near ∂X , which is orthonormal w.r.t. gφ and ∇φ-parallel along ∂∂x . Using this, the con-
nection and curvature of such a product metric can be calculated rather explicitly along
the lines described in Appendix A.3.
The notion of an exact φ-metric is the natural generalization of metrics of this type
to the “φ-setting”. In fact, an exact φ-metric can be thought of as being asymptotically
of the form (12). In this general setting, the techniques described above are not available
to us and the geometry at the boundary is somewhat more intricate. However, we will
sometimes refer to the product case to simplify our formulas.
The following Lemma lists the essential properties of (the inverse of) an exact φ-metric
at the boundary:
Lemma 1.3 (Inverse of an Exact φ-Metric at ∂X)
Let αi ∈ Γ(T ∗X), βj ∈ Γ(T ∗B|Y ) and choose extensions [ 1xφ∗βi] ∈ Γ([eN∗∂X ])
(a) g−1φ (
dx
x2
, dx
x2
) = 1 + φ∗O(x2)
(b) g−1φ (
dx
x2
, [ 1
x
φ∗β1]) = φ∗O(x)
(c) g−1φ (
dx
x2
, α) = O(x2)
(d) g−1φ ([
1
x
φ∗β1], [ 1xφ
∗β2]) = g−1B,b(β1, β2) = φ
∗O(x0)
(e) g−1φ ([
1
x
φ∗β1], α) = O(x).
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(f) g−1φ (α1, α2) = O(x
0)
Here the notation φ∗O(xl) means that the term is O(xl) but the coefficient of xl is of the
form φ∗f .
We will use this result to analyze the boundary behavior of the Levi-Civita connection
for an exact φ-metric. First, we need to introduce some more notation. Denote by Xφ the
vector field g−1φ (
dx
x2
) ∈ Γ(x2TX).
Lemma 1.4 The map A 7→ Â := A − dx
x2
(A)Xφ maps TX → bTX (and xTX → scTX)
and has the following properties for A,B ∈ TX:
(a) dx(Â) = O(x2)
(b)
̂̂
A = Â+O(x0)Xφ
(c) gφ(x̂A, x̂B) = φ
∗gB(A,B)|∂X +O(x).
(d) 1
x2
φ∗gB(Xφ, A) = dx(A)O(x0), where O(x0) is independent of A.
The central geometric result in our setting is now stated in
Proposition 1.5 (Connection and Curvature of an Exact φ-Metric at ∂X)
The Levi-Civita connection for an exact φ-metric is a true connection, i.e.
∇φ : Γ(φTX) −→ Γ(T ∗X ⊗ φTX), and Rφ ∈ Γ(Λ2T ∗X, End(φTX)).
Also, for T, T1, T2 ∈ Γ(bTX), N ∈ Γ(TX), B ∈ Γ(φTX), ω ∈ Γ(scT ∗B|Y ), L ∈ Γ(scTB):
(a) ∇φN dxx2 (B)|∂X = − 1x2φ∗gB(x̂N,B)|∂B
(b) ∇φNXφ|∂X,φTX = −x̂N
(c) ∇φT : Γ([φN∂X ])→ Γ([φN∂X ]), and ∇φT : Γ([φV ∂X ])→ Γ([φV ∂X ])
(d) ∇φT |∂X = v ◦ ∇φT ◦ v + φ∗∇B,scT ◦ n on Γ(φTX|∂X)
(e) Rφ(T1, T2)|∂X = v ◦Rφ(T1, T2) ◦ v ⊕ φ∗RB,sc(T1, T2) in End(φTX|∂X).
Especially ∇φTφ∗L|∂X = 0 in φTX and ∇φTφ∗ω|∂X = 0 in φT ∗X for vertical T .
Proof. The full proof of the mapping property of ∇φ is tedious and we do not give it
here. To see how to proceed, let us prove (a) in detail. First note that the expression on
the RHS of (a) is well defined and independent of the ambiguities in the decomposition
of gφ. To prove the equality, let N,B be as above. Then, writing again Xφ = g
−1
φ (
dx
x2
) the
Koszul formula yields
2∇φN
dx
x2
(B) = (LXφgφ)(N,B) + d
dx
x2
(N,B) = (LXφgφ)(N,B).
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The Lie derivative of the metric can now be calculated using the decomposition of the
metric and Cartan’s formula:
LXφ
(
dx
x2
)2
(N,B) =
(
d ι(Xφ)
dx
x2
⊗ dx
x2
+
dx
x2
⊗ d ι(Xφ) dx
x2
)
(N,B)
= d(1 + φ∗O(x2))(N)
dx
x2
(B) + d(1 + φ∗O(x2))(B)
dx
x2
(N) = O(x)
LXφgZ(N,B) = XφgZ(N,B)− gZ([Xφ, N ], B)− gZ(N, [Xφ, B]) = O(x),
where we have used Lemma 1.3 (a) and (b), especially that Xφ ∈ Γ(x2TX).
The calculation of the contribution of the term h in the decomposition of gφ is a little
bit more involved: First, write
(LXφh)(N,B) =
1
x2
(LXφx
2h)(N,B)− 2(1 + φ∗O(x2))h(xN,B).
We can assume that x2h is (a sum of elements) of the form [φ∗α] ⊗ [φ∗β] ∈ [x eN∗∂X ]2.
Note that for elements in [x eN∗∂X ] of this type we have d [φ∗α], d [φ∗β] ∈ Λ2[x eN∗∂X ].
Now
1
x2
(LXφx
2h)(N,B) =
1
x2
(LXφ [φ
∗α]⊗ [φ∗β])(N,B)
=
1
x2
[ d [φ∗α](Xφ, N)[φ∗β](B) + (N [φ∗α](Xφ))[φ∗β](B)
+ d [φ∗β](Xφ, B)[φ∗α](N) + (B[φ∗β](Xφ))[φ∗α](N)] ,
and the first and the third summand here are O(x) leaving us with
1
x2
(LXφx
2h)(N,B) =
1
x2
(N [φ∗α](Xφ))[φ∗β](B) +
1
x2
(B[φ∗β](Xφ))[φ∗α](N) +O(x)
= 2(Nx)[φ∗α](
1
x2
Xφ)[φ
∗β](
1
x
B) +
1
x2
[φ∗α](N)Bφ∗O(x2) +O(x)
= 2(Nx)h(
1
x2
Xφ, xB) +O(x).
Summing the two results, the equation is proved.
The proof of (c) uses the same method. For T ∈ Γ(bTX), A ∈ Γ([φN∂X ]) and V ∈
Γ([V ∂X ]) one can check that
2〈∇φTV,A〉φ = (LV gφ)(T,A),
and direct calculation, using the decomposition of gφ as above, shows that the RHS is of
order O(x). Parts (d) and (e) follow easily.
1.3 φ-Differential Operators and the Dirac Operator Dd
Since Γ(φTX) is a Lie algebra of vector fields, the associated space of φ-differential op-
erators on X , Diffφ (X), can be defined in the usual way. Given vector bundles E, F this
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definition can be extended to φ-differential operators between these bundles, for example
by using connections. Of interest to us will be the case of a φ-Clifford bundle , which
is a hermitian vector bundle E → X with hermitian metric hE , connection ∇E,φ, and
(∇E,φ,∇φ)-parallel Clifford action
cφ : Γ(
φT ∗X)→ Γ(End(E)),
or, equivalently cφ ∈ Γ(φTX ⊗ End(E)). The notational conventions used w.r.t. this
Clifford action have been listed in Appendix A.1. The associated Dirac operator, given by
D
φ = cφ ◦ ∇E,φ,
is a φ-differential operator with coefficients in E. The restriction of this operator to the
boundary ∂X is a vertical family of Dirac operators which we sometimes denote by Dφ,V .
Our real interest lies in “degenerate” metrics of the type gd = x
2gφ, where gφ is an
exact φ-metric, and the associated Dirac operator Dd. We will use the notation d to label
geometric objects associated to this metric. Thus
gd = x
2gφ,
dTX = x−1φTX, dT ∗X = xφT ∗X, Xd = g−1d (
dx
x
)
and so on. Note that the sections of dTX may be singular as sections in TX and do not
form a Lie algebra, which is why we have to consider the bundle φTX in the first place.
The Levi Civita connection
∇d : Γ(dTX)→ Γ(T ∗X ⊗ dTX), ∇d : Γ(dT ∗X)→ Γ(T ∗X ⊗ dT ∗X),
associated to the metric gd, is a true connection and can be described in terms of the
connection ∇φ as in Appendix A.2. Thus for vectors N ∈ TX , W ∈ Γ(φTX), and a
differential form α ∈ Γ(ΛφT ∗X),
∇dN
1
x
W =
1
x
∇φNW +
1
x
G(N)W, G(N)W :=
dx
x2
(W )xN − gφ(W,xN)Xφ (13)
∇dN xNα = xN∇φNα + xG(N)α, G(N)α := εφ(xN) ιφ(
dx
x2
)α− ε( dx
x2
) ι(xN)α, (14)
where N is the counting operator. It will be useful to remember that for N ∈ TX
G(N)−G(N̂) = O(x2) End(φTX)
by Lemma 1.4. The map G(N) is of order O(x), if N is vertical at the boundary. In general
G(N) maps
G(N) : Γ([φV ∂X ]) −→ O(x)Γ(φTX), G(N) : Γ([φN∂X ]) −→ Γ([φN∂X ]). (15)
We can now introduce our basic objects of study. Given gd as above, we consider a
d-Clifford bundle , which is a hermitian vector bundle E → X with parallel hermitian
metric hE , connection ∇E,d : Γ(E)→ Γ(T ∗X⊗E), and (∇E,d,∇d)-parallel Clifford action
cd : Γ(
dT ∗X)→ Γ(End(E)).
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The associated Dirac operator is
D
d = cd ◦ ∇E,d.
It is shown in Appendix A.2 – or can be checked by hand – that the definitions
∇E,φN ξ := ∇E,dN ξ +
1
2
cφ(x̂N)cφ(
dx
x2
)ξ, (16)
cφ(α) = xcd(α), cφ(A) =
1
x
cd(A), for A ∈ φTX, α ∈ φT ∗X,
endow the bundle E with the structure of a φ-Clifford bundle. The relationship between
the Dirac operators Dd and Dφ is given by
D
d = cd ◦ ∇E,d = 1
x
D
φ +
n− 1
2
cφ(
dx
x2
) = x−(n−1)/2
1
x
D
φx(n−1)/2.
This will allow us to apply the analysis developed for φ-operators in the next Chapters
to the operator Dd.
It should be emphasized that the d-Clifford structure on E and the Dirac operator
Dd are regarded as our basic objects. For example, as explained in Appendix A.2, if Dd
is the signature operator dd + d
∗
d on E = Λ
dT ∗X , then Dφ = xDd differs from the
conformally transformed signature operator by an endomorphism. Whenever we want to
calculate explicit formulas involving the Clifford bundle we will therefore be careful to use
the d-structure.
Let us end this Section with some useful remarks about the connection ∇d and about
the relationship between the curvatures Rφ and Rd:
Lemma 1.6 (Connection and Curvature for gd at ∂X) Let T ∈ Γ(bTX). Then
(a) ∇dT dxx (A)|∂X = 0 for A ∈ Γ(dTX)
(b) ∇dT |∂X = v ◦ ∇dT ◦ v + φ∗∇B,bT ◦ n on Γ(dTX|∂X).
(c) 1
x
∇dA dxx ( 1xB)|∂X = gZ(A,B) for A,B ∈ Γ(φTX)
(d) ∇d· Xd|∂X = v·, the vertical projection dTX|∂X → dV ∗∂X
(e) The tensor C = R
dT ∗X − RφT ∗X ∈ Γ(Λ2T ∗X ⊗ End(φT ∗X)) is given on tangent
vectors T1, T2 by
C(T1, T2)|∂X = εφ(x̂T1) ι(x̂T2)− εφ(x̂T2) ι(x̂T1)
Proof. To prove (a) we will use Lemma 1.5 (a). Thus, for B ∈ Γ(φTX) we have
∇dT
dx
x
(
1
x
B) = ∇φT
dx
x2
(B) +G(T̂ )
dx
x2
(B/x)
= −h(x̂T , B) + gφ(x̂T , B)− dx
x2
(x̂T )
dx
x2
(B) +O(x)
= gZ(x̂B, T ) +O(x) = O(x).
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To prove (c), we just have to observe that the O(x)-term in (a) is O(x2) if A,B are
in Γ(φTX). This should be clear from the proof of Lemma 1.5 (a). Part (d) is just a
reformulation of (c).
To prove (e), let A,B ∈ Γ(bTX). Then first
R
dT ∗X(A,B)−RφT ∗X(A,B) = [1
x
∇dAx,
1
x
∇dBx]−
1
x
∇d[A,B]x− [∇φA,∇φB] +∇φ[A,B]
= [∇φA, G(B)]− [∇φB, G(A)]−G([A,B]) + [G(A), G(B)]
The different terms in this expression are
[∇φA, G(B)] =
dx
x
(A)G(B) +G(∇φAB)− εφ(xB) ι(x̂A) + εφ(x̂A) ι(xB) (17)
−[∇φB, G(A)] = −
dx
x
(B)G(A)−G(∇φBA) + εφ(xA) ι(x̂B)− εφ(x̂B) ι(xA) (18)
[G(A), G(B)] = [G(Â), G(B̂)] = . . . = εφ(x̂B) ι(x̂A)− εφ(x̂A) ι(x̂B).
Now the first summand in (17) and the last two summands in (18) give
dx
x
(A)G(B̂) + εφ(xA) ι(x̂B)− εφ(x̂B) ι(xA) = εφ(x̂A) ι(x̂B)− εφ(x̂B) ι(x̂A)
and we get the same contribution fom the first summand in (18) and the last two sum-
mands in (17). Putting everything together gives the result.
Note that we have made extensive use of the fact that A and B are tangent to the
boundary, since we needed every summand to be regular in End(φT ∗X)!
The expression for C(T1, T2) only contains horizontal tensors. Therefore it maps
C(T1, T2) : [
φV ∗∂X ] −→ xφT ∗X, C(T1, T2) : [φN∗∂X ] −→ [φN∗∂X ],
in general and even vanishes at the boundary whenever T1 or T2 are vertical. This means
that C|∂X ∈ φ∗Γ(Λ2T ∗Y ⊗ End(φT ∗X)). Using Lemma 1.5(e) we get the following
Corollary 1.7 Rd(T1, T2)|∂X = v ◦Rφ(T1, T2) ◦ v ⊕ φ∗RB,b(T1, T2) for T1, T2 ∈ bTX.
1.4 Geometry of the Boundary
The essentials of the geometry of fibre bundles M = ∂X → Y are recalled in Appendix
A.3. In this Section we want to show how the geometry of (X, gφ) relates to the geometry
of the boundary ∂X . To do this, a metric on ∂X has to be defined.
The first step is an extension-Lemma: Fix a normal vector field ν ∈ Γ(TX). Then any
section A ∈ Γ(∂X, φTX|∂X) can be extended to the interior by parallel transport along
ν. More concretely, in a small neighbourhood U(∂X) of the boundary, we write A for
the extension of A into φTX such that 1
x
A is parallel w.r.t. ∇d along ν. This choice of
extension may seem a little odd at this stage, but will prove to be useful in Proposition
1.14 and Chapter 5. In any case it has the following nice properties
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Lemma 1.8 (Special Extension) Let ν, ν1, ν2 be normal vector fields in TX and
index the associated extensions accordingly. Let N ∈ Γ(TX) and V ∈ Γ(∂X, V ∂X),
A ∈ Γ(∂X, φN∂X).
(a) A ∈ Γ(U(∂X), [φN∂X ]) and V ∈ Γ(U(∂X), [φV ∂X ])
(b) ∇dN 1xA ∈ Γ(U(∂X), [dN∂X ]) and ∇dN 1xV ∈ Γ(U(∂X), [dV ∂X ]).
(c) ∇φNA ∈ Γ(U(∂X), [φN∂X ]) and ∇φNV ∈ Γ(U(∂X), [φV ∂X ]).
(d) 1
x
(A
1 − A2) ∈ Γ(U(∂X), [φN∂X ]) and 1
x
(V
1 − V 2) ∈ Γ(U(∂X), [φV ∂X ])
(e) 1
x
A|∂X ∈ bTX|∂X is independent of the choice of ν.
Proof. (a) is clear by construction, (b) and (c) follow from Lemma 1.5(c) and (15).
Consider (d): Taking two extensions V
1
, V
2 ∈ Γ(φTX) of V ∈ Γ(V ∂X) it is clear that
V
1 − V 2 ∈ O(x)Γ(φTX). Thus
1
x
(V
1 − V 2) = 1
Nx
∇φN (V
1 − V 2) ∈ Γ([φV ∂X ])
by (c).
As a consequence, this construction yields a canonical choice of horizontal space in
bTX|∂X as the span
bH∂X = 〈1
x
A|∂X,bTX | A ∈ Γ(∂X, φN∂X)〉.
The induced horizontal and vertical projections in T∂X = TM and bTX|∂X will be
denoted by h and v. Using these and the boundary defining function x we can now define
the maps
δh :
φTX|∂X −→ bTX|∂X A 7−→ [ 1
x
nA + vA]|∂X,bTX
δ−1h :
bTX|∂X −→ φTX|∂X A 7−→ x[hA]b|∂X,φTX + [vA]b|∂X,TX
= x[A]b|∂X,φTX + [vA]b|∂X,TX ,
where [A]b is an extension of A ∈ bTX|∂X to bTX . The mapping properties of δh and the
justification of the “inverse”-notation are given in
Lemma 1.9 (a) δh ∈ Γ(∂X, φT ∗X ⊗ bTX|∂X)
(b) δh ◦ δ−1h = IdbTX , and δ−1h ◦ δh = IdφTX
(c) δ−1h (TM) = 〈 dxx2 〉⊥ ⊂ φTX, and δ∗h(T ∗M) = eT ∗X.
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We can now simply define the metric on the fibres of bTX|M →M as
gM,b = (δ
−1
h )
∗(gφ).
Using the identification of TM with the kernel of dx
x
in bTX|∂X we can also restrict the
metric gM,b to the metric gM on M . However, since it involves no extra work, we prefer
to stick with the bundle bTX|M . Thus, the Koszul formula defines the “Levi-Civita”-
connection ∇M,b associated to this metric. To be able to use this definition in calculations,
we need a more detailed description of gM,b. Parts (b) and (c) of the following Lemma
will therefore be of particular importance:
Lemma 1.10 (Metric on the Boundary)
(a) g−1M,b = δh(g
−1
φ )
(b) gM,b(V, T ) = gφ(V , T ) for V ∈ VM , T ∈ bTX
(c) gM,b(T1, T2) = gφ(vT1, vT2) + gd(T1, T2) for T1, T2 ∈ bTX
(d) 1
x
A|∂X for A ∈ Γ(φN∂X) is horizontal w.r.t. gM,b.
Proof. Part (a) is straightforward. To prove (b), we first show that gφ(V , T ) is well defined
by showing that it is well defined for the different terms in the decomposition of gφ. To
do this note first that
N
dx
x2
(V ) = ∇dN
dx
x
(
1
x
V ) +
dx
x
(∇dN
1
x
V ) = O(x),
i.e. the expression dx
x2
(V ) is of order O(x2). Thus
dx
x2
⊗ dx
x2
(V , T ) = O(x0) dx(T ) = O(x).
To see that the expression h(V , T ) only depends on V, T |∂X , note that the extension V
pairs with any element ϕ ∈ Γ([eN∗∂X ]) to O(x) and there is a natural map x[eN∗∂X ]→
T ∗X . But the pairing of T with any element in Γ(∂X, T ∗X) clearly only depends on T |∂X.
The corresponding statement for gZ is clear.
To prove the equality in (b) note that it is trivially true for vertical T . On the other
hand
〈V , h[T ]〉φ = 〈V , 1
x
A〉φ = 1
Nx
N〈1
x
V ,
1
x
A〉d = 1
Nx
[
〈∇dN
1
x
A,
1
x
V 〉d + 〈1
x
A,∇dN
1
x
V 〉d
]
is 0 by definition of the extension. This also proves (c) and (d).
As an aside, note that part (c) of the Lemma implies that the metric gM,b (or gM) is
really of the type (114) required in Appendix A.3, since
gM,b(hT1, hT2) = gd(hT1, hT2) = φ
∗gB,b(T1, T2).
The following Lemma lists some ways to calculate the horizontal and vertical projections
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Lemma 1.11 Let α ∈ Γ(bT ∗X), N ∈ Γ(TX) and T ∈ Γ(bTX) = Γ([dN∗∂X ]). Then xα
is a section in [dV ∗∂X ] and
(a) ∇dN(xα)(T )|∂X = ∇φNα(xT )|∂X = dx(N)α(hT )|∂X .
(b) x∇φNT |∂X,bTX = − dx(N)hT
(c) x∇dNT |∂X,bTX = dx(N)vT
Proof. We use the method developed in Section 1.2. For simplicity, assume that α ∈
Γ(T ∗X). Also write A := (gφ)−1(α). Then
∇dN (xα)(T ) = ∇φNα(xT ) +O(x)
= (LAgφ)(N, xT ) + dα(N, xT ) +O(x) = (LAgφ)(N, xT ) +O(x).
The different parts of the Lie derivative of the metric can be calculated as in Lemma 1.5:
LA(
dx
x2
⊗ dx
x2
)(N, xT ) = O(x−1) dx⊗ dx(N, xT ) +O(x) = O(x)
LAgZ(N, xT ) = O(x)
LAh(xN, T ) = (Nx)h(A, T ) = (Nx)(α(T )− gZ(A, T )) = (Nx)α(hT )
This proves the claim for α ∈ Γ(T ∗X). It is easy to see that it also holds for forms of the
type α = f dx
x
. Parts (b) and (c) are just reformulations of (a).
We now want to describe ∇M,b and its associated tensors in terms of gd and ∇d. We
start with the following
Definition 1.12 (a) The curvature Ωφ ∈ C∞(∂X,Λ2 φT ∗X ⊗ V ∂X) is defined by
Ωφ(A,B) := v[
1
x
nA,
1
x
nB]|∂X = ΩM( 1
x
nA,
1
x
nB), for A,B ∈ φTX
(b) The tensor Sφ ∈ C∞(∂X, V ∗∂X ⊗ φN∗∂X ⊗ V ∂X) is defined by
Sφ(V )A := v
1
x
∇φ
V
A|∂X , for V ∈ V ∂X, A ∈ φN∂X.
It could be called the φ-second fundamental form.
(c) A variant of (b) is Sd ∈ C∞(∂X, V ∗∂X ⊗ dN∗∂X ⊗ V ∂X), defined by
Sd(V )
1
x
A := v∇d
V
1
x
A|∂X (13)= Sφ(V )A+ dx
x2
(A)V, for V ∈ V ∂X, A ∈ φN∂X.
(d) Bφ ∈ C∞(∂X,Λ2V ∗∂X ⊗ φN∂X) is defined by
Bφ(V,W ) := n
1
x
(
[V ,W ]− [V,W ]
)
, for V,W ∈ V ∂X.
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The reader should verify that Bφ is indeed a well defined tensor: Since [V ,W ] and
[V,W ] have the same boundary value as elements in φTX , their difference
[V ,W ]− [V,W ] lies in xφTX. (19)
The nonvanishing of the tensor Bφ is linked the fact that gφ might not be a product
φ-metric near the boundary! In the product case (19) vanishes near the boundary and
therefore Bφ = 0.
For a general exact φ-metric we have the following analogue of Lemma A.3:
Lemma 1.13 Let T0 ∈ Γ(TM), T1, T2 ∈ Γ(M, bTX|M). Then
〈∇M,bT0 T1, T2〉M,b = 〈∇φT0vT1, vT2〉φ + 〈∇dT0hT1, hT2〉d
+
1
2
[〈Ωφ(hT0, hT1), vT2〉φ − 〈Ωφ(hT1, hT2), vT0〉φ − 〈Ωφ(hT2, hT0), vT1〉φ]
+〈Sφ(vT0)hT1, vT2〉φ − 〈Sφ(vT0)hT2, vT1〉φ
+
1
2
[〈Bφ(vT1, vT2), xhT0〉φ − 〈Bφ(vT2, vT0), xhT1〉φ − 〈Bφ(vT0, vT1), xhT2〉φ]
Proof. This is an application of the Koszul formula using Lemma 1.10(c). We only give
an example of how the calculation differs from the one in Lemma A.3:
2〈Sφ(V )A,W 〉φ = −W 〈V , 1
x
A〉φ + V 〈1
x
A,W 〉φ + 1
x
A〈W,V 〉φ
−〈V , [ 1
x
A,W ]〉φ + 〈1
x
A, [W,V ]〉φ + 〈W, [V , 1
x
A]〉φ
= −W 〈V , 1
x
A〉M,b + V 〈1
x
A,W 〉M,b + 1
x
A〈W,V 〉M,b
−〈V , [ 1
x
A,W ]〉M,b + 〈1
x
A, [W,V ]〉M,b + 〈W, [V , 1
x
A]〉M,b + 〈1
x
A, [W,V ]〉φ
= 2〈SM(V ) 1
x
A,W 〉M,b + 〈1
x
A, [W,V ]〉φ
= 2〈SM(V ) 1
x
A,W 〉M,b − 〈Bφ(V,W ), A〉φ,
and so on.
As a special case of this Lemma, note that
〈∇M,bT0 vT1, vT2〉M,b = 〈∇φT0vT1, vT2〉φ +
1
2
〈Bφ(vT1, vT2), xhT0〉φ. (20)
This will play a minor role in the calculation of (102).
We can now calculate parts of the curvature Rd at the boundary more precisely.
Proposition 1.14 Let N ∈ Γ(TX) and W,A,B ∈ Γ(φTX). Then at the boundary
(a) 〈Rd(W,N)A,B〉φ = 〈Rd(W,N) 1xA, 1xB〉d
= 〈Rd(W,N)vA, vB〉φ + dx(N)[〈Sd(W ) 1xnB, vA〉φ − 〈Sd(W ) 1xnA, vB〉φ]
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(b) 〈Rd(W,N)nA, nB〉φ is O(x) and the corresponding coefficient depends on the choice
of extension of nA, nB into the interior. Still, one has
〈(∇dNRd)(W,N)nA, nB〉φ = ( dx(N))2〈Ωφ(A,B),W 〉φ.
Proof. First note that the LHS in (a) is O(x), whenever W ∈ Γ([φN∂X ]). We thus can
assume right away that W ∈ Γ([φV ∂X ]). Then, using the special extension, w.r.t. the
normal vector field N , we get
〈Rd(W,N) 1
x
nA,
1
x
vB〉d = 〈Rd(W,N) 1
x
nA,
1
x
vB〉d = −N〈∇dW
1
x
nA,
1
x
vB〉d
= − dx(N)〈∇d
W
1
x
nA, vB〉φ = − dx(N)〈Sd(W ) 1
x
nA, vB〉φ.
Furthermore, the LHS,
〈Rd(W,N) 1
x
A,
1
x
B〉d = 〈Rd(A,N) 1
x
B,
1
x
W 〉d − 〈Rd(B,N) 1
x
A,
1
x
W 〉d, (21)
is of order O(x), whenever A,B are in Γ([φN∂X ]). This finishes the proof of (a). To prove
(b), assume that A,B are in Γ([φN∂X ]). Then
〈(∇dNRd)(W,N)
1
x
A,
1
x
B〉d = N〈Rd(W,N) 1
x
A,
1
x
B〉d
= (Nx)
[
〈Rd( 1
x
A,N)
1
x
B,
1
x
W 〉d − 〈Rd( 1
x
B,N)
1
x
A,
1
x
W 〉d
]
= (Nx)N
[
〈∇d1
x
A
1
x
B,
1
x
W 〉d − 〈∇d1
x
B
1
x
A,
1
x
W 〉d
]
+(Nx)〈∇d
[ 1
x
A,N ]
1
x
B −∇d
[ 1
x
B,N ]
1
x
A,
1
x
W 〉d
= (Nx)2〈[ 1
x
A,
1
x
B],W 〉φ = (Nx)2〈Ωφ(A,B),W 〉φ.
This finishes the proof.
Using Definition 1.12 and (the proof of) Lemma 1.13, the RHS in Proposition 1.14(a)
can be further decomposed into contributions from the intrinsic and the extrinsic geometry
of the boundary fibration. For instance, the term
〈Rd(W, ν)vA, vB〉φ|∂X = 〈Rφ(W, ν)vA, vB〉φ|∂X ,
where ν = 1
x
Xd, should be considered as a tensor describing some aspect of the extrinsic
geometry, since it vanishes whenever gφ is a φ-product metric.
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2 The φ-Calculus
As before, X denotes a manifold with fibred boundary. By the Schwartz kernel theorem,
continuous operators from
.
C∞(X) to C−∞(X) are represented by elements of C−∞(X2).
In this Chapter we will give an overview of the ideas developed in [MaMe3] and [Me0],
[Me3] for the analysis of such operators whose kernels are distributions conormal to the
diagonal and to the boundaries in a certain sense. The composition formula for these φ-
pseudodifferential operators proved in Section 2.3 is an extension of the corresponding
result in [MaMe3].
2.1 The b- and the φ-Blow up
Denote by βL, βR the left and right projections from X
2 to X . Given two sets of local
coordinates on X near the boundary x,y, z and x′,y′, z′, as in Section 1.1 we get coor-
dinates on X2 by lifting the first set from the left and the second set from the right to
X2:
x
∧
= β∗Lx, y
∧
= β∗Ly, z
∧
= β∗Lz, and x
′ ∧= β∗Rx
′, y′ ∧= β∗Ry
′, z′ ∧= β∗Rz
′.
A priori the two coordinate sets on X can be completely independent. It will usually be
assumed though, that x = x′ is the fixed boundary defining function on X . Sometimes,
depending of the geometrical situation – see the proof of Lemma 2.1 below, we also assume
that y = y′ and z = z′ on X . In that case, we will say that the coordinates y,y′ or z, z′
on X2 are paired.
For an easier analysis of the different classes of pseudodifferential operators on X we
introduce: The b-kernel space is defined as the blow up (compare [Me3])
X2b := [X
2, ∂X × ∂X ].
The corresponding blow down map is denoted βb : X
2
b → X2, and the induced left and
right projections are βb,L and βb,R. We write
△b := β−1b (△− ∂△), bf := β−1b (∂X × ∂X).
2X
β
rf
X
x’ x’
b
b
2lf
lf
x
bf
x
rf
Figure 1
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The face bf is diffeomorphic to ∂X × ∂X × [−1, 1]σ. Here, the coordinate σ is given by
σ = x−x
′
x+x′
. The fibre diagonal ∂X ×Y ∂X is the preimage of the diagonal △Y under the
map (φ, φ) : ∂X × ∂X → Y × Y . Its lift in bf is denoted by
Fφ := β
−1
b (∂X ×Y ∂X)× {σ = 0} ∼= ∂X ×Y ∂X.
Note that this definition depends on our (fixed) choice for the boundary defining function
x. Blowing up Fφ in X
2
b yields the kernel space for the φ-pseudodifferential operators
(compare [MaMe3])
X2φ := [X
2
b , Fφ].
Again, we write βφ : X
2
φ → X2 for the blow down map and βφ,L and βφ,R for the induced
left and right projections onto X . Also, the lifted diagonal and the blown up faces are
denoted by
△φ := β−1φ (△− ∂△), ff := β−1φ,bFφ, φbf := β−1φ,b(bf − Fφ).
2
φ
bf
rf
bf
lf 2
ff
XX
x’x’
b
β
x
bφ, lf
rf
x
Figure 2
As a general rule, given a boundary face F , we denote by ρF a boundary defining function
for F . The following Lemma describes the fundamental property of the blow up X2φ:
Lemma 2.1 (a) Restricted to △φ the spaces β∗φ,RφV and β∗φ,LφV each span the normal
bundle N△φ. Especially, recalling that △φ is canonically diffeomorphic to X, we
have TX2φ|△φ ≡ TX ⊕ φTX.
(b) β∗φ,RW , for W ∈ Γ(φTX), is a φ-vector field at lf and φbf and is a b-vector field at
ff and rf.
(c)
◦
ff is canonically diffeomorphic to φN∂X ×Y ∂X and ff to RCfib(φN∂X ×Y ∂X).
Proof. (a) and (b) can be proved by calculating the lift of vector fields in local coordinates.
First, taking local coordinates near the corner inX2, we can introduce local coordinates
on X2b , projective w.r.t. x
′:
s =
x
x′
, x′, y, y′, z, z′ (22)
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These coordinates are valid near bf but away from rf. There we calculate
ds =
dx
x′
− 1
sx′
dx′ and βb,R∗x2
∂
∂x
= x′s2
∂
∂s
, βb,R
∗x
∂
∂y
= x′s
∂
∂y
.
Near the fibre diagonal Fφ we can assume that the coordinates y and y
′ are paired,
thus Fφ is described by {x′ = 0, s = 1,y = y′}. Near ff, but away from bf, we can
introduce coordinates on X2φ, projective w.r.t. x
′:
x′, S =
s− 1
x′
, Y =
y − y′
x′
, y′, z, z′ and (23)
dS =
ds
x′
− s− 1
(x′)2
dx′, dY =
dy− dy′
x′
− y − y
′
(x′)2
dx′.
From this we get:
βφ,R
∗x2
∂
∂x
= (1 + x′S)2
∂
∂S
, βφ,R
∗x
∂
∂y
= (1 + x′S)
∂
∂Y
. (24)
From these calculations (b) is obvious. Finally, near the lifted diagonal △φ we can add
the condition that the coordinates z and z′ are also paired. Then △φ is just {x′ = 0, S =
0,Y = 0}, z = z′ and the assertion of (a) also follows from (24).
For (c), we just mention that the map from φN∂X ×Y ∂X to the interior of ff is given
as follows. A nonzero element W ∈ Γ(φN∂X) lifts via βφ,L to a nonvanishing vector field
β∗φ,LW on ff, which generates a flow ΦW (t) on that face. This flow is identified with the
linear flow generated by W in the fibres of φN∂X .
The small calculus of b-pseudodifferential operators on X is defined as the space
Ψmb,cl(X) :=
.
C
∞
bf I
m
cl (X
2
b ,△b; β∗b,RbΩ(X)),
of distributions conormal to △b, but C∞ everywhere else, and vanishing to infinite order
at all the faces in X2b , except bf (compare [Me0] and Remark 3.1 for an explanation of
these notions). The small calculus of φ-pseudodifferential operators on X is defined as
Ψmφ,cl(X) :=
.
C
∞
ff I
m
cl (X
2
φ,△φ; β∗φ,RφΩ(X)).
Note that we always assume our conormal distributions to be classical at the diagonal.
The “cl”-notation in the above definitions refers to the fact that the distributions are
also assumed to be C∞ at the faces bf or ff. More generally, given a C∞-index set E =
(Eff , Eφbf , Erf , Elf), see Appendix A.6, we can define the corresponding space in the big
calculus of φ-pseudodifferential operators by
Ψm,Eφ (X) := AEImcl (X2φ,△φ; β∗φ,RφΩ(X)),
and ditto for b-operators. These definitions also make sense for finite index sets, where
the index of lowest order is interpreted as a conormal bound. Note that with this notation
Ψmφ,cl(X) = Ψ
m,E
φ (X), Eff = m+N, Elf = Erf = Eφbf =∞,
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and the similar statement for b-operators is left to the reader.
An advantage of choosing the density bundle to be lifted from the right factor is that
for any ν ∈ Γ(φΩ(X)) and W ∈ Γ(X, φTX) we have
Lβ∗LWβ
∗
Rν = 0 on X
2, Lβ∗φ,LWβ
∗
φ,Rν = 0 on X
2
φ.
Thus, the lifts to X2φ of vector fields in
φV from the left factor act on elements in Ψm,Eφ (X)
(as Lie derivatives) in a particularly simple manner.
The definitions above can be extended to operators between sections of vector bundles
in the usual manner. In the case of the Dirac operator on a (φ-)Clifford bundle E we
introduce the “coefficient bundle”
CBφ = β
∗
φ,LE ⊗ β∗φ,R(E∗ ⊗ φΩ(X))
on X2φ and the analogous definition on X
2
b to simplify the notation.
2.2 Mapping Properties
In order to describe elementary mapping properties of our pseudodifferential operators we
use the pullback and pushforward results for conormal distributions on blown up spaces
as described in [Me0] (see also [Lo] or Appendix A.6). First, we need a little
Lemma 2.2 (Densities and Blow up) Let N be a manifold with corners, and F ⊂ ∂Y
a p-submanifold. Let Sq ⊂ N∗F be a subspace of q-parabolic directions. Then the blow down
map γ : NF = [N ;F, Sq] −→ N has the property
γ∗Ω(N) = ρn(F )+(q−1) dimSqF Ω(NF ),
where n(F ) := dimN − 1− dimF is the codimension of the blow up.
Note that the blow ups in this Chapter are all simple, i.e. q = 1.
Using this, we can describe the action of an element P ∈ Ψm,Eφ (X) on a function f ∈
AF(X) as follows. Choose a nonvanishing section u ∈ C∞(X,Ω(X)). Lemma 2.2 and the
pullback Theorem A.18 then tell us that we have a conormal distribution on X2φ of the
type
β∗φ,Lu · P · β∗φ,Rf ∈ AGIm(X2φ,△φ,Ω(X2φ)) Gff = Eff + F, Gφbf = Eφbf + F − h− 1,
Grf = Erf + F − h− 2, Glf = Elf
If Grf > −1, we can push forward this expression via βφ,L to the left factorX (i.e. integrate
the expression over the right factor) using Theorem A.20 and set
Pf = βφ,L ∗(β∗φ,Lu · P · β∗φ,Rf)/u, i.e 〈Pf, u〉X = 〈P, β∗φ(f ⊠ u)〉X2φ, (25)
where u is only used for bookkeeping purposes w.r.t. the densities. By the pushforward
Theorem A.20 this is a conormal distribution
Pf ∈ AG(X), G = Elf∪(Eff + F )∪(Eφbf + F − h− 1). (26)
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Analogously, if Q is a b-operator in Ψm,Eb (X), with Erf + F − 1 > −1 we can set
Qf = βb,L ∗(β∗b,Lu ·Q · β∗b,Rf)/u ∈ AG(X), G = Elf∪(Ebf + F ). (27)
As a special case note that elements in the small (b- or φ-) calculus always map AF (X)
to itself.
Having defined the action of φ- and b-pseudodifferential operators we can now describe
their relationship with the corresponding classes of differential operators. First, note that
the identity is an operator in the small calculus of order 0:
[ Id] ∈ Ψ0b,cl(X), and [ Id] ∈ Ψ0φ,cl(X). (28)
To describe the composition of a φ-differential operator, or φ-vector field W for simplicity,
with a φ-pseudodifferential operator P , recall that for forms α1, α2 and a b-vector field W
on X2φ the partial integration rule reads∫
LWα1 ∧ α2 = −
∫
α1 ∧ LWα2.
Hence, from the definition (25) we get
〈W ◦ Pf, u〉X = −〈Pf, LWu〉 = −〈P, β∗φ(f ⊠ LWu)〉X2φ = 〈Lβ∗φ,LWP, β∗φ(f ⊠ u)〉X2φ,
from which we can deduce that W ◦ P = Lβ∗φ,LWP . Here we have used the fact (Lemma
2.1) that the vector field β∗φ,LW is tangent to the faces of X
2
φ. This argument shows that
composition of a φ-differential operator and a φ-pseudodifferential operator is well defined:
Diffkφ(X) ◦Ψm,Eφ (X) ⊂ Ψm+k,Eφ (X), (29)
for any index set E . Also, from (28) we immediately infer that Diffkφ(X) ⊂ Ψkφ,cl(X).
Sobolev Spaces, Compactness and Trace Properties
We now want to analyze the mapping properties of our operators w.r.t. L2- and Sobolev
spaces. Using the volume form dvolφ which is induced by the exact φ-metric g
φ and
dvol b = x
h+1 dvolφ, we can introduce the spaces
L2φ(X,E) = L
2(X,E; dvolφ), L
2
b(X,E) = L
2(X,E; dvol b),
with norms ‖ · ‖φ and ‖ · ‖b. The associated scales of Sobolev spaces are
Hsφ(X,E) = {ξ ∈ C−∞(X,E) | Ψsφ(X,E)ξ ⊂ L2φ(X,E)}
Hsb (X,E) = {ξ ∈ C−∞(X,E) | Ψsb(X,E)ξ ⊂ L2b(X,E)},
and the Sobolev norms ‖·‖φ,s, ‖·‖b,s can be defined as usual using fixed families of elliptic
operators Ps ∈ Ψsφ,cl(X,E), Qs ∈ Ψsb,cl(X,E) (invertible, or – in the b-case – invertible
modulo an element in Ψ−∞b (X,E) ). The main mapping properties of b- and φ-operators
w.r.t. these spaces are described in the following
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Proposition 2.3 (a) Q ∈ Ψm,Fb (X,E) with m ≤ 0 and index sets Fbf ≥ 0 and Flf , Frf >
0 is a bounded operator on L2b(X,E).
(b) P ∈ Ψm,Eφ (X,E) with m ≤ 0 and index sets Eff ≥ 0, Eφbf ≥ h + 1, Elf > h+12 and
Erf >
h+1
2
is a bounded operator on L2φ(X,E).
(c) P ∈ Ψm,Eφ (X,E) with m ≤ 0 and index sets Eff ≥ 0, Eφbf ≥ h + 1, Elf > 0 and
Erf > h+ 1 is a bounded operator on L
2
b(X,E).
Proof. Reduction to the case m = −∞ is done as usual using Ho¨rmander’s argument (see
[Me0] or Proposition 7 in [MaMe3]). In (a) it then suffices to verify the mapping property
for an operator Q supported in a coordinate patch. There, write Q = a(w,w′) dvol b(w′).
We can estimate
‖Qf‖2b =
∫
X
|
∫
X
a(w,w′)f(w′) dvol b(w′)|2 dvol b(w)
≤
∫
X
∫
X
|a(w,w′)| dvol b(w′)
∫
X
|a(w,w′)||f(w′)|2 dvol b(w′) dvol b(w).
Now, it is easy to see that there is an operatorB = b(w,w′) dvol b(w′) such that b(w,w′) ≥
|a(w,w′)|. Then, the above is certainly smaller than
sup
w
(
∫
X
b(w,w′) dvol b(w′)) · sup
w′
(
∫
X
b(w,w′) dvol b(w)) ·
∫
X
|f(w′)|2 dvol b(w′).
The sup’s are finite, since B maps the function 1 to L∞(X) and the adjoint kernel satisfies
the same estimates; (b) and (c) are then consequences of (a) using the fact that β∗φ,RΩφ =
(x′)−h−1β∗φ,RΩb and L
2
φ(X) = x
(h+1)/2L2b(X).
Corollary 2.4 For P ∈ Ψmφ,cl(X,E), Q ∈ Ψmb,cl(X,E) the maps
P : Hs+mφ (X,E) −→ Hsφ(X,E), Q : Hs+mb (X,E) −→ Hsb (X,E).
are continuous.
The standard results on compactness- and trace class-properties of pseudodifferential
operators on a compact manifold generalize to our context as follows:
Proposition 2.5 (Sobolev, Rellich and Lidskii)
(a) H
n/2+l+ǫ
b (X,E) →֒ C l(
◦
X,E), continuously.
(b) xδHs+ǫb (X,E) →֒ Hsb (X,E) is compact.
(c) Let P be a bounded operator on L2b(X,E) and assume P : H
s
b (X,E) →
xδHs+n+ǫb (X,E) continuously. Then P is trace class and tr(P ) =
∫
△[P ].
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The above Sobolev spaces and their variants will only play a minor role in subsequent
Chapters of this work, since we will explicitly construct the integral kernels of the resolvent
and the heat operator of Dd and not rely on abstract existence results. The main result
that we are going to use is the following Corollary, which gives us a minimum requirement
for the smallness of the error term in the construction.
Corollary 2.6 (Trace Class Operators)
Operators Q ∈ Ψ−n−ǫ,(ǫ,ǫ,ǫ)b (X,E) are trace class on L2b(X,E).
Finally, let us note how to calculate adjoints w.r.t. L2b(X,E): Let Q be an operator in
Ψb(X,E) or Ψφ(X,E) and write Q
+ for the formal adjoint of Q obtained by flipping sides
in X2. Then
Lemma 2.7 The L2b-adjoint of Q is given by Q
∗ = Q+ · dvol−1b,L⊗ dvol b,R.
In order to avoid any confusion due to the variety of different L2-spaces, and to be
able to use the standard constructions of the b-calculus (see [Me3]) without difficulty,
we decide to let all operators act on L2b(X). However, the goal of this work is the
description of the spectral properties of the Dirac operator Dd on L2(X,E; dvold), where
dvold = x
n dvolφ = x
v dvol b is the volume form corresponding to the metric g
d = x2gφ.
Thus, we have to consider the diagram (truly valid only on the domains of definition)
L2(X,E; xn dvolφ)
D
d−→ L2(X,E; xn dvolφ)
↓ xv/2 ↓ xv/2
L2b(X,E)
D
d− v
2
cd(
dx
x
)−→ L2b(X,E).
.
Thus, requiring all our operators to act on L2b(X,E) means that we are ultimately looking
at the operator
D = Dd −
v
2
cd(
dx
x
) =
1
x
D
φ +
h
2
cφ(
dx
x2
) on L2b(X,E).
This choice will turn out to be particularly convenient in Sections 3.5 and 3.6.
2.3 Composition Formula
In this Section, we will prove that the composition of two operators in Ψφ(X) is again in
Ψφ(X). To explain the main idea of the proof, consider first the “triple space” X
3 together
with its projections onto X2:
X2
πL←− X3 πR−→ X2
↓ πM
X2
(30)
The composition of two operators A,B ∈ .C∞(X2, β∗RΩ(X)) is then simply given by
πM ∗(π∗LA · π∗RB).
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Figure 3: X3b
In order to describe the composition properties of φ-pseudodifferential operators we need
to replace the image spaces in (30) by X2φ and modify X
3 in such a way that (30) becomes
a diagram of b-fibrations. This will allow us to use the pullback- and pushforward results in
[Me0] (see also Appendix A.6) to describe composition of φ-pseudodifferential operators.
The first step is to blow up the corner of X2 in (30), thus replacing it by X2b . Blowing
up the preimages of the corner under πL, πM and πR at their intersections
T := (∂X)3, F := X × ∂X × ∂X, C := ∂X ×X × ∂X, S := ∂X × ∂X ×X,
leads to the b-triple space X3b defined as the blow up
X3b :=
[
X3;T, F, C, S
]
.
The projections in (30) induce b-fibrations πb,o : X
3
b → X2b for o = L,M,R such that the
diagram
X3b
πb,o−→ X2b
↓ ↓ (31)
X3
πo−→ X2
is commutative. The next step is to replace X2b in (31) by X
2
φ by blowing up the fibre
diagonal Fφ. To define the new LHS in (31), X
3
φ, we have to blow up the lifts of Fφ under
πL, πM and πR. We denote these faces (as afterwards the result of their blow up) by φF ,
φC , φS, φFT , φCT , φST , φTT , and define
X3φ :=
[
X3b ;φTT ; φFT ; φCT ; φST ; φF ; φC ; φS
]
.
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By R,M,C, F, S, C, T we denote the lifts to X3φ of the non-blown up parts of these faces
in X3b . We will also have to consider the behavior of our operators at the lifted diagonals
△φ,o := π−1φ,o△φ, with o = L,M,R. The following is proved in [MaMe3]:
Proposition 2.8 The projections in (30,31) induce b-fibrations πφ,o : X
3
φ → X2φ for
o = L,M,R such that the diagram
X3φ
πφ,o−→ X2φ
↓ ↓
X3
πo−→ X2
is commutative.
The coefficient matrices can be read off from Figure 4:
Lemma 2.9 (a) πL maps the face L to the interior of X
2
φ. Also
π∗Llf = {R,C, φC} π∗Lrf = {M,F, φF}
π∗Lφbf = {S, T, φFT , φCT} π∗Lff = {φS, φST , φTT}
(b) πR maps the face R to the interior of X
2
φ. Also
π∗Llf = {M,S, φS} π∗Lrf = {L,C, φC}
π∗Lφbf = {F, T, φST , φCT} π∗Lff = {φF , φFT , φTT}
(c) πM maps the face M to the interior of X
2
φ. Also
π∗M lf = {R, S, φS} π∗Mrf = {L, F, φF}
π∗Mφbf = {C, T, φST , φFT} π∗Mff = {φC, φCT , φTT}
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Starting with two operators A ∈ Ψl,Lφ (X), B ∈ Ψr,Rφ (X), and a placeholder function
u ∈ C∞(X,Ω(X)), their lift to X3φ is
γ∗φ,Lu · π∗φ,LA · π∗φ,RB ∈ AGI(l−n/4,r−n/4)(X3φ,△φ,L ∪△φ,R; Ω(X3φ)). (32)
The space on the RHS consists of distributions with conormal singularity at the union
△φ,L ∪ △φ,R of interior manifolds in X3φ. This is described in [Me0]. At the boundary
faces its elements have expansions described by the index set G as in Appendix A.6. To
calculate the index set G we need to know the lifting properties of the density bundle
φΩ(X). The following is proved using Lemma 2.2:
Lemma 2.10 (a) γ∗bΩ(X
3) = ρb,F ρb,C ρb,S ρ
2
b,T Ω(X
3
b )
(b) γ∗φ,bΩ(X
3
b ) = ρ
2h+2
φT
(ρφFT ρφCT ρφST ρφF ρφC ρφS)
h+1Ω(X3φ)
(c) γ∗φΩ(X
3) = ρF ρC ρS ρ
2
T ρ
h+2
φF
ρh+2φC ρ
h+2
φS
ρh+3φFT ρ
h+3
φCT
ρh+3φST ρ
2h+4
φTT
Ω(X3φ)
(d) γ∗φ,FΩ(X) · π∗φ,LφΩ(X) · π∗φ,RφΩ(X) = ρ0L ρ−h−2M ρ−h−2R
·ρ−h−1F ρ−h−1C ρ−2h−3S ρ−2h−2T ρ0φF ρ0φC ρ−h−2φS ρ−h−1φFT ρ−h−1φCT ρ−h−1φST ρ0φTTΩ(X3φ)
From this and the pullback Theorem A.18 (or really its extension to distributions conormal
at the boundary faces and to some interior submanifold, see [Me0]) it follows directly that
the index G is given by
GL = Rrf GF = Lrf +Rbf − h− 1
GM = Lrf +Rlf − h− 2 GC = Llf +Rrf − h− 1
GR = Llf − h− 2 GS = Lφbf +Rlf − 2h− 3
GT = Lφbf +Rφbf − 2h− 2
GφF = Lrf +Rff GφFT = Lφbf +Rff − h− 1
GφC = Llf +Rrf GφCT = Lφbf +Rφbf − h− 1
GφS = Lff +Rlf − h− 2 GφST = Lff +Rφbf − h− 1
GφTT = Lff +Rff .
Thus, by the pushforward Theorem A.20 (again, it is really the extension of this result to
distributions conormal to △φ,L∪△φ,R in [Me0] that is needed), the conormal distribution
in (32) can be pushed forward via πφ,M whenever GM = Lrf +Rlf − h− 2 > −1 giving
πM ∗(γ∗φ,Lu · π∗φ,LA · π∗φ,RB) ∈ Aπφ,M ♯GI l+r(X2φ,△φ; Ω(X2φ)).
Here the pushforward of the index set G is given by the rule
πφ,M ♯G(B) =
⋃
F∈M(X3φ),πφ,M (F )⊂B
GF ,
which by Lemma 2.9 is
πφ,M ♯G(lf) = GR∪GS∪GφS πφ,M ♯G(rf) = GL∪GF∪GφF
πφ,M ♯G(φbf) = GC∪GT∪GφST∪GφFT πφ,M ♯G(ff) = GφC∪GφCT∪GφTT
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Rewriting everything in terms of the φ-density bundle lifted from the right
β∗φ,R
φΩ(X) = ρ−h−2lf ρ
−h−1
φbf Ω(X
2
φ)/β
∗
φ,LΩ(X),
we get the final composition formula:
Theorem 2.11 (Composition Formula) Let A ∈ Ψl,Lφ (X) and B ∈ Ψr,Rφ (X) and as-
sume Lrf +Rlf − h− 2 > −1. Then A ◦B ∈ Ψr+l,Mφ (X) with index set given by
Mlf = Llf∪(Lφbf +Rlf − h− 1)∪(Lff +Rlf)
Mrf = Rrf∪(Lrf +Rφbf − h− 1)∪(Lrf +Rff)
Mφbf = (Llf +Rrf)∪(Lφbf +Rφbf − h− 1)∪(Lφbf +Rff)∪(Lff +Rφbf)
Mff = (Llf +Rrf)∪(Lφbf + Rφbf − h− 1)∪(Lff +Rff)
All the results above also hold for φ-pseudodifferential operators with coefficients in
vector bundles.
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3 Normal Operators and the Resolvent Construction
In this Chapter we will present a construction of the resolvent G(λ) of the Dirac operator
D. We do this by first solving the equation
(D− λ)Q(λ) = I +R(λ) on X2φ (33)
with successively smaller and smaller remainder terms R(λ), then use the composition
formula, Theorem 2.11, to (formally) invert I +R(λ) and obtain a smoothing remainder
term. In a final step this remainder term is then also removed.
The construction will proceed by the symbolic solution of (33) and the subsequent
removal of error terms appearing at the faces ff, φbf, lf. The technical tools used are
the so-called normal operators, which allow to give a representation of (33) at each of
the above faces. These concepts will be introduced at the corresponding stages of the
construction in Sections 3.1, 3.3 and 3.5. Prototypes of this kind of construction can be
found in [MaMe1] and [Me3].
3.1 Symbol Map
The symbol map φσ in the small calculus of φ-pseudodifferential operators, describes the
conormal singularities at △φ. It is given by the composition
φσm : Ψ
m
φ,cl(X) =
.
C
∞
ff I
m
cl (X
2
φ,△φ; β∗φ,RφΩ(X)) −→ C∞c Imcl (N△φ,△φ; Ω(N △φ /△φ))
F−→ Smcl (N∗△φ) ∼= Smcl (φT ∗X). (34)
Here, the first map comes from an identification of N△φ with a tubular neighborhood of
△φ, the second map is Fourier transform and the identification at the end is just Lemma
2.1. Also, using radial compactification (for instance by introducing ρ := | |−1 as a defining
function for the boundary at infinity) in the fibres of φT ∗X we could have written
Smcl (φT ∗X) = ρ−mC∞(RC(φT ∗X)),
which by multiplication with ρm and restriction to the boundary maps to C∞(φS∗X).
Remark 3.1 The existence of the map (34) can be taken to be the defining property of
the space Imcl (X
2
φ,△φ; β∗φ,RφΩ(X)) of distributions conormal at △φ of order m and C∞ up
to ff.
Putting everything together, the mth order symbol fits into a short exact sequence
0 −→ Ψm−1φ,cl (X) −→ Ψmφ,cl(X)
φσm−→ C∞(φS∗X) −→ 0 (35)
of filtered algebra homomorphisms.
Note that we will use both versions (34, 35) of the symbol without distinguishing them
notationally. Also, the generalization of these definitions to the calculus with coefficients
in a vector bundle is left to the reader. Especially, using the identification of N△φ with
φTX :
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Proposition 3.2 Let W ∈ Γ(φTX), Q ∈ Ψmφ (X), QE ∈ Ψmφ (X,E).
(a) φσ1(W ) = iW, i.e.
φσm+1(W ◦Q) = iW ⊗ φσm(Q)
(b) φσ1(D
φ) = φσ1(xD
d) = φσ1(xD) = icφ, i.e.
φσm+1(D
φ ◦QE) = icφ ⊗ φσm(QE),
etc., where W (and cφ) are interpreted as linear functions on
φT ∗X.
As usual, an element P in Ψm>0φ (X,E) will be called elliptic, when its symbol
φσm(P ) is
invertible in C∞(φS∗X). Thus, for instance, the Dirac operator Dφ is elliptic.
3.2 Symbolic Construction
To perform the symbolic part of the construction of the inverse of the Dirac operator
D− λ write
(D− λ)−1 = (xD− xλ)−1 · x.
Thus, we can as well invert the operator P (λ) = xD− xλ, which is an elliptic operator in
the φ-calculus:
Proposition 3.3 There are holomorphic families,
λ 7→ Q0(λ) ∈ Ψ−1φ,cl(X,E), λ 7→ R0(λ) ∈ Ψ−∞φ,cl (X,E),
such that P (λ)Q0(λ) = 1 +R0(λ).
Proof. This is the standard symbolic construction using the symbol sequence
0 −→ Ψm−1φ (X,E) −→ Ψmφ (X,E)
φσm−→ C∞(φS∗X, END(E)) −→ 0.
The symbol φσ1(P (λ)) is independent of λ and invertible. We can therefore find a g ∈
C∞(φS∗X, END(E)) and, because of the surjectivity of the symbol map φσ−1, also a
G ∈ Ψ−1φ,cl(X,E) with
φσ−1(G) = g, P (λ)G = 1− S(λ), λ 7→ S(λ) ∈ Ψ−1φ,cl(X,E) holomorphic.
We now set as usual
Q0(λ) = G
∑
j
S(λ)j, R0(λ) = P (λ)Q0(λ)− 1.
The construction can be made holomorphic in the parameter λ.
In general the remainder R0(λ) will not vanish to any positive order at the face ff and
therefore (compare Section 2.2) cannot be expected to be compact. It will therefore be
necessary to “solve away” (at least) the leading term of R0(λ) at ff, i.e. to modify the
parametrix Q0(λ) in such a way that the new remainder also vanishes at ff. This will be
done in the next two Sections.
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3.3 Normal Operator at ff
The normal operator at ff of an operator P ∈ Ψ∗φ,cl(X) is defined as the restriction of the
conormal distribution P to that face. To describe this in more detail, first recall that the
interior of the front face ff is
◦
ff= φN∂X ×Y ∂X (36)
and ff fibres over ∂X via the left and right projections
ff
βφ,L−→ ∂X ff βφ,R−→ ∂X.
The density bundle for the φ-calculus restricts to ff as the density bundle on the fibres of
the left projection
β∗φ,R
φΩ(X)|ff ∼= Ωfib(φN∂X ×Y ∂X βφ,L→ ∂X) ∼= β∗φ,RΩ(φN∂X/Y ) (37)
This allows us to define the normal map at ff as follows
Definition 3.4 (Suspended Calculus and the Normal Map)
(a) The space Ψmsus(
φN∂X) of suspended pseudodifferential operators on φN∂X is defined
as the space
.
C
∞Im+1/4cl (ff,△φ; Ωfib(βφ,L)) = SfibIm+1/4cl (φN∂X ×Y ∂X, Fφ; β∗φ,RΩ(φN∂X/Y ))
acting as (C∞(Y )×Rh+1-invariant) convolution operators on (e.g.) Sfib(φN∂X).
(b) The normal map Nff : Ψ
m
φ,cl(X)→ Ψmsus(φN∂X) is given by Nff(A) := A|ff .
It is again straightforward to extend these definitions to the the calculus with coeffients
in a vector bundle as well as to any extended calculus, which allows restriction to ff to be
defined. Let us note the main properties of this construction:
Lemma 3.5 (a) The suspended pseudodifferential operators form a calculus, i.e. com-
position gives a map
Ψmsus(
φN∂X)×Ψlsus(φN∂X) ◦−→ Ψl+msus (φN∂X).
(b) The normal map fits into a short exact sequence
0 −→ ρffΨmφ,cl(X) −→ Ψmφ,cl(X) Nff−→ Ψmsus(φN∂X) −→ 0,
which is a sequence of filtered algebras.
Proof. First, the exactness of the sequence in (b) should be clear. The algebraic properties
follow, since composition in Ψsus(
φN∂X) is induced by composition in Ψφ(X): Taking two
operators P , Q in the small calculus Ψ∗φ,cl(X), it follows from the composition formula,
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Theorem 2.11, that (P ◦Q)|ff is 0 whenever P |ff or Q|ff is 0. Thus, the composition of P |ff
and Q|ff is independent of the choice of extension to X2φ.
Again, the description of the normal operators for φ-differential operators is particularly
easy. Since, as we have seen, the composition of a φ-differential operator, or φ-vector field
W , and a φ-pseudodifferential operator P is given by
W ◦ P = Lβ∗φ,LWP = β∗φ,LW · P, and thus (W ◦ P )|ff = β∗φ,LW |ff · P |ff ,
the normal operator of W can be viewed as the restriction of β∗φ,LW to the front face ff,
acting on Ψmsus(
φN∂X).
This action can be described geometrically using the identification (36). The vector
field β∗φ,LW is tangent to the fibres of βφ,R : ff → Y , i.e. it is tangent to (the left factor
of) φN∂X/Y in the interior of ff. Using the identification
T φN∂X/Y ∼= π∗φN∂X ⊕∂X V ∂X (38)
we have
Proposition 3.6 Define the map Nφ :
φTX → T φN∂X/Y as the composition
Nφ :
φTX −→ φTX|∂X ∼= φN∂X ⊕ V ∂X (π
∗, Id)−→ T φN∂X/Y.
Then for Q ∈ Ψmφ,cl(X), QE ∈ Ψmφ,cl(X,E) and W ∈ Γ(φTX) we have
(a) Nff(W ◦Q) = Nφ(W ) ◦Nff(Q).
(b) Nff((xD− xλ) ◦QE) = Nff(Dφ ◦QE) = (Nφ(cφ) ◦ π∗∇E,φ) ◦Nff(QE).
Recall that for two vector fields A,B ∈ Γ(∂X, φTX), the commutator [nA, vB] lies in
φN∂X , but is not necessarily 0. However, the normal operator
Nφ(D
φ) = (Nφ(cφ) ◦ π∗∇E,φ) = Dφ,V + ncφ dφN∂X
of P (λ) has the following special property
Lemma 3.7 Dφ,V and ncφ ◦ d anticommute over ∂X.
Proof. First note that it follows from 1.5(c) that for T tangent to the boundary
[∇E,φT , n] = 0 and [∇E,φT , v] = 0.
Using this, we can write
[vcφπ
∗∇E , ncφπ∗∇E ] = (vcφ, ncφ)[π∗∇E , π∗∇E ] + vcφ[π∗∇E , ncφ]π∗∇E
−vcφ[π∗∇E , ncφ]π∗∇E + [vcφ, ncφ]π∗∇Eπ∗∇E
= (vcφ, ncφ)π
∗FE = 0,
which proves the claim.
This Lemma will allow us to calculate solutions for Nφ(P (λ)) by separating the horizontal
and vertical variables.
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3.4 Inversion at ff
In this Section we use the normal operator defined in the previous Section to improve the
error term obtained in Proposition 3.3 at the front face ff. This means that we have to
solve the equation
Nff(P (λ)Q1(λ)) = Nφ(D
φ) ◦Nff(Q1(λ)) != −Nff(R0(λ)) ∈ Ψ∞sus(φN∂X,E),
i.e. we have to invert the operator Nφ(D
φ) = (Dφ,V + ncφ dφN∂X) over
φN∂X/Y .
Clearly, sections in the null space of Dφ,V will be of special importance in this context.
At each point y ∈ Y the null space of the operator Dφ,V |Zy is given by
Ky = null(Dφ,V )|Zy ⊂ L2(Zy, dvolZ).
From now on we assume that
K = (null(Dφ,V )|Zy )y∈Y → Y is a vector bundle over Y , (39)
i.e. null(Dφ,V ) is the space of sections of the vector bundle K → Y . Denote by Π◦,Π⊥
the projections onto this null space and its orthogonal complement. At the boundary this
gives us the decomposition into “zero modes” and “nonzero modes”
C∞(∂X,E) ∼= Π◦C∞(∂X,E)⊕ Π⊥C∞(∂X,E).
Such decompositons also exist at the faces lf, φbf, ff and it follows from Lemma 3.7 that
Nφ(D
φ) preserves this decomposition over ff. As explained in Appendix A.6 it will be
useful to consider spaces of polyhomogeneous, conormal sections whose top (in the sense
defined there) coefficients lie in either part of the decomposition. A more refined index
notation adapted to this situation is also described in Appendix A.6.
The Dirac Operator on Rn
We start with the analysis of our model operator restricted to Π◦, i.e. the (constant
coefficient) Dirac operator on Rn: Denote by gn the euclidean metric on R
n and by dvoln
the euclidean volume form. Let W be a Clifford module over Rn with Clifford action
cn ∈ Γ(TRn, End(W)) and trivial connection d . The Dirac operator is then Dn = c ◦ d .
Writing R for the tautological (or radial) vector field in TRn the fundamental solution
for Dn is
En = Cn | · |−ncn(R), or En(y) = Cn
n∑
j=1
r−nyjc( dyj),
when one prefers the use of the standard euclidean coordinates y
∧
= (y1, . . . , yn), r = |y|,
on Rn. Then
DnEn = δ in C
−∞(Rn, End(W)).
Our idea is to analyze the behavior of solutions for Dn, by first looking at solutions
for the conformally transformed Dirac operator Db on the cylinder R+ × Sn−1. For this
operator we can the use the known methods of the b-calculus from [Me3].
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Thus identify Rn \ 0 with R+ × Sn−1 and introduce the b-metric gb = r−2gn. The
corresponding b-volume form is dvol b = r
−n dvoln. It then follows again as in Appendix
A.2 thatW is a Clifford module over R+×Sn−1, with Clifford action cb = rcn and Dirac
operator
Db = r
(n−1)/2rDnr−(n−1)/2 = rDn − n− 1
2
cn( dr). (40)
This operator is b-elliptic and selfadjoint on L2b(R+ × Sn−1) and rDn is a b-elliptic, b-
differential operator on R+ × Sn−1. We have
L2(Rn,W; dvoln) ∼= r−n/2L2(R+ × Sn−1,W; dvoln) ≡ r−n/2L2b(R+ × Sn−1,W).
The main result is now
Lemma 3.8 The operator rDn,α : r
αHk+1b (R+ × Sn−1,W) → rαHkb (R+ × Sn−1,W) is
invertible if α /∈ Z. More exactly the extended set of indicial roots is iN∪−i((n−1)−N),
especially the indicial roots are all simple.
Proof. First, we know from the general b-calculus that the operator Db,α is invertible
except if iα is an indicial root, where it has a null space in the “extended L2-sense”. Since
Db|r=0 anticommutes with cb( drr ), one easily finds that the set of indicial roots specI(Db)
is invariant under multiplication with −1. Also it follows immediately from (40) that
specI(rDn) = −in−12 + specI(Db). It therefore suffices to show that
{z ∈ specI(rDn) | Im(z) ≥ −(n− 1)} != −i(n− 1) ∪ iN.
This is easy. Let uα ∈ null−(rDn,α) ⊂ rαL∞(R+× Sn−1). If α > −n then the distribution
uα becomes integrable in 0 w.r.t. dvoln and extends to a distribution (also denoted uα)
on Rn. This distribution fulfills
Dnuα = δw, i.e. Dn(uα − En(w)) = 0
in all of Rn for some w ∈ W. By elliptic regularity, we can conclude that uα − En(w) is
in C∞(Rn,W), from which the claim follows.
This result can be used to solve Dnu = f for f with compact support in R
n. First, if
f ∈ C∞c (R+ × Sn−1,W) we also have rf ∈ C∞c (R+ × Sn−1,W). Choosing α /∈ Z set
uα = (rDn,α)
−1rf ∈ rαH∞b (R+ × Sn−1,W).
Then the usual results for elliptic b-pseudodifferential operators imply that uα has expan-
sions at r = 0 and 1/r = 0 of the form
uα ∼
∑
Z∋j>α
aj(ω)r
j for r → 0
uα ∼
∑
Z∋j>−α
bj(ω)ρ
j for ρ = r−1 → 0.
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If we choose α > −n, the distribution uα again extends to a distribution on Rn. Writing
Bn := RC(Rn) for the radial compactification of Rn, we have shown the more precise
statement
uα − En(w) ∈ ρn−1C∞(Bn,W).
Of course, due to the translational invariance of the problem, this argument works for any
f ∈ C∞c (Rn,W) by first shifting the support of f away from 0. We now show
Lemma 3.9 (a) Dn : ρ
αH∞b (B
n,W)→ ρα+1H∞b (Bn,W).
(b) For any f ∈ AF (Bn,W) there exists a
u ∈ AU(Bn,W), U = (n− 1 +N) ∪ ((Z≥F∪F )− 1),
which solves Dnu = f .
Proof. Choose a cutoff function ϕ ∈ C∞c (Bn). Then, the compactly supported section
ϕf , as treated above, is responsible for the term n− 1 +N in the index set U .
Choosing a noninteger α < F we know that (1−ϕ)f ∈ ραH∞b (R+×Sn−1,W), and by
Lemma 3.8 there is vα ∈ ρα−1H∞b (R+ × Sn−1,W) satisfying Dnvα = (1 − ϕ)f . By the
general theory of b-pseudodifferential operators (compare [Me3], Chapter 5)
vα ∈ AG(R+×Sn−1,W), G(r = 0) = {1−α < j ∈ Z}, G(ρ = 0) = (F∪{α < j ∈ Z})−1.
Now, choosing another cutoff function η ∈ C∞c (Bn) with (1− η)(1− ϕ) = 1− ϕ, we can
write
Dn(1− η)vα = (1− η)Dnvα − c( dη)vα = (1− ϕ)f − c( dη)vα.
But c( dη) is compactly supported and can therefore be treated as in the first part.
We have solved the model problem in the zero-modes at ff. The model problem in the
nonzero-modes is easy. Noting that
Ψ−∞,Fsus (
φN∂X,E) = AF (RC(φN∂X ×Y ∂X),CBφ) = AF (ff,CBφ)
we get
Lemma 3.10 (Solution of the Model Problem at ff)
(a) For every f◦ ∈ Π◦Ψ−∞,Fsus (φN∂X,E) there exists
u◦ ∈ Π◦Ψ−∞,Usus (φN∂X,E), U = (h+N) ∪ ((F∪Z≥F )− 1),
which solves Nff(D
φ)u◦ = f◦.
(b) For every f⊥ ∈ Π⊥Ψ−∞,Fsus (φN∂X,E) there exists an u⊥ ∈ Π⊥Ψ−∞,F−1sus (φN∂X,E)
which solves Nff(D
φ)u⊥ = f⊥.
Proof. First, note that Nff(D
φ) restricted to Π◦H∞b (ff,CBφ) is just the family of (constant
coefficient) fibre Dirac operators given by ncφ ◦ d on φN∂X ×Y ∂X/Fφ. Hence (a) follows
by applying Lemma 3.9 fibre by fibre.
Using Lemma 3.10 and the fact that Nff(P (λ)) = Nff(D
φ) it is now straightforward to
prove the following refinement of Proposition 3.3
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Proposition 3.11 There are holomorphic families
λ 7→ QN1 (λ) ∈ Ψ−1,Eφ (X,E), and λ 7→ RN1 (λ) ∈ Ψ−∞,Fφ (X,E),
such that such that
P (λ)QN1 (λ) = 1 +R
N
1 (λ),
and with index sets E , F given by
Fφbf = (h+ 1 +N)
∪N , Fff = N +N
Eφbf = (((h, 0), . . . , (h,N − 1))◦, (h+ 1 +N)∪N) = [◦](h+N)∪N , Eff = N,
(all other index sets are ∞).
Note that the special case N = 1 will suffice for the construction of the resolvent!
Proof. For purposes of notational simplicity we are going to ignore coefficients. From the
symbolic construction, we have holomorphic families
λ 7→ Q0(λ) ∈ Ψ−1φ,cl(X), λ 7→ R0(λ) ∈ Ψ−∞φ,cl (X), with P (λ)Q0(λ) = 1 +R0(λ).
Setting S(λ) = −R0(λ), we want to solve
P (λ)G(λ) = S(λ)
holomorphically in λ to order N at ff. For this, we write G(λ) and S(λ) in a (finite) Taylor
series (sum):
G(λ) = G0(λ) + x
′G1(λ) + (x′)2G2(λ) + . . .+ (x′)N−1GN−1(λ),
S(λ) = S0(λ) + x
′S1(λ) + (x′)2S2(λ) + . . .+ (x′)N−1SN−1(λ) + (x′)NSN (λ),
and the maps
λ 7→ Gj(λ) ∈ Ψ−∞,Ijφ (X) and λ 7→ Sj(λ) ∈ Ψ−∞,Jjφ (X)
are holomorphic. As part of the proof we will show that
Ij,ff = 0, Ij,φbf = [◦](h− j +N)∪j+1, Jj,ff = 0, Jj,φbf = (h− j + 1 +N)∪j .
In the first step, we have to solve
Nff(S0(λ)) = Nff(P (λ)G0(λ)) = Nff(D
φ)Nff(G0(λ)).
Write s0(λ) for Nff(S0(λ)). It is a holomorphic family λ 7→ s0(λ) ∈
.
C ∞(ff). By Lemma
3.10, we can find a holomorphic family
λ 7→ g0(λ) = g0(λ)⊥ + g0(λ)◦ ∈ Π⊥
.
C
∞(ff) + Π◦Ah+N(ff), Nff(Dφ)g0(λ) = s0(λ),
which can be extended to a holomorphic family
λ 7→ G0(λ) ∈ Ψ−∞,I0, I0,bf = ((h, 0)◦, h+ 1 +N), Nff(DφG0(λ)− S0(λ)) = 0.
3.5 Reduced Normal Operators at bf and φbf 39
Thus, we have shown the case j = 0.
Assuming inductively that the equation has been solved up to order j, with index sets
as indicated, we set
Sj+1(λ) = (x
′)−1(P (λ)Gj(λ)− Sj(λ)).
Since P (λ)Gj(λ) has index set (h+1−j+N)∪j+1 and Sj(λ) has index set (h−j+1+N)∪j
at bf, the index set for Sj+1(λ) is just Jj. Now, the equation
Nff(D
φGj+1(λ)− Sj+1(λ)) = 0
can be solved holomorphically in λ by Lemma 3.10 and Gj+1 has index set Ij+1. Setting
QN1 (λ) = Q0(λ) +G(λ) and R
N
1 (λ) = (x
′)NSN(λ) yields the result.
For reference in the next Sections we note the case N = 1 as a Corollary. Set Q1(λ) =
x′Q11(λ) and R1(λ) =
x′
x
R11(λ):
Corollary 3.12 DλQ1(λ) = 1 +R1(λ) with holomorphic families
λ 7→ R1(λ) ∈ Ψ∞,Fφ (X,E), Fφbf = (h+ 1 +N), Fff = 1 +N
λ 7→ Q1(λ) ∈ Ψ−1,Eφ (X,E), Eφbf = [◦](h+ 1 +N), Eff = 1 +N,
the other terms in the index sets are ∞.
Thus, we have solved the resolvent equation (33) up to a remainder term, which is C∞ in
the interior and which vanishes to first order at the front face. Unfortunately, by Section
2.2, this new remainder is still not compact, since it does not vanish to positive order at
φbf (w.r.t. to the coefficients CBb, which are the relevant ones at that face). Thus the
next two Sections will describe how to improve the remainder at φbf.
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In this Section we define the normal operator at the face φbf and describe the model
action of the Dirac operator D at this face. Recall the relation between the b- and the
φ-coefficient bundles: CBb = (x
′)h+1CBφ. The normal operators at φbf and bf are defined
by
Definition 3.13 Let E , F be index sets for X2φ and X2b respectively, with Eφbf = h+1+N
and Fbf = N.
(a) Nbf : Ψ
−∞,F
b (X,E) −→ A(Flf ,Frf)(bf,CBb) A 7−→ A|bf,CBb
(b) Nφbf : Ψ
−∞,E
φ (X,E) −→ A(Elf ,Erf ,Eff)(φbf,CBb) A 7−→ A|φbf,CBb
The corresponding exact sequences are
0 −→ ρbfΨ−∞,Fb (X,E) −→ Ψ−∞,Fb (X,E)
Nbf−→ A(Flf ,Frf)(bf,CBb) −→ 0
0 −→ ρφbfΨ−∞,Eφ (X,E) −→ Ψ−∞,Eφ (X,E)
Nφbf−→ A(Elf ,Erf ,Eff)(φbf,CBb) −→ 0.
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Note also, that whenever Eff =∞ we have
Ψ−∞,Eφ (X,E) ⊂ Ψ−∞,(Erf−h−1,N,Elf)b (X,E),
and the normal map Nφbf , restricted to the LHS, then equals Nbf . We will not try to
describe the general behavior of the above sequences under composition of operators.
Instead we will restrict ourselves to the analysis of the normal action of the Dirac operator
D, which will be sufficient for our purposes.
Recall that the Dirac operator D does not map calculi of the above type to themselves,
since its lift to X2b or X
2
φ is not tangent to bf or φbf. From Appendix A.6 we know that
Dλ : Ψ
−∞,(Erf ,[◦]Elf,[◦]Nbf)
b (X,E) −→ Ψ−∞,(Erf ,Elf ,Nbf)b (X,E)
Dλ : Ψ
−∞,(Erf ,[◦]Elf,[◦]Nφbf ,Eff)
φ (X,E) −→ Ψ−∞,(Erf ,Elf ,Nφbf ,Eff−1)φ (X,E),
i.e. Dλ maps nicely, when we restrict to conormal distributions with top cofficients in the
zero modes at lf and φbf. This allows to define the normal action Nbf(Dλ) on the sections
of K over bf (resp. Nφbf(Dλ) on φbf), defined as usual by
Nbf(Dλ)Nbf(A) = Π◦Nbf(DλA), for A ∈ Ψ−∞b (X,E), Nbf(A) ∈ K.
The Model Operator at bf
Let us describe the action of Nbf(Dλ) at bf. First, identify bf− rf with the fibre bundle
βb,L : ∂X × ∂X × [0,∞[s→ ∂X, s = x/x′, β∗b,RbΩ(X) = bΩfib(βb,L).
Thus, writing B = Y × [0,∞[, the space of sections in the null space of Dφ,V over bf is
Π◦C∞(bf,CBb) = C∞(∂X,C∞(B,K ⊗ bΩ(B))),
and Nbf(Dλ) acts as the operator on
C∞(B,K ⊗ bΩ(B)) = Π◦C∞(∂X ×R+, E∂X), (41)
constant in the parameter space ∂X , given by fixing coefficients at the boundary
Ib(Dλ) := Π◦Dλ|∂X,bTX = [Π◦ 1xD
φ +
h
2
cφ(
dx
x2
)− λ]|∂X,bTX . (42)
This definition is much less innocent than it looks at first sight. The expression actually
may involve hidden endomorphisms originating from vertical differentiations compressed
to K. We therefore prefer another way to define this “indicial operator”:
Lemma 3.14 (a) Let ξ ∈ C∞(X,E)◦, i.e. Dλξ ∈ C∞(X,E). Then
Ib(Dλ)(ξ|∂X) := Π◦(Dλξ)|∂X
is well defined and only depends on ξ|∂X ∈ Π◦C∞(∂X,E).
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(b) The family
z 7→ Ib(Dλ)(z)(ξ|∂X) := Π◦(x−izDλxizξ|∂X) ∈ Diff1(Y,K),
is well defined (i.e. independent of the choice of extension ξ of ξ|∂X) and holomorphic
in z.
(c) Ib(Dλ)(z) =Mx→zIb(Dλ)Mz→x, where M denotes the Mellin transform (see (48)).
(d) Let ξ ∈ C∞(X,E) such that Dlλξ ∈ C∞(X,E). Then
Π◦(Dlλξ)|∂X = [Ib(Dλ)]l(ξ|∂X).
Moreover any ξ|∂X can be extended to ξ˜ such that (Dlλξ˜)|∂X = [Ib(Dλ)]l(ξ|∂X).
Proof. In (a) and (b), only the independence of the extension of ξ|∂X might be worth a
little thought. It follows from the fact, that for η ∈ C∞(X,E) we have
Π◦(Dλxη)|∂X = Π◦(xDλη + xcd( dx
x
)η)|∂X = Π◦(xDη)|∂X = 0.
Thus, the expression defining Ib(Dλ)(ξ|∂X) vanishes for the difference of two extensions of
ξ|∂X .
Part (d) is proved by induction. We have proved the case l = 1 in (a), now assume that
Π◦Dl−1λ ξ|∂X = [Ib(Dλ)]l−1(ξ|∂X).
Then starting with ξ such that Dlλξ ∈ C∞(X,E) means that we have Dl−1λ ξ ∈ C∞(X,E)◦.
Therefore,
Π◦Dlλξ|∂X = Π◦D(Dl−1λ ξ)|∂X = Ib(Dλ)[Ib(Dλ)]l−1(ξ|∂X),
by (a) and the hypothesis of the induction.
Geometrical Description of the Indicial Operator
Let us take the time to describe the geometry underlying our definition of the indicial
family Ib(D)(z). This will not be strictly necessary for the analysis of the model problem
at φbf and bf, but gives some insight in the specialties of “φ-geometry”. Recall that bwe
write ν = 1
x
Xd. Then, starting with ξ|∂X ∈ Γ(Y,K) and an extensionξ ∈ C∞(X,E)◦, we
can use Lemma 3.14 to get at the boundary
Ib(D)(iz)(ξ|∂X) = Π◦(xzDx−zξ|∂X) = −(z + v/2)Π◦cd( dx
x
)ξ +Π◦Ddξ
= −(z + v/2)Π◦cd( dx
x
)ξ +Π◦∇E,dν xDdξ
= −(z + v/2)Π◦cd( dx
x
)ξ +Π◦
(
[∇E,dν , cd ◦ x∇E,d· ]ξ + xDd∇E,dν ξ
)
= −(z + v/2)Π◦cd( dx
x
)ξ +Π◦cd(xFE,d(ν, ·))ξ − Π◦cd∇E,d
x∇φ· ν
ξ. (43)
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In the last step we have used that Π◦xDd∇E,dν ξ|∂X = 0, the definition of the curvature
FE,d and the fact that A − x∇dAν = −x∇φAν. Note that we are only referring to the “d-
structure” of the bundle E in this calculation. It is therefore valid for any Dirac operator
D. It now follows from Lemma 1.11 that ∇φWν ∈ bTX for W ∈ Γ(φTX), and
∇φAν = −h
1
x
A− dx
x2
(A)Xd +O(x)
bTX, for A ∈ Γ([φN∂X ]).
Also, using the special extension described in Lemma 1.8, we find that W 7→ ∇φ
W
ν is a
well defined tensor in C∞(∂X, V ∗∂X ⊗ φTX), independent of the vector field used in the
definition of the extension (which therefore could be different from ν). Writing
2〈∇φ
W
ν, V 〉φ = (Lνgφ)(W,V ), V,W ∈ Γ(V ∂X), (44)
we see that this describes yet another aspect of the deviation of gφ from a product metric
near the boundary.
Since the Clifford action cd is parallel w.r.t. ∇E,d we can use the special extension
introduced in Section 1.4 and decompose
cd = ncd + vcd, ∇E,dν ncd = ∇E,dν vcd = 0.
Plugging this into (43) we get
Ib(D)(iz)ξ = Π◦
(
−(z + v/2)cd( dx
x
)ξ + (ncd)∇E,d· ξ + cd(xFE,d(ν, ·))ξ − vcd∇E,dx∇φ· νξ
)
.
Thus Ib(D) is a b-differential operator on the vector bundle K → B pulled back from
Y to B = Y × R+. As explained, the last summand is an additional endomorphism
stemming from the fact that we are looking at a situation where the metric gφ is not a
product φ-metric. Let us now analyze the curvature term in the formula. Of course, this
term depends on the choice of Clifford bundle E, but we can always look at the general
decomposition
FE,d(ν, A) =
1
2
cd(R
d(ν, A)) + FE/S,d(ν, A).
The contribution coming from the first summand can then be further analyzed using
Proposition 1.14:
1
2
cd,1cd(xR
d(ν, ·1)) = 1
4
(xcd, cd, cd)〈Rd(ν, ·)·, ·〉d
=
1
4
(vcd, vcd, vcd)〈xRd(ν, ·)·, ·〉d + 1
2
(vcd, ncd, vcd)〈Sd(·)·, ·〉d(45)
Using the symmetries of the curvature tensor and the description of Sφ given in Lemma
1.13, the reader can check that (45)can be written as
1
2
vcd(Ric
d,V (Xd, ·)) + v
2
cd(
dx
x
) +
1
2
ncd( tr(SM)) +
1
4
(ncd, vcd, vcd)〈xBφ(·, cdot), ·〉d.
For A ∈ dTX we have used the notation
Ricd,V (Xd, A) = (vgd)
−1
aa′〈Rd(Xd, ·a)·a′ , A〉d
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for the “vertical” Ricci curvature and SM(·)nA ∈ End(V ∂X) is the second fundamental
form of the boundary fibration. Definition 1.12 can be used to check that all these terms
are in C∞(∂X, End(E)).
To be able to interpret this formula, we need to note some more of the geometrical
data of this construction:
• gB,b is the metric on b TB given by ( dxx )2 + gB|x=0.
• The Levi Civita connection ∇B,b : Γ(b TB) → Γ(T ∗B ⊗ b TB) is the connection
induced by the connection ∇d : Γ(φ∗bTB) → Γ(φ∗bTB ⊗ T ∗Y ) over the boundary
(see also Lemma 1.13). Here, elements of TY act on Γ(φ∗bTB) via their horizontal
lift to TX
• cB,b ∈ Γ(b TB⊗ End(K)) is the (R+-invariant) Clifford action induced by Π◦hcd|∂X
on K (Here we use [Dφ,V , ncd] = 0 at the boundary).
• The grading operators ǫ = ǫφT ∗X and ǫB = ǫbT ∗B induce gradings on K.
• The hermitian metric 〈·, ·〉K is the L2-metric: 〈ξ, η〉K = φ∗(〈ξ, η〉E dvolZ).
• For A ∈ C∞(Y, End(K)):
trK(A) =
∫
∂X/Y
trE(A) dvolZ = φ∗[ trE(A) dvolZ ] ∈ C∞(Y )
• ∇˜K is the pullback to B of the compressed connection Π◦∇E,d over Y . Here again,
elements of TY act via their horizontal lift to TX
In this context the usual problem about the non-unitarity of the compressed connection
∇˜K arises: For T ∈ Γ(TB) denote by φ∗T ∈ Γ(H(∂X × R+)) the horizontal lift of T .
Then
T · 〈ξ, η〉K = T · φ∗[〈ξ, η〉E dvolZ ]
= φ∗[〈∇E,dφ∗T ξ, η〉E dvolZ ] + φ∗[〈ξ,∇E,dφ∗Tη〉E dvolZ ] + φ∗[〈ξ, η〉E ι(φ∗T ) d dvolZ ].
The last summand in this expression (compare Appendix A.3 or [BGV] Chapter 9) is just
−φ∗[ tr(·SM(·)T )〈ξ, η〉E dvolZ ]
and the unitary (Clifford-) connection on K is given by
∇KT ξ := ∇˜KT ξ +
1
2
Π◦ tr(·SM(·)T )ξ.
We can summarize our results as follows:
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Proposition 3.15 In terms of the connection ∇K the indicial operator of D has the form
Ib(D) = cB,b ◦ ∇K
+Π◦
[
vcd(F
E/S,d(Xd, ·)) + 1
2
vcd(Ric
d,V (Xd, ·)) + 1
4
(ncd, vcd, vcd)〈xBφ(·, cdot), ·〉d − vcd∇E,d
x∇φ· ν
]
.
This is an odd operator w.r.t. ǫ. It is also odd w.r.t. ǫB whenever h + 1 is even. Recall
that the last summand is an endomorphism on K.
Especially, this Proposition shows that in general Ib(D) is not the induced Dirac operator
on K! However, the last three summands on the RHS vanish when the metric gφ is a
product φ-metric. Also, if X is spin and E = S(X)⊗E ′, we have FE/S,d(ν, ·) = FE′,d(ν, ·),
which vanishes whenever the twisting bundle E ′ has product structure near ∂X .
Inverting the Indicial Family
We now want to analyze the structure of the indicial family Ib(Dλ)(z) in more detail.
We emphasize that we make no assumption on the parity of the dimension of the base
space Y at this stage. The operator Ib(D) can be written as
Ib(D) := DY + cd(
dx
x
)x
∂
∂x
with DY (ξ|∂X) = Ib(D)(0)(ξ|∂X) = Π◦(Dξ)|∂X.
Proposition 3.15, or the calculation
[Dd, cd(
dx
x
)]|∂X =
(
cd[∇E,d, cd( dx
x
)] + [cd, cd(
dx
x
)]∇E,d
)
|∂X
= (cd, cd)vgd(·, ·)|∂X − 2∇E,dXd |∂X = −v,
show that DY anticommutes with σ = cd(
dx
x
). Also, DY is selfadjoint with purely discrete
spectrum. This implies that for any eigenvalue a of DY the negative−a is also an eigenvalue
and the corresponding eigenspaces are intertwined by σ. Denote by P (±a) the projector
onto the eigenspaces for±a. These are invariant subspaces for the indicial family Ib(Dλ)(z)
and for a 6= 0 we get the matrix representation
P (±a)Ib(Dλ)(z) ∧=
(
a− λ −iz
iz −a− λ
)
,
w.r.t. a basis of eigenvectors of DY of the form (ψ,σψ). The inverse, whenever it exists,
has the form
P (±a)Ib(Dλ)(z)−1 ∧= 1
λ2 − a2 − z2
(−a− λ iz
−iz a− λ
)
. (46)
In the case a = 0 we have
P (0)Ib(Dλ)(z) = izσ − λ, P (0)Ib(Dλ(z))−1 = 1
z2 − λ2 (izσ + λ). (47)
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Thus, writing spec(DY ) for the (necessarily symmetric) set of eigenvalues of DY , we find
the following description of the set of indicial roots, i.e. those points z, where Ib(Dλ) is
not invertible:
specI(Ib(Dλ)(z)) =
{±√λ2 − c2j | cj ∈ spec(DY )}.
Formula (46,47) shows that these indicial roots are all simple (i.e. the corresponding poles
are), as long as λ is not an eigenvalue of DY . Also, for λ = 0 the indicial root in 0 (which
exists if 0 is an eigenvalue of DY ) is always simple. If λ is a nonzero eigenvalue of DY ,
then 0 is an indicial root of order two.
The Model Operator at φbf
Having analyzed the behavior of the model operator on the fibres of the face bf, let us
now briefly describe the situation at the face φbf = bf − Fφ. As usual, this face is a fibre
bundle
φbf ∼= ∂X × ∂X × [−1, 1]σ − Fφ βφ,R−→ ∂X, σ = x− x
′
x+ x′
.
In this compactified picture, the fibre over a point p ∈ ∂X is the manifold ∂X× [−1, 1]σ−
(Zφ(p) × {0}) with boundaries
rf ∩ φbf|p ∼= ∂X × {1}, lf ∩ φbf|p ∼= ∂X × {−1}, ff ∩ φbf|p ∼= SφN∂X|Zφ(p) ,
and the model operator Nφbf(Dλ) on the fibres is just the restriction of Nbf(Dλ) to this
space. More concretely
Lemma 3.16 Fix a p ∈ ∂X and set
Bp = [Y × [0,∞[s; {φ(p)} × {s = 1}], s = x/x′.
By restriction, the function ρff gives a defining function for the face ff in Bp obtained by
the blow up of {φ(p)} × {s = 1} in Bp. Then
(a) Nφbf(Dλ) is the operator Ib(D) restricted to K over Bp
(b) ρffIb(D) is a b-elliptic operator on Bp.
(c) The extended set of indicial roots at ff of the operator ρff Ib(Dλ) is given by
specI(Iff(ρff Ib(Dλ))(z)) = iN ∪ −i((n− 1)−N) ⊂ Z.
Proof. This Lemma is a special case of a similar statement for elliptic operators on a
compact manifold minus a point. An instance of this was presented in Lemma 3.8 and we
use this result for the proof of (c). Write x = ρff · ρφbf around ff and consider the little
calculation
0 = ρff cφ(
dx
x2
)|ff = cφ( dρφbf
ρ2φbf
) +
ρff
ρφbf
cφ(
dρff
ρ2ff
)|ff , i.e. 1
x
cφ( dρff)|ff = −cφ( dρφbf
ρ2φbf
)|ff .
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This allows us to calculate the indicial family at ff ∩ φbf as
Iff(ρff Ib(Dλ))(−iz) = ρ−z+1ff Ib(Dλ)ρzff |(ff∩φbf)φ(p) = ρff Ib(Dλ)|(ff∩φbf)φ(p) +
z
x
cφ( dρff)|(ff∩φbf)φ(p)
= ρff Iφbf(Dλ)|(φbf∩ff)φ(p) − z · cφ(
dρφbf
ρ2φbf
)|(ff∩φbf)φ(p) = ρzφbf
1
ρφbf
D
φρ−zφbf |(ff∩φbf)φ(p) ,
which is just the indicial family whose roots were calculated to be iN ∪ −i((n− 1)−N)
in Lemma 3.8.
3.6 Inversion at φbf
In Corollary 3.12 we have constructed the resolvent up to an error term R1, which does
not exhibit decay at the face φbf. In this Section we want to improve this error at the
face φbf. To do this, we first remove the Taylor series of R1|φbf at the face ff obtaining a
remainder lying in the “zero modes” over the blown down face bf. This term can then be
removed using the inversion of Ib(D− λ) described in the last Section.
Proposition 3.17 (Reduction to bf)
The equality (D− λ)Qφ2(λ) = 1 +Rφ2 (λ) + Rb2(λ) holds for holomorphic families
λ 7→ Rφ2 (λ) ∈ Ψ−∞,F(λ)φ (X,E), F (λ)ff = (1 +N)∪̂(1 +N), F (λ)φbf = h + 2 +N
λ 7→ Rb2(λ) ∈ Ψ−∞,G(λ)b (X,E), G(λ)bf = [◦]N
λ 7→ Qφ2(λ) ∈ Ψ−1,E(λ)φ (X,E), E(λ)φbf = [◦](h+ 1 +N), E(λ)ff = (1 +N)∪̂(2 +N),
all other index sets equal ∞.
Proof. In this proof, we will uniformly assume that the coefficient bundle is CBb and
drop it from our notation. Then
s(λ) = R1(λ)|φbf ∈ AH(φbf), Hff = −h+N, Hlf = Hrf =∞.
In order to reduce s◦(λ) to an error term on the face bf, we have to solve away its
expansion at ff. Since by Lemma 3.16 the indicial roots of ρffIφbf(D− λ) are just iZ, the
theory of elliptic b-differential operators (see Lemma 5.44 in [Me3], or Lemma 3.20 below
for a similar statement) tells us that the equation
Iφbf(D− λ)g◦(λ)− s◦(λ) = u◦(λ)
for the zero-mode part can be solved with
g◦(λ) ∈ Π◦AI(φbf), Iff = (−h + 1 +N)∪ ̂(−h+ 1 +N), Ilf = Irf =∞,
and u◦(λ) ∈ Π◦
.
C
∞(φbf) ⊂ Π◦
.
C
∞(bf).
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Extend g◦ and u◦ to kernels G◦(λ) and U◦(λ) on X2φ. All this can be done holomorphically
in λ. Noting that
G◦(λ) ∈ AI(X2φ), Iff = (1− h +N)∪ ̂(1− h+N), Iφbf = [◦]N, Irf = Ilf =∞,
we get, using Lemma A.17,
T (λ) := (D−λ)G◦(λ)−S(λ)−U◦(λ) ∈ AJ (X), Jff = (1+N)∪̂(1 +N), Jφbf = [⊥](h+1+N).
It remains to solve away t(λ), the restriction of T (λ) to φbf. To do this, just define
G⊥(λ) to be x′ times the extension of (Dφ,V )−1t(λ) to X2φ. Then, setting
Qφ2 (λ) := Q1(λ) +G
◦(λ) +G⊥(λ), Rb2(λ) = U
◦(λ), Rφ2 (λ) = (D− λ)G⊥(λ)− T (λ)
proves the claim.
Meromorphic Solution at bf
For the formulation of the next Proposition, recall that the indicial roots of the operator
Ib(D−λ) were given by ±
√
λ2 − c2j , where the cj denote the eigenvalues of DY . We have
agreed implicitly to read this as ±λ if cj = 0. For Im(λ) > 0, a ∈ R− {0} we have
√
λ2 − a2 = √λ− a√λ+ a.
This can be continued to a meromorphic function on the Riemann surface Σa → C,
defined as the minimal branched covering of C with that property, with poles only at the
branching points ±a.
Denote by Σ→ C the (infinite) branched covering over C, onto which all the functions√
λ2 − c2j can be continued to be meromorphic, with poles only at the branching points.
This means that Σ has branching points over ±cj 6= 0 around which it is uniformized by
the functions
√
λ∓ cj . We emphasize that 0 is not a branching point of this covering. We
will denote points over λ ∈ C by Λ ∈ Σ and write θj(Λ) for the function on Σ, obtained
by continuation of θj(λ) = −i
√
λ2 − c2j from Im(λ) > 0. Note that on Im(λ) > 0 the
function θj(λ) has positive real part.
More concretely, introduce the physical domain PD as that part of the preimage of the
upper half plane {λ| Im(λ) > 0} in Σ in which θj(Λ) = θj(λ) or, equivalently, where all
θj(Λ) have positive real part. Define the set Θ(Λ) as the smallest C
∞-index set containing
(θj(Λ)|j ∈ N). This is a generating set for Θ(Λ) and a minimal such away from accidental
multiplicities, i.e. in the sense of Appendix A.6:
lead(Θ(Λ)) = (θj(Λ)|j ∈ N), if θj(Λ) /∈ θk(Λ) +N for j 6= k.
Let us note some important properties of these index sets as a
Lemma 3.18 (a) 0 < Re(θj(Λ)) < Re(θk(Λ)) for Λ ∈ PD, j < k
(b) θj(−r) = θj(r) ( = −θj(r) if |r| ≥ cj) for r ∈ R = ∂PD
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(c) The set of accidental multiplicities M⊂ Σ is discrete and M∩ PD ⊂ i]0,∞[.
Proof. An accidental multiplicity in PD is a point λ with Im(λ) > 0 such that
−i
√
λ2 − a2 = −i
√
λ2 − b2 +m,
with a, b positive eigenvalues of DY and m ∈ Z. This can be rewritten as
(2mλ)2 = [(b+m)2 − a2][a2 − (b−m)2],
from which the assertion in (c) immediately follows.
We can now formulate the next step in the construction of the resolvent
Proposition 3.19 The equation (D− λ)Qb3(Λ) = −Rb2(Λ) +Rb3(Λ) can be solved with
Qb3(Λ) ∈ Ψ−∞,Eb (X,E), E(Λ)lf = [◦]Θ(Λ), E(Λ)rf = Θ(Λ), E(Λ)bf = [◦]N,
Rb3(Λ) ∈ Ψ−∞,Fb (X,E), F (Λ)lf = 1 + Θ(Λ), F (Λ)rf = Θ(Λ), F (Λ)bf = 1 +N.
The maps
Σ ⊃ BR/√2(0) ∋ Λ 7→ Qb3(Λ) ∈ Ψ−∞,(Ebf ,−R,−R)b (X,E),
Σ ⊃ BR/√2(0) ∋ Λ 7→ Rb3(Λ) ∈ Ψ−∞,(Fbf ,−R,−R)b (X,E)
into the calculus with bounds are meromorphic with poles only at the branching points of
Σ.
Proof. We remind the reader that we will be working with the coefficient bundle CBb.
Assume for the moment that Im(λ) > 0, i.e. Ib(D − λ) does not have any real indicial
roots. Also assume for simplicity that λ is not an accidental multiplicity i.e. θj(λ) /∈ θk(λ)
for j 6= k. Since
v◦(λ) := −Rb2(λ)|bf ∈ Π◦
.
C
∞(bf),
we can solve Ibf(D− λ)g◦(λ) = −v◦(λ) with
g◦(λ) ∈ Π◦AG(bf), Glf = Θ(λ), Grf = Θ(λ).
We can extend g◦(λ) to X2b in such a way that all the leading coefficients of lead(Θ(λ))
at lf are in the zero modes and independent of x′ close to bf. This gives an element
G◦(λ) ∈ AH(X2b ), Hlf = [◦]Θ(λ), Hrf = Θ(λ), Hbf = N.
This operator can be used to solve away the error term Rb2(λ). By Lemma A.17 we have
−T (λ) := (D− λ)G◦(λ)− Rb2(λ) ∈ AI(X2b ), Ibf = [⊥]N, Ilf = [⊥]Θ(λ), Irf = Θ(λ),
where the form of Ilf is due to our special choice of extension. We are left with the problem
of solving away an error perpendicular to the zero-modes.
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This is done as usual by extending (Dφ,V )−1T (λ)|bf , to X2b such that the coefficients
associated to [⊥]lead(Θ(λ))at lf are just (Dφ,V )−1 applied to the corresponding coefficients
of T (λ) at lf. Define G⊥(λ) to be x times this extension, thus
G⊥(λ) ∈ AJ (X2b ), Jlf = [⊥]Θ(λ) + 1, Jrf = Θ(λ), Jbf = [⊥](1 +N).
With Lemma A.17 it is now easy to see that, setting Qb3(λ) = G
◦(λ) +G⊥(λ), we have
Rb3(λ) = (D− λ)Qb2(λ)− Rb2(λ) = (D− λ)G⊥(λ)− T (λ),
with index sets as indicated in the Proposition.
To prove the claimed meromorphy, a more careful analysis of the term g◦(λ) above is
needed. Using s = x/x′, recall that since v◦ ∈ Π◦
.
C∞(bf), the Mellin transform
M(v◦)(z) =
∫ ∞
0
sizv◦(s)
ds
s
(48)
is holomorphic and (still assuming Im(λ) > 0) we have
−g◦(λ)(s) = Ibf(D− λ)−1v◦(λ)(s) = 1
2π
∫
Im(z)=0
s−izIbf(D− λ)(z)−1M(v◦)(z) dz (49)
The inverse of the indicial family has the form (46, 47). The integral thus is well defined,
as long as λ stays away from the real axis. When |λ| < R/√2 approaches the real axis
from Im(λ) > 0, only the eigenvalues smaller than R/
√
2 contribute a singularity. Denote
by c1, . . . , cN the eigenvalues of DY which are smaller than a given L > 2R. Writing P (cj)
and P (≥ L) for the projections onto the corresponding eigenspaces of DY , we get the
decomposition
Ib(D− λ)(z)−1 = P (≥ L)Ib(D− λ)(z)−1 + P (0) 1
z2 − λ2 (izσ + λ)
+
N∑
j=1
P (±cj) 1
λ2 − c2j − z2
(−cj − λ iz
−iz cj − λ
)
. (50)
The first term in this decomposition is uniformly bounded in z and has no poles in
the strip −L/2 ≤ Im(z) ≤ L/2. Since the term M(v◦)(z) is rapidly decreasing at real
infinity, performing the integral in (49) for this part yields a section in A(L/2,L/2)(bf),
which depends holomorphically on |λ| < R/√2.
Plugged into (49), the summands of the third term yield integrals of the form
1
2π
∫
Im(z)=0
s−izP (±cj) 1
λ2 − c2j − z2
(−cj − λ iz
−iz cj − λ
)
M(v◦)(z) dz.
For small s this can be evaluated by shifting contours to Im(z) ≫ 0. From the residue
theorem (using the same method for the term stemming from the 0-eigenvalue) we get an
expansion for g◦(λ)(s) of the form
A0(λ)s
−iλ +
N∑
j=1
Aj(Λ)
sθj(Λ)
θj(Λ)
+OΛ(s
L/2). (51)
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Here, the coefficients Aj are holomorphic with values in the ±cj-eigenspaces of DY . The
expansion for 1/s→ 0 can be similarly obtained by shifting contours to Im(z)≫ 0.
The expression (51) is meromorphic in the sense of being an expansion with meomorphic
coefficients. Its extension to X2b is still meromorphic in this strong sense, i.e. as an element
in Ψ
−∞,E(Λ)
b (X), as long as we stay away from accidental multiplicities. Away from these
points, the extensions of the leading coefficients Aj of the expansion can (be clearly
distinguished and therefore) still be chosen to lie in the ±cj-eigenspaces of DY .
Around points of accidental multiplicity, the extension of (51) is still meromorphic in
the weaker sense claimed in the Proposition.
Removal of the Remainder at lf
The next step in the parametrix construction is to solve away the error terms at the
left face lf. The approach to this problem is based on the following Lemma:
Lemma 3.20 For any family of sections f(Λ) ∈ A1+Θ(Λ)(X,E) there is a family u(Λ) ∈
A1+Θ(Λ)(X,E), such that (D − λ)u(Λ) − f(Λ) ∈ .C ∞(X,E). The construction gives a
meromorphic map
Σ ⊃ BR/√2(0) ∋ Λ 7→ u(Λ) ∈ A−R(X,E),
whenever f(Λ) is meromorphic in that sense.
Proof. This Lemma is a variation of Lemma 5.44 in [Me3], with an easier proof. Again,
we first assume that Im(λ) > 0. We have to show how to solve for a section f of the form
f = xθj(λ)+mg(λ), with g(λ) meromorphic in the C∞-sections over X and m ∈ N+. As
usual, decompose g = g◦ + g⊥ with g◦ ∈ C∞(X,E)◦ and g⊥ ∈ C∞(X,E)⊥. Starting with
g◦, we can just set
u◦0(λ) = x
θj(λ)+mIb(D− λ)(i(θj(λ) +m))−1g◦(λ), (52)
which, according to (46, 47), continues to be meromorphic with extra poles arising only
at points of accidental multiplicity.
Ansatz (52) solves our problem to first order in the zero modes:
(D− λ)u◦0(λ)− xθj(λ)+mg(λ) = xθj(λ)+mv0(λ)⊥.
Again, solving for xθj(λ)+mv0(λ)
⊥ is easy. Just set
u⊥0 = x
θj(λ)+m+1(Dφ,V )−1v⊥0 (λ)
This solves the problem to first order. Iteration of this procedure finishes the proof.
The obvious parametrized modification of this Lemma can now be used to get rid of
the expansion of the error Rb3(λ) at the left boundary of X
2
b .
Proposition 3.21 The equation DλQ
b
4(Λ) = −Rb3(Λ) +Rb4(Λ) can be solved with
Rb4(Λ) ∈ Ψ−∞,Fb (X,E), F (Λ)rf = Θ(Λ), F (Λ)lf =∞, F (Λ)bf = 1 +N,
Qb4(Λ) ∈ Ψ−∞,Eb (X,E), E(Λ)lf = 1 + Θ(Λ), E(Λ)rf =∞, E(Λ)bf = 1 +N.
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The maps
Σ ⊃ BR/√2(0) ∋ Λ 7→ Qb4(Λ) ∈ Ψ−∞,(Ebf ,−R,−R)b (X,E),
Σ ⊃ BR/√2(0) ∋ Λ 7→ Rb4(Λ) ∈ Ψ−∞,(Fbf ,∞,−R)b (X,E)
are meromorphic.
Remark 3.22 Note that, eventhough λ = 0 might be a point of accidental multiplicity,
the coefficient of the highest power s−iλ in the expansions of Qb3(Λ) and Q
b
4(Λ), will be
meromorphic near 0. We will use this fact in Section 3.8, but we abstain from introducing
even more specialized notation for this.
3.7 End of the Construction
So far, we have found a parametrix of the type
(D− λ)Q(Λ) = I +R(Λ), where
Q(Λ) := Qφ2(λ) +Q
b
3(Λ) +Q
b
4(Λ), R(Λ) := R
φ
2 (λ) +R
b
4(Λ)
have the properties described in the above series of Propositions – in a loose sense, we
have obtained a remainder term R, which vanishes to first order at the faces ff, φbf and
to infinite order at lf. From the composition formula in Theorem 2.11 its powers are of
the form
Rj ∈ Ψ−∞,Ejφ (X,E), Ej,ff ≥ j − ε, Ej,φbf ≥ h + 1 + j − ε, Ej,lf =∞.
The ε is used to take care of the “log’s” which appear at the face ff. The expansion of Rj
at the right face does not improve with increasing j, but becomes eventually constant in
any fixed compact range of powers. Thus, the Neumann series for (I +R)−1 makes sense
as the asymptotic sum
(1 +R)−1 =
∞∑
k=0
(−R)k = 1 + R˜
at the faces lf, φbf, and ff, and setting
Qsm(Λ) = Q(Λ)(1 +R)
−1 = Q(Λ) +Q(Λ)R˜(Λ) =: Q(Λ) + Q˜(Λ)
we get
DλQsm(Λ) = 1 +Rsm(Λ), Rsm(Λ) = ”R
∞(Λ)”
To easily describe the index sets for these operators, we allow for a little sloppiness in
the notation: Given an index set F , denote by
TF := F|[inf(F),inf(F)+1[ (53)
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the finite index set which coincides with F to first order. Also, we will write down the
index set at ff w.r.t. the φ-density, and those at the faces φbf, lf and rf w.r.t. the b-density,
in order to avoid the notorious term “h+ 1”. Then
R˜ ∈ Ψ−∞,Gφ (X,E), Glf,b =∞, TGφbf,b = {(1, 0)}, TGrf,b = TΘ(Λ),
TGff,φ = {(1, 0), (1, 1)}
Rsm ∈ Ψ−∞,H(X,E), THrf,b = TΘ(Λ), THlf,b =∞
Q˜ ∈ Ψ−1,Iφ (X,E), Ilf,b = [◦]Θ(Λ), T<1Iφbf,b = [◦]T<1(Θ(Λ) + Θ(Λ)),
T Irf,b = TΘ(Λ), T<1Iff,φ = [◦]T<1(Θ(Λ) + Θ(Λ))
Qsm ∈ Ψ−1,Jφ (X,E), Jlf,b = [◦]Θ(Λ), T<1Jφbf,b = [◦]T<1({0} ∪Θ(Λ) + Θ(Λ)),
TJrf,b = TΘ(Λ), T<1Jff,φ = [◦]T<1(Θ(Λ) + Θ(Λ)) (54)
Also, to first order, the expansion of Rsm(Λ) at the right face is of type (51) with s replaced
by s−1.
The removal of this smoothing remainder is now standard. Since, for instance,
Rsm(i) : L
2
b(X,E) −→
.
C
∞(X,E),
the kernel of the projection M onto the null space of 1 + Rsm(i) lies in
.
C ∞(X2,CBb).
Setting Qinv(Λ) = Qsm(Λ) +M yields
(D− λ)Qinv(Λ) = 1 +Rsm(Λ) + (D− λ)M = 1 +Rinv(Λ),
where the new remainder Rinv has the same expansions as Rsm. Therefore the remainder
is a compact family (compare Corollary 2.6) of the form:
Rinv : Σ ⊂ BR/√2(0) −→ K(xRL2b(X,E)).
Since 1+Rinv(i) is invertible by construction we infer from analytic Fredholm theory that
the inverse of 1 +Rinv(Λ) is a meromorphic family of the same type:
Proposition 3.23 The inverse (1 +Rinv(Λ))
−1 is of the form 1 + S(Λ), where
S(Λ) ∈ Ψ−∞,(∞,Hrf)(X,E), THrf = TΘ(Λ),
is meromorphic as a map
Σ ⊃ BR/√2(0) ∋ Λ 7→ Ψ−∞,(∞,−R)(X,E).
Proof. The proof closely follows the proof of the analytic Fredholm theorem. For a Λ0 in
BR/
√
2(0) denote by M0 = M(Λ0) ∈
.
C ∞(X2) the projection (of finite rank) onto the null
space of 1+Rinv(Λ0). Then w.r.t. 1−M0 and M0 the operator 1+Rinv(Λ) can be written
as the matrix
1 +Rinv(Λ) =
(
A(Λ) B(Λ)
C(Λ) D(Λ)
)
.
The operator A(Λ) is of the form A(Λ) = 1 + T (Λ), with
T (Λ) = Rinv(Λ)−M0Rinv(Λ)− Rinv(Λ)M0 +M0Rinv(Λ)M0 ∈ Ψ−∞,(∞,Hrf)(X,E).
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Also A(Λ) is invertible for Λ close to Λ0 with an inverse of the same type. To see this, we
write
(1 + T )−1 = 1− T + T (1 + T )−1T,
and use the following “semi-ideal” property of the space Ψ
−∞,(∞,a,b)
b (X,E), which is de-
scribed in [Me3], and which shows that the last term in the above sum is of the same type
as the operator T :
Lemma 3.24 For Q1, Q2 ∈ Ψ−∞,(∞,a,b)b (X,E) and A ∈ L(x−bL2b(X,E)) we have
Q1AQ2 ∈ Ψ−∞,(∞,a,b)b (X,E).
The rest of the proof now follows as usual: Assuming the invertibility of A(Λ), the operator
1 +Rinv(Λ) is invertible exactly if the endomorphism D − CA−1B is invertible, since(
A B
C D
)−1
=
(
A−1 + A−1B(D − CA−1B)−1CA−1 −A−1B(D − CA−1B)−1
−(D − CA−1B)−1CA−1 (D − CA−1B)−1
)
.
Thus the inverse exists, and is of the claimed form, whenever det(D−CA−1B) 6= 0. The
determinant is not constantly 0, since 1 +Rinv(i) is invertible by construction.
Putting everything together, we obtain one of the central results in this work
Theorem 3.25 (The Resolvent of D) The resolvent of D continued meromorphically
to Σ from Im(λ) > 0 is given by
G(Λ) ≡ G−(λ) := (Qsm(Λ) +M)(1 +Rinv(Λ))−1 ∈ Ψ−1,Jφ (X,E),
with index set J as in (54). It is meromorphic as a map
Σ ⊃ BR/√2(0) ∋ Λ 7→ G−(Λ) ∈ Ψ−1,(−R,−2R,−2R,−R)φ (X,E),
Remark 3.26 Let us end this Section with a remark about some variants of this con-
struction: First, it is possible to construct the meromorphic continuation of (D − λ)−1
from Im(λ) < 0. This will be needed in view of Stone’s formula (62). Equivalently, we
can use the continuation G+(Λ) of (D+λ)−1 from Im(λ) > 0. The results in this Chapter
hold verbatim for this continuation (with λ replaced by −λ, but the terms Λ, θj(Λ) etc.
remain unchanged!).
Also, a generalized inverse for D − λ0 can be constructed for any fixed λ0 ∈ C. For
α ∈ R not equal to the real part of any ±θj(λ0) we define the C∞-index set
Θα(λ0) := {s = ±θj(λ0) | Re(s) > α}+N.
Then the construction of the parametrix as an operator on xαL2b(X,E) up to a smoothing
term can be followed through as before. The integral in (49) is now over Im(z) = α and
the index set Θ(λ0) has to be replaced by Θα(λ0) at the left face and by Θ−α(λ0) at the
right face. The constructions in this Section and Section 3.6 then yield
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Proposition 3.27 Dλ0Qsm,α(λ0) = 1 + Rsm,α(λ0), holds with Rsm,α ∈ Ψ−∞,H(X,E),
Qsm,α ∈ Ψ−1,Jφ (X,E), and index sets
THrf,b = TΘ−α(λ0), THlf,b =∞
Jlf,b = [◦]Θα(Λ), T<1Jφbf,b = [◦]T<1({0} ∪Θα(λ0) + Θ−α(λ0)),
TJrf,b = TΘ−α(λ0), T<1Jff,φ = [◦]T<1(Θα(λ0) + Θ−α(λ0)).
Especially, the operator (D − λ0) : xαL2b(X,E) → xαL2b(X,E) is Fredholm, if α 6=
Re(±θj(λ0)).
3.8 Consequences
In this Section we present some standard applications of our construction of the resolvent.
Our presentation here is an adaptation of the developments in Chapter 6 of [Me3] to the
case of our Dirac operator D. As a special feature, this approach allows a description of the
continuous part of the spectral measure for D, based solely on Stone’s formula, without
using any of the machinery of Hilbert space scattering theory.
The arguments in this Section do not really differ from those in the b-case. They have
been included here, since a detailed treatment of the Dirac operator along these lines does
not seem to exist in the literature. A treatment of the b-Laplace operator can be found in
[Ch].
Structure of the Null Spaces
As an immediate application of the resolvent construction, and its extension described
at the end of the last Section, we can describe the structure of sections in the weighted
null spaces of D− λ0.
Proposition 3.28 Recall the notation introduced in (53). For λ0 ∈ C, r0 ∈ R and α ∈ R
such that α 6= Re(±θj(λ0)) we have
(a) nullxαL2b(D− λ0) ⊂ A[◦]Iα(λ0)(X,E), TIα(λ0) = TΘα(λ0),
(b) nullL2b(D− r0) ⊂ xεH∞b (X,E), nullL2b (D2 − r0) ⊂ xεH∞b (X,E)
(c) null−(D− r0) :=
⋂
ε>0 nullx−εL2b (D− r0) ⊂ A[◦]I(r0), TI(r0) = TΘ(r0).
(d) null−(D2 − r20) :=
⋂
ε>0 nullx−εL2b (D
2 − r20) ⊂ A[◦]J(r0), with
TJ(r0) = T [Θ0(−r0)∪(Θ(r0) ∪ (Θ(r0) + Θ0(−r0))∪(Θ(r0) + Θ0(−r0) + Θ(−r0))].
All of these spaces are of finite dimension.
Proof. Let ξ be a section in xαL2b(X,E) such that (D − λ0)ξ = 0. Then, starting with
the parametrix described in Proposition 3.27, we get the equation
(D− λ0)Qsm,−α(λ0) = 1 +Rsm,−α(λ0)
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on x−αL2b(X,E). The adjoint of this equation can then be applied to ξ:
0 = Qsm,−α(λ0)∗(D− λ0)ξ = (1 +Rsm,−α(λ0)∗)ξ.
Since by Lemma 2.7 the remainder Rsm,−α(λ0)∗ has an expansion with index set of type
TΘα(λ0) at the left face, we find ξ ∈ A[◦]Iα(λ0)(X,E), with Iα(λ0) as above. Part (b) is an
immediate consequence of this, since all indeces in Θ0(r0) have positive real part.
The proof of (c) then follows from this, once one recalls that Θ(r0) is obtained from
Θ(λ) by continuation from Im(λ) > 0. Alternatively
Θ(r0) =
⋂
α>0
Θ−α(r0).
All of these null spaces are of finite dimension, since the operator (D − λ0) is Fredholm
on xαL2b(X,E).
To analyze the structure of the null space of D2 − r20, with r0 ∈ R, we temporarily
write G(s) := Qsm,α(s) and R(s) := Rsm,α(s). Then G(r0)G(−r0) is our first guess at a
parametrix:
(D2 − r20)G(r0)G(−r0) = (D+ r0)(D− r0)G(r0)G(−r0) = (D+ r0)(1 +R(r0))G(−r0)
= 1 +R(−r0) + (D+ r0)R(r0)G(−r0)
with R(−r0) ∈ Ψ−∞,E(X,E), (D + r0)R(r0)G(−r0) ∈ Ψ−∞,F(X,E) and index sets given
by
Elf =∞, TErf = TΘ−α(−r0) and Flf =∞,
TFrf = T [Θα(−r0)∪(Θ−α(r0)∪ (Θ−α(r0)+Θα(−r0)))∪(Θ−α(r0)+Θα(−r0)+Θ−α(−r0))].
Taking the limit αց 0 as before proves the claim.
Note that this Proposition only makes a statement about the form of null sections, not
about their existence. For instance, since D is selfadjoint on L2b , the operator D− λ0 does
not have an L2b -null space when λ0 is not purely real. Also, part (d) should only be regarded
as an “a priori”-result. We will show below that the top coefficients in null−(D2 − r20) are
much simpler.
Proposition 3.28 implies that the pairing
x−εL2b(X,E)× xεL2b(X,E) −→ C (55)
induces a pairing between the L2b -nullspaces and the extended L
2
b -nullspaces. The rela-
tionship between the extended nullspaces null−(D ± s) and null−(D2 − r2) can therefore
be described as follows
Lemma 3.29 The sequence
0 −→ null−(D− r) −→ null−(D2 − r2) D−r−→ [nullL2b (D− r)⊥ ∩ null−(D+ r)] −→ 0
is exact.
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Proof. Injectivity of the left map is clear, so is exactness in the middle. We only have to
show that the map on the right is (well defined and) surjective. Also, it should be clear
that for ξ ∈ null−(D2 − r2), the expression (D − r)ξ lies in null−(D + r) and pairs to 0
with nullL2b (D− r) under (55). Surjectivity then follows from the fact that
nullL2b (D− r)⊥ = nullxεL2b (D− r)⊥ = imx−εL2b (D− r) = imx−εL2b (D− r),
where we have chosen ε such that (D− r) is Fredholm on x−εL2b(X,E). Since ε > 0 with
this property can be chosen arbitrarily small, the claim follows.
For a more detailed description of the null spaces and the generalized eigenspaces
we need to analyze the generalized eigenspaces of the model operator Ib(D), first. Let
P ∈ Diffb(B,K) be an R+-invariant operator (think of P = Ib(D) or P = Ib(D)2). The
formal null space of P at z ∈ specI(P ) is defined as the extended x−izL2b(B,K)-null space
of P , i.e.
F (P, z) = {u =
ord(z)−1∑
l=0
alx
−iz log(x)l | al ∈ Γ(Y,K), Pu = 0}.
For z /∈ specb(P ) we have F (P, z) = {0}. This can be seen, noting that any u with an
expansion as above fulfills
0 = Pxiz
∑
l≤p
al log(x)
l = xizIb(P )(z)
∑
l≤p
al log(x)
l + xiz
∑
l≤p−1
bl log(x)
l.
Since Ib(P )(z) is invertible, it follows that the coefficient of the highest log-power has to
be 0. Thus, the whole expansion must be 0.
In the case of the Dirac operator P = Ib(D∓λ) the structure of the formal eigenspaces
can be inferred from (46) and (47). Let us start with a
Definition 3.30 Let Im(λ) > 0. For ξj in the cj-eigenspace of DY set
π±(ξj, λ) :=
√
λ+ cjξj ∓ i
√
λ− cjσξj
π±(ξ0, λ) :=
1
2
(ξ0 ± iσξ0) (the projection onto the ∓i-eigenspace of σ).
The sections π± can be continued to Σ. Recall however that θj(−r) = θj(r) for λ = r ∈
∂PD = R and
π±(ξj,−r) =
{ ± sgn(r)σπ±(ξj, r) |r| > cj 6= 0
±σπ∓(ξj, r) |r| ≤ cj 6= 0 (56)
Now the formal eigenspaces of D± λ have the following form
Proposition 3.31 Let Im(λ) ≥ 0.
(a) For any cj and λ 6= ±cj:
F (Ib(D− λ),∓iθj(λ)) =
〈
x∓θj(λ)π∓(ξj, λ)
∣∣ DY ξj = cjξj〉 ,
F (Ib(D+ λ),∓iθj(λ)) =
〈
x∓θj(λ)σπ±(ξj, λ)
∣∣ DY ξj = cjξj〉 ,
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Especially, recalling that θ0(λ) = −iλ:
F (Ib(D− λ),±λ 6= 0) = 〈π±(ξ0)x∓iλ |DY ξ0 = 0〉,
F (Ib(D+ λ),±λ 6= 0) = 〈π±(ξ0)x±iλ |DY ξ0 = 0〉.
(b) For λ ∈ {±cj} we get:
F (Ib(D− cj), 0) = 〈ξjx0 log(x) + cj/2σξjx0, ξjx0 |DY ξj = cjξj〉, j 6= 0
F (Ib(D+ cj), 0) = 〈σξjx0 log(x) + cj/2 ξjx0,σξjx0 |DY ξj = cjξj〉, j 6= 0
F (Ib(D), 0) = 〈ξ0x0 |DY ξ0 = 0〉.
(c) For any c2j and λ
2 6= c2j :
F (Ib(D)
2 − λ2),∓iθj(λ)) =
〈
x∓θj(λ)ηj
∣∣ D2Y ηj = c2jηj〉 ,
(d) For λ2 = c2j
F (Ib(D)
2 − c2j , 0) =
〈
x0 log(x)η1j + x
0η0j |D2Y ηij = c2jηij
〉
These spaces encode the “top order behavior” of generalized eigensections of D or D2. To
describe this, introduce the notation G(P, r) :=
∑
Im(z)=−r F (P, z). By Lemma 3.18 we
know that for λ ∈ C
G(D− λ, 0) =
⊕
|cj |≤|λ|
F (D− λ,±θj(λ)).
It then follows from Lemma 3.14 that the maps
null−(D− r0)→ G(Ib(D)− r0, 0), null−(D2 − r20)→ G(Ib(D)2 − r20, 0) (57)
given by restriction to the top coefficients, are well defined and have kernel contained in
xεH∞b . The images of these maps are denoted by G
′(Ib(D)− r0, 0) and G′(Ib(D)2 − r20, 0).
They can be identified with the quotient between the corresponding extended L2b -nullspace
and the true L2b-nullspace
G′(Ib(D)− r0, 0) ∼= [nullL2b (D− r0)⊥ ⊂ null−(D− r0)]
G′(Ib(D)2 − r20, 0) ∼= [nullL2b (D2 − r20)⊥ ⊂ null−(D2 − r20)],
where ⊥ again refers to the pairing (55) above.
Using part (a) of Proposition 3.31, we can now abstractly “construct” generalized
eigensections for D, representing elements in G′(Ib(D)− r0, 0), as follows: Fixing a cutoff
function χ near the boundary we have seen that for Im(λ) > 0:
(D− λ)x−θj(λ)π−(ξj, λ)χ = O(x1−θj(λ))
(D+ λ)x−θj(λ)σπ+(ξj, λ)χ = O(x1−θj(λ))
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For small Im(λ) > 0 this is certainly in L2b and we can apply the resolvent to it. Thus
define
U−(ξj, λ) := x−θj(λ)π−(ξj, λ)χ− (D− λ)−1(D− λ)x−θj(λ)π−(ξj, λ)χ (58)
U+(ξj, λ) := x
−θj(λ)σπ+(ξj, λ)χ− (D− λ)−1(D− λ)x−θj(λ)σπ+(ξj, λ)χ. (59)
These sections can be continued meromorphically over Σ. Before noting more of their
properties we have to take another look at the resolvent of D.
Let us give a rough description of the real poles of the resolvent:
Proposition 3.32 (Poles of the Resolvent) (a) Let Λ0 ∈ Σ be located above λ0 on
the real axis, away from any ±cj but possibly near 0. Then G∓(Λ) has a pole of
order at most 1 in Λ0:
G∓(Λ) =
A∓Λ0
λ− λ0 +B
∓
Λ0
+ (λ− λ0)C∓Λ0(Λ),
and A∓Λ0 is the projection onto the L
2
b-null space of D∓ λ0.
(b) If λ0 equals some ±cj 6= 0 then G∓(Λ) has a pole of order at most two. Use θj as a
uniformizing function of Σ around this branching point by writing Λ = Λ0+ θj(Λ)
2.
Then
G∓(Λ) =
A∓Λ0
θ2
+
B∓Λ0
θ
+ C∓Λ0(θ).
Again, A∓Λ0 is the projection onto the L
2
b-null space of D∓ λ0.
Proof. To prove (a), note that λ0 is not a branching point and G
−(λ0 + iε) = (D −
(λ0 + iε))
−1. It follows from the selfadjointness of D and the spectral radius formula that
‖G−(λ0 + iε)‖ ≤ ε−1. Thus G−(λ) can have a pole of order at most 1 with a Laurent
expansion as in (a). The operators A−Λ0 , B
−
Λ0
: xεL2b(X,E) → x−εL2b(X,E), fulfill the
equalities
(D− λ0)A−Λ0 = 0, (D− λ0)B−Λ0 = 1− A−Λ0, (D− λ0)C−Λ0 = −B−Λ0
from the first two of which the claim follows.
The proof of (b) is analogous, when one uses the fact that around a branching point
±cj the surface Σ is uniformized by θj(Λ).
The main properties of our generalized eigensetions (58), (59) are now listed in the
following
Proposition 3.33 (Generalized Eigenfunctions)
(a) (D∓ λ)U∓(ξj,Λ) = 0
(b) U∓(ξj,Λ) is regular near Λ = 0
(c) U∓(ξj, 0) ⊥ nullL2b(D).
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(d) U−(ξj,Λ) = x−θj(Λ)π−(ξj,Λ) +
∑
ck≤|λ| x
θk(Λ)Akj(Λ)π
−(ξj,Λ) +O(xε)
(e) U+(ξj,Λ) = x
−θj(λ)σπ+(ξj, λ) +
∑
ck≤|λ| x
θk(Λ)Bkj(Λ)σπ
+(ξj,Λ) +O(x
ε)
close to ∂PD and where the families of endomorphisms
Akj(Λ) : 〈π−(ξj,Λ)〉 → 〈π+(ξk,Λ)〉, Bkj(Λ) : 〈σπ+(ξj,Λ)〉 → 〈σπ−(ξk,Λ)〉
are meromorphic in that area.
Proof. (a) should be clear, (b) follows from Proposition 3.32, since (D−λ)x−θj (λ)π−(ξj, λ)χ
is orthogonal to the L2b -null space of D− λ.
Also (d) and (e) follow from Proposition 3.31, since U± certainly belong to the formal
eigenspaces to first order and the sums on the RHS are just the most general linear
combination of formal eigensections, which are L2b for Λ in the physical domain.
Restricting to r ∈ ∂PD we can rewrite (d) and (e) in the above Proposition in the
following way. First,
Πr := E]−|r|,|r|[(DY ) = Π+r ⊕Π−r , with Π±r := 〈π±(ξl, r) | cl < |r|〉.
Then we can write the endomorphisms in (d) and (e) as:
A(r) :=
⊕
cj ,ck<|r|
Akj(r) : Π
−
r −→ Π+r , B(−r) :=
⊕
cj ,ck<|r|
Bkj(−r) : Π+r −→ Π−r ,
and, introducing the definition X(r)(π±(ξj , r)) := π±(ξj, r)x±θj(r), and using (56), the
generalized eigensections of D in (d) and (e) can now be written
U−(ξj, r) = X(r)(1 + A(r))π−(ξj, r), U+(ξj,−r) = X(r)(1 +B(−r))π+(ξj, r), (60)
modulo O(xε). More properties of the “scattering matrices” A and B will be described in
Proposition 3.38 below.
Choosing an orthonormal basis of eigenvectors ξaj of the cj-eigenspace of DY (with the
additional condition that σξa0 = iξ
a
0 ) we get an independent set of sections
U−(ξ10 ,Λ), . . . , U
−(ξa00 ,Λ), . . . , U
−(ξ1j ,Λ), . . . , U
−(ξajj ,Λ) cj ≤ |λ| (61)
in null−(D− λ)/nullL2b (D− λ). The set of generalized eigensections (61) spans a subspace
of dimension dim(Π|λ|)/2. To see that this span is the whole space, we need a second way
to obtain information about the dimension.
What is needed here is a scalar product on the spaces of formal eigensections of D. To
define this, let P be in Diffb(B,K) as before. The boundary pairing for P is defined as a
the sesquilinear pairing
bP : F (P, z)× F (P ∗, w) −→ C, bP (ξ, η) := i
∫
B
〈P (χξ), χη〉E − 〈χξ, P ∗(χη)〉E dvol b,
where χ is a cutoff function supported near x = 0 and 〈·, ·〉E is antilinear in the second
variable; bP is independent of the choice of χ. It is nondegenerate iff z = w and 0 otherwise
(see [Me3], Chapter 6). The boundary pairing for the Dirac operator has the following
fundamental properties:
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Lemma 3.34 Let u ∈ F (Ib(D − λ), a), v ∈ F (Ib(D − λ), b) be elements of the general
form u = x−ia(u0 + u1 log(x)), v = x−ib(v0 + v1 log(x)) with extensions to X denoted by
U, V . Then for real λ
b(D−λ)(u, v) = i
∫
X
[〈DU, V 〉E − 〈U,DV 〉E] dvolX,b = res
z=0
i
∫
X
xz〈U,σV 〉 dvolX,b,
which equals i〈u0,σv0〉∂X when a = b.
Proof. This is a simple consequence of “Green’s formula”, which looks like
[〈DU, V 〉E − 〈U,DV 〉E] dvol b = [ d∗,dx−v〈U, cd(·)V 〉E ] dvold
in our context.
The boundary pairing can be used to obtain relations between the formal and true null
spaces of D− λ. One can show (as in Chapter 6 in [Me3]):
Proposition 3.35 G′(D− λ, 0)⊥,bD = G′(D− λ, 0), especially G′(D− r, 0), with r real, is
a Lagrangian subspace for the symplectic form bD.
Corollary 3.36 The set (61) is a basis in null−(D− r)/nullL2b (D− r).
Proposition 3.35 can also be used to obtain more information about the scattering
operators A(r), B(r) in (60). We start with a simple
Lemma 3.37 Let ξj, ηk be eigensections of DY with eigenvalues cj, ck and 0 6= cj, ck < |r|.
Then w.r.t. the L2-scalar product over Y
(a) 〈π±(ξj, r), π±(ηk, r)〉L2(Y ) = 〈ξj, ηk〉L2(Y )(|r + cj|+ |r − cj|)
(b) 〈π±(ξj, r),σπ±(ηk, r)〉L2(Y ) = ∓2i〈ξj, ηk〉L2(Y )
√
r2 − c2j
Thus introduce
w±0 (r) := ∓1, w±j (r) := ±2
√
r2 − c2j
|r + cj |+ |r − cj| ,
and define the scalar product 〈〈 , 〉〉r on Π|r| such that Π+r ⊥ Π−r and
〈〈ϕ±j , η±k 〉〉r := i〈ϕ±j ,ση±k 〉L2(Y ) = w±j (r)〈ϕ±j , η±k 〉L2(Y ) for ϕ±i , η±i ∈ 〈π±(ξi, r)〉.
This is a well defined scalar product away from r = ±cj and
Proposition 3.38 A(r), B(−r) are unitary w.r.t. 〈〈 , 〉〉r and A(r)∗ = B(−r).
Proof. First, the above Corollary implies that the U−(ξj, r) and the U+(ξj ,−r) span the
generalized eigenspace of D − r. The boundary values of any element in the generalized
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eigenspace have a unique decomposition into their Π±r -parts, which can be written in two
ways according to (60):
(1 + A(r))B(−r)π+(ξj, r) = (1 +B(−r))π+(ξj, r).
This shows that A(r) and B(−r) are inverses of each other!
To prove unitarity, we use Proposition 3.35 and Lemma 3.34. For any η ∈ Π−r , for
instance η ∈ 〈π−(ξj, r)〉 for a fixed eigenvalue cj, we get
0 = bD−r(X(r)(1 + A(r))η,X(r)(1 + A(r))η)
= i〈η,ση〉L2(Y ) + i〈A(r)η,σA(r)η〉L2(Y ) = 〈〈η, η〉〉r + 〈〈A(r)η, A(r)η〉〉r
and so on.
Spectral Measure around 0
Let f ∈ C(R) have support in around 0. Then, according to Stone’s formula
f(D)ϕ = lim
ε→0
1
2πi
∫
R
f(r)
[
(D− r − iε)−1 − (D− r + iε)−1]ϕ dr (62)
= lim
ε→0
1
2πi
∫
R
f(r)[G−(r + iε)−G+(−r + iε)]ϕ dr
=
1
2πi
∫
R
f(r)[G−(r)−G+(−r)]ϕ dr
The last integrand can have singularities. However, fixing ϕ ∈ xεL2b orthogonal to the
L2b -null space of (D− r), we get, according to Proposition 3.32
[G−(r)−G+(−r)]ϕ = [B−r − B+−r]ϕ = (D− r)[C−r − C+−r]ϕ
which shows that the LHS exists and lies in null−(D− r) and is orthogonal to the L2b -null
space of (D− r). This allows us to make a general Ansatz of the form
[G−(r)−G+(−r)]ϕ =
∑
|cj|,|ck|<r;a,b
aa,bj,k(r)〈ϕ, U−(ξaj , r)〉U−(ξbk, r), (63)
where we have used the orthonormal basis introduced before (61). This is a linear com-
bination of finite rank linear operators, continuous on xεL2b , and has null space in x
εL2b
of codimension at least dim(Π|r|). Thus it will be enough to calculate (63) on a (special )
finite set of sections ϕ as follows:
Lemma 3.39 Let ϕ be the test function of the form ϕ = (D− r)x−θj(r)π−(ξj , r). Then
(a) [G−(r)−G+(−r)]ϕ = U−(ξj, r)
(b) 〈ϕ, U−(ηk, r)〉 = 〈π−(ξj, r),σπ−(ηk, r)〉L2(Y ), (= 2i〈ξj, ηi〉L2(Y )
√
r2 − c2j for k, j 6= 0)
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Proof. This proof is a good exercise to test the reader’s versality with the concepts
introduced in this Section. We give the details for reference.
First, using Lemma 3.18(b) and (56), we know that
−θj(r) = θj(−r), π−(ξj, r) = sgn(r)σπ−(ξj,−r), for |r| > cj . (64)
Therefore ϕ can be written as the limiting function of a function on PD in two ways:
ϕ = lim
PD∋λ→r
(D− λ)x−θj(λ)π−(ξj, λ) (65)
ϕ = lim
PD∋λ→−r
(D+ λ)xθj(λ) sgn(r)σ π−(ξj, λ). (66)
Note that in (66) the Dirac operator is applied to a function which is already in L2b ! Thus
G+(−r)ϕ = lim
PD∋λ→−r
(D+ λ)(D+ λ)xθj(λ) sgn(r)σ π−(ξj, λ)
= xθj(−r) sgn(r)σ π−(ξj,−r) (64)= x−θj(r)π−(ξj, r).
Recalling the definition (58) of U−(ξj, r), part (a) is proved. To prove (b), simply recall
that U−(ηk, r) is in the extended L2b -null space of (D − r). Thus, from the definition of
the boundary pairing
〈ϕ, U−(ηk, r)〉 = −ib(D−r)(x−θj(r)π−(ξj, r), x−θk(r)π−(ηk, r)) = 〈π−(ξj, r),σπ−(ηk, r)〉L2(Y ),
as claimed. The last equation then follows from Lemma 3.37(b).
Plugging this into our Ansatz (63) we get
Theorem 3.40 The continuous part of the spectral measure for D is of the form
dED,c(r)ϕ =
1
2πi
[G−(r)−G+(−r)]ϕ dr
=
1
2π
∑
a
〈ϕ, U−(ξa0 , r)〉U−(ξa0 , r) dr −
1
4π
∑
06=|cj|<r;a
(r2 − c2j)−1/2+ 〈ϕ, U−(ξaj , r)〉U−(ξaj , r) dr
Regularized Trace of the Heat Kernel for Large Times and the Index
Using the spectral measure dED, the heat kernel for D
2 can be written
e−tD
2
=
∫
R
e−tr
2
dED(r).
Choose a cut off function χ, which is 1 near 0 and whose support lies in ]− c1, c1[. Then,
using Theorem 3.40, we can calculate the regularized graded trace:
Strd(e
−tD2χ(D)) = reg
z=0
Str(xzetD
2
χ(D))
= reg
z=0
Str(xz [PD(0) +
∑
a
1
2π
∫
R
e−tr
2
χ(r)U−(ξa0 , r)〈·, U−(ξa0 , r)〉E dr])
= indL2b(D) + reg
z=0
∑
a
1
2π
∫
X
xz
∫
R
e−tr
2
χ(r) strE(U
−(ξa0 , r)〈·, U−(ξa0 , r)〉E) dr dvol b
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Now, using the fact that the grading operator ǫ intertwines the ±i-eigenspaces of σ, the
supertrace can be written as
strE(U
−(ξa0 , r)〈·, U−(ξa0 , r)〉E) = 〈ǫ (xirξa0 + x−irA(r)ξa0), xirξa0 + x−irA(r)ξa0〉E +Or(xδ)
= x2ir〈ǫ ξa0 , A(r)ξa0〉E + x−2ir〈ǫA(r)ξa0 , ξa0〉E +Or(xδ)
The term Or(x
δ) is regular in r = 0. Thus the corresponding part of the above integral
vanishes for t→∞. The remaining part gives integrals of the type
reg
z=0
1
2π
∫
R+
xz
∫
R
e−tr
2
χ(r)x2ir〈ǫ ξa0 , A(r)ξa0〉∂Xχ(x) dr
dx
x
=
1
2
〈ǫ ξa0 , A(0)ξa0〉∂X ,
since this is just the Mellin transform back and forward and evaluated in z = 0. Thus,
recalling that the U(ξk0 , 0)/
√
2 are orthonormal in null(DY ), we finally obtain
lim
t→∞
Strd(e
−tD2) = indL2b (D) +
1
2
∑
a
〈ǫ U(ξa0 , 0), U(ξa0 , 0)〉∂X = sdim(null−(D)), (67)
the extended L2b -index of D, which we also denote by ind−(D). To calculate this index we
will have to consider the limit t→ 0 of the heat supertrace. This problem will be attacked
in the next two Chapters.
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4 The Heat Kernel at Finite Time
In this Chapter we describe the construction of the heat kernel of D2 for finite times. We
introduce a heat space X2H and heat calculus adapted to our problem and show by direct
construction that the heat kernel lies in that calculus. As in the case of the resolvent, this
construction will be performed by first solving the heat equation for D2 to first order (at
the relevant faces in X2H) and then using an iteration argument, based on a composition
formula for our calculus. The presentation given here leans on [DaMe].
4.1 d-Heat Space and d-Heat Calculus
In this Section we describe the heat space and the corresponding calculus adapted to our
Dirac operator. We define the heat space as the parabolic blow up
X2H :=
[
X2b × [0,∞[t; (Fφ × {0}), d t;△X × {0}, dt
]
.
The invariant notion of parabolic blow up is explained in [Me0], [Me3] and [DaMe]. For
our purposes here, let us just mention that local descriptions of the space X2H are given
by the sets of coordinates (68, 69, 70, 71) below. See also Remark 4.3.
Now, the corresponding blow down map is denoted by βH : X
2
H → X2× [0,∞[ and the
left and right projections by βH,L : X
2
H → X and βH,R : X2H → X . The faces of X2H are
denoted by rf, lf and
hbf := β−1H (∂X2×]0,∞[) tff := β−1H (Fφ × {0})
tf := β−1H (△X × {0}) tb := β−1H ((X2 −△X)× {0}).
x’
rf
x
t
hbf
tf
tff
tb
lf
Figure 5: X2H
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Using the coordinates x, x′,y,y′, z, z′, t on X2 × [0,∞[ we can describe the properties
of lifted vector fields under the blow down map βH and near the above faces as follows: In
the interior of hbf we can use projective coordinates w.r.t. x′, where x is the boundary
defining function in X , as usual:
s =
x
x′
, x′, y, y′, z, z′, t. (68)
Then
ds =
dx
x′
− 1
sx′
dx′ and β∗Hx
∂
∂x
= s
∂
∂s
.
Near hbf and tff we have to consider the dt-parabolic blow up of Fφ × {0}. We do this
by introducing coordinates
St =
s− 1√
t
, Xt =
x′√
t
, Yt =
y − y′√
t
,
√
t, y′, z, z′, (69)
where now y, y′ are assumed to be paired. Then
dSt =
ds√
t
− s− 1
2t3/2
dt, dXt =
dx′√
t
− x
′
2t3/2
dt, dYt =
dy − dy′√
t
− y − y
′
2t3/2
dt,
and therefore
β∗Ht
∂
∂t
=
1
2
(√
t
∂
∂
√
t
− St ∂
∂St
−Xt ∂
∂Xt
−Yt ∂
∂Yt
)
,
β∗Hx
∂
∂x
= (St +
1√
t
)
∂
∂St
, β∗H
∂
∂y
=
1√
t
∂
∂Yt
,
1
x
∂
∂z
=
1
sXt
√
t
∂
∂z
.
In the interior of tff we can use projective coordinates w.r.t. x′:
Sx =
s− 1
x′
, Yx =
y − y′
x′
, x′, τ =
t
(x′)2
, y′, z, z′. (70)
We then have
dSx =
ds
x′
− s− 1
(x′)2
dx′, dYx =
dy − dy′
x′
− y − y
′
(x′)2
dx′, dτ =
dt
(x′)2
− t
2(x′)3
dx′,
and
β∗Ht
∂
∂t
= τ
∂
∂τ
, β∗H
∂
∂y
=
1
x′
∂
∂Yx
, β∗H
1
x
∂
∂z
=
1
x
∂
∂z
, β∗Hx
∂
∂x
= (Sx +
1
x′
)
∂
∂Sx
At tf and near tff (i.e. after parabolically blowing up △X) we have projective coordinates
w.r.t. τ 1/2
S =
Sx
τ 1/2
= St, Y =
Yx
τ 1/2
= Yt, Z =
z− z′
τ 1/2
=
x′(z− z′)
t1/2
,
√
τ , x′, y′, z′. (71)
Here, we have added the requirement that z, z′ also be paired. Now
dS =
ds√
t
− 1
2t3/2
(s− 1) dt, dYt = dy − dy
′
√
t
− 1
2t3/2
(y − y′) dt,
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dZ =
z− z′√
t
dx′ − x
′(z− z′)
2t3/2
dt +
x′√
t
( dz− dz′), d√τ = 1
2x′
√
t
dt+
√
t
2(x′)3
dx′,
and the standard vector fields lift as
β∗Hx
∂
∂x
= (S +
1√
t
)
∂
∂S
, β∗H
∂
∂y
=
1√
t
∂
∂Y
, β∗H
1
x
∂
∂z
=
1
s
√
t
∂
∂Z
,
β∗Ht
∂
∂t
=
1
2
(
τ 1/2
∂
∂τ 1/2
− Z ∂
∂Z
− S ∂
∂S
− Y ∂
∂Y
)
.
These calculations show that for V ∈ Γ(φTX) the vector field t1/2
x
β∗H,LV is tangent to
(the fibres under βH,R of) tff and tf. We thus get the following analogue of Lemma 2.1:
Lemma 4.1 The faces of X2H are isomorphic to standard spaces:
(a)
◦
tf∼= φTX
tf ∼= RC2(φTX)
(b)
◦
tff∼= φN∂X ×Y ∂X×]0,∞[τ
tff ∼= [RC2(φN∂X ×Y ∂X)× [0,∞[τ ;△∂X × {0}, dτ]
(c)
◦
hbf ∼= (∂X)2×]0,∞[s×]0,∞[t
hbf ∼= [(∂X)2 × [−1, 1]σ × [0,∞[t;Fφ × {0}, dt]
Here, given a euclidean vectorspace (W, g), we denote by RC2(W ) the “quadratic” radial
compactification ofW , obtained by introducing ρ = | · |−2 as a boundary defining function
at infinity. The following gives a description of the restriction of φ-vector fields to these
faces:
Lemma 4.2 The lifts of vector fields V ∈ Γ(φTX), t ∂
∂t
, restricted to the different faces
are as follows:
(a) At tf : β∗H,L t
∂
∂t
|tf = −12Rφ ∈ T φTX/X, β∗H,L t
1/2
x
V |tf = V ∈ T φTX/X.
(b) At
◦
tff : β∗H,L t
∂
∂t
|tff = τ ∂∂τ , β∗H,L t
1/2
x
V |tff = τ 1/2Nφ(V ) ∈ T (φN∂X ×Y ∂X/Y ).
Now define the density and the coefficient bundle for the heat kernel as
KDH :=
(x′)n
tn/2
dt
t
β∗H,R
φΩ(X), CBH := KDH ⊗ β∗H,LE ⊗ β∗H,RE∗ =: KDH ⊗ END(E).
Since we have defined the density KDH to be lifted from the right, its Lie derivative w.r.t.
a vector field lifted from the left is trivial:
Lβ∗H,LVKDH = 0, Lβ∗H t
∂
∂t
KDH = −n
2
KDH .
This will again prove useful in Section 4.3, when we calculate the action of such vector
fields on our calculus.
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The d-heat calculus is defined to be
Ψl,m,pH,cl (X,E) := ρ
l
tf ρ
m
tff ρ
p−v
hbf
.
C
∞
tf,tff ,hbf(X
2
H ,CBH)
for l > 0, m ≥ 0, p ≥ 0. For l = 0, we set
Ψ0,m,pH,cl (X,E) := ρ
m
tff ρ
p−v
hbf
.
C
∞
tf,tff ,hbf(X
2
H ,CBH)
tf ⊕C,
where, using (79), we require for A ∈ .C∞tf,tff,hbf(X2H ,CBH)tf that the following mean value
condition holds ∫
φTX/X
ι(t
∂
∂t
)A|tf = 0. (72)
Let us show, how we can define the action of an element A in the calculus on some
function g ∈ .C∞c (X× [0,∞[, E). First, for any function f ∈
.
C∞c (X× [0,∞[,Ω(X) dt⊗E∗)
we consider the convolution product
f ∗ g(t) =
∫ ∞
0
f(t+ s)g(s) ∈ .C∞c (X ×X × [0,∞[, β∗H,LΩ(X)⊗ β∗H,LE∗ ⊗ β∗H,RE).
Note that for functions vanishing rapidly at the faces rf, lf, tb we have
β∗H,LΩ(X)⊗KDH ∼ ρ0tff ρ−1tf ρvhbfΩ(X2H),
which implies that for an operator A ∈ Ψl,m,pH,cl (X,E) the pairing
(A, β∗H(f ∗ g)) ∈ ρmtff ρl−1tf ρphbf
.
C
∞
tf ,tff,hbf(X
2
H ,Ω(X
2
H)),
is integrable for l > 0. In the case l = 0 we have to use the mean value condition (72) to
make sense of the integral. This is done by writing, in the neighborhood U(tf) := {ρtf <
ε} ∼= [0, ε[×φTX :
∫
U(tf)
(A, β∗H(f ∗ g)) = lim
δ→0
∫ ε
δ
∫
X
∫
φTX/X
a dvolφTX/X dvolX
dρtf
ρtf
.
Since the innermost integral converges to 0 for ρtf → 0, this limit exists.
Now we can define the action of A on g by setting
〈Ag, f〉X×[0,∞[ := 〈A, β∗H(f ∗ g)〉X2H .
As usual, the task of writing down the definitions for the extended heat calculus is left to
the reader. It is important to note, however, that we can only allow conormal functions
for which the above mean value condition makes sense.
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4.2 Composition Formula
To explain our constructions in this Section consider simplified convolution operators
A,B ∈ .C∞c (X2 × [0,∞[,ΩR(X) dt). Their composition is given by
A ◦B(w,w′′, t) =
∫
w′,t′
A(w,w′, t− t′)B(w′,w′′, t′) ∈ .C∞c (X2 × [0,∞[,ΩR(X) dt). (73)
Using the space X3 × [0,∞[t′[×[0,∞[t−t′ and the three projections
X2 × [0,∞[t−t′ πL←− X3 × [0,∞[t′[×[0,∞[t−t′ πR−→ X2 × [0,∞[t′
↓ πM
X2 × [0,∞[t
this can also be written as:
A ◦B = πM,∗(π∗LA · π∗RB).
Now, in our case, the image spaces of the projections will really have to be X2H . To be
able to use the pullback- and pushforward-results in [Me0] (see also Appendix A.6) we will
have to modify the “triple space” such that the corresponding lifted projections become
b-fibrations.
Remark 4.3 To simplify things a bit, we agree to define the d-heat space X2H using
√
t
as a global variable, i.e. as the simple blow up
X2H =
[
X2b × [0,∞[√t; (Fφ × {0});△X × {0}
]
away from tb.
Since elements in the heat calculus vanish at tb by definition, nothing is lost by considering
the RHS above, instead of the original space X2H .
We now define
T
2 := [0,∞[√t′×[0,∞[√t−t′ ,
and denote its faces by lt and rt. The first thing to note now, is that the map
πM : T
2 → [0,∞[√t (a, b) 7→
√
a2 + b2
is not a b-fibration. Thus we will have to take care to also blow up the corner bt = lt∩ rt
whenever this situation arises. So our starting point is the diagram
X2b × [0,∞[√t−t′ πL←− X3b × T2 πR−→ X2b × [0,∞[√t′
↓ πM
X2b × [0,∞[√t
(74)
where we keep in mind that the horizontal maps are still b-fibrations but πM is not.
The definition of the heat triple space now proceeds in two steps. The first step consists
in replacing the image spaces in (74) by the partial blow up X˜2H = [X
2
b × [0,∞[;Fφ ×
{0}, dt], which we interpret as simple blow up w.r.t. the global variable √t.
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Figure 7: The T2- and X3b -factor
As in the case of the φ-triple space we denote the faces to be blown up (as well as the
resulting faces) by
bt× φC , bt× φCT , bt× φTT , rt× φF , lt× φS, rt× φFT , lt× φST ,
and define the (intermediate) heat triple space to be
X˜3H :=
[
X3b × T2; btφTT ; btφCT ; rtφFT ; ltφST ; btφC ; rtφF ; ltφS
]
.
To avoid any misunderstandings, recall that this is the space X3b × T2, with faces blown
up as listed from left to right. Each face in that list thus really represents the preimage
of the corresponding face in X3b × T2 under the previous blow ups.
For the second step, denote the different lifts of the diagonal △φ ⊂ X2φ to X3φ by △L,
△M , △R and analogously their intersection by △LMR. Then the true “triple space” is
defined as
X3H := [X˜
3
H ; bt△LRM ; bt△M ; lt△L, rt△R].
Besides those faces obtained by the above blow ups, this space has the faces
M
∧
= T2M,L,R, S, C, T, and bt
∧
= btX3b , rt, lt.
Again, these are understood to be the lifts of the corresponding faces in X3b × T2 minus
those faces, which were obtained in the previous blow up. The important result now is
Lemma 4.4 There are induced b-maps X3H
πH,o−→ X2H , o = L,M,R, (where we agreed to
define the RHS to be defined with global time variable
√
t) such that the diagrams
X3H
πH,o−→ X2H
↓ ↓
X3b × T2 πo−→ X2b × T
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commute.
Proof. We show how the map πH,L is defined. Starting with X
3
H we first blow down all
those faces which do not intersect any of the faces lifted from the left factor:
rt△R, bt△M , rtφF , rtφFT , btφC , btφCT , F, C,
thus getting
[X2b ×X × T2; bf × ∂X × T2; btφTT ; ltφST ; ltφS; bt△LRM ; lt△L].
Now, obviously, bt△LRM is a p-submanifold of lt△L, i.e. their blow ups can be exchanged
and the triple diagonal can be blown down. The same argument let us us exchange the
blow ups of btφTT and ltφST , yielding
[X2b ×X × T2; bf × ∂X × T2; ltφST ; ltφS; btφTT ; lt△L].
Now the face btφTT in question here is really the preimage of this face under the blow
up of ltφST , and one easily checks that it is transversal to lt△L. Being disjoint from the
other blow ups, we can switch the corresponding blow up to the front and then blow down
btφTT altogether. Following this, it is easy to see that the blow up of bf × ∂X × T2 can
be “pulled to the front”, if one switches the order of the blow ups ltφST and ltφS. Thus
this face can be blown down, too, leaving us with
[X2b ×X × T;Fφ ×X × {0};Fφ × ∂X × {0};△b ×X × {0}]× T,
where we have written the faces φS, φST in their blown down form in X
2
b × X . It is
important to note that, again, φST × {0} is really the preimage of that face under the
blow up of φS × {0}, making it transversal to the lifted left diagonal. Thus φST{0} can
be blown down and we are left with
[X2b × T;Fφ × {0};△b × {0}]×X × T,
which projects nicely to X2H .
Since all their entries are either 0 or 1, we can write down the “coefficient matrices” for
πL, πM , πR (see Appendix A.6) by just listing the preimages of the different faces of X
2
H :
Lemma 4.5 (a) πL maps the faces {L, rt, rt△R} to the interior of X2H . Also
π∗Lhbf = {D, T, btφCT , rtφFT}
π∗Ltff = {ltφS, ltφST , btφTT}
π∗Ltf = {lt△L, bt△LMR}
π∗Llbf = {R,C, btφC}
π∗Lrbf = {M,F, rtφF}
π∗Ltb = {bt, lt, btφC , btφCT , bt△M}
(b) πR maps the faces {R, lt, lt△L} to the interior of X2H . Also
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π∗Rhbf = {F, T, btφCT , ltφST}
π∗Rtff = {rtφF , rtφFT , btφTT}
π∗Rtf = {rt△R, bt△LMR}
π∗Rlbf = {M,S, ltφS}
π∗Rrbf = {L,C, btφC}
π∗Rtb = {bt, rt, btφC , btφCT , bt△M}
(c) πM maps the faces {S, rt, lt, rt△R, lt△L} to the interior of X2H . Also
π∗Mhbf = {C, T, rtφFT , ltφST}
π∗Mtff = {btφC , btφCT , btφTT}
π∗Mtf = {bt△M , bt△LMR}
π∗M lbf = {R,M, ltφS}
π∗Mrbf = {L, F, rtφF}
π∗Mtb = {bt}
This Lemma shows that πL, πR, are not b-normal, and thus cannot be b-fibrations, since
the faces btφC , btφCT appear in the preimage of several faces of X
2
H . However, for two
heat operators
A ∈ ΨLH(X) = AL(X2H , ρ−vhbfKDH), B ∈ ΨRH(X) = AR(X2H , ρ−vhbfKDH)
their lift from the left and the right to X3H is
π∗LA · π∗RB ∈ AH(X3H ,Ω(X3H)),
and the above Lemma tells us that
HL = HM = HR = HF = HS = HC = Hbt = Hrt = Hlt
= HbtφC = HltφS = HrtφF = HbtφCT = Hbt△M =∞. (75)
To describe the expansions at the remaining faces, we need to caculate the lifts of our
densities under the blow down map γH : X
3
H → X3 × [0,∞[2. Writing s = t − t′ for the
(right) variable in T2 note first the coefficients which appear when lifting to X3b × T2:
γ∗bΩ(X
3)⊗ bΩ(T2) = ρ2TT2b ρFT2b ρST2b ρCT2b ρ
−1
X3b rt
ρ−1
X3b lt
γ∗H,bΩ(X
3
b × T2). (76)
To determine the relevant coefficients of the lift of
ΩL(X)π
∗
L(ρ
−v
hbfKDH)π
∗
R(ρ
−v
hbfKDH) = (s
1/2t′1/2)−n(x′x′′)v−1 π∗Lρ
−v
hbf π
∗
Rρ
−v
hbfΩ(X
3)bΩ(T2),
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we use Lemma 2.2, i.e we need to list the contributions of the factors in (76) at the faces
of X3H and to keep track of the codimensions of the faces blown up in ∂(X
3
b × T2):
face codim (76) (s1/2t′1/2)−n (x′x′′)v−1 π∗Lρ
−v
hbfπ
∗
Rρ
−v
hbf Total
T 0 2 0 2v − 2 −2v 0
btφTT 2h+ 4 0 −2n 2v − 2 0
rtφFT h + 2 1 −n 2v − 2 −v 0
ltφST h + 2 1 −n 2v − 2 −v 0
bt△LMR 2n + 1 −2 −2n −1
rt△R n −1 −n −1
lt△L n −1 −n −1
Thus, at the relevant faces, the density is
γ∗bΩL(X)(π
∗
Lρ
−v
hbfKDH)(π
∗
Rρ
−v
hbfKDH)
= ρ0T ρ
0
rtφFT
ρ0ltφST ρ
0
btφTT
ρ−1lt△L ρ
−1
rt△R ρ
−1
bt△LMR Ω(X
3
H), (77)
and the nontrivial terms of the index set H are given by
HT = Lhbf +Rhbf
HrtφFT = Lhbf +Rtff HltφST = Ltff +Rhbf
HbtφTT = Ltff +Rtff
Hlt△L = Ltf − 1 Hrt△R = Rtf − 1
Hbt△LMR = Ltf +Rtf − 1
Though πM is not a b-fibration it can be made into one in this special case, because (75)
allows the faces causing the nuisance to be blown down. Thus the pushforward
πM,∗(γ∗H,Lfπ
∗
LA · π∗RB) ∈ AπM♯H(X2H ,Ω(X2H))
is well defined when it is integrable at those faces mapped to the interior by πM , i.e.
whenever
Hrt△R, Hlt△L > −1 or equivalently Rtf , Ltf > 0
(the condition at the other faces again is trivial due to (75)), and the pushforward of the
index set is given by:
πM♯H(hbf) = HT∪HltφST∪HrtφTF , πM♯H(tff) = HbtφTT , πM♯H(tf) = Hbt△LMR .
Also, in the case Rtf , Ltf ≥ 0, the pushforward can still be defined using the mean value
condition (72). Rewriting everything in terms of β∗H,LΩ(X)ρ
−v
hbfKDH = ρ
−1
tf Ω(X
2
H) we
finally get
Theorem 4.6 (Composition Formula) Let Rtf , Ltf ≥ 0. Then composition gives a
map
ΨLH(X)×ΨRH(X) ◦−→ ΨMH (X)
with index sets given by
Mhbf = (Lhbf +Rhbf)∪(Ltff +Rhbf)∪(Lhbf +Rtff),
Mtff = Ltff +Rtff , Mtf = Ltf +Rtf .
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Using the local coordinate representations described in Section 4.1 it is easy to see that
the restriction of the density KDH to the different faces has the following form.
KDH | ◦
tf
∼= dt
t
Ω(φTX/X) (78)
KDH | ◦
tff
∼= dτ
τ
τ−n/2Ωfib(φN∂X ×Y ∂X βH,L−→ ∂X) (79)
KDH | ◦
hbf
∼= dt
t
Xvt
bΩfib(hbf
βH,L→ ∂X) (80)
For A ∈ Ψl,m,pH,cl (X) we now define the normal operators at the faces tf and tff and hbf by
NH,tf,l>0(A) := t
1−l/2A|tf ∈ ρm−ltff
.
C
∞
tff(tf, tKDH)
∼= xm−lSfib(φTX,Ω(φTX/X) dt)
NH,tf,0(A⊕ c) := tA|tf ⊕ c ∈ ρmtff
.
C
∞
tff(tf, tKDH)
tf ⊕C
NH,tff,m(A) := (x
′)−mA|tff ∈ ρltf ρp−v−mhbf
.
C
∞
tf,hbf(tff,KDH)
NH,hbf,p(A) := (x
′)−pA|hbf ∈ ρm−ptff
.
C
∞
tff(hbf,
bΩfib(hbf) dt)
For l ≥ 1 these normal operators fit into the usual short exact sequences:
0 −→ Ψl−1,m,pH,cl (X) −→ Ψl,m,pH,cl (X)
NH,tf,l−→ xm−lSfib(φTX,Ω(φTX/X) dt) −→ 0
0 −→ Ψl,m−1,pH,cl (X) −→ Ψl,m,pH,cl (X)
NH,tff,m−→ ρltf ρp−v−mhbf
.
C
∞
tf ,hbf(tff,KDH) −→ 0 (81)
0 −→ Ψl,m,p−1H,cl (X) −→ Ψl,m,pH,cl (X)
NH,hbf,p−→ ρm−ptff
.
C
∞
tff(hbf,
bΩfib(hbf) dt) −→ 0,
and we leave the formulation of the case l = 0 to the reader, as well as the usual extension
to the calculus with coefficients.
As usual, the spaces on the RHS in the above sequences represent some calculi of
operators whose composition rules are induced by the composition rules for operators in
the “big” calculus ΨH,cl(X) (compare Lemma 3.5). For instance, in the case (81) we can
define
Ψl,pH,sus(
φN∂X) := ρltf ρ
p−v
hbf
.
C
∞
tf,hbf(tff,KDH).
This is the heat space associated with the suspended calculus introduced in Section 3.3.
Some related calculi are described in more detail in Appendices A.4 and A.5.
At this point we are not interested in the general algebraic properties of the normal
maps. All we really need is to describe the normal action of the Dirac operator D at the
different faces, for which it will suffice – as usual – to analyze compositions of vector
fields with elements in the heat calculus. To do this, we remind the reader of the following
simple fact about Lie derivatives of forms and densities: Let jF : F →֒ M be a face of a
74 4 THE HEAT KERNEL AT FINITE TIME
manifold with corners with defining function f , W a vector field on M tangent to F , and
ω a form on M . Then
j∗FLfWω = j
∗
F (fLWω + ε( df) ι(W )ω) = 0,
which means that
j∗FLWω = LW |F j
∗
Fω,
i.e. the Lie derivative restricted to the face can be calculated on the face. The normal
action of vector fields on the elements in the calculus is now described in
Proposition 4.7 Let V be in Γ(φTX). Composition gives maps
Ψl,m,pH,cl (X)
1
x
V ◦−→ Ψl−1,m−1,p−1H,cl (X), Ψl,m,pH,cl (X)
∂
∂t
◦−→ Ψl−2,m−2,pH,cl (X)
Applied to A ∈ Ψl,m,pH,cl (X), we get at the different faces
(a) NH,tf,l−2( ∂∂t ◦A) =
{ −1
2
(LRφ + 2− l)NH,tf ,l(A) for l > 2
−1
2
(LRφ + 2− l)NH,tf ,2(A)⊕−
∫
φTX/X
NH,tf,2(A) for l = 2
(b) NH,tf,l−1( 1xV ◦ A) = LVNH,tf,l(A)
(c) NH,tff ,m−2( ∂∂t ◦A) = L ∂∂τNH,tff ,m(A)
(d) NH,tff ,m−1( 1xV ◦ A) = LNφ(V )NH,tff ,m(A)
(e) NH,hbf,p(
∂
∂t
◦ A) = L ∂
∂t
NH,hbf,p(A)
(f) NH,hbf,p(
1
x
V ◦ A) = Lβ∗H 1xVNH,hbf,p(A), for V ∈ Γ([
φN∂X ]).
Proof. First, recall the partial integration formula for the Lie derivative w.r.t. a vector
field V on a manifold with boundary N :∫
N
α ∧ LV β = −
∫
N
(LV α) ∧ β +
∫
∂N
ι(V )α ∧ β.
Now let f ∈ .C∞c (X × [0,∞[,Ω(X) dt) and g ∈
.
C∞c (X × [0,∞[). We then have
〈L ∂
∂t
(A ∗ g), f〉X×[0,∞[ = −〈A ∗ g, L ∂
∂t
f〉X×[0,∞[ +
∫
X×{0}
ι(
∂
∂t
)A ∗ g · f
= −〈A, β∗H(L ∂
∂t
f) ∗ g〉X2H = −〈A,Lβ∗H ∂∂tβ
∗
H(f ∗ g)〉X2H
= 〈Lβ∗H ∂∂tA, β
∗
H(f ∗ g)〉X2H −
∫
tf∪tff
ι(
∂
∂t
)A · β∗H(f ∗ g).
Since near tf the density factor in A ·β∗H(f ∗g) is of the form ρltf ρmtff dtt β∗H,LΩ(X)ΩφTX/X
we see that the last integral in the above expression vanishes for l > 2, but contributes
the constant ∫
X
(∫
φTX/X
NH,tf,2(A)
)
〈f, g〉[0,∞[
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for l = 2. Thus, recalling that
tL ∂
∂t
= Lt ∂
∂t
− 1, L ∂
∂t
dt = dt, and LRφ dt = 0,
and using Lemma 4.2, we find for l > 2:
NH,tf,l−2(L ∂
∂t
◦A) = t1−l/2tLβ∗H ∂∂tA|tf = t
1−l/2(Lβ∗Ht ∂∂t − 1)A|tf
= (Lβ∗H t
∂
∂t
− 2 + l/2)t1−l/2A|tf = −1
2
(LRφ + 2− l)NH,tf ,l(A).
Note also that in the case l = 2 we have
NH,tf ,0(
∂
∂t
◦ A) = −1
2
LRφNH,tf ,2(A) = −
1
2
dtLRφ(NH,tf,2(A)/ dt),
therefore ∫
φTX/X
NH,tf ,0(
∂
∂t
◦ A) = 0,
i.e. the mean value condition is fulfilled.
As usual, the above results can all be formulated for operators with coefficients in
a vector bundle. We leave this to the reader. Let us just make the remark that the
construction is independent of the choice of connection made. Also, for W ∈ Γ(φTX), the
normal operators of τ 1/2∇dW and τ 1/2∇φW at tf and tff are the same.
Corollary 4.8 (a) NH,tf(t
1/2D) = NH,tf(t
1/2Dd) = NH,tf(t
1/2 1
x
Dφ) = cφTX ◦ dφTX
(b) NH,tf(tD
2) = ∆φTX , the fibrewise Laplacian for the fibre metric gφTX/X .
(c) NH,tff(t
1/2D) = t1/2 1
x
NH,tff(D
φ) = τ 1/2Nφ(D
φ)
(d) NH,tff(tD
2) = τNφ(D
φ)2 = τ∆φN∂X + τ(D
φ,V )2.
The description of the action of D2 can be described in the same way using Lemma
3.14 (d). We present this as part of the proof of
Theorem 4.9 (Parametrix for the Heat Equation) There exists an element K ∈
Ψ2,2,0H,cl (X,E) such that(
∂
∂t
+ D2
)
∗K = I +R, R ∈ Ψ∞,1,1H,cl (X,E). (82)
Proof. We start by solving the above equation to first order at tf. Applying NH,tf,0 to
both sides, we get first(
−1
2
LRφ +∆φTX
)
NH,tf,2(K2) = 0 and
∫
φTX/X
(NH,tf,2(K2)/ dt) = 1.
This is to be understood as an equation on the fibres of φTX. Writing NH,tf,2(K2) =
ktf2 dt dvolφTX/X (and forgetting about the
tf-index until it is really needed) we get
(−1
2
(Rφ + n) + ∆φTX)k2 = 0,
∫
φTX/X
k2 dvolφTX/X = 1.
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Taking the Fourier transform in φTX yields
(
1
2
(ξ
∂
∂ξ
) + |ξ|2)k̂2 = 0, k̂2(0) = 1
the solution of which is easily seen to be
k2 =
1√
4π
n exp(−‖.‖2φ /4) ∈ x0Sfib(φTX),
which also shows that the solution is of order 2 at tff in the calculus. Thus the compatibility
condition at the corner reads
NH,tff ,2(K2)tf∩tff = (x′)−2NH,tf,2(K2)tf∩tff = ktf2 dτ dvolφTX/X
and the heat equation on the interior of tff is
τ(Lτ ∂
∂τ
+∆φN∂X + (D
φ,V )2)NH,tff,2(K2) = 0 (83)
Writing NH,tff,2(K2) = k
tff
2 dvolφN∂X/Y dτ we get the equation
(
∂
∂τ
+∆φN∂X + (D
φ,V )2)ktff2 = 0,
which is solved by
ktff2 =
√
4πτ
−h−1
e−‖.‖
2
φN∂X
/4τ ([exp(−τ(Dφ,V )2)]/ dτβ∗H,R dvolM/Y ).
The compatibility condition at hbf ∩ tff is then
NH,hbf,0(K2)|tff = (x′)2NH,tff ,2(K2)|hbf = e
−‖.‖2φN∂X/4
√
4π
h+1
[Π◦]
ds
s
dvolφN∂X/∂X dt, (84)
where [Π◦] ∈ C∞(M ×Y M, END⊗β∗RΩ(M/Y )) is the kernel of the projection onto the
null space of Dφ,V . Then (84) is the initial value for the problem at hbf.
In order to solve the heat equation at hbf, recall that
xD : C∞(X,E)→ C∞(X,E), xD|∂X = Dφ,V , and D : C∞(X,E)◦ → C∞(X,E).
Thus for G ∈ Ψ2,2,0H,cl (X) the expression D2G a priori only lies in Ψ0,0,−2H,cl (X). However, it
follows from Lemma 3.14 (d) that G|hbf can be extended to the interior in such a way
that D2G ∈ Ψ∞,1,0H,cl (X) and
D
2G|hbf = (Π0DΠ0)2G0|hbf = Ib(D)2G|hbf (85)
It is then clear that the heat equation at hbf can be solved by choosing G|hbf more
concretely, namely
G|hbf = [exp(−tIb(D)2)] = [exp(−tD2Y )]
1√
4πt
e−(ln(s))
2/4t ds
s
,
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and then use the extension which fulfills (85).
Since the solutions at the faces tf, tff, hbf are compatible, we can choose an extension
K2 ∈ Ψ2,2,0H,cl (X) with
NH,tf,2(K2) = k
tf
2 d t dvolφ, NH,tff,2(K2) = k
tff
2 dτ dvolφN∂X/Y , NH,hbf,−v(K2) = g0.
This gives a parametrix, which solves the heat equation to first order at all the faces(
∂
∂t
+ D2
)
∗K2 = I +R2, R2 ∈ Ψ1,1,1H,cl (X).
In order to further improve our parametrix at tf, we have to successively find Kl ∈
Ψl,3,∞H,cl (X), l = 3, 4, . . . with
Ntf,l−1
(
(
∂
∂t
+ D2) ∗Kl+1
)
= −Ntf ,l−1(Rl) ∈ (x′)2−lS(φTX, dt dvolφ),
and
(
∂
∂t
+ D2)(K2 + . . .+Kl) = I +Rl, Rl ∈ Ψl−1,1,∞H,cl (X),
Again writing NH,tf ,l(Kl) = kl dt dvolφTX/X and so on, we have
(
1
2
(ξ
∂
∂ξ
) + |ξ|2 + l/2− 1/2 + Λ)k̂l+1 = r̂l ∈ (x′)2−lS(φTX).
That this can be uniquely solved is the content of the following
Lemma 4.10 Let f ∈ S(R) and m > 0. Then there is a unique solution u ∈ S(R) with
((s
∂
∂s
) + 2s2 +m)u = f.
Proof. First, the homogeneous equation
((s
∂
∂s
) + 2s2 +m)u0 = 0
is uniquely solved by u0 = e
−s2s−m. Writing u = u0u1 we see that
f = ((s
∂
∂s
) + 2s2 +m)u0u1 = u0s
∂
∂s
u1.
Thus u1 solves the equation
∂
∂s
u1 = (su0)
−1f,
i.e. u is of the form
u = e−s
2
s−m
∫ s
0
f(r)er
2
rm−1 dr,
which is obviously in S(R).
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This also finishes the proof of the Theorem.
This result can be further improved by formally inverting the term I + R. From the
composition formula, Theorem 4.6, we get:
Rj ∈ ΨGjH (X), Ghbf,j ≥ j, Gtff = j +N, Gtf,j =∞.
Thus the powers Rj can be asymptotically summed, and the Neumann series
(1 +R)−1 =
∞∑
k=0
(−R)k = 1 + R˜
is valid in that sense. We can then define
Ksm := K(1 +R)
−1 = K +KR˜ ∈ ΨHH(X), with
Htf = 2 +N, Htff = 2 +N, Hhbf ⊂ N×N, T (Hhbf) = {0}. (86)
This gives a parametrix of the heat equation up to a smoothing remainder
(
∂
∂t
+ D2)Ksm = 1 +Rsm, Rsm ∈
.
C
∞(X2H ,KDH).
Now, as in the final step of the resolvent construction, the operator 1 +Rsm is a Volterra
operator, which can be inverted and whose inverse (1 +Rsm)
−1 is again of that type. We
have therefore shown
Theorem 4.11 (Heat Kernel) The heat kernel for D2 is given by
K = Ksm(1 +Rsm)
−1 ∈ ΨHH(X,E), H as in (86).
Its normal operators at the different faces are (well defined and) given by
(a) NH,tf,2(K) =
1√
4π
n exp(−‖.‖2φ /4) dvolφTX/X dt
(b) NH,tff ,2(K) =
1√
4πτ
h+1 exp(−‖.‖2φN∂X /4τ) dvolφN∂X/∂X([exp(−τ(Dφ,V )2)]
(c) NH,hbf,0(K) = [Π◦][exp(−tD2Y )] 1√4πte−(ln(s))
2/4t ds
s
Remark 4.12 There are several possible extensions of this result which are not presented
here, since they are not crucial to our argument. First, one can eliminate half of the
coefficients in the expansion of the heat kernel at tf, by analyzing their behavior under
the “flip map” in X2H . This procedure is described in Chapter 7 of [Me3]. Also, direct
analysis of the model problem at hbf shows that the heat kernel expansion does not
exhibit log-terms at that face. Thus really, Hhbf = N
Still, Theorem 4.11 gives a rather crude description of the expansions of the heat kernel
at tf and tff. Especially, it does not yet allow us to calculate the regularized heat supertrace
at small times. For this, we have to introduce a refinement of the heat calculus, which
keeps track of the Clifford degree of the coefficients in the expansions. This will be done
in the next Chapter.
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5 Rescaled d-Heat Calculus
In this Chapter we present a refinement of the d-heat calculus presented in Chapter 4.
This “rescaled” calculus encodes the behavior of the Taylor coefficients of the heat kernel
at tf and tff w.r.t. the Clifford filtration of the endomorphism bundle at these faces. This
generalization of Getzler’s technique (compare [BGV]) was introduced in [Me3]. A good
description of this philosophy can also be found in [DaMe].
While the results in earlier Sections are independent of the parity of the dimension n
of X we now assume that n = v + h+ 1 is even.
5.1 The Double Rescaling
In this Section we show how the natural filtration by Clifford degree of the bundle END(E)
over the faces tf and tff can be used to define a new bundle Gr( END) rescaled at these
faces. First, we have to describe the Clifford action on END(E) in more detail.
Elements α ∈ Cl(dT ∗X) act on β∗LE via Clifford left multiplication and on β∗RE∗ via
Clifford right multiplication
cd,L(α)β
∗
Lξ = β
∗
Lcd(α)ξ, cd,R(α)β
∗
Rξ
∗ = β∗Rξ
∗ ◦ cd(α).
The right action can be turned into a left action, using the transpose map (·)† on
Cl(dT ∗X):
cd,R(α)β
∗
Rξ
∗ = (−1)|α||ξ∗|β∗Rξ∗ ◦ cd(α)†.
Since the fibres of dT ∗X are even dimensional, the Clifford modules E and E∗, as well
as END(E) are naturally Z2-graded by the action of the volume element in Cl(
dT ∗X).
The idea of introducing a rescaling into our heat calculus is based on the observation that
the bundle END(E) over the heat space X2H carries a filtration when restricted to the
different faces.
Lemma 5.1 At tf, tff and hbf the bundle END has the following form
(a) END(E)|hbf = Cl( dxx )⊗ ENDCl( dxx )(E)
(b) END(E)|tff = φ∗ Cl(bT ∗B|Y )⊗ ENDCl(bT ∗B|Y )(E).
(c) END(E)|tf = Cl(dT ∗X)⊗ EndCl(dT ∗X)(E)
The restrictions of the connection ∇END,d split accordingly. Note that (b) is true indepen-
dent of the parity of the dimension h of the base Y . Also, part (a) will be of no importance
to us. We state it because its proof is exemplary for the proofs of (b) and (c).
Proof. First, since the bundle END is just pulled back from X2 × [0,∞[, it suffices to
prove the above statements in the blown down picture.
To prove (a), restrict to the face hbf. There, we can assume the coordinates x, x′ to be
paired (compare Section 2.1). For a section Q ∈ Γ(X2H , END), homogeneous w.r.t. to the
grading of END, we can therefore define
[cd(
dx
x
), Q] := cd(
dx
x
) ◦Q− (−1)|Q|Q ◦ cd( dx
′
x′
).
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Then [
cd(
dx
x
), [cd(
dx
x
), Q]
]
= 0,
[
cd(
dx
x
), Q+
1
2
cd(
dx
x
) ◦ [cd( dx
x
), Q]
]
= 0,
which shows that the map
Q 7−→
(
−1
2
cd(
dx
x
) ◦ [cd( dx
x
), Q]
)
+
(
Q+
1
2
cd(
dx
x
) ◦ [cd( dx
x
), Q]
)
has image in the RHS of (a), and is an isomorphism of algebras. This proves (a).
Parts (b) and (c) can be obtained by iteration of this scheme using an orthonormal basis
in Cl(bT ∗B) and Cl(dT ∗X) respectively. The important observation is that an element α
in Γ(Y, bT ∗B) can be lifted from the left or the right to tff, and we can define as above
[cd(α), Q] := cd(β
∗
H,Lα) ◦Q− (−1)|Q|Q ◦ cd(β∗H,Rα),
and the same can be done for any α ∈ Γ(dT ∗X) at tf.
To rescale the bundle End(E) we want to continue the filtrations at tf and tff to
the interior using parallel transport along a normal vector field, and define the space of
sections of our rescaled bundle as the set of sections, whose lth normal derivative has
degree at most l at the corresponding face. This encodes the (so far: supposed) behavior
of the heat kernel at these faces.
To explain the construction, assume for a moment that the bundle and the connection
are trivial. A local basis for the rescaled bundle near tf ∩ tff could then look like
ρtf ρtff
dx
x
, ρtf ρtff dy, ρtf x dz (!), (87)
and (wedge-) products thereof. For simplicity of notation, we have also dropped the “co-
efficients” ENDCl(dT ∗X)(E), i.e. we have taken E to be the spinor bundle.
In reality however, neither our bundle nor the connection are trivial. Also, we would like
to avoid the choice of a normal vector field, at least for the mere definition of the rescaled
bundle. The relevant connection on END(E) in our context is the lifted connection
∇ = β∗H,L∇E,d ⊗ β∗H,R∇E
∗,d ⊗ β∗H dt
∂
∂t
: Γ( END(E)) −→ Γ(T ∗X2H ⊗ END(E)),
and the associated curvature will be denoted by K. Also, recall that the identification of
the faces tf and tff was based on the following identifications for A ∈ Γ(φTX):
τ 1/2β∗LA|tf ∈ T tf/X with A ∈ φTX ⊂ T φTX/X (88)
β∗LA|tff ∈ T tff/∂X with Nφ(A) ∈ T φN∂X/Y. (89)
Rescaling at tff
We agree to write
Clktff
∧
= φ∗ Clk(bT ∗B|Y )⊗ ENDCl(bT ∗B|Y )(E) at tff
for the filtration space in Lemma 5.1. Our construction then starts from the following
simple observations (not all of which are going to be used right away):
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Lemma 5.2 (Basic Properties of the Curvature and the Filtration at tff)
(a) Let A be a vector tangent to tff. Then ∇A preserves the filtration of END at tff.
(b) K(Ttff , ·)|tff ∈ N∗tff ⊗ Cl1tff whenever Ttff is tangent to the fibres tff/Y .
(c) (∇NK)(Ttff , Utff) ∈ Cl1tff , for Ttff , Utff tangent to the fibres tff/Y .
(d) The covariant derivatives of the curvature ∇lK are at most of order 2 at tf and tff.
Proof. Since the connection ∇ is the connection on END pulled back from X2, it suffices
to prove (a) for vectors A, tangent to the fibre diagonal Fφ. In view of the proof of Lemma
5.1 and the fact, shown in Lemma 1.5(c) and (15), that ∇dA preserves the decomposition
dT ∗X = dN∗∂X ⊕ dV ∗∂X over the boundary, the assertion is then clear.
For part (b) to (d), look at the decomposition of the curvature (and see the remark at
the end of Appendix A.1)
K = β∗L(R
S,d + FE/S,d) + β∗R(R
S∗,d + FE/S,d)
=
1
2
β∗Lcd(R
d)− 1
2
β∗Rcd(R
d) + β∗LF
E/S,d + β∗RF
E/S,d. (90)
Parts (b)-(d) then follow immediately from Proposition 1.14.
As a first step in the rescaling procedure, we can now define the space of sections,
rescaled at tff as
Dtff :=
{
u ∈ Γ(X2H , END)| ∇ku|tff ∈ (T ∗X2H)k ⊗ Clktff
}
.
First note that, although it looks like this definition uses a connection on TX2H , a second
look convinces us that no such choice is necessary. In fact, by choosing any vector field Ntff
(strictly) normal to tff, and using the compatibility of the connection and the filtration
at tff as stated in Lemma 5.2(a) and (d), we could also write
Dtff =
{
u ∈ Γ(X2H , END)| (∇Ntff )ku|tff ∈ Clktff
}
. (91)
As in [Me3] this is the space of sections of a vector bundle Grtff( END). We note this as
Proposition 5.3 (a) Dtff = Γ(X2H ,Grtff( END)).
(b) Grtff( END)|tf = Cl([dV ∗∂X ])⊗ EndCl(dT ∗X)(E) = Cl(xbT ∗X)⊗ EndCl(dT ∗X)(E)
Proof. (a) is proved as in Chapter 7 of [Me3] by writing down a local basis for Grtff( END).
To prove (b), we first check that sections in Cl([dV ∗∂X ]) satisfy the condition in the
definition (91) of Dtff . Note that for sections αi ∈ Γ([dV ∗∂X ]) the derivative ∇dNαi still
lies in dT ∗X . Thus
(∇N)k(α1 ∧ . . . ∧ αl)|∂X ∈ Λk∧l dT ∗X ⊗ Λ0∨l−k[dV ∗∂X ],
and (∇N)k(cd(α1) . . . cd(αl) is of order at most k at tff. The proof of the reverse inclusion
proceeds by induction and is left to the reader.
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Let us describe the structure of the bundle Grtff( END) in more detail. To see what the
bundle looks like at tff, note that the space of sections over tff is
Dtff/ρtffDtff ,
and the “denominator” space can be described as follows
Lemma 5.4 ρtffDtff = {u ∈ Dtff | ∇ku|tff ∈ (T ∗X2H |tff)k ⊗ Clk−1tff }.
Thus choosing a projection Ptff of TX
2
H |tff onto a subspace (or, if one prefers, a vector
field νtff = Ptff/ dx) normal to tff, the map
u 7−→ u|tff,Gr = (u|tff , Ptff∇u|tff , . . . , 1
(h + 1)!
Ptff(∇h+1u)|tff)
yields an exact sequence
0 −→ Dtff/ρtff Dtff −→ Dtff |tff,Gr−→ C∞(tff,
⊕
k(N
∗tff)k ⊗ Clktff / Clk−1tff ) −→ 0.
The vector bundle appearing on the right represents the restriction of Grtff( END) to tff.
It will be denoted by
NΛ(tff) =⊕kNΛk(tff).
However, the reader should keep in mind that the restriction map depends on the choice
of projection Ptff .
We have chosen to keep track of the factors N∗tff for a while (and to remind the reader
of this fact by introducing “N ” into the notation as above) because this allows for an
easy description of the induced connections: Denote by bTtffX
2
H the vector bundle whose
sections are vector fields over X2H which are tangent to tff. Also
bTtff/YX
2
H is defined as
the vector bundle of vector fields tangent to the fibres of tff → Y . On Ntff we will use
the (b-) connection
∇Ntff : Γ(tff, Ntff) −→ Γ(tff, bT ∗tffX2H |tff ⊗Ntff) ∇NtffT N := [T,N ]. (92)
The reader should note that this is only a b-connection, since for instance, [xN ′, N ] =
−(Nx)N ′. However, we can restrict it to an action of T tff/Y on Ntff in a reasonably
natural way, by using the inclusion map
[] : T tff/Y −→ bT ∗tffX2H |tff , T 7−→ [T ], with
dx
x
([T ]) = O(x).
We can now describe the connection induced on the rescaled bundle Grtff( END) and
its representation under restriction to the boundary.
Remark 5.5 It has been above this author’s capabilities to devise a good notation for
the following developments. A connection ∇ will appear in two distinct functions, first
as the connection appearing in the definition of the space of sections (e.g. Dtff) or of the
restriction map (e.g. |tff ,Gr), second as the connection acting on sections of the rescaled
bundle in question (e.g. Grtff( END)). In the latter case, the connection will usually have
to be restricted to a specific class of vectors (e.g. bTtff/YX
2
H) and will then be written in
boldface∇. As an additional piece of notation, we will write K := [∇,∇] andK := [∇,∇].
The complication with this notation arises from the fact that we have to rescale twice,
thus the connections change their role in the process.
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Using these conventions we get
Proposition 5.6 Let T, U ∈ Γ(bTtff/YX2H). Then
(a) ∇T maps Dtff to itself and thus induces a connection ∇T ∧= ∇Gr(tff)T on Grtff( END)
with
(∇Tu)|tff,Gr = (∇T − PtffK(T, ·)− 1
2
Ptff∇·K(T, ·))(u|tff,Gr) =:∇NΛ(tff)T (u|tff,Gr),
where PtffK(T, ·) ∈ NΛ1(tff) and Ptff∇·K(T, ·) ∈ NΛ2(tff).
(b) K(T, U) ∈ Dtff . Its (rescaled) restriction to tff is just the curvature of ∇NΛ(tff):
(K(T, U)u)|tff,Gr = K(T, U)|tff ,Gr · u|tff,Gr = KNΛ(tff)(T, U) · u|tff,Gr.
Proof. We make abundant use of the following commutator identity:
Lemma 5.7 Let T ∈ Γ(bTtff/YX2H), N ∈ TX2H . Then over X2H
(a) ∇T∇(N) =∇T∇N −∇[T,N ] −K(T,N) ( =∇∇(T,N)−K(T,N) restricted to tff)
(b) Ptff∇T∇−∇TPtff∇ is of order 0 at tff
Proof. (a) is just a consequence of our definition of ∇,K and ∇N
∗tff . For the proof of
(b) consider
∇T∇(PtffN)−∇TPtff∇(N) = ∇Ptff [T,N ] −∇[T,PtffN ]
This is of order 0 at tff, since it is covariant differentiation w.r.t. a vector tangent to tff
as can be seen from
Ptff([T, PtffN ]− Ptff [T,N ]) = Ptff [T, PtffN −N ] = 0.
This finishes the proof of the Lemma.
The proof of part (a) of the Proposition now proceeds as follows: Let u ∈ D. Then using
the identies from Lemma 5.7 we get modulo lower order at tff:
1
k!
P (∇k)∇Tu = 1
k!
∇TP (∇k)u−PK(T, ·) 1
(k − 1)!P (∇
k−1)u−1
2
(P∇K(T, ·)) 1
(k − 2)!P (∇
k−2)u.
Higher derivatives of the curvature do not contribute because of Lemma 5.2(d).
To show (b), note that is clear from Lemma 5.2 that
K(T, U)|tff ∈ Cl0tff , (∇NK)(T, U) ∈ Cl1tff ,
all the higher derivatives being of order at most 2. Thus K(T, U) is in fact an element in
Dtff . The first equality in (b) is now an immediate consequence of Leibniz’ rule while the
second equality can be obtained by playing around with the definition in part (a):
KNΛ(tff)(T, U) · u|tff ,Gr = (∇NΛ(tff)T ∇NΛ(tff)U −∇NΛ(tff)U ∇NΛ(tff)T −∇NΛ(tff)[T,U ] ) · u|tff,Gr
= [(∇T∇U −∇U∇T −∇[T,U ])u]|tff,Gr
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which is just (K(T, U)u)|tff,Gr.
Rescaling at tf
In a second step, we now want to rescale the bundle Grtff( END) at tf using its induced
filtration as described in Proposition 5.3(b)
Clktf
∧
= Clk(xbT ∗X)⊗ EndCl(dT ∗X)(E),
over tf and the induced (partial) connection ∇ described in Proposition 5.6. To do this,
we need the following addendum to Lemma 5.2, which shows that the filtration and the
connection are compatible:
Lemma 5.8 (Basic Properties of the Curvature and the Filtration at tf)
Let A, Ttf , N ∈ Γ(bTtff/YX2H). Then
(a) Let B be tangent to tf. Then ∇B
∧
= ∇
Gr(tff)
B preserves the filtration of Grtff( END)
at tf.
(b) K(Ttf , N)|tf = 0 whenever Ttf is tangent to the fibres of tf → X.
Proof. Again, since ∇Gr(tff) is induced from∇END, away from tff it suffices to prove (a) for
vectors B, tangent to the diagonal △× 0. In view of the proof of Lemma 5.1 and Lemma
1.5(c) and (15)) the assertion is then clear. For (b), just note that Ttf can be thought of
as being of the form τ 1/2β∗LV for V ∈ Γ(φTX). Away from tff (90) then implies
K(Ttf , N) = K(β
∗
Lτ
1/2V,N) = τ 1/2K(β∗LV,N),
which is obviously 0 when restricted to tf. The assertions extend to tff by continuity.
Now the space of sections of the bundle rescaled at tff and tf can be defined, using a
vector field Ntf normal to tf but tangent to the fibres of tff:
D ≡ Dtff ,tf :=
{
u ∈ Dtff | (∇Gr(tff)Ntf )ku|tf ∈ Clktf
}
.
Again, this definition gives the space of sections of a vector bundle Gr( END) and is
independent of the choices made:
Proposition 5.9 (a) D = Γ(X2H ,Gr( END)).
(b) D = {u ∈ Γ(END)| ∇ku|tff ∈ (T ∗X2H)k ⊗ Clktff , ∇lu|tf ∈ (T ∗X2H)l ⊗ Clltf} .
Proof. (a) follows from iterating the argument in the case of a simple rescaling, (b)
follows from Lemma 5.8 and the fact that ∇Gr(tff) on Grtff( END) is just induced from the
connection on END.
From now on, part (b) in this Proposition will be our preferred definition of D.
The rescaling Grtf(NΛ(tff)) of the bundle NΛtff at tff ∩ tf can be defined in the same
way, using the connection ∇NΛ(tff) and the filtration at tf∩tff induced from Lemma 5.3(b).
The description of the bundle Gr( END) over the faces tf and tff then follows the lines
set out above: The space of sections over the faces F = tf, or F = tff is given by
D/ρFD,
which can be described using
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Lemma 5.10 ρFD = {u ∈ D| ∇ku|F ∈ (T ∗X2H |F )k ⊗ Clk−1F }.
Then choosing projections P = PF of TX
2
H|F onto a normal subspace to F – of course
Ptf needs to be tangent to the fibres of tff – the maps
u 7−→
{
u|tf,Gr = (u|tf , Ptf∇u|tf , . . . , 1n!Ptf(∇nu)|tf)
u|tff,Gr = (u|tff , Ptff∇u|tff , . . . , 1(h+1)!Ptff(∇h+1u)|tff)
give exact sequences
0 −→ D/ρtff D −→ D |tff,Gr−→ C∞(tff,Grtf(NΛ(tff))) −→ 0,
0 −→ D/ρtf D −→ D |tf,Gr−→ C∞(tf,NΛ(tf)) −→ 0,
where we have written NΛ(tf) := ⊕k(N∗tf)k ⊗ Clktf / Clk−1tf . Of course, there are also
induced restriction maps
|tff,Gr : C∞(tf,NΛ(tf))→ C∞(tf ∩ tff,NNΛ(tf, tff)),
|tf,Gr : C∞(tff,Grtf(NΛ(tff)))→ C∞(tf ∩ tff,NNΛ(tf, tff)),
defined by
u|tff,Gr = ( 1
j!
Ptff(∇ju)|tff)j=1,... ,h+1 and u|tf,Gr = ( 1
j!
Ptf(∇NΛ(tff))ju|tf)j=1... ,n.
The vector bundle on the RHS is NNΛ(tf, tff) =⊕nm=1NNΛm(tf, tff). Its part of grade
m is defined as
(N∗tf)m ⊗
[⊕
j+l=mΛ
jdV ∗∂X ⊗ (N∗tff)l ⊗ Λlφ∗bT ∗B
]
⊗ ENDCl(dT ∗X)(E). (93)
The restriction maps have been defined in such a way that restriction to the corner tf∩ tff
is well defined independent of the order
u|tf∩tf,Gr := u|tff,Gr|tf,Gr = u|tf,Gr|tff,Gr. (94)
Defining the (b-) connection on Ntf in analogy with (92) the analogue of Proposition 5.6
reads
Proposition 5.11 Let T ∈ Γ(bTtff/Y,tf/XX2H), i.e. T is tangent to the fibres tf/X and
tff/Y . Then∇T maps D to itself and thus induces a connection∇T ∧= ∇GrT on Gr( END).
Restricted to the faces tf and tff this has the form
(a) (∇Tu)|tf,Gr = (∇T − 12Ptf∇·K(T, ·))(u|tf,Gr) =: ∇NΛ(tf)T (u|tf,Gr)
(b) (∇Tu)|tff,Gr = (∇T − PtffK(T, ·)− 12Ptff∇·K(T, ·))(u|tff,Gr) = ∇NΛ(tff)T (u|tff,Gr)
(c) (∇Tu)|tff∩tfGr = (∇NΛ(tff)T − 12Ptf∇NΛ(tff)· KNΛ(tff)(T, ·))(u|tff∩tf,Gr)
Proof. As in Proposition 5.6 this follows from the commutator identity in Lemma 5.7
and the properties of the curvature described in Lemma 5.8. In addition, one has to verify
that the term ∇·K(T, ·) (is of order 2 and) preserves Cl(xbT ∗X) at tf! This will follow
from the more concrete calculation of this term in Proposition 5.16 below. Note also that
K(T, ·) vanishes at tf.
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5.2 The Rescaled Calculus and Normal Operators
Using the rescaled heat bundle Gr( END) we can introduce the corresponding “coefficient
bundle”
CBG := Gr( END)⊗KDH .
It is then straightforward to define the rescaled heat calculus as
Ψl,m,pG,cl (X,E) := ρ
l
tf ρ
m
tff ρ
p−v
hbf
.
C
∞
tf,tff,hbf(X
2
H ,CBG),
for l > 0, m ≥ 0, p ≥ −v. For l = 0, we set
Ψ0,m,pG,cl (X,E) := ρ
m
tff ρ
p−v
hbf
.
C
∞
tf,tff ,hbf(X
2
H ,CBG)
and we remind the reader that A ∈ .C∞tf,tff,hbf(X2H ,CBG)tf satisfies the mean value condition∫
φTX/X
ι(t
∂
∂t
)[A|tf ]0 = 0.
The notation []0 is meant to indicate the order 0-part of the restriction. As usual, there
are definitions for the extended (rescaled) calculi.
The rescaled heat calculus is a refinement of the usual heat calulus in the sense that
we have an inclusion of the spaces of sections
Ψl,m,pG,cl (X,E) ⊂ Ψl,m,pH,cl (X,E).
Therefore the action on sections and the composition of rescaled operators is well defined.
It is important to know, however, that the composition of rescaled operators is again a
rescaled operator. It is an advantage of our invariant definition of D that it allows for a
relatively easy proof of the following refinement of Theorem 4.6 for rescaled operators:
Theorem 5.12 (Rescaled Composition Formula) Let Rtf , Ltf ≥ 0. Then composi-
tion gives a map
ΨLG(X)×ΨRG(X) ◦−→ ΨMG (X)
with index set given by
Mhbf = (Lhbf +Rhbf)∪(Ltff +Rhbf)∪(Lhbf +Rtff)
Mtff = Ltff +Rtff , Mtf = Ltf +Rtf
Proof. We do not give the details of this proof here. Basically, the bundle END(E) on
X2H can be lifted to X
3
H from the left and the right, using πH,L, πH,R. Composition of
endomorphisms gives a well defined map
π∗H,L END(E)⊗ π∗H,R END(E) −→ π∗H,M END(E).
The connections used in the definition of the rescaling can be lifted to X3H in the same way.
Using compatibility of these connections with this product, as well as with the pullback
and pushforward operations, the proof then boils down to Leibniz’ rule.
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Normal operators for our rescaled heat calculus can now be defined in complete analogy
with Section 4.3. For A ∈ Ψl,m,pG,cl (X) define the normal operators of A at the faces tf and
tff by
NG,tf,l>0(A) := t
1−l/2A|tf,Gr ∈ ρm−ltff
.
C
∞
tff(tf, tKDH ⊗ Λtf)
NG,tf,0(A⊕ c) := tA|tf,Gr ⊕ c ∈ ρmtff
.
C
∞
tff(tf, tKDH ⊗ Λtf)tf ⊕C
NG,tff ,m(A) := (x
′)−mA|tff ,Gr ∈ ρltf ρp−v−mhbf
.
C
∞
tf,hbf(tff,KDH ⊗Grtf(Λtff)).
Our aim is to construct the heat kernel for D2 in the rescaled calculus. This means that
we have to describe the action of tD2 and t ∂
∂t
on D at the faces tf and tff. To see what
this requires, consider the Lichnerowicz formula for Dd
t(Dd)2
∧
= tβ∗Lg
−1
d (∇,∇) + tβ
∗
L
κdX
4
+ tcd,L(β
∗
LF
E/S,d), (95)
where the notation is meant to emphasize that we are looking at the operator lifted to
X2H from the left. Thus we will have to calculate the normal operators for
t
∂
∂t
, ∇, tβ∗Lg
−1
d , t
1/2cd,L, tκ
d
X , tcd,L(β
∗
LF
E/S,d). (96)
As in Proposition 5.11 we will show that all of these operators map D to D in an appro-
priate sense by calculating their commutators with ∇l.
Let us start with the analysis of the action of ∇. The main point is to calculate the
curvature terms in Proposition 5.11. However, instead of considering the action of general
sections in bTtff/Y,tf/XX
2
H on D we now restrict to the special class of sections of the type
W := 〈t1/2β∗H,LdTX, t
∂
∂t
〉 = 〈τ 1/2β∗H,LφTX, t
∂
∂t
〉. (97)
The essential property of sections in W is that they are tangent to the fibres in tf/X and
tff/Y . At tff this is also true for sections in β∗H,L
φTX , which is why we will occasionaly
drop the factor τ 1/2 on the RHS in (97). Restricting to the classW allows us to make sense
of the formulas in Proposition 5.11 on all of X2H and to follow the conventions described
in Remark 5.5 more consistently. Thus, allowing from now on the shorthand βL ∼ βH,L,
we introduce the following notation for our connections:
• ∇ describes the action of TX2H on W and END(E) and represents the connection
used in the definition of D.
∇ : Γ(W)→ Γ(T ∗X2H ⊗W) with ∇N t1/2β∗LV = t1/2β∗L∇dβ∗LV and ∇N t
∂
∂t
= 0.
• ∇ describes the action of W on TX2H and END(E). It represents the connection
used in the definition of our operators acting on D.
∇ : Γ(TX2H)→ Γ(W∗ ⊗ TX2H)with
∇t ∂
∂t
N = [t
∂
∂t
, N ] and ∇t1/2β∗LVN = t
1/2 β∗L∇dN β∗LV + [t1/2β∗LV,N ] (98)
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It is easy to see that these definitions are compatible with the definition (92) of ∇Ntff in
the last Section. Note that the (b-) connections on Ntf and Ntff are curvature-free by the
Jacobi identity. Also in some cases they are rather easy to calculate:
Lemma 5.13 Let α ∈ Γ(T ∗X), [φ∗ω] ∈ Γ([H∗∂X ]), let W ∈ Γ(φTX) and A ∈
Γ([φN∂X ]). Then Ptfβ
∗
Lα ∈ N∗tf, Ptffβ∗L[φ∗ω] ∈ N∗tff and
(a) ∇N
∗tf
τ1/2β∗LW
(Ptfβ
∗
Lα) = α(W ) dτ
1/2, and ∇N
∗tf
t ∂
∂t
(Ptfβ
∗
Lα) = 0
(b) ∇N
∗tff
β∗LA
(Ptffβ
∗
L[φ
∗ω]) = φ∗ω(A/x) dx, and ∇N
∗tff
t ∂
∂t
(Ptffβ
∗
Lα) = 0
(c) ∇N
∗tf
τ1/2β∗LW
dτ 1/2 = 0 and ∇N
∗tf
t ∂
∂t
dτ 1/2 = 1
2
dτ 1/2
(d) ∇N
∗tff
β∗LW
dx = 0 and ∇N
∗tff
t ∂
∂t
dx = 0.
Proof. As an example, let us do the first part in (a) (leaving out the ubiquitous β∗L):
∇τ1/2Wα (N)
(98)
= τ 1/2W α(N)− α
(
τ 1/2x∇dN
1
x
W + [τ 1/2W,N ]
)
(∗)
= dα(τ 1/2W,N) +N α(τ 1/2W )
(∗∗)
= dτ 1/2(N)α(W ),
where, in (∗) and (∗∗), we have used the fact that τ 1/2 vanishes at the face tf.
In order to make the calculation of normal operators look as invariant as possible, we
will consider rescaled “calculi” with coefficients in W and W∗, the definition proceeding
just as before. Also write K = [∇,∇], which is the restriction of the curvature K to
Γ(W∗ ⊗ T ∗X2H ⊗ END(E)), and similarly K = [∇,∇]. We can now restate Proposition
5.11 as a refinement of Proposition 4.7:
Proposition 5.14 The maps
Ψl,m,pG,cl (X)
∇−→ Ψl,m,pG,cl (X,W∗), Ψl,m,pG,cl (X)
∂
∂t−→ Ψl−2,m−2,pG,cl (X)
have the following general form when restricted to the different faces
(a) NG,tf,l(∇A) = (∇− 12Ptf∇K)NG,tf,l(A) =∇NΛ(tf)NG,tf,l(A)
(b) NG,tff,m(∇A) = (∇− PtffK− 12Ptff∇K)NG,tff ,m(A) =∇NΛ(tff)NG,tff ,m(A)
(c) NG,tf,l−2( ∂∂tA) =
{ −1
2
(LRφ + 2− l − N)NG,tf,l(A) for l > 2
−1
2
(LRφ + 2− l − N)NG,tf,2(A)⊕−
∫
φTX/X
NH,tf,2(A) for l = 2
(d) NG,tff,m−2( ∂∂tA) = L ∂∂τNG,tff,m(A)
Here N denotes the number operator in Λtf . Note also that ∇
N∗tf
Rφ dτ
1/2 = 0.
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Proof. This is really just a reformulation of Proposition 5.11. For (c) and (d) just recall
that we now also have to consider the action of ∇t ∂
∂t
on N∗tf and N∗tff, which is 1/2 on
N∗tf and 0 on N∗tff according to Lemma 5.13.
For the calculation of these curvature terms it will be useful to list some further prop-
erties of the curvature K at the faces tf and tff. It has been shown in Lemmas 5.2(a) and
5.8(a) that
K(Ttf , · )|tf ∈ N∗tf ⊗ Cl2tf / Cl1tf and K(Ttff , · )|tff ∈ N∗tff ⊗ Cl2tff / Cl1tff (99)
are well defined for vectors Ttf , Ttff tangent to tf, tff. Using the identifications (88,89) we
now show a more precise result:
Lemma 5.15 (More Properties of the Curvature) For the faces F = tf, tff, let TF ,
NF be vector fields on X
2
H tangent respectively normal to F . Also, we assume that TF are
lifted from vector fields on X2b × [0,∞[ tangent to the blown down faces F .
(a) K(Ttf , Ntf)|A∈φTX = dτ 1/2(Ntf)K(Ttf , β∗LA) modulo Cl1tf
(b) K(Ttff , Ntff)|B∈φN∂X = dx(Ntff)K(Ttff , 1xβ∗L[B]) modulo Cl1tff .
Here [B] denotes a choice of extension of B to [φN∂X ].
Proof. The proofs of (a) and (b) follow the same pattern. To prove (b), note that
K(Ttff , Ntff)|0∈φN∂X ∈ Cl1tff . (100)
This can be seen by looking at the map π flipping sides in X2H . Since, by assumption,
the vector Ttff is lifted from a vector on X
2
b × [0,∞[, tangent to Fφ ×{0}, we can restrict
ourselves to the following situation:
π(Ntff) = Ntff and π(Ttff) = Ttff + V Fφ at the zero-section of tff → Fφ.
Using (b) above, we get
K(Ttff , Ntff) = −K(π(Ttff), π(Ntff)) ∈ −K(Ttff , Ntff) + Cl1tff ,
which proves (100). It now suffices to calculate the derivative of K(Ttff , · ) in Λ2tff along
the fibres of tff. But from (90), the assumption on Ttff and Corollary 1.7, this is just a
linear combination of sections of the type
β∗L[φ
∗ω]⊗ β∗Lξ, β∗R[φ∗ω]⊗ β∗Rξ, with [φ∗ω] ∈ Γ(X, [H∗∂X ]), ξ ∈ Γ(X, End(E))
Thus for B ∈ φN∂X representing a point in the fibre, we can use Lemma 5.13(b) (and its
analogue for sections lifted from the right) to get
(∇β∗LBK(Ttff , · ))(Ntff) = dx(Ntff)K(Ttff ,
1
x
[β∗LB]),
which proves the claim.
The curvature terms in NG,tf(∇), NG,tff(∇) can now be calculated. Readers, who feel
uneasy about the signs or the different factors of x in the formulas should (hope that the
author has made no mistake and) consult Definition 1.12 and Appendix A.1.
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Proposition 5.16 (a) Using the identification (88) we have for A ∈ φTX
(Ptf∇K)(·, τ 1/2β∗LA, ·)|B∈φTX = ( dτ 1/2)2
1
2
εd[〈x2Rd(·, ·)(B + νtf |0), A〉φ]
=: ( dτ 1/2)2
(
1
2
εd[〈x2Rd(·, ·)B,A〉φ] +Qtf(A)
)
∈ Λ2(tf).
Here νtf |0 is the vector field Ptf/ dτ 1/2 at the zero section in φTX.
(b) Using the identification of (89) we find for W ∈ φTX
(PtffK)(β
∗
LW, ·)|B∈φN∂X = −
1
2
dx(εd, cd)(〈xSd(W )·, ·〉φ)
= −1
2
dx
[
(εd, cd)〈Sφ(W )·, ·〉d + ε( dx
x
)cd(W/x)
]
∈ Λ1(tff)
covariant constant along the fibres tff/Fφ.
(c) Let A ∈ Γ(φN∂X). Then
(Ptff∇K)(·, β∗LA, ·)|B∈φN∂X = ( dx)2
1
2
εd[〈φ∗RB,b(·, ·)([B] + xνtff |0), [A]〉φ]
=: ( dx)2
(
1
2
εd[〈φ∗RB,b(·, ·)[B], [A]〉φ] +Qtff(A)
)
∈ Λ2(tff).
Here, νtff |0, is the vector field Ptff/ dx evaluated at the zero section in tff → Fφ
and [A], [B] denote choices of extension of A,B into [φN∂X ]. The result is clearly
independent of that choice.
(d) Now let V ∈ Γ(V ∂X). Then
(Ptff∇K)(·, β∗LV, ·)B∈φN∂X =
1
4
( dx)2(εd, εd)〈x2Ωφ(·, ·), V 〉φ
=
1
4
( dx)2(εd, εd)〈ΩM(·, ·), V 〉M,b] ∈ Λ2(tff).
Again, this term is covariant constant along the fibres tff/Fφ.
Note that, except for the term in (b), none of these terms contain a ε( dx
x
)-contribution.
Proof. The proof of (a) at tf is easy. First, recall again that
K(τ 1/2β∗LA,N) = τ
1/2K(β∗LA,N)
vanishes at tf since τ 1/2 vanishes there. Thus
(Ptf∇K)(N, τ 1/2β∗LA,N) = dτ 1/2(N)K(β∗LA, PtfN),
and we can calculate the derivative along the fibre as in the proof of Lemmas 5.8(a) and
5.15. In this case, however, the constant term along the fibres does not vanish, accounting
for the term Qtff(A) in the formula. Now using (90) and writing
gd(R
d(A,B)·, ·) = gφ(x2Rd(·, ·)B,A),
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gives the result.
It remains to show that the RHS in (a) really is an element in Cl2tf . This should be
clear for the linear term in the fibres by Proposition 5.6(c). It is also true for Qtf(A), since
νtf is tangent to the fibres tff/Y , and can therefore be written in the form νtf = β
∗
LC+xN
for C ∈ Γ(φTX), N ∈ Γ(TX). Then
Qtf(A) = K(β
∗
LA, (β
∗
LC + xN)|0∈φTX) = xK(β∗LA,N) + Cl2tf ,
but the order-2 part of K(β∗LA,N) is seen to be in xΛ
2bT ∗X in part (b)!
Part (b) follows from (90) and Proposition 1.14 (a). The proof of (c) is completely
analogous to (a) once we restrict ourselves to A,B ∈ φN∂X with extensions [A], [B] in
[φN∂X ] as stated. Then again
(Ptff∇K)(N, β∗LA,N)|tff = dx(N)K(
1
x
β∗L[A], PtffN), (101)
and the result follows by calculating the derivative along the fibres as in Lemma 5.8(d)
and Lemma 5.13. Finally (d): For V ∈ V ∂X , A1, A2 ∈ φN∂X the term at tff,
∇NK(N, β∗LV ) =
1
2
β∗Lcd((∇dNRd)(V,N)),
was calculated in Proposition 1.14 (b).
Having described the role of the conormal bundles N∗tf and N∗tff, and used them in
our calculations, we allow ourselves to assume from now on that
N∗tf is trivialized by dτ 1/2 and N∗tff is trivialized by dx ,
to simplify our formulas a bit. Then, recalling Lemma 4.2, the rescaled bundle tf looks
like
Λ(tf) = Λ(xbT ∗X)⊗ ENDCl(dT ∗X)(E) −→ φTX.
Also, ∇ restricts to the fibres of tf → X as the trivial connection ( d END, d φTX/X). The
rescaled bundle over the interior of tff (i.e. without the second rescaling) looks like
Λ(tff) = Λ(φ∗bT ∗B)⊗ ENDCl(φ∗bT ∗X)(E) −→ φN∂X ×Y ∂X×]0,∞[τ1/2 .
The induced connection on the fibres tff/Y is trivial along the fibres of p :
φN∂X×]0,∞[τ1/2→ ∂X . One could write it as (p∗∇END,dv· , p∗∇φN∂Xv· ).
Corollary 5.17 (Explicit Form of the Induced Rescaled Connection)
Denote by x, y the linear variables in the fibres of φTX and φN∂X respectively. Then for
A ∈ φTX, B ∈ φN∂X and W ∈ V ∂X
(a) ∇
Λ(tf)
A = ι(A) d END − 14 ε[〈x2Rd(·, ·)x, A〉φ]− 12Qtf(A))
(b) ∇
Λ(tff)
W =∇
END,d
vW − 12(εd, vcd)〈Sφ(W )·, ·〉d− 14 εd(x2〈Ωφ(·, ·),W 〉φ)+ 12 εd( dxx )cd( 1xvW )
=: ∇̂
Λ(tff)
W +
1
2
εd(
dx
x
)cd(
1
x
vW )
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(c) ∇
Λ(tff)
B = ι(B) d END − 14 εd[〈φ∗RB,b(·, ·)y, B〉φ]− 12Qtff(B)).
Let us now describe the action of the Clifford action and of the metric in (96).
Proposition 5.18 The metric gives a map
Ψl,m,pG,cl (X)
tβ∗Lg
−1
d−→ Ψl,m,pG,cl (X,W∗ ⊗W∗)
such that, in view of (88, 89), NG,tf(tg
−1
d ) = g
−1
φTX/X
and NG,tff(tg
−1
d ) = τg
−1
φN∂X/Y
.
To describe the Clifford action at tf and tff, we use the partial Clifford action md on
Λ(tff), given for α ∈ dT ∗X by
md(α) := cd(vα) + εd(nα).
Also, we recall that the map δ∗h : x
bT ∗X|∂X → dT ∗X|∂X was described in Lemma 1.9.
Proposition 5.19 The (left) Clifford action of an element xα ∈ Γ(xbT ∗X) =
Γ([dV ∗∂X ]) gives a map
Ψl,m,pG,cl (X)
τ1/2β∗Lcd(xα)−→ Ψl,m,pG,cl (X).
It restricts to the faces as
(a) NG,tf,l(τ
1/2β∗Lcd(xα)A) = dτ
1/2 ε(xα) ◦NG,tf,l(A) ∧= ε(xα) ◦NG,tf,l(A)
(b) NG,tff,m(τ
1/2β∗Lcd(xα)A) = τ
1/2(cd(xvα) + dx ε(hα)) ◦NG,tff,m(A)
∧
= τ 1/2md(δh(xα)) ◦NG,tff,m(A).
Proof. Part (a) follows from the fact that τ 1/2β∗Lcd(xα) vanishes at tf and
∇End,dN τ 1/2β∗Lcd(xα)|tf = dτ 1/2(N)β∗Lcd(xα)|tf + τ 1/2∇End,dβ∗Lcd(xα)|tf ,
where the last summand again vanishes at tf. To prove (b), first note that τ 1/2cd(xα)
restricts as τ 1/2cd(xvα) at tff. The first order contribution of τ
1/2cd(xα) at tff can be
calculated using Lemma 1.11
∇End,dN τ 1/2cd,L(xα) = τ 1/2cd,L(∇dNxα) = τ 1/2 dx(N)cd,L(hα),
as claimed.
A slightly different formulation of the last result will also be of some use:
Corollary 5.20 At tf, the rescaled restriction to the corner is given by
(a) |tff,Gr = md ◦ δh : Cl(xbT ∗X) −→ Cl(dV ∗∂X)⊗ Λφ∗bT ∗B|∂X in Grtff( END),
(b) |tff,Gr = δh : Λ(xbT ∗X) −→ ΛdT ∗X|∂X in Gr( END).
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We are left with the analysis of the behavior of the scalar curvature term tκX in (96).
Now near ∂X we can write, using Corollary 1.7
tκX = t traa′(〈(g−1d )bb′ , aRd(·a′, ·b)b′〉)
= τ traa′(〈(g−1φ )bb′ , avRφ(·a′, ·b)vb′〉) + τ traa′(〈(g−1φ )bb′ , aφ∗RB,b(·a′ , ·b)b′〉).(102)
This is a C∞-function on X2H , which vanishes at tf. At tff the second summand on the
RHS vanishes, since the curvature φ∗RB,b vanishes when evaluated on a vertical vector.
Since the Bφ-term in (20) also vanishes on vertical vectors, we are left with
tκX |tf = 0, tκX |tff = τκM/Y .
Putting everything together, we have found the following description of D2 at the different
faces:
Corollary 5.21 The square of the Dirac operator gives a map
Ψl,m,pG,cl (X)
tD2−→ Ψl,m,pG,cl (X)
with
(a) NG,tf(tD
2) = NG,tf(t(D
d)2)
∧
= g−1φTX/X(∇
Λ(tf),∇Λ(tf)) + εd(x
2FE/S,d(·, ·)) =: HX
(b) NG,tff(tD
2) = NG,tff(t(D
d)2)
= τg−1φN∂X/∂X(∇
Λ(tff),∇Λ(tff)) =: τHB
+τ
(
g−1M/Y (∇
Λ(tff),∇Λ(tff)) +
κM/Y
4
+md(δh(x
2FE/S,d(·, ·)))
)
=: τB2
Remark 5.22 Using the definition of ∇̂
Λ(tff)
given in Corollary 5.17 we set
B̂2 := g−1M/Y (∇̂
Λ(tff)
, ∇̂
Λ(tff)
) +
κM/Y
4
+md(δh(x
2FE/S,d(·, ·))).
Then B̂2 (truly) commutes with ε( dx
x
) and we can write B2 as
B̂2 + ε(
dx
x
)
[
D
φ,V − 1
2
(εd, εd, cd)〈xBφ(·, ·), ·〉d − 1
8
(εd, εd, cd)〈xΩφ(·, ·), ·〉d
]
. (103)
Recall that our model space φN∂X → Y can be identified with bHM → Y using the map
δh. Also the Clifford algebra Cl(
dT ∗X|∂X) will be identified with Cl(bT ∗X|M) in that way.
Using Definition 1.12 and Lemma 1.13 we find
ΩM = x
2Ωφ, ”xSM = Sφ +
1
2
Bφ”, R
Y = φ∗RB,b, m = md ◦ δh ◦ x.
In the case Bφ = 0, for instance if gφ is a product near the boundary, we thus have
Sφ = xSM and B̂
2 = A2M , i.e. (103) is of the classical form.
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Proof. These are direct consequences of the Lichnerowicz formula (95) for the Dirac
operator Dd and the calculations made in the above series of Propositions, especially 5.14
and 5.16. To see that we can use the Dirac operator Dd instead of D, note that by the
Lichnerowicz formula and Lemma 1.6(c) the difference of their squares:
t(D2 − (Dd)2) = txv/2(Dd)2x−v/2 − t(Dd)2 = tg−1d (xv/2∇x−v/2, xv/2∇x−v/2)− tg−1d (∇,∇)
= −vt∇Xd + t
v2
4
− tv
2
〈g−1d , (∇
dx
x
)〉 = −vt∇Xd −
v2
4
t +O(x, t),
vanishes at tff and tf.
5.3 The Rescaled Heat Kernel and the Index
The aim of this Section is to prove an extension of Theorem 4.9 in the rescaled heat
calculus. We start writing down the solutions of the model problems at tf, tff by adapting
the results in Appendices A.4 and A.5 to our setting.
Proposition 5.23 (a) The heat kernel for HX
KHX (x, t) := p(x
2Rd,x, t) exp(
1
2
〈x2Rd · νtf |0,x〉φ) exp(−x2FE/S,d) dt dvolφTX/X
is in Ψ2,0G,s,cl(
φTX/X,Λ(tf)) with normal operator at tf(φTX) = tf(X2H) given by
NG,tf,2(KHX )(x) = p(x
2Rd,x, 1) exp(
1
2
Qtf(x)) exp(−x2FE/S,d) dt dvolφTX/X .
Recall that Qtf(x) = 〈x2Rd · νtf |0,x〉φ.
(b) The heat kernel for HB
KHB (y, τ) := p(φ
∗RB,b,y, τ) exp(
1
2
Qtff(y)) dτ dvolφN∂X/∂X
is in Ψ2,0G,s,cl(
φN∂X/∂X,Λ(tff)) with normal operators at tf = φN∂X and ti given by
N ′G,tf,2(KHB)(y) = p(φ
∗RB,b,y, 1) exp(
1
2
Qtff(y)) dτ dvolφN∂X/∂X ,
N ′H,ti,0(KHB)(y) =
√
4π
−h−1
exp(−‖y‖2/4) dτ dvolφN∂X/∂X .
Recall that Qtff(y) = 〈xφ∗RB,b · νtff |0,y〉φ. Also, the notation N ′G,tf is used to remind the
reader that these are the normal operators defined using τ as the temporal variable as
in Appendix A.4. Also, we emphasize that all the normal operators above commute with
ε( dx
x
).
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Proof. We prove (a) using (the generalization to families of) Proposition A.8. The con-
nection∇
Λ(tf)
A , for A ∈ φTX , appearing in the definition ofHX was calculated in Corollary
5.17(a):
∇
Λ(tf)
A = ι(A) d END −
1
4
gφTX/X(x
2Rd(·, ·)x, A)− 1
2
Qtf(A).
This is of the form required in Theorem A.7 with R = x2Rd and q = Qtf . The underlying
vector space W is any fibre of the bundle φTX → X , the metric gW is given by the fibre
metric gφTX/X and the coefficient algebra A is Λev(x bT ∗X)⊗ ENDCl(dT ∗X)(E).
Theorem 5.24 (Rescaled Heat Kernel) The heat kernel for D2 is an element
K ∈ ΨHG(X,E), H = (2 +N, 2 +N, 0 +Hhbf) as in (86).
Its rescaled normal operators at the different faces are (well defined and) given by
(a) NG,tf,2(K)(x) = p(x
2Rd,x, 1) exp(1
2
Qtff(x)) exp(−x2FE/S,d) dt dvolφTX/X
(b) NG,tff,2(K)(y, τ) = KHB(y, τ)/ dτ · KB2(τ)
= p(φ∗RB,b,y, τ) exp(1
2
Qtff(y)) dvolφN∂X/∂X KB2(τ),
(c) NH,hbf,0(K) = [Π◦][exp(−tD2Y )] 1√4πte−(ln(s))
2/4t ds
s
Proof. The solutions at the faces patch together because of Corollaries 1.7 and 5.20.
We thus get a parametrix which solves the heat equation to first order in the rescaled
heat calculus. This is transformed into a parametrix with a smooting remainder using the
Composition Formula 5.12. Then a final inversion step as in Section 4.3 is performed.
Remark 5.25 As in Theorem 4.11, we can show that Hhbf = N. In the following para-
graphs we assume that we have shown the Theorem in this form, if only for reasons of
notational simplicity.
The Regularized Supertrace
Let us note what we have achieved w.r.t. the local supertrace of the heat kernel by
introducing the rescaling. Denote again by △H the lift of the diagonal △X × [0,∞[ to
X2H . First, using our notation for blowups we get
△H = [X × [0,∞[t1/2 , ∂X × {0}].
The behavior of general elements in the rescaled heat calculus w.r.t. the local supertrace
is now described in parts (c) and (d) of the following
Lemma 5.26 (a) tKDH |△H = τ−n/2β∗△H ,RφΩ(X) dt = ρv−1hbf ρ−h−2tff ρ−ntf β∗△H ,RΩ(X) dt
(b) str : Ψ2,2,0H (X,E) −→ ρ−1hbfρ−h−2tff ρ−ntf C∞(△H , β∗△H ,RΩ(X) dt)
96 5 RESCALED D-HEAT CALCULUS
(c) str : Ψ2,2,0G (X) −→ C∞(△H, β∗△H ,RbΩ(X) dt)
(
= tC∞(△H , bΩ(△H))
)
(d) β∗△H ,R
bΩ(X)|tf∩△H ∧= bΩ(X), β∗△H ,RbΩ(X)|tff∩△H
∧
= dτ
1/2
τ1/2
Ω(∂X) = bΩ(tff).
Of course, an element L(t) ∈ C∞(△H , β∗△H ,RbΩ(X)) will in general not be integrable for
fixed t = T . We therefore have to consider the regularized integral
reg
z=0
∫
X,T
xzL(T ),
as in Section 3.8. There we showed that the limit of the regularized supertrace
Strd(K(T )) = reg
z=0
Str(xzK(T )) = reg
z=0
∫
X,T
xz str(K(T ))/ dt
of the heat kernel at large times equals the extended L2b -index of D, denoted by ind−(D).
To analyze the behavior of this supertrace for small times we have to improve Lemma
5.26 further:
Lemma 5.27 (Small Time Limit of the Heat Supertrace)
(a) The local supertrace str(K(t))/ dt ∈ C∞(△H , β∗△H ,RbΩ(X)) vanishes in tf ∩ tff and
tff ∩ hbf.
(b) lim
T→0
Strd(K(T )) = lim
T→0
reg
z=0
∫
X
xz str(K(T ))/ dt =
∫
tff∩△H str(K)|tff+
∫
tf∩△H str(K)|tf ,
the RHS being well defined because of (a).
Proof. (a) follows from the fact, proved in Theorem 5.24(a) and (c) (see also the remark
in Proposition 5.16), that the restriction of K to these corners contains no contribution of
type εd(
dx
x
). Thus the supertrace has to vanish there.
To prove (b) we localize around the corner tf ∩ tff (the argument at tff ∩ hbf is even
easier), where we can use the coordinates x and τ 1/2. Then, using the vanishing at the
corner shown in (a), we can calculate the T → 0-limit as follows:
reg
z=0
∫
xza(x,
T 1/2
x
)
dx
x
=
∫
a(x,
T 1/2
x
)
dx
x
= −
∫
a(
T 1/2
τ 1/2
, τ 1/2)
dτ 1/2
τ 1/2
,
for a ∈ C∞c ([0,∞[×[0,∞[) with compact support and a(0, 0) = 0. We can decompose
a = b + a1 + a2 such that b vanishes at {x = 0} ∪ {τ 1/2 = 0}, and a1 = a(0, τ 1/2) and
a2 = a(x, 0). Thus
reg
z=0
∫
xza(x,
T 1/2
x
)
dx
x
=
∫
b(x,
T 1/2
x
)
dx
x
+
∫
a(x, 0)
dx
x
−
∫
a(0, τ 1/2)
dτ 1/2
τ 1/2
T→0−→
∫
a(x, 0)
dx
x
−
∫
a(0, τ 1/2)
dτ 1/2
τ 1/2
,
which proves the claim.
5.3 The Rescaled Heat Kernel and the Index 97
We can now calculate the (extended L2b-) index of D (resp. the extended L
2
d-index of
Dd), using an extension of the McKean-Singer formula. Starting from (67) we have
ind−(D) = lim
T→∞
reg
z=0
Str(xzK(T )/ dt)
= lim
T→0
reg
z=0
Str(xzK(T )/ dt) +
∫ ∞
0
reg
z=0
∂
∂T
Str(xzK(T )) (104)
For the second summand, we apply the usual trick:
∂
∂T
Str(xzK(T )) =
1
2
Str(xz[D,D]K(T )) =
1
2
Str(xz[D,DK(T )])
=
1
2
Str([D, xzDK(T )]− [D, xz]DK(T )) = −1
2
Str(zxzcd(
dx
x
)DK(T ))
The integrand in the second summand in (104) therefore becomes
−1
2
res
z=0
Str(xzcd(
dx
x
)DK(T )) = −1
2
∫
∂X
str(NH,hbf,0(cd(
dx
x
)DK(T )))
= −1
2
∫
∂X
tr
(
ǫΠ◦cd(
dx
x
)[DY + cd(
dx
x
)s
∂
∂s
][exp(−TD2Y )]
1√
4πT
e−(ln(s)
2)/4T
)
|s=1
= − 1
4
√
πT
∫
∂X
tr(ǫΠ◦cd(
dx
x
)DY [exp(−TD2Y )])
= − 1
4
√
πT
∫
Y
trK(ǫ cd(
dx
x
)DY [exp(−TD2Y )]) =:
1
2
η(DY ,K, T ).
This is the usual eta-integrand for the operator DY , see for instance [Va]. Note however
that the underlying vector bundle K → Y is graded by ǫ and not just ǫB ∧= ǫbT ∗B. Also
recall from Section 3.5 that DY might have a rather complicated structure in general. In
any case the eta-term vanishes when h + 1 is odd, since
trK(ǫ cd(
dx
x
)DY [exp(−TD2Y )]) = trK(ǫ ǫ2B cd(
dx
x
)DY [exp(−TD2Y )])
= trK(ǫB ǫ ǫB cd(
dx
x
)DY [exp(−TD2Y )]) = − trK(ǫ cd(
dx
x
)DY [exp(−TD2Y )]).
We have used that cd(
dx
x
)DY [exp(−TD2Y )] is even w.r.t. ǫB and that ǫ ǫB = − ǫB ǫ, when
h+ 1 is odd.
The calculation of the other summand in (104) is straightforward, using Lemma 5.27.
Recall that Qtf(0) = 0 as well as Qtff(0) = 0, so the corresponding terms in Theorem 5.24
do not contribute in the supertrace:
Lemma 5.28 The contributions at tf and tff are
(a) str(K)/ dt|tf∩△H =
√
2πi
−n
topΛdT ∗X [Â(R
d) Ch(FE/S,d)]
(b) str(K)/ dt|tff∩△H =
√
2πi
−h−1
topΛbT ∗B[Â(R
Y )τ−NB/2 strE/B(ǫV ∗∂X KB2(τ))]
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Proof. First, at
◦
tf∼= φTX the density factor looks like τn/2tKDH |tf∩△H = φΩ(X) dt.
Therefore
str(K)/ dt|tf∩△H =
√
2/i
n topΛdT ∗X
dvoldT ∗X
(τn/2NG,tf,2(K)/ dt)
=
√
2/i
n
topΛdT ∗X [p(R
d, 0, 1) strE/S(exp(F
E/S,d))]
=
√
2πi
−n
topΛdT ∗X [Â(R
d) Ch(FE/S,d)].
In (b), using the counting function NB on Λ
bT ∗B and Lemma A.1 we get:
str(K)/ dt|tff∩△H =
√
2/i
h+1 topΛbT ∗B
dvol bT ∗B
(
xh+1
dτ
strE/B(NG,tff,2(K))|△H)
=
√
2/i
h+1
topΛbT ∗B
[
p(RY ,y = 0, τ) strE/B(KB2(τ))
] |△H
=
√
2πiτ
−h−1
topΛbT ∗B[Â(τR
Y ) strE/B(KB2(τ))]
=
√
2πi
−h−1
topΛbT ∗B[Â(R
Y )τ−NB/2 strE/B(KB2(τ))].
Using the definition of the fibred eta invariant in (117) and putting everything together
we get the following index theorem:
Theorem 5.29 (Index Theorem) For the Dirac operator D fulfilling (39) the index
formula
ind−(D) =
1
(2πi)n/2
∫
X
Â(Rd) Ch(FE/S,d) +
1
(2πi)(h+1)/2
∫
Y
Â(RY )η̂(Dφ,V , E) +
1
2
η(DY )
holds.
Note that since Rd ∈ Γ(Λ2T ∗X ⊗ End(dT ∗X)), the first integrand on the RHS is a
true form on the compact manifold X and integrability is automatic. The second and
third term on the RHS should be compared with the adiabatic limit formula (see [BiCh1],
[Da1]) for the eta invariant of a geometric Dirac operator on ∂X → Y under collapsing
of the metric in the fibres. We describe this in the case of the signature operator in the
next Section.
Theorem 5.29 contains the usual APS (or b-) index theorem (see [APS] or [Me3]) for
Dirac operators as the special case Z = {pt}. Also, note that D has pure point spectrum
when Dφ,V is invertible. Then on the LHS we have the true index of D and the eta-term
on the RHS vanishes. An extreme instance of this is the case B = {pt}, when only the
local term appears on the RHS.
5.4 The Signature Operator S
The signature operator on X for the metric gd is the operator
S
d = Dd = dd + d
∗
d on E = Λ
dT ∗X.
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It has the property that its square, (Sd)2, is equal to the Laplacian on forms △Λ dT ∗X .
Even if X is not spin, there is a local isomorphism E ∼= End(S(dT ∗X)). The grading
operator ǫ on E is given by the Clifford action of the volume element on the left spinor
factor. A short calculation shows that
ǫ = in/2cd(dvold) = i
n/2 ⋆d (−1)N(N−1)/2.
For n = dim(X) = 4k we have ⋆2d = 1 and the L
2
d-signature sgnL2(X, gd) of X is defined
as the signature of the quadratic form
α 7−→ (α, ⋆dα) on H2kHo(X, gd) := nullL2d(△Λ2k dT ∗X).
As before, the operator given by
S = xv/2Sdx−v/2 = xv/2 ddx−v/2 + xv/2 d
∗
dx
−v/2 =: d̂ + d̂
∗
is selfadjoint on L2b(X,Λ
dT ∗X) and its L2b-index equals sgnL2(X, gd). The φ-differential
operators
x d̂ , x d̂
∗
: C∞(X,Λ dT ∗X)→ C∞(X,Λ dT ∗X),
have well defined restrictions to vertical differential operators over the boundary, which
define the vertical cohomology of the boundary fibration:
Lemma 5.30 (a) dZ = x
−NZx d̂xNZ : C∞(∂X,ΛV ∗∂X)→ C∞(∂X,ΛV ∗∂X)
(b) d ∗Z = x
−NZx d̂
∗
xNZ : C∞(∂X,ΛV ∗∂X)→ C∞(∂X,ΛV ∗∂X)
(c) H(Z) = H( dZ) ∼= HHo( dZ) is a vector bundle over Y .
(d) H(x d̂) ∼= HHo(x d̂) = null(xS|∂X) ∼= C∞(Y, xNZHHo( dZ)⊗ Λ bT ∗B) etc.
Proof. Let α ∈ [dN∗∂X ] = bT ∗B. Then dα ∈ Λ2 bT ∗X and
[x d̂ , ε(α)]|∂X = [x d̂ , ι(α)]|∂X = 0 in C∞(∂X,Λ dT ∗X),
from which (a) and (b) follow. Parts (c) and (d) follow from the usual Hodge theoretic
arguments.
This Lemma shows that our main assumption (39) automatically holds for the signature
operator. Recall the notation
C∞(X,Λ dT ∗X)◦ = {ξ ∈ C∞(X,Λ dT ∗X) | ξ|∂X ∈ HHo(x d̂)}.
The indicial operators Ib( d̂), Ib( d̂
∗
), as well as the corresponding indicial families can be
defined as in Section 3.5. For instance
d̂Y (ξ|∂X) ≡ Ib( d̂)(0)(ξ|∂X) := (Π◦ d̂ξ)|∂X ,
with (ξ|∂X) ∈ HHo(x d̂) extended to ξ ∈ C∞(X,Λ dT ∗X)◦ is well defined on HHo(x d̂).
The operators d̂Y , ( d̂
∗
)Y have the following properties
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Lemma 5.31 (a) ( d̂Y )
∗ = ( d̂
∗
)Y and we just write this as d̂
∗
Y
(b) d̂Y is of total degree 1 on HHo(x d̂) = C
∞(Y, xNZHHo( dZ)⊗ Λ bT ∗B)
(c) (HHo(x d̂), d̂Y ) is an elliptical complex and H( d̂Y ) ∼= HHo( d̂Y ) is finite dimensional.
(d) C∞(∂X,Λ dT ∗X) ⊃ HHo(x d̂) = C∞(Y, xNZHHo( dZ)⊗ Λ bT ∗B) ⊃ HHo( d̂Y )
We have the following version of Proposition 3.15, describing the operators d̂Y , d̂
∗
Y :
Lemma 5.32 The operators d̂Y , d̂
∗
Y act on HHo(x d̂) = C
∞(Y, xNZHHo( dZ) ⊗ Λ bT ∗B)
as operators of total order 1, resp. −1. We have
d̂Y = Π◦
[
(h εd)∇Λ dT ∗X· − v εd λ(xnS∗φ(·)v) + εd(
dx
x
)(NZ − v
2
) (1, 0)
−v εd∇Λ dT ∗Xx∇φ· ν − (v εd, v εd, v ιd)〈R
d(Xd, ·)·, ·〉d (0, 1)
− 1
2
(v εd, v εd, n ιd)〈xBφ(·, ·), ·〉 d
]
(−1, 2)
d̂
∗
Y = Π◦
[
−(h ιd)∇Λ dT ∗X· − v ιd λ(xvSφ(·)n) + ιd(
dx
x
)(NZ − v
2
) (−1, 0)
+v ιd∇Λ dT ∗Xx∇φ· ν + (v ιd, v εd, v ιd)〈R
d(Xd, ·)·, ·〉d (0,−1)
+
1
2
(v ιd, v ιd, n εd)〈xBφ(·, ·), ·〉 d
]
(1,−2)
where the column on the right indicates the (n, v)- degrees of the different parts. Note once
again that the contributions of type (−1, 2), (0, 1), (1,−2) and (0,−1) simply vanish when
gφ is a product φ-metric.
Proof. Recall that FE = RΛ
dT ∗X = −λ(RdTX). We leave it to the more enthusiastic
readers to use this with Proposition 1.14 and the method of proof of Proposition 3.15
to prove the claim. The appearance of the last summands in the (1, 0) and (−1, 0)-terms
above is due to the fact that
[ d̂ , ιd(Xd)]|∂X = [ d̂
∗
, εd(
dx
x
)]|∂X = NZ − v
2
on Λ dT ∗X.
As in [BiLo], the fact that d̂
2
Y = 0 can be used to show that
∇H(Z)T := ∇Λ
dT ∗X
T + λ(·vSφ(v·)xT )
is a flat connection on H(Z) = xNZHHo( dZ) ⊗ 〈 dxx 〉 → Y . In the case of a φ-product
metric the model of the signature operator then is
SY = dY + d
∗
Y = εY ∇H(Z)· − ιY ∇H(Z)
∗
· + (εd(
dx
x
) + ιd(
dx
x
))(NZ − v
2
)
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on H(Z). The operator SY thus differs by an endomorphism from the twisted signature
operator S(Y,H( dZ)). However, we will only be interested in calculating the associated
eta invariants. We know that the eta invariant vanishes in the case of odd dimensional
fibres. In the case of even dimensional fibres, an easy symmetry argument shows that only
the restriction of the operator SY to Hv/2(Z) contributes to its eta invariant. Therefore
η(SY ) = η(S(Y,H( dZ))),
Also, the signature operator S has the usual property that its extended L2b -index equals
its true L2b -index:
Proposition 5.33 ind−(S) = indL2b (S) = sgnL2(X, gd).
Proof. This is shown just as in the b-case. Recall that we know from Proposition 3.28
that any element u ∈ null−(S) is of the form u = u0 +O(xε) with u0 ∈ C∞(X,Λ dT ∗X)◦.
Defining J to be the corresponding restriction map J(u) := u0|∂X we get the sequence
0 −→ nullL2b (S) −→ null−(S)
J−→ HHo( d̂Y ) ⊂ H(x d̂),
which is exact in the left and in the middle and compatible with the grading ǫ. Thus
ind−(S)− indL2b (S) = sdim(null−(S))− sdim(nullL2b (S)) = sdim(im(J)),
and we proceed to show that the RHS vanishes. The idea is to use the decomposition
H(x d̂) = C∞(Y, xNZH( dZ)⊗ ΛT ∗Y )⊕ C∞(Y, xNZH( dZ)⊗ dx
x
∧ ΛT ∗Y ), (105)
and to show that im(J) decomposes accordingly, i.e. the projections on the left and right
summand are maps in im(J). Once this is shown, the fact that the grading ǫ switches
the two summands in (105) implies that the ±1 eigenspaces of ǫ in im(J) have equal
dimension.
Start with ξ ∈ null−(S) such that J(ξ) 6= 0. We may then assume that ξ pairs to 0 with
nullL2b (S) under the usual L
2
b-pairing (55). It then follows from Lemma 3.29 that ξ = Sη
for some η ∈ null−(S2). According to Lemma 3.28 this has the form
η = x0η0 + x
0 log(x)η1 +O(x
ε), with η0, η1 ∈ C∞(X,Λ dT ∗X)◦.
Then J(ξ) = J( d̂η) + J( d̂
∗
η) is a decomposition of the desired type, since
d̂η = d̂η0 + ε(
dx
x
)η1 + log(x) d̂η1 +O(x
ε) = ε(
dx
x
)η1 +O(x
ε)
and analogously d̂
∗
η = − ι( dx
x
)η1 +O(x
ε).
It then follows immediately that Theorem 5.29 has the following form
Theorem 5.34 (L2-Signature Theorem)
sgnL2(X, gd) =
1
(πi)n/2
∫
X
L(Rd) +
1
(πi)(h+1)/2
∫
Y
L(RY )η̂(SZ ,ΛV
∗M) +
1
2
η(S(Y,H( dZ)).
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Proof. The LHS in Theorem 5.34 equals sgnL2(X, gd) as shown in Proposition 5.33. For
the terms on the RHS use the fact that for E = Λ dT ∗X the relative curvature FE/S is
right Clifford multiplication cd,R = εd+ ιd with 〈−Rd·, ·〉d/2, i.e. (see [BGV], Chapter 4)
FE/S = −1
2
cd,R〈Rd·, ·〉d = −1
4
(ncd,R, ncd,R)〈RB,b·, ·〉d − 1
4
(vcd,R, vcd,R)〈Rd·, ·〉d.
Recalling (see again [BGV]) that Ch(FE/S,d) = 2−n/2 str(ǫFE/S) one shows that
L(Rd) = 2−n/2Â(Rd) Ch(FE/S,d)
L(RY ) = L(RB,b) = 2−(h+1)/2Â(RB,b) trS∗(exp(−1
4
ncd,R〈RB,b·, ·〉d))
Now rewrite (116) in Appendix A.5 as
B2 = g−1VM/M (∇
Λ(tff),∇Λ(tff)) +
κM/Y
4
− 1
8
(md,md, cd,R, cd,R)〈δh(x2Rd(·, ·))·, ·〉d
=: B2Z −
1
8
(h ε, h ε, cd,R, cd,R)〈δh(x2RB,b(·, ·))·, ·〉d,
and define η̂(SZ ,ΛV
∗M) as in Appendix A.5, but using B2Z instead of B
2.
Collapsing Cylinders
Fix a product structure,
C(M) = M × [0, ε[x ϕ−→ Y × [0, ε[x,
in a collar neighborhood of the boundary and consider the family of exact b-metrics given
by
gb,ε =
(
dx
x
)2
+ ϕ∗gY + (x2 + ε2)gZ ,
on C(M) and fixed on the interior of the manifold. Denote the associated curvature by
Rb,ε ∈ Λ2 bT ∗X ⊗ End(bTX) and the associated signature operator on ΛbT ∗X by Sb,ε.
Then the b-signature theorem (or our Theorem 5.34 in the case with no fibre) tells us that
sgnL2(X, gb,ε) =
1
(πi)n/2
∫
X
L(Rb,ε) +
1
2
η(Sb,ε|∂X). (106)
It is known that
sgnL2(X, gb,ε) = sgn(X, ∂X),
is independent of ε. As ε approaches 0, the metric gb,ε approaches the d-metric gd and
L(Rb,ε) approaches L(Rd). Also, it follows from Dai’s adiabatic limit formula for the
signature operator in [Da1] that
lim
εց0
1
2
η(Sb,ε|∂X) = 1
(πi)(h+1)/2
∫
Y
L(RY )η̂(SZ ,ΛV
∗M) +
1
2
η(S(Y,H( dZ))) + τ (107)
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The invariant τ is defined in [Da1], section 4. It is a topological invariant associated to
the Leray spectral sequence of the fibration φ : M → Y . Comparing the RHS in (107)
with the RHS in our signature formula, we find the following relation for the L2d-signature,
generalizing another formula in [Da1]:
sgnL2(X, gd) = sgn(X, ∂X)− τ .
It is very likely that this result can be proved directly by analyzing the L2d-cohomology of
X in more detail and establishing its relationship with the spectral sequence.
We leave considerations of this kind to the future.
Remark 5.35 The proof of the index formula, Theorem 5.29, presented in this text is
far from “minimal”. We therefore want finish this work with a brief discussion of possible
shortcuts to the proof.
Recall that via the McKean-Singer argument, the LHS of the index formula corresponds
to the large time limit of the regularized heat supertrace, whereas the RHS corresponds
to the small time limit, plus the difference of the two in the form of the eta invariant. It
is obvious from Section 5.3 that a full construction of the heat kernel is not necessary for
the calculation of the RHS. All that is needed is a parametrix, solving the heat equation
to first order at the faces tf, tff and hbf within the rescaled heat calculus. This means
that we only need to solve the rescaled model problems at these faces. Especially, for the
index result itself, no composition formulas for the heat calculus are needed.
On the LHS, it is easily seen that the parametrix for the resolvent constructed in
Proposition 3.19 is compact for Λ close to 0, when DY is invertible. Thus D is Fredholm in
that case, i.e. its spectral measure has a gap at 0 and D has a true index. The calculation of
this index as the large time limit of the heat supertrace is then straightforward. Note that
in the case of the signature operator S this assumption means that the flat cohomology
bundle H(Z) → Y has to be acyclic, which seems somewhat too restrictive. However,
given the index formula for Fredholm operators, we can easily deduce the general index
formula by using a weight shifting argument, see [Me3] or [Va].
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A Appendix
A.1 Clifford Algebra Conventions
Let (W, gW ) be a euclidean vectorspace of dimension n (usualy W will be the fibre of
some tangent vector bundle) and (W ∗, gW ∗ = g−1W ) its dual . We denote by Cl(W
∗) the
associated Clifford algebra over W ∗. This is defined as the quotient of the tensor algebra
over W ∗ by the relation
[c(α), c(β)] = −2gW ∗(α, β), α, β ∈ W ⊂ Cl(W ∗).
Here, c is the inclusion of W ∗ into Cl(W ∗) which can be regarded as an element c ∈
W ⊗ Cl(W ∗). Elements α ∈ W ∗ act on the exterior algebra by
λ(α)ω := ε(α)ω − ι(gW ∗(α))ω.
and it is straightforward to see that this induces an action λ of Cl(W ∗) on ΛW ∗. We will
also use the action c ∈ W ∗ ⊗ Cl(W ∗) by writing
c(A) := c(gW (A, ·)), for A ∈ W.
We will include the background metric into the notation, whenever this seems necessary.
The symbol map is the the isomorphism of vector bundles given by
σ : Cl(W ∗) −→ ΛW ∗, σ(ξ) = λ(ξ)1.
The inverse of this map (sometimes called “quantization” map) is a map
c : ΛW ∗ → Cl(W ∗),
which extends the above inclusion of W ∗ into Cl(W ∗). On elements ω ∈ Λ2W ∗ this looks
like
c(ω) =
∑
i<j
c(e∗i )c(e
∗
j)ω(ei, ej) =
1
2
∑
i,j
c(e∗i )c(e
∗
j )ω(ei, ej) =
1
2
(c, c)(ω).
The notation on the RHS will also be used for general tensors η ∈ W ∗ ⊗W ∗:
(c, c)(η) :=
∑
i,j
c(e∗i )c(e
∗
j)η(ei, ej).
Beware of the following common source for sign errors: For an endomorphismΦ ∈ End(W )
we write
(c, c)(Φ) := (c, c)(gW (Φ·, ·)) (= 2c(Φ) if Φ is skew),
i.e. the “intuitive” order of the Clifford operations is reversed! Whenever the endomor-
phism Φ is skew, we have
[
1
2
c(Φ), c(A)] = c(Φ(A)).
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The Supertrace
Fix an orientation on W . Then the involution
ǫW := i
[n+1
2
]c(dvolW ), ǫ
2
W = 1, (108)
defines a (possibly trivial) grading on every representation space of Cl(W ). In the fol-
lowing, let n = dim(W ) be even and denote by S(W ) the spinor space for Cl(W ) (a
possible construction of S(W ) is described briefly in the next Appendix). This is the
unique irreducible representation of Cl(W ). The action of Cl(W ) on S(W ) defines an
isomorphism
Cl(W ) ∼= End(S(W )). (109)
This representation is truly graded by the operator ǫW and the identification (109) allows
the corresponding supertrace of an element Q in End(S(W )) to be calculated as follows
strS(W )(Q) = tr(ǫW Q) = (
2
i
)n/2topΛW ∗(σ(Q))/ dvolW . (110)
We will use this formula for the first factor in the decomposition
End(E) = φ∗ Cl(bT ∗B)⊗ ENDCl(bT ∗B)(E),
described in Lemma 5.1. Write ǫ = ǫdT ∗X , ǫB = ǫbT ∗B and ǫZ = ǫdV ∗∂X . Then, depending
on the parity of the dimensions n = dim(dT ∗X), h+1 = dim(bT ∗B) and v = dim(V ∗∂X),
with n = h+ 1 + v even, we have
ǫ = ǫB ǫZ if h + 1 is even, ǫ = −i ǫB ǫZ if h+ 1 is odd.
For an element QZ ∈ ENDCl(bT ∗B)(E) we define the B-relative supertrace as
strE/B(QZ) := C(h)2
−(h+1)/2 strE(ǫB QZ), with C(h) =
{ √
i
3
h even
1 h odd
(111)
We can then show the following formula for the supertrace on E.
Lemma A.1 For QB ⊗QZ ∈ Cl(φ∗bT ∗B)⊗ ENDCl(bT ∗B)(E) we have
strE(QB ⊗QZ) = (2
i
)(h+1)/2topΛbT ∗B(σ(QB))/ dvol bT ∗B · strE/B(QZ).
Proof. It suffices to prove this for E = S(dT ∗X) and QZ ∈ Cl(dV ∗∂X). If both v and
h+ 1 are even, the Lemma is a direct consequence of (110):
strS(dT ∗X)(QB ⊗QZ) = strS(bT ∗B)(QB) strS(dV ∗∂X)(QZ)
= (
2
i
)(h+1)/2topΛbT ∗B(σ(QB))/ dvol bT ∗B ·2−(h+1)2) trS(dT ∗X)(ǫdV ∗∂X QZ).
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When v and h + 1 are odd, we write QB = Q̂Bcd(
dx
x
) to see that
strS(dT ∗X)(QB ⊗QZ)
= (
2
i
)h/2topΛT∗Y (σ(Q̂B))/ dvolT ∗Y · trS(〈 dx
x
〉⊕dV ∗∂X)(ǫ〈 dx
x
〉⊕dV ∗∂X cd(
dx
x
)QZ)
= (
2
i
)h/2topΛbT ∗B(σ(QB))/ dvol bT ∗B 2
−h/2 trS(dT ∗X)(ǫZ QZ)
= (
2
i
)(h+1)/2topΛbT ∗B(σ(QB))/ dvol bT ∗B 2
−(h+1)/2 trS(dT ∗X)(i
3/2 ǫ ǫB QZ)
where we have used ǫ〈 dx
x
〉⊕dV ∗∂X = cd(
dx
x
) ǫdV ∗∂X .
A.2 Dirac Operator and Conformal Transformations
In this Appendix we consider the behavior of Dirac operators under a conformal trans-
formation of the metric.
Let M be an evendimensional manifold with metric g and E → M a Clifford bundle
over M . Since our considerations will be purely local, we may assume right away that M
is an open ball and E is trivial over M . Then E is of the form
E ∼= S ⊗ E ′, ∇E ∼= ∇S ⊗∇E′
The spinor bundle S can be described as follows: There exists a polarization T ∗MC =
W ⊕ W of the complexified cotangent bundle, i.e. g(W,W ) = 0. Then S = ΛW with
metric gS induced by g and Clifford action of an element α ∈ T ∗M given by
c(α) = c(α1 ⊕ α2) = 1√
2
(ε(α1)− ιg(α2)).
Choosing a local orthonormal frame e1, . . . , en for T ∗M , the Levi Civita connection on
T ∗M is of the form d + ω with ω ∈ Γ(T ∗M ⊗ so(T ∗M)). The spinor connection ∇S is
then given by d + 1
2
c(ω).
Now, for a positive function f ∈ C∞(M) consider the conformal metric gf = f 2g. The
corresponding Levi Civita connection on T ∗M is given for T ∈ Γ(TM) and α ∈ Γ(T ∗M)
by
∇fTα = ∇Tα−
Tf
f
α + g−1(α,
df
f
)g(T )− α(T ) df
f
=: ∇Tα +Gf(T )α. (112)
As before, the spinor bundle is Sf = S = ΛW but the Clifford action is now given by
cf(α) =
1√
2
(ε(α1)− ιf(α2)) = 1√
2
(ε(α1)− f−2 ιg(α2)).
The map
f : (T ∗M, g) ∋ α 7→ f · α ∈ (T ∗M, gf)
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is an isometry and thus induces an isometry of the spinor bundles fN : S → Sf , where N
is the number operator in ΛW . We now have
f−Ncf (α)fN = f−N(ε(α1)− f−2 ιg(α2))fN = f−1c(α),
and from the description of ∇S,∇Sf we deduce
f−N∇SfT fN = ∇ST +
1
2
c(ε(
df
f
) ι(T )− εg(T ) ιg( df
f
)) = ∇ST + Ĝ(T ),
where we have defined G(T ) to be 1
2
(cg(T )c(
df
f
) + df
f
(T )). This just means that the
following diagrams are commutative
S ⊗ T ∗M fN⊗id−→ Sf ⊗ T ∗M Γ(S) f
N−→ Γ(Sf )
↓ f−1c ↓ cf ↓ ∇S + Ĝ ↓ ∇Sf
S
fN−→ Sf Γ(S ⊗ T ∗M) f
N−→ Γ(Sf ⊗ T ∗M),
and with these isomorphisms the corresponding Dirac operator is of the form
D
f := cf ◦ ∇Sf ∧= f−1D+ n− 1
2
c(
df
f 2
) = f−
n−1
2 f−1Df
n−1
2 .
Note that for some Clifford bundles like E = ΛT ∗M the bundle E ′ in the local decom-
position E = S ⊗ E ′ might also contain copies of S or S∗. The above formulas remain
true in that case, at the cost of a nonuniform treatment of the different copies of S in E.
Since it will be of some relevance in applications, see Section 5.4, we describe the case
of the signature operator S on the bundle E = ΛT ∗M in detail. Clifford action is given
c(α) = (ε(α)−ιg(α)) and our identifications above would give cf(α) = f−1c(α). However,
the natural isometry,
fN : (ΛT ∗M, g) −→ (ΛT ∗M, gf)
yields an identification
fN ε(α)f−N = ε(fα) and fN ι(α)f−N = ι(f−1α) = f ιf(α)).
Using the generalization to differential forms of (112) one can also show that
fN( d + d ∗)f−N = f( df + d
∗
f )− f ε(
df
f
)N− f ιf ( df
f
)(N− n). (113)
A.3 Geometry of Fibre Bundles
In this Appendix we give a brief overview of the main notions in the geometry of rieman-
nian fibre bundles. Our exposition follows [BGV] closely.
Let φ : M → Y be a fibre bundle with fibre Z, with m := dimM, v := dimZ.
The vertical bundle is denoted by VM := ker(φ∗). By choosing a horizontal subbundle
HM ⊂ TM we get a decomposition
TM = VM ⊕HM,
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and associated projections v : TM → VM , h : TM → HM . This decomposition is defined
to be orthogonal with respect to a riemannian metric on M , of the form
〈., .〉M = φ∗〈., .〉Y + 〈., .〉M/Y , (114)
where 〈., .〉Y and 〈., .〉M/Y are given metrics on the base and on the fibres respectively.
Recall that the map φ∗ : HM → TY is a pointwise isomorphism. This allows us
to freely identify HM with the lifted bundle φ∗TY . Denoting by ∇M the Levi-Civita
connection on M we then define the induced connections
∇V ≡ ∇M/Y := v ◦ ∇M ◦ v : Γ(M,VM)→ Γ(M,T ∗M ⊗ VM)
∇H := φ∗∇Y ◦ h : Γ(M,HM)→ Γ(M,T ∗M ⊗HM).
These connections are invariant under multiplication of 〈., .〉Y and 〈., .〉M/Y with positive
constants. The connection ∇M,⊕ := ∇V ⊕∇H is thus also invariant under this operation
and compatible with the metric, but it can have torsion.
We now define the geometric tensors associated to the fibration:
Definition A.2 Let X, Y be vector fields in TM
(a) The difference tensor ωM ∈ Γ(M,T ∗M ⊗ so(TM)) is just
ωM(X)Y := ∇MX Y −∇M,⊕X Y.
(b) The second fundamental form SM ∈ Γ(M,TM ⊗ T ∗M ⊗ H∗M) of the fibres Z is
given by
SM(X)Y := v∇MvXhY.
(c) The curvature ΩM ∈ Γ(Λ2T ∗M,VM) of the horizontal space is defined as
ΩM(X, Y ) := v[hX, hY ].
The connection ∇M,⊕ commutes with the projections h, v. Therefore
SM(X)Y = vωM(vX)hY, ΩM(X, Y ) = v(ωM(hX)hY − ωM(hY )hX).
By definition the term vωMv vanishes. Using the Koszul formula, we find furthermore
that 〈ωM(X)hY, hZ〉 = −12〈Ω(hY, hZ), vX〉. With these formulas it is now easy to show:
Lemma A.3 Let X, Y, Z be vector fields in TM . Then the following formula for ωM
holds:
〈ωM(X)Y, Z〉M = 〈SM(vX)hY, vZ〉M − 〈SM(vX)hZ, vY 〉M
−1
2
(〈ΩM (hX, hZ), vY 〉M − 〈ΩM(hX, hY ), vZ〉M + 〈ΩM(hY, hZ), vX〉M) .
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Let now E →M be a Clifford bundle over M . The connection on E is denoted by ∇E ,
the hermitian metric by 〈., .〉E and Clifford multiplication by c. We assume that there is
another connection ∇E,⊕ on E which is a Clifford connection with respect to ∇M,⊕, i.e.
[∇E,⊕X , c(α)] = c(∇M,⊕X α).
We then require that ∇E be of the form
∇EX = ∇E,⊕X +
1
2
c(ωM(X)).
This is clearly a Clifford connection with respect to ∇M , as
[∇EX , c(Y )] = [∇E,⊕X , c(Y )] + [
1
2
c(ωM(X)), c(Y )] = c(∇M,⊕X Y + ωM(X)Y ),
and the last term is equal to c(∇MX Y ).
As an example, these requirements are satisfied for the bundle E = φ∗ΛT ∗Y ⊗ E ′,
where E ′ is a vertical Clifford bundle, the Clifford action of α ∈ T ∗Y is given by c(α) =
ε(α) − ι(α), and ∇E,⊕ = φ∗∇ΛT ∗Y ⊗ ∇E ′ . For these bundles we can also examine the
degenerate Clifford action m given by
m(hα) = ε(hα), m(vα) = c(vα), [m(α),m(α)] = −2〈vα, vα〉M .
This degenerate Clifford action can be extended to more general tensors as in Appendix
A.1. The associated ‘degenerate’ connection is then given by
∇̂EX := ∇E,⊕X +
1
2
m(ωM(X)).
The identity [1
2
m(ω(X)),m(α)] = m(α(vω(X))) implies that this connection is am-Clifford
connection with respect to the connection
∇̂T ∗M := ∇M,⊕ + (vωM)∗ or ∇̂TM := ∇M,⊕ + vωM .
This connection can be described more explicitly:
Lemma A.4 Let W ∈ VM , A ∈ HM
(a) ∇̂EW = ∇E,⊕W + 12(ε, vc)(〈SM(W )h·, v·〉M)− 14 ε(〈ΩM(h·, h·),W 〉M)
(b) ∇̂EA = φ∗∇ΛT ∗YA + 14(ε, vc)(〈ΩM(A, ·), ·〉M).
Proof. For (a) note that
m(ω(W )) = ε(hω(W )h) + (ε, vc)(vω(W )h)
= −1
2
ε(〈Ω(h·, h·),W 〉M) + (ε, vc)(〈SM(W )h·, v·〉M)
Analogously in (b), using
〈ωM(A)Y, Z〉M = −1
2
(〈ΩM(A, hZ), vY 〉M − 〈ΩM(A, hY ), vZ〉M),
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we get
m(ω(A)) =
1
2
(m,m)(〈ω(A)·, ·〉M) = 1
2
(ε, vc)(〈ΩM(A, ·), ·〉M),
and dividing everything by 2 gives the result.
Analogous to the definition of the Dirac operator D = c ◦ ∇E on E we can define the
superconnection corresponding to ∇̂E by AM := m◦∇̂E . In the case of a fibre bundle with
base space Y a point this is again just the Dirac operator. Using Lemmas A.3 and A.4
we get
Lemma A.5 Write tr(SM)(A) = tr(·SM(v·)A) ∈ HM . Then
AM := m ◦ ∇̂E = dH + DE,V + 1
2
ε( tr(SM)) +
1
8
(ε, ε, c)〈ΩM(·, ·), ·〉M .
Finally, using the fact that hω(A)B is symmetric in A and B it is easy to see that ∇̂TM
is torsionfree! Thus, the following generalization of the Lichnerowicz formula holds (cf.
[BGV]):
Proposition A.6 Set F E/S(X, Y ) := F E(X, Y ) − 1
2
m(RM (X, Y )). Then the following
analogue of the Lichnerowicz formula holds:
A2M = △̂
E,v
+m(F̂ E) = △̂E,v + κM/Y
4
+m(F E/S(·, ·)).
Proof. The proof proceeds as usual.
2A2M = [m∇̂,m∇̂] = mm[∇̂, ∇̂] +m[∇̂,m]∇̂ −m[m, ∇̂]∇̂ + [m,m]∇̂∇̂
The first summand on the RHS gives 2m(F̂ E) since ∇̂TM is torsionfree. The second and
third summand vanish since (∇̂E , ∇̂TM) is a Clifford connection. The last summand gives
−2g−1M (v∇̂, v∇̂), which is just two times the vertical Laplacian in the above formula. This
proves the first equation in the Proposition, for the proof of the second equation we refer
to [BGV] Chapter 10.
A.4 Mehler’s Formula and the Simple Heat Space
In this Appendix we adapt the well known Mehler formula to our setting. For this, let
(W, gW ) be a euclidean vector space and A a commutative algebra (usually this will
be the space of even forms on some vector space). Let R ∈ End(W ) ⊗ A such that
gW (R) ∈ Λ2W ∗ ⊗ A. Also let q ∈ W ∗ ⊗ A. We consider gW (Ry, ·) as a linear map
W → W ∗ ⊗A and q as a constant map of the same type. Then
Theorem A.7 The operator
H = g−1W ( d −
1
4
gW (R)− 1
2
q, d − 1
4
gW (R)− 1
2
q) (115)
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on C∞(W,A) has the heat kernel [e−tH ](0,y) = p(R,y, t) exp(q(y)/2) dt dvolW given by
the formula
p(R,y, t) =
√
4πt
−n/2
det
(
tR/2
etR/2 − e−tR/2
)
exp
(
− 1
4t
〈
y
∣∣∣∣tR2 coth
(
tR
2
)∣∣∣∣y
〉
W
)
,
p(R, 0, t) =
√
4πt
−n/2
det
(
tR/2
etR/2 − e−tR/2
)
=:
√
4πt
−n/2
Â(tR).
Proof. The Mehler formula for the operator H0 with q = 0 is well known and proved for
example in [BGV] Chapter 4. For a general operator H just note that
H = eq(y)/2H0e
−q(y)/2,
from which the result follows immediately.
To be able to transfer this result to the model problems at a specific “temporal front
face” we define the heat space, on which the above solution lives.
1/2tHW
W
1/21/t
t
ti
tf
Figure 8: The Simple Heat Space WH
Denote by
WH = [W × [0,∞[t; {0, 0}, d t]
the “simple heat space” associated to W and by WH its radial compactification at spatial
and temporal infinity. As before, the blown up face at t → 0 will be denoted by tf. The
face at infinity will be called ti. Away from t = 0 the coordinate t1/2 is a defining function
for tf, and away from spatial infinity the coordinate t−1/2 is a defining function for ti. We
can identify the interior of both faces tf and ti with W such that for a constant vector
field V in TW the restriction
t1/2V |tf corresponds to V ∈ T tf and t1/2V |ti corresponds to V ∈ T ti.
Equivalently the linear coordinate Y on tf or ti corresponds to y/t1/2 on the interior
W×]0,∞[.
For l, p > 0 the associated “calculus” is defined by
Ψl,pH,s,cl(W ) := ρ
l
tfρ
p
ti
.
C
∞
tf,ti(WH , t
−n/2 dt
t
Ω(W )).
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This will be a recipient space for solutions of the heat equation. However these solu-
tions cannot necessarily be composed with one another – at least we will not say how.
Nevertheless we have normal maps
0 −→ Ψl−1,pH,s,cl(W ) −→ Ψl,pH,s,cl(W )
N ′H,tf,l−→ S(W,Ω(W ) d t)→ 0,
0 −→ Ψl,p−1H,s,cl(W ) −→ Ψl,pH,s,cl(W )
N ′H,ti,p−→ S(W,Ω(W ) dt)→ 0,
given by N ′H,tf,l(A) := t
1−l/2A|tf and N ′H,tf,p(A) := tp/2A|ti.
Also, a rescaled version of the simple heat “calculus” with coefficients in an algebra
A can be defined. Assuming that the above algebra is of the form A = ΛevU∗ for some
vector space U we can introduce the heat calculus ΨG,s,cl(W ) with coefficients in ΛU
∗ and
rescaled w.r.t the corresponding filtration (which already is a grading) at tf. Using dt1/2
to trivialize the conormal bundle N∗tf we get the rescaled normal operator
0 −→ Ψl−1,pG,s,cl(W ) −→ Ψl,pG,s,cl(W )
N ′G,tf,l−→ S(W,Λ∗U ⊗ Ω(W ) dt) −→ 0.
We then have
Proposition A.8 (a) The operator H maps
Ψl−2,pG,s,cl(W )
H−→ Ψl,pG,s,cl(W )
with rescaled normal operator NG,tf,l−2(H ◦ A) = HNG,tf,l(A).
(b) The heat kernel for H is
KH(y, t) := p(R,y, t) exp(q(y)/2) dt dvolW ∈ Ψ2,0G,s,cl(W )
with normal operators at tf and ti given by
NG,tf,2(KH)(Y) = p(R,Y, 1) exp(q(Y)/2) dt dvolW ,
NG,ti,0(KH)(Y) =
√
4π
−n/2
exp(−‖Y‖2/4) dt dvolW .
Proof. This follows from Mehler’s formula once one has shown that NG,tf,l−2(H ◦ A) =
HNG,tf,l(A). This is done as in Section 5.2 by calculating the normal action of the ex-
pressions appearing in (115), g−1W , d , gW (R) and q, using their mapping properties as
described at the beginning of this Appendix.
We will also use the obvious generalization of these results to families, where W is
really the fibre of some vector bundle, and apply it to the operators H = HX ,HB in
Section 5.3.
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A.5 Heat Kernels of Vertical Families
In this Appendix we introduce the heat calculus for vertical families of operators over the
boundary fibration M → Y . Define the heat space for vertical families as the parabolic
blow up
M2H,fib := [M ×Y M × [0,∞[τ ;△M × {0}, dτ ].
The interior of the blown up space tf
∧
= tf(M2H,fib) can be identified with the vector bundle
VM → M in the usual manner. Also, we introduce the space M 2H,fib, compactified at
temporal infinity by introducing 1/τ 1/2 as a coordinate. The corresponding face will be
denoted by ti. Define the density bundle
KDM/Y,H := τ
−v/2 dτ
τ
β∗L dvolM/Y .
For l > 0 the associated family heat calculus is then defined by
Ψl,pH,fib,cl(M/Y ) := ρ
l
tfρ
p−v
ti
.
C
∞
tf,ti(M
2
H,fib,KDM/Y,H).
In the case l = 0 we have to add the mean value condition as in Section 4.1:
Ψ0,pH,fib,cl(M/Y ) :=
.
C
∞
tf (M
2
H,fib,KDM/Y,H)
tf ⊗C.
Leaving aside the behavior at temporal infinity for the moment, it can be shown as before
that the composition formula holds
Theorem A.9 Composition gives a map ΨlH,fib,cl(M)×ΨrH,fib,cl(M) ◦−→ Ψl+rH,fib,cl(M).
It is also straightforward to describe the rescaled version of these constructions. The
coefficient bundle from Section 5.1 is
Λ(tff) = Λφ∗bT ∗B ⊗ ENDCl(φ∗bT ∗B)(E),
where we have used dx to trivialize N∗tff. Writing νtff for the normal vector Ptff/ dx the
connection on Λ(tff) for T ∈ β∗LTM/Y is then given by
∇
Λ(tff)
T =∇T −K(T, νtff)−
1
2
∇νtffK(T, νtff) : Γ(M2H,fib,Λ(tff))→ Γ(M2H,fib,Λ(tff)).
It is calculated more explicitly in Corollary 5.17(b). As before, the filtration of Λ(tff) over
the front face tf is given by the total Clifford filtration. Using this data, we can define
the rescaled bundle Grtf(Λ(tff)) as in Section 5.1. Restriction to tf is defined using the
connection ∇Λ(tff):
|Gr,tf : Γ(Grtf(Λ(tff))) −→ C∞(VM,NΛ(tf, tff)).
For lack of (obvious) better alternatives we have used the notation on the RHS to denote
the bundleNNΛ(tf, tff) in (93) with factors (N∗tff)l trivialized by dx, i.e. we have written
NΛ(tf, tff) =⊕kN∗tf(M2H,fib)k ⊗ Λk(dT ∗X)⊗ ENDCl(dT ∗X)(E).
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The normal operator
N ′G,tf,l>0(A) := τ
1−l/2A|tf,Gr ∈ Sfib(VM,Ω(VM/M) dτ ⊗NΛ(tf, tff))
N ′G,tf,0(A⊕ c) := τA|tf ,Gr ⊕ c ∈ Sfib(VM,Ω(VM/M) dτ ⊗NΛ(tf, tff))tf ⊕C
fits into the short exact sequence for l ≥ 1:
0→ Ψl−1G,fib,cl(M/Y )→ ΨlG,fib,cl(M/Y )
NH,tf,l−→ Sfib(VM,Ω(VM/M) dτ ⊗NΛ(tf, tff))→ 0,
and similarly for l = 1. The notation N ′G is used to remind the reader that these normal
operators are defined using the temporal variable τ instead of t.
Our aim in the rest of this Appendix will be to construct the heat kernel of the operator
B2 := g−1VM/M(∇
Λ(tff),∇Λ(tff)) +
κM/Y
4
+md(δh(x
2FE/S,d(·, ·)) (116)
as an element in Ψ2,0G,fib,cl(M/Y ). The following Proposition calculates the normal operator
of ∇Λ(tff) at tf.
Proposition A.10 Let T ∈ β∗LT M/Y as before. Then the maps
ΨlG,cl(M)
∇Λ(tff)
τ1/2T−→ ΨlG,cl(X), ΨlG,cl(M)
∂
∂τ−→ Ψl−2G,cl(M)
have the following general form when restricted to the face tf
(a) N ′G,tf,l−1(∇
Λ(tff)
τ1/2T
A) = (∇
Λ(tff)
τ1/2T
− 1
2
Ptf∇Λ(tff)· KΛ(tff)(τ 1/2T, ·))N ′G,tf,l(A)
(b) N ′G,tf,l−2(
∂
∂τ
A) =
{ −1
2
(LRVM + 2− l − N)N ′G,tf,l(A) for l > 2
−1
2
(LRVM + 2− l − N)N ′G,tf,2(A)⊕−
∫
VM/M
N ′H,tf,2(A) for l = 2
Here N denotes the number operator in Λ(tf). Note also that ∇N
∗tf
R
φN∂X dτ
1/2 = 0.
As in Section 5.2 the form of the normal operator of the connection in (a) can be calculated
more explicitly:
Proposition A.11 Write νtf := Ptf/ dτ
1/2. Then
Ptf∇Λ(tff)· KΛ(tff)(τ 1/2T, ·)|U∈VM =
1
2
( dτ 1/2)2 ε(δh〈x2Rd,V (·, ·)[νtf + β∗LU ], β∗LT 〉φ).
Proof. The proof proceeds just as in Proposition 5.16.
Ptf∇Λ(tff)· KΛ(tff)(τ 1/2T, ·)|U∈VM = ( dτ 1/2)2KΛ(tff)(β∗LT, β∗LU + νtf)|tf
= ( dτ 1/2)2(K(β∗LT, β
∗
LU + νtf))|tf,Gr = ( dτ 1/2)2δh(K(β∗LT, β∗LU + νtf))|tf
=
1
2
( dτ 1/2)2 ε(δh〈x2Rd,V (·, ·)[νtf + β∗LU ], β∗LT 〉φ)|tf
Here we have used Corollary 5.20 and Proposition 5.6(c).
Multiplication with the function τκM/Y does not contribute anything at tf, since the
function vanishes there. Finally, the partial Clifford action
md(α) = εd(nα) + cd(vα), α ∈ dT ∗X,
becomes exterior multiplication at tf:
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Proposition A.12 The map
ΨlG,fib,cl(M/Y )
md(α)−→ Ψl−1G,fib,cl(M/Y )
has normal operator NG,tf,l−1(md(α)A) = εd(α)NG,tf,l(A).
Using the methods described in the body of the text it is now easy to show the following
Theorem A.13 The heat kernel for B2 is an element
KB2 ∈ Ψ2,0G,fib,cl(M/Y ).
It has normal operators at tf and ti given by
(a) N ′G,tf,2(KB2)(z) =
δh
[
p(z, x2Rd,V , 1) exp(1
2
〈x2Rd,V νtf , z〉VM/M) exp(−x2FE/S,d)
]
dvolVM/M dτ
(b) N ′G,ti,0(KB2) = [Π◦] dτ , the projection onto the null space of D
φ,V
We emphasize once more that all these normal operators commute with ε( dx
x
).
Proof. The first part is obtained using the specialization of the methods in Chapters 4
and 5 based on the series of Propositions above. For part (b) we just mention that
B2 = (Dφ,V )2 + a vertical operator of order ≥ 1 in Λ φ∗bT ∗B .
This is just of the type used in the Berline-Vergne theorem (Theorem 9.19 in [BGV]).
Denote by strE/B the relative supertrace in EndCl(bT ∗B)(E) as defined in (111), and
by NB the number operator on Λ φ
∗bT ∗B. Also, write T for the time axis [0,∞]τ1/2,
compactified by τ−1/2 at infinity. Then
Corollary A.14 (a) τ−NB/2 strE/B(KB2(τ)|△M ) ∈ C∞(M × T,Λ φ∗bT ∗B ⊗
Ω(VM/M) dτ).
(b) ι(x ∂
∂x
)τ−NB/2 strE/B(KB2(τ)|△M ) vanishes in τ 1/2 = 0 and τ−1/2 = 0.
This Corollary allows us to define the (“twisted”) family eta invariant as the form on the
base Y given by
η̂(Dφ,V , E) :=
∫ ∞
0
∫
M/Y
ι(x
∂
∂x
)τ−NB/2 strE/B(KB2(τ)|△M ). (117)
This is an even (resp. odd) form on Y , whenever v, h+ 1 are odd (resp. even).
Remark A.15 By Remark 5.22 this is just the classical family eta invariant, whenever
Bφ = 0. Note however that in the literature ([BiCh1], [BiCh2], [Da1], (111)) authors hide
of 2, π, and i in their definitions of the family eta invariant in many different ways.
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A.6 Conormal Functions, Pullbacks and Pushforwards
In this Appendix we explain some of the essential notions introduced in [Me0], see also
[Me3] or [Lo], and adapt them to our needs.
Let N be a manifold with corners. Let M(N) = {H1, . . . , Hf} be the set of boundary
faces of N and choose a boundary defining function ρHj ≡ ρj for each face Hj. As usual,
denote by bV(N) the space of vector fields on N tangent to the boundaries.
The space of functions conormal to the faces of N is defined as
A(N) := L∞H∞b (N) = {u ∈ L∞(N) | bV(N) · u ⊂ L∞(N)}.
Elements in A(N) are C∞ in the interior and bounded, but control at the boundary is only
very moderate. One might think of such functions as being “C∞ along the boundary”.
Choosing a f-tuple a := ((a1, m1), . . . , (af , mf)) with a pair (aj , mj) ∈ C × N for each
face Hj of N , we can also define the space of conormal functions on N with conormal
bounds a as
Aa(N) := ρa11 log(ρ1)m1 · · · ρaff log(ρf )mf · A(N). (118)
A special class of conormal functions is given by functions which possess “generalized
Taylor expansions” into powers of the type
ρzj log(ρj)
m, (z,m) ∈ C×N (119)
at the boundary faces Hj of N . To describe these expansions, we list the admissible powers
(119) in an “index set”. To explain this concept, introduce a partial ordering on C×N,
describing the comparative vanishing order atHj of expressions of type (119), by declaring
(z1, m1) ≤ (z2, m2) ⇐⇒ [ Re(z1) < Re(z2) or Re(z1) = Re(z2) and m1 ≥ m2] .
Now, a (C∞-)index set is a countable subset I ⊂ C×N such that
• I is bounded from below in the above ordering, i.e. there is a “worst” power in the
expansion,
• I ∩ BN (0) × {0, . . . , N} is finite for any N ∈ N, i.e. powers in the expansion
“improve” steadily,
• (z,m) ∈ I implies (z + n,m − l) ∈ I for any l, n ∈ N and l ≤ m. This is the
C∞-condition.
Often, a complex number z will be interpreted as the index element (z, 0).
Now given a collection I = (IH1 , . . . , IHf ) of (C∞-) index sets associated to the faces
of N , we can recursively define the space of (classical) conormal functions associated to
I as follows: A section f ∈ AI(N) has an expansion at each face H of the form
f ∼
∑
(z,m)∈IH
ρzH log(ρH)
mfH,z,m, fH,z,m ∈ AI′(N), I ′F =
{
EF F 6= H
N F = H
. (120)
A.6 Conormal Functions, Pullbacks and Pushforwards 117
Obviously, for a = ((a1, m1), . . . , (af , mf)) as above, we have
AI(N) ⊂ Aa(N), if (aj , mj) ≤ IHj .
We leave it to the reader to define spaces of conormal functions when one or several index
sets are finite. The largest or “best” index is then to be interpreted as a conormal bound
in the sense of (118), and the C∞-condition is assumed to hold up to that best index.
It will be important to keep track of the behavior of the index sets of conormal functions
w.r.t. different operations.
Definition A.16 Let I, J be two C∞-index sets. Besides the simple set-theoretic union
I ∪ J we will use the following other operations on I and J :
(a) I + J := ( (z + z′, m+m′) |(z,m) ∈ I, (z′, m′) ∈ J )
(b) I∪J := ( (z, j) | j ≤ m+m′ + 1, (z,m) ∈ I, (z,m′) ∈ J )
(c) Î :=
⋃
l∈N(l + I)
It should be clear that
f + g ∈ AI∪J (N) and f · g ∈ AI+J (N) for f ∈ AI(N), g ∈ AJ (N).
Especially, the space of conormal functions AI(N) is C∞(N)-module for any C∞-index
set I.
The reader should verify that the coefficients fH,z,m in the expansion (120) of f ∈
AI(N) are not unique. However, if we have (z,m) ∈ IH but (z − n,m) /∈ IH for any
n ∈ N+, then the coefficient
fHj ,z,m|Hj ∈ A(IH1 ,... ,IHj−1 ,IHj+1 ,... )(Hj)
is well defined. We therefore define the “leading part” of an index set I as
lead(I) := {(z,m) ∈ I | (z − n,m) /∈ I for any n ∈ N+}.
Note the rule
I − lead(I) = 1 + I !
Information associated to the leading coefficients of a conormal function is more persistent,
in a sense that we describe now.
In the case of the Dirac operator Dφ over the “manifold with corners” N = X an
important piece of information is given by the decomposition of the space of sections over
the boundary into zero modes and nonzero modes: By our main assumption (39) the null
space of the vertical Dirac family Dφ,V over the boundary ∂X is the space of sections of a
vector bundle K → Y and the projections Π◦, Π⊥ onto this null space and its orthogonal
complement give a decomposition
C∞(∂X,E) = Π◦C∞(∂X,E)⊕Π⊥C∞(∂X,E) ∧= Γ(Y,K)⊕ Γ(Y,K)⊥.
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For a section ξ ∈ AI(X,E) it now clearly makes sense to ask, whether the leading
coefficients ξ(z,n) in its asymptotic expansion of type (120) restrict to the zero modes over
the boundary or not. To keep track of this information, we agree to let an index (z,m)◦
denote a coefficient in the zero modes and (z, n)⊥ denote a coefficient perpendicular to
the zero modes:
ξ(z,n)◦|∂X ∈ K, ξ(z,n)⊥|∂X ⊥ K.
More generally, given an index set I, we we define [◦]I to be the same index set, but
carrying the additional information that the leading coefficients lie in the zero modes:
[◦]I := lead(I)◦ ∪ (I − lead(I)),
and [⊥]I is defined analogously.
Of course, these notations also make sense for the manifold N = X2φ. Here the null
space of the vertical family Dφ,V defines vector bundles over the bases of lf, φbf, ff and
we can use the above notation at each of these faces. We can now describe the mapping
properties of the Dirac operator Dd (lifted from the left to X2φ):
Lemma A.17 (a) Dd : C∞(X,E)◦ → C∞(X,E)
(b) Dd : A[◦]I(X,E)→ AI(X,E).
(c) Dd : C∞(X2φ, END)
◦ → ρ−1ff C∞(X2φ, END)
(d) Dd : A(Irf ,[◦]Ilf,[◦]Iφbf ,Iff)(X2φ, END)→ A(Irf ,Ilf ,Iφbf ,Iff−1)(X2φ, END)
b-Fibrations, Pullback and Pushforward
Let N , N ′ be two manifolds with corners. The corresponding sets of boundary faces
areM(N),M(N ′). A C∞-map F : N1 → N2 will be called a b-map, if it maps boundary
faces to boundary faces in the sense that for every face H ∈M(N ′) we require
F ∗ρ′H = aH
∏
G∈M(N)
ρ
e(G,H)
G , or F
∗ρ′H ≡ 0,
with e(G,H) ∈ N, 0 < aH ∈ C∞(N). If no F ∗ρ′H is identically 0, F will be called an
interior b-map. The matrix e = (e(G,H)) will be called the coefficient matrix of F . The
readers can convince themselves, that composition of two b-maps is again a b-map, and
that the coefficient matrix of the composition is the product of the coefficient matrices of
the components.
The following result about the pullback of conormal functions under b-maps will be
used several times in the text
Theorem A.18 (Pullback) Let F : N → N ′ be an interior b-map, with coefficient
matrix e. Let I ′ a (possibly finite) index set for N ′. Then
F ∗ : A(N ′)I′ −→ A(N)F ♯I′,
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where the index set F ♯I ′ is defined as
(F ♯I ′)G = ( (
∑
H∈M(N ′)
e(G,H)z′H,
∑
H∈M(N ′)
m′H) | (z′H, m′H) ∈ I ′H ),
which we read as N, if G is mapped to the interior of N ′ by F .
The corresponding result for the pushforward of functions is not quite as easy to for-
mulate. Also we will have to restrict the class of admissible maps F further. First, note
that an interior b-map F : N → N ′ maps
F∗ : bTpN → bTF (p)N ′ and F∗ : bNpN → bNF (p)N ′
for all p ∈ N . If the first of these (b-) differentials is always surjective, F will be called a b-
submersion. It will be called b-normal, if the second (b-) differential is always surjective. An
interior b-map F , which is both, a b-submersion and b-normal, will be called a b-fibration.
A more intuitive description of b-fibrations is stated in [Me0]:
Proposition A.19 Let F : N → N ′ be a b-submersion. Then F is a b- fibration if and
only if for each face in the preimage G ∈ M(N) there is at most one face in the image
H ∈M(N ′), such that e(G,H) 6= 0.
We can now formulate the pushforward theorem in the version given in [Lo]:
Theorem A.20 (Pushforward) Let F : N → N ′ be a b-fibration, and let I be an index
set for N such that IG > 0 for all faces G of N which are mapped to the interior of N
′.
Then
F∗ : AI(N,Ω(N)) −→ AF♯I(N ′,Ω(N ′)),
with (F♯I)H :=
⋃
G∈M(N),F (G)⊂H
e(G,H)−1IG,
for all H ∈M(N ′).
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