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EXTRAPOLATION 
by Mark Twain 
 
One of the Mississippi's oddest peculiarities is that of shortening its 
length from time to time. If you will throw a long, pliant apple-
paring over your shoulder, it will pretty fairly shape itself into an 
average section of the Mississippi River; that is, the nine or ten 
hundred miles stretching from Cairo, Illinois, southward to New 
Orleans, the same being wonderfully crooked, with a brief straight 
bit here and there at wide intervals. The two-hundred-mile stretch 
from Cairo northward to St. Louis is by no means so crooked, that 
being a rocky country which the river cannot cut much.  
The water cuts the alluvial banks of the `lower' river into deep horseshoe curves; so deep, indeed, that in 
some places if you were to get ashore at one extremity of the horseshoe and walk across the neck, half or 
three quarters of a mile, you could sit down and rest a couple of hours while your steamer was coming 
around the long elbow, at a speed of ten miles an hour, to take you aboard again. When the river is rising 
fast, some scoundrel whose plantation is back in the country, and therefore of inferior value, has only to 
watch his chance, cut a little gutter across the narrow neck of land some dark night, and turn the water into 
it, and in a wonderfully short time a miracle has happened: to wit, the whole Mississippi has taken 
possession of that little ditch, and placed the countryman's plantation on its bank.  
Pray observe some of the effects of this ditching business. The Mississippi between Cairo and New Orleans 
was twelve hundred and fifteen miles long one hundred and seventy-six years ago. It was eleven hundred 
and eighty after the cut-off of 1722. It was one thousand and forty after the American Bend cut-off. It has 
lost sixty-seven miles since. Consequently its length is only nine hundred and seventy-three miles at 
present.  
Now, if I wanted to be one of those ponderous scientific people, and `let on' to prove what had occurred in 
the remote past by what had occurred in a given time in the recent past, or what will occur in the far future 
by what has occurred in late years, what an opportunity is here! Geology never had such a chance, nor such 
exact data to argue from! Nor `development of species', either! Glacial epochs are great things, but they are 
vague--vague. Please observe. In the space of one hundred and seventy-six years the Lower Mississippi has 
shortened itself two hundred and forty-two miles. This is an average of a trifle over one mile and a third 
per year. Therefore, any calm person, who is not blind or idiotic, can see that in the Old Oolitic Silurian 
Period, just a million years ago next November, the Lower Mississippi River was upward of one million 
three hundred thousand miles long, and stuck out over the Gulf of Mexico like a fishing-rod. And by the 
same token any person can see that seven hundred and forty-two years from now the Lower Mississippi 
will be only a mile and three-quarters long, and Cairo and New Orleans will have joined their streets 
together, and be plodding comfortably along under a single mayor and a mutual board of aldermen. There 
is something fascinating about science. One gets such wholesale returns of conjecture out of such a trifling 
investment of fact.  
Life on the Mississippi 173-6 (1883) 
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Lesehinweise  
Liebe Leserin, lieber Leser,  
das vorliegende Lehrbuch ist als Vorlesungsbegleittext zum einsemestrigen Modul Statistik und Wahr-
scheinlichkeitsrechnung für Studierende der Wirtschaftswissenschaftlichen Bachelor-Studiengänge an der 
Universität Leipzig konzipiert. Der Autor verbindet mit dem Lehrbuch mehrere Erwartungen.  
Zum einen soll der Text den Studierenden die Erarbeitung der Vorlesungsinhalte erleichtern. Der Vor-
lesungsbegleittext ermöglicht effizientes Lernen insbesondere dann, wenn er kontinuierlich zur Vor- und 
Nachbereitung der Vorlesung genutzt wird. Die vorbereitende Lektüre der Vorlesungsinhalte ermöglicht 
es den Studierenden, sich in der Vorlesung gezielt auf subjektiv „schwierige“ Aspekte zu konzentrieren 
und ggf. Fragen an den Dozenten vorzubereiten. Das durch Lesen und Hören erworbene Wissen kann dann 
in den Übungen zur Vorlesung und durch eine zweite zeitnahe Lektüre des Textes vertieft werden. Auf 
Wunsch erhalten Modulteilnehmer zu Semesterbeginn eine Leseanweisung oder reading list für das Lehr-
buch, die ihnen die Planung der Vorlesungsvorbereitung abnimmt.  
Zum anderen füllt das Lehrbuch Lücken aus, die die Vorlesung offenlassen muss. In einem nur einsemest-
rigen Kurs muss der Dozent in seiner Vorlesung zwangsläufig – auf Kosten mathematisch exakter Beweis-
führungen – die Anwendungsaspekte der Statistik in den Mittelpunkt stellen. Der Text bietet dem interes-
sierten Hörer in einem moderaten Umfang die Möglichkeit, Beweisführungen nachzulesen. Ferner werden 
in dem Text auch Aspekte thematisiert, die über den üblichen Inhalt einer Anfänger-Vorlesung hinaus-
gehen. Die entsprechenden Abschnitte sind im Inhaltsverzeichnis durch ein Sternchen * gekennzeichnet; 
die Lektüre dieser Abschnitte ist optional. Der Autor erhofft sich, dass die Ausführungen den am Fach 
Statistik interessierten Studierenden als Brücke zu Fortgeschrittenen-Kursen dienlich sind.  
Viel Erfolg beim Studium!  
Leipzig, 19. Juli 2017   Roland Schuhr 
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1 Grundbegriffe der Statistik 
1.1 Statistik und Wirtschaftswissenschaften 
1.1.1 Bedeutung des Begriffs Statistik 
Statistik geht zurück auf das lateinische Wort statisticum („den Staat betreffend“) bzw. das italienische 
Wort statista („Staatsmann“). Der Begriff Statistik wurde wesentlich von GOTTFRIED ACHENWALL (1719-
1772) geprägt und verbreitet. Achenwall, Magister phil. der Universität Leipzig, lehrte an den Universitäten 
Marburg und Göttingen erstmals Staatswissenschaften unter der Fachbezeichnung Statistik. Mit seiner 
Schrift „Statistical Accounts of Scotland“ führte SIR JOHN SINCLAIR (1754-1835) Ende des 18. Jahrhunderts 
den Begriff in den englischen Sprachraum ein. Seitdem hat sich die Wortbedeutung gewandelt. Heute 
werden im alltäglichen wie im wissenschaftlichen Sprachgebrauch mit Statistik mehrere Bedeutungsinhalte 
verbunden. Für die Wirtschaftswissenschaften sind die Folgenden von besonderem Belang: 
Statistik
statistischer
Dienst
statistische
Methodenlehre
Wirtschaftsstatistik
deskriptive
Statistik
stochastische
Statistik
materielle
Statistik
 
Abb. 1.1:  Bedeutungsinhalte des Begriffs Statistik 
Materielle Statistik 
Als materielle Statistiken bezeichnet man die Ergebnisse statistischer Erhebungen in Form von Tabellen, 
Kennzahlen und graphischen Darstellungen wie etwa die „Wahlstatistik“ (siehe B–2.3) oder die „Konzen-
trationsstatistik“ (siehe B–2.23). 
Statistischer Dienst 
Der statistische Dienst umfasst staatliche und private Institutionen, die Statistiken erheben, aufbereiten und 
veröffentlichen. Eine Säule der amtlichen Statistik bilden die von Bund, Länder und Gemeinde eigens für 
statistische Zwecke geschaffenen Ämter. Die Säule gliedert sich entsprechend dem föderalen Aufbau der 
Bundesrepublik in das Statistische Bundesamt (www.destatis.de), die Statistischen Landesämter und die 
kommunalen Statistikämter. Daneben existiert als zweite Säule die sog. Ressortstatistik, die von Behörden 
getragen wird, die ausgewählte, im Rahmen ihrer Verwaltungstätigkeit anfallende Daten statistisch aufbe-
reiten und veröffentlichen, z.B. die Bundesbank (www.bundesbank.de) oder die Bundesagentur für Arbeit 
(www.arbeitsagentur.de). Die Träger der amtlichen Statistik arbeiten stets auf gesetzlicher Basis. Die natio-
nale Statistik ist eingebettet in ein internationales System. Genannt seien an dieser Stelle lediglich die statis-
tischen Dienste der Vereinten Nationen und der Europäischen Union (ec.europa.eu/eurostat/de).       
Statistische Methodenlehre 
Die statistische Methodenlehre befasst sich mit Methoden zur Gewinnung und Verarbeitung empirischer 
Information. Üblicherweise unterscheidet man zwischen deskriptiver und induktiver Statistik. 
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Die deskriptive Statistik (beschreibende Statistik) ist die Lehre von der formalen Beschreibung und Analyse 
zahlenmäßiger Daten durch tabellarische und graphische Darstellungen, Häufigkeitsverteilungen und durch 
Maßzahlen. Die Methoden dienen im Wesentlichen der Strukturierung, der quantitativen Beschreibung und 
der Exploration von unübersichtlichem und umfangreichem Datenmaterial.  
Die induktive Statistik (stochastische Statistik) ist im Gegensatz zur deskriptiven Statistik eine Methoden-
lehre mit wahrscheinlichkeitstheoretischer Fundierung. Wesentlicher Bestandteil der induktiven Statistik 
ist die Theorie des induktiven Schließens aufgrund einer unvollständigen Information (Stichproben-
erhebung) auf die Struktur eines bestimmten statistischen Kollektivs (Grundgesamtheit bzw. Prozess). 
Deskriptive und induktive statistische Methoden werden in Vorlesungen und Lehrbüchern in der Regel 
getrennt behandelt. Diese Trennung erfolgt überwiegend aus didaktischen Gründen. In der praktischen 
statistischen Arbeit werden die Methoden gemeinsam genutzt. Speziell setzt das Arbeiten mit den Metho-
den der induktiven Statistik eine gründliche Deskription des Stichprobenmaterials voraus.  
Statistische Methoden werden in allen Erfahrungswissenschaften wie Betriebswirtschafts- und Volks-
wirtschaftslehre, Psychologie, Biologie, Physik, Medizin, etc. zur Erforschung empirisch beobachtbarer 
Phänomene genutzt. Die Statistik spielt hier die Rolle einer Hilfswissenschaft. Die Methodenlehre selbst ist 
ein Teilgebiet der angewandten Mathematik. 
Wirtschaftsstatistik 
Die Wirtschaftsstatistik ist die Lehre von der systematischen Erfassung, zahlenmäßigen Beschreibung und 
Analyse wirtschaftlicher, sozialer und demographischer Tatbestände. Sie ist eine Ergänzung zur allgemei-
nen statistischen Methodenlehre. Eine ihrer wesentlichen Aufgaben ist die Konkretisierung ökonomischer 
Begriffe durch statistische Definitionen, die zum einen zu den ökonomisch gebräuchlichen Begriffen 
adäquat sind und die zum anderen auch statistisch messbar sind (Adäquations- oder Operationalisierungs-
problem). Ferner werden spezielle Konzepte zur Gewinnung, Beschreibung und Analyse ökonomischer 
Daten untersucht. 
1.1.2 Statistik als Hilfswissenschaft in den einzelnen ökonomischen Disziplinen 
Wirtschaftstheorie 
Wirtschaftstheorien mit Anspruch auf Realitätsbezug orientieren sich an empirischen Fakten, und zwar 
sowohl im Stadium der Theoriebildung als auch im Stadium der Theorievalidierung. Spezifisch statistische 
Aufgaben sind hierbei die Messung ökonomischer Tatbestände und Entwicklungsprozesse sowie die Ana-
lyse von Wirkungszusammenhängen ökonomischer Größen (z.B. Messung von Konsumquoten, Schätzung 
von Konsumfunktionen). Die Rolle der Statistik ist hierbei so bedeutsam, dass sich ein Mischfach aus 
Ökonomie und Statistik entwickelt hat: die Ökonometrie (vgl. Abbildung 1.2). Analog haben sich in 
anderen Wissenschaftsbereichen weitere Mischfächer wie die Biometrie, Soziometrie oder Psychometrie 
entwickelt.  
Wirtschafts- und Finanzpolitik 
Wirtschaftspolitische und fiskalische Maßnahmen des Staates können ohne Kenntnis der ökonomischen 
Daten einer Volkswirtschaft nicht geplant und nicht in ihrem Erfolg kontrolliert werden. Die wesentlichen 
Zielsetzungen staatlicher Politik in der Bundesrepublik sind im Gesetz zur Förderung der Stabilität und 
des Wachstums der Wirtschaft vom 8.6.1967 festgelegt, nämlich: 
Sicherung von Preisstabilität, Vollbeschäftigung, außenwirtschaftlichem Gleichgewicht und 
optimalem Wirtschaftswachstum bei gerechter Einkommens- und Vermögensverteilung. 
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Abb. 1.2:  Ökonometrie als Mischdisziplin 
Mit der Informationsbeschaffung sind staatliche Behörden und eigens geschaffene statistische Ämter (amt-
liche Statistik) betraut worden (siehe Statistischer Dienst).   
Betriebswirtschaft 
Im betriebswirtschaftlichen Bereich dient die Statistik der Informationsbeschaffung für Planungs-, 
Organisations- und Kontrollzwecke, d.h. sie dient der Vorbereitung unternehmerischer Entscheidungen. 
Typische Bereiche sind 
 - die statistische Qualitätssicherung und –planung; 
 - das Rechnungswesen, z.B. statistische Bilanzanalysen, Controlling, Stichprobeninventuren; 
 - die Marketingforschung, z.B. Untersuchung von Beschaffungs- und Absatzmärkten, Absatz-
prognosen, Imageforschung, etc.; 
- Datamining in Databases im Rahmen des Direktmarketings; 
- Finanzmarktanalysen. 
1.2 Statistische Daten und ihre Erhebung 
In den nachfolgenden Kapiteln werden wir uns ausführlich mit Methoden zur Gewinnung und Verarbeitung 
von Datenmaterial beschäftigen. Zuvor sollen an dieser Stelle einige wichtige Grundbegriffe der statisti-
schen Methodenlehre eingeführt und erläutert werden. 
1.2.1 Statistische Einheiten, statistische Massen und Merkmale 
Wir betrachten einführend das folgende Beispiel. 
B−1.1 Befragung Leipziger WIWI-StudentInnen. 
Im Rahmen einer (fiktiven) empirischen Untersuchung werden im Wintersemester 20.. an 
StudentInnen der Wirtschaftswissenschaftlichen Fakultät der Universität Leipzig mittels eines 
Fragebogens Daten erhoben. Dabei interessieren neben demographischen Merkmalen der Student-
Innen (Wer studiert Wirtschaftswissenschaften?) insbesondere auch die Bewertungen der Studien-
erfahrungen (Wie zufrieden sind die StudentInnen mit ihrem bisherigen Studium?).  
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Der Bogen enthält (unter anderen) auch die folgenden Fragen: 
• Geschlecht (1 = weiblich,  2 = männlich):  
• Staatsangehörigkeit (1 = deutsch,  2 = sonstige):  
• Wohngemeinde vor Beginn des Studiums (Postleitzahl):  
 (Angabe nur dann, falls Wohngemeinde in der Bundesrepublik) 
• Alter bei Beginn Ihres Studiums:  
• Anzahl der bisher absolvierten Fachsemester  
• Wie bewerten Sie das wissenschaftliche Niveau der Lehrveranstaltungen?  
 ( −2 = sehr niedrig,  −1 = niedrig,  0 = mittelmäßig,  +1 = hoch,  +2 = sehr hoch) 
• Wie bewerten Sie den Praxisbezug der Lehrveranstaltungen?  
 ( −2 = sehr niedrig,  −1 = niedrig,  0 = mittelmäßig,  +1 = hoch,  +2 = sehr hoch) 
• Wie bewerten Sie die Stadt Leipzig als Studienort?  
 ( −2 = sehr negativ,  −1 = negativ,  0 = mittelmäßig,  +1 = positiv,  +2 = sehr positiv) 
etc. ... 
D−1.1 Statistische Einheit, statistische Masse 
Statistische Einheiten oder Merkmalsträger sind Träger von Information, die im Rahmen einer statistischen 
Untersuchung von Interesse ist.  
Eine hinsichtlich sachlicher, räumlicher und zeitlicher Kriterien sinnvoll gebildete Gesamtheit von statisti-
schen Einheiten heißt statistische Masse. Weitere Sprechweisen: Kollektiv, Population oder Gesamtheit.  
Statistische Einheiten können Personen, Personengruppen (z.B. Familien oder Haushalte), Ereignisse (z.B. 
Einwanderung, Eheschließung, Konkurs), Gegenstände (z.B. Automobile oder Gebäude), Wirtschafts-
zweige, Regionen etc. sein. Das statistische Begriffspaar „Einheit – Masse“ entspricht dem mathematischen 
Begriffspaar „Element – Menge“.  
Die Abgrenzung einer statistischen Masse kann durch Aufzählung ihrer Einheiten erfolgen oder durch 
Festlegung von Identifikationsmerkmalen, mit denen über die Zugehörigkeit einer Einheit zur Masse ent-
schieden wird. Von den Identifikationsmerkmalen sind die Untersuchungsmerkmale zu unterscheiden.  
D−1.2 Untersuchungsmerkmal 
Untersuchungsmerkmale (im Folgenden kurz Merkmale) sind Eigenschaften statistischer Einheiten, die 
Gegenstand einer statistischen Untersuchung sind. Die verschiedenen Ausprägungen, die ein Merkmal an 
statistischen Einheiten annehmen kann, heißen Merkmalsausprägungen, Realisationen oder auch Modali-
täten des Merkmals.  
Beispiel  
B−1.1 Befragung Leipziger WIWI-StudentInnen. 
In der fiktiven Untersuchung fungieren die StudentInnen als statistische Einheiten und ihre 
Eigenschaften wie Geschlecht, Staatsangehörigkeit, Alter bei Studienbeginn, usw. sind die 
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interessierenden Untersuchungsmerkmale. Die Gesamtheit aller Leipziger StudentInnen der Wirt-
schaftswissenschaften bildet die statistische Masse. Sie ist durch mehrere Identifikationsmerkmale 
der Einheiten definiert. Die Einheiten müssen im Wintersemester 20.. (zeitliches Merkmal) an der 
Universität Leipzig immatrikuliert sein (räumliches Merkmal), und sie müssen Wirtschaftswissen-
schaften als Haupt- oder Nebenfach studieren (sachliches Merkmal).  
Es ist sinnvoll, verschiedene Typen statistischer Massen zu unterscheiden. Nach der Vollständigkeit von 
statistischen Massen unterscheidet man zwischen Grundgesamtheiten und Teilgesamtheiten. Eine Teil-
gesamtheit kann durch eine begriffliche Ausgliederung entstehen. So bilden in unserem Beispiel die 
Studierenden der Wirtschaftsinformatik beispielsweise eine Teilgesamtheit aus der Grundgesamtheit aller 
Wirtschaftsstudenten am Fachbereich. Die Wirtschaftsstatistik betrachtet die Erwerbsbevölkerung als Teil-
masse der Wohnbevölkerung. Eine Teilgesamtheit kann aber auch ohne begriffliche Ausgliederung durch 
eine Auswahl von Elementen aus der Grundgesamtheit entstehen. Man spricht dann von einer Stichprobe. 
Erfolgt die Auswahl der Einheiten rein zufällig, liegt eine Zufallsstichprobe vor. Das Begriffspaar 
„Stichprobe – Grundgesamtheit“ hat in der induktiven Statistik besondere Bedeutung. 
Nach der zeitlichen Abgrenzung der untersuchten Massen unterscheidet man Bestands- und Bewegungs-
massen. Bestandsmassen beziehen sich auf einen bestimmten Zeitpunkt (z.B. Inventurbestand oder 
Wohnbevölkerung eines Landes zum 31.12.20..), Bewegungsmassen sind in Bezug auf einen Zeitraum 
definiert (z.B. Lagerabgänge einer Woche, Sterbefälle eines Jahres). In der statistischen Praxis werden aus 
Kostengründen oft Bestandsmassen mit Hilfe von geeigneten Bewegungsmassen fortgeschrieben. In der 
Bevölkerungsstatistik wird z.B. die Wohnbevölkerung nur in größeren Abständen vollständig erfasst 
(Volkszählung) und in den Zwischenjahren durch die folgende Beziehung fortgeschrieben: 
 Bevölkerung Ende 20..  =  Bevölkerung Ende des Vorjahres   
       +  Zugänge in 20..  −  Abgänge in 20..    . 
Ein Beispiel für Fortschreibung aus der betriebswirtschaftlichen Praxis ist die Ermittlung von Lager-
beständen an einem Stichtag nach der Methode der laufenden Inventur. 
1.2.2  Daten, Merkmalsvariablen, Skalen 
Ausgangspunkt statistischer Auswertungen sind die statistischen Daten.  
D−1.3 Statistische Daten, Datensatz 
Statistischen Daten sind Zahlenangaben über Merkmalsausprägungen, die an statistischen Einheiten mit 
Hilfe geeigneter Maßskalen gemessen worden sind. Alle sachlich zusammengehörigen und einer statisti-
schen Auswertung zugrundeliegenden Daten bilden einen Datensatz. 
Jeder Datenbeschaffung für statistische Zwecke liegt ein spezifischer Messvorgang zugrunde. Der Begriff 
Messung wird wissenschaftlich sehr viel weiter ausgelegt als im Alltagsgebrauch. Als Messung soll hier 
jede Zuordnung von Zahlen zu statistischen Einheiten verstanden werden, die so erfolgt, dass die für die 
Merkmalsausprägungen der Einheiten geltenden Relationen („empirisches Relativ“) auch für die zuge-
ordneten Zahlen („numerisches Relativ“) gelten. Die verwendete Zahlenmenge heißt dann Maßskala oder 
kurz Skala. Liegt ein so definierter numerischer Messvorgang zugrunde, kann man ein Untersuchungs-
merkmal auch als eine Variable interpretieren.  
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D−1.4 Merkmalsvariable 
Eine Merkmalsvariable, statistische Variable oder einfach Variable X ist eine Abbildung, die jedem 
Element ω einer statistischen Masse Ω genau einen reellen Zahlenwert )(ωX  zuordnet: 
   X :  Ω → IR bzw. elementweise )(ωω X  . 
Die reellen Zahlen )(ωX  heißen Realisationen (Werte) von X.  
Die inhaltliche Aussage der Zahlenwerte einer Variable ist durch die verwendete Maßskala festgelegt. In 
diesem Sinne sind statistische Daten somit Realisationen einer Variablen, die an einer Menge von statisti-
schen Einheiten erfasst wurden. 
Maßskalen sind bei vielen Variablen, insbesondere bei physikalischen Größen, aufgrund von allgemein 
akzeptierten Konventionen bereits vorgegeben. Beispielsweise nutzt man bei der Gewichtsmessung in 
Mitteleuropa üblicherweise die Gramm- oder Kilogrammskala. Der empirischen Ordnungsrelation  „die 
Einheit iω  ist schwerer als die Einheit jω “  entspricht die Ordnungsrelation „ )( )( ji XX ω>ω “, wobei 
die Zahlen )( iX ω  und )( jX ω  die Maßeinheit Gramm bzw. Kilogramm besitzen. Ebenso sind bei der 
Längen-, Temperatur-, oder Zeitmessung Skalen aus der Erfahrungswelt vorgegeben. Die Festlegung einer 
Skala kann aber auch zu einem komplizierten Problem werden. Skalierungsprobleme treten z.B. in der 
Psychologie bei der Intensitätsmessung von Sinneswahrnehmungen, Motiven oder Gefühlen auf. Ein 
spezifisches Skalierungsproblem in der Markt- und Meinungsforschung ist die Messung von Einstellungen 
gegenüber Produkten, Firmen oder Parteien, etc. 
Beispiel  
B−1.1 Befragung Leipziger WIWI-StudentInnen. 
In dem Fragebogen wird unter anderem nach Variablen wie Geschlecht (= 1X ), frühere Wohn-
gemeinde in der Bundesrepublik  (= 2X ) und nach dem Alter bei Studienbeginn (= 3X ) gefragt. 
Bei der Messung der Variablen 1X  wird eine Skala mit zwei Skalenwerten 1 = weiblich und 2 = 
männlich verwendet. Die Skala für die Messung der Variablen 2X  ist das Verzeichnis der Post-
leitzahlen der Deutschen Bundespost. Die Variable 3X  wird durch eine Zeitskala mit der Einheit 
Jahre gemessen. Durch die Variablen 1X , 2X  und 3X  wird einer statistischen Einheit ω aus der 
Masse Ω jeweils eine Zahl )(1 ωX , )(2 ωX  bzw. )(3 ωX  zugeordnet. Diese Beispiele verdeutli-
chen, dass der Begriff Messung hier viel weiter ausgelegt wird als im Alltagsgebrauch. 
Anmerkungen 
(i) Für die oben eingeführten Begriffe haben sich in der statistischen Literatur leider bisher keine all-
gemein akzeptierten Definitionen durchgesetzt. Manche Autoren betrachten neben numerischen 
Skalen auch nicht-numerische Skalen und unterscheiden dann sogenannte qualitative Merkmale von 
quantitativen Merkmalen (= Merkmalsvariablen). Bei qualitativen Merkmalen wird durch Ver-
wendung von nicht-numerischen Skalen auf die Zuordnung von Zahlen verzichtet. In diesem Sinne 
ist beispielsweise das Merkmal „Geschlecht“ mit den nicht-numerischen Merkmalswerten weiblich 
und männlich qualitativ, während das Merkmal „Gewicht“ (numerisch gemessen in Kilogramm) 
quantitativ ist. Ausprägungen eines Merkmals können aber stets durch Zahlen einer numerischen 
Skala kodiert werden. In obigem Beispiel wurden z.B. die Geschlechtsausprägungen weiblich und 
männlich durch die Zahlen 1 und 2 kodiert. Wir sprechen deshalb hier im Folgenden nur von 
Merkmalsvariablen und interpretieren Daten als Realisationen von Variablen. 
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(ii) Die Definition 1.4 einer Variablen X setzt implizit voraus, dass an einer statistischen Einheit je 
Merkmal nur eine einzige Merkmalsausprägung messbar ist. Hiervon abweichend können 
Ausprägungen aber auch gehäuft auftreten. Ein typisches Beispiel für ein sogenanntes häufbares 
Merkmal ist das Merkmal „Beruf“. Personen können mehrere Berufe erlernt haben und ausüben (z.B. 
Metzger und Gastwirt). Der Sonderfall häufbarer Merkmale wird im Folgenden nicht behandelt. Es 
sei jedoch darauf hingewiesen, dass sie in statistischen Untersuchungen gesondert verarbeitet werden 
müssen. Beispielsweise erschweren sie die Erstellung von Häufigkeitstabellen (vgl. Kapitel 2.1).  
1.2.2.1 Klassifikationen von Variablen 
Variablen können nach unterschiedlichen Kriterien klassifiziert werden. Für verschiedenartige Variablen 
sind jeweils unterschiedliche Aufbereitungs- und Auswertungsmethoden sinnvoll. 
Klassifikation nach dem Skalenniveau der Variablen 
Der Informationsgehalt eines Datensatzes bezüglich einer statistischen Masse hängt von der Art und Weise 
ab wie Merkmalsausprägungen gemessen werden; d.h. von der verwendeten Skala. Man unterscheidet 
nominalskalierte, ordinalskalierte und metrisch skalierte Variablen. Kennzeichnend für jeden Skalentyp 
ist 
(i) welche Relationen zwischen den Variablenwerten inhaltlich sinnvoll interpretierbar sind und 
(ii) welche Rechenoperationen bei der Auswertung mit den Daten sinnvoll durchführbar sind. 
Nominalskalen  
Eine Nominalskala liegt vor, wenn durch Zuordnung von Zahlen die statistischen Einheiten lediglich 
entsprechend der Zugehörigkeit ihrer Merkmalsausprägung zu einer bestimmten Kategorie klassifiziert 
werden. Die Zahlenwerte einer Variable X sind hier nur Nummern, die bestimmten Merkmalsausprägungen 
entsprechen. Für je zwei statistische Einheiten Ω∈ωω ji ,  sind nur die Relationen 
)()(und       )()( jiji XXXX ω≠ωω=ω  
inhaltlich interpretierbar. 
In unserem Fragebogen sind die Variablen „Geschlecht“, „Staatsangehörigkeit“ und „Wohngemeinde“ 
nominalskaliert. Durch die Werte der Variablen werden statistische Einheiten entsprechend bestimmter 
Merkmalskategorien klassifiziert, z.B. in weibliche und männliche Einheiten (Geschlecht), Deutsche und 
Nichtdeutsche (Staatsangehörigkeit) oder in Leipziger, Frankfurter, Berliner,... (Wohngemeinde). 
Empirischen Relationen wie  
 „das Geschlecht der Einheit iω  entspricht dem Geschlecht der Einheit jω “, 
 „das Geschlecht der Einheit iω  entspricht nicht dem Geschlecht der Einheit jω “ 
entsprechen die Relationen )()( ji XX ω=ω  bzw. )()( ji XX ω≠ω , wobei )( iX ω  und )( jX ω  numeri-
sche Kodierungen der Geschlechtsausprägungen sind. Ein Beispiel für eine sehr detaillierte Nominalskala 
ist die vom Statistischen Bundesamt herausgegebene Systematik der Wirtschaftszweige.  
Die Zahlengestalt von nominalen Daten kann dazu verleiten, mathematische Operationen auf die Daten 
anzuwenden. So ist es zum Beispiel möglich, die Summe aller Postleitzahlen von früheren Wohnorten 
Leipziger Wirtschaftsstudenten zu berechnen. Das Ergebnis der Rechenoperationen ist allerdings nicht 
interpretierbar. Daten sind bei Vorliegen einer Nominalskala nicht in einer bestimmten Rangfolge (z.B. 
nach der Größe) sortierbar. Rechenoperationen wie Addition oder Multiplikation sind nicht sinnvoll und 
daher unzulässig.   
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Ordinalskalen (Rangskalen) 
Eine Ordinal- oder Rangskala liegt vor, wenn die Ausprägungen des untersuchten Merkmals nicht nur 
unterschieden, sondern auch in eine Rangordnung gebracht werden können, und diese Rangordnung durch 
die zugeordneten Zahlenwerte widergespiegelt wird. Für je zwei statistische Einheiten Ω∈ωω ji ,  ist eine 
der folgenden Relationen richtig und interpretierbar: 
)()(, )()(, )()( jijiji XXXXXX ω>ωω<ωω=ω  . 
Ein Beispiel für eine Ordinalskala ist die Bewertung von Klausurleistungen mittels Zensuren. Die Aus-
prägungen des Merkmals „Klausurleistung“ werden an Einheiten in der Regel durch eine Skala mit den 
Skalenwerten 1,2,...,5 oder 1,2,...,6 gemessen. Den empirischen Relationen  
 „der Lernerfolg der Einheit iω  entspricht dem Lernerfolg der Einheit jω “, 
 „der Lernerfolg der Einheit iω  ist besser als der Lernerfolg der Einheit jω “,  
 „der Lernerfolg der Einheit iω  ist schlechter als der Lernerfolg der Einheit jω “ 
entsprechen die Relationen )()( ji XX ω=ω , )()( ji XX ω<ω  bzw. )()( ji XX ω>ω , wobei )( iX ω  
und )( jX ω  numerische Noten sind. Auch nicht-numerische Messungen (sehr gut, gut,... , ungenügend) 
sind hier gebräuchlich.  
Weitere Ordinalskalen finden sich im einführenden Beispiel. Die statistischen Einheiten haben dort 
Bewertungen ihrer bisherigen Studienerfahrungen vorzunehmen. Die Messwerte können sie dabei vorge-
gebenen Bewertungs- oder Einschätzungsskalen der Form 
−2 = sehr niedrig,   −1 = niedrig,   0 = mittelmäßig,   +1 = hoch,   +2 = sehr hoch 
entnehmen. Solche Bewertungs- oder Einschätzungsskalen werden auch als Rating-Skalen bezeichnet. 
Ordinale Daten sind größenmäßig sortierbar. Rechenoperationen wie Addition oder Multiplikation sind 
nicht (oder höchstens bedingt) zulässig, da die metrischen Abstände der Skalenwerte nicht definiert sind. 
So ist beispielsweise die Berechnung des arithmetischen Mittelwertes von Zensuren streng genommen 
unzulässig. Der Abstand zwischen zwei Zensurstufen, z.B. 2−1, ist inhaltlich nicht interpretierbar: 
Entspricht  2−1  der Note 1? Auch kann der Abstand zwischen 1 und 3 in der Regel nicht als genau doppelt 
so groß wie der Abstand von 1 zu 2 angesehen werden. Die Mittelung wird erst sinnvoll, wenn man 
unterstellt, dass die Abstände zwischen den einzelnen Noten genau gleich sind. Eine Durchschnittsnote wie 
z.B. 2.5 kann dann als genau zwischen 2 und 3 liegend interpretiert werden.  
Rechenoperationen mit ordinalen Daten setzen also immer spezifische Annahmen über die Abstände der 
Skalenwerte voraus. Die Richtigkeit dieser Annahmen ist häufig strittig. Dies gilt insbesondere auch bei 
der Messung mit Rating-Skalen. Es ist bekannt, dass statistische Einheiten häufig extreme Bewertungen 
zugunsten gemäßigter Bewertungen vermeiden (Zentralitätseffekt). Bei der obigen Rating-Skala wären 
dann die Abstände zwischen der Skalenwerten −1, 0 und +1 geringer als die Abstände zwischen −2 und −1 
bzw. +1 und +2. 
Metrische Skalen (Kardinalskalen) 
Eine metrische Skala liegt vor, wenn die Zahlenwerte einer Variable X nicht nur die Rangordnung von 
Merkmalsausprägungen widerspiegeln, sondern zusätzlich auch der Abstand zweier Zahlenwerte sinnvoll 
interpretierbar ist. Für je zwei statistische Einheiten Ω∈ωω ji ,  ist eine der folgenden Relationen 
)()(, )()(, )()( jijiji XXXXXX ω>ωω<ωω=ω  
richtig, der Abstand aXX ji =ω−ω )()(  ist definiert und hat einen inhaltlichen Sinn. Man unterscheidet 
Intervall- und Verhältnisskalen.  
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Intervallskalen sind metrische Skalen, deren Nullpunkt willkürlich festgelegt ist. Beispiele hierfür sind die 
Celsius- oder die Fahrenheitskala zur Temperaturmessung. Verhältnisskalen (oder Ratioskalen) sind 
metrische Skalen mit absolutem Nullpunkt (z.B. die Kelvinskala zur Temperaturmessung oder Skalen zur 
Längen-, Mengen- und Gewichtsmessung). In unserem Beispiel sind die Variablen „Alter bei Beginn des 
Studiums“ und „Anzahl der bisher absolvierten Fachsemester“ metrisch skaliert.  
Bei Vorliegen einer metrischen Skala können Rechenoperationen mit Daten wie Addition, Multiplikation 
oder Mittelwertbildung uneingeschränkt durchgeführt werden. 
Anmerkungen 
(i) In der Literatur werden nominal- und ordinalskalierte Variablen auch zusammenfassend als kategori-
ale Variablen bezeichnet.  
(ii) Eine Variable, die nur zwei Werte annehmen kann, heißt auch dichotome Variable (z.B. „Ge-
schlecht“).  
Beziehungen zwischen Maßskalen 
Die genannten Skalen sind in der Reihenfolge Verhältnis-, Intervall-, Ordinal- und Nominalskala dominant. 
Das heißt, man kann durch Transformationen  
 metrisch skalierte Variablen in ordinalskalierte oder in nominalskalierte Variablen und  
 ordinalskalierte Variablen in nominalskalierte Variablen 
überführen. Man bezeichnet dies als skalensenkende Transformationen. Eine Umkehrung ist nicht möglich: 
Es gibt keine skalenerhöhenden Transformationen.  
Beispiel  
B−1.2 Messung der Körpergröße von Kindern. 
Üblicherweise verwendet man zur Messung der Körpergröße von Kindern eine Verhältnisskala 
wie die Zentimeterskala. Eine Messung kann aber auch auf ordinalem oder sogar nominalem 
Niveau erfolgen. So kann man beispielsweise metrische Größenklassen bilden und diese ordinal 
oder nominal abbilden durch skalensenkende Transformationen. 
 Verhältnisskala 
(5 metrische Größenklassen) 
Ordinalskala 
(5 ordinale Größenränge) 
Nominalskala 
(2 nominale Größenklassen) 
 unter 80 cm 
80 − 100 cm 
101 − 120 cm 
121 − 150 cm 
über 150 cm 
        1       sehr klein 
        2       klein 
        3       mittel groß 
        4       groß 
        5       sehr groß 
1   normgerechte Größe 
     (80 cm – 150 cm) 
2   von der Norm abweichende Größe 
     (unter 80 oder über 150 cm) 
Klassifikation in diskrete und stetige Variablen 
Eine Variable heißt diskrete Variable, wenn sie nur endlich viele oder höchstens abzählbar unendlich viele 
unterschiedliche Werte annehmen kann. Die möglichen Realisationen diskreter Variablen sind also isolierte 
Zahlenwerte. 
Nominalskalierte Variablen (z.B. Geschlecht) und ordinalskalierte Variablen (z.B. Zensuren mit sechs 
möglichen Werten) sind diskrete Variablen. Auch metrisch skalierte Variablen können diskret sein, wenn 
10 Grundbegriffe der Statistik 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
sie nur isolierte Zahlenwerte annehmen. Als Beispiel lassen sich Zählvariablen (Anzahl der Kinder in 
Familien, Anzahl der Verkehrsunfälle in einer Region, etc.) oder Preisvariablen (Preise von Gütern in Euro) 
nennen.  
Eine Variable heißt stetige Variable, wenn sie alle Werte eines Intervalls annehmen kann. Die Inter-
vallgrenzen können auch unendlich sein. Bei stetigen Variablen handelt es sich um metrisch skalierte 
Variablen, denen ein beliebig genauer Messvorgang zugrunde liegt. Beispielsweise ist dies (zumindest 
theoretisch) bei der Messung der Körpergröße eines Kindes, der Lebensdauer einer Glühbirne oder des 
Durchmessers einer Röhre der Fall.  
Aus Zweckmäßigkeitsgründen behandelt man bei der Datenauswertung diskrete Variablen, die sehr viele 
isolierte Zahlenwerte annehmen können (z.B. Preise von hochwertigen Gütern in Euro, Anzahl der jähr-
lichen Geburten in der Bundesrepublik, usw.), oft als stetige Variable. Man nennt solche Variablen dann 
quasistetige Variablen. Umgekehrt kann auch die Behandlung einer stetigen Variablen als diskrete Variable 
sinnvoll sein, z.B. wenn der Datenerhebung ein sehr grober Messvorgang zugrunde liegt. Die Trennung 
von diskreten und stetigen Variablen ist somit etwas unscharf. Sie wird häufig von praktischen Erwägungen 
dominiert. 
Stetige Variable Diskrete Variable
Behandlung als diskrete Variable
Behandlung als stetige Variable
(quasistetige Variable)  
Abb. 1.3:  Diskrete und stetige Variablen 
1.2.2.2 Variablentransformationen 
Für die Darstellung und die Untersuchung der beobachteten Werte einer Variable ist es bisweilen vor-
teilhaft, die Variable zu transformieren. 
Beispiele 
B−1.3 Hamburgerpreise in Großbritannien und Deutschland. 
Es sollen die Preise von Hamburgern in Großbritannien und in Deutschland verglichen werden. 
Der Preis wird in Großbritannien in Pfund £ je Burger gemessen und muss für Vergleichszwecke 
in die Dimension Euro € je Burger umgerechnet werden. Es sei X der Pfund-Preis und Y der Euro-
Preis, dann erhalten wir Y als Transformation von X: 
 Y  =  1.164X  . 
Dabei wird ein Wechselkurs von 1 £ = 1.164 € unterstellt.  
B−1.4 Temperaturen in Leipzig und Oxford. 
Es sollen die Jahresdurchschnittstemperaturen in Leipzig und in Oxford ermittelt und verglichen 
werden. Temperaturen werden in Deutschland üblicherweise in °C (Celsiusskala) gemessen, in 
England jedoch in °F (Fahrenheitskala). Bezeichnet man mit X die Temperatur in °C und mit Y 
die Temperatur in °F, dann besteht der folgende Zusammenhang: 
 Y = 32 + 1.8X . 
Für Vergleichszwecke kann die Variable X in die Variable Y transformiert werden oder umgekehrt.  
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Allgemein wird eine Transformation einer Variablen X in eine Variable Y durch eine Abbildung           
IRIRT →:  erzeugt. Dabei wird jedem Wert von X genau ein Wert von Y zugeordnet:  
 ( ) ( )( )ω=ω XTY  . 
Man unterscheidet skalensenkende Transformationen und skalenerhaltende Transformationen. Beispiele 
für skalenerhaltende Transformationen auf unterschiedlichen Skalenniveaus zeigt die Tabelle 1.1. 
Skala Transformationen Beispiel 
Nominal- 
Skala 
eindeutige Transformationen 
   ( ) ( ))()()()( jiji XTXTXX ω≠ω⇔ω≠ω  
Änderung der Nummern 1, 2 für die Ge-
schlechter weiblich und männlich in die 
Nummern 0 , 1 
Ordinal- 
Skala 
monotone Transformationen 
   ( ) ( ))()()()( jiji XTXTXX ω≤ω⇔ω<ω  
Reduzierung der 15 Leistungspunkte 1, 2, 
..., 15 auf sechs Zensurstufen 1, 2, ..., 6                           
Intervall- 
Skala 
lineare Transformationen 
   ( ) XbaXT ⋅+=  
a, b sind reelle Konstanten 
Temperaturumrechnung von °C in °F 
          Y = 32 + 1.8X 
Verhältnis- 
Skala 
lineare Transformationen 
   ( ) XbXT ⋅=  
Währungsumrechnung von Pfund in Euro 
          Y = 1.164X 
Tab. 1.1:  Skalenerhaltende Transformationen 
1.2.3 Aspekte der Datengewinnung 
Die systematische Gewinnung von Daten wird als statistische Erhebung bezeichnet. Eine statistische 
Erhebung durchläuft mehrere Stufen: Planung, Durchführung und Aufbereitung.  
In der Planungsphase ist ein statistisches Programm zu erarbeiten, das Antworten auf die folgenden Fragen 
liefert:  
(i) Was soll erhoben werden? 
(ii) Woher sollen die Daten beschafft werden?  
(iii) Wie sollen sie erhoben werden? 
Zur Beantwortung der ersten Frage sind die interessierenden Untersuchungsmerkmale festzulegen und es 
gilt die statistische Masse abzugrenzen. Bezüglich der zweiten Frage ist zu entscheiden, ob für die 
Untersuchung eigenes Datenmaterial erhoben werden muss (Primärerhebung), oder ob auf bereits vor-
handenes Datenmaterial (das ursprünglich für andere Zwecke erhoben wurde) zurückgegriffen werden kann 
(Sekundärerhebung). In der Bevölkerungsstatistik wird beispielsweise zur Ermittlung des Bevölkerungs-
standes der Bundesrepublik nur in größeren Abständen eine Primärerhebung vorgenommen (Volks-
zählung), in den Jahren zwischen den Volkszählungen wird die Bevölkerungszahl mittels im Verwaltungs-
ablauf anfallender Sekundärdaten aus den Einwohnermeldeämtern aktualisiert. 
Muss das Datenmaterial eigens für die geplante Untersuchung erhoben werden, ist zu entscheiden, welches 
Erhebungsverfahren angewendet werden soll und welche Vorgehensweise bei der Datengewinnung zweck-
mäßig ist. Hier ist zunächst zwischen Vollerhebung und Teilerhebung (Stichprobenerhebung) zu unter-
scheiden. Eine Vollerhebung zeichnet sich dadurch aus, dass alle Einheiten der statistischen Masse erfasst 
werden. Vorteilhaft ist, dass sie sehr detaillierte Information über den Untersuchungsgegenstand liefern 
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kann. Nachteilig ist, dass eine Vollerhebung häufig mit einem großen Kosten- und Zeitaufwand verbunden 
ist. Kostengünstigere und aktuellere Ergebnisse liefern Teilerhebungen. Beim induktiven Schließen von 
einer Teilgesamtheit auf die Grundgesamtheit ist allerdings mit Fehlern zu rechnen. Die Qualität der 
Ergebnisse einer Teilerhebung hängt nicht zuletzt vom verwendeten Auswahlverfahren ab. Man unterschei-
det hier zwischen zufälliger und nichtzufälliger Auswahl. Bei zufälliger Auswahl können für den Stich-
probenfehler mit Hilfe der Wahrscheinlichkeitsrechnung Sicherheitsschranken angegeben werden, die eine 
objektive Beurteilung der Güte der Stichprobe erlauben. Demgegenüber ist man bei nichtzufälliger Auswahl 
auf eine subjektive Abschätzung des Erhebungsfehlers angewiesen. Häufig genutzte Methoden der 
geplanten Auswahl sind das Abschneideverfahren und die Quotenauswahl.  
Die Entscheidung für eine Voll- oder eine Teilerhebung erfolgt zumeist unter Abwägung der genannten 
Vor- und Nachteile. Es gibt jedoch auch Situationen, in denen Vollerhebungen per se undurchführbar sind. 
Werden beispielsweise im Rahmen der betrieblichen Qualitätskontrolle bei der Qualitätsmessung die 
produzierten Güter zerstört, ist natürlich nur eine Teilerhebung sinnvoll. 
Schließlich ist noch eine Entscheidung bezüglich der Art der Datenermittlung zu treffen. Als mögliche 
Vorgehensweisen kann man die Befragung, die Beobachtung und das Experiment unterscheiden. Die 
Befragung kann persönlich durch einen Interviewer oder durch Ausfüllen eines Fragebogens erfolgen. 
Beispiele für Beobachtung sind Verkehrszählungen oder die Messung der Wartezeit von Kunden vor der 
Ladenkasse eines Supermarktes. Beobachtung und Experiment unterscheiden sich dahingehend, dass bei 
letzterem die untersuchte Situation systematisch beeinflusst und verändert wird. Herausragende Bedeutung 
hat das Experiment in den Naturwissenschaften, aber auch in der Marktforschung werden neben 
Befragungen und Beobachtungen auch Experimente durchgeführt, etwa die Messung der Reaktionen auf 
unterschiedliche Verpackungsformen, Werbesendungen, usw. 
Ist das statistische Programm erstellt, kann die Erhebung durchgeführt werden. Die spätere Datenaus-
wertung erfolgt in der Regel mit Hilfe eines Computers. Das in der Durchführungsphase gewonnene 
Datenurmaterial wird daher in der Aufbereitungsphase zunächst in eine maschinell lesbare Form gebracht. 
Die Phase schließt weiter die Prüfung des Urmaterials auf Vollzähligkeit, Vollständigkeit und auf sachliche 
Richtigkeit ein. Als Ergebnis liefert die statistische Erhebung einen aufbereiteten Datensatz. Da die 
gewonnene Masse von Daten in der Regel für den Menschen keinen unmittelbar erkennbaren Informations-
gehalt hat, wird im Anschluss an die Erhebung eine Verdichtung der Daten zu Tabellen, Graphiken oder 
Kennzahlen vorgenommen.  
1.2.4 Klassifikation von Datensätzen  
Als Ergebnis einer statistischen Erhebung erhält man einen aufbereiteten Datensatz. Man unterscheidet 
nach der Anzahl der betrachteten Variablen und nach dem Zeitbezug die in Abbildung 1.4 angegebenen 
Fälle. 
Datensätze
undatiert datiert undatiert datiert
univariat multivariat
 
Abb. 1.4:  Klassifikation von Datensätzen 
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Ein univariater Datensatz liegt vor, wenn der Datensatz lediglich aus erhobenen Realisationen einer 
Variablen X besteht. Wurden an n statistischen Einheiten νω  )1( ,...,nν =  der Masse Ω die Variablenwerte 
)( νωX  zeitgleich erhoben oder spielt das Erhebungsdatum für die Auswertung keine Rolle, dann be-
zeichnet man den univariaten Datensatz als statistische Reihe oder Urliste. Die erhobenen Zahlen )( νωX  
werden im Folgenden vereinfachend mit νx  )1( ,...,nν =  bezeichnet. Hierbei ist n stets die Anzahl der 
statistischen Einheiten bzw. die Anzahl der Werte. Der Index ν dient lediglich der Kennzeichnung der 
Daten, die Reihenfolge der Daten ist beliebig änderbar. Für manche statistischen Auswertungen ist es 
zweckmäßig, die Daten der Größe nach zu sortieren. Man spricht dann von einer geordneten statistischen 
Reihe. Eine solche Reihe soll zur Unterscheidung von ungeordneten Reihen mit ( )*x ν  )1( ,...,n*ν =  
bezeichnet werden, wobei gilt: 
 ( ) ( ) ( ) ( )n* x...x...xx ≤≤≤≤≤ ν21  . 
( )1x  ist also der kleinste Wert, ( )2x  der zweitkleinste Wert und ( )nx  schließlich der größte Wert des 
Datensatzes. Der Index (ν*) ist hier eine Rangzahl, die den Größenrang des jeweiligen Wertes angibt. Eine 
geordnete Reihe kann dann ermittelt werden, wenn die Variable X mindestens ordinalskaliert ist.  
Sind die Daten eines univariaten Datensatzes zeitlich geordnet, so spricht man von einer univariaten 
Zeitreihe. Etwas genauer wollen wir unter einer univariaten Zeitreihe eine zeitlich geordnete Folge von 
Realisierungen einer Merkmalsvariable X verstehen, die alle an einer statistischen Einheit erhoben wurden 
(z.B. monatliche Umsätze einer Unternehmung, jährlicher Bevölkerungsstand eines Landes, etc.). Wir 
bezeichnen Zeitreihenwerte mit tx , wobei t ein Zeitindex ist. Die Reihenfolge der Daten ist nicht beliebig 
änderbar. 
Beispiele 
B−1.5 Tageszeitungen. 
Die statistische Masse Ω bestehe aus 7 überregionalen Tageszeitungen νω  )71( ,...,ν = , an denen 
die Variable X = „verkaufte Tagesauflage“ als Durchschnittswert über die Auflagen im ersten 
Quartal 2017 erhoben wurde. Die Daten (Angaben in 1000 Stück, Quelle: Statista 2017) bilden 
eine statistische Reihe νx  )71( ,...,ν = : 
Zeitung SZ Welt HB BZ TAZ FAZ ND 
statistische Reihe νx  366 171 126 1789 50 240 27 
Index ν 1 2 3 4 5 6 7 
Die Variable X ist metrisch skaliert. Man kann die Daten daher größenmäßig sortieren: 
geordnete Reihe ( )*x ν  27 50 126 171 240 366 1789 
Rangzahlen ν*  1 2 3 4 5 6 7 
B−1.6 Jährliche Unternehmensgründungen in der Bundesrepublik 2008-2015. 
Die statistische Einheit ist in diesem Beispiel die Bundesrepublik Deutschland. Erhoben wurde in 
den Jahren 2008 bis 2015 die Merkmalsvariable X = „Anzahl der jährlichen Unternehmensgrün-
dungen“. Die Daten (Quelle: IfM Bonn) bilden eine Zeitreihe tx )20152008( ...,,t = : 
Jahr t 2008 2009 2010 2011 2012 2013 2014 2015 
Zeitreihe tx  353546 368859 377411 363941 311033 302529 275769 264952 
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Ein multivariater Datensatz entsteht, wenn an statistischen Einheiten νω  )1( ,...,nν =  der Masse Ω die 
Werte mehrerer Variablen X, Y, Z, ... (undatiert) erhoben werden. Wir werden später insbesondere 
Variablenpaare (X, Y) betrachten. Die Menge aller erhobenen Wertepaare (x
ν
, y
ν
) mit )1( ,...,nν =  bildet 
einen bivariaten Datensatz. Wurden Werte mehrerer Variablen X, Y, Z, ... an einer statistischen Einheit zu 
unterschiedlichen Zeitpunkten gemessen, dann bilden die chronologisch geordneten Daten eine multi-
variaten Zeitreihe. 
Schließlich können an den statistischen Einheiten νω  )1( ,...,nν =  einer Masse Ω uni- oder multivariate 
Querschnitte von Ω zu mehreren verschiedenen Zeitpunkten t erhoben werden. Solche Daten bezeichnet 
man als Paneldaten.  
Beispiel  
B−1.5 Tageszeitungen. 
Ω sei wieder eine statistische Masse bestehend aus 7 Tageszeitungen, an denen jetzt zwei Vari-
ablen X = „verkaufte Tagesauflage“ (1000 Stück) und Y = „Preis einer Anzeigenseite“ (Durch-
schnittspreis in 1000 EUR, Quelle: ZMG 2017) erhoben wurden. Der bivariate Datensatz lässt 
sich in Tabellenform oder in Form einer Datenmatrix vom Typ (7,2) darstellen. 
    Datentabelle:             Datenmatrix: 
 ν νx  νy  
 1 
2 
3 
4 
5 
6 
7 
366 
171 
126 
1789 
50 
240 
27 
85 
50 
58 
505 
14 
68 
6 
       




















=
627
68240
1450
5051789
58126
50171
85366
D     
Führt man die Datenerhebung wiederholt mit gewissen zeitlichen Abständen durch (z.B. monat-
liche Erhebungen), dann erhält man eine Sequenz von datierten Datenmatrizen, die einen Panel-
datensatz bilden. 
Je nach Datensituation treten spezifische Fragestellungen in den Vordergrund. Diese Fragestellungen und 
statistische Instrumente, die geeignete Antworten liefern können, werden in den folgenden Kapiteln disku-
tiert.  
  
15 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
2 Deskription univariater Datensätze 
Im Folgenden betrachten wir univariate Datensätze in der Form undatierter statistischer Reihen. Als Daten 
liegen somit Realisationen νx )1( n,...,=ν  einer Merkmalsvariable X vor, die an den Einheiten νω
)1( n,...,=ν  einer statistischen Masse Ω gemessen bzw. erhoben wurden. Bei der Auswertung des univari-
aten Datenmaterial sollen die Einheiten der Masse hinsichtlich des Untersuchungsmerkmals zusammen-
fassend beschrieben und einer vergleichenden Betrachtung (mit anderen statistischen Massen) zugänglich 
gemacht werden. Die Datenauswertung geschieht üblicherweise in mehreren Schritten:   
(i) Der erste Schritt zur Deskription einer statistischen Masse besteht im Auszählen von Häufigkeiten, 
mit der die Werte einer Merkmalsvariablen X einzeln oder in Klassen zusammengefasst auftreten. Die 
Häufigkeiten können tabellarisch und/oder graphisch dargestellt werden. Bei summierbaren metri-
schen Variablen werden zusätzlich meist auch die entsprechenden Merkmalssummen ermittelt (vgl. 
Abschnitt 2.1). 
(ii) In späteren Schritten erfolgt die Berechnung von Maßzahlen, die spezifische Charakteristika des 
Datensatzes beschreiben (z.B. Mittelwert oder Varianz, vgl. Abschnitte 2.2 - 2.4). 
Die Datenauswertung ist ein Prozess zunehmender Verdichtung des Ausgangsdatensatzes. Dabei muss 
beachtet werden, dass mit zunehmender Verdichtung zwar die Übersichtlichkeit steigt, aber nicht unbedingt 
die Aussagekraft. So sind bei der graphischen Darstellung oft Strukturen erkennbar, die der Mittelwert oder 
andere Maßzahlen nicht widerspiegeln. Ziel der Datenauswertung kann es also nicht sein, die Kennzahl zu 
berechnen, die alles über das Datenmaterial aussagt, sondern durch eine geeignete Kombination von 
Tabellen, Graphiken und Maßzahlen den Datensatz möglichst gut zu beschreiben. 
2.1 Eindimensionale Häufigkeitsverteilungen 
Das Auszählen von Häufigkeiten der Werte diskreter Variablen und der Werte stetiger bzw. quasistetiger 
Variablen verlangt im Allgemeinen verschiedene Vorgehensweisen: Bei diskreten Variablen (mit nicht zu 
vielen unterschiedlichen Realisationsmöglichkeiten) kommen in einer statistischen Reihe die einzelnen 
Werte meist mehrmals vor, bei stetigen und quasistetigen Variablen ist das mehrmalige Auftreten eines 
Wertes hingegen nicht die Regel. 
2.1.1 Häufigkeitsverteilungen bei diskreten Variablen (unklassierte Häufigkeitsverteilungen) 
Es sei X eine diskrete Variable, die m verschiedene Werte einer Skala als Realisationen annehmen kann. 
Dabei soll die Anzahl m nicht zu groß sein. Die Realisationsmöglichkeiten bezeichnen wir mit ix
~   
)1( m,...,i = . Jeder Messwert x
ν 
von X stimmt mit genau einem der m Skalenwerte ix
~  überein.  
Beispiel  
B−2.1 Statistikklausur. 
Die 20 TeilnehmerInnen an einer Statistikklausur haben die folgenden Noten erreicht: 
   3, 5, 4, 3, 2, 3, 4, 5, 1, 1, 2, 3, 3, 4, 5, 2, 1, 3, 4, 2 . 
Der Datensatz ist eine statistische Reihe x
ν
 (ν = 1,...,20). Die Noten sind Messwerte der Variablen 
X = „Klausurleistung“. Die Variable X kann 5=m  verschiedene Skalenwerte ix
~  annehmen, 
nämlich die Zensurstufen  11 =x
~ , …, 55 =x
~ . Jeder Wert x
ν 
der statistischen Reihe stimmt mit 
genau einem der fünf Skalenwerte ix
~  überein. 
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D−2.1 Absolute und relative Häufigkeiten, Häufigkeitsverteilung 
Es sei X eine diskrete Variable mit den Realisationsmöglichkeiten ix
~  )1( m,...,i = . Die Anzahl der mit ix
~  
übereinstimmenden Messwerte aus der statistischen Reihe x
ν 
)1( n,...,=ν  heißt die absolute Häufigkeit von 
ix
~ . Wir kennzeichnen sie durch 
  )( ix
~Xn =      oder kurz     in  . 
Der Quotient 
  ( ) ( )
n
x~Xn
x~Xh ii
=
==      oder kurz     
n
n
h ii =  
heißt relative Häufigkeit von ix
~ . Die Paare ( ii n,x
~ ) mit m,...,i 1= bezeichnet man als absolute Häufigkeits-
verteilung und die Paare ( ii h,x
~ ) mit m,...,i 1= als relative Häufigkeitsverteilung des Datensatzes. 
 
Anmerkung 
Die Definition der absoluten Häufigkeit lässt sich mit Hilfe der Indikatorfunktion einer Menge M 
 



∉
∈
=
Mx
Mx
xI M  falls0
 falls1
)(  
mathematisch präziser fassen, als es in der Definition 2.1 geschehen ist. Unter den Vereinbarungen in 
Definition 2.1 gilt 
 { }∑
=ν
ν=
n
x~i xIn i
1
)(  mit }{ ix
~M = . 
Die absolute Häufigkeit 5=in  eines Wertes ix
~  ist bei einem Datensatz vom Umfang n = 10 sehr groß, 
während sie bei einem Umfang  n = 1000 sehr klein ist. Dividiert man die absolute Häufigkeit in  durch 
die Anzahl n aller Werte einer statistischen Reihe, dann erhält man die unabhängig von n interpretierbare 
relativen Häufigkeit von ix
~ . Relative Häufigkeiten werden oft als Prozentzahlen (100⋅hi)% geschrieben. 
Für absolute bzw. relative Häufigkeiten gilt offensichtlich stets: 
 .hhnnnn
m
i
ii
m
i
ii ∑∑
==
=≤≤=≤≤
11
1und10bzw.        und0  
Wenn die Variable X ordinal- oder metrisch skaliert ist, dann unterliegen ihre Realisationsmöglichkeiten 
ix
~  )1( m,...,i =  einer Rangordnung. Es ist hier sinnvoll, die absoluten und relativen Häufigkeiten in 
aufsteigender Folge der ix
~  zu summieren.  
D−2.2 Kumulierte Häufigkeiten 
Es sei X eine diskrete Variable mit den geordneten Realisationsmöglichkeiten mi x
~x~x~ <<<< 1 .  
Ferner seien ( ii n,x
~ ) bzw. ( ii h,x
~ ) mit m,...,i 1= die absolute und die relative Häufigkeitsverteilung des 
Datensatzes x
ν 
)1( n,...,=ν . Man bezeichnet 
  
( )m,...,inn...nnN
i
u
uii 1
1
21 ==+++= ∑
=  
als kumulierte absolute Häufigkeiten und 
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( ) 1   
1
21 m,...,ihh...hhH
i
u
uii ==+++= ∑
=  
als kumulierte relative Häufigkeiten. 
Wegen  ni  ≥ 0  bzw. hi  ≥ 0 gilt mi NNN ≤<≤≤ 1  und mi HHH ≤<≤≤ 1 . Die kumulierten 
Häufigkeiten sind stets beschränkt: 
  0 ≤ Ni ≤ n  , 0 ≤ Hi ≤ 1 . 
Bei nominalskalierten Variablen ist die Reihenfolge der Skalenwerte ix
~  )1( m,...,i =  beliebig permutier-
bar. Die Berechnung kumulierter relativer Häufigkeiten ist deshalb nicht sinnvoll. 
Häufigkeitstabellen 
Häufigkeitsverteilungen können übersichtlich in Häufigkeitstabellen dargestellt werden. Für die Gestaltung 
einer statistischen Tabelle existiert die DIN-Norm 55301 (DIN 1978). Wesentliche Vorgaben der Norm 
berücksichtigt die nachfolgende Tabelle in Abbildung 2.1. 
 
                            
a) Kopf zur Vorspalte
Kopf zur
Vorspalte
b) Vorspalte zum Kopf
(Pfeil einsetzen!)
Vorspalte
zum Kopf
c) Beides
Kopf
zur
Vorspalte
Vorspalte
zum
Kopf
(Diagonalstrich einsetzen!)
 
Abb. 2.1: Statistische Tabelle 
Überschrift 
(Titel und wichtige Angaben)
Fußnoten
Dieses Fach ist:
Vorspalte
Fach
FachFach
FachFachFach
Tabellenkopf    
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Setzt man in dieses Schema die oben eingeführten Begriffe ein, so erhält man die Darstellungsform für 
Häufigkeitstabellen gemäß Abbildung 2.2. 
Überschrift 
Merkmalsvariable Häufigkeiten 1) kumulierte Häufigkeiten 2) 
 absolut relativ absolut relativ 
1x
~  
 
ix
~  
 
mx
~  
n1 
 
ni 
 
nm 
h1 
 
hi 
 
hm 
N1 
 
Ni 
 
Nm = n 
H1 
 
Hi 
 
Hm = 1 
Summe n 1 --- --- 
1)  unabhängig vom Skalenniveau, 2)  nicht bei Nominalskala 
Abb. 2.2:  Schema einer Häufigkeitstabelle 
Beispiel  
B−2.1 Statistikklausur. 
Die absolute bzw. relative Häufigkeitsverteilung des Datensatzes 
  3, 5, 4, 3, 2, 3, 4, 5, 1, 1, 2, 3, 3, 4, 5, 2, 1, 3, 4, 2 
ist in der folgenden Häufigkeitstabelle dargestellt: 
Ergebnisse der Statistikklausur im Wintersemester 20.. 
 Note Häufigkeiten kumulierte Häufigkeiten 
  absolut relativ absolut relativ 
 1 
2 
3 
4 
5 
3 
4 
6 
4 
3 
0.15 
0.20 
0.30 
0.20 
0.15 
3 
7 
13 
17 
20 
0.15 
0.35 
0.65 
0.85 
1.00 
 Summe 20  1.00 - - 
Aus der Spalte 5 (kumulierte relative Häufigkeiten) lässt sich ablesen, dass 85 % der Teilnehmer-
Innden die Klausur bestanden haben und folglich 15 % durchgefallen sind.  
Graphische Darstellungen 
Graphische Darstellungen erleichtern die Interpretation von Häufigkeitstabellen. Übliche Darstellungs-
formen sind Stabdiagramme, Säulendiagramme und Kreisdiagramme. 
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Stab- und Säulendiagramme 
Auf einer Abszisse werden zunächst die verschiedenen Realisationsmöglichkeiten ix
~  )1( m,...,i =  einer 
Merkmalsvariablen X abgetragen. Beim Stabdiagramm werden dann über den einzelnen Werten senkrecht 
nach oben Stäbe gezeichnet, deren Längen den absoluten bzw. relativen Häufigkeiten entsprechen. Bei 
relativen Häufigkeiten ist die Gesamtlänge aller Stäbe zusammen gleich eins. Man kann daher bei Stab-
diagrammen für relative Häufigkeiten immer den gleichen Maßstab auf der Ordinate wählen. Dies bietet 
sich insbesondere bei der Auswertung mehrerer Datensätze an, weil es den Vergleich erleichtert. 
Anstelle von Stäben können zur Darstellung von Häufigkeiten auch Rechtecke gewählt werden. Man 
spricht dann von einem Säulendiagramm. Um eine Verwechslung mit einem Histogramm (siehe Abschnitt 
2.1.2) zu vermeiden, sollte darauf geachtet werden, dass die Rechtecke nicht aneinanderstoßen.  
Beispiel 
B−2.2 Unternehmenserwartungen. 
200 Unternehmen wurden über ihre Erwartungen bezüglich der zukünftigen Geschäfts-
entwicklung befragt. Dabei wurden die Erwartungen auf einer Ordinalskala gemessen mit den 
Skalenwerte 1 (= sehr gut), 2 (= gut), 3 (= befriedigend), 4 (= schlecht) und 5 (= sehr schlecht). 
Unternehmenserwartungen bezüglich der zukünftigen Geschäftsentwicklung 
Erwartung Häufigkeiten kumulierte Häufigkeiten 
 absolut relativ absolut relativ 
1 
2 
3 
4 
5 
40 
60 
60 
20 
20 
0.2 
0.3 
0.3 
0.1 
0.1 
  40 
100 
160 
180 
200 
0.2 
0.5 
0.8 
0.9 
1.0 
Summe         200 1.0   - - 
Ein Blick auf die kumulierten Häufigkeiten zeigt, dass 80 % der Befragten ihre zukünftige Ge-
schäftsentwicklung als mindestens befriedigend einschätzen; 50 % schätzen ihre Entwicklungs-
chancen sogar als gut oder sehr gut ein. Die folgenden Stabdiagramme stellen die relativen und 
die kumulierten relativen Häufigkeiten graphisch dar. Das Säulendiagramm in Abbildung 2.4 zeigt 
nochmals die relativen Häufigkeiten.        
 
 Abb. 2.3:  Stabdiagramme   
20 Deskription univariater Datensätze 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
   
 Abb. 2.4:  Säulendiagramm  
Kreisdiagramm 
Zu jeder Realisationsmöglichkeit von X wird ein Kreissektor gebildet, wobei die Flächen der Sektoren und 
damit auch die Innenwinkel proportional zu den Häufigkeiten gewählt werden. Dies ist gewährleistet, wenn 
für den Innenwinkel des i-ten Sektors iii hh °=π=α 3602  gilt. Kreisdiagramme eignen sich besonders gut 
für nominalskalierte Merkmalsvariablen, da hier die Skalenwerte nicht auf einem Zahlenstrahl abgetragen 
werden müssen und somit aufgrund der Anordnung der Skalenwerte nicht fälschlich eine Rangfolge 
vermutet wird. 
Beispiel 
B−2.3 Ergebnisse der Bundestagswahl 1976. 
Nachstehend sind die Ergebnisse der historischen Bundestagswahl von 1976 tabellarisch ausge-
wiesen (Quelle: Der Bundeswahlleiter 2017). Die relativen Häufigkeiten visualisiert das Kreisdia-
gramm in Abbildung 2.5. 
 Parteien Häufigkeiten kumulierte Häufigkeiten 
  absolut (in 1000) relativ  (in Prozent) absolut relativ 
     1  SPD 
    2  CDU 
    3  FDP 
    4  sonstige 
16099.0 
18394.8 
  2955.1 
   333.6 
           42.6% 
           48.6% 
             7.9% 
             0.9% 
 
nicht 
interpretierbar 
 
nicht 
interpretierbar 
 Summe 37782.5          100.0% - - 
2.1.2 Klassierte Häufigkeitsverteilungen bei stetigen oder quasistetigen Variablen 
Das Auszählen von Häufigkeiten einzelner Realisationsmöglichkeiten macht wenig Sinn, wenn eine stetige 
oder eine quasistetige Merkmalsvariable X vorliegt. In beiden Fällen taucht das Problem auf, dass die Werte 
x
ν
)21( n,...,,=ν einer statistischen Reihe häufig alle voneinander verschieden sind. Das Aufstellen einer 
Häufigkeitstabelle bringt in einem solchen Fall keinen Informationsgewinn, da die meisten Realisations-
möglichkeiten im Datensatz die absolute Häufigkeit 0 oder 1 besitzen. Es bietet sich hier der Übergang zu 
'HVNULSWLRQXQLYDULDWHU'DWHQVlW]H 
5RODQG6FKXKU±6WDWLVWLNXQG:DKUVFKHLQOLFKNHLWVUHFKQXQJ
NODVVLHUWHQ 'DWHQ DQ 'D]X ZLUG GHU :HUWHEHUHLFK GHU 9DULDEOH ; YROOVWlQGLJ LQ PHKUHUH GLVMXQNWH
7HLOPHQJHQ]HUOHJW'LH7HLOPHQJHQKHLHQ=lKONODVVHQRGHUNXU].ODVVHQ:LUEH]HLFKQHQVLHPLW M. 
 PM  %HLP$XIVWHOOHQHLQHU+lXILJNHLWVWDEHOOHZLUGMHW]WJH]lKOWZLHKlXILJ0HVVZHUWHLQGLHMWH
.ODVVH M. IDOOHQ$XVJHKHQGYRQHLQHUVWDWLVWLVFKHQ5HLKH[Q  Q Q VROOHQ:HUWHGLHLQ.ODVVH M. 
IDOOHQPLW M[Q   MQ Q EH]HLFKQHWZHUGHQ%HLVSLHOVZHLVHLVW[GHU]ZHLWH:HUWLQGHUGULWWHQ
.ODVVH
' $EVROXWHXQGUHODWLYH.ODVVHQKlXILJNHLWHQ
*HJHEHQVHLHQGLH9DULDEOH;GLH.ODVVHQ M.   PM  XQGGLHVWDWLVWLVFKH5HLKH Q[   Q Q 'LH
$Q]DKOGHU0HVVZHUWH Q[ YRQ;GLHLQGLH.ODVVH M. IDOOHQKHLWDEVROXWH+lXILJNHLWGHU.ODVVH M. 
:LUVFKUHLEHQ
  MM Q.;Q      PLW  ¦
 Q
Q 
Q
.M [,Q M

 
'HU4XRWLHQW
  M
MM
M KQ
Q
Q
.;Q
.;K   

 

 
KHLWUHODWLYH+lXILJNHLWGHU.ODVVH M. 
)UGLHDEVROXWHQXQGGLHUHODWLYHQ.ODVVHQKlXILJNHLWHQJLOW
 QQ
P
M
M  ¦
 
  XQG  

 ¦
 
P
M
MK 
)URUGLQDORGHUPHWULVFKVNDOLHUWH'DWHQNDQQHVVLQQYROOVHLQNXPXOLHUWHDEVROXWHXQGNXPXOLHUWHUHODWLYH
.ODVVHQKlXILJNHLWHQ]XEHUHFKQHQ
 ¦
 
 
M
X
XM Q1

    ¦
 
 
M
X
XM K+

   PM  
,P)DOOHPHWULVFKVNDOLHUWH'DWHQZlKOWPDQDOV.ODVVHQLQGHU5HJHOKDOERIIHQH,QWHUYDOOH
 >  MMM NN.    RGHU  @  MMM NN.      PM  
ZREHL PM NNNN   GLH$QIDQJVE]Z(QGSXQNWHGHU,QWHUYDOOHVLQG'LHMWH.ODVVHHQWKlOW

$EE.UHLVGLDJUDPP
63'
&'8
)'3
VRQVWLJH




22 Deskription univariater Datensätze 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
demnach im ersten Fall alle möglichen Werte x von X, für die jj kxk <≤−1  gilt; im zweiten Fall muss 
analog jj kxk ≤<−1  gelten. Die Differenz von End- und Anfangspunkt einer Klasse 
 1−−= jjj kkb   
bezeichnet man dann als Klassenbreite der j-ten Klasse. 
Beispiel 
B−2.4 Bevölkerung der Bundesrepublik nach Altersklassen. 
Die folgende Tabelle weist den Bevölkerungsstand der Bundesrepublik am 31.12.2010 gegliedert 
nach Altersklassen aus (Quelle: Statistisches Bundesamt 2015a, S. 31):  
Altersklassen 
Alter von ... bis unter... Jahre 
Häufigkeiten 
    absolut            relativ 
kumulierte Häufigkeiten 
       absolut              relativ 
0 - 15 
15 - 65 
65 und mehr 
  10941.2 
  53966.2 
  16844.3 
0.134 
0.660 
0.206 
 10941.2 
64907.4 
81751.6 
0.134 
0.794 
1.000 
Summe   81751.6 1.000 - - 
 Anmerkung: Absolute Häufigkeiten in Tausend Personen 
Die Merkmalsvariable X = „Alter einer Person“ ist stetig im Intervall von 0 bis ca. 120 Jahren. 
Die Zählklassen (Altersklassen) [ )1501 ,K = , [ )65152 ,K =  und [ )∞= ,K 653  sind nach oben 
offene Intervalle. Ihre Festlegung erfolgte nach sachlichen Gesichtspunkten: Die Bevölkerung im 
Alter zwischen 15 und 65 Jahren bezeichnet man in der Wirtschaftsstatistik als erwerbsfähige 
Bevölkerung, Personen im Alter von unter 15 Jahren gelten als noch nicht erwerbsfähig, 
Menschen über 65 sind im Rentenalter. Die Breiten der ersten beiden Klassen sind b1 = 15 und     
b2 = 50.  Die Breite b3 der letzten Klasse ist nicht definiert.  
Probleme bei der Festlegung von Klassenbreiten 
Für die Klasseneinteilung und die Wahl der Klassenbreite gibt es keine allgemein gültigen Regeln. Durch 
die Wahl der Klassenbreite ist die Form einer klassierten Häufigkeitsverteilung nahezu beliebig manipu-
lierbar, wie das konstruierte Beispiel 2.5 zeigen soll. 
Beispiel 
B−2.5 Regelmäßige Monatseinkünfte von Studenten. 
Es wurden n = 200 Studenten befragt, wie hoch ihre regelmäßigen monatlichen Einkünfte sind. 
Aus den Daten wurden zwei verschiedene klassierte Häufigkeitsverteilungen ermittelt. 
Einkünfte  
von ... bis unter ... €  
Häufigkeiten 
  absolut            relativ 
kumulierte Häufigkeiten 
    absolut          relativ 
Klassenbrei
ten 
   0 - 400 
400 - 500 
500 - 600 
600 - 700 
700 und mehr 
5 
35 
70 
60 
30 
0.025 
0.175 
0.350 
0.300 
0.150 
5 
40 
110 
170 
200 
0.025 
0.200 
0.550 
0.850 
1 
400 
100 
100 
100 
- 
Summe 200 1 - - - 
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Einkünfte 
 von ... bis unter ... € 
Häufigkeiten 
  absolut            relativ 
kumulierte Häufigkeiten 
    absolut          relativ 
Klassenbrei
ten 
0 - 600 
600 und mehr 
110 
90 
0.55 
0.45 
110 
200 
0.55 
1 
600 
- 
Summe 200 1 - - - 
Je nach der gewünschten Tendenz der Aussagen, kann man aus den Tabellen Sätze ableiten wie  
„85% der Studenten haben nur Monatseinkünfte von unter 700 €“ (Tabelle 1)  bzw.  „45% der 
Studenten haben z.T. deutlich höhere Monatseinkünfte als 600 €“ (Tabelle 2).  
Das Beispiel 2.5 zeigt, dass durch die Klassierung die Struktur der Daten verdeckt werden kann. Der 
„Konsument“ von Statistik muss sich bei der Interpretation dieser Gefahr bewusst sein. Der „Produzent“ 
von Statistik sollte sich bei der Datenauswertung an folgende Empfehlungen halten: 
Wenn möglich, sollte die Festlegung der Klassenbreite nach sachlichen Kriterien erfolgen (vgl. Alters-
struktur der Bevölkerung). Ansonsten sollte eine Klasseneinteilung möglichst mit gleichen Klassenbreiten 
erfolgen und hinreichend fein sein. Bei einem solchen Vorgehen sind allerdings häufig manche Klassen 
sehr schwach besetzt, vor allem die Randklassen. Dann ist es sinnvoll, diese Klassen breiter zu wählen. 
Dieser Empfehlung wurde in Tabelle 1 des obigen Beispiels gefolgt: Im mittleren Bereich wurden Klassen 
mit der Breite 100 gewählt, an den Rändern sind breitere Klassen festgelegt worden.  
Beispiel 
B−2.6 Kriminalität in den USA. 
Der folgende Datensatz gibt für 47 Staaten der USA die Anzahlen der polizeilich gemeldeten 
Straftaten, bezogen auf 100 000 Einwohner, an. Diese Kriminalitätsraten wurden für das Jahr 
1960 erhoben und ursprünglich vom Federal Bureau of Investigations (FBI) im Uniform Crime 
Report veröffentlicht (zitiert nach D.J. Hand et al. 1994, S. 101ff): 
79.1  163.5  57.8  196.9  123.4  68.2  96.3  155.5  85.6  70.5  167.4  84.9  51.1  66.4  79.8  94.6  
53.9  92.9  75.0  122.5  74.2  43.9  121.6  96.8  52.3  199.3  34.2  121.6  104.3  69.6  37.3  75.4  
107.2  92.3  65.3  127.2  83.1  56.6  82.6  115.1  88.0  54.2  82.3  103.0  45.5  50.8  84.9  
Eine erste Untersuchung der Daten zeigt, dass der kleinste Wert 34.2 und der größte Wert 199.3 
ist. Die überwiegende Mehrzahl der Staaten weist eine Kriminalitätsrate im Bereich von 50 bis 
120 auf. Um sich einen genaueren Überblick zu verschaffen, bietet es sich an, die Daten zu 
klassieren. Hier wurden halboffene Klassen der Breite 25 gewählt (eine feinere Klasseneinteilung 
wäre möglich). Da die so entstehenden Randklassen schwach besetzt wären, wurde ihre Breite 
verdoppelt. Dieses Vorgehen führt zu der folgenden klassierten Häufigkeitsverteilung: 
Kriminalitätsrate 
von ... bis unter ... 
Häufigkeiten 
    absolut            relativ 
kumulierte Häufigkeiten 
    absolut           relativ 
Klassenbreiten 
0 - 50 
50 - 75 
75 - 100 
100 - 125 
125 - 150 
150 und mehr 
4 
13 
16 
8 
1 
5 
0.085 
0.277 
0.340 
0.170 
0.021 
0.106 
4 
17 
33 
41 
42 
47 
0.085 
0.362 
0.702 
0.872 
0.893 
1 
50 
25 
25 
25 
25 
- 
Summe 47 1 - - - 
24 Deskription univariater Datensätze 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
Graphische Darstellung klassierter Daten: Das Histogramm 
Das klassische Instrument zur graphischen Darstellung von Häufigkeitsverteilungen klassierter metrischer 
Daten ist das Histogramm. Als Darstellungsmittel dienen Rechtecke, die über den jeweiligen Abszissen-
abschnitten der Klassen gezeichnet werden. Die Grundlinien der Rechtecke entsprechen somit den Klas-
senbreiten. Anders als beim Säulendiagramm für unklassierte Daten ist es hier nicht sinnvoll, die Höhe 
eines Rechtecks als Maß für die Häufigkeit zu wählen: Bei ungleichen Klassenbreiten entstünde ein falscher 
Eindruck von der Häufigkeitsverteilung. Der Betrachter von Histogrammen orientiert sich beim Vergleich 
der Größe zweier Rechtecke nicht an ihrer Höhe, sondern an ihrem Flächeninhalt.  
Die Höhe der Rechtecke ist deshalb so zu wählen, dass ihr jeweiliger Flächeninhalt proportional zur 
Klassenhäufigkeit ist. Dies wird erreicht, wenn als Höhe der Rechtecke die sogenannten normierten 
absoluten bzw. normierten relativen Häufigkeiten gewählt werden. Zur Unterscheidung von den nicht-
normierten Häufigkeiten werden sie mit einem * gekennzeichnet: 
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Die Grundlinie eines Rechteckes ist die Klassenbreite bj. Liegen dem Histogramm absolute Häufigkeiten 
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Das Histogramm relativer Häufigkeiten ist also, unabhängig vom Umfang n des Datensatzes, immer auf 
den Flächeninhalt 1 normiert. Es eignet sich damit gut für Vergleiche von mehreren Häufigkeitsvertei-
lungen, denen unterschiedlich große Datensätze zugrunde liegen. Die Histogrammhöhen erhalten eine 
eigene Bezeichnung. 
D−2.4 Häufigkeitsdichtefunktion 
Die normierten relativen Häufigkeiten *jh  der Klassen jK  )1( m,...,j =  seien betrachtet als Funktion einer 
reellen Veränderlichen x: 
  IRIRd → :  mit 



 =∈
=
.sonst 0
)1(    falls
)(
m,...,jKxh
xd j
*
j   
Die Funktion d(x) heißt Häufigkeitsdichtefunktion oder kurz Häufigkeitsdichte.  
Beispiele 
B−2.7 Betriebe nach Beschäftigtengrößenklassen. 
Für n = 200 Betriebe wurden Beschäftigtengrößenklassen mit unterschiedlichen Klassenbreiten 
gebildet und die absoluten und relativen Klassenhäufigkeiten ausgezählt. Die absolute und die 
relative Häufigkeitsverteilung wird nachfolgend durch Histogramme graphisch dargestellt. 
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Beschäftigte  
von ... bis unter ... 
Klassenhäufigkeiten 
  absolut         relativ 
Klassen-
breiten 
normierte Klassenhäufigkeiten 
  absolut (n*j)       realtiv ( h*j) 
1 - 2 
2 - 5 
5 - 10 
10 - 20 
20 - 40 
40 
60 
30 
30 
40 
0.20 
0.30 
0.15 
0.15 
0.20 
1 
3 
5 
10 
20 
40 
20 
6 
3 
2 
0.20 
0.10 
0.03 
0.015 
0.01 
Summe 200 1 - - - 
  Grundlinie Höhe 
        
 Abb. 2.6:  Histogramm mit normierten absoluten bzw. normierten relativen Häufigkeiten 
Wählt man die Darstellungsart des Stabdiagramms, sind als Höhen die nichtnormierten Häufig-
keiten zu wählen. Das Stabdiagramm vermittelt ein völlig anderes Bild der Häufigkeitsverteilung. 
 
 Abb. 2.7:  Stabdiagramm der relativen Häufigkeiten 
In dem vorliegenden Beispiel ist eine einfache Interpretation des Histogramms möglich. Die 
zugrundeliegende Variable X = „Anzahl der Beschäftigten eines Betriebes“ ist eine diskrete 
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Zählvariable, die nur natürliche Zahlen 1, 2, 3, ... als Werte annehmen kann. Wir wählen auf der 
Abszisse des Histogramms einen beliebigen ganzzahligen Wert, z.B. 15. Auf der Ordinate kann 
jetzt eine Häufigkeit abgelesen werden, die man beim Auszählen der unklassierten Daten unter 
der Bedingung erhielte, dass die beobachteten Werte innerhalb der Zählklassen vollständig gleich-
mäßig verteilt sind. Unter dieser Bedingung wäre die normierte absolute (relative) Häufigkeit 3 
(0.015) der Klasse 4 gleich der absoluten (relativen) Häufigkeit der Beschäftigtenzahl 15, da bei 
Gleichverteilung in der Klasse 4 jeweils drei Betriebe 10, 11, ..., 19 Personen beschäftigten.  
Eine solche Interpretation ist allerdings unzulässig, wenn eine Variable vorliegt, die auch nicht-
ganzzahlige Werte annehmen kann. Das gilt insbesondere für stetige Variablen. (Warum?)  
B−2.6 Kriminalität in den USA. 
Die relative Häufigkeitsverteilung der Kriminalitätsraten von n = 47 Staaten der USA wird 
nachfolgend durch ein Histogramm graphisch dargestellt. 
Kriminalitätsrate  
von ... bis unter ... 
relative   
Klassenhäufigkeiten 
Klassenbreiten normierte relative  
Klassenhäufigkeiten ( h*j) 
0 - 50 
50 - 75 
75 - 100 
100 - 125 
125 - 150 
150 und mehr 
0.085 
0.277 
0.340 
0.170 
0.021 
0.106 
50 
25 
25 
25 
25 
- 
0.00170 
0.01108 
0.01360 
0.00680 
0.00084 
0.00212 
Summe 1 - - 
Problematisch in diesem Beispiel ist, dass eine nach oben unbeschränkte Randklasse vorliegt. Um 
auch diese sechste Klasse graphisch darstellen zu können, wurde ein Höchstwert von 200 als 
Klassenobergrenze festgelegt. Daraus ergibt sich die Klassenbreite b6 = 50 und somit =
*h6  
0.106/50 = 0.00212. 
 
 Abb. 2.8:  Histogramm mit normierten relativen Häufigkeiten  
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2.1.3 Empirische Verteilungsfunktion 
Ein wichtiges Instrument der Statistik ist die sogenannte empirische Verteilungsfunktion. Ihre Berechnung 
ist bei mindestens ordinalskalierten Merkmalsvariablen X sinnvoll.  
D−2.5 Empirische Verteilungsfunktion 
Gegeben seien die Messwerte νx  )1( n,...,=ν  einer ordinal- oder metrisch skalierten Variablen X und die 
zughörige geordnete statistische Reihe ( ) ( ) ( )nxxx ≤≤≤ 21 .  Die empirische Verteilungsfunktion gibt 
den Anteilssatz der Daten νx  an, die einen beliebig vorgegebenen Zahlenwert  x  mit +∞<<−∞ x   nicht 
übersteigen: 
  
n
xXn
xXhxv
)(
)()(
≤
=≤=    für alle x∈IR      mit     
( )
∑
≤
=≤
xx i
ixXn )(  . 
 
 
S−2.1 Eigenschaften der empirischen Verteilungsfunktion 
(i) )(xv  ist eine monoton nicht-fallende Treppenfunktion. 
(ii) )(xv  ist beschränkt. Es gilt 1)(0 ≤≤ xv  mit 
 0)( =xv  für alle x < x(1)   und 
 1)( =xv   für alle x ≥ x(n) ,  
 wobei x(1) und x(n) der kleinste bzw. größte Wert des Datensatzes xν 
)1( n,...,=ν  ist. 
 
Die empirische Verteilungsfunktion )(xv  hängt eng mit den kumulierten relativen Häufigkeiten Hi bzw. 
Hj zusammen. Für unklassierte Daten gilt 
 ( )
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i
x~x
,...,mi    x~xx~H
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x~Xhxv
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)()( 1
1
  , 
wobei ix
~ (i=1,...,m) mit mx
~x~x~ <<< 21  die geordneten Skalenwerte der Merkmalsvariablen X sind. Für 
klassierte Daten ist die empirische Verteilungsfunktion aussagekräftiger als die kumulierten relativen 
Klassenhäufigkeiten.  
Beispiele 
B−2.2 Unternehmenserwartungen. 
Die empirische Verteilungsfunktion des Datensatzes ist 
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 Abb. 2.9:  Graph der empirischen Verteilungsfunktion 
B−2.8 KundenInnen eines Einzelhandelsbetriebs.  
An n = 40 Tagen wurde die Anzahl der KundenInnen νx  (ν = 1,...,40) eines Einzelhandels-
betriebes erhoben: 
164 176 160 164 181 168 165 162 169 166 165 158 174 168 173 171 
167 168 167 178 164 164 168 162 166 160 168 167 173 168 167 176 
165 158 174 181 165 169 178 171 
Nachfolgend werden die empirische Verteilungsfunktion sowie eine klassierte Häufigkeitsver-
teilung der Daten ermittelt. 
Wertetabelle der empirischen Verteilungsfunktion: 
 x 158 159 160 161 162 163 164 165 
 v(x) 0.05 0.05 0.10 0.10 0.15 0.15 0.25 0.35 
 x 166 167 168 169 170 171 172 173 
 v(x) 0.40 0.50 0.65 0.7 0.7 0.75 0.75 0.80 
 x 174 175 176 177 178 179 180 181 
 v(x) 0.85 0.85 0.90 0.90 0.95 0.95 0.95 1 
Klassierte Häufigkeitsverteilung: 
 Anzahl der KundenInnen                        
von ... bis unter ... 
Häufigkeiten kumulierte Häufigkeiten 
absolut relativ absolut relativ 
 158 − 163 
163 − 168 
168 − 173 
173 − 178 
178 und mehr 
6 
14 
10 
6 
4 
0.15 
0.35 
0.25 
0.15 
0.10 
6 
20 
30 
36 
40 
0.15 
0.50 
0.75 
0.90 
1.00 
 Summe 40 1.00 - - 
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Abb. 2.10:  Empirische Verteilungsfunktion und kumulierte relative Klassenhäufigkeiten 
2.1.4 Stem and Leaf Display   
Das Stem and Leaf Display (Stamm und Blatt Diagramm) ist eine halbgraphische Darstellung für 
„mittelgroße“ Datensätze. Der Umfang n des Datensatzes sollte ca. zwischen 20 und 500 Daten liegen. 
Halbgraphisch bedeutet: 
 • Ähnlich wie beim Histogramm werden wichtige Charakteristika der Daten durch das Display 
visuell verdeutlicht. 
 • Die Daten x
ν
 (ν=1,...,n) sind aus dem Display (exakt oder zumindest näherungsweise) ablesbar. 
Das Stem and Leaf Display wurde von JOHN W. TUKEY (1915−2000) entwickelt (siehe z.B. Tukey 1977). 
Die Konstruktion des Displays lässt sich am einfachsten anhand eines Beispiels erläutern. 
Beispiel 
B−2.8 KundenInnen eines Einzelhandelsbetriebs. 
Ein Stem and Leaf Display für diesen Datensatz sieht in der einfachsten Form wie folgt aus: 
                        Einheit = 1 Person 
15 
16 
17 
18 
8  8 
0  0  2  2  4  4  4  4  5  5  5  5  6  6  7  7  7  7  8  8  8  8  8  8  9  9 
1  1  3  3  4  4  6  6  8  8 
1  1                                                                                                                              
Konstruktion 
(i) Bei einem Display werden in der Regel nur die ersten 2 oder 3 Ziffern der Datenwerte berücksichtigt. 
In obigem Beispiel bestehen die Zahlen nur aus 3 Ziffern, die alle berücksichtigt werden können. Die 
Daten werden wie folgt zerlegt: 
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   Daten x
ν
      Zerlegung   Stamm und Blatt 
   164    16 | 4    16  und  4 
   176    17 | 6    17  und  6 
   160    16 | 0    16  und  0 
   164    16 | 4    16  und  4 
   181    18 | 1    18  und  1 
                     
(ii) Bei der Zerlegung der Daten erhält man vier verschiedene führende Ziffernpaare: 15, 16, 17 und 18. 
Diese Ziffernpaare werden, der Größe nach geordnet, links von einer senkrechten Linie abgetragen. 
Dies ergibt den sogenannten Stamm (stem): 
15 
16 
17 
18 
 
(iii) Die jeweils letzte Ziffer der zerlegten Zahlen – die Blätter (leaves) – werden rechts vom entsprechen-
den Stamm notiert, und zwar zeilenweise aufsteigend geordnet. So ergibt sich z.B. die 2. Zeile: 
16 0  0  2  2  4  4  4  4  5  5  5  5  6  6  7  7  7  7  8  8  8  8  8  8  9  9 
(iv) Es wird die Einheit der Blätter angegeben, damit eine „Rückübersetzung“ aus dem Display möglich 
ist. Im Beispiel ist die Einheit eine Person.  
Dem oben erstellten Stem and Leaf Displays kann man folgende Information entnehmen. 
 • Es ist die geordnete statistische Reihe direkt ablesbar: 
      158, 158, 160, 160, 162, 162, 164, .... 
 • Das Stem and Leaf Display gibt wie ein Histogramm Aufschluss über die Besetzung von Zähl-
klassen. Hier erhält man visuelle Information über die Klassen  
  [ ) [ ) [ ) [ ) . 190180180170170160160150 4321 ,Kund,K,,K,,K ====  
Verfeinerung des Displays 
Das obige Stem and Leaf Display ist sehr gedrängt. Eine weniger gedrängte Form erhält man durch 
Aufteilung der Zeilen. Jeder Stamm erscheint dabei zunächst zweimal: Auf der oberen Zeile werden die 
Blätter 0-4 und auf der unteren Zeile die Blätter 5-9 eingetragen. Als Konvention hat sich durchgesetzt 
(insbesondere bei Statistik-Programmpaketen), die jeweils obere Zeile durch das Symbol * und jeweils 
untere Zeile durch das Symbol • zu kennzeichnen. 
Beispiel 
B−2.8 KundenInnen eines Einzelhandelsbetriebs. 
Die Aufteilung der Zeilen führt zu den folgenden Displays. Das rechte Diagramm berücksichtigt 
die oben eingeführte Kennzeichnungskonvention. 
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               Einheit = 1 Person      Einheit = 1 Person 
15 
15 
16 
16 
17 
17 
18 
18 
 
8 8 
0 0 2 2 4 4 4 4 
5 5 5 5 6 6 7 7 7 7 8 8 8 8 8 8 9 9 
1 1 3 3 4 4  
6 6 8 8 
1 1 
 
15 • 
16 * 
• 
17 * 
• 
18 * 
 
8 8 
0 0 2 2 4 4 4 4 
5 5 5 5 6 6 7 7 7 7 8 8 8 8 8 8 9 9 
1 1 3 3 4 4  
6 6 8 8 
1 1 
                                                           
Eine noch feinere Aufteilung erhält man, wenn die ursprünglichen Stämme (im Beispiel 15, 16, 17 und 18) 
in jeweils 5 Zeilen zerlegt werden. Auf den Zeilen werden jetzt der Reihe nach die Blätter 0 und 1, 2 und 
3, 4 und 5, 6 und 7 sowie 8 und 9 abgetragen. Es ist Konvention, die fünf Zeilen durch die Symbole *, t, f, 
s und • zu kennzeichnen. Dabei steht * für die Blätter 0 und 1, t für 2 und 3 (two, three), f für 4 und 5 (four, 
five), s für 6 und 7 (six, seven)  sowie  • für 8 und 9. 
Beispiel 
B−2.8 KundenInnen eines Einzelhandelsbetriebs. 
Eine weitere Verfeinerung liefern die folgenden Displays: 
                  Einheit = 1 Person          Einheit = 1 Person 
15 
15 
15 
15 
15 
16 
16 
16 
16 
16 
17 
17 
17 
17 
17 
18 
18 
18 
18 
18 
 
 
 
 
8 8 
0 0 
2 2 
4 4 4 4 5 5 5 5 
6 6 7 7 7 7 
8 8 8 8 8 8 9 9 
1 1 
3 3 
4 4 
6 6 
8 8 
1 1 
 
 
 
 
15 • 
16 ∗ 
t 
f 
s 
• 
17 ∗ 
t 
f 
s 
• 
18 ∗ 
 
 
 
 
8 8 
0 0 
2 2 
4 4 4 4 5 5 5 5 
6 6 7 7 7 7 
8 8 8 8 8 8 9 9 
1 1 
3 3 
4 4 
6 6 
8 8 
1 1 
 
 
                                                                 
Es stellt sich nun natürlich die Frage, welche Darstellungsart für einen gegebenen Datensatz die geeignete 
ist. In der Praxis hat sich die  
Faustregel für die Zeilenanzahl 
 Zeilenanzahl  ≈  nlog1010 ⋅  
bewährt. Hierbei ist n wieder der Umfang des Datensatzes.  
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Nach der Faustregel sollte in obigem Beispiel mit n = 40 Daten eine Darstellungsweise mit ca. 
164010 10 ≈⋅ log Zeilen gewählt werden. Demnach wäre die dritte Darstellungsart vorzuziehen. 
Die Zerlegung von Zahlen in einen Stamm und ein Blatt ist generell nicht so eindeutig wie in obigem 
Beispiel. Deswegen sollen hier weitere Beispiele betrachtet werden. Die Zerlegung ist immer so vorzu-
nehmen, dass das Blatt lediglich aus einer Ziffer besteht. Das weitere Vorgehen hängt auch von der ge-
wünschten Zeilenanzahl im Display ab. 
Beispiele 
B−2.6 Kriminalität in den USA. 
Der Datensatz besteht aus n = 47 Messwerten. Wendet man obige Faustregel an, sollte ein Stem 
and Leaf Display ungefähr 10log10 47 ≈ 17 Zeilen umfassen. Der kleinste Wert des Datensatzes 
ist 34.2 (3 Ziffern). Der größte Wert ist 199.3 (4 Ziffern). Die gewünschte Zeilenanzahl wird 
erreicht, wenn man den Stamm aus den Ziffern bzw. Zifferpaaren 3, 4, 5, ... , 18, 19 konstruiert. 
Die Daten werden dann wie folgt zerlegt: 
                 Daten x
ν
      Zerlegung   Stamm und Blatt    oder  Stamm und Blatt  
             (Abschneiden)             (Runden) 
   79.1        7 | 9.1       7  und  9         7  und  9  
 163.5    16 | 3.5     16  und  3       16  und  4 
   57.8        5 | 7.8       5  und  7           5  und  8 
 196.9    19 | 6.9     19  und  6       19  und  7 
 123.4    12 | 3.4     12  und  3       12  und  3 
                                      
Ein Blatt darf nur aus einer Ziffer bestehen. Die jeweils letzte Ziffer der Daten wird deshalb im 
Display nicht berücksichtigt. Es stellt sich hierbei die Frage, ob die letzte Ziffer einfach abge-
schnitten oder ob gerundet werden soll. Runden ermöglicht eine „genauere“ Darstellung der Daten 
und ist somit (wenn auch aufwendiger) dem Abschneiden vorzuziehen. Die Einheit der Blätter ist 
1 Straftat je 100 000 Einwohner. Man erhält so das folgende Display. 
 Einheit = 1 Straftat je 100 000 Einwohner 
 3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
4 7 
4 6 
1 1 2 4 4 7 8 
5 6 8  
0 1 4 5 5 9 
0 2 3 3 5 5 6 8 
2 3 5 6 7 
3 4 7 
5 
2 2 3 3 7 
 
 
6 
4 7 
 
 
7 9            
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Eine exakte Rückübersetzung von Daten aus einem Display ist nur dann möglich, wenn alle 
(signifikanten) Ziffern bei der Datenzerlegung berücksichtigt wurden. Dies ist hier i.d.R. nicht der 
Fall. Beispielsweise wurden die Kriminalitätsraten 79.1 und 88.0 zerlegt in 
       7 | 9     
       8 | 8 (Einheit der Blätter = 1) 
Die Rückübersetzung liefert die Werte 79 und 88. Die Rate 88 kann exakt abgelesen werden, 79 
ist aber lediglich ein Näherungswert für die tatsächliche Rate 79.1.    
B−2.9 Werbewirksamkeit von Zeitungsanzeigen. 
Zwei Zeitungsanzeigen werden auf ihre Werbewirksamkeit hin untersucht. Dazu werden sie je 
25=n Versuchspersonen (VP) kurz präsentiert. Mit einem Blickaufzeichnungsgerät wird gemes-
sen, wie lange die VP den Produktnamen auf den Anzeigen wahrnehmen. Die Messwerte in 
Sekunden sind für 
Anzeige 1: 2.3, 2.3, 1.1, 1.4, 1.5, 1.8, 1.8, 1.6, 1.3, 1.7, 1.7, 1.7, 1.4, 2.0, 2.0, 1.9, 1.9, 1.9,  
 2.1, 3.1, 1.9, 2.1, 2.4, 2.6, 2.2 
Anzeige 2: 1.8, 3.2, 2.3, 2.3, 1.7, 1.6, 2.1, 2.1, 2.1, 1.9, 1.9, 2.9, 2.2, 2.2, 2.0, 2.0, 2.5, 2.4, 
 2.0, 2.8, 2.6, 2.6, 1.8, 1.9, 1.8 
Es stellt sich die Frage, welche der beiden Anzeigen bei den Versuchspersonen mehr Aufmerk-
samkeit auf den Produktnamen gelenkt hat. Eine erste Antwort liefert ein Stem and Leaf Display. 
Die Zerlegung bereitet kein Problem, weil die Daten nur aus jeweils zwei Ziffern bestehen. Beide 
Datensätze weisen nur Werte mit den Ziffern 1, 2 und 3 vor dem Dezimalpunkt auf. Dies würde 
zu einem Display mit 3 Zeilen führen. Nach obiger Faustregel ist aber für einen Datensatz mit 
n=25 Daten ein Display mit 10log10 25 ≈ 14 Zeilen geeignet. Diese Zeilenanzahl wird ungefähr 
erreicht, wenn man eine Verfünffachung der ursprünglich 3 Zeilen vornimmt. Um die Datensätze 
möglichst einfach vergleichen zu können, ist es sinnvoll, die Blätter auf der linken und der rechten 
Seite eines Stammes abzutragen. Es entsteht so ein gespiegeltes Display. 
 Anzeige 1  Anzeige 2  
 Einheit = 0.1 Sekunden  
 1 
3 
5 4 4 
7 7 7 6 
9 9 9 9 8 8  
1 1 0 0 
3 3 2 
4 
6  
 
1 
1∗ 
1 t 
1 f 
1 s 
1• 
2∗ 
2 t 
2 f 
2 s 
2• 
3∗ 
3 t 
 
 
 
6 7 
8 8 8 9 9 9 
0 0 0 1 1 1 
2 2 3 3 
4 5 
6 6 
8 9 
 
2 
 
Die Gegenüberstellung verdeutlicht, dass der zweite Datensatz ein höheres Datenniveau besitzt 
als der erste Datensatz. Die zweite Anzeige hat somit insgesamt mehr Aufmerksamkeit bei den 
Versuchspersonen erregt.  
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Abb. 2.11:  Histogramme typischer Häufigkeitsverteilungen 
Deskription univariater Datensätze 35 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
2.1.5 Typische Häufigkeitsverteilungen 
Bei der Beschreibung von Datensätzen mittels Häufigkeitstabellen oder graphischen Hilfsmitteln finden 
sich immer wieder typische Formen von Häufigkeitsverteilungen. Wichtige Charakteristika dieser Typen 
sind z.B. die Anzahl der Gipfel, die Symmetrie und die Streuung. Man unterscheidet: 
 • Anzahl der Gipfel 
 - Verteilungen ohne Gipfel 
 - Verteilungen mit einem Gipfel (unimodale Verteilungen) 
 - Verteilungen mit mehreren Gipfeln (multimodale Verteilungen) 
 • Symmetrie 
 - symmetrische Verteilungen (z.B. unimodal-symmetrisch, U-förmig) 
 - unsymmetrische Verteilungen (z.B. linksschief, rechtsschief) 
 • Streuung 
 - geringe Streuung (die Daten konzentrieren sich um ein Datenzentrum) 
 - große Streuung (die Daten streuen sehr stark um ein Zentrum) 
Diese Charakteristika kann man graphisch gut mit Stabdiagrammen, Histogrammen (siehe Abbildung 2.11) 
oder Stem and Leaf Diagrammen verdeutlichen. Sie können aber auch zahlenmäßig mit Hilfe von 
Maßzahlen beschrieben werden.  
2.2 Lagemaße 
Neben Häufigkeitstabellen und Diagrammen können zur Beschreibung univariater Datensätze auch 
Maßzahlen (Kennzahlen, Parameter) einer Häufigkeitsverteilung genutzt werden. Die Maßzahlen dienen 
der zahlenmäßigen Beschreibung wichtiger Charakteristika einer Verteilung. Man unterscheidet Lagemaße, 
Streuungsmaße, Schiefemaße und andere. 
Verteilungsmaßzahlen
Lagemaße Streuungsmaße Schiefemaße
(Abweichung der Daten vom
Verteilungszentrum)
der Symmetrie bzw
Asymmetrie einer
Verteilung
Beschreibung der
Streuung der Daten
Beschreibung Beschreibung der
zentralen Lage einer
Verteilung
(Datenniveau)  
Abb. 2.12: Verteilungsmaßzahlen und ihre Aufgaben 
Mit der Berechnung von Maßzahlen ist eine zunehmende Verdichtung der Daten verbunden, die ins-
besondere Vergleiche von mehreren gleichartigen Datensätzen vereinfachen soll. Andererseits bedeutet 
Verdichtung auch Informationsverlust, so dass einzelne Maßzahlen keinen Rückschluss auf den Typ einer 
Verteilung erlauben. Sie werden erst kombiniert aussagefähig. 
In diesem Abschnitt werden verschiedene Lagemaße betrachtet, die in geeigneter Weise das Zentrum des 
Datensatzes bzw. das Datenniveau messen sollen. Eine Maßzahl der Lage muss daher möglichst zentral, 
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möglichst dicht bei den Daten liegen. Diese allgemeine Anforderung wird durch die im Folgenden vor-
gestellten Maßzahlen auf verschiedene Weise erfüllt. 
2.2.1 Modus 
Der Modus kann bei jedem Skalenniveau einer Merkmalsvariablen X ermittelt werden. Er ist bei 
nominalskalierten Variablen, bei denen keine Rangordnung der Skalenwerte existiert, das einzige sinnvolle 
Lagemaß. Bei der Definition des Modus müssen wir unterscheiden, ob eine diskrete Variable oder eine 
stetige bzw. quasistetige Variable vorliegt. 
D−2.6 Modus unklassierter Daten 
Die diskrete Variable X nehme in einem Datensatz νx  )1( ,...,nν =  die Skalenwerte i
x~
 mit den Häufig-
keiten in  bzw. ih  
)1( m,...,i =  an. Der Wert modx  heißt häufigster Wert oder Modus der Häufigkeits-
verteilung, wenn für die zugehörige Häufigkeit gilt: 
 ( ) i
i
mod nmaxxXn  ==   bzw.  ( ) i
i
mod hmaxxXh  ==  . 
Der Modus braucht nicht eindeutig zu sein. Gibt es zwei oder mehr Skalenwerte i
x~
, die die gleiche maxi-
male Häufigkeit aufweisen, dann ist jeder dieser Werte ein Modus.  
Beispiele 
B−2.3 Ergebnisse der Bundestagswahl 1976. 
 Parteien Häufigkeiten 
  absolut (in 1000) relativ  (in Prozent) 
        1  SPD 
       2  CDU 
       3  FDP 
       4  sonstige 
16099.0 
18394.8 
  2955.1 
   333.6 
           42.6% 
           48.6% 
             7.9% 
             0.9% 
            Summe             37782.5          100.0% 
Der Modus der nominalskalierten Daten ist 2 (= CDU), also 2=modx .  
B−2.10 Umsatzsteuersätze in der Europäischen Union. 
In den n = 27 Staaten der Europäischen Union wurden am 1.1.2012 folgende Umsatzsteuersätze 
erhoben (Normalsätze in Prozent): 
 20, 21, 20, 15, 20, 25, 19, 20, 23, 19.6, 23, 27, 23, 21, 
 22, 21, 15, 18, 19, 23, 23, 24, 20, 20, 18, 25, 20. 
Die Daten sind in der englischsprachigen alphabetischen Reihenfolge der Staaten beginnend mit 
Austria und endend mit United Kingdom angeordnet (Quelle: Europäische Union 2012). Da nur 
wenige verschiedene Werte im Datensatz auftreten, wird die Variable X = „Umsatzsteuersatz“ hier 
als (quasi-) diskrete Variable aufgefasst. Der Modus des Datensatzes ist modx  = 20%. In sieben 
Staaten wurde ein Umsatzsteuersatz von 20% erhoben. 
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B−2.11 Verteilung von n = 200 Haushalten nach ihrer Kinderzahl. 
 Kinderanzahl Häufigkeiten 
  absolut relativ 
 0 
1 
2 
3 
4 
5 
45 
70 
50 
20 
10 
5 
0.225 
0.350 
0.250 
0.100 
0.050 
0.025 
 Summe 200 1 
Die häufigste Kinderzahl ist 1, also 1=modx .  
Es wurde in den einleitenden Bemerkungen gefordert, dass eine Maßzahl der Lage möglichst zentral, 
möglichst dicht bei den Werten des Datensatzes liegen sollte. In diesem Sinne ist die unmittelbar aus der 
Definition 2.6 folgende Optimalitätseigenschaft des Modus von Interesse. 
S−2.2 Optimalitätseigenschaft des Modus 
Die Summe der Übereinstimmungen der Daten νx  )1( ,...,nν =  mit einer Zahl c ist für modxc =  maximal. 
Für alle reellen Zahlen c gilt 
 { } { }∑∑
=ν
ν
=ν
ν ≥
n
c
n
x
xIxI
mod 11
)()( .  
Bei stetigen oder quasistetigen Variablen treten Messwerte häufig nur einmal auf. Obige Definition des 
Modus macht in diesem Fall wenig Sinn. Man geht besser von klassierten Daten aus, um die Lage zu be-
schreiben. 
D−2.7 Modalklasse 
Für m Zählklassen ) , [ 1 jjj kkK −=  oder ] , ( 1 jjj kkK −=  der Breite bj seien die normierte Klassenhäufig-
keiten 
 
( )m,...,j
b
h
h
b
n
n
j
j*
j
j
j*
j 1 bzw. ===
 
gegeben. Die Klasse Kmod heißt häufigste Klasse oder Modalklasse, falls 
 ( ) ∗∗ =∈ j
j
mod nmaxKXn     bzw.  ( )
∗∗ =∈ j
j
mod hmaxKXh   . 
Als Modus verwendet man in der Regel die Mitte der Modalklasse 
 )( 12
1
modmodmod kkx += −  . 
Im Histogramm ist die Modalklasse die Klasse mit dem höchsten Histogrammrechteck. Im Falle gleicher 
Klassenbreiten mb...b ==1  ist eine Normierung der Häufigkeiten natürlich verzichtbar, denn nun gilt 
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ebenfalls 
 ( ) j
j
mod nmaxKXn  =∈   bzw.  ( ) j
j
mod hmaxKXh  =∈  . 
Man beachte, modx  muss hier nicht mit einem der Messwerte νx  übereinstimmen und erfüllt daher auch 
nicht die oben aufgeführte Optimumeigenschaft. Die Mitte der Modalklasse ist eine Kennzahl, die lediglich 
einen Punkt auf der Maßskala einer Variablen beschreibt, in dessen Umgebung bei einer Datenerhebung 
Werte gehäuft gemessen wurden.  
Beispiel 
B−2.6 Kriminalität in den USA. 
Kriminalitätsrate  
von ... bis unter ... 
relative   
Klassenhäufigkeiten 
Klassenbreiten normierte relative  
Klassenhäufigkeiten ( h*j) 
0 - 50 
50 - 75 
75 - 100 
100 - 125 
125 - 150 
150 und mehr 
0.085 
0.277 
0.340 
0.170 
0.021 
0.106 
50 
25 
25 
25 
25 
- 
0.00170 
0.01108 
0.01360 
0.00680 
0.00084 
0.00212 
Summe 1 - - 
Die Modalklasse Kmod ist K3 = [75, 100). Im Histogramm (siehe Abb. 2.8) besitzt die Modalklasse 
das höchste Histogrammrechteck. Als Modus verwenden wir die Mitte der Modalklasse 
 587
2
10075
.xmod =
+
=  .  
2.2.2 Median und weitere Quantile 
Ein weiteres Lagemaß ist der Median oder Zentralwert. Seine Berechnung setzt ein ordinales oder ein 
metrisches Skalenniveau der betrachteten Variable X voraus, d.h. die Skalenwerte von X müssen einer 
Rangfolge unterliegen.   
Der Median ist ein Spezialfall der sogenannten Quantile. Für die Beschreibung von Datensätzen sind auch 
andere Quantile interessant. Diese werden meistens im Zusammenhang mit der Streuung einer 
Häufigkeitsverteilung betrachtet, sollen aber bereits in diesem Abschnitt eingeführt werden.  
Median 
Der Median, bezeichnet mit x[0.5] oder medx , ist dadurch charakterisiert, dass mindestens 50% der Mess-
werte eines Datensatzes kleiner oder gleich und mindestens 50% größer oder gleich medx  sind.  
D−2.8 Median 
Gegeben sei die statistische Reihe νx  )1( ,...,nν =  und die zugehörige geordnete statistische Reihe 
 ( ) ( ) ( )nx...xx ≤≤≤ 21 . 
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Der Median oder Zentralwert des Datensatzes ist 
 [ ]








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==
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Bei ungerader Anzahl n von Daten ist der Median also das mittlere Glied der geordneten Reihe. Bei 
geradem n ist es Konvention, als Median das arithmetisches Mittel (vgl. Abschnitt 2.2.3) der benachbarten 
Werte ( )2nx  und ( )( )12 +nx  in der Mitte der geordneten Reihe zu verwenden. Dieser berechnete Median 
muss nicht unbedingt mit einem definierten Skalenwert der Variablen X identisch sein, was bei ordinal-
skalierten Variablen problematisch sein kann.  
Beispiel 
B−2.10 Umsatzsteuersätze in der Europäischen Union. 
Wir ordnen zunächst die Umsatzsteuersätze nach aufsteigender Größe: 
15, 15, 18, 18, 19, 19, 19.6, 20, 20, 20, 20, 20, 20, 20,  
21, 21, 21, 22, 23, 23, 23, 23, 23, 24, 25, 25, 27. 
Mit n = 27 liegt eine ungerade Anzahl Daten vor. Der Median des Datensatzes ist 
 ( ) %2014
2
1 ===




 + xxx nmed  . 
S−2.3 Optimalitätseigenschaft des Medians 
Die Summe der absoluten Abweichungen der Daten νx  )1( ,...,nν =  von einer beliebigen reellen Zahl c ist 
für medxc =  minimal: 
 ∑∑
=ν
ν
=ν
ν −≥−
n
med
n
xxcx
11
 . 
Der Absolutbetrag cx −ν  kann geometrisch als Abstand des Messwerts xν von einem Punkt c auf der 
Zahlengeraden interpretiert werden. 
cxν
|x  - c|ν
Zahlengerade
 
Die Summe ∑ =ν ν −
n cx1  gibt somit den Gesamtabstand aller Daten von der Zahl c an. Für medxc =   ist 
dieser Gesamtabstand minimal. 
Beweis 
Sei x(ν*)
 (ν* = 1,...,n) eine geordnete statistische Reihe. Ferner sei der Umfang n des Datensatzes ungerade, 
d.h. n ist darstellbar als n = 2m+1 mit ganzzahligem m. Dann gilt wegen xmed = x(m+1):  
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Für gerades n = 2m erhält man analog, dass jeder Wert zwischen x(m) und x(m+1) diese Minimumeigenschaft 
erfüllt. Die Wahl von ( ) ( ) )( 12
1
++= mmmed xxx  ist Konvention.   q.e.d. 
Die Bestimmung des Medians kann auch mit Hilfe der empirischen Verteilungsfunktion des Datensatzes 
 )()( xXhxv ≤=    (−∞  < x < ∞) 
erfolgen. Hierzu gibt man den Anteilssatz 50.p =  vor und fragt, bei welchem x gerade v(x) diesen Anteil 
als Funktionswert erreicht, also )(1 pvx −=  mit pxv =)( . Der Median lässt sich über die empirische 
Verteilungsfunktion wie folgt ermitteln: 
(i) Falls die empirische Verteilungsfunktion auf einer Treppenstufe den Wert 50.p =  annimmt, ist der 
Median gleich dem Abszissenwert des arithmetischen Mittels dieser Treppenstufe. Dieser Fall ist in 
Abbildung 2.13a gegeben. Der Median ist hier medx  = ( )13122
1 + =12.5. 
(ii) Falls die empirische Verteilungsfunktion den Wert 50.p =  nicht annimmt, ist der Median gleich dem 
Abszissenwert, an dem die Verteilungsfunktion erstmals größer als 0.5 ist. Dies ist in Abbildung 2.13b 
der Fall. Hier ist medx = 12. 
Quantile 
Es sei p ein vorgegebener Anteilssatz mit 0 ≤ p ≤ 1. Dann bezeichnet man eine Zahl [ ]px  als empirisches 
p-Quantil oder (100⋅p)-Prozentpunkt, falls mindestens 100⋅p% der Werte einer statistischen Reihe kleiner 
oder gleich und mindestens 100⋅(1−p)% größer oder gleich [ ]px  sind. Falls [ ]px  mit keinem Wert xν
 der 
statistischen Reihe übereinstimmt, teilt es die geordnete Reihe exakt im Verhältnis p zu 1−p.  
D−2.9 p-Quantil  
Gegeben sei die statistische Reihe νx  )1( ,...,nν =  und die zugehörige geordnete statistische Reihe 
 ( ) ( ) ( )nx...xx ≤≤≤ 21 . 
Das p-Quantil oder der (100⋅p)-Prozentpunkt des Datensatzes mit 0 ≤ p ≤ 1 ist 
 [ ]
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Abb. 2.13:  Empirische Verteilungsfunktion und Median 
D−2.9 p-Quantil (Fortsetzung…) 
Einige Quantile tragen besondere Namen. So heißen 
  [ ] [ ] [ ]902010 ... x,...,x,x   Dezentile, 
  [ ] [ ] [ ]75050250 ... x,x,x    Quartile, 
  [ ]50.x         Median. 
 
Neben dem Median sind insbesondere die anderen beiden Quartile x[0.25] und x[0.75] wichtige Kennzahlen 
für Häufigkeitsverteilungen. Sie werden allerdings nicht zur Beschreibung der Lage, sondern zur 
Beschreibung der Streuung und Schiefe genutzt (siehe Kapitel 2.3 und 2.4). Ihre speziellen Berechnungs-
formeln sind: 
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Beispiele 
B−2.10 Umsatzsteuersätze in der Europäischen Union. 
Wegen n = 27 ist 75.6
4
=n  und 25.20
4
3 =n . Unteres und oberes Quartil des Datensatzes sind 
 [ ] ( ) %6.19725.0 == xx ,  
 [ ] ( ) %232175.0 == xx . 
B−2.6 Kriminalität in den USA. 
Der Umfang des Datensatzes beträgt n = 47. Der Median des Datensatzes ist 
  ( ) ( ) 18324
2
1 .xxx nmed === + .  
Mit 7511
4
.
n =  und 2535
4
3
.
n =  erhalten wir das untere und das obere Quartil 
 x[0.25] = x(12) = 65.3  bzw.  x[0.75] = x(36) = 107.2. 
Zur Bestimmung der Quantile aus der empirischen Verteilungsfunktion (vgl. Abbildung 2.13 für 50.p = ) 
wird ein Anteil p vorgegeben, und das Quantil ist 
(i) gleich dem Abszissenwert des Mittelwertes einer Treppenstufe, falls die empirische Verteilungsfunk-
tion auf dieser Treppenstufe den Wert p annimmt; 
(ii) gleich dem Abszissenwert, an dem die Verteilungsfunktion gerade eben größer als p ist, falls die 
empirische Verteilungsfunktion den Wert p nicht annimmt. 
2.2.3  Mittelwerte 
Unter den Maßzahlen zur Beschreibung der Lage einer Verteilung stellen die Mittelwerte die höchsten 
Anforderungen an das Skalenniveau: Ihre Berechnung setzt metrisch skalierte Daten voraus. Man 
unterscheidet das arithmetische, das geometrische und das harmonische Mittel. Das arithmetische Mittel ist 
der gebräuchlichste Mittelwert.  
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2.2.3.1  Arithmetischer Mittelwert 
D−2.10 Arithmetischer Mittelwert 
Gegeben sei die statistische Reihe νx  )1( ,...,nν = . Der arithmetische Mittelwert oder Durchschnitt des 
Datensatzes ist 
 ∑
=ν
ν=
n
x
n
x
1
1
  . 
Beispiel 
B−2.10 Umsatzsteuersätze in der Europäischen Union. 
Der Durchschnittsumsatzsteuersatz in der EU war im Jahr 2012 
 %91.20
27
6.564
27
20...202120
27
1 27
1
==
++++
== ∑
=ν
νxx . 
S−2.4 Schwerpunkteigenschaft und Optimalitätseigenschaft des arithmetischen Mittelwertes 
(i) Die Summe der Abweichungen der Daten νx  )1( ,...,nν = von ihrem arithmetischen Mittel ist stets 
gleich Null (Schwerpunkteigenschaft): 
 ( ) 0
1
=−∑
=ν
ν
n
xx . 
(ii) Die Summe der quadrierten Abweichungen der Daten νx  )1( ,...,nν =  von einer beliebigen reellen Zahl 
c ist für xc =  minimal (Optimalitätseigenschaft): 
 ( ) ( )∑∑
=ν
ν
=ν
ν −≥−
nn
xxcx
1
2
1
2 . 
Beweis 
(i)  ( ) 0
1 11
=−=−=− ∑ ∑∑
=ν =ν
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ν xnxnxxxx
n nn
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ν
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Je nach Datensituation können unterschiedliche Berechnungsformeln für das arithmetische Mittel her-
geleitet werden. Wurde für einen Datensatz bereits eine unklassierte Häufigkeitstabelle erstellt, ist es 
sinnvoll, die in der Tabelle enthaltene Information für die Berechnung des Durchschnitts zu nutzen. Die 
Skalenwerte ix
~  )1( m,..,i =  einer Variablen X seien in einem Datensatz −in mal beobachtet worden mit 
mn...nn ++= 1 . Dann gilt 
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Beispiel 
B−2.11 Verteilung von n = 200 Haushalten nach ihrer Kinderzahl. 
Zur Mittelwertberechnung erstellen wir die folgende Arbeitstabelle: 
 ix
~  in  in ⋅ ix
~  ih  ih ⋅ ix
~  
 0 
1 
2 
3 
4 
5 
45 
70 
50 
20 
10 
5 
0 
70 
100 
60 
40 
25 
0.225 
0.350 
0.250 
0.100 
0.050 
0.025 
0 
0.350 
0.500 
0.300 
0.200 
0.125 
 Summe 200 295 1 1.475 
Die durchschnittliche Kinderanzahl in den Haushalten ist 
 4751
200
295
200
1 6
1
.x~nx
i
ii === ∑
=
 bzw. 4751
6
1
.x~hx
i
ii == ∑
=
. 
Liegt eine klassierte Häufigkeitsverteilung mit den Zählklassen Kj und deren Klassenhäufigkeiten jn  bzw. 
jh  )1( m,..,j =  vor, dann können die Häufigkeiten zur Berechnung des arithmetischen Mittels genutzt 
werden, falls auch die Klassenmerkmalssummen Sj oder die Klassenmittelwerte jx  bekannt sind: 
 
j
j
n
j
j
j
n
jj n
S
x
n
x,xS
jj
=== ∑∑
=ν
ν
=ν
ν
11
1
    )1( m,..,j = . 
Dabei sind x
νj
 )1( jn,...,=ν  die Daten, die in die j-te Klasse fallen. Wegen  
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gilt für das Gesamtmittel x  des Datensatzes: 
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Beispiel 
B−2.6 Kriminalität in den USA. 
 Kriminalitätsrate 
von ... bis unter ... 
nj hj Sj jx  hj⋅ jx  
 0 - 50 
50 - 75 
75 - 100 
100 - 125 
125 - 150 
150 und mehr 
4 
13 
16 
8 
1 
5 
0.085 
0.277 
0.340 
0.170 
0.021 
0.106 
  160.9 
  790.9 
     1373.6 
  918.7 
  127.2 
  882.6 
  40.225  
  60.838 
  85.850 
114.838 
127.200 
176.520 
  3.423 
16.828 
29.226 
19.547 
  2.706 
18.779 
 Summe 47 1.000 4253.9 - 90.510 
Die durchschnittliche Anzahl von Straftaten je 100000 Einwohner ist 
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Das arithmetische Mittel aus Definition 2.10 wird auch als ein ungewogenes Mittel bezeichnet. In manchen 
Situationen ist abweichend von Definition 2.10 die Berechnung eines gewogenen Mittels sinnvoll. 
D−2.11 Gewogener arithmetischer Mittelwert 
Gegeben sei die statistische Reihe νx  )1( ,...,nν = . Die Summe  
 ( ) ∑∑
=ν
νν
=ν
νν ==ν≤≤⋅=
nn
gn,...,gxgx
11
1und110mit   
heißt gewogener arithmetischer Mittelwert oder gewogener Durchschnitt des Datensatzes. 
Die Werte νx  werden hier durch vorgegebene Zahlen (Gewichte) νg  bewertet und aufsummiert. Die 
Gewichte müssen nichtnegative reelle Zahlen sein, deren Summe auf eins normiert ist. Den gewöhnlichen 
Durchschnitt erhält man als einen Spezialfall des gewogenen Durchschnitts, indem man ng 1=ν  für alle 
ν = 1,...,n setzt.  
Beispiel 
B−2.12 Durchschnittspreisberechnung.  
Ein Beschaffungsgut wird bei n verschiedenen Lieferanten mit νq  Mengeneinheiten zum je-
weiligen Preis von νp  Geldeinheiten pro Mengeneinheit geordert (ν = 1,...,n). Die Gesamtbestell-
menge Q und der Gesamtpreis P sind 
 ∑∑
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11
  und  . 
Den Durchschnittspreis erhält man als gewogenes arithmetisches Mittel der Einzelpreise 
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2.2.3.2  Geometrischer und harmonischer Mittelwert 
Das arithmetische Mittel findet in der Praxis breite Anwendung zur Beschreibung der Lage von metrisch 
skalierten Variablen. Daneben werden als weitere Mittelwerte auch das geometrische und das harmonische 
Mittel genutzt. Ihre Anwendung ist allerdings auf spezielle Problemstellungen beschränkt. 
D−2.12 Geometrischer Mittelwert 
Gegeben sei eine statistische Reihe νx  )1( ,...,nν =  mit positiven Reihenwerten. Der geometrische Mittel-
wert der Daten ist  
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Bei Vorliegen absoluter bzw. relativer Häufigkeiten der Skalenwerte ix
~  (i = 1,...,m) lässt sich das 
geometrische Mittel wie folgt berechnen: 
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Durch Logarithmieren erhält man aus obigen Formeln 
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Der Logarithmus des geometrischen Mittels ist also gleich dem arithmetischen Mittel der logarithmierten 
Daten. 
Das geometrische Mittel wird insbesondere dann genutzt, wenn als Datensatz eine Zeitreihe relativer 
Änderungen (Wachstumsfaktoren) einer Größe vorliegt (z.B. jährliche Lohnänderungen oder jährliche 
Sozialproduktänderungen). Beispiele werden in Kapitel 4.1 erörtert. 
D−2.13 Harmonischer Mittelwert 
Gegeben sei die statistische Reihe νx  )1( ,...,nν = . Der harmonische Mittelwert der Daten ist  
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Wurden bereits die absoluten bzw. relativen Häufigkeiten von Skalenwerten ix
~  (i = 1,...,m) im Datensatz 
ausgezählt, kann das harmonische Mittel äquivalent berechnet werden über die Gleichung: 
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Beispiel 
B−2.13 Durchschnittsgeschwindigkeit eines Rennautos. 
Bei einer Rennstrecke der Länge L = 12 km besteht für jede Fahrrunde zwischen der Fahrzeit νt  
und der durchschnittlichen Geschwindigkeit pro Runde x
ν 
die Beziehung νν ⋅= txL  . Ein 
Rennfahrer fährt drei Runden mit folgenden Ergebnissen: 
 Runde 
 
Strecke L
ν
 Fahrzeit t
ν
 
 
Geschwindigkeit x
ν
 
 ν km in Minuten in Stunden km/h 
 1 12 3.0 0.050 240 
 2 12 3.6 0.060 200 
 3 12 4.5 0.075 160 
 Summe 36 11.1 0.185 600 
Die Gesamtfahrzeit für die drei Runden beträgt 11.1 Minuten bzw. 0.185 Stunden, die zurück-
gelegte Strecke 36 km, so dass nach üblicher Berechnungsweise 
 km/h 194.6
1850
36
=
.
 
die durchschnittliche Geschwindigkeit ist. Dieser Wert stimmt nicht mit dem arithmetischen 
Mittel der Rundengeschwindigkeiten km/h 200=x , sondern mit dem harmonischen Mittel über-
ein: 
 619412
1850
3
1200
518
3
1200
5765
3
160
1
200
1
240
1
3
.
...
xh =⋅==++
=
++
= . 
2.2.4 Weitere Eigenschaften der Lagemaße 
In den bisherigen Ausführungen wurden bereits einige Eigenschaften von Lagemaßen erörtert. Für die 
praktische statistische Arbeit sind darüber hinaus weitere Aspekte von Bedeutung. Bei statistischen 
Auswertungen ist es häufig erforderlich, die Daten geeignet zu transformieren. In diesem Zusammenhang 
ist das Verhalten von Lageparametern bei Datentransformationen interessant. Ferner können empirische 
Datensätze einige wenige extreme bzw. untypische Werte enthalten oder sich durch eine deutlich 
asymmetrische Häufigkeitsverteilung auszeichnen. Dies sind beides Problemsituationen, die die 
Interpretation von Lagemaßen erschweren. In diesem Zusammenhang interessiert, inwieweit einzelne 
„Ausreißerwerte“ oder die Asymmetrie die Lagemaße beeinflussen. 
2.2.4.1 Lagemaße und Transformationen 
Die Transformation einer Merkmalsvariablen bzw. der beobachteten Daten kann im Rahmen einer statisti-
schen Auswertung aus den unterschiedlichsten Gründen notwendig werden. Transformationen können die 
inhaltliche Interpretation von Auswertungsergebnissen erleichtern. Dies ist z.B. immer dann der Fall, wenn 
zwei oder mehrere Datensätze verglichen werden sollen, die Daten jedoch mit unterschiedlichen Skalen 
gemessen wurden. Transformationen können auch der Erhöhung der Symmetrie der Verteilung eines 
Datensatzes oder der Linearisierung von Beziehungen zwischen zwei Merkmalsvariablen dienen. Hier steht 
der erste Aspekt im Vordergrund, und wir beschränken unsere Ausführungen auf den wichtigen Spezialfall 
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linearer Transformation. Eine typische Situation, in der durch lineare Transformation die Interpretation 
von Ergebnissen erleichtert wird, zeigt das folgende Beispiel. 
Beispiel 
B−2.14 Schätzung der Länge eines Hörsaales. 
In Australien wurden traditionell britische Längenmaße (inches, feet, yards, etc.) verwendet, bevor 
diese durch metrische Längenmaße ersetzt wurden. Kurz nach der offiziellen Einführung der 
metrischen Maße wurde im Rahmen einer Studie eine Gruppe von 44 StudentInnen gebeten, die 
Länge eines Hörsaales in Meter abzuschätzen. Eine zweite Gruppe von 69 StudentInnen sollte 
diese Länge in dem gewohnten Fuß-Maß schätzen. Die tatsächliche Raumlänge betrug 13.1 Meter 
bzw. 43.0 Fuß, wobei 1 Meter = 3.28084 Fuß bzw. 1 Fuß = 0.3048 Meter gilt (Quelle: D.J. Hand 
et al. 1994, S. 1f). 
Schätzungen in Meter (n = 44) 
  8 ,   9 , 10 , 10 , 10 , 10 , 10 , 10 , 11 , 11 , 11 , 11 , 12 , 12 , 13 , 13 , 13 , 14 , 14 , 14 ,  
15 , 15 , 15 , 15 , 15 , 15 , 15 , 15 , 16 , 16 , 16 , 17 , 17 , 17 , 17 , 18 , 18 , 20 , 22 , 25 ,  
27 , 35 , 38 , 40 
Schätzungen in Fuß (n = 69) 
24 , 25 , 27 , 30 , 30 , 30 , 30 , 30 , 30 , 32 , 32 , 33 , 34 , 34 , 34 , 35 , 35 , 36 , 36 , 36 ,  
37 , 37 , 40 , 40 , 40 , 40 , 40 , 40 , 40 , 40 , 40 , 41 , 41 , 42 , 42 , 42 , 42 , 43 , 43 , 44 ,  
44 , 44 , 45 , 45 , 45 , 45 , 45 , 45 , 46 , 46 , 47 , 48 , 48 , 50 , 50 , 50 , 51 , 54 , 54 , 54 ,  
55 , 55 , 60 , 60 , 63 , 70 , 75 , 80 , 94 
Für den ersten Datensatz erhält man 
 Meter 022716  ,Meter   15  ,Meter   15 .xxx medmod === . 
Die Kennzahlen des zweiten Datensatzes sind 
 Fuß 695743  ,  Fuß 42  ,  Fuß 40 .xxx medmod === . 
Um die Ergebnisse vergleichen zu können, ist es erforderlich, einen der beiden Datensätze 
geeignet zu transformieren. 
S−2.5 Lagemaße linear transformierter Daten 
Gegeben seien die Daten νx  )1( ,...,nν =  und deren Lineartransformationen  
 νν ⋅+= xbay   )1( ,...,nν =      mit  0≠b . 
Die Lagemaße Modus, Median und arithmetisches Mittel besitzen die Eigenschaft, dass das linear trans-
formierte Lagemaß der Ausgangsdaten gleich dem Lagemaß der linear transformierten Daten ist: 
 modmod xbay ⋅+=   ,  medmed xbay ⋅+=   ,    xbay ⋅+= . 
 
Beweis 
Wir beweisen die Aussage lediglich für das arithmetische Mittel. 
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Beispiele 
B−2.14 Schätzung der Länge eines Hörsaales. 
Die beiden Datensätze können durch eine einfache lineare Skalentransformation vergleichbar 
gemacht werden. Zum Beispiel kann die Dimension Meter des ersten Datensatzes durch die 
Transformation 
 νν ⋅= x.y 280843    (ν = 1,...,44) 
in die Dimension Fuß überführt werden. Die Lagemaße der transformierten Daten sind: 
 
. Fuß56852022716280843
 ,  Fuß 21264915280843
  , Fuß 21264915280843
 ...y
..y
..y
med
mod
=⋅=
=⋅=
=⋅=
 
Ein Vergleich dieser Ergebnisse mit den Lagemaßen des zweiten Datensatzes zeigt, dass die 
StudentInnen der zweiten Gruppe (unter Verwendung des gewohnten Fuß-Maßes) die Raumlänge 
im Mittel relativ exakt bestimmen, während die StudentInnen der ersten Gruppe (unter Ver-
wendung des ungewohnten Meter-Maßes) die Raumlänge im Mittel deutlich überschätzen. Das 
Ergebnis ist psychologisch erklärbar. Einem Meter entsprechen 3.28084 Fuß. Da die statistischen 
Einheiten geübt im Gebrauch des Fuß-Maßes, aber ungeübt im Gebrauch des metrischen Maßes 
sind, tendieren sie zu einer Unterschätzung der Länge eines Meters. 
B−2.15 Lineare Lohnerhöhungen. 
Die n = 200 Beschäftigten eines Unternehmens erhalten einen monatlichen Durchschnittslohn von 
2800=x €. Aufgrund einer Lohnvereinbarung werden die Löhne um 5% angehoben. Zusätzlich 
wird jedem Mitarbeiter ein fester Zuschlag von 100 € pro Monat gewährt. Bezeichnet man mit x
ν
 
und y
ν
)2001( ,...,=ν  die Einzellöhne vor bzw. nach der Lohnerhöhung, dann gilt: 
 νν += x.y 051100  . 
Somit ist 30402800051100 =⋅+= .y €. Die Lohnsumme betrug vor der Erhöhung  =⋅= xnS x  
=⋅ 2800200 560000 €. Nach der Lohnerhöhung gilt 608000=⋅= ynS y  €.  
2.2.4.2 Ausreißer und Robustheit 
Ein Problemfall bei der Auswertung von Daten ist das Auftreten von sogenannten „Ausreißern“. Hierunter 
versteht man einzelne extreme Messwerte x
ν
, die weit vom Zentrum eines Datensatzes entfernt liegen. Das 
Auftreten von Ausreißern kann unterschiedliche Gründe haben. Ein Ausreißer kann ein untypischer Wert 
sein, der sich auf eine Sonderstellung der betreffenden statistischen Einheit in der statistischen Masse 
zurückführen lässt. Ausreißer können aber auch aufgrund von Messfehlern entstehen und den Datensatz 
„verschmutzen“. Bei komplexen Messvorgängen (z.B. bei der Messung makroökonomischer Größen wie 
das Volkseinkommen) sind Messfehler ein häufiges Phänomen. Ein (sehr pauschaler) Erfahrungssatz sagt, 
dass häufig bis zu 10% der empirischen Daten verschmutzt sind.  
Unabhängig von den genannten Ursachen für das Auftreten von Ausreißern, möchte man in der Regel 
verhindern, dass die Beschreibung der Lage eines Datensatzes stark durch einzelne extreme Werte 
beeinflusst wird. Die Lagemaße reagieren unterschiedlich empfindlich auf Ausreißer. So ist z.B. der 
Median xmed unempfindlich gegenüber einzelnen Ausreißern. Man nennt ihn deshalb robust. Der Lage-
parameter x  ist empfindlich gegen extreme Einzelwerte, also nicht robust.  
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Beispiel 
B−2.16 UNICEF-Daten über Kindersterblichkeit. 
Die UNICEF hat in einer umfassenden Studie die Ursachen der Kindersterblichkeit in 129 Staaten 
untersucht. Der folgende Datensatz wurden der Studie entnommen (Quelle:  D.J. Hand et al. 1994, 
S. 58f): 
 Staat Sterblichkeitsrate unter 
5 Jahren (%) 
Staat Sterblichkeitsrate unter 
5 Jahren (%) 
 Israel 
Kuwait 
Vereinigte Arabische 
Emirate 
Oman 
Jordanien 
1.1 
1.9 
 
3.0 
4.9 
5.2 
Libanon 
Iran 
Syrien 
Irak 
Saudi-Arabien 
Jemen 
5.6 
5.9 
5.9 
8.6 
9.1 
              18.7 
Die Daten geben für n = 11 Staaten im Nahen Osten die Anzahl jährlicher Sterbefälle von Kindern 
unter 5 Jahren an, bezogen auf 100 Lebendgeborene (Sterblichkeitsrate unter 5 Jahren in Prozent, 
Erhebungszeitraum 1990). Einen Überblick gibt das nachfolgende Stem and Leaf Diagramm. 
Der Jemen nimmt in diesem Datensatz mit einer Sterblichkeitsrate unter 5 Jahren von 18.7% eine 
deutliche Sonderstellung ein. Diese kann auf den niedrigeren Entwicklungsstand des Landes 
(Wirtschaftskraft, Gesundheitssystem) im Vergleich zu den anderen Staaten zurückgeführt 
werden. Der Durchschnitt und der Median der Daten sind %.x 356=  bzw. xmed = 5.6%. Entfernt 
man den Ausreißerwert 18.7% aus dem Datensatz, so erhält man die Kenngrößen %.x 125=  und 
xmed = 5.4%. Während der Median durch den Ausreißer kaum beeinflusst wird, ist der Einfluss 
auf das arithmetische Mittel deutlich. Der Durchschnitt %.x 356=  überzeichnet die Kindersterb-
lichkeit. Lediglich 3 Staaten weisen Raten auf, die höher sind als 6.35%. 
 Einheit = 0.1% 
 1 
2 
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9 
1 9 
 
0 
9 
2 6 9 9 
 
 
6 
1 
   
 18 7 
Eine einfache Kenngröße für die Robustheit eines Lageparameters ist der sogenannte Bruchpunkt 
(breakdown point) ε. Der Bruchpunkt gibt eine Grenze an, bis zu welcher der Anteilsatz von Ausreißern in 
einem Datensatz steigen darf, ohne dass sich dadurch der Lageparameter unbeschränkt verändern kann. Der 
maximal erreichbare Wert beträgt ε = 0.5.  
Das arithmetische Mittel der n−1 Messwerte 11 −nx,...,x  ist  
 ∑
−
=ν
ν− −
=
1
1
1 1
1 n
n xn
x .  
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Fügt man den Daten einen weiteren Wert xn hinzu, dann erhält man den Durchschnitt 
 ∑
=ν
ν− =+
−
=
n
nnn xn
x
n
x
n
n
x
1
1
111
. 
Ist der zusätzliche Wert xn extrem groß oder extrem klein, so wird sich der Durchschnitt deutlich ändern. 
Beim arithmetischen Mittel reicht es also schon aus, einen einzigen Datenwert unbeschränkt zu verändern 
(d.h. ∞→nx  bzw. −∞→nx ), um den Absolutbetrag des Mittelwertes über alle Grenzen wachsen zu 
lassen. Der Bruchpunkt des arithmetischen Mittels ist deshalb ε = 0. Eine beliebige Veränderung des 
Medians durch Ausreißer ist hingegen nicht möglich, wenn ihr Anteil weniger als 50% beträgt, da der 
Median immer in der Mitte einer geordneten statistischen Reihe lokalisiert ist. Der Median hat daher als 
Bruchpunkt den höchst möglichen Wert ε = 0.5. Eine vergleichbar robuste Maßzahl ist der Modus. 
Werden in einem Datensatz Ausreißer identifiziert, bietet es sich an, zur Beschreibung der Lage den 
robusten Median zu verwenden. Ein anderes Vorgehen besteht in der Berechnung eines getrimmten 
arithmetischen Mittelwertes. Hier wird erst der Datensatz um die Ausreißer bereinigt und dann das arith-
metische Mittel der restlichen Daten berechnet. Diesem Vorgehen wohnt allerdings die Gefahr der Mani-
pulation durch den Analysten der Daten inne. Um das Vorgehen zu objektivieren, wird bei symmetrischen 
Verteilungen die Berechnung sogenannter α−getrimmter Mittel empfohlen: 
 ( )∑
−
+=ν
να −
=
rn
r
*xrn
x
12
1
. 
Dabei ist x(ν*) (ν* = 1,...,n) die geordnete statistische Reihe und r die größte ganze Zahl mit α⋅≤ nr . An 
beiden Enden des geordneten Datensatzes wird jeweils ein bestimmter vorgegebener Anteil 500 .<α<  
von Messwerten entfernt. Der Bruchpunkt ε von αx  ist damit gleich α. Meist reicht zur Ausreißer-
bereinigung ein kleines α, z.B. α= 0.05 oder α=0.1. Die Verwendung von α-getrimmten Mittelwerten ist 
bei asymmetrischen Verteilungen der Daten nicht zweckmäßig.   
2.2.4.3 Asymmetrische Verteilungen 
Neben dem Auftreten von Ausreißern ist auch die Asymmetrie oder Schiefe einer Häufigkeitsverteilung 
eine Erscheinung, die die Interpretation von Lagemaßen erschwert. Bei ausgeprägt schiefen Verteilungen 
ist die Frage nach dem geeigneten Lageparameter besonders schwer zu beantworten. Dies verdeutlicht das 
folgende Beispiel. 
Beispiel 
B−2.17 Polizeiausgaben in den USA. 
Wir haben bisher ausführlich die vom FBI im Uniform Crime Report veröffentlichten 
Kriminalitätsraten für 47 Staaten der USA im Jahre 1960 untersucht. Der Report weist für 1960 
auch die Polizeiausgaben der 47 Staaten aus (Ausgaben pro Kopf der Einwohner in US $; zitiert 
nach: D.J. Hand et al. 1994, S. 101ff). Die Werte sind dem nachfolgenden Stem and Leaf Display 
zu entnehmen (siehe auch B−3.2 in Kapitel 3.1). Das Display verdeutlicht ebenso wie das Histo-
gramm in Abbildung 2.14, dass hier eine rechtsschiefe Verteilung vorliegt.  
Wegen n = 47 ist der Median des Datensatzes xmed = x(24) = 78$. Das arithmetische Mittel ist 
85=x $. Da die Polizeiausgaben als quasistetige Variable aufgefasst werden können, bestimmen 
wir den Modus hier mittels der klassierten Häufigkeitsverteilung. Als Modus verwenden wir die 
Mitte der Modalklasse Kmod = K2 = [50 , 75), also xmod = 62.5$.  
52 Deskription univariater Datensätze 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
  Einheit = 1$ 
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Aufgrund der Schiefe unterscheiden sich die Lagemaße deutlich. Es ist hier nicht eindeutig zu 
entscheiden, welches Maß die Lage geeignet beschreibt. Der Median teilt die Bundesstaaten in 
eine Hälfte mit geringen und eine Hälfte mit hohen Polizeiausgaben. Das arithmetische Mittel gibt 
an, wie hoch die Ausgaben wären, wenn alle Staaten pro Kopf dieselbe Summe für die Polizei 
aufwendeten. Die Mitte der Modalklasse beschreibt einen Wert, um den Ausgaben gehäuft 
gemessen wurden.  
 Ausgaben in $ 
von ... bis unter ... 
Häufigkeiten 
     absolut            relativ 
Klassenbreiten normierte relative 
Häufigkeiten 
 25 - 50 
50 - 75 
75 - 100 
100 - 125 
125 - 175 
3 
18 
13 
9 
4 
0.064 
0.383 
0.277 
0.191 
0.085 
25 
25 
25 
25 
50 
0.00256 
0.01532 
0.01108 
0.00764 
0.00170 
 Summe 47 1 - - 
 
 Abb. 2.14:  Histogramm 
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Generell bestehen bei unimodalen Verteilungen die folgenden Größenrelationen zwischen den Lagemaßen 
x , xmed  und xmod : 
 symmetrische Verteilungen  x   =  xmed =  xmod 
 rechtsschiefe Verteilungen  xmod <  xmed <  x  
 linksschiefe Verteilungen  x  < xmed < xmod  
Die Größenrelationen verdeutlichen die nachfolgenden Histogramme. 
symmetrische Verteilung
med mod
x x x= =   mod xmedxx
rechtsschiefe Verteilung
  x modmedx x
linksschiefe Verteilung
 
Abb. 2.15:  Schiefe und Lagemaße 
2.3 Streuungsmaße 
Lagemaße allein liefern noch nicht genügend Information über eine Häufigkeitsverteilung. Sie informieren 
über das Zentrum der Verteilung oder das Datenniveau, sie machen jedoch keine Aussage, ob die meisten 
Daten um ein Zentrum konzentriert sind oder ob sie auf der Maßskala weit streuen.  
Beispiel 
B−2.14 Schätzung der Länge eines Hörsaales. 
Eine Visualisierung der Datensätze 1 (Schätzungen der Länge eines Hörsaales in Meter durch 
44=n  Personen) und 2 (Schätzungen in Fuß durch 69=n  Personen) zeigt das nachfolgende 
gespiegelte Stem and Leaf Display.  
Die Meter-Angaben des ersten Datensatzes wurden mittels Lineartransformation   
 νν ⋅= x.y 280843     (ν = 1,...,44)   
in Fuß-Angaben umgerechnet und dann gerundet. Lagemaße der Datensätze sind 
 Datensatz 1:  212649.ymed = Fuß und 568052.y = Fuß 
 Datensatz 2:  42=medx Fuß   und 695743.x = Fuß. 
Es wurde bereits festgestellt, dass die StudentInnen der zweiten Gruppe unter Verwendung des 
gewohnten Fuß-Maßes die tatsächliche Raumlänge von 43.0 Fuß im Mittel relativ exakt bestim-
men, während die StudentInnen der ersten Gruppe unter Verwendung des ungewohnten Meter-
Maßes die Raumlänge im Mittel deutlich überschätzen. Das Display verdeutlicht allerdings, dass 
in beiden Datensätzen die Werte z.T. deutlich von den jeweils ermittelten Lagemaßen abweichen.  
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  Datensatz 1  Datensatz 2  
  Einheit = 1 Fuß  
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Die Variabilität oder Streuung von Daten ist in zweierlei Hinsicht interessant. Zum einen hängt 
von dem Ausmaß der Streuung ab, wie gut die verwendeten Lageparameter das Datenniveau be-
schreiben können. Zum anderen ist die Streuung ein Charakteristikum von empirischen Verteilun-
gen, das bei vergleichenden Untersuchungen beachtet werden sollte: Die Messwerte eines Daten-
satzes können eine größere Variabilität aufweisen als die eines anderen. Berücksichtigt man in 
unserem Beispiel die verschiedenen Umfänge der beiden Datensätze, ist das Ausmaß der Streuung 
in den Datensätzen unterschiedlich zu bewerten. In Datensatz 2 ist ein relativ großer Anteil der 
Werte eng um die ermittelten Lagemaße gruppiert, so dass die Kennzahlen das Datenniveau 
vergleichsweise gut beschreiben. Datensatz 1 weist eine größere Streuung auf. Die Lagemaße 
beschreiben das Datenniveau hier vergleichsweise schlecht. Das Ergebnis ist psychologisch 
einfach interpretierbar. Die StudentInnen der ersten Gruppe verwenden für ihre Schätzungen ein 
ungewohntes Maß; die mangelnde Übung im Gebrauch des metrischen Maßes schlägt sich in einer 
relativ großen Variabilität der Schätzungen nieder.  
Die Streuung von Daten soll jetzt mit Kennzahlen gemessen werden. Wir folgen zwei Ansätzen zur 
Konstruktion von Streuungsmaßen: 
(i) Abstände zwischen den Daten selbst bilden den Ausgangspunkt. Beispiele sind die Spannweite und 
der Quartilsabstand. Diese Kennzahlen sind in ihrem Wesen komparative Größen, die für Vergleiche 
von Datensätzen genutzt werden können.  
(ii) Die Abweichungen der Daten von einem Lagemaß bilden den Ausgangspunkt. Beispiele hierfür sind 
die mittleren absoluten Abweichungen, die Varianz und die Standardabweichung. Je kleiner diese 
Kennzahlen sind, desto stärker sind die Daten um den jeweiligen Lageparameter konzentriert.  
Beiden Ansätzen ist gemein, dass die Kennzahlen auf Abständen basieren. Die Kennzahlen setzen deshalb 
ein metrisches Skalenniveau der Variablen voraus. 
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2.3.1 Spannweite und Quartilsabstand 
Eine einfache Beschreibung des Ausdehnungsbereichs eines Datensatzes liefern die Spannweite und der 
Quartilsabstand. 
D−2.14 Spannweite, Quartilsabstand 
Gegeben sei die statistische Reihe νx  )1( ,...,nν =  und die zugehörige geordnete statistische Reihe 
 ( ) ( ) ( )nx...xx ≤≤≤ 21  
mit den Quartilen [ ]250.x , [ ]50.x , [ ]750.x . Die Differenz 
 ( ) ( ) minmaxn xxxxW −=−= 1        mit      ( )1xxmin ≡ , ( )nmax xx ≡  
heißt die Spannweite des Datensatzes. Ferner bezeichnet man die Differenzen 
 [ ] [ ]250750 .. xxQA −= ,     [ ] [ ] )( 2507502
1
.. xxQA −=  
als Quartilsabstand und als mittleren Quartilsabstand des Datensatzes.  
Die Spannweite reagiert empfindlich auf einzelne extreme Werte – d.h. sie ist nicht robust – und ist daher 
für Vergleiche von Datensätzen nur bedingt tauglich. Der Quartilsabstand wird nicht empfindlich von 
einzelnen extremen Werten beeinflusst. Er ist deshalb eine robuste Maßzahl. Zwischen [ ]250.x  und [ ]750.x  
liegt der „mittlere“ 50%-Anteil der Daten. QA gibt deren Spannweite an. Die Differenz QAW −  gibt den 
zusätzlichen Variationsbereich der „Randdaten“ an. Wegen 
 [ ] [ ]( ) [ ] [ ] [ ] [ ]( )][][ 25050507502
1
2507502
1
...... xxxxxxQA −+−=−=  
lässt sich der mittlere Quartilsabstand als mittlerer Abstand der Quartile vom Median interpretieren.  
D−2.15 5-Zahlen-Zusammenfassung 
Der Datensatzumfang n und die Quantile  
       [ ]50.x  
  [ ]250.x  [ ]750.x  
    ( )1x    ( )nx  
heißen 5-Zahlen-Zusammenfassung der statistischen Reihe νx  )1( ,...,nν = . 
 
5-Zahlen-Zusammenfassungen sind für einen schnellen Vergleich mehrerer Datensätze gut geeignet. Die 
beiden Extrema eines Datensatzes zeigen, in welchem Bereich sich die Daten überhaupt bewegen. 
Zwischen den Extrema und den benachbarten Quartilen liegen jeweils 25% der am Rande liegenden Daten. 
Zwischen [ ]250.x  und [ ]750.x  befinden sich die 50% der Daten, die den zentralen Bereich ausmachen. Der 
Median [ ]50.x  bzw. medx  lokalisiert dieses Zentrum noch weiter. Damit ergeben diese fünf Werte einen 
knappen, aber informativen Überblick über den Datensatz. 
Beispiel 
B−2.14 Schätzung der Länge eines Hörsaales. 
Für die beiden Datensätze werden 5-Zahlen-Zusammenfassungen erstellt. Vereinfachend gehen 
wir von gerundeten Werten aus, die dem gespiegelten Stem and Leaf Display zu entnehmen sind.  
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5-Zahlen-Zusammenfassungen 
  Datensatz 1 
n = 44 
 Datensatz 2 
n = 69 
 49 Fuß  42 Fuß 
 36 Fuß 56 Fuß  36 Fuß 48 Fuß 
 26 Fuß 131 Fuß  24 Fuß 94 Fuß 
Die Spannweite des ersten Datensatzes beträgt 105 Fuß, der Quartilsabstand ist 20 Fuß. Der zweite 
Datensatz weist eine Spannweite von 70 Fuß und einen Quartilsabstand von 12 Fuß auf. Die 
Kennzahlen verdeutlichen, dass der Datensatz 1 deutlich stärker streut als der Datensatz 2.  
2.3.2 Mittlere Abstände (mittlere absolute Abweichungen) 
Mittlere Abstände sind Maßzahlen für die Streuung von Daten um einen Lageparameter. Bezeichnen wir 
ein beliebiges Lagemaß mit c, dann ist der Abstand eines Messwertes νx  von c gleich cx −ν . Der 
mittlere Abstand oder die mittlere absolute Abweichung von c ist definiert als 
 ∑
=ν
ν −=
n
c cxn
MA
1
1
 . 
Durch die Mittelbildung wird erreicht, dass die Maßzahl nicht allein durch einen großen Datenumfang 
große Werte annimmt. Aus einer Häufigkeitstabelle lässt sich die Maßzahl wie folgt berechnen: 
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Mit in  und ih  sind auch hier wieder die absoluten bzw. relativen Häufigkeiten der Realisations-
möglichkeiten ix
~  )1( m,..,i =  einer diskreten Variable X bezeichnet.  
Interessant sind insbesondere zwei Spezialfälle der Kenngröße.  
D−2.16 Mittlere Abstände vom Median und vom arithmetischen Mittelwert 
Gegeben sei die statistische Reihe νx  )1( ,...,nν =  mit dem Median medx  und dem arithmetischen 
Mittelwert x . Der mittlere Abstand vom Median ist 
 ∑∑∑
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 Der mittlere Abstand vom arithmetischen Mittelwert ist 
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Wie in Abschnitt 2.2.2 gezeigt wurde, ist die Summe der absoluten Abweichungen vom Median minimal. 
Aus dieser Minimumeigenschaft folgt 
 
medxc
MAMA ≥  für jede beliebige reelle Zahl c.  
Insbesondere gilt 
medxx
MAMA ≥ . Die mittlere absolute Abweichung 
medx
MA  ist immer dann ein 
sinnvolles Maß für die Streuung, wenn der Median als Lagemaß verwendet wird. Das Niveau oder Zentrum 
eines Datensatzes wird umso besser durch den Median beschrieben, je kleiner der mittlere Abstand ist. Die 
Maßzahl xMA  ist weniger gebräuchlich. Im Zusammenhang mit dem arithmetischen Mittel x  wird die 
Streuung meist durch die sogenannte Standardabweichung gemessen.  
2.3.3 Varianz und Standardabweichung 
D−2.17 Varianz, Standardabweichung 
Gegeben sei die statistische Reihe νx  )1( ,...,nν =  mit dem arithmetischen Mittelwert x . Die mittlere 
quadratische Abweichung der Daten vom Mittelwert 
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heißt die Varianz des Datensatzes. Die Wurzel der Varianz wird als Standardabweichung bezeichnet: 
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Die Varianz und die Standardabweichung werden stets in Bezug auf das arithmetische Mittel berechnet, da 
für x  die Summe der quadrierten Abweichungen minimal ist: 
 ( ) ( )∑∑
=ν
ν
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ν −≥−
nn
xxcx
1
2
1
2  für jede beliebige reelle Zahl c. 
Das Niveau oder Zentrum einer empirischen Verteilung wird umso besser durch das arithmetische Mittel 
beschrieben, je kleiner die Standardabweichung bzw. die Varianz ist.  
Inhaltlich lässt sich die Standardabweichung besser interpretieren als die Varianz. Die Varianz ist ein 
quadratisches Maß und besitzt eine andere Dimension als die Daten. Durch den Übergang zur Standard-
abweichung wird das Problem behoben. Die Standardabweichung ist im Gegensatz zur Varianz ein mit 
dem mittleren Abstand vergleichbares Maß. Dabei gilt stets die Ungleichung 
medxx
MAMAs~ ≥≥ . 
Berechnung der Varianz 
Die Berechnung der Varianz über ihre Definitionsgleichung ist unnötig mühselig. Durch Umformung leitet 
man aus der Definitionsgleichung die folgende einfachere Berechnungsformel für die Varianz her: 
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Dabei ist 2x  das arithmetische Mittel der quadrierten Daten νx )1( ,...,nν = .  
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In der Literatur bezeichnet man obiges Ergebnis auch als Verschiebungssatz. 
S−2.6 Verschiebungssatz für die Varianz 
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Beispiel 
B−2.11 Verteilung von n = 200 Haushalten nach ihrer Kinderzahl. 
Zur Berechnung der mittleren quadratischen Abweichung der Daten vom Mittelwert 4751.x =  
erstellen wir die folgende Arbeitstabelle: 
 ix
~  in  xx
~
i −  ( )
2xx~i −  ( )
2xx~n ii −⋅  
 0 
1 
2 
3 
4 
5 
45 
70 
50 
20 
10 
5 
-1.475 
-0.475 
0.525 
1.525 
2.525 
3.525 
  2.176  
  0.226 
  0.276  
  2.326 
  6.376 
12.426 
  97.903 
  15.794 
  13.781 
  46.513 
  63.756 
  62.128 
 Summe 200 - - 299.875 
Mit Hilfe der Definitionsgleichung der Varianz erhalten wir  
 2
1
22 Kinder 49941
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875299
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   und     
 Kinder 2245149941 ..s~ == . 
Unter Verwendung des Verschiebungssatzes berechnet man die Varianz gemäß 
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Varianzzerlegung bei klassierten Häufigkeitsverteilungen 
Betrachtet sei ein klassierter Datensatz mit den Zählklassen Kj und deren Klassenhäufigkeiten jn  bzw. jh  
)1( m,..,j = . Ferner seien mit x
νj
 )1( jn,...,=ν  wieder die Daten bezeichnet, die in die j-te Klasse fallen. 
Für jede Klasse können nun die Klassenmittelwerte und Klassenvarianzen berechnet werden: 
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Den Gesamtmittelwert des Datensatzes erhält man als gewogenen Durchschnitt der Klassenmittel 
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Zwischen der Gesamtvarianz und den Klassenvarianzen besteht die folgende Beziehung. 
S−2.7 Zerlegung der Varianz klassierter Daten 
Die Gesamtvarianz klassierter Daten setzt sich zusammen aus dem gewogenen arithmetischen Mittel der 
Klassenvarianzen 2js
~   (Varianz innerhalb der Klassen, interne Varianz)  und der aus den Klassenmittel-
werten jx  berechneten Varianz (Varianz zwischen den Klassen, externe Varianz), wobei jeweils die 
Klassenhäufigkeiten als Gewichte dienen: 
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Beweis 
Für die j-te Klasse gilt: 
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Addition über alle m Klassen führt zu 
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Division durch n liefert schließlich den Satz 2.7.   q.e.d. 
Beispiel 
B−2.6 Kriminalität in den USA. 
 Kriminalitätsrate   
von ... bis unter ... 
jn  jx  
2
js
~  2jj s
~n ⋅  xx j −  2)( xxn jj −⋅  
          0 -   50 
       50 -   75 
       75 - 100 
     100 - 125 
     125 - 150 
     150 und mehr 
 4 
13 
16 
 8 
 1 
 5 
   40.225 
   60.838 
   85.850 
114.838 
127.200 
176.520 
    21.547 
    64.738 
    46.455 
    66.632 
      0.000 
  325.762 
       86.188 
     841.594 
     743.280 
     533.056 
         0.000 
   1628.810 
-50.285 
-29.672 
  -4.660 
 24.328  
 36.690 
 86.010 
   10114.325 
   11445.559 
   347.450 
    4734.813 
  346.156 
   36988.601 
 Summe     47 - -    3832.928 -    64976.904 
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Wir haben bereits die Klassenmittelwerte und das Gesamtmittel des klassierten Datensatzes 
berechnet. Die durchschnittliche Kriminalitätsrate beträgt insgesamt 5190.x = . In der obigen 
Arbeitstabelle sind zusätzlich die Klassenvarianzen angegeben. Durch Anwendung des Satzes 2.7 
erhalten wir die Gesamtvarianz der Daten 
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Über 94% der Gesamtvarianz entfallen auf die externe Varianz. (Warum?) 
2.3.4 Zusammenfassung (Aggregation) statistischer Reihen 
In der statistischen Praxis steht man häufig vor der Aufgabe, dass mehrere gleichartige Datensätze zu einem 
gepoolten Datensatz zusammengeführt werden müssen. Man bezeichnet dies als eine Aggregation von 
Datensätzen. Beispielsweise stellt sich diese Aufgabe regelmäßig dem Statistischen Bundesamt. Aufgrund 
der institutionellen Ausgestaltung der amtlichen Statistik in Deutschland werden die meisten Erhebungen 
von den Statistischen Landesämtern durchgeführt, die auch Länderergebnisse berechnen und veröffent-
lichen. Das Statistische Bundesamt fasst diese Länderergebnisse zu einem (aggregierten) Bundesergebnis 
zusammen. Es stellt sich die Frage, ob Kennzahlen des gepoolten Datensatzes aus zuvor berechneten 
Kennzahlen der verschiedenen Teildatensätze ermittelt werden können oder ob eine Neuberechnung 
erforderlich ist. 
Die Variable X sei in m verschiedenen Teilmassen Ω1 ,..., Ωm mit den Umfängen n1, ..., nm erhoben worden. 
Das arithmetische Mittel und die Varianz des gepoolten Datensatzes kann tatsächlich aus den Mittelwerten 
jx  und Varianzen 
2
js
~  ( )m,...,j 1=  der Teildatensätze ermittelt werden. Dazu berechnet man zunächst den 
Gesamtmittelwert als gewogenen Durchschnitt der Teilmittelwerte 
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Als Gewichte dienen die Anteile der Teildatensätze am aggregierten Datensatz  
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Danach ergibt sich die Gesamtvarianz als Summe des gewogenen Mittels der Teilvarianzen und der Varianz 
zwischen den Teildatensätzen 
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Die Berechnungen stimmen (für jj hg = ) formal mit den für klassierte Verteilungen angegebenen 
Formeln überein. Der inhaltliche Unterschied liegt darin, dass in den Teilgesamtheiten Ω1 ,..., Ωm die 
Wertebereiche der Variablen X sich überschneiden oder gar identisch sein können, während bei einer 
klassierten Häufigkeitsverteilung Zählklassen Kj mit sich gegenseitig ausschließenden Wertebereichen 
vorliegen.  
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Vergleichbare Aggregationsformeln existieren für Kennzahlen wie Modus, Median oder Quartile nicht. Der 
Grund wurde bereits erwähnt: In den Teilgesamtheiten Ω1 ,..., Ωm überschneiden sich die Wertebereiche 
der Variablen X. Folge ist, dass beispielsweise der Modus der Gesamtmasse ein Wert sein kann, der in 
keiner der Teilmassen häufigster Wert ist. Auf eine Neuberechnung kann hier nicht verzichtet werden.  
Beispiel 
B-2.18 Aggregation von Betriebsdaten. 
Ein Pharmaunternehmen besitzt zwei Fertigungsbetriebe. Für die Löhne (in Euro) der Mitarbeiter 
in den beiden Betrieben seien die folgenden Kennzahlen gegeben: 
 Betrieb Anzahl nj der Lohnempfänger Löhne 
 
jx  
2
js
~  
 1 
2 
2500 
7500 
2000 
2600 
160 000 
200 000 
Das Gesamtmittel und die Gesamtvarianz der Löhne errechnen sich wie folgt: 
 245026007502000250 =⋅+⋅= ..x Euro , 
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]150750450250[200000750160000250
=+=
⋅+−⋅+⋅+⋅=
 
2.3.5 Streuungsmaße und Lineartransformationen 
Lineartransformationen wurden bereits im Zusammenhang mit Lagemaßen erörtert. Wir wollen jetzt 
untersuchen, wie Streuungsmaße lineartransformierter Daten aus den Streuungsmaßen der Ausgangsdaten 
hergeleitet werden können, ohne dass eine Neuberechnung notwendig wird.  
S−2.8 Varianz und Standardabweichung linear transformierter Daten 
Gegeben seien die Daten νx  )1( ,...,nν =  und deren Lineartransformationen νν ⋅+= xbay  mit 0≠b .  
Zwischen der Varianz 2
X
s~   der Ausgangsdaten und der Varianz 2
Y
s~  der transformierten Daten besteht der 
Zusammenhang 
 222
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s~bs~ ⋅=  . 
Für die Standardabweichungen gilt 
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Beweis 
Wegen xbay +=  ist 
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Ein analoges Ergebnis erhält man für den mittleren Abstand vom Median: 
 
medmed xy
MAbMA ⋅=  . 
Man beachte, dass durch Transformationen der Form νν += xay  )1( ,...,nν =  die Streuung nicht verändert 
wird. Die Transformation bewirkt lediglich eine Lageverschiebung der Daten. Erst die Multiplikation der 
Ausgangsdaten mit einer Konstanten b≠1 führt zu einer Änderung der Dimension (Maßeinheit) der Daten 
und damit zu einem veränderten Streuungsmaß. 
Beispiel 
B−2.14 Schätzung der Länge eines Hörsaales. 
Die Varianzen und Standardabweichungen der Datensätze 1 und 2 sollen berechnet und verglichen 
werden. Ausgehend von den in Abschnitt 2.2.4 angegeben Daten erhalten wir für 
Datensatz 1 (Schätzungen der Länge eines Hörsaales in Meter): 
 
Meter; 06317886749
Meter 88674902271613491
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Datensatz 2 (Schätzungen der Länge eines Hörsaales in Fuß):  
 
Fuß. 406412153.9177
Fuß 153.9177 695743142363
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Um die Ergebnisse vergleichen zu können, transformieren wir die Standardabweichung des ersten 
Datensatzes gemäß Satz 2.8 mit b = 3.28084: 
 Fuß 17292306317280843 ...s~bs~
XY
=⋅=⋅=  . 
Die Standardabweichung des ersten Datensatzes (transformiert auf die Dimension Fuß) ist somit 
annähernd doppelt so groß wie die Standardabweichung des zweiten Datensatzes.  
Zwei für Auswertungszwecke interessante Lineartransformationen gibt die nachfolgende Definition an. 
D−2.18   Zentrierung, Standardisierung 
Gegeben sei die statistische Reihe νx  )1( ,...,nν =  mit dem arithmetischen Mittelwert x  und der 
Standardabweichung 
X
s~ . Die Lineartransformation 
 xxy −= νν      ⇔    νν += bxay    mit xa −=   und  1=b  
heißt Zentrierung der Daten. Die Lineartransformation 
 
X
s~
xx
z
−
= νν     ⇔    νν += bxaz     mit  
X
s~
x
a −=   und  
X
s~
b
1
=  
heißt Standardisierung der Daten. 
Aus den Sätzen 2.5 und 2.8 folgt unmittelbar die Aussage in Satz 2.9.  
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S−2.9 
Zentrierte Daten νy  )1( ,...,nν =  besitzen das Mittel 0=y  und die Standardabweichung XY s
~s~ = .  
Standardisierte Daten νz  )1( ,...,nν =  besitzen das Mittel 0=z  und die Standardabweichung 1=Zs
~ . 
 
2.3.6 Relative Streuungsmaße (Variationskoeffizient) 
Der berechnete Wert eines Streuungsmaßes allein liefert zunächst wenig Information über die Variabilität 
von Daten. Er wird aussagekräftig, wenn man zusätzlich das Niveau der Daten berücksichtigt. So wird man 
eine Varianz von 10 bei einem Mittelwert von 10000 als gering bewerten, bei einem Mittelwert von 1 
jedoch als eher groß. 
Für den Vergleich von Streuungen empirischer Verteilungen mit unterschiedlichem Niveau kann es daher 
zweckmäßig sein, sogenannte relative Streuungsmaße zu verwenden, die ein Streuungsmaß zu dem ent-
sprechenden Lagemaß ins Verhältnis setzen. Relative Streuungsmaße sind dimensionslose Kenngrößen. 
Ihre Anwendung ist stets nur bei Vorliegen positiver Lagemaße sinnvoll. Sie haben ferner den Nachteil, 
dass sie unendlich groß werden, wenn der entsprechende Lageparameter gegen null strebt. Die gebräuch-
lichsten relativen Streuungsmaße sind der Variationskoeffizient und der Quartilsdispersionskoeffizient. 
D−2.19 Variationskoeffizient, Quartilsdispersionskoeffizient 
Der Quotient aus Standardabweichung s~  und arithmetischem Mittelwert x  einer statistischen Reihe 
 
x
s~
VK =  
heißt Variationskoeffizient. Der Quotient aus mittlerem Quartilsabstand QA  und Median medx  einer 
statistischen Reihe 
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heißt Quartilsdispersionskoeffizient.  
Beispiel 
B−2.14 Schätzung der Länge eines Hörsaales. 
Das Datenniveau der beiden Beispieldatensätze ist nicht wesentlich verschieden, dennoch ist auch 
hier ein Streuungsvergleich mittels relativer Maße sinnvoll. Der Variationskoeffizient für Daten-
satz 2 ist 
  28390
Fuß 695743
Fuß 406412
.
.
.
VK == .  
D.h., die Standardabweichung beträgt das 0.2839-fache des Mittelwertes. Für Datensatz 1 erhalten 
wir 
  44080
Fuß 56852
Fuß 172923
Meter 022716
Meter 06317
.
.
.
.
.
VK === . 
Hier beträgt die Standardabweichung das 0.4408-fache des Mittels. Man beachte, dass relative 
Streuungsmaße dimensionslose Größen sind. Der Streuungsvergleich mittels Variationskoeffi-
zienten erfordert daher in diesem Beispiel keine Skalentransformation.  
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2.4 Momente und Schiefemaße 
Die Schiefe ist nach Lage und Streuung ein drittes wichtiges Einzelcharakteristikum von Häufigkeits-
verteilungen. Wie in Kapitel 2.2.4 bereits erörtert wurde, führt die Lagemessung mittels xmod, xmed und x  
nur bei symmetrischen Verteilungen zu vergleichbaren Ergebnissen. Bei asymmetrischen oder schiefen 
Verteilungen fallen die Werte der Maßzahlen auseinander. Die Auswahl und Interpretation von Lagemaßen 
wird hier zum Problem.  
Um das Ausmaß der Schiefe empirischer Verteilungen einschätzen zu können, ist es sinnvoll, die Schiefe 
durch Kennzahlen zu messen. Dazu sollen zunächst die sogenannten empirischen Momente vorgestellt 
werden. Als Spezialfall dieses Konzepts erhalten wir dann ein häufig genutztes Schiefemaß. 
2.4.1 Empirische Momente 
Das Konzept der Momente wurde von KARL PEARSON (1857-1936) in die statistische Literatur eingeführt. 
Hierbei handelt es sich um ein einheitliches System von Kennzahlen für metrische Variablen. Mit Hilfe von 
Momenten können sehr verschiedenartige Eigenschaften von Häufigkeitsverteilungen beschrieben werden; 
auch die Lage, Streuung und Schiefe. Für eindimensionale Häufigkeitsverteilungen ist ein empirisches 
Moment wie folgt definiert. 
D−2.20 Empirische Momente 
Gegeben sei die statistische Reihe νx  )1( ,...,nν = . Ferner sei c eine beliebige reelle Konstante und κ eine 
natürliche Zahl. Die Kennzahl 
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bezeichnet als Moment um c der Ordnung κ oder kurz als κ-tes Moment um c. Setzt man c = 0, dann erhält 
man die Momente um Null oder Anfangsmomente der Ordnung κ : 
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Setzt man c = x , dann erhält man die zentrale Momente der Ordnung κ : 
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Bisher haben wir das Moment 1. Ordnung um Null kennen gelernt. Es ist identisch mit dem arithmetischen 
Mittel: 
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Aufgrund der Schwerpunkteigenschaft des arithmetischen Mittels ist das zentrale Moment 1. Ordnung 
immer Null: 
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Das zentrale Moment 2. Ordnung entspricht der Varianz: 
 ( )∑
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n
s~xx
n
xm
1
22
2
1
)( . 
2.4.2 Schiefemaße 
Bei symmetrischen Häufigkeitsverteilungen nehmen alle zentralen Momente )(xmκ  ungerader Ordnung 
κ = 3,5,7,... den Wert Null an. Damit folgt aus 0)( ≠κ xm  für ein κ ∈ {3,5,7,...}, dass eine schiefe 
Verteilung vorliegt. Jedes dieser zentralen Momente ist somit zur Messung der Schiefe geeignet. In der 
Praxis nutzt man meist ein auf dem dritten zentralen Moment )(3 xm  basierendes dimensionsloses Maß. 
D−2.21 Schiefemomentenkoeffizient  
Gegeben sei die statistische Reihe νx  )1( ,...,nν =  mit den zentralen Momenten 
2
2 )( s
~xm =  und )(3 xm . 
Die Maßzahl 
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heißt Schiefemomentenkoeffizient des Datensatzes. 
Das dritte zentrale Moment )(3 xm  ist eine dimensionsbehaftete Größe. Die Division durch 
3s~  liefert das 
vom Maßstab unabhängige Maß Mg . Bei symmetrischen Verteilungen gilt 0=Mg . Für 0<Mg  ist die 
Verteilung linksschief und für 0>Mg  rechtsschief. Je größer der Betrag || Mg  der Kennzahl ist, umso 
schiefer ist die Verteilung. Neben Mg  wurde eine ganze Schar weiterer Schiefemaße entwickelt. 
Interessant, da robust und einfach berechenbar, ist z.B. die Kennzahl von ARTHUR L. BOWLEY (1869-1957). 
D−2.22 Schiefequartilskoeffizient von Bowley 
Gegeben sei die statistische Reihe νx  )1( ,...,nν =  mit den Quartilen [ ]250.x , [ ]50.x , [ ]750.x . Die Kennzahl 
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heißt Schiefequartilskoeffizient von Bowley (1920). 
 symmetrische Verteilung
x x x
[0.25] med [0.75]
 
x x x
[0.25] med [0.75]
rechtsschiefe Verteilung
 
 
x x x
[0.25] med [0.75]
linksschiefe Verteilung
 
 [ ]
( ) [ ]( ) 0250750 =⇒−=− gxxxx .medmed.      [ ]( ) [ ]( ) 0250750 >⇒−>− gxxxx .medmed.    [ ]( ) [ ]( ) 0250750 <⇒−<− gxxxx .medmed.  
Abb. 2.16:  Messung der Schiefe einer Verteilung mittels der Kennzahl von Bowley 
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Die Abbildung 2.16 verdeutlicht, dass 0=Qg  für symmetrische Verteilungen, 0<Qg  für linksschiefe 
Verteilungen und 0>Qg  für rechtsschiefe Verteilungen gilt. Die Division des Zählers durch den Quartils-
abstand bewirkt eine Normierung der Kennzahl auf das Intervall 
 11 ≤≤−
Q
g  .  
Bei ausgeprägter Rechtsschiefe gilt x[0.25] = xmed, woraus folgt 1=Qg . Analog gilt bei ausgeprägter  
Linksschiefe xmed = x[0.75], woraus folgt 1−=Qg .  
Beispiel 
B−2.11 Verteilung von n = 200 Haushalten nach ihrer Kinderzahl. 
Wir haben bereits das arithmetische Mittel 4751.x =  und die Standardabweichung 22451.s~ =  der 
Verteilung ermittelt. Zur Berechnung des Schiefemomentenkoeffizienten erstellen wir folgende 
Arbeitstabelle: 
 ix
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 Summe 200 1 - - 306.25 
Das dritte zentrale Moment der Daten ist 
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Die Quartile sind direkt aus der Arbeitstabelle ablesbar: [ ] [ ] [ ] 211 75050250 === ... x,x,x .  
Die Kennzahl von Bowley nimmt den Wert 
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an. Die Häufigkeitsverteilung ist somit deutlich rechtsschief.  
Bei der Untersuchung empirischer Datensätze ist vollkommene Symmetrie der Verteilung äußerst selten zu 
erwarten. Dies hat zur Folge, dass Mg  bzw. Qg  nur in Ausnahmefällen exakt den Wert null annehmen. 
Es ist jedoch zulässig, schon bei 0≈Mg  bzw. 0≈Qg  von einer (näherungsweise) symmetrischen 
Verteilung zu sprechen. Die Werte der Kenngrößen müssen deutlich von Null verschieden sein, um auf 
Schiefe schließen zu können. Ferner ist zu beachten, dass Qg  zur Messung der Schiefe nur die drei Quartile 
nutzt. Die Messung ist robust, aber auch relativ grob. 
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2.5 Box-Plots und Vergleiche von Datensätzen 
Eine wichtige Anwendung statistischer Methoden ist der Vergleich von zwei oder mehreren Datensätzen. 
Alle bisher behandelten Methoden, d.h. Häufigkeitstabellen, graphischen Darstellungen (Histogramme, 
Stem and Leaf Displays), und Verteilungsmaßzahlen (Lage-, Streuungs- und Schiefemaße), können für 
Vergleichszwecke genutzt werden. Ein weiteres interessantes Instrument für Datenvergleiche ist der Box-
Plot (Schachtelzeichnung). Der Box-Plot ist ein altes graphisches Instrument für Datenvergleiche, das lange 
Zeit kaum Beachtung fand. Es wurde von Tukey (1977) wiederentdeckt und aktualisiert. Box-Plots können 
ohne großen Aufwand erstellt werden und ermöglichen übersichtliche Vergleiche auch von mehreren 
Datensätzen. Sie fassen die in einem Datensatz enthaltene Information mit Hilfe von 5 Zahlen ( )1x , [ ]250.x
, [ ]50.x , [ ]750.x , ( )nx  zusammen und stellen wichtige Charakteristika der Verteilung graphisch dar: Lage, 
Streuung, Schiefe und Ausreißerwerte. 
Die Konstruktion eines Box-Plots soll am Beispiel eines einzelnen Datensatzes erläutert werden. Dabei 
betrachten wir zunächst einen vereinfachten Plot, der aus folgenden Bestandteilen zusammengesetzt ist: 
(i) Eine Skala parallel zur Hauptachse des Plots. 
(ii) Ein Rechteck (Box) vom unteren Quartil [ ]250.x  bis zum oberen Quartil [ ]750.x . 
(iii) Senkrechte Striche, die den Median [ ]50.x  und die beiden Extremwerte ( )1x , ( )nx  markieren. 
(iv) Querstriche von der Box zu den beiden senkrechten Strichen der Extremwerte. 
Beispiel 
B−2.6 Kriminalität in den USA. 
Die Verteilung der Kriminalitätsraten der US-Bundesstaaten beschreiben wir nun graphisch durch 
einen Box-Plot. In einem ersten Schritt ermitteln wir die 5-Zahlen-Zusammenfassung der Daten: 
          5-Zahlen-Zusammenfassung 
 Kriminalitätsraten 
n = 47 
 83.1 
 65.3 107.2 
 34.2 199.3 
Die Zahlen werden dann wie folgt in einem vereinfachten Box-Plot graphisch umgesetzt: 
x x x x x
(1) [0.25] med [0.75] n
30 50 70 90 110 130 150 170 190 210
Straftaten je 100 000 Einwohner
(  )
 
 Abb. 2.17:  Vereinfachter Box-Plot der US-Kriminalitätsraten 
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Der Box-Plot vermittelt einen visuellen Eindruck von der Lage, der Streuung und der Schiefe einer Ver-
teilung. Der Median lokalisiert das Datenzentrum. Die beiden Extremwerte ( )1x , ( )nx   informieren über 
den Ausdehnungsbereich der Daten. Die Box symbolisiert den zentralen 50%-Anteil der Daten. Die 
Querstriche links und rechts repräsentieren jeweils 25% der Randdaten.  
Bei der Interpretation der Graphik ist zu berücksichtigen, dass die Länge der Querstriche von der Box zu 
den beiden Extrema durch wenige Ausreißerwerte stark beeinflusst werden kann. Um die Gefahr von 
Fehlbeurteilungen zu verringern, empfiehlt es sich, extreme Werte gesondert zu betrachten. Zu diesem 
Zweck wird eine einfache Faustregel, die der Identifikation von Ausreißern dient, genutzt und das bisherige 
Vorgehen wie folgt modifiziert. Datenwerte, die sehr weit außerhalb der Box liegen, können als potentielle 
Ausreißer betrachtet werden. Um diese potentiellen Ausreißer zu identifizieren, werden sogenannte 
Ausreißerzäune berechnet: 
 [ ]250.x  − 1.5⋅QA  (unterer Zaun), 
 [ ]750.x  + 1.5⋅QA  (oberer Zaun) . 
QA = [ ]750.x − [ ]250.x  ist der Quartilsabstand. Für die Werte innerhalb der Zäune wird ein Box-Plot 
gezeichnet mit [ ]250.x , [ ]50.x , [ ]750.x  wie anfangs ermittelt. Werte außerhalb der Zäune werden als 
potentielle Ausreißer einzeln in den Plot eingetragen.  
Die Bestandteile des vollständigen Box-Plots sind: 
(i) Eine Skala parallel zur Hauptachse des Plots. 
(ii) Ein Rechteck (Box) vom unteren Quartil [ ]250.x  bis zum oberen Quartil [ ]750.x . 
(iii) Senkrechte Striche, die den Median [ ]50.x , den kleinsten Wert ( )ux , der größer oder gleich dem 
unteren Zaun ist, und den größten Wert ( )ox , der kleiner oder gleich dem oberen Zaun ist, markieren. 
(iv) Querstriche von der Box zu den beiden äußeren senkrechten Strichen. 
(v) Mit dem Symbol * markierte Messwerte, die außerhalb der Zäune liegen (potentielle Ausreißer). 
Beispiele 
B−2.6 Kriminalität in den USA. 
30 50 70 90 110 130 150 170 190 210
**
x x x x x
(1) [0.25] med [0.75] (o)
Straftaten je 100 000 Einwohner  
 Abb. 2.18:  Vollständiger Box-Plot der US-Kriminalitätsraten 
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Die Zäune in diesem Beispiel sind 
 ( ) 452365210751365 ..... =−⋅−   (unterer Zaun), 
 ( ) 051703652107512107 ..... =−⋅+  (oberer Zaun). 
Der Datensatz enthält zwei potentielle Ausreißer. Die Werte 196.9 und 199.3 überschreiten beide 
den oberen Zaun. Aus der statistischen Reihe erhalten wir ferner x(o) = x(45) = 167.4 als größten 
Wert, der den oberen Zaun nicht überschreitet (Abbildung 2.18). 
B−2.9 Werbewirksamkeit von Zeitungsanzeigen. 
Wir haben die Werbewirksamkeit zweier Zeitungsanzeigen bereits in Kapitel 2.1.4 mit Hilfe eines 
gespiegelten Stem and Leaf Displays verglichen. Als ein alternatives Vorgehen bietet sich der 
Vergleich mittels Box-Plot an. 
5-Zahlen-Zusammenfassungen 
 Anzeige 1 
n = 25 (Einheit = Sekunden) 
 Anzeige 2 
n = 25  (Einheit = Sekunden) 
 1.9  2.1 
 1.7 2.1  1.9 2.4 
 1.1 3.1  1.6 3.2 
 Zäune: 1.1 , 2.7  Zäune: 1.15 , 3.15 
 potentieller Ausreißer: 3.1  potentieller Ausreißer: 3.2 
0 1 2 3 4
Sekunden
Anzeige 1
Anzeige 2
*
*
 
 Abb. 2.19:  Box-Plot der Blickkontaktzeiten 
Datensatz 2 weist ein höheres Datenniveau als Datensatz 1 auf. Anzeige 2 hat die Aufmerksamkeit 
der Versuchspersonen im Median um 0.2 Sekunden länger auf den Produktnamen gelenkt. Be-
merkenswert ist ferner, dass das untere Quartil des zweiten Datensatzes dem Median des ersten 
Datensatzes entspricht. Bezüglich der Streuung, gemessen durch die Spannweite und den Quartils-
abstand, weisen die beiden Verteilungen keine nennenswerten Unterschiede auf. Verschieden sind 
aber die Symmetrieeigenschaften. Die erste Verteilung ist näherungsweise symmetrisch, die 
zweite Verteilung ist erkennbar rechtsschief. Ferner enthält jeder Datensatz einen potentiellen 
Ausreißer nach oben. Aufgrund der Schiefe der zweiten Verteilung ist es hier allerdings schwer 
zu entscheiden, ob der Wert 3.2 tatsächlich untypisch für den Datensatz ist. 
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Vergleichbare Ergebnisse erhält man, wenn für den Datenvergleich Kennzahlen, die auf empiri-
schen Momenten basieren, genutzt werden: 
 Datensatz 1:   Sek. 9081.x = ,  Sek. 4280.s~ = , 5940.g
M
=  
 Datensatz 2:   Sek. 1882.x = ,  Sek. 3910.s~ = , 8160.g
M
=  . 
Bemerkenswert ist der Schiefemomentenkoeffizient der ersten Verteilung. Sein Wert deutet auf 
eine rechtsschiefe Verteilung hin. Die Kennzahl wird allerdings sehr stark durch den extremen 
Messwert 3.1 beeinflusst. Entfernt man 3.1 aus dem Datensatz, erhält man den Koeffizienten 
058.0−=
M
g  ( Sek. 8581.x = , Sek. 3590.s~ = ). Die bereinigte Verteilung ist somit näherungs-
weise symmetrisch. Die Kenngrößen der zweiten Verteilung werden ebenfalls durch einen 
extremen Messwert (hier: 3.2) beeinflusst, allerdings in einem geringeren Ausmaß (Kenngrößen 
des bereinigten Datensatzes: =x  2.146 Sek. , Sek. 3390.s~ = , 5720.g
M
= ).   
Hinweis: Es stellt sich die Frage, ob generell von einer größeren Werbewirksamkeit der zweiten 
Anzeige gesprochen werden kann. Können die Ergebnisse verallgemeinert werden? Die Daten-
sätze in unserem Beispiel sind Stichproben. Die Versuchspersonen stellen nur eine Teilgesamtheit 
aus der Menge aller Anzeigenleser dar. Verallgemeinern der Ergebnisse hieße, von dieser 
Teilgesamtheit induktiv auf die Grundgesamtheit zu schließen. Ein solcher Induktionsschluss ist 
auf der Basis unserer bisherigen Analysen nicht statthaft. Hierzu bedarf es wahrscheinlichkeits-
theoretisch fundierter Methoden in Form statistischer Hypothesentests, die Gegenstand der Aus-
führungen in Kapitel 11 sein werden. Unsere deskriptiven Ergebnisse sind ausschließlich für die 
untersuchte Teilgesamtheit aussagekräftig. Wird eine Verallgemeinerung angestrebt, dann stellen 
die Analysen Vorarbeiten für spätere Anwendungen induktiver statistischer Verfahren dar.  
B−2.14 Schätzung der Länge eines Hörsaales. 
5-Zahlen-Zusammenfassungen 
  Datensatz 1 
n = 44 (Einheit = Fuß) 
 Datensatz 2 
n = 69 (Einheit = Fuß) 
 49  42 
 36 56  36 48 
 26 131  24 94 
 Zäune: 6 , 86  Zäune: 18 , 66 
 potentielle Ausreißer: 89, 115, 125, 131  potentielle Ausreißer: 70, 75, 80, 94 
 
 Abb. 2.20:  Box-Plot der Längenschätzungen 
Fuß
0 20 40 60 80 100 120 140
Datensatz 1
Datensatz 2 * * * *
* * * *
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Der Plot in Abbildung 2.20 verdeutlicht noch einmal, dass die StudentInnen der zweiten Gruppe 
(unter Verwendung des gewohnten Fuß-Maßes) die tatsächliche Raumlänge von 43.0 Fuß im 
Mittel relativ exakt bestimmen, während die StudentInnen der ersten Gruppe (unter Verwendung 
des ungewohnten Meter-Maßes) die Raumlänge im Mittel deutlich überschätzen. Ferner weisen 
die Schätzungen der ersten Personengruppe eine deutlich größere Streuung auf. 
2.6 Konzentrationsmessung 
2.6.1 Aufgabenstellungen der Konzentrationsmessung  
Die Konzentrationsmessung ist ein Teilgebiet der deskriptiven Statistik, das speziell zur Beantwortung 
ökonomischer Fragestellungen entwickelt wurde. Unter wirtschaftlicher Konzentration versteht man die 
Ballung von Verfügungsgewalt über Produktionsfaktoren (etwa natürliche Ressourcen, Produktivvermö-
gen, Beschäftigte) oder die Ballung wirtschaftlicher Erträge (Gewinne, Einkommen) in den Händen weni-
ger Wirtschaftssubjekte. Da solche Konzentrationserscheinungen einen großen Einfluss auf die Ergebnisse 
wirtschaftlicher Aktivitäten haben, war ihre Messung schon früh Forschungsgegenstand für Ökonomen. 
Pionierarbeiten verfassten neben anderen MAX O. LORENZ (1876−1959), CORRADO GINI (1884−1965) und 
ORRIS C. HERFINDAHL (1918–1972). 
Eine wichtige Aufgabe der Konzentrationsmessung ist die Abschätzung von Ausmaß und Entwicklung der 
Ballung wirtschaftlicher Macht auf einzelne oder wenige Unternehmen (Unternehmenskonzentration). Für 
eine Volkswirtschaft mit einer marktwirtschaftlichen Ordnung ist ein funktionierender Wettbewerb auf den 
Märkten eine notwendige Voraussetzung. Die Beherrschung eines Marktes durch nur wenige große Unter-
nehmen wirkt auf das freie Spiel der Marktkräfte beschränkend und führt zu Verzerrungen von Angebot 
und Nachfrage sowie zu Fehlleitungen von Produktionsfaktoren. Aus diesem Grund wurde in der Bundes-
republik Deutschland durch das Statistische Bundesamt ein Berichtssystem zur kontinuierlichen Beob-
achtung von Konzentrationsprozessen geschaffen (Konzentrationsstatistiken). Darüber hinaus wurden mit 
dem Bundeskartellamt und der Monopolkommission Instanzen errichtet, die die Entwicklung der Unter-
nehmenskonzentration begutachten und überwachen.  
Ein weiteres Aufgabengebiet der Konzentrationsmessung ist die Untersuchung der Einkommensverteilung 
von Wirtschaftssubjekten in einer Volkswirtschaft. Die ungleiche Agglomeration von Erträgen wirtschaft-
licher Aktivitäten äußert sich in einer Einkommenskonzentration. Ihre Messung ist notwendig, um Ent-
scheidungsgrundlagen für eine staatliche Verteilungspolitik zu liefern. Auch einige betriebswirtschaftliche 
Fragestellungen lassen sich mit den Instrumenten der Konzentrationsmessung beantworten. Sie können 
beispielsweise zur Analyse der Kostenstruktur von Beschaffungsgütern im Rahmen der sogenannten ABC-
Analyse eingesetzt werden.  
Der Begriff Konzentration wurde bisher in einem sehr allgemeinen Sinne verwendet. Für statistische 
Zwecke ist es notwendig, ihn präziser zu definieren. Wir untersuchen im Folgenden ausschließlich metrisch 
skalierte Variablen X, die nur nichtnegative Zahlen als mögliche Werte annehmen können (z.B. 
Unternehmensumsätze, Haushaltseinkommen, Kosten von Beschaffungsgütern, etc.). Die beobachteten 
Daten werden wieder mit νx  ( )n,...,1=ν  bezeichnet. Das Symbol S kennzeichnet die Merkmalssumme, 
die stets positiv ist:   
 ∑
=ν
ν >=
n
xS
1
0  . 
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relativen Konzentration absoluten Konzentration
graphische Darstellung Maßzahlen
Lorenzkurve Gini-Koeffizient
Variationskoeffizient
graphische Darstellung Maßzahlen
Konzentrationskurve Konzentrationsrate
Rosenbluth-Koeffizient
Herfindahl-Koeffizient
Linda-Index, u.a.
zur Messung der
Statistische Methoden
 
Abb. 2.21:  Statistische Methoden der Konzentrationsmessung 
Den Ausführungen in diesem Kapitel liegen zwei verschiedene Konzentrationsbegriffe zugrunde. Be-
zugspunkt zur Messung von Konzentration ist in Abschnitt 2.6.2 der hypothetische Fall, dass alle n Ein-
heiten ω
ν
 einer statistischen Masse Ω den gleichen Beobachtungswert cx =ν  aufweisen (z.B. alle Unter-
nehmen eines Marktes erzielen gleiche Umsätze). Es liegt eine vollkommene Gleichverteilung der Merk-
malssumme S auf die statistischen Einheiten vor. Jede Abweichung hiervon, d.h. jede Ungleichverteilung 
der Merkmalssumme S auf die n Einheiten einer statistischen Masse, wird als Konzentration aufgefasst. Da 
Konzentration hier als Abweichung von dem hypothetischen Gleichverteilungsfall definiert ist, spricht man 
von relativer Konzentration oder Disparität. Bei einer solchen Betrachtungsweise ist die absolute Anzahl 
der statistischen Einheiten unerheblich. Wird diese Anzahl explizit berücksichtigt, gelangt man zu dem in 
Abschnitt 2.6.3 verwendeten Begriff der absoluten Konzentration. Absolute Konzentration liegt vor, wenn 
die Merkmalssumme S oder ein großer Anteil derselben auf eine geringe Anzahl statistischer Einheiten 
entfällt. 
Die statistische Beschreibung von Konzentration kann in graphischer Form oder mit Hilfe von Konzent-
rationsmaßzahlen erfolgen. Verschiedene Ansätze weist die Abbildung 2.21 aus. 
2.6.2 Maße der relativen Konzentration (Disparitätsmaße) 
Das wichtigste graphische Hilfsmittel zur Beschreibung von Disparität ist die von Lorenz (1905) ein-
geführte und später nach ihm benannte Lorenzkurve.  
2.6.2.1 Lorenzkurve 
Zur Vereinfachung der Notation wird im Folgenden unterstellt, dass die Messwerte νx  ( )n,...,1=ν  einer 
Variablen X bereits der Größe nach geordnet vorgegeben sind, so dass nx...x...x ≤≤≤≤< ν10  ist. 
Mit νQ  kennzeichnen wir den relativen Anteil an der Merkmalssumme S, den die ν statistischen Einheiten 
mit den kleinsten Werten der geordneten statistischen Reihe auf sich vereinigen. Es gilt 
 
S
S
x
x
Q
n
u u
u u ν
=
ν
=
ν ==
∑
∑
1
1    mit   ∑
ν
=
ν =
1u
uxS   ( )n,...,1=ν . 
Äquivalent können auch erst individuelle relative Gewichte Sxq νν =  der einzelnen Einheiten berechnet 
und dann addiert werden: 
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 ∑
ν
=
ν =
1u
uqQ   ( )n,...,1=ν . 
Die Quotienten  
 
n
H
ν
=ν    ( )n,...,1=ν  
entsprechen den relativen Anteilen der ν Merkmalsträger mit den kleinsten Merkmalsbeträgen an der 
Gesamtmasse von n statistischen Einheiten. Falls alle Messwerte voneinander verschieden sind, ist νH  
natürlich gerade gleich dem Wert der empirischen Verteilungsfunktion H(x) an der Stelle ν= xx . 
D−2.23 Lorenzkurve  
Gegeben seien die geordnete statistische Reihe νx  )1( ,...,nν =  mit 0>νx  und die Anteilssätze 
 
∑
∑
=
ν
=
ν = n
u u
u u
x
x
Q
1
1  ,   
n
H
ν
=ν   ( )n,...,1=ν . 
Trägt man die Paare 
 (0,0)  ,  (H1,Q1)  ,  (H2,Q2)  , ... ,  (Hn,Qn) = (1,1)  
als Punkte in ein Koordinatensystem ein und verbindet sie durch einen Streckenzug, so entsteht die 
Lorenzkurve L.  
Häufig werden die Anteilssätze νH  und νQ  in Prozent ausgedrückt. Die Lorenzkurve verläuft dann 
entsprechend durch den Ursprung (0,0) sowie durch die Punkte 
 ( )%Q,%H 100    100 ⋅⋅ νν   ( )n,...,1=ν . 
Formal gesehen ist die Lorenzkurve L eine auf dem Intervall [0, 1] definierte monoton wachsende, konvexe 
Funktion, deren Werte die 45°-Linie (Winkelhalbierende) nicht übersteigen. Betrachtet man die Funktion 
L(x) an der Stelle ν= Hx , gibt 100)( ⋅νHL  an, welcher prozentuale Anteil an der Merkmalssumme S auf 
100⋅νH  Prozent der Merkmalsträger mit den kleinsten Merkmalsbeträgen entfällt. Entsprechend gibt 
100))(1( ⋅− νHL  an, welcher prozentuale Anteil von S auf 100)1( ⋅− νH Prozent der Merkmalsträger mit 
den größten Beträgen entfällt.  
Beispiel 
B−2.19 Unternehmenskonzentration. 
Auf einem Markt agieren n = 5 Unternehmen als Anbieter. Die Unternehmen realisierten im ver-
gangenen Jahr 10, 20, 30, 40 und 100 Millionen Euro Umsatz. Wir erstellen die Arbeitstabelle: 
 ν νx  νH  νS  νq  νQ  
 1 
2 
3 
4 
5 
10 
20 
30 
40 
100 
0.2 
0.4 
0.6 
0.8 
1.0 
10 
30 
60 
100 
200 
0.05 
0.10 
0.15 
0.20 
0.50 
0.05 
0.15 
0.30 
0.50 
1.00 
 Summe 200 - - 1 - 
Der Gesamtumsatz auf dem Markt (Marktvolumen) summiert sich auf S = 200 Millionen Euro. 
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Dabei realisierte das umsatzschwächste Unternehmen einen Marktanteil von 5% und das umsatz-
stärkste Unternehmen einen Marktanteil von 50%. Die Anteilssätze νQ  entsprechen in diesem 
Beispiel den kumulierten relativen Marktanteilen der Unternehmen. Der Graph der Lorenzkurve 
verläuft durch die 6 Punkte (0, 0), (0.2, 0.05), (0.4, 0.15), (0.6, 0.3), (0.8, 0.5) und (1, 1). 
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 Abb. 2.22:  Lorenzkurve 
Auf 100⋅H3 = 60% der Unternehmen (umsatzschwache Unternehmen) entfällt 100⋅L(H3) = 30% 
des Gesamtumsatzes auf dem Markt. 100⋅(1−H3) = 40% der Unternehmen (umsatzstarke 
Unternehmen) realisieren 100⋅(1−L(H3)) = 70% des Marktumsatzes.  
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 Abb. 2.23:  Auswertung der Lorenzkurve 
Für eine weitergehende Interpretation der Lorenzkurve ist es sinnvoll, ihren Verlauf bei Vorliegen der 
beiden theoretischen Extremfälle Gleichverteilung und vollständige Disparität zu untersuchen: 
(i) Im Falle der Gleichverteilung besitzen alle statistischen Einheiten den gleichen Anteil an der Merk-
malssumme. In diesem Fall entfallen auf (ν/n)⋅100% der statistischen Einheiten immer (ν/n)⋅100% 
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der Merkmalssumme. Die Lorenzkurve fällt also gerade mit der Winkelhalbierenden zusammen. Aus 
diesem Grund wird meist bei der graphischen Darstellung die Winkelhalbierende als Referenz-
situation zusätzlich eingezeichnet. 
(ii) Je stärker die Ungleichheit ist, desto stärker gekrümmt ist der Kurvenverlauf. Bei völliger Disparität 
vereinigt ein Merkmalsträger die gesamte Merkmalssumme auf sich. Es gilt also 011 === −nx...x  
und Sxn = . Die Lorenzkurve verläuft vom Punkt (0,0) bis zum Punkt ( n
n 1−
,0) auf der Abszisse und 
steigt dann geradlinig zum Punkt (1,1) an (siehe auch Abbildung 2.24). 
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Abb. 2.24:  Verlauf der Lorenzkurve bei unterschiedlichen relativen Konzentrationszuständen 
Berechnung der Lorenzkurve bei einer vorgegebenen Häufigkeitsverteilung 
Nachdem die Lorenzkurve am Beispiel einer geordneten statistischen Reihe verdeutlicht wurde, soll jetzt 
gezeigt werden, wie die Lorenzkurve aus bereits aufbereiteten Häufigkeitsverteilungen ermittelt wird. 
Insbesondere die Ermittlung aus klassierten Verteilungen ist für die Praxis relevant, weil z.B. die amtliche 
Statistik aus Datenschutzgründen keine Einzeldaten veröffentlichen darf. Einzeldaten müssen stets in 
Klassen mit mindestens drei statistischen Einheiten zusammengefasst werden. 
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Unklassierte Verteilung 
Die Variable X habe in einem Datensatz die Skalenwerte ix
~  )1( m,...,i =  mit den relativen Häufigkeiten  
 
n
n
h ii =    )1( m,...,i =   
angenommen. Dann ist die Summe der Merkmalswerte gerade 
 xnnx~S
m
i
ii ⋅== ∑
=1
 
und somit ist der auf einen Skalenwert entfallende Anteil an der Merkmalssumme 
 
x
hx~
S
nx~
q iiiii == . 
Ferner seien 
 ∑
=
=
i
u
ui hH
1
 und  ∑
=
=
i
u
ui qQ
1
  )1( m,...,i =  . 
Die Punkte in der (H,Q)-Ebene  
 (0,0)  ,  (H1,Q1)  ,  (H2,Q2)  , ... ,  (Hm,Qm) = (1,1)  
sind jetzt die Koordinaten der Lorenzkurve. 
Klassierte Verteilung 
Die Werte der Variablen X seien in m Klassen Kj )1( m,...,j =  eingeteilt. Bekannt seien neben den relativen 
Klassenhäufigkeiten hj auch die Klassenmerkmalssummen Sj oder die Klassenmittelwerte jx . Dann 
können für die Klassenendpunkte die Werte der Lorenzkurve berechnet werden. Die Koordinaten sind 
wieder  
 (0,0)  ,  (H1,Q1)  ,  (H2,Q2)  , ... ,  (Hm,Qm) = (1,1)  
mit  
 ∑
=
=
j
u
uj hH
1
  und  ∑
=
=
j
u
uj qQ
1
   )1( m,...,j = , 
wobei 
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jjj
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S
S
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mit  .
 
Die aus der klassierten Häufigkeitsverteilung ermittelte Kurve ist eine Approximation der Lorenzkurve der 
den klassierten Daten zugrundeliegenden statistischen Reihe. Die Approximation ist umso besser, je 
geringer die Daten innerhalb der einzelnen Klassen streuen. (Warum?) 
2.6.2.2 Gini-Koeffizient 
Gini (1910) schlug eine Maßzahl vor, die die in der Lorenzkurve zum Ausdruck kommende Konzentra-
tionsstruktur einer Verteilung zusammenfassend quantifiziert. Die Maßzahl nutzt die Tatsache aus, dass bei 
zunehmender Disparität die Fläche F zwischen Lorenzkurve und Winkelhalbierender (Konzentrations-
fläche) größer wird.  
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D−2.24 Gini-Koeffizient 
Gegeben seien die geordnete statistische Reihe νx  )1( ,...,nν =  mit 0>νx  und die Lorenzkurve L. Der 
Quotient 
 
Abzisseder  unden halbierendder Winkelzwischen  Fläche
eLorenzkurvder  unden halbierendder Winkelzwischen   Fläche F
GK = F
F
2
2
1
==  
wird als Gini-Koeffizient oder Gini´sches Konzentrationsmaß bezeichnet.  
Die Fläche zwischen der Winkelhalbierenden und der Abszisse beträgt 21 . Die Konzentrationsfläche F 
kann durch numerische Integration mittels der Trapezregel berechnet werden. Es gilt 
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wobei ),( uu QH  für ,...,,u 210=  die Koordinaten der Lorenzkurve sind mit (0,0)),( 00 =QH . Den 
Sachverhalt verdeutlicht die Abbildung 2.25. 
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Abb. 2.25:  Berechnung der Konzentrationsfläche 
Bei vollkommener Gleichverteilung der Merkmalssumme ist die Konzentrationsfläche F, und somit auch 
der Gini-Koeffizient, gleich null. Bei vollständiger Disparität nimmt der Gini-Koeffizient seinen 
Maximalwert an. Die Konzentrationsfläche ist hier 
n
nF 1
2
1 −
⋅=  und somit gilt 
n
nGK 1−= , wobei für ∞→n  
der Quotient 
n
n 1−
 gegen 1 strebt.  
Das Maximum der Maßzahl hängt vom Umfang n des Datensatzes ab. Dies kann bei Vergleichen von 
Datensätzen unterschiedlicher Größe problematisch sein. Zur Korrektur dieser Schwäche des Gini-
Koeffizienten wird der Koeffizient häufig mit dem Kehrwert von 
n
n 1−
 multipliziert. Die korrigierte Maßzahl 
ist auf das Intervall [ ]1  0 ,  normiert, d.h. es gilt stets 
  1
1
0 ≤
−
≤ GK
n
n
 . 
Diese Korrektur ist unbedeutend, wenn der Umfang n des Datensatzes sehr groß ist. 
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D−2.25 Korrigierter Gini-Koeffizient 
 GK
n
n
*GK
1−
=  
 
Beispiele 
B−2.19 Unternehmenskonzentration. 
Wir erstellen die Arbeitstabelle: 
 ν νx  νh  νH  νQ  ν−ν + QQ 1  ( )ν−νν + QQh 1  
 1 
2 
3 
4 
5 
10 
20 
30 
40 
100 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0.4 
0.6 
0.8 
1.0 
0.05 
0.15 
0.30 
0.50 
1.00 
0.05 
0.20 
0.45 
0.80 
1.50 
0.01 
0.04 
0.09 
0.16 
0.30 
 Summe 200 1 - - - 0.60 
Die Konzentrationsfläche ist 
     
Hiermit folgt 
 40202 ..GK =⋅=   und   5040
15
5
..*GK =⋅
−
=  . 
Auf dem Markt herrscht eine mittlere relative Unternehmenskonzentration. 
B−2.20 Flächenkonzentration in der Landwirtschaft. 
Die Agrarstrukturerhebung 2003 für die Bundesrepublik Deutschland erbrachte nachfolgende 
Ergebnisse bezüglich der Besitzverhältnisse landwirtschaftlich genutzter Bodenflächen (Blumöhr 
& Walsemann 2004):  
 Klasse j Betriebsfläche 
von … bis unter… ha 
Betriebe jn  
(in 1000) 
Klassenfläche jS  
(in 1000 ha) 
Klassenmittel jx  
(in ha) 
 1 
2 
3 
4 
5 
6 
0 – 2 
  2 – 10 
10 – 30 
30 – 50 
  50 – 100 
100 und mehr 
  32.6  
132.5  
117.8  
  54.7  
  55.0  
  28.5 
    26.0  
  684.7  
2150.8  
2136.5  
3834.0  
8217.4 
    0.798    
    5.168   
  18.258   
  39.059   
  69.709  
288.330 
 Summe --- 421.1 17049.4 --- 
Arbeitstabelle: 
 Klasse j 
jh  jH  jQ  jj QQ +−1  )( 1 jjj QQh +−  
 1 
2 
3 
4 
5 
6 
0.0774 
0.3147 
0.2797 
0.1299 
0.1306 
0.0677 
0.0774 
0.3921 
0.6718 
0.8017 
0.9323 
1.0000 
0.0015 
0.0417 
0.1670 
0.2931 
0.5180 
1.0000 
0.0015  
0.0432  
0.2087  
0.4601  
0.8112  
1.5180 
0.0001  
0.0136  
0.0584  
0.0598  
0.1059  
0.1027 
 Summe 1.0000 --- --- --- 0.3406 
( ) .  2060
2
1
2
1
2
1
2
1
1 ..QQhF =−=+−= ∑
ν
ν−νν
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Es folgt die Lorenzkurve in Abbildung 2.26 sowie 
 ( ) 0.329734060
2
1
2
1
2
1
2
1
 1 =−=+−= ∑ − .QQhF
j
jjj   
und 
 0.65940.32972 =⋅=GK *GK≈ . 
Aufgrund der Messungen kann die relative Flächenkonzentration in der Landwirtschaft als mittel 
bis stark bewertet werden. 
 
 Abb. 2.26:  Lorenzkurve der Flächenkonzentration in der Landwirtschaft 
2.6.2.3 Variationskoeffizient 
Als Bezugspunkt zur Messung von Konzentration wurde der Fall betrachtet, dass eine Merkmalssumme 
auf die Einheiten einer statistischen Masse völlig gleichmäßig verteilt ist. Die Häufigkeitsverteilung der 
Daten ist in diesem Fall eine sogenannte Einpunktverteilung. Es gilt x
ν 
= c für alle ν = 1,..,n, wobei c eine 
positive, reelle Konstante ist. Die Standardabweichung einer Einpunktverteilung ist natürlich 0=s~ . Somit 
weisen alle Verteilungen mit einer Streuung 0>s~  eine gewisse relative Konzentration auf. 
Die Standardabweichung ist allerdings kein taugliches Konzentrationsmaß, da das Ausmaß an Disparität in 
einer Verteilung nicht alleine von der Streuung, sondern auch vom Datenniveau abhängt. Messen wir 
zusätzlich das Datenniveau durch den Mittelwert x , lässt sich folgende Aussage treffen: Bei fester 
Standardabweichung s~  ist die Disparität in einer Verteilung tendenziell umso größer (niedriger), je kleiner 
(größer) der Mittelwert x  ist. In diesem Sinne kann der Variationskoeffizient 
 
x
s~
VK =  , 
ebenso wie der Gini-Koeffizient, als ein relatives Konzentrationsmaß interpretiert werden. Bei Vorliegen 
nichtnegativer Daten lässt sich leicht zeigen, dass 10 −≤≤ nVK  gilt, wobei im Fall vollständiger 
Konzentration 1−= nVK  ist.  
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2.6.2.4 Kritik an den relativen Konzentrationsmaßen 
Der Versuch, ein so komplexes Phänomen wie ökonomische Konzentration durch eine Kurve oder eine 
einzelne Maßzahl zu beschreiben, ist problematisch. Es kann somit nicht verwundern, dass die bisher 
vorgestellten (und auch die später noch folgenden) Ansätze Schwachstellen aufweisen. 
Relative Konzentrationsmaße berücksichtigen konstruktionsbedingt nicht die Anzahl n der Einheiten einer 
statistischen Masse. Folge ist, dass beispielsweise bei Untersuchungen der Unternehmenskonzentration auf 
Märkten im Gleichverteilungsfall VK = 0 bzw. 0=GK  gilt, egal ob n = 2 oder n = 200 Unternehmen 
Marktanbieter sind. Aus ökonomischer Sicht sind diese Situationen jedoch gänzlich unterschiedlich zu 
bewerten. Im ersten Fall liegt ein enges Angebotsoligopol vor. Man spricht hier auch bei Gleichverteilung 
der Umsatzsumme von Konzentration. Im zweiten Fall herrscht keine Unternehmenskonzentration, es liegt 
ein Angebotspolypol vor. Um solche Unterschiede aufdecken zu können, müssen absolute Konzentrations-
maße herangezogen werden (vgl. Abschnitt 2.6.3).  
Relative Maße eigenen sich aufgrund ihrer Konstruktion eher für komparative Konzentrationsunter-
suchungen verschiedener statistischen Massen mit vergleichbar großen Umfängen. Sie können beispiels-
weise zur Aufdeckung von Unterschieden in der Unternehmenskonzentration auf verschiedenen Märkten 
oder von Konzentrationsunterschieden auf einem Markt im Zeitablauf genutzt werden. Aber auch hier ist 
der Einsatz der Lorenzkurve und des Gini´schen Konzentrationsmaßes nicht unproblematisch. Die Ansätze 
führen zu eindeutigen Ergebnissen, wenn für zwei Verteilungen A und B die Lorenzkurve LA stets unterhalb 
von LB liegt. Es gilt dann offensichtlich auch BA GKGK > . Bei zwei sich schneidenden Kurven können 
Kompensationseffekte auftreten, so dass BA GKGK ≈  gilt. Die Ergebnisse sind in diesem Fall schwer 
interpretierbar wie das folgende Beispiel verdeutlicht (vgl. Bamberg, Baur & Krapp 2011, S. 26).  
Beispiel 
B−2.21 Grenzen des Gini-Koeffizienten. 
In den Ländern A und B konkurrieren jeweils 10 Parteien um Wählerstimmen. In Land A besitzen 
9 Parteien jeweils eine Anhängerschaft von 50/9% der Wähler. 50% der Wähler sind Anhänger 
der 10. Partei. In Land B besitzen 5 Parteien eine Anhängerschaft von 2% der Wähler, während 
die übrigen 5 Parteien jeweils 18% der Wähler mobilisieren können. Die Abbildung 2.27 zeigt die 
zugehörigen Lorenzkurven LA und LB. Es lässt sich leicht zeigen, dass =AGK 40B .GK =  gilt. 
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 Abb. 2.27:  Lorenzkurven für Parteienmacht in den Ländern A und B 
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2.6.3 Maße der absoluten Konzentration  
2.6.3.1 Konzentrationsverhältnis und Konzentrationskurve 
Eine häufig zur Messung der absoluten Konzentration verwendete Größe ist das Konzentrationsverhältnis. 
Der Größe liegt folgende Fragestellung zugrunde: Welcher Anteil der Merkmalssumme S entfällt auf κ 
statistische Einheiten ( n≤κ≤1 ) mit den größten Merkmalswerten?  
D−2.26 Konzentrationsverhältnis, Konzentrationskurve 
Gegeben sei die geordnete statistische Reihe νx  )1( ,...,nν =  mit 0>νx  und die Merkmalssumme S. Der 
Quotient  
 ∑
∑
∑
κ−+=ν
ν
=ν ν
−+=ν ν
κ ≡=
n
n
n
n
kn q
x
x
CR
1
1
1      mit     
S
x
q νν =    ( )n,...,1=ν  
heißt Konzentrationsverhältnis (concentration ratio) der Ordnung κ mit { }n,...,1∈κ .  
Trägt man die Paare ( κκ CR, ) für alle κ als Punkte in ein Koordinatensystem ein, so heißt der verbindende 
Streckenzug Konzentrationskurve. 
Beispiel 
B−2.19 Unternehmenskonzentration. 
 ν νx  νq  κ CRκ
 ( )
n
nL κ−  ( )
n
nLCR κ−−=κ 1  
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 Abb. 2.28:  Graph der Konzentrationskurve 
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Im Fall einer Gleichverteilung der Merkmalssumme S auf die n Einheiten gilt 
 
nn
CR
nS
nS
q
n
n
κ
==⇒== ∑
κ−+=ν
κν
1
11
 ( )n,...,1=ν  . 
Man beachte, dass im Gleichverteilungsfall das Konzentrationsverhältnis κCR  explizit von der Anzahl n 
der statistischen Einheiten abhängt. Für nqCR ≡1  gilt beispielsweise 
 0
1
1 →= nCR
   falls  n→∞ und  111 →= nCR    falls  n→1. 
Die Konzentrationskurve liegt stets auf oder oberhalb der Geraden, die durch die Punkte (0,0) und (n,1) 
verläuft. Die Kurve kann über die Lorenzkurve einer statistischen Reihe ermittelt werden: 
 )(1
n
n
LCR
κ−
κ −=   ( )n,...,1=κ  . 
2.6.3.2 Herfindahl- und Rosenbluth-Koeffizient 
Verwendet man das Konzentrationsverhältnis κCR  zur Beurteilung von Konzentrationsunterschieden in 
verschiedenen Verteilungen, kann man leicht zu Fehlschlüssen gelangen, wenn der Vergleich ausschließ-
lich für einen einzigen Wert κ durchgeführt wird. Zur globalen Messung der absoluten Konzentration wurde 
daher eine Reihe weiterer Maßzahlen entwickelt, etwa der Herfindahl-Koeffizient, der Rosenbluth-Koeffi-
zient, der Linda-Index oder der Exponential-Index. Hier werden lediglich die ersten beiden Koeffizienten 
behandelt. Die von Herfindahl (1950) vorgeschlagene Maßzahl ist wie folgt definiert. 
D−2.27 Herfindahl-Koeffizient 
Gegeben seien die geordnete statistische Reihe νx  )1( ,...,nν =  mit 0>νx  und die Anteilssätze 
 
S
x
q νν =   ( )n,...,1=ν  
der statistischen Einheiten an der Merkmalssumme S. Der Herfindahl-Koeffizient  
 ∑
=ν
ν=
n
qHK
1
2  
ist die Quadratsumme der Anteilssätze. 
Im Falle der Gleichverteilung einer Merkmalssumme auf die statistischen Einheiten gilt 
  
n
q
1
=ν  ( )n,...,1=ν    und   nn
n
n
HK
n 111
2
1
2
=⋅=




= ∑
=ν
 . 
Bei vollständiger Konzentration gilt qn = 1 und qν = 0 sonst. Hieraus folgt HK = 1. Die Maßzahl variiert 
somit im Intervall [
n
1  , 1]. 
Zwischen dem Herfindahl-Koeffizienten HK  und dem Variationskoeffizienten VK der statistischen Reihe 
νx  )1( ,...,nν = besteht der folgende Zusammenhang. 
S−2.10 
 
n
VK
HK
12 +
=  
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Beweis 
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.d.e.q
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n
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qHK
nn
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1
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D−2.28 Rosenbluth-Koeffizient 
Gegeben seien die geordnete statistische Reihe νx  )1( ,...,nν =  mit 0>νx  und die Anteilssätze 
 
S
x
q νν =   ( )n,...,1=ν  
der statistischen Einheiten an der Merkmalssumme S. Der Quotient  
 
A
RK
2
1
=       mit  
2
1
1
−⋅ν= ∑
=ν
ν
n
qA  
heißt Rosenbluth-Koeffizient. 
Die Größe A in Definition 2.28 entspricht der Fläche oberhalb der Konzentrationskurve in einem Rechteck 
mit den Kantenlängen 1 und n (vgl. Abbildung 2.28). Die Maßzahl von Rosenbluth (1961) variiert ebenso 
wie der Herfindahl-Koeffizient im Intervall [
n
1  , 1]. Der Wertebereich ergibt sich unmittelbar aus dem 
folgenden Zusammenhang zwischen dem Rosenbluth-Koeffizienten und dem Gini-Koeffizienten GK. 
S−2.11 
 
( )GKn
RK
−
=
1
1
 
 
Beispiel 
B−2.19 Unternehmenskonzentration. 
In dem Demonstrationsbeispiel nimmt der Herfindahl-Koeffizient den Wert 
  3250502015010050 22222
1
2 ......qHK
n
=++++== ∑
=ν
ν  
an. Wir können äquivalent den Zusammenhang aus Satz 2.10 nutzen. Mit 40=x , 10002 =s~  und 
dem Variationskoeffizienten 
40
1000=VK  folgt 
  3250
5
6251
5
11 1600
1000
2
.
.
n
VK
HK ==
+
=
+
=   . 
Wegen GK = 0.4 lautet der Wert des Rosenbluth-Koeffizienten 
  
( ) ( ) 3
1
4015
1
1
1
=
−
=
−
=
.GKn
RK .         
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Die Koeffizienten von Herfindahl und Rosenbluth sind relativ komplizierte Maßzahlen, die sowohl die 
relative Konzentration einer Verteilung, gemessen durch VK bzw. GK, als auch die Anzahl n der Einheiten 
berücksichtigen. Zum besseren Verständnis der Koeffizienten sei das folgende Beispiel betrachtet. 
Beispiele 
B−2.22 Herfindahl- und Rosenbluth-Koeffizient bei unterschiedlichen Konzentrationszuständen. 
Betrachtet werden zunächst vier fiktive Märkte A − D, auf denen keine relative Konzentration 
herrscht ( 0== GKVK ). Die Konzentrationszustände unterscheiden sich lediglich hinsichtlich 
der Anzahl n von Unternehmen, die auf den Märkten als Anbieter agieren. 
 Markt A B C D 
 n 2 10 50 100 
 RKHK =  0.5 0.1 0.02 0.01 
Wegen 0== GKVK  gilt 1−== nRKHK . Bei Gleichverteilung des Marktvolumens auf n 
Anbieter streben die Koeffizienten gegen null, wenn n über alle Grenzen wächst (atomistische 
Angebotsstruktur). Im Monopolfall ( 1=n ) gilt 1== RKHK . Die oben betrachteten Märkte           
A − D bewegen sich zwischen diesen Extremfällen. Ein Angebotsduopol ( 2=n ) mit zwei gleich-
bedeutenden Anbietern wird z.B. mit 50.RKHK ==  bewertet.   
Wir betrachten vier weitere Märkte E − H, die sich ebenfalls hinsichtlich der Anbieteranzahl n 
unterscheiden. Jetzt liegt aber auf allen Märkten relative Konzentration vor. Jeweils ein Anbieter 
setzt 90% des Marktvolumens um (CR1 = 0.9), 10% des Volumens verteilen sich gleichmäßig auf 
die restlichen Anbieter.  
 Markt E F G H 
 n 2 10 50 100 
 GK 0.4 0.8 0.88 0.89 
 GK* 0.8 0.8888 0.8980 0.8989 
 VR 0.8 2.6666 6.2857 8.9448 
 HK 0.82 0.8111 0.8102 0.8101 
 RK 0.8333 0.5 0.1667 0.0909 
Der Herfindahl- und der Rosenbluth-Koeffizient bewerten diese Konzentrationszustände unter-
schiedlich. In der vorliegenden Situation beeinflusst die Anzahl der Marktanbieter den Herfindahl-
Koeffizienten nur in einem geringen Maße. Ausschlaggebend ist die überragende Marktstellung 
eines Unternehmens. Die Werte des Rosenbluth-Koeffizienten sinken hingegen mit einer 
wachsenden Anzahl von Kleinanbietern ab. Paarweise Vergleiche der Märkte A/E, B/F etc. und 
Vergleiche der relativen und absoluten Maße liefern weitere interessante Aufschlüsse über die 
Koeffizienten. Dies bleibt dem Leser zur Übung überlassen.  
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B−2.23 Konzentration in der chemischen und der pharmazeutischen Industrie. 
Das Statistische Bundesamt veröffentlicht regelmäßig Ergebnisse der Konzentrationsstatistik für 
das Produzierende Gewerbe. Die folgende Tabelle enthält ausgewählte Angaben für die chemi-
sche Industrie insgesamt und für pharmazeutische Industrie im Besonderen (Quelle: Statistisches 
Bundesamt 2014).   
 
Die … größten Unternehmen  
----- 
Maßeinheit 
Anteil an den Unternehmen 
insgesamt in Prozent 
Umsatzanteil in Prozent 
(Konzentrationsverhältnis) 
 Chemische 
Industrie 
Pharma- 
Industrie 
Chemische  
Industrie 
Pharma- 
Industrie 
 6 
10 
25 
50 
100 
0.5 
0.9 
2.2 
4.4 
8.7 
2.5 
4.1 
10.3 
20.6 
41.2 
28.8 
36.7 
50.0 
60.7 
71.7 
45.0 
56.1 
75.4 
85.8 
94.5 
 Insgesamt 
(Anzahl / Millionen Euro) 
 
1149 
 
243 
 
136 606.3 
 
41 534.6 
Die Konzentrationsverhältnisse sind graphisch in der Abbildung 2.29 dargestellt. Als gepunktete 
Linien sind zusätzlich für beide Wirtschaftszweige hypothetische Konzentrationskurven bei 
Gleichverteilung der Umsatzanteile auf alle Unternehmen angegeben. Beachte: Die Gesamtzahl 
der Unternehmen in den beiden Wirtschaftszweigen ist deutlich verschieden. 
   
 Abb. 2.29:  Konzentrationskurven der chemischen und der pharmazeutischen Industrie 
In den beiden Wirtschaftszweigen werden unterschiedliche Unternehmenskonzentrationen 
sichtbar. Die Konzentrationsverhältnisse deuten auf eine mittlere bis starke Konzentration in der 
chemischen und eine starke Konzentration in der pharmazeutischen Industrie hin. Diese 
Interpretation legt auch ein Vergleich der Lorenzkurven LA (Chemie) und LB (Pharma) sowie der 
zugehörigen Gini-Koeffizienten nahe (siehe Abbildung 2.30).   
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Arbeitstabelle chemische Industrie: 
 Klasse j jn  jh  jH  jQ  jj QQ +−1  )( 1 jjj QQh +−  
 1 
2 
3 
4 
5 
6 
1049 
50 
25 
15 
4 
6 
0.913 
0.044 
0.022 
0.013 
0.003 
0.005 
0.913 
0.957 
0.979 
0.992 
0.995 
1 
0.283 
0.393 
0.500 
0.633 
0.712 
1 
0.283 
0.676 
0.893 
1.133 
1.345 
1.712 
0.258 
0.030 
0.020 
0.015 
0.004 
0.009 
 Summe 1149 1 - - - 0.336 
 *AAA 66402 GK.FGK ≈=⋅=    mit     332033602
1
2
1
A ..F =−= . 
Arbeitstabelle pharmazeutische Industrie:  
 Klasse j jn  jh  jH  jQ  jj QQ +−1  )( 1 jjj QQh +−  
 1 
2 
3 
4 
5 
6 
143 
50 
25 
15 
4 
6 
0.588 
0.206 
0.103 
0.062 
0.016 
0.025 
0.588 
0.794 
0.897 
0.959 
0.975 
1 
0.055 
0.142 
0.246 
0.439 
0.550 
1 
0.055 
0.197 
0.388 
0.685 
0.989 
1.550 
0.032 
0.041 
0.040 
0.042 
0.016 
0.039 
 Summe 243 1 - - - 0.210 
 *BBB 79002 GK.FGK ≈=⋅=       mit 395021002
1
2
1
B ..F =−= . 
Mittels der Gini-Koeffizienten erhalten wir die Rosenbluth-Koeffizienten: 
 
( )
003.0
664.011149
1
)1(
1
A
A =−⋅
=
−⋅
=
GKn
RK  ,    
 
( )
020.0
790.01243
1
)1(
1
B
B =−⋅
=
−⋅
=
GKn
RK . 
Weitergehende Berechnungen und Interpretationen seien dem Leser überlassen. 
 
 Abb. 2.30:  Lorenzkurve LA (chemische Industrie) und LB (pharmazeutische Industrie) 
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3  Deskription bivariater Datensätze 
Statistische Einheiten sind in aller Regel Träger einer Vielzahl von Merkmalen. Bisher wurde bei unseren 
statistischen Untersuchungen jeweils nur die Verteilung einer Merkmalsvariablen beschrieben. Dieses 
Vorgehen soll jetzt erweitert werden. Viele statistische Analysen dienen dem Zweck, empirische 
Abhängigkeitsbeziehungen zwischen zwei oder mehr Variablen aufzudecken. Dies macht es notwendig, 
mehrere Variable gleichzeitig zu beschreiben. Wir beschränken uns in diesem Kapitel weitgehend auf die 
simultane Betrachtung zweier Variablen, die mit X und Y bezeichnet werden sollen.  
Beispiel 
B−3.1 Deutsch- und Mathematiknoten. 
Oft wird die Hypothese aufgestellt, dass sprachliche und mathematische Begabungen von Schüler-
Innen nicht gleichzeitig auftreten, sondern sich gegenseitig ausschließen. Ein Pädagoge will diese 
Hypothese näher untersuchen und notiert zu diesem Zweck die Noten im Fach Deutsch X und im 
Fach Mathematik Y der 12=n  SchülerInnen seiner Klasse. Die erfassten Notenpaare )( νν y,x  
)1( n,...,v =  bilden zusammen einen multivariaten - oder genauer - einen bivariaten Datensatz, 
der sich übersichtlich in einer Datentabelle oder als Datenmatrix schreiben lässt. 
 Datentabelle      Datenmatrix vom Typ (12,2) 
 ν x
ν
 y
ν
  
 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
1 
1 
2 
2 
2 
2 
3 
3 
4 
4 
4 
5 
1 
2 
2 
2 
3 
3 
2 
4 
4 
4 
4 
5 
                        


























=
55
44
44
44
43
23
32
32
22
22
21
11
D
 
Die absoluten Häufigkeiten der Notenpaare weist die folgende Häufigkeitstabelle aus: 
 X
             
Y
 1 2 3 4 5 Zeilensummen 
 1 1 1    2 
 2  2 2   4 
 3  1  1  2 
 4    3  3 
 5     1 1 
 Spaltensummen 1 4 2 4 1 12 
Aus der Tabelle wird ersichtlich, dass für die 12 SchülerInnen des Pädagogen die Hypothese falsch 
zu seien scheint. Die Mehrzahl der SchülerInnen hat entweder in beiden Fächern eine gute Note 
oder in beiden Fächern eine schlechte Note.  
88 Deskription bivariater Datensätze 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
3.1 Bivariate Häufigkeitsverteilungen und Randverteilungen 
Der erste Schritt zur Deskription bivariater Datensätze ist in der Regel die Erstellung einer zwei-
dimensionalen Häufigkeitstabelle (synonym: Kontingenztafel oder m×k-Felder-Tafel). Wie im univariaten 
Fall ist es hierbei sinnvoll, zwischen diskreten Variablen auf der einen und quasistetigen bzw. stetigen 
Variablen auf der anderen Seite zu unterscheiden. Liegen diskrete Variablen X und Y vor, sollen die 
Realisationsmöglichkeiten der Variablen X mit  
 ix
~  )1( m,...,i =  
und die Realisationsmöglichkeiten der Variablen Y mit 
 jy
~   )1( k,...,j =  
bezeichnet werden. Dabei nehmen wir an, dass die Anzahlen m und k der Skalenwerte nicht zu groß sind. 
Im Fall quasistetiger oder stetiger Variablen werden Zählklassen gebildet. Die Klassen werden für die 
Variable X mit 
 XiK  )1( m,...,i =  
und für die Variable Y mit 
 YjK  )1( k,...,j =  
gekennzeichnet. Es können natürlich auch Mischungen auftreten: Beispielsweise kann X diskret und Y stetig 
sein. Zur Vereinfachung der Darstellung behandeln wir explizit nur den diskreten, unklassierten Fall. 
Ersetzt man in den folgenden Ausführungen die Symbole ix
~ , jy
~  durch die Symbole YX ji K,K , dann erhält 
man sofort die entsprechenden Definitionen für klassierte Daten. 
D−3.1 Gemeinsame Häufigkeiten, bivariate Häufigkeitsverteilung, Randverteilung 
Es seien X und Y zwei diskrete Variablen mit den Realisationsmöglichkeiten ix
~  )1( m,...,i =  bzw. jy
~   
)1( k,...,j = . Die Anzahl der mit ( ix
~ , jy
~ ) übereinstimmenden Messwertpaare des bivariaten Datensatzes 
)( νν y,x )1( n,...,v = , geschrieben 
 ijji ny
~Y,x~Xn === )(   mit ∑
=ν
νν=
n
y~,x~ij
yxIn
ji1
)}{(
),( , 
heißt die absolute gemeinsame Häufigkeit von ( ix
~ , jy
~ ). Der Quotient 
 
n
n
hy~Y,x~Xh
ij
ijji ==== )(  
heißt relative gemeinsame Häufigkeit von  ( ix
~ , jy
~ ). Die Menge aller Tripel 
 
 )( ijji n,y
~,x~
 
   bzw.  
   
)( ijji h,y
~,x~
     
( ) 11 k,...,j;m,...,i ==
  
bezeichnet man zweidimensionale oder bivariate Häufigkeitsverteilung von X und Y. 
Im Falle ordinal- und metrisch skalierter Variablen ist die Definition absoluter und relativer kumulierter 
gemeinsamer Häufigkeiten sinnvoll: 
 ∑∑
= =
=
i
u
j
v
uvij nN
1 1
 ,  ∑∑
= =
=
i
u
j
v
uvij hH
1 1
 . 
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Die m Paare ( •ii n,x
~ ) bzw. ( •ii h,x
~ ) mit m,...,i 1=  und den Summen 
 )(
1
i
k
j
iji x
~Xnnn === ∑
=
•     bzw.    )(
1
i
i
k
j
iji x
~Xh
n
n
hh ==== •
=
• ∑   
heißen Randverteilung der Variablen X. Sie geben die absoluten bzw. relativen Häufigkeiten der Skalen-
werte ix
~  an und entsprechen somit gerade der univariaten Häufigkeitsverteilung von X.  
Die k Paare ( jj n,y
~
• ) bzw. ( jj h,y
~
• ) mit k,...,j 1=  und den Summen 
 )(
1
j
m
i
ijj y
~Ynnn ===∑
=
•    bzw.     )(
1
j
j
m
i
ijj y
~Yh
n
n
hh ====
•
=
• ∑  
heißen Randverteilung der Variablen Y. Sie geben die absoluten bzw. relativen Häufigkeiten der Skalen-
werte jy
~  an und entsprechen somit gerade der univariaten Häufigkeitsverteilung von Y.  
 
Bivariate Häufigkeitsverteilungen lassen sich übersichtlich in Kontingenztafeln oder m×k-Felder-Tafeln 
darstellen. 
                         Y 
     X    1y
~  ... jy
~  ... ky
~  
Zeilensummen  
(Randverteilung X) 
1x
~  11n  ... jn1  ... kn1  •1n  
: :  :  : : 
ix
~  1in  ... ijn  ... ikn  •in  
: :  :  : : 
mx
~  1mn  ... mjn  ... mkn  •mn  
Spaltensummen  
(Randverteilung Y) 1•n  ... jn•  ... kn•  n 
       
                         Y 
    X    1y
~  ... jy
~  ... ky
~  
Zeilensummen  
(Randverteilung X) 
1x
~  11h  ... jh1  ... kh1  •1h  
: :  :  : : 
ix
~  1ih  ... ijh  ... ikh  •ih  
: :  :  : : 
mx
~  1mh  ... mjh  ... mkh  •mh  
Spaltensummen  
(Randverteilung Y) 1•h  ... jh•  ... kh•  1 
Abb. 3.1: Schema einer Kontingenztafel (m×k-Felder-Tafel) für absolute Häufigkeiten (oben) und für 
relative Häufigkeiten (unten) 
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Für die gemeinsamen Häufigkeiten der Skalenwertpaare ( ix
~ , jy
~ ) gilt natürlich 
 ∑∑∑∑
= == =
=≤≤=≤≤
m
i
k
j
ijij
m
i
k
j
ijij hhnnnn
1 11 1
1und10;und0   
sowie 
 1und10;und0 =≤≤=≤≤ mkijmkij HHnNnN . 
An den Rändern der Häufigkeitstabellen stehen die Randverteilungen von X und Y. Für sie gilt 
 
 ;       
11
nnn
k
j
j
m
i
i == ∑∑
=
•
=
•
   
.  1
11
== ∑∑
=
•
=
•
k
j
j
m
i
i hh
  
Auch eine Verallgemeinerung der empirischen Verteilungsfunktion auf den bivariaten Fall ist bei 
mindestens ordinalskalierten Variablen möglich.  
D−3.2 Bivariate empirische Verteilungsfunktion 
Gegeben seien die Messwertpaare )( νν y,x  )1( n,...,=ν  der ordinal- oder metrisch skalierten Variablen X 
und Y. Die empirische Verteilungsfunktion gibt den Anteilssatz der bivariaten Daten )( νν y,x  an, die 
beliebig vorgegebene Zahlenpaare )( y,x  mit +∞<<−∞ y,x   nicht übersteigen: 
 
n
yY,xXn
yY,xXhy,xv
)(
)()(
≤≤
=≤≤=    für alle x,y∈IR       
                    mit      ∑
=ν
νν−∞×−∞=≤≤
n
y,x,
,yxIyY,xXn
1
](](
)()(  . 
Die kumulierten relativen Häufigkeiten Hij können direkt aus der empirischen Verteilungsfunktion )( y,xv  
ermittelt werden. Es gilt: 
 ( ),...,k,...,m; j=i=Hy~ ,Yx~Xhy~,x~v ijjiji 11        )()( =≤≤= . 
Beispiel 
B−3.1 Deutsch- und Mathematiknoten. 
Die absoluten gemeinsamen Häufigkeiten und die absoluten Randhäufigkeiten von Deutsch- und 
Mathematiknoten wurden bereits auf Seite 87 in einer 5×5-Felder-Tafel dargestellt. Division der 
absoluten Häufigkeiten durch die Anzahl 12=n  der Messwertpaare liefert die relativen gemein-
samen Häufigkeiten und die relativen Randhäufigkeiten. 
 X
             
Y
 1 2 3 4 5 •ih  
 1 1/12 1/12    2/12 
 2  2/12 2/12   4/12 
 3  1/12  1/12  2/12 
 4    3/12  3/12 
 5     1/12 1/12 
 jh•  1/12 4/12 2/12 4/12 1/12 1 
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Ferner erhält man die Kontingenztafeln der kumulierten absoluten Häufigkeiten 
 X
             
Y
 1 2 3 4 5 •iN  
 1 1 2 2 2 2 2 
 2 1 4 6 6 6 6 
 3 1 5 7 8 8 8 
 4 1 5 7 11 11 11 
 5 1 5 7 11 12 12 
 jN•  1 5 7 11 12 --- 
und der kumulierten relativen Häufigkeiten (empirische Verteilungsfunktion): 
 X
             
Y
 1 2 3 4 5 •iH  
 1 1/12 2/12 2/12 2/12 2/12 2/12 
 2 1/12 4/12 6/12 6/12 6/12 6/12 
 3 1/12 5/12 7/12 8/12 8/12 8/12 
 4 1/12 5/12 7/12 11/12 11/12 11/12 
 5 1/12 5/12 7/12 11/12 1 1 
 jH •  1/12 5/12 7/12 11/12 1 --- 
Die tabellarische Darstellung bivariater Häufigkeitsverteilungen kann durch graphische Darstellungen 
unterstützt werden. Häufig verwendete Darstellungsformen sind das Stabdiagramm, das Histogramm und 
das Streudiagramm. Die graphischen Techniken werden anhand von Beispielen vorgestellt.  
1 2 3 4 5
X
1
2
3
4
5
Y
0
1
2
3
4ijn
 
 Abb. 3.2:  Dreidimensionales Stabdiagramm der Beispielsdaten 
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Beispiele 
B−3.1 Deutsch- und Mathematiknoten. 
In Kapitel 2.1 wurde das Stabdiagramm als graphische Darstellungsform für unklassierte uni-
variate Häufigkeitsverteilungen eingeführt. Für unklassierte bivariate Häufigkeitsverteilungen 
kann analog ein dreidimensionales Stabdiagramm erstellt werden.  
Die Abbildung 3.2 zeigt die Verteilung der absoluten gemeinsamen Häufigkeiten der Deutsch- 
und Mathematiknoten. Die möglichen Notenkombinationen (1,1), (1,2), ..., (5,5) wurden als 
Punkte in eine XY-Ebene eingetragen. Über den Punkten wurden dann senkrecht nach oben Stäbe 
gezeichnet, deren Längen den gemeinsamen Häufigkeiten der Notenkombinationen entsprechen. 
Die Gesamtlänge aller Stäbe entspricht dem Umfang n des Datensatzes. Im Falle relativer 
Häufigkeiten summiert sich die Gesamtlänge der Stäbe auf eins. 
B−3.2 Kriminalität in den USA (Fortsetzung des Beispiels 2.6). 
In Kapitel 2 haben wir bereits getrennt die Kriminalitätsraten und die Polizeiausgaben je 
Einwohner in 47 Staaten der USA untersucht. Es drängt sich die Frage auf, ob die Variablen 
Kriminalitätsrate X und Polizeiausgaben Y sich gegenseitig beeinflussen. Die Variablen sollen 
daher nun simultan analysiert werden. Eine plausible These wäre, dass die Kriminalitätsraten in 
den Staaten besonders gering sind, in denen die Polizeiausgaben hoch sind. 
 ν x
ν
 y
ν
 ν x
ν
 y
ν
 ν x
ν
 y
ν
 
 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
79.1 
163.5  
57.8 
196.9 
123.4 
68.2 
96.3 
155.5 
85.6 
70.5 
167.4 
84.9 
51.1 
66.4 
79.8 
94.6 
58.0    
103.0 
45.0 
149.0 
109.0 
118.0 
82.0 
115.0 
65.0 
71.0 
121.0 
75.0 
67.0 
62.0 
57.0 
81.0 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
53.9 
92.9 
75.0 
122.5 
74.2 
43.9 
121.6 
96.8 
52.3 
199.3 
34.2 
121.6 
104.3 
69.6 
37.3 
75.4 
66.0 
123.0 
128.0 
113.0  
74.0 
47.0 
87.0 
78.0 
63.0 
160.0 
69.0 
82.0 
166.0 
58.0   
55.0 
90.0  
33 
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35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
107.2 
92.3 
65.3  
127.2 
83.1 
56.6 
82.6 
115.1 
88.0 
54.2 
82.3 
103.0 
45.5 
50.8 
84.9 
63.0 
97.0 
97.0 
109.0 
58.0 
51.0 
61.0 
82.0 
72.0 
56.0 
75.0 
95.0 
46.0 
106.0 
90.0 
Eine einfache und informative graphische Technik zur Untersuchung möglicher Zusammenhänge 
von metrisch skalierten Variablen X, Y ist das Streudiagramm (engl. scatter plot). Die Wertepaare 
)( νν y,x  )1( n,...,v =  werden als Punkte in einem kartesischen Koordinatensystem dargestellt. 
Dabei werden auf der Abszisse die Maßskala der Variablen X, also hier die Kriminalitätsraten, 
und auf der Ordinate die Maßskala der Variablen Y, die Polizeiausgaben in US Dollar, abgetragen 
(siehe Abbildung 3.3).  
Das Streudiagramm verdeutlicht, dass die eingangs formulierte These falsch sein muss. Die Poli-
zeiausgaben sind tendenziell dann besonders hoch, wenn auch die Kriminalitätsraten hoch sind, 
und niedrig, wenn die Kriminalitätsraten ebenfalls niedrig sind. Dies wirft ein eher ernüchterndes 
Bild auf die Effektivität der Verbrechensbekämpfung.  
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 Abb. 3.3:  Streudiagramm (scatter plot) der Beispielsdaten 
Zur weiteren Beschreibung des Datensatzes bietet es sich an, die Daten zu klassieren und Kon-
tingenztafeln für absolute und relative gemeinsame Häufigkeiten zu ermitteln. 
Kontingenztafel der absoluten Klassenhäufigkeiten: 
 X
          
Y
 [0-50) [50-75) [75-100) [100-125) [125-150) [150-175) •in  
 [0-50) 2 2     4 
 [50-75) 1 9 1 2   13 
 [75-100)  6 8 1 1  16 
 [100-125)  1 4 2  1 8 
 [125-150)    1   1 
 [150-175)    3   3 
 [175-200)     1 1 2 
 jn•  3 18 13 9 2 2 47 
Kontingenztafel der relativen Klassenhäufigkeiten: 
 X
          
Y
 [0-50) [50-75) [75-100) [100-125) [125-150) [150-175) •ih  
 [0-50) 0.0425 0.0425     0.0850 
 [50-75) 0.0213 0.1915 0.0213 0.0425   0.2766 
 [75-100)  0.1277 0.1702 0.0213 0.0213  0.3405 
 [100-125)  0.0213 0.0851 0.0425  0.0213 0.1702 
 [125-150)    0.0213   0.0213 
 [150-175)    0.0638   0.0638 
 [175-200)     0.0213 0.0213 0.0426 
 jh•  0.0638 0.3830 0.2766 0.1914 0.0426 0.0426 1 
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Ein geeignetes graphisches Darstellungsmittel für klassierte Häufigkeitsverteilungen ist das 
Histogramm. Im Falle einer bivariaten Verteilung muss ein dreidimensionales Histogramm erstellt 
werden. Die Klassen werden hier als Rechtecke in einer XY-Ebene gezeichnet. Die Klassen-
häufigkeiten werden durch Blöcke über den Rechtecken dargestellt. Die Volumina der Blöcke sind 
dabei proportional zu den Häufigkeiten zu wählen. Auf technische Einzelheiten soll hier nicht 
eingegangen werden. Die folgende Abbildung zeigt das Histogramm der relativen Klassen-
häufigkeiten. 
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 Abb. 3.4:  Dreidimensionales Histogramm der Beispielsdaten 
3.2 Bedingte Verteilungen 
Mit der Betrachtung gemeinsamer Häufigkeiten und Randhäufigkeiten sind die Möglichkeiten der 
Häufigkeitsanalyse bivariater Datensätzen nicht erschöpft. Für die Interpretation des Datenmaterials kann 
es zum Beispiel sinnvoll sein, nach der Häufigkeitsverteilung der einen Variablen zu fragen, wenn die 
jeweils andere Variable einen vorgegebenen Wert annimmt oder in eine vorgegebene Klasse fällt. Solche 
Fragestellungen lassen sich mit Hilfe sogenannter bedingter relativer Häufigkeiten beantworten. 
D−3.3 Bedingte Häufigkeitsverteilung 
Gegeben seien zwei diskrete Variablen X und Y, die in dem Datensatz )( νν y,x  )1( n,...,=ν  die Skalen-
wertpaare ( ix
~ , jy
~ ) mit den gemeinsamen Häufigkeiten ijn )1 ; 1( k,...,jm,...,i ==  annehmen. Dann heißt 
der Quotient 
 )( ji y
~|x~h
j
ij
n
n
•
=  mit ∑
=
• =
m
i
ijj nn
1
 
bedingte Häufigkeit von ix
~  gegeben jy
~Y =  und gibt die relative Häufigkeit an, mit der eine Realisations-
möglichkeit ix
~  von X bei denjenigen statistischen Einheiten auftritt, die bezüglich der Variablen Y den 
Messwert jy
~  aufweisen. Die bedingten Häufigkeiten 
 )( ji y
~|x~h  )1( m,...,i =  
definieren die bedingte Häufigkeitsverteilung der Variablen X gegeben jy
~Y = .  
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Der Quotient 
 )( ij x
~|y~h
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j
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heißt bedingte Häufigkeit von jy
~  gegeben ix
~X =  und gibt die relative Häufigkeit an, mit der eine Realisa-
tionsmöglichkeit jy
~  von Y bei denjenigen statistischen Einheiten auftritt, die bezüglich der Variablen X 
den Messwert ix
~  aufweisen. Die bedingten Häufigkeiten 
 )( ij x
~|y~h  )1( k,...,j =  
definieren die bedingte Häufigkeitsverteilung der Variablen Y gegeben ix
~X = . 
 
Man beachte, dass 
 )( ji y
~|x~h
j
ij
j
ij
j
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h
h
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n
•••
===    
bzw.       
 )( ij x
~|y~h
•••
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h
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gilt. Ferner ist die Summe bedingter relativer Häufigkeiten, wie im unbedingten Fall, auf eins normiert: 
 .  1 =)(=)(
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∑∑
==
k
j
ij
m
i
ji x
~|y~hy~|x~h  
Beispiele 
B−3.1 Deutsch- und Mathematiknoten. 
Zur weiteren Deskription unseres Beispieldatensatzes werden nun aus der Kontingenztafel die 
bedingten Verteilungen der Variablen X (Deutschnote) für gegebene Werte von Y (Mathematik-
note) ermittelt. Die zweite Spalte der unten folgenden Tabelle weist beispielsweise die bedingte 
Verteilung von X gegeben Y = 2 aus. Jeweils 25% der SchülerInnen, die in Mathematik eine Zwei 
erreichten, hatten in Deutsch eine Eins bzw. eine Drei. 50% der SchülerInnen, die in Mathematik 
eine Zwei erreichten, hatten in Deutsch ebenfalls eine Zwei. Analog sind die anderen Spalten der 
Tabelle zu interpretieren. 
 X
             
Y
 1 2 3 4 5 
 1 h(1|1) = 1 h(1|2) = 0.25    
 2  h(2|2) = 0.50 h(2|3) = 1   
 3  h(3|2) = 0.25  h(3|4) = 0.25  
 4    h(4|4) = 0.75  
 5     h(5|5) = 1 
 Summe 1 1 1 1 1 
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Wir ermitteln jetzt die bedingten Verteilungen von Y für gegebene Werte von X. 
 X
             
Y
 1 2 3 4 5 Summe 
 1 h(1|1) = 0.5 h(2|1) = 0.5    1 
 2  h(2|2) = 0.5 h(3|2) = 0.5   1 
 3  h(2|3) = 0.5  h(4|3) = 0.5  1 
 4    h(4|4) =   1  1 
 5     h(5|5) = 1 1 
Die erste Zeile der Tabelle weist die bedingte Verteilung von Y gegeben X = 1 aus. Jeweils 50% 
der SchülerInnen, die in Deutsch eine Eins erreichten, hatten in Mathematik eine Eins bzw. eine 
Zwei. Analog sind die anderen Zeilen der Tabelle zu interpretieren.  
B−3.2 Kriminalität in den USA. 
Interessant ist es in diesem Beispiel, die klassierten bedingten Verteilungen der Variablen Y 
(Polizeiausgaben) für gegebene Klassen der Variablen X (Kriminalitätsrate) vergleichend zu 
untersuchen. 
 X
           
Y
 [0-50) [50-75) [75-100) [100-125) [125-150) [150-175) Summe 
 [0-50) 0.5 0.5     1 
 [50-75) 0.077 0.692 0.077 0.154   1 
 [75-100)  0.375 0.5 0.0625 0.0625  1 
 [100-125)  0.125 0.5 0.25  0.125 1 
 [125-150)    1   1 
 [150-175)    1   1 
 [175-200)     0.5 0.5 1 
Die Interpretation der Tabelle sei dem Leser überlassen.  
Die Randverteilungen von X und Y entsprechen den univariaten Häufigkeitsverteilungen der beiden 
Variablen. Für eine zahlenmäßige Beschreibung der Verteilungen können im Prinzip alle in Kapitel 2 
eingeführten Kenngrößen genutzt werden. Zur Unterscheidung bezeichnen wir die Maßzahlen der Rand-
verteilung von X mit 
 etc.2  ,g ,MA ,s~ ,x ,x ,x X
QmedX xmedmod
 
und die Maßzahlen der Randverteilung von Y mit 
 etc.2  ,g ,MA ,s~ ,y ,y ,y Y
QmedY ymedmod
  . 
Auch bedingte Verteilungen sind univariate Häufigkeitsverteilungen, so dass hier ebenfalls die in Kapitel 
2 vorgestellten Maßzahlen für eine verdichtete Beschreibung verwendet werden können. Man bezeichnet 
sie in diesem Kontext als bedingte Maßzahlen. Liegen unklassierte Verteilungen vor, kann ihre Berechnung 
über die bedingten relativen Häufigkeiten von Skalenwerten erfolgen.  
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D−3.4 Bedingte arithmetische Mittelwerte und bedingte Varianzen 
Gegeben seien zwei diskrete Variablen X und Y mit den Realisationsmöglichkeiten ix
~  )1( m,...,i =  bzw. 
jy
~   )1( k,...,j =  sowie die bedingten Häufigkeitsverteilungen 
 )( ji y
~|x~h  )1( m,...,i =  
und  
 )( ij x
~|y~h  )1( k,...,j = . 
Dann ist 
 ∑
=
⋅=
m
i
jiij y
~|x~hxy~x
1
)(  
der bedingte Mittelwert von X gegeben jy
~Y =  und 
 ∑
=
⋅=
k
j
ijji x
~|y~hyx~|y
1
)(  
der bedingte Mittelwert von Y gegeben ix
~X = . Ferner bezeichnet man  
 ( )2
1
22 )( j
m
i
jiijx y
~|xy~|x~hxy~|s~ −⋅= ∑
=
 
als bedingte Varianz von X gegeben jy
~Y =  und 
 ( )2
1
22 )( i
k
j
ijjiy x
~|yx~|y~hyx~|s~ −⋅= ∑
=
 
als bedingte Varianz von Y gegeben ix
~X = . 
 
In entsprechender Weise können bedingte Mediane, bedingte Modi und andere bedingte Maßzahlen de-
finiert werden. Bei klassierten Verteilungen ist die Kenntnis der Urdaten erforderlich. Anderenfalls ist nur 
eine approximative Berechnung bedingter Maßzahlen möglich.  
3.3 Maßzahlen für bivariate Verteilungen (Korrelationsrechnung) 
In diesem Abschnitt werden Kenngrößen zur Messung des statistischen Zusammenhangs zwischen zwei 
Variablen X und Y vorgestellt. Einleitend betrachten wir eine bivariate Verteilung, die sich dadurch 
auszeichnet, dass alle bedingten Verteilungen der Variablen X und alle bedingten Verteilungen der 
Variablen Y mit den jeweiligen Randverteilungen übereinstimmen; d.h., es gilt 
 )()()( 21 kiiii y
~|x~hy~|x~hy~|x~hh ====•    ( )m,...,i 1=  
bzw. 
 )()()( 21 mjjjj x
~|y~hx~|y~hx~|y~hh ====•    ( )k,...,j 1=  . 
Im vorliegenden Fall haben offensichtlich Bedingungen bezüglich Y keinen Einfluss auf die Verteilung von 
X  und Bedingungen bezüglich X auch keinen Einfluss auf die Verteilung von Y. Die Variablen X und Y 
werden als empirisch unabhängig bezeichnet.  
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Da definitionsgemäß 
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wegen •= iji hy
~|x~h )(  und  jij hx
~|y~h •=)( . Das bedeutet, bei empirischer Unabhängigkeit von X und Y 
sind die gemeinsamen Häufigkeiten durch das Produkt der Randhäufigkeiten eindeutig bestimmt. Die 
gesamte Information über die gemeinsame Verteilung ist hier bereits in den beiden univariaten Häufig-
keitsverteilungen von X und Y enthalten. Ist dies nicht der Fall, liegt empirische Abhängigkeit vor: Zwischen 
den Variablen bestehen Interdependenzen. 
In den bisher betrachteten Beispielen waren die bedingten Verteilungen und die Randverteilungen jeweils 
verschieden. Zwischen den Variablen konnten somit statistisch Zusammenhänge nachgewiesen werden. 
Wir untersuchen nun einen weiteren Datensatz. 
Beispiel 
B−3.3 Erwerbstätigkeit in der Bundesrepublik. 
Das Statistische Bundesamt ermittelt regelmäßig, basierend auf dem jährlich durchgeführten 
Mikrozensus, Strukturdaten über die Erwerbstätigkeit in der Bundesrepublik. Die nachfolgende      
2×5-Felder-Tafel zeigt die Gliederung der Erwerbstätigen nach dem Geschlecht X und der 
Stellung im Beruf Y für das Jahr 2014 (Quelle: Statistisches Bundesamt 2015b, S. 13f). Die Aus-
prägungen der beiden nominalskalierten Variablen sind in der Kontingenztafel numerisch kodiert. 
 Variable X (Geschlecht) Variable Y (Stellung im Beruf) 
 0 
1 
männlich 
weiblich 
1 
2 
3 
4 
5 
Selbständige 
mithelfende Familienangehörige 
Beamte 
Angestellte (incl. Auszubildende) 
Arbeiter 
Erwerbstätigen nach Geschlecht und Stellung im Beruf (Angaben in Tausend): 
 X
             
Y
 1 2 3 4 5 •in  
 0 2833 53 1095 11647 5717 21345 
 1 1360 123 891 13966 2257 18597 
 jn•  4193 176 1986 25613 7974 39942 
Männer (53.4%) sind stärker am Erwerbsleben beteiligt als Frauen (46.6%). Es ist interessant zu 
untersuchen, ob es geschlechterspezifische Besonderheiten bzgl. der Stellung im Beruf gibt, oder 
statistisch formuliert, ob die Variablen „Geschlecht“ und „Stellung im Beruf“ empirisch abhängig 
sind.  
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Über die Produkte der jeweiligen Randhäufigkeiten können wir die bei empirischer Unabhängig-
keit „erwarteten“ gemeinsamen Häufigkeiten ermitteln: 
 X
             
Y
 1 2 3 4 5 •in  
 0 2240.7 94,1 1061.3 13687.6 4261.3 21345 
 1 1952.3 81.9 924.7 11925.4 3712.7 18597 
 jn•  4193 176 1986 25613 7974 39942 
Ein Vergleich mit den tatsächlichen gemeinsamen Häufigkeiten zeigt, dass nicht die Gesamt-
information über die gemeinsame Verteilung von X und Y in den Randverteilungen enthalten ist. 
Die Variablen sind somit empirisch abhängig. Die Interdependenzen werden durch eine Analyse 
der bedingten Verteilungen deutlich. Im Falle empirischer Unabhängigkeit müssten die bedingten 
Verteilungen von X und die bedingten Verteilungen von Y jeweils identisch sein.  
Bedingte Verteilungen von Y für gegebene Werte von X: 
 X
              
Y
 1 2 3 4 5 Summe 
 0 0.133 0.002 0.051 0.546 0.268 1 
 1 0.073 0.007 0.048 0.751 0.121 1 
Bedingte Verteilungen von X für gegebene Werte von Y: 
 X
              
Y
 1 2 3 4 5 
 0 0.676 0.301 0.551 0.455 0.717 
 1 0.324 0.699 0.449 0.545 0.283 
 Summe 1 1 1 1 1 
Einige prägnante Ergebnisse sind: ¾ der erwerbstätigen Frauen sind als Angestellte beschäftigt 
(75.1%), während nur gut die Hälfte (55.1%) der erwerbstätigen Männer angestellt sind (obere 
Tabelle). 67.6% der Selbständigen sind Männer. Die Frauen stellen hier nur einen Anteil von 
32.4% (untere Tabelle). Die verbleibenden Angaben sind analog zu interpretieren. 
Der Begriff der stochastischen Unabhängigkeit spielt in der Wahrscheinlichkeitstheorie und in der induk-
tiven Statistik eine zentrale Rolle. Dieser Unabhängigkeitsbegriff ist von der hier verwendeten empirischen 
Unabhängigkeitsdefinition zu unterscheiden. Es sei ferner darauf hingewiesen, dass die empirische 
Definition, obwohl für unsere Zwecke zunächst ausreichend, nicht unproblematisch ist. So können zwei 
Variablen beispielsweise nie unabhängig sein, wenn der Umfang n des Datensatzes eine Primzahl ist 
(Warum?). Damit wird empirische Unabhängigkeit auch von der Anzahl n beeinflusst.  
Unser Ziel ist es im Folgenden, die Stärke und – falls möglich – die Richtung des Zusammenhanges zweier 
Variablen mit Hilfe von Kennzahlen der bivariaten Verteilung zu messen. Wichtige Kennzahlen sind der 
Produkt-Moment-Korrelationskoeffizient, der Rangkorrelationskoeffizient nach Spearman und der 
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Kontingenzkoeffizient nach Pearson. Grundlegende Beiträge zur Entwicklung der Korrelationsrechnung 
lieferten u.a. AUGUSTE BRAVAIS (1811-1863), KARL PEARSON (1857-1936) und CHARLES SPEARMAN 
(1863-1945), siehe z.B. Bravais (1846), Pearson & Lee (1902-3) und Spearman (1904). Der Produkt-
Moment-Korrelationskoeffizient wird auch als Bravais-Pearson-Korrelationskoeffizient bezeichnet. 
Die Anwendbarkeit der Maßzahlen hängt entscheidend vom Skalenniveau der Variablen X und Y ab. Die 
jeweiligen Anforderungen können der nachstehenden Abbildung entnommen werden. Die Diagonalfelder 
sind durch ein identisches Skalenniveau von X und Y charakterisiert. Die Maßzahlen können aber auch bei 
unterschiedlichen Niveaus genutzt werden. Das höhere Skalenniveau ist dann abzuwerten. In der Abbildung 
wird dies durch Pfeile symbolisiert. Eine metrische Variable kann beispielsweise durch Klassierung und 
Zuordnung von Klassenrängen auf ein ordinales Niveau abgewertet werden.  
Skalenniveau Y
Skalenniveau X
nominal
ordinal
metrisch
nominal ordinal metrisch
Kontingenz-
koeffizient
Rangkorrelations-
koeffizient
Korrelations -
koeffizient
Produkt-Moment-
 
Abb. 3.5:  Korrelationsmaße und Skalenniveau der Variablen 
3.3.1 Kovarianz und Bravais-Pearson-Korrelationskoeffizient  
Die Kovarianz beschreibt die gemeinsame Variation oder Streuung zweier metrisch skalierter Variablen X 
und Y. Im Gegensatz zu den Varianzen 2Xs
~  und 2Ys
~  der univariaten Randverteilungen kann sie auch 
negative Werte annehmen. 
D−3.5 Kovarianz 
Gegeben seien die Messwertpaare )( νν y,x  )1( ,...,nν =  der metrisch skalierten Variablen X und Y mit den 
arithmetischen (Rand-) Mittelwerten x  und y . Die Kennzahl 
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heißt Kovarianz des Datensatzes. 
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Um die Maßzahl zu motivieren, betrachten wir drei typische Streudiagramme bivariater Daten. Jedes 
Streudiagramm wurde durch ein Fadenkreuz ergänzt, dessen Mittelpunkt der Schwerpunkt ( )y,x  des 
jeweiligen Datensatzes ist. Es entstehen so in jedem Diagramm 4 Quadranten I, II, III und IV.  
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Abb. 3.6:  Typische Streudiagramme bivariater Datensätze (mit Schwerpunkt)  
Die ersten beiden Streudiagramme zeigen jeweils eine gemeinsame Tendenz der Beobachtungen von X und 
der von Y. Im ersten Diagramm liegen die Punkte hauptsächlich in den Quadranten I und III. Große X-
Werte korrespondieren mit großen Y-Werten und kleine X-Werte korrespondieren mit kleinen Y-Werten. 
Dies soll als positiver Zusammenhang bezeichnet werden. Im zweiten Diagramm liegt ein negativer 
Zusammenhang vor. Die Punkte befinden sich hauptsächlich in den Quadranten II und IV. Große X-Werte 
korrespondieren mit kleinen Y-Werten und umgekehrt. Im letzten Diagramm lässt sich kein Zusammenhang 
erkennen. Korrespondierend zu kleinen Werten der einen Variablen wurden sowohl kleine als auch große 
Werte der anderen Variablen beobachtet. Die Bezeichnungen „klein“ und „groß“ sind immer relativ zum 
jeweiligen Mittelwert gemeint. 
Den Schlüssel zum Verständnis der Kovarianz liefern die Abweichungsprodukte 
 
))(( yyxx −− νν . 
Liegt ein Datenpaar )( νν y,x  in...  dann gilt... 
         Quadrant I ,   
         Quadrant III ,  
         Quadrant II , 
         Quadrant IV , 
         ( )( ) 0>−−⇒>> νννν yyxxyy,xx ; 
         ( )( ) 0>−−⇒<< νννν yyxxyy,xx ; 
         ( )( ) 0<−−⇒>< νννν yyxxyy,xx ; 
         ( )( ) 0<−−⇒<> νννν yyxxyy,xx . 
Die Kovarianz ist das arithmetische Mittel dieser Produkte. 
• Liegen die Datenpunkte hauptsächlich in den Quadranten I und III, so besteht ein positiver 
Zusammenhang. 
XY
s~  ist positiv. 
• Liegen die Punkte hauptsächlich in den Quadranten II und IV, so besteht ein negativer 
Zusammenhang. 
XY
s~   ist negativ. 
• Sind die Punkte gleichmäßig auf die Quadranten verteilt, so besteht kein Zusammenhang. Positive 
und negative Abweichungsprodukte heben sich bei der Mittelung weitgehend auf und 
XY
s~  ist 
näherungsweise null. 
Ebenso wie für die Varianz gilt auch für die Kovarianz ein Verschiebungssatz. 
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S−3.1 Verschiebungssatz für die Kovarianz 
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Beweis 
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Die Kovarianz 
XYs
~  zeigt in dem oben skizzierten Sinne den empirischen Zusammenhang der Variablen X 
und Y auf. Gilt 0>XYs
~  besteht ein positiver Zusammenhang, ist 0<XYs
~  liegt eine negativer 
Zusammenhang vor. Mit Hilfe der Kovarianz kann allerdings die Stärke dieses Zusammenhanges nur 
schwer beurteilt werden. Beispielsweise deutet ein sehr großer positiver Wert nicht zwangsläufig auf einen 
starken positiven Zusammenhang hin. Die Maßzahl ist dimensionsbehaftet. Allein durch die Änderung der 
Maßeinheit kann sie größer oder kleiner werden. Dieses Problem kann gelöst werden, wenn man eine 
normierte Kovarianz als Kenngröße verwendet. 
D−3.6 Produkt-Moment-Korrelationskoeffizient 
Gegeben seien die Messwertpaare )( νν y,x  )1( ,...,nν =  der metrisch skalierten Variablen X und Y mit den 
Varianzen 2Xs
~ , 2
Y
s~  der Randverteilungen und der Kovarianz 
XYs
~ . Die normierte Kovarianz 
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heißt Produkt-Moment-Korrelationskoeffizient oder Bravais-Pearson-Korrelationskoeffizient.  
 
S−3.2 Eigenschaften des Korrelationskoeffizienten 
Der Korrelationskoeffizient 
XYr  ist eine normierte und dimensionslose Maßzahl mit den Eigenschaften:  
(i)         −1 ≤ 
XYr  ≤ +1      bzw. | XYr | ≤ 1 (Normierung); 
(ii) 1±=
XY
r  gilt genau dann, wenn es zwei reelle Konstanten a, b mit 0≠b  so gibt, dass 
 νν += bxay      )1( ,...,nν =  
 erfüllt ist. Man sagt dann, zwischen X und Y besteht eine exakte lineare Beziehung. 
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Beweis 
Wir beweisen nur die Implikation 
 νν += bxay    )1( ,...,nν =      ⇒     | XYr | = 1 . 
Besteht der lineare Zusammenhang νν += bxay , dann gilt 
 xbay +=  und 222 XY s
~bs~ =  .  
Ferner ist 
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Es folgt 
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Folgerung 
Aufgrund der genannten Eigenschaften des Korrelationskoeffizienten können wir folgern, dass der 
Korrelationskoeffizient 
XYr  (und damit natürlich auch die Kovarianz XYs
~ ) ein Maß für den linearen 
Zusammenhang der Variablen X und Y ist. Gilt || XYr =1, dann besteht eine exakte lineare Beziehung. Der 
lineare Zusammenhang ist umso schwächer, je kleiner der Absolutbetrag || XYr  des Koeffizienten ist. Gilt 
0=XYr , dann besteht keine lineare Beziehung.   
Man sagt, falls  ...    ist, dann sind  X und Y ... 
        0=
XY
r  
        0 < 
XY
r   ≤ 0.5       (0 > 
XY
r  ≥ −0.5) 
        0.5 < 
XY
r   ≤ 0.8    (−0.5 > 
XY
r  ≥ −0.8)  
        0.8 < 
XY
r   < 1      (−0.8 > 
XY
r  > −1) 
        
XY
r = 1      (
XY
r  = −1) 
      unkorreliert; 
      schwach positiv (negativ) korreliert; 
      mittelstark positiv (negativ) korreliert; 
      stark positiv (negativ) korreliert; 
      perfekt positiv (negativ) korreliert. 
Die Aussagen werden in Abbildung 3.7 durch verschiedene Streudiagramme illustriert. 
Beispiele 
B−3.1 Deutsch- und Mathematiknoten. 
Die Mittelwerte und die Varianzen der Randverteilungen sind in unserem Schulnotenbeispiel 
 
( )
( ) 3
12
36
1544234211
12
1
12
1
752
12
33
1534234221
12
1
12
1
5
1
5
1
==⋅+⋅+⋅+⋅+⋅=⋅=
==⋅+⋅+⋅+⋅+⋅=⋅=
∑
∑
=
•
=
•
j
jj
i
ii
ny~y
.nx~x
 
104 Deskription bivariater Datensätze 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
X
Y
 
1+=
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r  stark positiv 
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r  stark negativ 
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Y
 
XY
r  =0 
Abb. 3.7:  Korrelationskoeffizient und Streudiagramm  
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 Mit der Kovarianz 
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Rechnerisch liegt eine starke positive Korrelation vor. Anmerkung: Bei der Ergebnisinterpretation 
müssen wir berücksichtigen, dass beide Variablen X und Y ordinalskaliert sind. Wir werden später 
sehen, dass obiges Ergebnis dennoch aussagekräftig ist. 
B−3.2 Kriminalität in den USA. 
Mittels Streudiagramm haben wir bereits in Abschnitt 3.1 einen positiven Zusammenhang 
zwischen der Kriminalitätsrate X und den Polizeiausgaben je Einwohner Y in 47 Staaten der USA 
festgestellt. Die Stärke dieses Zusammenhanges soll jetzt gemessen werden. Man errechnet 
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 Die beiden Variablen sind mittelstark positiv korreliert:  
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Der Korrelationskoeffizient von Bravais-Pearson ist eine in der Praxis häufig genutzte statistische Maßzahl. 
Die Interpretation der Maßzahl ist allerdings nicht trivial, so dass Ergebnisse der Korrelationsrechnung 
bisweilen fehlgedeutet werden.  
Der Koeffizient ist ein Maß für die lineare empirische Abhängigkeit von Merkmalsvariablen. Besteht 
zwischen zwei Variablen X und Y ein empirischer Zusammenhang, so ist dies nicht zwangsläufig mit einem 
kausalen Zusammenhang gleichzusetzen. 
Beispiel 
B−3.4 Viktoria See. 
Shaw (1942) hat für die Jahre 1902 bis 1921 Angaben über den jahresdurchschnittlichen Wasser-
spiegel des Lake Victoria X und die von Astronomen jährlich beobachteten Sonnenflecken Y 
veröffentlicht. Die Daten sind der folgenden Tabelle zu entnehmen: 
 Jahr x
ν
 y
ν
 Jahr x
ν
 y
ν
 
 1902 
1903 
1904 
1905 
1906 
1907 
1908 
1909 
1910 
1911 
-10 
13 
18 
15 
29 
21 
10 
8 
1 
-7 
5 
24 
42 
63 
54 
62 
49 
44 
19 
6 
1912 
1913 
1914 
1915 
1916 
1917 
1918 
1919 
1920 
1921 
-11 
-3 
-2 
4 
15 
35  
27 
8 
3 
-5 
4 
1 
10 
47 
57 
104 
81 
64 
38 
25 
Das Streudiagramm des bivariaten Datensatzes lässt einen deutlichen positiven Zusammenhang 
zwischen Wasserspiegel und Sonnenflecken erkennen. Tatsächlich sind die beiden Variablen mit 
XY
r  = 0.8791 stark positiv korreliert. 
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 Abb. 3.8:  Streudiagramm Wasserspiegel Lake Victoria X versus Anzahl der Sonnenflecken Y 
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Es kann allerdings kein kausaler Zusammenhang nachgewiesen werden. Viel mehr ist zu ver-
muten, dass eine dritte Variable, die Sonnenaktivität, beide Variablen beeinflusst. Man spricht in 
diesem Zusammenhang von einer intervenierenden Variablen. Es gilt der Grundsatz: Cum hoc 
ergo propter hoc – gemeinsames Auftreten impliziert keine Kausalität. 
 Rechenhinweis: 
0129540469450474107990169 22 .yx,.y,.x,.y,.x ===== ∑∑∑∑∑
ν
νν
ν
ν
ν
ν
ν
ν
ν
ν   
Der korrelative Zusammenhang zwischen dem Wasserspiegel des Lake Victoria und der Anzahl von 
Sonnenflecken ist ein Beispiel für eine sogenannte Scheinkorrelation. Ein weiteres bekanntes Beispiel ist 
die für siebzehn europäischen Länder gemessene positive Korrelation zwischen den Variablen X = „Anzahl 
der Geburten pro Jahr“ und Y = „Anzahl der beobachteten Storchenpaare“ (siehe z.B. Matthews 2000). 
Auch hier besteht natürlich kein kausaler Zusammenhang. Vielmehr existiert eine intervenierende Variable, 
die sowohl die Zahl der Geburten als auch die Zahl der Störche beeinflusst: Die Größe der Länder. 
Anmerkung 
Der etablierter Begriff Scheinkorrelation ist leider unscharf. Gemeint ist eigentlich Scheinkausaltität. 
Beispiel 
B−3.5 Anscombe’s Korrelationsdaten. 
Die folgende Tabelle enthält vier von Anscombe (1973) konstruierte bivariate Datensätze, die alle 
eine starke positive Korrelation von 8160.r
XY
=  aufweisen. Die zugehörigen Streudiagramme in 
Abbildung 3.9 zeigen jedoch vollständig unterschiedliche Datenstrukturen. (Hinweis: Die Daten-
sätze 1−3 haben alle dieselben X−Werte.) 
 Datensatz 1−3 1 2 3 4 4 
 Variable X Y Y Y X Y 
  10 
8 
13 
9 
11 
14 
6 
4 
12 
7 
5 
8.04 
6.95 
7.58 
8.81 
8.33 
9.96 
7.24 
4.26 
10.84 
4.82 
5.68 
9.14 
8.14 
8.74 
8.77 
9.26 
8.10 
6.13 
3.10 
9.13 
7.26 
4.74 
7.46 
6.77 
12.74 
7.11 
7.81 
8.84 
6.08 
5.39 
8.15 
6.42 
5.73 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
19 
6.58 
5.76 
7.71 
8.84 
8.47 
7.04 
5.25 
5.56 
7.91 
6.89 
12.50 
Das Beispiel 3.5 illustriert weitere Schwierigkeiten bei der Interpretation von Ergebnissen der Korrela-
tionsrechnung. Betrachtet man zunächst die Datensätze 3 und 4, dann wird aufgrund der Streudiagramme 
ersichtlich, dass 
XYs
~  und 
XY
r  keine robusten Maßzahlen sind: Sie sind empfindlich gegenüber Ausreißern. 
Einzelne extreme Beobachtungswerte können dazu führen, dass die Maßzahlen einen starken linearen 
Zusammenhang unterbewerten (Datensatz 3) oder aber fälschlicherweise eine starke lineare Beziehung 
ausweisen (Datensatz 4).  
Für die Datensätze 1 und 2 nimmt der Korrelationskoeffizient identische Werte an, obwohl, im Gegensatz 
zu Datensatz 1, zwischen den Variablen in Datensatz 2 eine perfekte Beziehung besteht. Hier muss berück-
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sichtigt werden, dass 
XYs
~  und 
XY
r  nicht Maße für statistische Abhängigkeit schlechthin sind. Sie messen 
lediglich die lineare Abhängigkeit zweier Variablen. In Datensatz 2 liegt aber eine nichtlineare Beziehung 
vor. Die Konsequenz dieser Aussage wird in dem folgenden Beispiel noch deutlicher. 
Beispiel 
B−3.6 Nichtlineare Abhängigkeit. 
Es sei der folgende bivariate Datensatz betrachtet: 
 x
ν
 -3 -2 -1 0 1 2 3 
 y
ν
 9 4 1 0 1 4 9 
Man erkennt sofort, dass für die Kovarianz und den Korrelationskoeffizienten gilt: 
 
.   0000
7
1 7
1
=⇒=−=⋅−= ∑
=ν
νν XYXY ryxyxs
~
 
Die Variablen X und Y sind linear unabhängig, dennoch weisen sie eine exakte Abhängigkeits-
beziehung auf. Es gilt: 2XY =   bzw. ( )712 ,...,xy =ν= νν . Der Zusammenhang ist quadratisch, 
also nichtlinear.  
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     Abb. 3.9:  Streudiagramme der Datensätze 1-4  
Deskription bivariater Datensätze 109 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
Folgerung 
Sind zwei Variablen X und Y unabhängig, dann sind sie auch unkorreliert. Sind X und Y unkorreliert, dann 
sind sie nicht notwendig unabhängig. Es besteht sicher lediglich kein linearer Zusammenhang.  
Die Beispiele machen ferner deutlich, dass eine Korrelationsrechnung immer durch eine graphische 
Beschreibung der Daten mittels Streudiagramm begleitet werden sollte.  
3.3.2 Rangkorrelationskoeffizient nach Spearman 
Der Korrelationskoeffizient XYr  von Bravais-Pearson ist für die Messung der linearen Abhängigkeit zweier 
metrisch skalierter Variablen X, Y einsetzbar. Besitzen X und/oder Y ein ordinales Skalenniveau, dann sind 
die Abweichungsprodukte ))(( yyxx −− νν  weitgehend willkürliche Größen, und damit ist auch XYr  eine 
weitgehend willkürliche Maßzahl. Wie in Abschnitt 3.3.1 gezeigt wurde, ist der Korrelationskoeffizient 
auch für metrische Variablen nicht uneingeschränkt sinnvoll. Einzelne extreme Datenpaare )( νν y,x  
können einen unerwünscht starken Einfluss auf den numerischen Wert von XYr  haben. 
Eine robuste Variante des Korrelationskoeffizienten, die zudem auch bei ordinalen Variablen einsetzbar 
ist, wurde von Spearman (1904) vorgeschlagen. Die Kennzahl basiert nicht direkt auf den Messwerten 
)( νν y,x  zweier Variablen, sondern auf ihnen zugeordneten Rangzahlen, die hier mit ))()(( νν yR,xR  
bezeichnet werden.  
Zur Bestimmung der Rangzahlen werden die Daten zunächst für X und Y getrennt der Größe nach auf-
steigend geordnet: 
 ( ) ( ) ( )n*
x...x...xx ≤≤≤≤≤ ν2(1)  
                    bzw. ( ) ( ) ( )n* y...y...yy ≤≤≤≤≤ κ2(1)  . 
Sind jeweils alle Beobachtungen von X und alle Beobachtungen von Y voneinander verschieden, dann 
werden als Rangzahlen die Indizes ν*, κ* der geordneten Reihen verwendet: 
 
( ) ( ) .*yR,*xR κ=ν= νν  
Tritt ein Wert der Variablen X bzw. ein Wert der Variablen Y mehrmals auf, liefert dieses Verfahren keine 
eindeutige Rangzuordnung. Gleiche Werte, auch Bindungen genannt, können in einer geordneten 
statistischen Reihe beliebig untereinander getauscht werden. Jeder Tausch würde zur Zuordnung anderer 
Rangzahlen führen. Für gleiche X- bzw. Y-Werte berechnet man deshalb aus den Indizes ν*, κ* mittlere 
Ränge. Für jedes Datenpaar )( νν y,x  erhält man so eindeutig ein Rangzahlenpaar ))()(( νν yR,xR . Das 
Vorgehen wird anhand eines kleinen Beispiels demonstriert. 
Beispiel 
B 3−7 Zuordnung von Rangzahlen. 
Gegeben seien die folgenden Daten: 
 ν 1 2 3 4 5 
 x
ν
 8.5 3 9.1 10 7.3 
 y
ν
 2 1 1 2 2 
Die Messwerte der Variablen X weisen keine Bindungen auf. Die Ränge entsprechen hier den 
Indizes ν* der geordneten Reihe: 
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 x
ν
 8.5 3 9.1 10 7.3 
 ν*      3 1 4 5 2 
 R(x
ν
) 3 1 4 5 2 
Die Messwerte von Y weisen Bindungen auf. Die Ränge werden durch Mittelung der Indizes κ* 
der geordneten Reihe berechnet: 
 y
ν
 2 1 1 2 2 
 κ*      3 1 2 4 5 
 R(y
ν
) 4 1.5 1.5 4 4  
D−3.7 Rangkorrelationskoeffizient 
Gegeben seien die Messwertpaare )( νν y,x  )1( ,...,nν =  zweier mindestens ordinalskalierten Variablen X, 
Y und die zugehörigen Rangzahlenpaare ))()(( νν yR,xR . Die Kennzahl 
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heißt Rangkorrelationskoeffizient nach Spearman.  
Der Spearman’sche Rangkorrelationskoeffizient entspricht dem Bravais-Pearson-Korrelationskoeffizien-
ten, aber angewandt auf die Rangzahlen der Daten. Bei der Berechnung der Kennzahl können wir die 
folgenden Zusammenhänge nutzen: 
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wobei stets gilt 
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Liegen in den Daten keine Bindungen vor, vereinfacht sich der Ausdruck nach einigen Umformungen 
weiter.   
S−3.3  
Gegeben seien mindestens ordninalskalierten Daten )( νν y,x  )1( ,...,nν =  ohne Bindungen und die zuge-
hörigen Rangzahlenpaare ))()(( νν yR,xR . Dann gilt 
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mit )()( ννν −= yRxRd .  
Beweis: Siehe z.B. Bünnig & Trenkler (1994, S.232f) 
Sind im Datensatz - relativ zum Datensatzumfang n – einige wenige Bindungen vorhanden, liefert die 
Formel in Satz 3.3 noch einen brauchbaren Näherungswert.  
Wie bereits erwähnt, setzt der Rangkorrelationskoeffizient lediglich ein ordinales Skalenniveau der 
Variablen voraus. Der Koeffizient basiert nicht auf Abweichungsprodukten ))(( yyxx −− νν , die bei 
ordinalem Niveau weitgehend willkürliche Zahlen sind, sondern auf Abweichungsprodukten von Rängen 
  ( ) ( ))()()()( νννν −⋅− yRyRxRxR  . 
Diese sind eindeutig definiert, da die Rangzahlen metrische Größen sind. Ferner ist 
SP
r  robuster gegenüber 
Ausreißerwerten als XYr . Rangzahlen können nicht kleiner als 1 und nicht größer als n werden, auch dann 
nicht, wenn die Beobachtungen selbst extrem klein oder groß sind.  
S−3.4 Eigenschaften des Rangkorrelationskoeffizienten 
Der Rangkorrelationskoeffizient 
SP
r  ist eine normierte dimensionslose Maßzahl mit den Eigenschaften:  
(i)         −1 ≤ 
SP
r  ≤ +1      bzw. |
SP
r | ≤ 1 (Normierung); 
(ii) 1±=
SP
r  gilt genau dann, wenn eine beliebige monoton wachsende bzw. eine beliebige monoton 
fallende Funktion f(x) existiert, so dass 
 )( νν = xfy     )1( ,...,nν =  
 erfüllt ist. Man sagt dann, zwischen X und Y besteht ein monotoner Zusammenhang. 
Die Normierung der Maßzahl 
SP
r  folgt unmittelbar aus Satz 3.2. Bei der weiteren Interpretation der 
Maßzahl ist zu berücksichtigen, dass der Übergang von den Messwerten )( νν y,x  zu ihren Rangzahlen 
))()(( νν yR,xR  einen Informationsverlust bewirkt. Der Rangkorrelationskoeffizient SPr  bewertet den 
linearen Zusammenhang von Rängen, was nicht mit einer linearen Abhängigkeit der Variablen X und Y 
gleichzusetzen ist. Es gilt 1+=
SP
r  genau dann, wenn sich die Ränge völlig gleichsinnig verhalten, d.h. 
 )()( νν = yRxR   )1( ,...,nν = . 
Ferner ist 1−=
SP
r  genau dann, wenn sich die Ränge völlig gegensinnig verhalten. Liegen keine Bindungen 
vor, bedeutet dies 
 )(1)( νν −+= yRnxR  )1( ,...,nν = . 
SP
r  ist folglich ein Maß für den monotonen Zusammenhang zweier Variablen X und Y.  
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r  
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r  
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r  stark negativ 
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r  schwach positiv 
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.
.
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.
.
.
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Y
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r  
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Abb. 3.10:  Rangkorrelationskoeffizient und Streudiagramm 
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Beispiele 
B−3.1 Deutsch- und Mathematiknoten. 
Die Notenvariablen X und Y sind ordinalskaliert. Der Rangkorrelationskoeffizient ist somit ein für 
den Datensatz geeignetes Abhängigkeitsmaß. Zur Berechnung erstellen wir die folgende Arbeits-
tabelle: 
 x
ν
  y
ν
 R(x
ν
) R(y
ν
) R(x
ν
)2 R(y
ν
)2 R(x
ν
)⋅R(y
ν
) d
ν
2 
 1 
1 
2 
2 
2 
2 
3 
3 
4 
4 
4 
5 
1 
2 
2 
2 
3 
3 
2 
4 
4 
4 
4 
5 
1.5 
1.5 
4.5 
4.5 
4.5 
4.5 
7.5 
7.5 
10 
10 
10 
12 
1 
3.5 
3.5 
3.5 
6.5 
6.5 
3.5 
9.5 
9.5 
9.5 
9.5 
12 
2.25 
2.25 
20.25 
20.25 
20.25 
20.25 
56.25 
56.25 
100 
100 
100 
144 
1 
12.25 
12.25 
12.25 
42.25 
42.25 
12.25 
90.25 
90.25 
90.25 
90.25 
144 
1.5 
5.25 
15.75 
15.75 
29.25 
29.25 
26.25 
71.25 
95 
95 
95 
144 
0.25 
4 
1 
1 
4 
4 
16 
4 
0.25 
0.25 
0.25 
0 
 - - - - 642 639.5 623.25 35 
Es ist 
 
( )
( ) ( )
4
112
)(
12
1
4
112
)(
12
1
4
112
)()(
12
1
212
1
2
212
1
2
212
1
+
−⋅
+
−
+
−⋅
=
∑∑
∑
=ν
ν
=ν
ν
=ν
νν
yRxR
yRxR
r
SP
 
       
. 86920
0417112511
68759
2542
12
5639
2542
12
642
2542
12
25623
.
..
.
.
.
.
.
.
=
⋅
=
−⋅−
−
=
 
Es liegt somit eine starke positive Rangkorrelation zwischen den Deutsch- und den Mathematik-
noten vor. Die Gleichung in Satz 3.2 liefert das folgende Ergebnis: 
 
.  8776.0=
1716
210
1=
1212
356
1
1212
6
1
33
1
2
−
−
⋅
−=
−
⋅
−≈
∑ =ν ν
n
d
r
SP
 
Aufgrund der Bindungen im Datensatz ist dies lediglich ein Näherungswert für 
SP
r .   
Zwischen dem Wert des Rangkorrelationskoeffizienten und dem Wert 0.8778 des Bravais-
Pearson-Korrelationskoeffizienten XYr  besteht kein nennenswerter Unterschied (vgl. Abschnitt 
3.3.1). Obwohl X und Y kein ausreichendes Skalenniveau besitzen, liefert in dem vorliegenden 
Beispiel also auch der Bravais-Pearson-Ansatz ein plausibles Ergebnis.  
B−3.8 UNICEF-Daten zur Kindersterblichkeit  (Fortsetzung des Beispiels 2.16). 
In Kapitel 2.2.4 haben wir bereits die Kindersterblichkeitsraten X in 11 Staaten des Nahen Ostens 
untersucht. Die UNICEF-Studie liefert zusätzliche Angaben. Beispielsweise werden für einige 
Staaten die prozentualen Anteile der Lese- und Schreibkundigen an der Gesamtbevölkerung über 
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15 Jahren ausgewiesen. Diese Alphabetisierungsrate Y kann als ein Indikator für den Entwick-
lungsstand des betreffenden Landes interpretiert werden (Quelle: Hand et al. 1994, S. 58f): 
 Staat x
ν
 y
ν
 Staat x
ν
 y
ν
 
 Israel 
Kuwait 
Vereinigte Arabische 
Emirate 
Oman 
Jordanien 
1.1 
1.9 
 
3.0 
4.9 
5.2 
--- 
67.0 
 
38.0 
--- 
70.0 
Libanon 
Iran 
Syrien 
Irak 
Saudi-Arabien 
Jemen 
5.6 
5.9 
5.9 
8.6 
9.1 
18.7 
73.0 
43.0 
51.0 
49.0 
48.0 
21.0 
Das Streudiagramm der Daten ( 9=n ) lässt einen schwachen negativen Zusammenhang der 
Variablen vermuten. Ferner wird deutlich, dass die Angaben für Jemen als „Ausreißer“ anzusehen 
sind. Um ihren Einfluss auf das Ergebnis der Korrelationsrechnung abzumildern, bietet sich die 
Berechnung des Rangkorrelationskoeffizienten an.  
0 5 10 15 20 25
X
0
20
40
60
80
100Y
 
 Abb. 3.11:  Streudiagramm X (Kindersterblichkeitsrate) versus Y (Alphabetenrate) 
Arbeitstabelle: 
 x
ν
  y
ν
 R(x
ν
) R(y
ν
) d
ν
2 
 1.9 
3.0 
5.2 
5.6 
5.9 
5.9 
8.6 
9.1 
18.7 
67.0 
38.0 
70.0 
73.0 
43.0 
51.0 
49.0 
48.0 
21.0 
1 
2 
3 
4 
5.5 
5.5 
7 
8 
9 
7 
2 
8 
9 
3 
6 
5 
4 
1 
36 
0 
25 
25 
6.25 
0.25 
4 
16 
64 
 - - - - 176.50 
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Man erhält unter Anwendung des Satzes 3.2 den Näherungswert  
 
.  47080=
720
1059
1=
99
51766
1
3
.
.
r
SP
−−
−
⋅
−≈
 
Dieser weicht nur unwesentlich vom exakten Wert 4770.r
SP
−=  ab. Aufgrund des metrischen 
Messniveaus der Daten kann auch der Bravais-Pearson-Koeffizient berechnet werden. Dieser 
weist allerdings, beeinflusst durch das Ausreißerpaar, mit 67720.r
XY
−=  einen stärkeren korrela-
tiven Zusammenhang aus.  
B−3.5 Anscombe’s Korrelationsdaten. 
Die vier bivariaten Datensätze weisen alle eine starke positive Korrelation von 8160.r
XY
= . Die 
Werte des Rangkorrelationskoeffizienten für die Datensätze lauten: 
 Datensatz 1 Datensatz 2 Datensatz 3 Datensatz 4 
 81820.r
SP
=  69090.r
SP
=  99090.r
SP
=  50.r
SP
=  
Die Interpretation der Ergebnisse sei dem Leser überlassen.  
3.3.3 Kontingenzkoeffizient nach Pearson 
Ausgangspunkt der Analyse des empirischen Zusammenhangs nominalskalierter Variablen ist in der Regel 
die Kontingenztafel. Wir haben bereits einleitend in Kapitel 3.3 gesehen, dass im Falle empirischer 
Unabhängigkeit zweier Variablen X und Y die gesamte Information bezüglich ihrer gemeinsamen Häufig-
keitsverteilung in den univariaten Randverteilungen enthalten ist. Mit 
 ji
ji
ij hhnn
nn
e ••
•• ⋅⋅=
⋅
=  
bezeichnen wir im Folgenden die bei Unabhängigkeit der Variablen erwartete gemeinsame absolute 
Häufigkeit des Skalenwertepaares ( ix
~ , jy
~ ) in einem Datensatz. Bilden und betrachten wir für alle 
m,...,i 1=  und k,...,j 1=  die Differenzen zwischen tatsächlich gemessenen Häufigkeiten und erwarteten 
Häufigkeiten 
 ijij en −  , 
liegt empirische Unabhängigkeit also dann vor, wenn alle Abweichungen gleich null oder wenigstens 
näherungsweise gleich null sind. Andernfalls sind die Variablen X und Y abhängig. Ein sinnvolles Maß für 
die Stärke des empirischen Zusammenhanges ist der auf dem −χ2 Koeffizienten basierende Kontingenz-
koeffizient nach Karl Pearson.  
D−3.8 −χ2 Koeffizient, Kontingenzkoeffizient 
Gegeben seien zwei diskrete Variablen X und Y, die in dem Datensatz )( νν y,x  )1( n,...,=ν  die Skalen-
wertpaare ( ix
~ , jy
~ ) mit den gemeinsamen absoluten Häufigkeiten ijn  und den absoluten Randhäufigkeiten 
•in , jn•  )1 ; 1( k,...,jm,...,i ==  annehmen. Ferner sei 
 
n
nn
e jiij
•• ⋅= . 
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Die Kennzahl  
 ∑∑
= =
−
=χ
m
i
k
j ij
ijij
e
en
1 1
2
2
)(
 mit ∞<χ≤ 20  
heißt −χ2 Koeffizient (Chi-Quadrat-Koeffizient). Der transformierte −χ2 Koeffizient 
 
2
2
χ+
χ
=
n
K
XY
  mit max
XYXY
KK ≤≤0   und  
{ }
{ }k,mmin
k,mmin
K max
XY
1−
=  
wird als Kontingenzkoeffizient nach Pearson bezeichnet. Der Quotient 
 
max
XY
XY
XY K
K
K* =    mit 10 ≤≤ *
XY
K   
heißt korrigierter Kontingenzkoeffizient. 
Der −χ2 Koeffizient summiert im Zähler die quadrierten Abweichungen der tatsächlich ermittelten 
Häufigkeiten ijn  von den erwarteten Häufigkeiten ije  auf. Durch das Quadrieren wird verhindert, dass 
sich positive und negative Differenzen gegenseitig aufheben. Es gilt 02 =χ  genau dann, wenn alle 
Differenzen gleich null sind. Je größer der Wert des −χ2 Koeffizienten ist, umso stärker ist die empirische 
Abhängigkeit der Variablen X und Y. Da nominale Variablen keine Ordnungsstruktur besitzen, kann nicht 
zwischen positivem und negativem Zusammenhang der Variablen unterschieden werden; der Koeffizient 
misst lediglich die Stärke. Die Interpretation ist allerdings schwierig, da der Wertebereich des Koeffizienten 
sowohl von den Dimension m×k der zugrundeliegenden Kontingenztafel als auch vom Unfang n des 
Datensatzes abhängt. Das Problem wird durch den Übergang zum Kontingenzkoeffizienten und zum 
korrigierten Kontingenzkoeffizienten beseitigt. Der korrigierte Kontingenzkoeffizient nimmt Werte im 
Intervall  
 10 ≤≤ *
XY
K  
an, wobei Koeffizientenwerte nahe eins für einen sehr starken empirischen Zusammenhang sprechen.   
Beispiel 
B−3.3 Erwerbstätigkeit in der Bundesrepublik. 
Mit Hilfe des Kontingenzkoeffizienten können wir nun die Stärke des empirischen Zusammen-
hangs zwischen den Variablen Geschlecht X und Stellung im Beruf Y quantifizieren. Es gilt 
 57320982 .=χ ,  2230.K XY = ,  { }
{ }
3160
22302230
2
1
52
152
.
..
K
,min
,min
*
XY === −
. 
Die empirische Abhängigkeit ist somit schwach bis höchstens mittel stark ausgeprägt.  
Spezialfälle nominalskalierter Variablen sind die dichotomen (zweiwertigen) Variablen. Sie treten bei-
spielsweise auf, wenn nach dem Vorliegen einer Eigenschaft oder eines Tatbestandes gefragt wird: „Sind 
Sie Käufer eines Produktes?“, „Rauchen Sie?“, „Sind Sie erwerbstätig?“ etc. Liegen zwei dichotome 
Variablen X und Y vor, führt die tabellarische Darstellung ihrer Häufigkeitsverteilung zu einer -2)(2 ×  
oder 4−Felder-Tafel.  
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Beispiel 
B−3.3 Erwerbstätigkeit in der Bundesrepublik. 
Nachdem wir den Zusammenhang zwischen den Variablen Geschlecht X und Stellung im Beruf 
Y untersucht haben, betrachten wir nun die Variablen Geschlecht X und Erwerbstätigkeit Z. Die 
folgende 4-Felder-Tafel weist für das Jahr 2014 die Gliederung der in der Bundesrepublik leben-
den Personen nach dem Geschlecht und der Beteiligung an der Erwerbstätigkeit aus (Angaben in 
Tausend Personen, Quelle: Statistisches Bundesamt 2015b, S.13f;). Hierbei wird zwischen 
Erwerbspersonen (= Erwerbstätige+Erwerbslose) und Nichterwerbspersonen unterschieden. 
                 Z 
   X 
0 (Erwerbspersonen) 1 (Nichterwerbspersonen) •in  
 0 (männlich) 22534 17118 39652 
 1 (weiblich) 19498 21747 41245 
 jn•  42032 38865 80897 
Wären die beiden Variablen empirisch unabhängig, würden wir die folgende absoluten Häufig-
keiten erwarten: 
                 Z 
   X 
0 (Erwerbspersonen) 1 (Nichterwerbspersonen) •in  
 0 (männlich) 20602.2 19049.8 39652 
 1 (weiblich) 21429.8 19815.2 41245 
 jn•  42032 38865 80897 
Hiermit folgt 
 
( ) ( ) ( )
( )
.514739
219815
21981521747
821429
82142919498
819049
81904917118
21429.8
21429.822534
2
222
2
=
−
+
−
+
−
+
−
=χ
.
.
.
.
.
.
  
 XZK 0.095.51473980897
.514739
=
+
=    und   
{ }
{ }
0.135
0.0950.095
2
1
22
122
===
−
,min
,min
*
XZK  
Eine empirische Abhängigkeit ist nachweisbar, wenn auch schwach ausgeprägt: Die männlichen 
Einwohner gehen häufiger einer Erwerbstätigkeit nach als die weiblichen Einwohner.  
Es ist interessant, abschließend den konstruierten Fall zu betrachten, dass alle Männer Erwerbs-
personen und alle Frauen Nichterwerbspersonen sind. 
                 Z 
   X 
0 (Erwerbspersonen) 1 (Nichterwerbspersonen) ni•
 
 0 (männlich) 39652 0 39652 
 1 (weiblich) 0 41245 41245 
 n
•j
 39652 41245 80897 
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Jetzt ist 
 808972 =χ ,  
2
1=
XZ
K    und   1
2
1
2
1
==*
XZ
K . 
Der Zusammenhang zwischen X und Z ist maximal stark. Maximale Abhängigkeit liegt in einer 
4-Feldertafel immer dann vor, wenn beide Diagonaleinträge oder alternativ beide Nicht-Diagonal-
einträge null sind. 
3.3.4 Lineartransformationen und Linearkombinationen zweier Variablen 
S−3.5 Kovarianz linear transformierter Daten 
Gegeben seien die Messwertpaare )( νν y,x  )1( ,...,nν =  der metrisch skalierten Variablen X, Y und deren 
Lineartransformationen )( νν w,u  )1( ,...,nν = mit  
 νν ⋅+= xbau ,  νν ⋅+= ydcw ,  IRd,c,b,a ∈ , 0≠b , 0≠d . 
Zwischen der Kovarianz 
XY
s~  der Ausgangsdaten und der Kovarianz 
UW
s~  der transformierten Daten besteht 
der Zusammenhang: 
 
XYUW
s~dbs~ ⋅⋅= . 
Beweis 
  
( )( ) ( )( ) ( )( )
( )( ) ( )( )
( )( )
.d.e.qs~db
yyxx
n
db
yydxxb
n
ydcdycxbabxa
n
dycdycbxabxa
n
wwuu
n
s~
XY
UW
n
nn
nn
          
][][
11
11
1
11
11
⋅⋅=
−−
⋅
=
−−=−−+−−+=
+−++−+=−−=
∑
∑∑
∑∑
=ν
νν
=ν
νν
=ν
νν
=ν
νν
=ν
νν
 
S−3.6 Bravais-Pearson-Korrelationskoeffizient linear transformierter Daten 
Unter den Vereinbarungen in Satz 3.5 gilt  
 
XYUW
r
db
db
r ⋅
⋅
⋅
=  und somit |||
XYUW
r|r = .  
Man sagt, der Bravais-Pearson-Korrelationskoeffizienten ist invariant gegenüber Lineartransformationen. 
Beweis 
Aus den Sätzen 2.8 und 3.6 folgt unmittelbar:  
 
XY
YX
XY
WU
UW
UW
r
db
db
s~ds~b
s~db
s~s~
s~
r ⋅
⋅
⋅
=
⋅⋅
⋅⋅
=
⋅
=
||||||||
  q.e.d.  
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Satz 3.6 sagt aus, dass Lineartransformationen nicht die absolute Stärke eines korrelativen Zusammenhangs 
verändern können (Invarianzeigenschaft). Allerdings kann sich ggf. die Richtung des Zusammenhangs 
umkehren; es gilt  
 




<−
>+
=
.bdr
bdr
r
XY
XY
UW 0  falls
0  falls
 
Die Aussage des Satzes 3.6 lässt sich natürlich sofort auf den Rangkorrelationskoeffizienten 
SP
r  übertragen. 
Der Koeffizient ist darüber hinaus invariant gegenüber allen streng monotonen Transformationen.  
S−3.7 Mittelwert und Varianz linear kombinierter Daten 
Gegeben seien die Messwertpaare )( νν y,x  )1( ,...,nν =  der metrisch skalierten Variablen X, Y mit den 
univariaten Mittelwerten x , y  und den univariaten Varianzen 2
X
s~ , 2
Y
s~ sowie die Linearkombinationen 
 ννν ++= cybxaz  )1( ,...,nν =    mit   IRc,b,a ∈ , 0≠b , 0≠c . 
Für das arithmetische Mittel und die Varianz der Werte νz  )n,...,( 1=ν  gilt: 
(i) ycxbaz ++=  
(ii) 
XYYXZ
s~bcs~cs~bs~ 222222 ++=  . 
Beweis 
Der Beweis von (i) erfolgt analog zu Satz 2.5. Zum Beweis von (ii) führen wir die zentrierten Beobachtun-
gen  
 xxx* −= νν  und yyy
* −= νν  
ein. Es gilt 
 
( ) [ ]( )
[ ] [ ]( )
( )
.d.e.qs~bcs~cs~b
yx
n
bc
y
n
c
x
n
b
cybx
n
yycxxb
n
ycxbacybxa
n
zz
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s~
XYYX
Z
n
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*
n
*
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nn
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1
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1
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4 Mess- und Indexzahlen 
Im vierten Kapitel untersuchen wir Zeitreihendaten und beschreiben zeitliche Entwicklungen mit Hilfe von 
Kennzahlen. Zunächst werden die Messzahlen sowie die eng verwandten Änderungsraten zur 
Quantifizierung zeitlicher Veränderungen eines metrisch skalierten Merkmals eingeführt. Anschließend 
beschreiben wir die Entwicklung eines Kollektivs gleichartiger Variablen durch Indexzahlen. Indexzahlen 
entstehen durch eine geeignete Kombination mehrerer Messzahlen.   
4.1 Messzahlen und Änderungsraten 
Eine chronologisch geordnete Sequenz von im Zeitablauf gemessenen Werten einer Merkmalsvariablen X 
wird als Zeitreihe bezeichnet. Eine Zeitreihe können wir symbolisch  
 
Tttt
x,...,x,x
10
    oder    tx  ( )Tt,...,t,tt 10=  
schreiben, wobei Tt,...,t,t 10  mit Tt...tt <<< 10  die Messzeitpunkte kennzeichnen. Sehr häufig werden 
im Wirtschaftsbereich Variablen an äquidistanten (oder zumindest näherungsweise äquidistanten) 
Zeitpunkten erfasst. Man denke zum Beispiel an täglich notierte Börsenkurse, monatlich erhobene Arbeits-
losenzahlen oder quartalsweise ermittelte Aggregate der Volkswirtschaftlichen Gesamtrechnung wie das 
Bruttoinlandsprodukt. Im Falle äquidistanter Messzeitpunkte kann eine Zeitreihe auch einfach 
 Tx,...,x,x 10       oder     tx  ( )T,...,,t 10=  
geschrieben werden. Die Zeitreihenwerte sind hier lediglich durch Nummern geordnet. In den folgenden 
Ausführungen werden zur Vereinfachung der Darstellung äquidistante Messzeitpunkte angenommen. Die 
betrachteten Merkmalsvariablen müssen stets ein metrisches Skalenniveau besitzen. 
Zur anschaulichen Charakterisierung der zeitlichen Entwicklung einer Variable X setzen wir die 
Zeitreihenwerte tx  ins Verhältnis zu einem bestimmten Zeitreihenwert xk:  
 
k
t
t,k x
x
m =     ( )T,...,,t 10= . 
Der Quotient t,km  heißt Messzahl für die Berichtszeit t zur Basiszeit k. Der Wert xk heißt Basiswert. Die 
Messzahlen werden häufig auch mit dem Faktor 100 multipliziert und als Prozentzahlen angegeben.  
Die Basiszeit wird aufgrund inhaltlicher Überlegungen festgelegt. Häufig wählt man 0=k . Die Zeitbasis 
kann im Nachhinein durch eine sogenannte Umbasierung  
 t,s
s
t
k
s
k
t
s,k
t,k m
x
x
x
x
x
x
m
m
===   ( )T,...,,t 10=  
geändert werden. Die Berechnung entspricht dem Wechsel von der Basiszeit k zur Basiszeit  s. Einfache 
Umformung liefert die Gleichungen 
 t,ss,kt,k mmm ⋅=     ( )T,...,,t 10= . 
Den Zusammenhang bezeichnet man als Zirkularität der Messzahlen. 
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Beispiel 
B−4.1 Bruttolöhne und -gehälter in der Bundesrepublik. 
Die Tabelle weist für die Jahre 2000 bis 2010 die durchschnittlichen Bruttolöhne und –gehälter je 
ArbeitnehmerIn in der Bundesrepublik aus (Quelle: Statistisches Bundesamt 2017a, S. 104).  
Jahr 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 
t 0 1 2 3 4 5 6 7 8 9 10 
tx  25065 25629 25980 26297 26427 26505 26701 27066 27713 27696 28388 
m0,t⋅ 100% 100.0 102.3 103.7 104.9 105.4 105.7 106.5 108.0 110.6 110.5 113.3 
m5,t⋅ 100% 94.6 96.7 98.0 99.2 99.7 100.0 100.7 102.1 104.6 104.5 107.1 
In der 4. Zeile der Tabelle sind Messzahlen zur Basiszeit 0 angegeben. Der Wert m0,8 = 1.106 sagt 
beispielsweise aus, dass der durchschnittliche Bruttoverdienst im Jahr 2008 (Berichtszeit) im Ver-
gleich zum Wert des Jahres 2000 (Basiszeit) um 10.6 % gestiegen ist. Die Zeile 5 enthält ent-
sprechende Messzahlen zur Basiszeit 5. Sie können direkt aus den Ausgangsdaten oder durch 
Umbasierung aus der ersten Messzahlenfolge berechnet werden. Der Wert m5,0 = 0.946 sagt aus, 
dass der durchschnittliche Bruttoverdienst im Jahr 2000 (Berichtszeit) 94.6 % des Brutto-
verdienstes im Jahr 2005 (Basiszeit) entspricht.  
Die Messzahl ktt,k x/xm =  nennt man auch Änderungsfaktor oder Wachstumsfaktor. Setzt man die 
Differenz kt xx −  ins Verhältnis zu einem Basiswert xk mit kt > , dann erhält man die als Änderungsrate 
oder Wachstumsrate bezeichnete relative Änderung des Zeitreihenwerts: 
 1−=−=
−
= t,k
k
k
k
t
k
kt
t,k mx
x
x
x
x
xx
r . 
Änderungsraten werden wie die Messzahlen/Änderungsfaktoren häufig als Prozentzahlen angegeben. Als 
Basiszeit einer Änderungsrate wird oft die Vorperiode der jeweiligen Berichtszeit gewählt. Man erhält mit   
 11
1
1
1 −=
−
= −
−
−
− t,t
t
tt
t,t mx
xx
r   ( )T,...,,t 21=  
eine Folge von relativen Ein-Perioden-Änderungen. 
Zur weiteren Deskription der Daten kann es sinnvoll sein, durchschnittliche Ein-Perioden-Änderungs-
faktoren und durchschnittliche Ein-Perioden-Änderungsraten zu berechnen. Man ermittelt zu diesem 
Zweck i. d. R. das geometrische Mittel der Änderungsfaktoren. Der Grund hierfür ist leicht einzusehen. 
Zwischen der ersten Beobachtung 0x  und der letzten Beobachtung Tx  einer Zeitreihe besteht offensicht-
lich die Verknüpfung: 
   
( ){ } , 01121100
121100
11
2
0
1
0
T
g
TT
T,T,,
T,T,,
T
T
T
mxmmmx
mmmx
x
x
x
x
x
x
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⋅=⋅⋅⋅⋅=
⋅⋅⋅⋅=⋅⋅⋅⋅=
−
−
−


 
wobei gm  gerade das geometrische Mittel von T Ein-Perioden-Änderungsfaktoren ist. Die relative 
Gesamtänderung einer Größe über mehrere Perioden ergibt sich als Produkt von relativen Ein-Perioden-
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Änderungen. Das geometrische Mittel  
 ( ) T T,T,,/TT,T,,g mmmmmmm 12110112110      −− ⋅⋅⋅=⋅⋅⋅=   
besitzt die Eigenschaft, dass die sukzessive Multiplikation eines Anfangswertes mit T einzelnen Ein-
Perioden-Änderungsfaktoren zum gleichen Ergebnis führt wie die T-fache Multiplikation mit dem 
geometrischen Mittel dieser Faktoren. Das arithmetische Mittel besitzt beispielsweise diese günstige 
Eigenschaft nicht. Die durchschnittliche Änderungsrate berechnet sich gemäß: 
 1−= gmr  . 
Man beachte, dass r  nicht mit dem geometrischen Mittel der Einzelraten identisch ist. Stehen Änderungs-
raten als Daten zur Verfügung, müssen diese vor der Ermittlung des geometrischen Mittels in 
Änderungsfaktoren umgerechnet werden. 
Beispiel 
B−4.1 Bruttolöhne und -gehälter in der Bundesrepublik. 
Der Tabelle sind die einjährigen Änderungsfaktoren und Änderungsraten der Bruttolöhne und 
Bruttogehälter im Zeitraum 2000 bis 2010 zu entnehmen.  
Jahr Nummer Bruttolöhne und –gehälter Änderungsfaktor Änderungsrate 
 t xt t,tm 1− ⋅ 100% t,tr 1− ⋅ 100% 
2000 
2001 
2002 
2003 
2004 
2005 
2006 
2007 
2008 
2009 
2010 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
25065  
25629  
25980  
26297  
26427  
26505  
26701  
27066  
27713  
27696  
28388 
− 
102.250  
101.370  
101.220  
100.494  
100.295  
100.739  
101.367  
102.390   
  99.939  
102.499 
− 
  2.250   
  1.370   
  1.220   
  0.494   
  0.295   
  0.739   
  1.367   
  2.390  
–0.061   
  2.499 
Wegen 
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ist der durchschnittliche Änderungsfaktor der Zeitreihe 
 1.012527
25065
28388 10
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Die durchschnittliche Änderungsrate ist  
 0.012527.1  mr g ≈−=   
Die Bruttoverdienste sind somit im Analysezeitraum 2000 bis 2010 durchschnittlich um 1.25% 
pro Jahr gestiegen.  
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In manchen Anwendungen, z.B. in Analysen von Börsenkursentwicklungen, nutzt man anstatt der Rate t,kr  
die logarithmische Änderungsrate    
 kt
k
t
t,k xlnxlnx
x
lnw −==  
mit kt >  sowie t,k
w
kt exx ⋅= . Im Falle einer hinreichend kleinen Rate t,kr  gilt in guter Näherung 
 ≈
−
=
k
kt
t,k x
xx
r t,k
k
t w
x
x
ln = .  
Logarithmische Änderungsraten besitzen einige analytische Vorzüge. So ist 
 ( ) ∑∑
=
−
=
− =−=−=
T
t
t,t
T
t
ttTT, wxlnxlnxlnxlnw
1
1
1
100 .  
Die logarithmische Änderungsrate für die Berichtszeit T zur Basiszeit 0 entspricht der Summe der 
logarithmischen Ein-Perioden-Änderungsraten T,T,, w,...,w,w 12110 − . Die durchschnittliche logarithmische 
Änderungsrate für den Zeitraum 0 bis T erhält man folglich als arithmetisches Mittel der logarithmischen 
Ein-Perioden-Raten: 
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− .  
Beispiel 
B−4.2 Entwicklung des Dollarkurses. 
Die folgende Tabelle weist für den Zeitraum 1.5.2017 bis 5.5.2017 tägliche Devisenkurse (Tages-
schlusskurse) des US Dollars (USD) zum Euro (EUR) aus (Quelle: finanzen.net 2017).  
Tag Nummer Devisenkurs USD / EUR Änderungsrate Log. Änderungsrate 
 t Xt t,tr 1− ⋅ 100% t,tw 1− ⋅ 100% 
1.5.2017 0 1.0900 − − 
2.5.2017 
3.5.2017 
4.5.2017 
5.5.2017 
1 
2 
3 
4 
1.0928 
1.0885 
1.0982 
1.0998 
  0.2569 
−0.3935 
  0.8911 
  0.1457 
  0.2566 
−0.3943 
  0.8872 
  0.1456        
Die durchschnittlichen täglichen Änderungsraten betragen 
 1.0022402
09001
09981 4
1
=




=
.
.
mg  ,  0.0022401 =−= gmr    bzw.  %r 0.2240 ≈  
und  
 0.002238
4
0.008951
4
0900109981
==
−
=
.ln.ln
w   bzw.  0.2238%≈w  . 
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4.2 Indexzahlen 
Wir wollen nun die zeitliche Entwicklung mehrerer verwandter Größen simultan beschreiben. Maßzahlen, 
die zeitlichen Vergleichen dienen und dem Aspekt der Aggregation mehrerer Größen Rechnung tragen, 
werden als Indexzahlen oder kurz Indizes bezeichnet. Indizes fassen typischerweise Messzahlen der Ein-
zelgrößen geeignet zusammen, so dass wir Messzahlen in diesem Kontext auch als Elementarindizes auf-
fassen können. Zur Erhöhung der Anschaulichkeit stehen spezielle Anwendungen von Indexzahlen im 
Zentrum der Ausführungen. Wir diskutieren die Messung der Preisentwicklung, der Mengenentwicklung 
und der Wertentwicklung von Güterbündeln. 
Mit t = 0,1,2,...  werden weiterhin aufeinanderfolgende äquidistante Zeitpunkte gekennzeichnet. Dabei steht 
im Folgenden t = 0 stets für die Basiszeit und t = 1,2,3,... für die jeweilige Berichtszeit. Des Weiteren 
betrachten wir einen sogenannten Warenkorb bestehend aus n Wirtschaftsgütern (incl. Dienstleistungen) 
mit den folgenden Preisen und Mengen: 
  Nummer des Wirtschaftsguts 
  1 2 ... n 
Preise je Einheit  Basiszeit p1,0 p2,0 ... pn,0 
 Berichtszeit p1,t p2,t ... pn,t 
Mengen  Basiszeit q1,0 q2,0 ... qn,0 
 Berichtszeit q1,t q2,t ... qn,t 
Es steht also t,ip  für den Preis und t,iq  für die Menge des i-ten Wirtschaftsguts im Zeitpunkt t. Bei den q-
Werten handelt es sich - je nach Sachlage - um abgesetzte, verbrauchte oder produzierte Mengen, Import- 
oder Exportmengen, usw. Die p-Werte stehen - je nach Sachlage – für Einkaufs- oder Verkaufspreise, 
Import- oder Exportpreise, innerbetriebliche Verrechnungspreise, usw.   
4.2.1 Preisindizes 
Die Entwicklung der Preise einzelner Güter aus einem Warenkorb können wir durch Preismesszahlen 
beschreiben. Für das  i-te Gut erhalten wir die Messzahlenfolge  
 
0,i
t,i
p
p
   ( ),...,,t 210=  . 
Eine denkbar einfache simultane Beschreibung der Preisentwicklung aller Güter des Warenkorbs liefert das 
arithmetische Mittel der Preismesszahlen, also 
 ∑
=
=
n
i ,i
t,i
t, p
p
n
P
1 0
0
1
  ( ),...,,t 210=  . 
Dieser Preisindex ist allerdings nur dann ökonomisch sinnvoll interpretierbar, wenn allen n Gütern im 
Warenkorb die gleiche ökonomische Bedeutung zukommt. In praktischen Anwendungen ist dies i. d. R. 
nicht der Fall. Es wird dann notwendig, die Güter bzw. die Preismesszahlen geeignet zu gewichten. Das 
Gewichtungsproblem besitzt keine eindeutige Lösung. In der Literatur finden sich daher zahlreiche 
verschiedene Ansätze, von denen nachfolgend drei Indexformeln vorgestellt werden.  
ETIENNE LASPEYRES (1834–1913) schlug die Verwendung eines gewogenen arithmetischen Mittelwerts 
der Preismesszahlen als Preisindex vor. Die Wertanteile der einzelnen Waren am Gesamtwert des Waren-
korbes in der Basiszeit dienen hierbei als Gewichte (Laspeyres 1871).   
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D−4.1 Preisindex nach Laspeyres 
Der gewogene arithmetische Mittelwert von Preismesszahlen 
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00
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0 mit       ( ),...,,t 210=  
heißt Laspeyres-Preisindex. Die Gewichte 001 ,n, g,...,g  nennt man das Wägungsschema des Index. Durch 
einfache Umformung erhält man aus der obigen Mittelwertform des Index die sogenannte Aggregatform:  
 ( )
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Indexwerte werden häufig mit dem Faktor 100 multipliziert und als Prozentzahlen ausgewiesen. Der 
Nenner der Aggregatform des Laspeyres-Preisindex ist der Gesamtwert des Warenkorbes in der Basiszeit. 
Der Zähler des Quotienten ist keine reale, sondern eine fiktive Wertgröße, nämlich das mit den Preisen 
t,nt, p,...,p1  der Berichtszeit bewertete Mengenschema 001 ,n, q,...,q  der Basiszeit. So misst 
( ) 110 .P
La
t, =  
beispielsweise einen Anstieg des Preisniveaus der Waren im betrachteten Zeitraum von 10%. Hierbei wird 
unterstellt, dass das in 0=t  tatsächlich ermittelte Mengenschema des Warenkorbs auch in der Berichtszeit 
0>t  realisiert (z.B. verkauft/ gekauft) wurde. 
Der Preisindex nach HERMANN PAASCHE (1851–1925) ist ein gewogenes harmonisches Mittel der 
Preismesszahlen mit den Wertanteilen der einzelnen Waren am Gesamtwert des Warenkorbes in der 
Berichtszeit als Wägungsschema (Paasche 1875).   
D−4.2 Preisindex nach Paasche 
Der gewogene harmonische Mittelwert von Preismesszahlen 
 ( )  mit        
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heißt Paasche-Preisindex. Die zur Mittelwertform des Index gehörige Aggregatform ist 
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Der Zähler der Aggregatform des Paasche-Index ist der Gesamtwert des Warenkorbes in der Berichtszeit. 
Der Nenner des Quotienten ist eine fiktive Wertgröße, nämlich das mit den Preisen 001 ,n, p,...,p  der 
Basiszeit bewertete Mengenschema t,nt, q,...,q1  der Berichtszeit. 
( ) 110 .P
Pa
t, =  quantifiziert beispielsweise 
den Anstieg des Preisniveaus der Waren im betrachteten Zeitraum mit 10%. Hierbei liegt die Fiktion 
zugrunde, dass das in der Berichtszeit 0>t  gültige Mengenschema bereits in der Basiszeit in 0=t  
realisiert wurde.  
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Laspeyres- und Paasche-Index liefern i. d. R. unterschiedliche Messungen der Preisentwicklung des 
betrachteten Warenkorbs. Eine Kompromissformel wurde von IRVING FISHER (1867–1947) vorgeschlagen. 
(Fisher 1922)  
D−4.3 Preisindex nach Fisher  
Der geometrische Mittelwert von Laspeyres- und Paasche-Index  
 ( ) ( ) ( )Pat,
La
t,
Fi
t, PPP 000 ⋅=       ( ),...,,t 210=  
wird als Fischer-Preisindex bezeichnet. 
Beispiel 
B−4.3 Energiepreise und Energieverbrauch. 
Eine (fiktive) Volkswirtschaft deckt ihren Energiebedarf durch die Primärenergieträger Rohöl, 
Erdgas und Steinkohle. Die folgende Tabelle weist für die Jahre 2000, 2001 und 2002 die 
Verbrauchsmengen der Energieträger in 1000 Tonnen Steinkohleeinheiten (SKE) sowie deren 
Preise (Jahresdurchschnitte) in Euro pro SKE aus. 
Jahr Nr. 
 t 
Energieträger 
Rohöl Erdgas Steinkohle 
Menge Preis Menge Preis Menge Preis 
2000 
2001 
2002 
0 
1 
2 
760 
775 
790 
141.20 
168.20 
159.10 
400 
460 
495 
84.50 
110.80 
95.10 
90 
85 
90 
40.90 
52.40 
43.80 
Mittels der Aggregatform des Laspeyres-Index erhalten wir die folgende Energiepreisindexwerte: 
 ( ) 22151
144793
176868
909404005847602141
9045240081107602168
10 ....
...
P La, ==⋅+⋅+⋅
⋅+⋅+⋅
= , 
 ( ) 12501
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162898
909404005847602141
908434001957601159
20 ....
...
P La, ==⋅+⋅+⋅
⋅+⋅+⋅
= . 
Die Energiepreise stiegen nach diesen Messungen im Zeitraum 2000 bis 2001 durchschnittlich 
um 22.15% und im Zeitraum 2000 bis 2002 durchschnittlich um 12.50%. Ferner ist 
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Die Preise sanken von 2001 bis 2002 durchschnittlich um 7.9% (vgl. hierzu Kapitel 4.2.5). 
Paasche- und Fisher-Preisindex liefern in diesem Beispiel nur geringfügig abweichende 
Ergebnisse: 
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.
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10 ..
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Verkehr
Freizeit, Unterhaltung
und Kultur
Nahrungsmittel
Möbel, Haushaltsgeräte etc.
Wohnen
Bekleidung und Schuhe
Beherbergung und Gaststätten
Gesundheitspflege
Alkohol und Tabakwaren
Nachrichtenübermittlung
Bildungswesen
Sonstiges
Verbrauchsaugaben
Privater Haushalte
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Als Preis gilt in der amtlichen Preisstatistik ein im Kaufvertrag verabredeter Geldbetrag für eine 
Ware oder Dienstleistung. Preise variieren von Ort zu Ort und Anbieter zu Anbieter. Ferner hängt 
der Preis auch von speziellen Vereinbarungen im Kaufvertrag ab, z.B. von der Qualität, 
Kaufmenge, Lieferbedingungen, Service, etc. Angestrebt wird die Erhebung „typischer" Preise 
„mittlerer" Qualität bei „typischen" Anbietern. Folglich müssen viele Preise je Preisrepräsentant 
erhoben werden. Rund 600 Preisermittler erfassen in 188 Gemeinden Monat für Monat die Preise 
der gleichen Produkte in denselben Geschäften. Zusätzlich werden für viele Güterarten Preise 
zentral erhoben, beispielsweise im Internet oder in Versandhauskatalogen. Insgesamt werden so 
monatlich über 300 000 Einzelpreise erfasst. Die Einzeldaten werden zu gewogenen Durch-
schnittspreisen für die Preisrepräsentanten verdichtet, die schließlich in die Indexberechnung 
eingehen. 
Die wesentliche Datenbasis für die Auswahl der Preisrepräsentanten und die Ermittlung des 
Wägungsschemas lieferte die Einkommens- und Verbrauchsstichprobe des Jahres 2008 (EVS 
2008). Im Rahmen der repräsentativen Quotenstichprobe zeichneten rund 60 000 Teilnehmer 
freiwillig einige Monate lang ihre Einnahmen und Ausgaben auf. Die so gewonnene Basisin-
formation wurde anhand kleinerer Zusatzerhebungen verfeinert, welche Daten über die genaue 
Aufteilung der Haushaltsausgaben auf einzelne Güterarten erhoben. 
Die Verbrauchsgewohnheiten der privaten Haushalte verändern sich im Zeitablauf. Neue Güter 
erweitern die Konsummöglichkeiten, veraltete Güter scheiden aus dem Marktgeschehen aus.  
Folge hiervon ist, dass ein Warenkorb nur für begrenzte Zeit den Verbrauch der Haushalte re-
präsentativ modellieren kann. Die amtliche Statistik versucht dem Wandel durch die Neubasie-
rung des Index, welche neben der Festlegung einer neuen Basiszeit insbesondere die Auswahl 
neuer Preisrepräsentanten und die Bestimmung eines neuen Wägungsschemas einschließt, 
Rechnung zu tragen. In der Vergangenheit wurde der VPI ca. alle 5 Jahre neubasiert. Die Basis-
jahre waren 1950, 1958, 1962, 1970, 1976, 1980, 1985, 1991, 1995, 2000 und 2005. 
Seit 1997 werden die Daten, die zur Berechnung des VPI erhoben werden, auch zur Berechnung 
eines sogenannten Harmonisierten Verbraucherpreisindex (HVPI) für Deutschland genutzt.  
Harmonisierte Verbraucherpreisindizes werden nach harmonisierten Konzepten, Methoden und 
Verfahren für alle Mitgliedstaaten der Europäischen Union (EU) sowie für Norwegen und für 
Island berechnet. Sie spiegeln die Preisentwicklung in den einzelnen Staaten wider, wobei von 
den nationalen Verbrauchsgewohnheiten ausgegangen wird. Die Indizes werden zur Inflations-
messung in innereuropäischen Vergleichen herangezogen. Ferner werden sie zu Aggregaten für 
die Eurozone (Verbraucherpreisindex für die Europäische Währungsunion – VPI-EWU), für die 
EU (Europäischer Verbraucherpreisindex – EVPI) und für den Europäischen Wirtschaftsraum 
(Verbraucherpreisindex für den Europäischen Wirtschaftsraum – VPI-EWR) zusammengefasst. 
Die Europäische Zentralbank nutzt den VPI-EWU für ihre Währungspolitik zur Beurteilung der 
Preisstabilität innerhalb der Eurozone. 
Die meisten Indizes der amtlichen Preisstatistik sind vom Laspeyres- und nicht vom Paasche-Typ. Ver-
antwortlich hierfür sind neben der vergleichsweise einfachen Interpretierbarkeit von Laspeyres-Indizes im 
wesentlich praktische Erwägungen. So ist die Ermittlung der Mengenschemata von Indizes häufig mit 
einem hohen Zeit- und Kostenaufwand verbunden. Dies gilt in einem besonderen Maße für den VPI. Die 
Nutzung von der Laspeyres-Indexformel ermöglicht es, die Mengenschemata über längere Zeiträume 
unverändert zu lassen. Aus ökonomischer Sicht sind Laspeyres-Indizes allerdings nicht unproblematisch. 
Güternachfragende Wirtschaftssubjekte reagieren im Allgemeinen auf Preisänderungen, und zwar durch 
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Kauf geringerer Mengen relativ teurer gewordenen Güter und durch Kauf größerer Mengen relativ billiger 
gewordenen Güter. Der Laspeyres-Preisindex lässt solche Reaktionen der Wirtschaftssubjekte außer Acht. 
Da die ökonomische Bedeutung relativ teurer gewordenen Güter tendenziell sinkt, überschätzt der Index 
tendenziell die Preissteigerung (Substitutions- oder Laspeyres-Effekt). Der Paasche-Preisindex berück-
sichtigt die aktuelle Nachfragestruktur durch einen aktuellen Warenkorb. Er neigt ebenfalls zu verzerrten 
Messungen. Ihm liegt die Fiktion zugrunde, die Wirtschaftssubjekte haben die nach der Substitution 
verbrauchten Güter auch in der Basiszeit, also vor der Substitution, verbraucht. Der Index unterschätzt 
demnach tendenziell die Preissteigerung. Diese theoretischen Überlegungen sprechen für die Verwendung 
der Kompromissformel von Fisher, die in der Literatur deshalb auch zuweilen als „Ideal-Index“ bezeichnet 
wird. Das Statistische Bundesamt hat in der Vergangenheit in größeren Zeitabständen Paasche-Preisindizes 
ermittelt, um das Ausmaß des Substitutionseffekts abschätzen zu können. Die Kontrollrechnungen für den 
VPI haben nach Ansicht des Amts gezeigt, dass der 5-Jahres-Turnus für die Neubasierung des Index das 
Ausmaß der Verzerrung hinreichend beschränkt.  
4.2.2 Mengenindizes 
Die Bausteine eines Mengenindex sind die Mengenmesszahlen  
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welche die Mengenentwicklung einzelner Güter eines Warenkorbs beschreiben. Gewichten wir die 
Messzahlen mit den von Laspeyres und Paasche vorgeschlagenen Wägungsschemata, dann erhalten wir 
durch Aggregation der Messzahlen Mengenindizes vom Laspeyres- und Paasche-Typ. Das geometrische 
Mittel der beiden Indizes ist ein Mengenindex vom Fisher-Typ. 
D−4.4 Mengenindex nach Laspeyres 
Der gewogene arithmetische Mittelwert von Mengenmesszahlen 
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heißt Laspeyres-Mengenindex. Die zugehörige Aggregatform des Index lautet 
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D−4.5 Mengenindex nach Paasche 
Der gewogene harmonische Mittelwert von Mengenmesszahlen 
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heißt Paasche-Mengenindex.  
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Die zugehörige Aggregatform des Index lautet 
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D−4.6 Mengenindex nach Fisher  
Der geometrische Mittelwert von Laspeyres- und Paasche-Mengenindex  
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heißt Fischer-Mengenindex. 
Beispiel 
B−4.3 Energiepreise und Energieverbrauch. 
Der Laspeyres-Ansatz liefert in dem kleinen Demonstrationsbeipiel folgende Messungen der 
Entwicklung der verbrauchten Primärenergiemengen: 
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Demnach ist der Energieverbrauch im Zeitraum 2000 bis 2001 um 4.82% und im Zeitraum 2000 
bis 2002 um 8.47% gestiegen. Weiterhin ist 
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Der Verbrauch stieg von 2001 bis 2002 durchschnittlich um 3.48% (siehe Kapitel 4.2.5). Die 
Energiemengenindizes vom Paasche- und Fisher-Typ nehmen die Werte 
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an. Die Interpretation der Ergebnisse sei dem Leser überlassen. 
4.2.3 Wertindex 
Während es für die Messung der Preis- und der Mengenentwicklung von Warenkörben keine eindeutige 
Lösung gibt, wirft die Messung der Entwicklung des Warenkorbwertes keine Probleme auf.  
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D−4.7 Wertindex  
Das Verhältnis des Warenkorbwerts in der Berichtszeit zum Warenkorbwert in der Basiszeit  
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heißt Wertindex.  
Man kann sich leicht überzeugen, dass zwischen den uns bekannten Indizes die Zusammenhänge 
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Während die Fisher-Indizes die sogenannte Faktorumkehrprobe (Wert = Menge × Preis) bestehen, 
scheitern die Indizes vom Laspeyres- und Paasche-Typ. 
Beispiel 
B−4.3 Energiepreise und Energieverbrauch. 
Mit 
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Ebenso ist  
 10,V  
( ) ⋅= Fi,P 10
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Der Wert der Primärenergieträger ist im Zeitraum 2000 bis 2001 somit um 28.31% gestiegen. 
Analog erhalten wir 1.2204 20 =,V . 
4.2.4 Gesamtindex und Teilindizes 
In der wirtschaftsstatistischen Praxis erfolgt die Zusammenfassung von Messzahlen zu einem Gesamtindex 
meist unter Bildung von Teilaggregaten, die als Sektoren oder Abteilungen bezeichnet werden. Oft liegt 
eine mehrstufige Gliederung vor (z.B. Untersektoren, Sektoren, Hauptsektoren oder dergleichen). Die 
folgenden Überlegungen gelten für Preis- und Mengenindizes. Statt P oder Q schreiben wir daher einfach 
I für einen Index. 
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Wir betrachten hier den Fall einer zweistufigen Aggregation: Ein Gesamtaggregat ist in m,...,j 1=  
Sektoren und jeder Sektor in jn,...,i 1=  Untersektoren aufgegliedert. Für die Untersektoren seien Indizes 
t,,j,iI 0  vorgegeben, die auch einfache Messzahlen seien können. Aus den Untersektorenindizes können bei 
vorgegebenen relativen Gewichten * j,iγ  Sektorenindizes t,,jI 0  berechnet werden: 
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Zwischen dem Gesamtindex t,I 0  und den Sektorenindizes t,,jI 0  besteht die Beziehung: 
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Beispiel 
B−4.5 Index der Erzeugerpreise gewerblicher Produkte. 
Der vom Statistischen Bundesamt monatlich berechnete Index der Erzeugerpreise für gewerbliche 
Produkte (Laspeyres-Preisindex) informiert über die Preisentwicklung der Güter von Industrie 
und Handwerk in Deutschland (Quelle: Statistisches Bundesamt 2017b, S. 8). Die im Warenkorb 
des Index berücksichtigten Güter sind nach Sektoren (sog. Abteilungen), Untersektoren (sog. 
Gruppen), Unteruntersektoren (sog. Klassen) usw. gegliedert. Die nachfolgende Tabelle zeigt 
einen kleinen Ausschnitt der Systematik sowie Jahresdurchschnittsindexwerte für das Berichtsjahr 
2016 ( 6=t ) berechnet zum Basisjahr 2010 ( 0=t ): 
Sektor 
(Abteilung)  
Untersektor 
(Gruppe) 
Gewicht 
(Anteil jγ  bzw. 
j,iγ  am 
Gesamtindex) 
Gewicht 
(Anteil * j,iγ  
am 
Sektorenindex) 
Indexwert 
2010=100 
Vorleistungsgüter (keine Angaben) 0.3107 - 100.8 
Investitionsgüter (keine Angaben) 0.2391 - 104.8 
Konsumgüter  0.1809 - 108.8 
 Gebrauchsgüter 0.0232 0.1285 108.4 
 Verbrauchsgüter 0.1577 0.8715 108.9 
Energie (keine Angaben) 0.2693 - 96.6 
Der 3. Sektor „Konsumgüter“ ist in die beiden Untersektoren „Gebrauchsgüter“ und „Verbrauchs-
güter“ gegliedert. Für die Untersektoren wurden die folgenden Preisindexwerte ermittelt: 
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Hieraus errechnet sich der Sektorenindexwert für alle Konsumgüter: 
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Auf die Angabe der Untersektoren der anderen Abteilungen wurde in obiger Tabelle verzichtet.  
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Der Gesamtpreisindexwert für alle gewerblichen Güter ist der gewogene Mittelwert der Sektoren-
indizes:   
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Die Erzeugerpreise stiegen im Zeitraum 2010 bis 2016 durchschnittlich um 2.1%.  
Anmerkung 
Sind in einer Veröffentlichung Indexwerte für das Gesamtaggregat sowie für Untersektoren, Sektoren, 
Hauptsektoren, etc. angegeben, nicht aber die Gewichte, so lassen sich ggf. die Gewichte dennoch eindeutig 
bestimmen. Beispielsweise sind für gegebene Werte von Gesamtindex und Sektorenindizes die (möglicher-
weise unbekannten) relativen Gewichte jγ  ( m,...,j 1= ) eindeutig durch das folgende Gleichungssystem 
festgelegt: 
 t,
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Beispiel 
B−4.6 Ermittlung der Gewichte aus Indexwerten. 
Für drei Sektoren und das Gesamtaggregat seien zu den Berichtszeiten t = 1, 2 folgende Index-
werte gegeben: 
t I1,0,t⋅ 100% I2,0,t⋅ 100% I3,0,t⋅ 100% I0,t⋅ 100%  
1 110 120 130 122 
2 120 110 140 124 
Die (zunächst unbekannten) Gewichte  
 40 40 20 321 .,.,. =γ=γ=γ  
erhält man als Lösung des Gleichungssystems  
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4.2.5 Neubasierung, Umbasierung und Verkettung 
Die Berechnung der Werte eines Index ist meist eine sich über lange Zeiträume regelmäßig von Zeitpunkt 
zu Zeitpunkt ,...,,t 210=  wiederholende Aufgabe. Hierbei wird i. d. R. nach gewissen Zeitabständen die 
Umstellung des Index auf eine neue Basiszeit notwendig. Die mit der Umstellung verbundene Änderung 
der Basismengen und/oder Basispreise bezeichnet man als Neubasierung des Index. Die Neubasierung 
erhält den Aussagegehalt des Index für kurzfristige zeitliche Vergleiche, die Beurteilung der Preis-, 
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Mengen- oder Wertentwicklung über lange Zeiträume wird allerdings erschwert, da eine lange Reihe von 
Indexwerten mit einheitlicher Basis nicht zur Verfügung steht. 
Will man trotz der Neubasierung eines Index langfristige Vergleiche durchführen, kann man eine 
Umbasierung und Verkettung von Indexzahlen vornehmen. Wir betrachten die folgende Situation: Es sind 
zwei Indexzahlenreihen gegeben: 
 s,,, I,...,I,I 01000  mit  1.0=0,0I ,   
 T,ss,ss,s I,...,I,I 1+  mit  1.0=s,sI . 
Der (Preis-, Mengen- oder Wert-) Index I wurde zunächst zur Basiszeit 0=t  berechnet, im Zeitpunkt st =  
erfolgte dann eine Neubasierung. Gemäß  
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erhalten wir eine verkettete Indexzahlenreihe zur Basiszeit 0. Die Zahlen * t,I 0  ( T,...,s,st 1+= ) sind 
umbasierte Indexzahlen. Alternativ erhalten wir gemäß 
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eine verkettete Indexzahlenreihe zur Basiszeit s. Hierbei sind die Zahlen ** t,sI  ( 110 −= s,...,,t ) umbasierte 
Indexzahlen.  
Umbasierte Indexzahlen müssen nicht von dem selben Indextyp wie der Ausgangsindex sein. Für 
umbasierte Zahlen 
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t,s II =  offenbar nur dann, wenn der Index I die Zirkularitätsbedingung 
 t,ss,t, III ⋅= 00       
erfüllt. Indizes vom Laspeyres-, Paasche- und Fisher-Typ erfüllen die Bedingung nicht. Die Umbasierung 
liefert hier nur einen (zuweilen groben) Näherungswert für den Ausgangsindex. Liegt beispielsweise der 
Laspeyres-Preisindex als Ausgangsindex vor, dann gilt 
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Die umbasierte Indexzahl gibt die Preisänderung des Warenkorbes aus der Basiszeit 0=t  vom Zeitpunkt 
s bis zum Zeitpunkt t an und entspricht somit weder einem Laspeyres- noch einem Paasche-Index. 
Obiges Problem tritt auch auf, wenn man Periodenänderungsraten der Form  
 1
10
0
10
100 −=
−
−−
−
t,
t,
t,
t,t,
I
I
I
II
11 −= −
*
t,tI  
basierend auf Laspeyres-, Paasche- oder Fisher-Indexzahlen berechnet. Im Falle eines Laspeyres-Preis-
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index ist  
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Beispiel 
B−4.4 Verbraucherpreisindex für Deutschland. 
Die folgende Tabelle weist Jahresdurchschnittswerte des VPI zur Basis 2000, 2005 und 2010 aus 
(Quelle: Statistisches Bundesamt 2017c, S. 3). Durch Umbasierung und Verkettung können wir 
durchgehende Indexreihen ermitteln. Die umbasierten Indexzahlen sind, wie oben gezeigt, nicht 
wie der VPI vom Laspeyres-Typ. 
 Jahr Verbraucherpreisindex Verkettete Indexreihen 
   2000=100 2005=100 2010=100 2000=100 2005=100 2010=100 
 2000 
2001 
2002 
2003 
2004 
2005 
2006 
2007 
2008 
2009 
2010 
2011 
2012 
2013 
2014 
2015 
2016 
100.0 
102.0 
103.4 
104.5 
106.2 
108.3 
 
 
 
 
 
 
100.0 
101.6 
103.9 
106.6 
107.0 
108.2 
 
 
 
 
 
 
 
 
 
 
 
100.0 
102.1 
104.1 
105.7 
106.6 
106.9 
107.4 
100.0 
102.0 
103.4 
104.5 
106.2 
108.3 
110.0 
112.5 
115.4 
115.9 
117.2 
119.7 
122.0 
123.9 
124.9 
125.3 
125.9 
  92.3 
  94.2 
  95.5 
  96.5 
  98.1 
100.0 
101.6 
103.9 
106.6 
107.0 
108.2 
110.5 
112.6 
114.4 
115.3 
115.7 
116.2 
  85.7 
  87.4 
  88.6 
  89.6 
  91.0 
  92.5 
  93.9 
  96.1 
  98.6 
  98.9 
100.0 
102.1 
104.1 
105.7 
106.6 
106.9 
107.4 
Um insbesondere die im Zusammenhang mit den Standardindizes entstehenden Probleme bei Ein-Perioden-
Vergleichen zu überwinden, wird in der Fachliteratur von einigen Autoren die Verwendung sogenannter 
Kettenindizes propagiert, die aus der Verkettung von Ein-Perioden-Indizes entstehen. 
D−4.8 Kettenindex  
Es sei 1+s,sI  ein Ein-Perioden-Index (vom Laspeyres-, Paasche-, Fisher-Typ oder dergleichen), dessen 
Zeitbasis s und Wägungsschema mit der Folge ,...,,s 210=  wechselt. 1+s,sI  misst die Indexentwicklung 
zwischen zwei aufeinanderfolgenden Messzeitpunkten. Die Verknüpfung der Indexzahlen 1+s,sI  gemäß 
 ( ) t,t,,t, I...III
K
121100 −⋅⋅⋅=  ( ),...,,t 210=  
heißt Kettenindex.  
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Die Befürworter von Kettenindizes sehen in der laufenden Aktualisierung der Indexgewichtung eine 
gegenüber Standardindizes verbesserte Anpassung an sich wandelnde wirtschaftliche Strukturen. Da 
weiterhin die Gewichtsänderung fortlaufend geschehe, sei der Einfluss einzelner Neubasierungen auf die 
Indexmessung gering und führe zu keinen entscheidenden Verzerrungen. Letztere Annahme wird von den 
Gegnern der Berechnung von Kettenindizes bestritten. 
Beispiel 
B−4.7 Deutscher Aktienindex – DAX. 
Aktienindizes sollen kurzfristig, repräsentativ und im Zeitablauf vergleichbar über Markt-
entwicklungen im Aktienhandel informieren. Der meist beachtete Index in Deutschland ist der 
DAX, der die Marktentwicklung der Aktien von 30 der größten und umsatzstärksten an der 
Frankfurter Wertpapierbörse (FWB) notierten Aktiengesellschaften beschreibt. Er wird neben 
einer Reihe anderer Indizes (MDAX, HDAX, TecDAX, etc.) von der Trägergesellschaft der FWB, 
der Deutsche Börse AG, ermittelt. Die durch die Finanzmarktkrise 2007-2009 beeinflusste recht 
volatile Entwicklung des DAX im Zeitraum September 2006 bis September 2011 zeigt die 
Abbildung 4.2. 
 
 Abb. 4.2:  Entwicklung des DAX im Zeitraum 29.09.2006 bis 28.09.2011 (Quelle: http://kurse. 
boerse.ard.de, abgerufen am 28.9.2011) 
Der DAX ist ein modifizierter Laspeyres-Kettenpreisindex. Die Indexwerte werden mit 1000 
multipliziert und als Promillezahlen veröffentlicht. Die Basiszeit mit dem Basiswert 1000 ist der 
30.12.1987. Er wird während der Handelszeit der FWB sekundlich berechnet. Der Index misst die 
Kursentwicklung eines aus 30 verschiedenen Aktien bestehenden Portefeuilles, wobei unterstellt 
wird, dass sämtliche Dividendenzahlungen und Bezugsrechtgewährungen wieder im Portefeuille 
angelegt werden. Die Zusammensetzung des Portefeuilles (Warenkorb) wird vierteljährlich über-
prüft und gegebenenfalls durch Austausch von Aktiengesellschaften verändert. Das Wägungs-
schema wird vierteljährlich aktualisiert, auch dann, wenn die Zusammensetzung des Warenkorbs 
unverändert bleibt. Zwischen zwei Neubasierungsterminen erfolgen mittels Faktoren Korrekturen 
der Gewichte und Kurse nach Dividendenzahlungen und anderen Ausschüttungen, Bezugsrecht-
gewährungen für Stammaktionäre, Kapitalerhöhungen bzw. Kapitalherabsetzungen, Nennwert-
umstellungen, etc. Um Indexsprünge zu vermeiden, wird nach jeder Neubasierung des Index eine 
Verkettung vorgenommen. Die Indexformel für den DAX lässt sich in vereinfachter Form wie 
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folgt notieren: 
 s,
i
s,is,i
i
t,is,it,i
t, DAX
q.p
aq.p
DAX 030
1
30
1
0 ⋅
⋅
=
∑
∑
=
=   mit  100000 =,DAX .  
Weiterhin ist 0 die Basiszeit und t die Berichtszeit. Der jeweils letzte Neubasierungs- und Ver-
kettungstermin ist durch s gekennzeichnet, wobei ts <<0  gilt. Ferner ist t,ip  der Kurs der Aktie 
der Gesellschaft i zum Zeitpunkt t, t,iq  die Anzahl der handelbaren (im Streubesitz befindlichen) 
Aktien der Gesellschaft i zum Zeitpunkt t und s,iq  die Anzahl der handelbaren Aktien der Gesell-
schaft i zum letzten Neubasierungs- und Verkettungstermin. Schließlich ist t,ia  ein Korrektur-
faktor für die Aktie der Gesellschaft i zum Zeitpunkt t zur Adjustierung der Kurse bzw. Mengen 
(siehe oben). Die Korrekturfaktoren werden zu jedem vierteljährlichen Neubasierungs- und 
Verkettungstermin auf den Wert 1 zurückgesetzt. Angaben zur Ermittlung der Korrekturfaktoren 
und zur aktuellen Zusammensetzung des Indexwarenkorbs finden sich z.B. im Leitfaden zu den 
Aktienindizes der Deutschen Börse AG (Deutsche Börse AG 2017). 
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5 Elementare Wahrscheinlichkeitsrechnung 
5.1 Wahrscheinlichkeit 
5.1.1 Zufallsvorgang, Ergebnis, Ereignis 
Wesentliches Anliegen der Wahrscheinlichkeitstheorie, auch Stochastik (griech.: Mutmaßung) genannt, ist 
die mathematische Beschreibung von Zufallserscheinungen und die Analyse von Gesetzmäßigkeiten, die 
ihnen innewohnen.   
Beispiele 
B−5.1 Werfen eines Würfels. 
Ein Würfel wird geworfen. Wird die Seite  des Würfels oben liegen? 
Wir betrachten hier einen Vorgang mit sechs möglichen Ausgängen – den sechs Seiten des 
Würfels. Der Vorgang läuft zwar nach physikalischen Gesetzmäßigkeiten ab, doch sind diese so 
komplex, dass wir außerstande sind, den Ausgang des Wurfes vorherzusagen. Welcher der 
möglichen sechs Ausgänge eintritt, ist Zufall. 
B−5.2 Warten auf einen Bus. 
An einer bestimmten Haltestelle hält alle 10 Minuten ein Omnibus. Eine Person betritt ohne 
Kenntnis der exakten Zeit die Haltestelle. Muss die Person mehr als 5 Minuten auf den nächsten 
Bus warten? 
B−5.3 Stichprobenzug einer Glühbirne. 
Wir ziehen aus einem Produktionslos von Glühbirnen (Grundgesamtheit) blind eine Birne. Ist die 
Birne funktionstüchtig? 
Das Werfen eines Würfels, das Warten auf einen Bus und den Stichprobenzug einer Glühbirne bezeichnet 
man in der Wahrscheinlichkeitstheorie als Zufallsvorgänge. Zu jedem Zufallsvorgang gehören bestimmte 
zufällige Ereignisse, wie der Wurf der Seite  , eine Wartezeit von mehr als 5 Minuten oder der Zug einer 
funktionstüchtigen Glühbirne. Ein zufälliges Ereignis kann im Rahmen eines Zufallsvorgangs eintreten, es 
muss aber nicht eintreten. Unser Ziel wird es im Folgenden sein, 
(i) Gesetzmäßigkeiten, die Zufallsvorgängen innewohnen, zu erkennen, und hierauf aufbauend 
(ii) die „Neigung“ oder die „Chance“ des Eintretens von Ereignissen vorab durch Zahlen, die man 
Wahrscheinlichkeiten nennt, zu messen. 
Damit wir die Gesetzmäßigkeiten von Zufallsvorgängen studieren können, müssen sie bestimmte Eigen-
schaften erfüllen. Konkret legen wir fest: 
D−5.1 Zufallsvorgang, Ergebnis 
Ein Zufallsvorgang oder Zufallsexperiment ist ein Vorgang, dessen Ausgang im Rahmen verschiedener, 
prinzipiell bekannter Möglichkeiten ungewiss ist und der sich unter Einhaltung bestimmter Vorschriften 
beliebig oft (zumindest gedanklich) wiederholen lässt. 
Der nach Ablauf des Vorganges tatsächlich eingetretene Ausgang wird als Ergebnis des Zufallsvorgangs 
bezeichnet.  
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Das mathematische Studium von Zufallsvorgängen erfolgt mit Hilfe dreier wahrscheinlichkeitstheoreti-
scher Konzepte: 
 Ω  - der Ergebnisraum ;      F  - das Ereignisfeld ;      P  - das Wahrscheinlichkeitsmaß . 
Der erste Schritt des Studiums besteht darin, sich einen Überblick über alle denkbaren Ergebnisse zu 
verschaffen.  
D−5.2 Ergebnisraum 
Eine Menge Ω heißt Ergebnisraum eines Zufallsvorgangs, wenn sie jedes mögliche Ergebnis des Vorgangs 
als Element enthält. Weitere Sprechweisen: Grundraum, Stichprobenraum.  
Anmerkung 
In der Mengenlehre bezeichnet man eine Menge, die alle in einem bestimmten Kontext relevanten Objekte 
als Elemente enthält, auch als Raum. 
Beispiele 
B−5.1 Werfen eines Würfels. 
Ω = { } 
B−5.2 Warten auf einen Bus. 
Ω  ist die Menge aller Zeitintervalle zwischen 0 und 10 Min.; wir setzen [ ]10 , 0=Ω . 
B−5.3 Stichprobenzug einer Glühbirne. 
Ω ist die Menge aller Glühbirnen des Produktionsloses; kurz { }N,...,ωω=Ω 1 , wobei iω  die i-te 
Birne symbolisiert. 
Weitere Beispiele 
B−5.4 Zwei Würfel werden geworfen. 
Mögliche Ergebnisse des Zufallsvorgangs sind alle 2-Tupel der Seiten der beiden Würfel. Kenn-
zeichnet man die Seiten vereinfachend durch ihre Augenzahlen 1,2,...,6, so ist der Ergebnisraum 
Ω = { (1,1), (1,2), ... , (6,6) } mit insgesamt 36 Elementen, d.h. |Ω| = 36. 
B−5.5 Ein Würfel wird solange geworfen, bis erstmals drei Sechsen hintereinander auftreten. 
Mögliche Ergebnisse des Zufallsvorgangs sind die Anzahlen n der notwendigen Würfe. Der 
Ergebnisraum ist Ω = {3, 4, 5, 6, ... } = { n |  n ∈ IN  ∧  n ≥ 3 }. 
Die Ergebnisräume der Zufallsvorgänge in obigen Beispielen unterscheiden sich hinsichtlich Struktur, 
Anzahl und Abzählbarkeit ihrer Elemente. 
(i) Unterschiede hinsichtlich der Struktur der Elemente: 
          ω 
  n-Tupel von Objekten  [vgl. B-5.4] einzelne Objekte  [vgl. B-5.1,B-5.2, B-5.3, B-5.5]  
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(ii) Unterschiede hinsichtlich der Anzahl und Abzählbarkeit der Elemente: 
            Ω 
abzählbar viele  [vgl. B-5.1, B-5.3, B-5.4, B-5.5]  nichtabzählbar viele  [vgl. B-5.2]  
Zufällige Ereignisse, im Folgenden kurz Ereignisse genannt, wie der Wurf der Seite   oder eine Wartezeit 
von mehr als 5 Minuten können wir jetzt formal als Teilmengen des Ergebnisraumes Ω eines Zufalls-
experiments auffassen. Die Teilmengen bezeichnen wir mit ,...A,A,A,...,C,B,A 321 . Dies führt auf die 
folgende (vorläufige) Definition: 
D−5.3* Ereignis 
Ein Ereignis A eines Zufallsvorgangs ist eine Teilmenge des Ergebnisraumes Ω, d.h. A ⊂ Ω. Man sagt, ein 
Ereignis A ist bei der Durchführung des Zufallsvorgangs eingetreten, wenn das Ergebnis ω des Vorgangs 
ein Element von A ist, also ω ∈ A. Das Mengensystem F aller zulässigen Ereignisse eines Zufallsvorgangs 
heißt Ereignisfeld. 
Beispiele 
B−5.1 Werfen eines Würfels. 
Für das Ereignis  "Wurf der Seite  "  gilt  A = { } ⊂ Ω = { }. 
B−5.2 Warten auf einen Bus. 
Für das Ereignis  "Wartezeit von mehr als 5 Minuten"  gilt ( ] [ ]10 , 010 , 5 =Ω⊂=A .  
B−5.4 Zwei Würfel werden geworfen. 
Für das Ereignis  "Wurf zweier gleicher Augenzahlen"  gilt  
( ) ( ) ( ){ } ( ) ( ) ( ) ( )}66652111{662211 ,,,,...,,,,,,,...,,,,,,A =Ω⊂= . 
Charakteristikum der Ereignisse ist, dass sie unter den Bedingungen des Zufallsvorgangs eintreten können, 
aber nicht eintreten müssen. Welches Ereignis bei der Durchführung eines Zufallsvorgangs eintreten wird, 
ist Zufall. Von dieser Regel gibt es zwei Ausnahmen. 
Obige Definition ermöglicht es uns, Ereignisse als Mengen zu behandeln und mit Ereignissen genauso wie 
mit Mengen zu operieren. Damit dies sinnvoll möglich ist, müssen wir auch die leere Menge ∅ und Ω 
selbst als Ereignisse zulassen. Diese Ereignisse haben spezielle Namen. 
D−5.4 Unmögliches und sicheres Ereignis 
(i) ∅ ⊂ Ω  heißt das unmögliche Ereignis (∅ tritt sicher nicht ein); 
(ii) Ω Ω⊂  heißt das sichere Ereignis (Ω tritt sicher ein). 
Jedes mehrelementige Ereignis kann als Vereinigungsmenge von einelementige Teilmengen von Ω 
dargestellt werden. 
D−5.5 Elementarereignisse 
Einelementige Teilmengen A = {ω} von Ω heißen Elementarereignisse.  
142 Elementare Wahrscheinlichkeitsrechnung 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
Das Ergebnis ω∈Ω eines Zufallsvorgangs ist von einem Elementarereignis {ω}⊂Ω zu unterscheiden. 
Ergebnisse entstehen erst nach Durchführung eines Experiments, zufällige Ereignisse hingegen existieren 
logisch nur vor der Durchführung. 
D−5.6 Operieren mit Ereignissen 
(i) Gleichheit von Ereignissen 
 Zwei Ereignisse A und B heißen gleich, in Zeichen A = B, wenn gilt: BA ∈ω⇔∈ω . 
(ii) Teilereignis  
 Ein Ereignis A heißt Teilereignis des Ereignisses B, in Zeichen BA ⊂ , wenn gilt: BA ∈ω⇒∈ω . 
Man sagt, dass Ereignis A zieht das Ereignis B nach sich. 
(iii) Komplementärereignis 
 Ist A ein Ereignis, dann ist auch { }A|A ∉ωΩ∈ω=    ein Ereignis und heißt komplementär zu A. Man 
sagt, A  tritt genau dann ein, wenn A nicht eintritt. 
(iv) Durchschnitt 
 Sind A und B Ereignisse, dann ist auch { }BABA ∈ω∧∈ωΩ∈ω=∩  |  ein Ereignis und heißt 
Durchschnitt der Ereignisse A und B. Man sagt, die Ereignisse A und B treten zugleich ein. 
 (v) Disjunkte Ereignisse 
 Zwei Ereignisse A und B heißen disjunkt (unverträglich), wenn gilt: ∅=∩ BA . Man sagt, wenn A 
eintritt, tritt B nicht ein. 
(vi) Vereinigung 
 Sind A und B Ereignisse, dann ist auch { }BABA ∈ω∨∈ωΩ∈ω=∪  |  ein Ereignis und heißt 
Vereinigung der Ereignisse A und B. Man sagt, A oder B tritt ein. 
5.1.2* Ereignisfeld 
Die Definition 5.3* eines Ereignisses ist aus mathematischer Sicht noch unpräzise. Wir haben bisher nur 
festgelegt, dass Ereignisse immer Teilmengen eines Ergebnisraumes sind. Muss aber umgekehrt auch jede 
Teilmenge ein Ereignis sein? Tatsächlich ist es zulässig (in vielen Fällen sogar erforderlich), sich auf 
bestimmte Teilmengen eines Ergebnisraumes zu beschränken. Damit wir später ohne mathematische 
Schwierigkeiten mit Wahrscheinlichkeiten rechnen können, muss allerdings die Auswahl (das Ereignisfeld) 
gewissen Anforderungen genügen. Ein Ereignisfeld ist eine Menge F  von Teilmengen eines Ergebnis-
raumes Ω mit folgenden Eigenschaften: 
(i) F enthält alle direkt interessierenden Ereignisse, einschließlich dem sicheren Ereignis, und 
(ii) F enthält auch alle diejenigen Ereignisse, die sich durch Komplement-, Durchschnitts- und 
Vereinigungsbildung hieraus ergeben. 
Die auf Elemente des Mengensystems angewandten Operationen A , ∩, ∪ liefern immer wieder Elemente 
des Mengensystems als Resultate. Man sagt, F ist unter diesen Operationen abgeschlossen. Die formale 
Definition eines Ereignisfeldes und eines Ereignisses lautet: 
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D−5.7 Ereignisfeld, Ereignis 
(a) Eine Menge F von Teilmengen aus Ω heißt Ereignisfeld oder σ-Algebra über Ω, wenn folgende 
Eigenschaften erfüllt sind: 
 (i) F∈Ω     
 (ii) mit F∈A  gilt auch F∈A  
 (iii) mit A1, A2, A3,..., Ai,... ∈ F   gilt  ( ) F∈∪∪∪∪∪     321 iAAAA . 
(b) Als Ereignis des Zufallsvorgangs bezeichnen wir jetzt eine Teilmenge A von Ω, die in einem 
Ereignisfeld F als Element enthalten ist.  
Anmerkung 
Ist Ω eine beliebige Menge, so bezeichnet man in der Mengenlehre ein System von Teilmengen aus Ω, dass 
die obigen Bedingungen (i) bis (iii) erfüllt, auch als eine σ-Algebra über Ω. Mengentheoretisch ist also ein 
Ereignisfeld F eine σ-Algebra über den Ergebnisraum Ω des betrachteten Zufallsvorgangs. Der wahr-
scheinlichkeitstheoretische Begriff Ereignisfeld und der Begriff σ-Algebra werden meist in Lehrbüchern 
synonym verwendet. 
Folgerungen aus Definition 5.7 
1. Wegen (i) und (ii) ist auch F∈∅=Ω . F enthält auch das unmögliche Ereignis. 
2. Setzen wir z.B. BA,AA == 21   und ∅==== ....AAA 543 , so folgt aus (iii): 
 A, B ∈ F   ⇒  ( ) F∈∪ BA . 
 F enthält alle beliebigen Vereinigungen. 
3. Aus (ii) und (iii) folgt unmittelbar: 
  A1, A2, A3,..., Ai,... ∈ F   ⇒  ( ) F∈∪∪∪∪∪     321 iAAAA . 
 Wegen (ii) gilt weiter: 
 ( ) F∈∪∪∪∪∪     321 iAAAA  . 
 Durch Anwendung des De Morganschen-Gesetzes erhalten wir schließlich: 
 ( )=   321  ∪∪∪∪∪ iAAAA ( ) F∈∩∩∩∩∩     321 iAAAA  . 
 Setzen wir z.B. BA,AA == 21   und Ω==== ....AAA 543 , so folgt: 
  A, B ∈ F    ⇒   ( ) F∈∩ BA . 
 F  enthält alle beliebigen Durchschnitte. 
Beispiele 
B−5.1 Werfen eines Würfels. 
Interessieren wir uns beispielsweise nur für das Ereignis A = { }, dann ist das zugehörige 
Ereignisfeld die Menge  
 F  = { ∅  , Ω , A , A  }  . 
Dies ist das kleinste sinnvolle Ereignisfeld des Zufallsvorgangs. Ausgehend von den Mengen A 
und =Ω { } entsteht es durch wiederholte Komplement-, Durchschnitts- und 
Vereinigungsbildung. Man sagt, F wird durch A und Ω erzeugt.  
144 Elementare Wahrscheinlichkeitsrechnung 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
Interessieren wir uns hingegen für alle sechs Elementarereignisse (alle Seiten des Würfels), dann 
ist das zugehörige Ereignisfeld die Potenzmenge von Ω 
 F  = P(Ω)   
mit ( ) 6426 ==ΩP  Elementen. Dies ist das größte denkbare Ereignisfeld des Zufallsvorgangs. 
Es wird durch die sechs Elementarereignisse und Ω erzeugt.  
B−5.2 Warten auf einen Bus. 
Interessieren wir uns zunächst nur für das Ereignis ( ]10 , 5=A , dann erzeugen wir mit A und 
[ ]10 , 0=Ω  wiederum ein Ereignisfeld der Form 
 F  = { ∅  , Ω , A , A  }  . 
Neben diesem minimalen Feld können eine Vielzahl anderer Ereignisfelder konstruiert werden. 
Es stellt sich hier die Frage: Wie sieht das größte brauchbare Ereignisfeld aus? 
In B−5.2 ist es zunächst naheliegend, ebenfalls sämtliche Teilmengen von Ω als Ereignisse zuzulassen. In 
diesem Fall wäre das Ereignisfeld F die Potenzmenge von Ω, d.h. F  = P(Ω). Es lässt sich zeigen, dass die 
Potenzmenge nur dann ein mathematisch brauchbares Ereignisfeld ist, wenn Ω eine (endliche oder 
unendliche) abzählbare Menge wie in B−5.1 ist. Bei Vorliegen nichtabzählbarer Ergebnisräume (z.B. 
[ ]10 , 0=Ω  oder IR=Ω ) führt die Wahl F  = P(Ω) zu mathematischen Schwierigkeiten: Vereinfachend 
gesprochen treten hier äußerst „ausgefallene“ Teilmengen von Ω auf, denen man nicht Wahrscheinlich-
keiten zuordnen kann, ohne dass die Axiome der Wahrscheinlichkeitstheorie (siehe unten) verletzt werden. 
Eine konstruktive Zuordnung von Wahrscheinlichkeiten wird erst dann möglich, wenn man derartige 
„ausgefallene“ Teilmengen als Ereignisse ausschließt.  
Im Falle IR=Ω  ist die nach dem Mathematiker ÉMILE BOREL (1871−1956) benannte Borelsche σ-Algebra 
B ein geeignetes Ereignisfeld. B wird durch die Menge aller links-offenen Intervalle (a,b] aus der Menge 
IR der reellen Zahlen erzeugt. Es lässt sich zeigen, dass B nicht mit der Potenzmenge von IR übereinstimmt 
und für die Zwecke der Wahrscheinlichkeitsrechnung tauglich ist. 
Die technischen Betrachtungen zu Ereignisfeldern sollen hier nicht weiter vertieft werden. Eine ausführ-
liche Diskussion findet sich z.B. bei Pfanzagl (1988). 
5.1.3 Wahrscheinlichkeitsmaß, Wahrscheinlichkeitsraum 
Bei einem Zufallsvorgang soll jetzt die Chance oder Neigung für das Eintreten eines Ereignisses A∈F durch 
eine Maßzahl P(A) beschrieben werden, die man Wahrscheinlichkeit (probability) des Eintretens von A 
nennt. Mathematisch wird die Wahrscheinlichkeit indirekt durch die Festlegung von gewünschten und als 
zweckmäßig erachteten Eigenschaften definiert (Axiomatisierung). Alle Sätze über Wahrscheinlichkeit 
werden auf diesen Eigenschaften aufgebaut. Die Axiomatisierung erhebt dabei keinen Anspruch das Wesen 
der Wahrscheinlichkeit zu bestimmen. Heute findet die Axiomatik von ANDREI N. KOLMOGOROW 
(1903−1987) allgemeine Anerkennung (Kolmogorow 1933). 
D−5.8 W-Maß, W-Raum 
Eine Abbildung IR:P →F  heißt Wahrscheinlichkeitsmaß (W-Maß), wenn sie die folgenden 
Kolmogorow´schen Axiome erfüllt: 
Axiom 1 P(A)   ≥  0 für alle Ereignisse F∈A     (Nichtnegativitätsaxiom) 
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Axiom 2 P(Ω)  =  1        (Normierungsaxiom) 
Axiom 3 Für jede Folge von paarweise disjunkten Ereignissen A1, A2, A3,... F∈  
  (d.h. Ereignisse mit Ai ∩ Aj = ∅  für alle i≠j) gelte: 
  ( ) ( )∑
∞
=
=∪∪∪
1
3  
i
i21 APAAAP       (σ-Additivität)    
Falls das Ereignisfeld F nur endlich viele Ereignisse enthält, genügt anstelle von Axiom 3 das  
Axiom 3* Für disjunkte Ereignisse A, B F∈  mit A ∩ B = ∅ gelte: 
  ( ) ( ) ( )BPAPBAP +=∪       (Additivität) 
Die reelle Zahl )(AP  heißt Wahrscheinlichkeit des Ereignisses A. 
Das Tripel ),( ,PFΩ  wird als Wahrscheinlichkeitsraum (W-Raum) des Zufallsvorgangs bezeichnet.   
Ist der W-Raum ),( ,PFΩ  eines Zufallsvorgangs bekannt, dann kann jedem beliebigen Ereignis F∈A  die 
Wahrscheinlichkeit )(AP  zugeordnet werden. Die Menge aller Paare ( ))(AP,A  bezeichnet man als Wahr-
scheinlichkeitsverteilung. 
Aus dem Axiomsystem lassen sich alle Rechenregeln für Wahrscheinlichkeiten ableiten. Wichtige Regeln 
sind in Satz 5.1 zusammengefasst. Die Axiome geben allerdings keinen Aufschluss darüber, wie Wahr-
scheinlichkeiten für Ereignisse eines konkreten Zufallsvorgangs tatsächlich bestimmt werden. 
S−5.1 
Es seien ),( ,PFΩ  ein W-Raum und F∈C,B,A  Ereignisse. Dann gilt: 
( )
( )
( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )CBAPCBPCAP
BAPCPBPAPCBAPvi
BAPBPAPBAPv
BPAPBAiv
APAPiii
Pii
APi
∩∩+∩−∩−
∩−++=∪∪
∩−+=∪
≤⇒⊂
−=
=∅
≤≤
                        
)Ereignisse 3für  satz(Additions)(
)Ereignisse 2für  satz(Additions)(
)(Monotonie)(
keit)scheinlich(Gegenwahr1)(
0)(
10)(
 
Beweis 
(ii) Es gilt  ∅ ∪ Ω = Ω  und  ∅ ∩ Ω = ∅. Wegen Axiom 3 erhält man P(∅ ∪ Ω) = P(∅) + P(Ω) .  
Zusammen mit Axiom 2 folgt hieraus  1 = P(∅) + 1  und damit  P(∅) = 0.  
(iii) Es gilt Ω=∪ AA  und ∅=∩ AA . Zusammen mit den Axiomen 2 und 3 folgt 
  ( ) ( ) ( ) ( ) 1=+=∪=Ω APAPAAPP  . 
(iv) Falls A ⊂ B ist, kann B zerlegt werden in ( )ABAB ∩∪= , wobei A und ( )AB ∩  disjunkt sind. Aus 
Axiom 3 folgt hieraus ( ) ( ) ( )ABPAPBP ∩+=  und wegen ( ) 0≥∩ ABP  auch  P(B) ≥ P(A).  
(i) Da immer A ⊂ Ω erfüllt und P(Ω) = 1 ist, folgt (mit B = Ω) die Behauptung direkt aus (iv). 
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(v) Es gilt A∪B = A∪[B\(A∩B)], wobei A und B\(A∩B) disjunkt sind. Wegen Axiom 3 ist somit               
P(A∪B) = P(A) + P(B\(A∩B)). Ferner gilt wegen 
  ( )[ ] ( ) ( )[ ] ( ) ∅=∩∩∩=∩∪∩ BABA\BBBABA\B   und   
 die Beziehung ( )( ) ( ) ( )BPBAPBA\BP =∩+∩  und somit  
     ( ) ( ) ( ) ( )BAPBPAPBAP ∩−+=∪        q.e.d. 
Bei der Interpretation von Wahrscheinlichkeiten ist zu berücksichtigen, dass W-Maße keine injektiven 
Abbildungen sind. D.h., es gilt für zwei Ereignisse  
 ( ) ( )BPAPBA =⇒= , aber es gilt nicht ( ) ( ) BABPAP =⇒= .  
Damit folgt z.B. aus P(A) = 1 nicht zwangsläufig, dass A = Ω gilt. Ebenso folgt aus P(A) = 0 nicht zwangs-
läufig, dass A = ∅ gilt. 
D−5.9 Fast sicheres und fast unmögliches Ereignis 
Ist P(A) = 1 bzw. P(A) = 0, so heißt ein Ereignis F∈A  ein fast sicheres Ereignis bzw. ein fast unmögliches 
Ereignis.  
5.2 Wahrscheinlichkeitskonzeptionen 
Wir gehen jetzt der Frage nach, wie Ereignissen eines Zufallsvorgangs konkrete Wahrscheinlichkeiten 
zugeordnet werden können. Für uns sind zwei Problemlösungsansätze von Bedeutung.  
5.2.1 Gleichmöglichkeitsmodell von Laplace 
PIERRE-SIMON MARQUIS DE LAPLACE (1749−1827) beschäftigte sich mit der Frage, wie Wahrscheinlich-
keiten von Ereignissen modellmäßig festgelegt werden könnten (Laplace 1812). Er untersuchte in diesem 
Zusammenhang Zufallsvorgänge mit endlich vielen möglichen Ausgängen, wobei alle Ausgänge „gleich-
möglich“ sein sollen. Diese Voraussetzungen erfüllen beispielsweise viele Glücksspiele (zumindest nähe-
rungsweise). Übersetzt in ein „modernes“ Vokabular lauten die Voraussetzungen des sogenannten Gleich-
möglichkeitsmodells: 
(i) Es liege ein Zufallsvorgang mit einem abzählbar-endlichem Ergebnisraum vor: 
 }{ 21 N,...,ω,ωω=Ω , ∞<N  . 
 Als Ereignisfeld nehmen wir im Folgenden ( )Ω=PF  an. 
(ii) Die Elementarereignisse { }iω  )1( N,...,i =  seien gleichwahrscheinlich, d.h. sie sind hinsichtlich der 
Unbestimmtheit ihres Eintretens nicht unterscheidbar. 
D−5.10 Laplace-Wahrscheinlichkeit 
Ein Zufallsvorgang erfülle obige Voraussetzungen (i) und (ii). Dann ist für ein beliebiges Ereignis F∈A  
die Laplace-Wahrscheinlichkeit für das Eintreten von A festgelegt durch das Verhältnis 
 ( )
N
AA
AP =
Ω
=  . 
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Speziell folgt für alle Elementarereignisse 
 
N
P i
1
})({ =ω    )1( N,...,i = . 
Beispiele 
B−5.1 Werfen eines Würfels. 
Wir unterstellen einen perfekten (regulären) Würfel. Die Seiten des Würfels seien vereinfachend 
durch ihre Augenzahlen 1,2,...,6 gekennzeichnet. Wegen  6=Ω  ist die Wahrscheinlichkeit des 
Elementarereignisses A = {6} nach Laplace gleich P(A) = 1/6. Für weitere Ereignisse wie B = {5, 
6} oder C = {1, 3, 5} erhält man z.B. 
 ( )
3
1
6
2
==BP  ,    ( )
2
1
6
3
==CP  . 
B−5.6 Lotto 6 aus 49. (Kombinatorisches Problem) 
Aus einer Urne mit 49 durchnummerierten Kugeln werden 6 Kugeln blind und ohne Zurücklegen 
gezogen. Der Ergebnisraum Ω des Zufallsvorgangs enthält 
 13983816
123456
444546474849
6
49
=
⋅⋅⋅⋅⋅
⋅⋅⋅⋅⋅
=





 
verschiedene Ergebnisse. Die Wahrscheinlichkeit „sechs Richtige“ zu tippen, ist nach Laplace 
.139838161  
S−5.2 
Die Laplace-Wahrscheinlichkeiten sind mit den Kolmogorow’schen Axiomen verträglich. 
Beweis 
(i) ( ) 0    0 , ≥=
Ω
⇒≥Ω AP
A
A    für alle F∈A ; 
(ii) ( ) 1=
Ω
Ω
=ΩP  ; 
(iii) ( ) ( ) ( )BPAPBAPBABABA +=∪⇒+=∪⇒∅=∩            für F∈B,A    q.e.d. 
Satz 5.2 ermöglicht es uns, die Rechenregeln für Wahrscheinlichkeiten aus Satz 5.1 auf die in Definition 
5.10 definierten W-Maße anzuwenden. 
Anmerkungen 
(a) Die Annahme der Gleichwahrscheinlichkeit von Elementarereignissen ist oft höchstens näherungs-
weise erfüllt. (Wann ist ein Würfel regulär?) Die Modellwahrscheinlichkeiten liefern dann auch nur 
Approximationen der „tatsächlichen“ Wahrscheinlichkeiten. 
(b) Bei vielen Zufallsvorgängen liegt keine Gleichwahrscheinlichkeit (auch nicht approximativ) und/ 
oder kein abzählbar-endlicher Ergebnisraum vor, so dass das Modell nicht anwendbar ist.  
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5.2.2 Statistische Wahrscheinlichkeit 
Führen wir einen Zufallsvorgang wiederholt durch, so können wir anschließend feststellen, wie häufig ein 
Ereignis A eingetreten ist.  
D−5.11 Häufigkeit eines Ereignisses 
Bei der n-fach wiederholten Durchführung eines Zufallsvorgangs sei ein Ereignis n(A)-fach eingetreten. 
Wir bezeichnen n(A) als die absolute Häufigkeit von A und  
 ( ) ( )
n
An
Ahn =  
als die relative Häufigkeit von A.   
 
S−5.3 
Für die in Definition 5.11 definierten relativen Häufigkeiten von Ereignissen gilt: 
(i) ( ) 10 ≤≤ Ahn  
(ii) ( ) 1=Ωnh  
(iii) ( ) ( ) ( )BhAhBAhBA nnn +=∪⇒∅=∩      .  
(Beweis als Übung) 
Führt man einen Zufallsvorgang unter konstanten Rahmenbedingungen wiederholt unabhängig durch, dann 
kann man immer wieder beobachten, dass die relativen Häufigkeiten ( )Ahn  eines Ereignisses A sich mit 
wachsender Wiederholungszahl n um einen festen Wert stabilisieren. Dieses sogenannte Prinzip der großen 
Zahlen wurde vermutlich erstmalig von GEROLAMO CARDANO (1501−1576) in der Abhandlung Liber de 
ludo aleae (Buch über das Würfelspiel) beschrieben.  
Beispiel 
B−5.1 Werfen eines Würfels. 
Die Wahrscheinlichkeit, dass bei dem Wurf eines regulären Würfels das Ereignis  {6}=A  eintritt, 
beträgt nach dem Gleichmöglichkeitsmodell P(A) = p = 1/6.  
Mit Hilfe eines Zufallszahlengenerators wurden auf einem Computer Würfe eines regulären 
Würfels simuliert. Eine Versuchsserie bestand aus 25000 unabhängigen Würfen. Es wurden 
fortlaufend die relativen Häufigkeiten ( )Ahn  nach n = 1,2,..., 25000 Würfen ermittelt. In der 
oberen Graphik der Abbildung 5.1 sind die Ergebnisse einer Versuchsserie dargestellt. Die untere 
Graphik zeigt die Ergebnisse von acht verschiedenen Serien.  
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 Abb. 5.1: Relative Häufigkeiten geworfener „Sechsen“ in verschiedenen Würfelversuchsserien   
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Die Bedingungen, unter denen sich relative Häufigkeiten von Ereignissen um einen festen Wert stabili-
sieren, untersuchen wir an späterer Stelle mathematisch unter der Überschrift Gesetze der großen Zahlen. 
An dieser Stelle wollen wir lediglich vereinbaren: 
D−5.12 Statistische Wahrscheinlichkeit 
Die statistische Wahrscheinlichkeit für das Eintreten eines Ereignisses A ist die Zahl P(A), um die sich die 
relative Häufigkeit ( )Ahn  bei wachsender Versuchswiederholungszahl n stabilisiert.   
Man muss beachten, dass experimentell oder statistisch ermittelte Wahrscheinlichkeiten in ihrem Wesen 
approximativ sind. Die Zahl P(A) können wir mittels relativer Häufigkeiten nicht sicher bestimmen, 
sondern wir erhalten immer nur einen Näherungs- oder Schätzwert für P(A). 
Beispiel 
B−1.7 Sexualproportion. 
Die Geburt eines Kindes können wir hinsichtlich seines Geschlechts als einen Zufallsvorgang an-
sehen. Aufgrund langjähriger Beobachtung weiß man, dass die Sexualproportion von Jungen- zu 
Mädchengeburten in der Bundesrepublik um den Wert 1.06 schwankt. Der hieraus abgeleitete 
Näherungswert für die Wahrscheinlichkeit des Ereignisses „Mädchengeburt“ (bzw. „Jungen-
geburt“) ist 0.4854 (bzw. 0.5146).  
Anmerkungen 
(a) Das Konzept ist natürlich nur auf Massenphänomene anwendbar. 
(b) Die in den Kolmogorow’schen Axiomen festgelegten Eigenschaften von Wahrscheinlichkeiten sind 
den Eigenschaften relativer Häufigkeiten (vgl. Satz 5.3) weitgehend nachgebildet. 
5.3 Bedingte Wahrscheinlichkeit und Unabhängigkeit 
5.3.1 Bedingte Wahrscheinlichkeit 
Betrachtet sei ein Zufallsvorgang mit dem W-Raum ),( ,PFΩ . Die Zahl P(A) gibt die Wahrscheinlichkeit 
eines Ereignisses F∈A  an. Betrachtet man neben A ein zweites Ereignis F∈B  mit P(B) > 0, dann erhebt 
sich die Frage nach der Wahrscheinlichkeit von A unter der Bedingung, dass B sicher eintreten wird oder 
bereits eingetreten ist. Man beschreibt diese Wahrscheinlichkeit durch eine Maßzahl )( B|AP . Sie wird 
häufig von P(A) verschieden sein, da sie zusätzliche Information über den Zufallsvorgang nutzt. Die 
Bedingung B bewirkt eine Einschränkung des Ergebnisraums Ω: Bezüglich A sind jetzt nur noch die 
Elemente von Ω relevant, die auch Element von B sind. 
 
B
Ω
A
 Abb. 5.2: Venn-Diagramm 
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D−5.13 Bedingte Wahrscheinlichkeit 
Gegeben seien ein W-Raum ),( ,PFΩ  und die Ereignisse F∈B,A  mit P(B) > 0. Dann heißt 
 
( ) ( )
( )BP
BAP
BAP
∩
=
 
die bedingte Wahrscheinlichkeit von A unter der Bedingung B.  
Beispiel 
B−5.8 Einfaches Würfelspiel. 
Die Personen X und Y würfeln um einen Jack-Pot. Wer die höchste Augenzahl wirft, gewinnt. Bei 
Gleichstand gewinnt die Bank. Wir betrachten drei verschiedene Szenarien: 
 (i) X und Y würfeln gleichzeitig; 
 (ii) Y würfelt zuerst und erzielt die Augenzahl 2; 
 (iii) Y würfelt zuerst und erzielt die Augenzahl 6. 
Wie hoch ist jeweils die Gewinnwahrscheinlichkeit für X? 
Wir bezeichnen mit i bzw. j die gewürfelte Augenzahl von X bzw. Y. Der Ergebnisraum des 
Zufallsvorgangs ist ( ){ }6161 | ,...,j;,...,ij,i ===Ω  mit der Mächtigkeit 36=Ω . X gewinnt, falls 
das Ereignis ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }56342414231312 ,,...,,,,,,,,,,,,A =  mit 15=A  eintritt. 
Mit Hilfe des Laplace’schen Gleichmöglichkeitsmodells ermittelt man im Fall (i) folgende 
unbedingte Gewinnwahrscheinlichkeit: 
 ( )
12
5
36
15
==AP . 
Im Fall (ii) würde das Ereignis ( ) ( ) ( ) ( ) ( ) ( ){ }262524232221 ,,,,,,,,,,,B =  sicher eintreten. Der 
Durchschnitt von A und B ist ( ) ( ) ( ) ( ){ }26252423 ,,,,,,,BA =∩ . Es gilt: 
 
( )
6
1
36
6
==BP
  
,  ( )
9
1
36
4
==∩ BAP
  
,  ( ) ( )
( )
.
/
/
BP
BAP
BAP
3
2
61
91
==
∩
=
  
Im Fall (iii) würde das Ereignis ( ) ( ) ( ) ( ) ( ) ( ){ }666564636261 ,,,,,,,,,,,C =  sicher eintreten. Der 
Durchschnitt von A und C ist ∅=∩CA  und somit folgt 
 ( )
6
1
36
6
==CP  , ( ) 0=∩CAP   und  ( )
( )
( )
. 0=
∩
=
CP
CAP
CAP   
Die bedingten Wahrscheinlichkeiten )( B|AP  genügen den Kolmogorow’schen Axiomen. 
S−5.4   
Es seien ),( ,PFΩ  ein W-Raum und F∈B,A  Ereignisse mit P(B) > 0. Dann gilt: 
( ) ( )
( ) ( ) 1
 allefür 0
=Ω
∈≥
BPii
ABAPi F
 
( ) ( ) . 21
11
 disjunkte paarweisefür F∈=





∑
∞
=
∞
=
,...,AABAPBAPiii
i
i
i
i
 
152 Elementare Wahrscheinlichkeitsrechnung 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
Beweis 
(i) Aus F∈B,A  folgt F∈∩ BA und somit P(A∩B) ≥ 0. Wegen der Voraussetzung P(B) > 0 folgt die 
Behauptung. 
(ii) ( )
( )
( )
( )
( )
1==
∩Ω
=Ω
BP
BP
BP
BP
BP     wegen  ΩB ⊂ . 
( )
( )
( )
( )
[ ]
( )
[ ]
( )
( )∑∑
∑
∞
=
∞
=
∞
=
∞
=
∞
=
∞
=
=
∩
=
∩
=






=






∩





=





∩
11
111
1
                                                       
i
i
i
i
i
i
i
i
i
i
i
i
q.e.d.BAP
BP
BAP
BP
BAP
BP
P
BP
BP
BAPiii
BAA 

 
Satz 5.4 sagt aus, dass bedingte Wahrscheinlichkeiten die Axiome der Wahrscheinlichkeitsrechnung 
erfüllen. Somit treffen alle Aussagen für gewöhnliche Wahrscheinlichkeiten auch auf bedingte Wahr-
scheinlichkeiten zu (z.B. Satz 5.1). Zusätzlich besitzen bedingte Wahrscheinlichkeiten weitere interessante 
Eigenschaften. 
S−5.5 Gemeinsames Eintreten zweier Ereignisse (Multiplikationssatz) 
Es seien ),( ,PFΩ  ein W-Raum und F∈B,A  Ereignisse mit P(B) > 0. Dann gilt: 
 ( ) ( ) ( )BPB|APBAP ⋅=∩  .  
Beweis 
Aus Definition 5.13 folgt unmittelbar ( ) ( )
( )
( ) ( ) ( )BPBAPBAP
BP
BAP
B|AP ⋅=∩⇒
∩
=               q.e.d. 
Ist P(A) > 0 können wir auch die bedingte Wahrscheinlichkeit 
 
( ) ( )
( )AP
BAP
ABP
∩
=
 
betrachten. Formen wir um, so erhalten wir ( ) ( ) ( )APABPBAP ⋅=∩  und schließlich  
 ( ) ( ) ( )BPB|APBAP ⋅=∩ ( ) ( )APABP ⋅=   . 
Satz 5.5 ist hilfreich bei der Ermittlung von Wahrscheinlichkeiten für Durchschnitte von Ereignissen, und 
zwar dann, wenn die bedingten Wahrscheinlichkeiten einfacher als die gesuchten Wahrscheinlichkeiten zu 
ermitteln sind. 
Beispiel 
B−5.9 Ziehen aus einer Urne mit vier Kugeln. 
In einer Urne befinden sich zwei weiße und zwei rote Kugeln, die mit Ausnahme der Farbe 
identisch sind. Es werden zwei Kugeln ohne Zurücklegen blind gezogen. Gesucht ist die Wahr-
scheinlichkeit, bei zwei Zügen zwei rote Kugeln zu ziehen.  
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Wir betrachten jetzt das folgende Problem: Die Wahrscheinlichkeiten ( )iA|BP  und ( )iAP  seien für 
m,...,i 1=  bekannt. Gesucht ist für ein beliebiges Ereignis 
k
A  mit mk ≤≤1  die Wahrscheinlichkeit 
( )B|AP k . Eine Antwort auf das Problem liefert der folgende Satz. 
S−5.8 Theorem von Bayes 
Für einen gegebenen W-Raum ),( ,PFΩ  sei A1,A2,...,Am∈F  ein vollständiges System von Ereignissen. 
Ferner sei B∈F ein Ereignis mit P(B) > 0 und es gelte auch P(Ai) > 0 ( m,...,i 1= ). Dann folgt: 
 ( ) ( ) ( )
( ) ( )
 
1
∑
=
⋅
⋅
=
m
i
ii
kk
k
APABP
APABP
BAP    für k = 1,...,m . 
Im Spezialfall m = 2 gilt mit AA =1  und AA =2 : 
 ( ) ( ) ( )
( ) ( ) ( ) ( ) APABPAPABP
APABP
BAP
⋅+⋅
⋅
=  . 
Beweis 
Nach der Definition für bedingte Wahrscheinlichkeiten und Satz 5.5 ist 
 ( ) ( )
( )
( ) ( )
( )
  
BP
APABP
BP
BAP
BAP kkkk
⋅
=
∩
=
 
und wegen Satz 5.7 gilt 
 ( ) ( ) ( )∑
=
⋅=
m
i
ii APABPBP
1
 q.e.d. 
Die unbedingte Wahrscheinlichkeit P(Ak) eines Ereignisses Ak bezeichnet man als a priori Wahrschein-
lichkeit des Eintretens von Ak. Die bedingte Wahrscheinlichkeit P(Ak |B) heißt a posteriori Wahrschein-
lichkeit. Man interpretiert letztere als eine „Verbesserung“ gegenüber der a priori Wahrscheinlichkeit, da 
die Maßzahl P(Ak |B) auf mehr Information über das Eintreten von Ak fußt (gegeben durch die Bedingung 
B) als P(Ak). 
Beispiel 
B−5.10 Produktion elektronischer Bauteile. 
In einem Betrieb werden auf drei Maschinen elektronische Bauteile für Telefonsysteme gefertigt. 
Es liegen folgende Angaben vor: 
 Maschine 1 2 3 
 Produzierte Menge 1000 2000 7000 
 Ausschusswahrscheinlichkeit 0.01 0.03 0.05 
Aus der gut gemischten Gesamtproduktion von 10000 Stück wird zufällig ein Bauteil entnommen. 
Angenommen, dieses Bauteil ist Ausschuss (Ereignis B); auf welcher Maschine wurde es dann 
mutmaßlich gefertigt? 
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Wir betrachten das vollständige Ereignissystem  
 Ai = „Das elektronische Bauteil wurde auf Maschine i produziert“  (i = 1,2,3) . 
Die a priori Wahrscheinlichkeiten der Ereignisse des Zufallsvorgangs sind  
 ( ) 10
10000
1000
1 .AP ==  ,   ( ) 2010000
2000
2 .AP ==   ,   ( ) 7010000
7000
3 .AP ==  . 
Ferner wissen wir 
 ( ) 0101 .A|BP =  ,           ( ) 0302 .A|BP =   ,           ( ) 0503 .A|BP =  . 
Aus Satz 5.7 folgt die Ausschusswahrscheinlichkeit des Bauteils 
 ( ) ( ) ( ) 0420700502003010010
3
1
.......APABPBP
i
ii =⋅+⋅+⋅=⋅= ∑
=
. 
Ferner ist nach Satz 5.8 
 ( )
( ) ( )
( )
02380
0420
1001011
1 ..
..
BP
APA|BP
B|AP =
⋅
=
⋅
=  , 
 ( ) 14290
0420
20030
2 ..
..
B|AP =
⋅
=  und ( ) 83330
0420
70050
3 ..
..
B|AP =
⋅
=  . 
5.3.3 Unabhängigkeit von Ereignissen 
In den Beispielen 5.8 bis 5.10 haben wir gesehen, dass bedingte Wahrscheinlichkeiten von Ereignissen 
größer oder kleiner als die unbedingten Wahrscheinlichkeiten sein können. Im Spezialfall können sie auch 
gleich sein. Dieser Fall ist von zentraler Bedeutung für spätere Ausführungen und soll deshalb hier näher 
untersucht werden. Für zwei Ereignisse legen wir fest: 
D−5.15 Unabhängigkeit zweier Ereignisse 
Gegeben seien ein W-Raum ),( ,PFΩ  und die Ereignisse F∈B,A . Die Ereignisse heißen stochastisch 
unabhängig (voneinander), wenn  
  ( ) ( ) ( ) .  BPAPBAP ⋅=∩  
Gilt ( ) ( ) ( ) BPAPBAP ⋅=∩ , dann folgt sofort 
 
( ) ( )
( )
( ) . AP
BP
BAP
B|AP =
∩
=
 
Die Bedingung B hat somit keinen Einfluss auf die Wahrscheinlichkeit des Ereignisses A. Man sagt daher, 
A ist stochastisch unabhängig von B. Umgekehrt ist wegen  
 
( ) ( )
( )
( )BP
AP
BAP
A|BP =
∩
=
 
B auch stochastisch unabhängig von A. Die Bedingung A beeinflusst die Wahrscheinlichkeit von B ebenfalls 
nicht. Unabhängigkeit ist symmetrisch. Hierbei sei P(B) > 0 bzw. P(A) > 0 vorausgesetzt. 
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Die Definition der Unabhängigkeit soll abschließend auf mehrere Ereignisse verallgemeinert werden. 
D−5.16 Unabhängigkeit mehrerer Ereignisse 
Die Ereignisse A1,A2,...,Am heißen (vollständig) stochastisch unabhängig, wenn für jede beliebige Auswahl 
von ganzzahligen Indizes i1,i2,...,ik mit  
  
( ),...,m,k= miii k 32          1 21 ≤<<<≤   
die Gleichung 
  ( ) ( ) ( ) ( )
kk iiiiii
APAPAPAAAP ⋅⋅⋅=∩∩∩ 
2121
 
erfüllt ist.  
Beispielsweise sind drei Ereignisse A, B, C vollständig unabhängig, wenn gilt: 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )    ,   , CPBPCBPCPAPCAPBPAPBAP ⋅=∩⋅=∩⋅=∩  
                      und ( ) ( ) ( ) ( ) .  CPBPAPCBAP ⋅⋅=∩∩  
Beispiel 
B−5.11 Ziehen aus einer Urne mit vier Papierstreifen. 
In einer Urne befinden sich vier Papierstreifen, auf denen die Ziffern 1,1,0 (Streifen 1), 0,1,1 
(Streifen 2), 0,0,0 (Streifen 3) sowie 1,0,1 (Streifen 4) notiert sind. Wir werden einen Streifen 
blind ziehen und interessieren uns für die Ereignisse A = „die erste (auf den Streifen notierte) 
Ziffer ist eine Eins“, B = „die zweite Ziffer ist eine Eins“ sowie C = „die dritte Ziffer ist eine 
Eins“. Mit Hilfe des Laplace’schen Gleichmöglichkeitsmodells ermittelt man sofort: 
 ( ) ( ) ( )
2
1=== CPBPAP       und      ( ) 0=∩∩ CBAP . 
Die Ereignisse A, B, C sind jeweils paarweise unabhängig, denn es gilt: 
 ( ) ( ) ( )
4
1=⋅=∩ BPAPBAP  , 
 ( ) ( ) ( )
4
1=⋅=∩ CPAPCAP  , 
 ( ) ( ) ( )
4
1=⋅=∩ CPBPCBP  . 
Wegen 
 ( ) 0=∩∩ CBAP ( ) ( ) ( )
8
1
 =⋅⋅≠ CPBPAP  
sind sie jedoch insgesamt abhängig. 
Leseempfehlung für Interessierte 
Rényi (1972): Briefe über die Wahrscheinlichkeit. 
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6.2* Messbarkeit, Induziertes W-Maß 
In den einleitenden Ausführungen über Zufallsvariablen in Abschnitt 6.1 wurden vereinfachend einige 
mathematische Aspekte vernachlässigt. Insbesondere wurde auf eine formale Definition verzichtet. An 
dieser Stelle wird das Versäumte nachgeholt und das Konzept der Zufallsvariable präzisiert. Nicht jede 
Abbildung IRX →Ω :  ist für die Zwecke der Wahrscheinlichkeitsrechnung tauglich. Die Abbildung muss 
die Eigenschaft der Messbarkeit besitzen.  
D−6.1 Zufallsvariable 
Gegeben sei ein Zufallsexperiment mit dem W-Raum ),( ,PFΩ . Eine Abbildung 
 ( )ωω→Ω XIRX    ,  :  
heißt [eindimensionale] Zufallsvariable [über ),( ,PFΩ ], wenn für jede reelle Zahl x die Menge 
 {ω∈Ω  |  X(ω) ≤ x} 
ein Element von F  (d.h. ein Ereignis) ist.  
Ist ω das Ergebnis des Zufallsexperiments, dann heißt der zugehörige Wert X(ω) Realisierung oder Reali-
sation der Zufallsvariablen X.  
Anmerkung 
Die Abbildung muss also so festgelegt sein, dass jede Menge 
 {ω∈Ω | X(ω) ≤ x}   mit   x∈IR 
ein Element des Ereignisfeldes F des Zufallsexperiments ist und damit in den Definitionsbereich des W-
Maßes P des Zufallsexperiments fällt. Man bezeichnet X dann auch als eine messbare Abbildung. Unter 
dieser Bedingung können wir Mengen der Form ( ) ( ){ } IBxXX ⊂≤ωω  |  ebenfalls als Ereignisse auffassen 
und ihnen Wahrscheinlichkeiten zuweisen: 
 ( ) ( ){ }( ) ( ){ }( )xXPxXXP
X
≤ωΩ∈ω=≤ωω  |  | . 
X
P  heißt das von der Zufallsvariablen X induzierte W-Maß.  
In allen bisherigen Beispielen erfüllen bei geeigneter Festlegung des jeweiligen Ereignisfeldes die be-
trachteten Abbildungen X die Messbarkeitsbedingung. Stellvertretend diskutieren wir B−6.3 und B−6.4. 
Beispiele 
B−6.3 Münzspiel. 
Als Ereignisfeld des Zufallsexperiments wählen wir die Potenzmenge von Ω, d.h. F = P(Ω). 
Unsere Abbildung IRX →Ω :  ist dann tatsächlich eine Zufallsvariable im Sinne von D−6.1. Es 
gilt: 
{ω∈Ω | X(ω) ≤ x} = F∈∅  falls x < 0 , 
 = ( ){ } F∈KKK  falls 10 <≤ x  , 
 = ( ) ( ) ( ) ( ){ } F∈ZKK,KZK,KKZ,KKK  falls 21 <≤ x  , 
 = ( ) ( ) ( ) ( ) ( ) ( ) ( ){ } F∈ZZK,ZKZ,KZZ,ZKK,KZK,KKZ,KKK  
  falls 32 <≤ x  , 
 = F∈Ω  falls 3≥x  . 
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Wir fragen jetzt, wie groß die Wahrscheinlichkeit ist, dass ein Spieler höchstens x Euro im Spiel 
gewinnt. Unter Verwendung des Gleichmöglichkeitsmodells ergibt sich  
( ) ( ){ }( )xXXP
X
≤ωω |  = ( )∅
X
P  = ( ) 0=∅P  falls x < 0 , 
 = { }( )0
X
P  = ( ){ }( )
8
1
=KKKP  falls 10 <≤ x  , 
 = { }( )10,P
X
 = ( ) ( ) ( ) ( ){ }( )
8
4=ZKK,KZK,KKZ,KKKP   
  falls 21 <≤ x  , 
 
= { }( )210 ,,PX  = ( ) ( ) ( )
( ) ( ) ( ) ( )
8
7
}) 
 ({
=ZZK,ZKZ,KZZ,ZKK
,KZK,KKZ,KKKP
  
  falls 32 <≤ x  , 
 = { }( )3210 ,,,P
X
 = ( ) 1
8
8 ==ΩP  falls 3≥x  . 
Nach kurzer Überlegung wird klar, dass wir aufgrund obiger Ergebnisse in der Lage sind, allen 
denkbaren Gewinnszenarien Wahrscheinlichkeiten zuzuordnen. So ist z.B. die Wahrscheinlich-
keit des Ereignisses 1 oder 2 Euro zu gewinnen 
 { }( ) { }( ) { }( )
4
3
8
1
8
7
021021 =−=−=
XXX
P,,P,P  , 
und die Wahrscheinlichkeit des Ereignisses genau 3 Euro zu gewinnen ist 
 { }( ) { }( ) { }( )
8
1
8
7
8
8
21032103 =−=−= ,,P,,,PP
XXX
 . 
B−6.4 Stichprobenzug. 
Wir setzen wieder F = P(Ω). Unsere Variable X (= regelmäßige Monatseinkünfte in Euro) genügt 
D−6.1, denn jede Menge  
 {ω∈Ω | X(ω) ≤ x}   mit   x∈IR 
ist offensichtlich ein Element der Potenzmenge von Ω. Wir wollen jetzt fragen, wie wahr-
scheinlich es ist, dass das Einkommen einer zufällig aus dem Stichprobenraum Ω gezogene Person 
eine Einkommensgrenze von x Euro (z.B. x = 5000) nicht übersteigt. Sei  
 A = {ω∈Ω | X(ω) ≤ 5000} . 
Besitzt jedes Element ω von Ω die gleiche Wahrscheinlichkeit gezogen zu werden, dann gilt 
 ( ) ( ){ }( ) ( )
Ω
==≤ωω
A
APXXP
X
5000|  . 
Um die Wahrscheinlichkeit näher bestimmen zu können, müssten wir wissen, wie viele statisti-
sche Einheiten ein Einkommen von höchstens 5000 Euro beziehen. 
Obige Beispiele verdeutlichen den Zusammenhang zwischen dem W-Maß P des W-Raums ),( ,PFΩ  und 
dem durch die Zufallsvariable IR:X →Ω  induzierten W-Maß 
X
P . Im Weiteren betrachten wir aus-
schließlich geeignet definierte Zufallsvariablen und induzierte W-Maße. Wir können deshalb, ohne Miss-
verständnisse befürchten zu müssen, auf die symbolische Unterscheidung von W- Maßen und induzierten 
W-Maßen verzichten und werden die vereinfachenden Schreibvereinbarungen aus Abschnitt 6.1 nutzen.  
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6.3 Verteilungsfunktion 
Eine Konsequenz der Einführung von Zufallsvariablen ist, dass jetzt Wahrscheinlichkeiten von Ereignissen 
mit Hilfe einer reellen Funktion ausgedrückt werden können. Die Funktion können wir als theoretisches 
Analogon zur empirischen Verteilungsfunktion einer Häufigkeitsverteilung auffassen. 
D-6.2 Verteilungsfunktion 
Es sei X eine Zufallsvariable. Dann heißt die Funktion  
 [ ] 1 , 0 : →IRF     mit   ( ) ( ) xXPxFx ≤=  
Verteilungsfunktion der Zufallsvariablen X. Sie ordnet jeder reellen Zahl +∞<<−∞ x  die Wahrschein-
lichkeit ( )xXP ≤  zu.  
Beispiele 
B−6.3 Münzspiel. 
Die Verteilungsfunktion der Zufallsvariablen X 
 ( )








≥
<≤
<≤
<≤
<
=
31
3287
21falls84
1081
00
x
x
x
x
x
xF  
haben wir bereits in Abschnitt 6.1 entwickelt. Es handelt sich um eine monoton wachsende 
Treppenfunktion mit Sprungstellen an den Punkten 0, 1, 2 und 3.  
-3 -2 -1 0 1 2 3 4 5 6
x
2/8
4/8
6/8
0
1F x(  )
 
 
 Abb. 6.3:  Graph der Verteilungsfunktion 
B−6.2 Warten auf einen Bus. 
Die Verteilungsfunktion der Zufallsvariablen X (= Wartezeit in Minuten) lässt sich mit Hilfe 
einiger Plausibilitätsüberlegungen herleiten: Wir wissen, dass X nur Werte im Intervall [0, 10] 
annehmen kann. Somit gilt ( ) 1100 =≤≤ XP  und wegen ( ) 00 =<XP  auch ( ) 110 =≤XP . 
Ferner erscheint es plausibel, dass beispielsweise dem Ereignis xX ≤  mit einem beliebigem 
( ]10 , 0∈x  eine doppelt so große Wahrscheinlichkeit zukommt wie dem Ereignis 2xX ≤ . Also 
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setzen wir die Wahrscheinlichkeit von xX ≤  proportional zu x: 
 ( ) xkxXP ⋅=≤    mit   IRk ∈  . 
Für x = 10 ist nun ( ) 11010 =⋅=≤ kXP , woraus sofort der Proportionalitätsfaktor k = 1/10 folgt. 
Wir erhalten so die Verteilungsfunktion: 
 ( )





≤≤=
10  falls1  
100  falls
0  falls0  
10
1
x >
xx
x<
xF . 
Es handelt sich um eine monoton wachsende stetige Funktion.  
-4 -2 0 2 4 6 8 10 12 14
x
0
0.25
0.5
0.75
1F x(  )
 
 Abb. 6.4:  Graph der Verteilungsfunktion 
Aus den Axiomen der Wahrscheinlichkeitsrechnung ergeben sich folgende Eigenschaften einer Ver-
teilungsfunktion: 
S−6.1  Eigenschaften von Verteilungsfunktionen 
F sei die Verteilungsfunktion einer Zufallsvariablen X. Dann gilt: 
(i) F ist monoton wachsend, d.h.  )()(  2121 xFxFxx ≤⇒< ; 
(ii) ( ) 0=
−∞→
xFlim
x
   und   ( ) 1=
+∞→
xFlim
x
;  
(iii) F ist rechtsstetig, d.h. ( ) ( )0
0
0
xFxF
xx
xx
lim =
>
→
. 
Beweis 
(i) Nach Satz 5.1, Teil (iv) gilt:  A⊂B ⇒ P(A) ≤ P(B) für alle A,B∈F . 
 Es folgt: x1 < x2  ⇒ (X ≤ x1) ⊂ (X ≤ x2) ⇒ P(X ≤ x1) ≤ P(X ≤ x2) . 
(ii) ( ) ( ) ( ) 0=∅=≤=
−∞→−∞→
PxXPlimxFlim
xx
   und   ( ) ( ) ( ) 1=Ω=≤=
+∞→+∞→
PxXPlimxFlim
xx
. 
(iii) Siehe z.B. Fisz (1970, S. 50ff)          q.e.d. 
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Mit Hilfe der Verteilungsfunktion F einer Zufallsvariablen X können die Wahrscheinlichkeiten aller interes-
sierenden Ereignisse eines Zufallsexperiments ermittelt werden. 
S−6.2   
F sei die Verteilungsfunktion einer Zufallsvariablen X und a, b reelle Zahlen mit a < b. Es gilt: 
(i) ( ) ( )aFaXP −=> 1  
(ii) ( ) ( ) ( )aFbFbXaP −=≤<  
(iii) ( )aXP =  =  Höhe des Sprunges von F im Punkt a 
(iv) ( ) ( ) ( )aXPaFaXP =−=<  
(v) ( ) ( ) ( )aXPaFaXP =+−=≥ 1  
(vi) ( ) ( ) ( ) ( )aXPaFbFbXaP =+−=≤≤  
(vii) ( ) ( ) ( ) ( )bXPaFbFbXaP =−−=<<  
(viii) ( ) ( ) ( ) ( ) ( )bXPaXPaFbFbXaP =−=+−=<≤  
 
(Beweis als Übung) 
6.4 Arten von Zufallsvariablen 
Die meisten in praktischen Problemen vorkommenden Zufallsvariablen lassen sich in zwei Klassen ein-
teilen, nämlich in die sogenannten diskreten und die sogenannten stetigen Variablen. Wir betrachten 
zunächst die diskreten Zufallsvariablen. Beispiele haben wir bereits in B−6.1 und B−6.3 kennen gelernt.  
D−6.3 Diskrete Zufallsvariable 
Eine Zufallsvariable X heißt diskret, wenn ihr Bildbereich IB endlich oder abzählbar unendlich viele Werte 
enthält. Wir bezeichnen diese Realisationsmöglichkeiten einfach mit ,...x,x,x 321 . Die Werte nennt man 
auch Sprungstellen und ihre Wahrscheinlichkeiten Sprunghöhen.  
Die zu den Sprungstellen ix  ( ),...,,i 321=  gehörigen Wahrscheinlichkeiten (Sprunghöhen) bezeichnen wir 
im Folgenden mit ( ) ii pxXP == . Für alle reellen IBx ∉  ist offensichtlich ( ) 0== xXP . Die Wahr-
scheinlichkeiten können durch eine Funktion wiedergegeben werden: 
D−6.4 Wahrscheinlichkeitsfunktion 
Es sei X eine diskrete Zufallsvariable. Die Funktion f: IR → [0 , 1] mit  
 ( ) ( )




===
)reellen übrigen  (allesonst 0
)321(  falls
x
...,,,i=x=xp
xXPxf
ii
 
heißt die Wahrscheinlichkeitsfunktion von X. 
Da X bei der Durchführung des Zufallsexperiments stets irgendeinen Wert aus IB annimmt, muss gelten: 
 ∑
i
i   = xf 1)( . 
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Zwischen der Wahrscheinlichkeitsfunktion und der Verteilungsfunktion F(x) einer diskreten Zufalls-
variablen X besteht der Zusammenhang 
 ( ) ∑
≤
=≤=
xx
i
i
xfxXPxF )( )(   , 
wobei die Summation über alle Sprungstellen ix  erfolgt, die die Ungleichung xxi ≤  erfüllen. Ferner gilt 
für beliebige Teilmengen IRB ⊂  
 ( ) ∑
∈
=∈
Bx
i
i
xfBXP )(   . 
Beispiele 
B−6.3 Münzspiel. 
Die Zufallsvariable X ist diskret mit den 4 Sprungstellen 01 =x , 12 =x , 23 =x  und 34 =x . Die 
Wahrscheinlichkeitsfunktion besitzt die Form 
 ( )






=
=
=
 .sonst 0
2=oder  1 falls83
3=oder  0 falls81
xx
xx
xf  
-3 -2 -1 0 1 2 3 4 5 6
x0
4/8
2/8
1/8
3/8
f x(  )
 
 Abb. 6.5:  Graph der Wahrscheinlichkeitsfunktion 
B−6.1 Werfen eines Würfels. 
Die Zufallsvariable X (= Augenzahl beim Wurf eines Würfels) ist diskret mit den 6 Sprungstellen 
11 =x , 22 =x , ... , 66 =x . Falls der Würfel regulär ist, gilt unter Verwendung des 
Gleichmöglichkeitsmodells: 
 ( )



 =
=
.sonst 0
654321 falls61 ,,,,,x
xf  
Die Verteilungsfunktion von X erhalten wir gemäß 
 ∑
≤xx
i
i
xfxF )( = )(  = 






≥
=+<≤
<
. 6  falls1
521mit    1  falls6
1  falls0
x
...,,,iixii
x
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-1 0 1 2 3 4 5 6 7 8
x0
1/6
2/6
f x(  )
 
-1 0 1 2 3 4 5 6 7 8
x0
2/6
4/6
1
F x(  )
 
 Abb. 6.6:  Graph der Wahrscheinlichkeits- und Verteilungsfunktion 
Die Wahrscheinlichkeitsverteilung der Zufallsvariablen X in B−6.1 ist ein Spezialfall eines allgemeineren 
Verteilungsmodells, dass für alle Variablen mit gleichwahrscheinlichen Sprungstellen Gültigkeit besitzt: 
D−6.5 Diskrete Gleichverteilung oder diskrete uniforme Verteilung  
X sei eine diskrete Zufallsvariable mit einer endlichen Anzahl m von Sprungstellen ix  ( )m,...,,i 21=  und 
der Wahrscheinlichkeitsfunktion 
 ( )
( )



 =
=       
.sonst 0
1  falls1 ,...,mi= xx
xf im  
Dann heißt X diskret gleichverteilt (uniform verteilt) mit dem Parameter m. Wir schreiben kurz ( ).mU~X  
Anmerkung 
Im Spezialfall m = 1 spricht man von einer Einpunktverteilung (Grenzfall des Zufälligen). 
In Kapitel 8 werden weitere Verteilungsmodelle für diskrete Zufallsvariablen vorgestellt. Die besonders 
einfache diskrete Gleichverteilung dient bis dahin zur Verdeutlichung von Grundkonzepten, die vorbe-
reitend diskutiert werden.  
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Wir betrachten nun Zufallsvariablen X, die alle (nicht-abzählbar viele) Werte in einem Intervall, wobei auch 
die Menge IR zugelassen ist, annehmen können und die keine Sprungstellen besitzen. Die Verteilungs-
funktionen solcher Variablen sind stetig. Sie werden deshalb als stetig bezeichnet. Ein Beispiel haben wir 
in B−6.2 kennen gelernt. 
D−6.6 Stetige Zufallsvariable, Dichtefunktion 
Eine Zufallsvariable X heißt stetig, wenn eine nicht-negative Funktion ( )xf  (d.h. ( ) 0≥xf  für alle      
IRx ∈ ) existiert, die für jede reelle Zahl x die Gleichung  
 ( ) ( )∫
∞−
=
x
dttfxF  
erfüllt, wobei ( )xXPxF ≤=)(  die Verteilungsfunktion von X ist (t = Integrationsvariable).  
Die Funktion f(x) heißt Dichtefunktion oder kurz Dichte von X.  
Eine Dichtefunktion besitzt die folgenden Eigenschaften. 
S−6.3  Eigenschaften von Dichtefunktionen 
Es sei f die Dichtefunktion einer Zufallsvariablen X mit der Verteilungsfunktion F. Dann gilt: 
(i) ( ) 1=∫
∞
∞−
dxxf ; 
(ii) ( ) =≤< bXaP ∫
b
a
dxxf )(    für beliebige IRb,a ∈  mit ba < ;  
(iii) )()(
)(
xfxF
dx
xdF
=′=    falls f(x) stetig im Punkt x ⇔ F(x) differenzierbar in x. 
Beweis 
(i) Aus Definition 6.6 und Satz 6.1 (ii) erhält man: 
 ( ) ( ) 1==
∞→
∞
∞−
∫ xFlimdxxf x ; 
(ii) Aus Satz 6.2 (ii) folgt: 
 ( ) ( ) ( )aFbFbXaP −=≤<  = ∫∫∫ =−
∞−∞−
b
a
ab
dxxfdxxfdxxf )()()(              q.e.d. 
Anmerkungen: 
(a) In allen Stetigkeitspunkten einer Dichte gilt offenbar 
 
x
xxXxP
lim
x
xFxxF
limxf
xx ∆
∆+≤<
=
∆
−∆+
=
→∆→∆
)()()(
)(
00
  . 
 Somit  ist ( ) ( )xXPxf =≠ . Die Dichte f(x) kann wie folgt interpretiert werden: Für sehr kleines ∆x 
gibt der Ausdruck ( ) xxf ∆⋅  näherungsweise die Wahrscheinlichkeit des  Intervalls ( )xxXx ∆+≤<  
an. 
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(b) Aus der Eigenschaft (ii) in Satz 6.3 folgt für a → b 
 ( ) ( ) 0=== ∫
a
a
dxxfaXP . 
 D.h., ( )aX =  ist für jedes IRa ∈  ein fast unmögliches Ereignis. Bei der Durchführung des 
zugrundeliegenden Zufallsexperiments wird X stets einen Wert annehmen, die Wahrscheinlichkeit 
eines bestimmten Wertes ist jedoch null. Daraus folgt, dass die Wahrscheinlichkeitsverteilung einer 
stetigen Zufallsvariable sich nicht durch Angabe der Einzelwahrscheinlichkeiten (Wahrscheinlich-
keitsfunktion) charakterisieren lässt.  
Beispiel 
B−6.2 Warten auf einen Bus. 
Die Zufallsvariable X besitzt eine überall stetige Verteilungsfunktion 
 ( ) ( )





>
≤≤
<
=≤=
10  falls1  
100  falls
0  falls0 
10
1
x 
xx
x
xXPxF   
und ist somit eine stetige Variable. F(x) ist für alle reellen Zahlen x mit Ausnahme von 0=x  und 
10=x  differenzierbar. Die zugehörige Dichte erhalten wir für alle { }100,/IRx ∈  durch Diffe-
rentiation: ( ) ( )xfxF =′ . Mit der Vereinbarung ( ) ( ) 101100 == ff  gilt: 
 ( )



 ≤≤
=
.sonst 0 
100  falls
10
1 x
xf   
-4 -2 0 2 4 6 8 10 12 14
x
0
0.05
0.1
a b
f x(  )
 
 Abb. 6.7:  Graph der Dichtefunktion 
Die Dichte f(x) ist - wie gefordert - nicht-negativ. Die Fläche unter der Funktion entspricht der 
Fläche des Rechtecks mit der Höhe 1/10 und der Breite 10. Sie ist somit 110
10
1 =⋅ .  
Die Wahrscheinlichkeit eines Ereignisses bXa ≤<  (mit [ ]10 , 0∈b,a ) entspricht der Fläche 
unter f(x) zwischen den Abzissenpunkten x = a und x = b: 
 ( )
1010
1
10
1 abb
a
b
a
xdxbXaP
−===≤< ∫  . 
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Für ba →  strebt die Fläche des Streifens mit der Höhe 1/10 und der Breite b−a gegen null. Da 
im Intervall [0, 10] nichtabzählbar viele Zeitpunkte liegen, muss die Wahrscheinlichkeit eines 
einzelnen Zeitpunkts null sein.  
Die Wahrscheinlichkeitsverteilung von X in B−6.2 ist ein Spezialfall eines allgemeineren Verteilungs-
modells, dass im Folgenden zur Verdeutlichung von Grundkonzepten genutzt werden soll: 
D−6.7 Stetige Gleichverteilung oder Rechteckverteilung 
Eine stetige Zufallsvariable X heißt gleich- oder rechteckverteilt über dem Intervall [ ] IR, ⊂βα , wenn ihre 
Dichte die Form 
 



 ≤≤
= α−β
sonst0   
  falls
)(
1 βxα
xf  
besitzt. Wir schreiben kurz ( )βα,R~X  und bezeichnen α, β als Parameter des Verteilungsmodells.  
Die Wahrscheinlichkeitsverteilung ist das stetige Analogon zur diskreten Gleichverteilung. Setzen wir 
0=α  und 10=β  folgt das Beispiel 6.2 als Spezialfall. Die Verteilungsfunktion der allgemeinen 
Rechteckverteilung besitzt die einfache Form 
 ( ) ( )






β>
β≤≤α
α<
==
α−β
α−
∞−
∫
x
x
x
dttfxF x
x
  falls1  
  falls
  falls0  
 
wegen 
 ( ) β≤≤α=−===
α−β
α−
α−β
α
α−βαα−βα
α−β
∞−
∫∫ xdtdttf
xxxt
xx
für        
1
. 
x
1
β−α
α β
f  x(  )
x
1
α β
F  x(  )
 
Abb. 6.8:  Graph der Dichte- und Verteilungsfunktion einer rechteckverteilten Zufallsvariable 
Anmerkungen 
(a) Man beachte, dass aufgrund der Eigenschaften stetiger Zufallsvariablen stets gilt: 
 P(a < X ≤ b)  =  P(a ≤ X ≤ b)  =  P(a ≤ X < b)  = P(a < X < b) . 
(b) Im Gegensatz zu Wahrscheinlichkeitsfunktionen können Dichtefunktionen Werte größer als eins 
annehmen. Im vorliegenden Fall gilt z.B. f(x) > 1 für alle [ ]βα∈ ,x , falls 10 <α−β<  ist.  
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6.5 Maßzahlen einer Wahrscheinlichkeitsverteilung 
In Kapitel 2 wurden verschiedene Maßzahlen betrachtetet, die jeweils eine spezifische Eigenschaft 
empirischer Häufigkeitsverteilungen wie die Lage, die Streuung oder die Schiefe zahlenmäßig 
kennzeichnen. Analog hierzu werden jetzt Maßzahlen eingeführt, die jeweils eine bestimmte Eigenschaft 
theoretischer Wahrscheinlichkeitsverteilungen beschreiben.  
6.5.1 Mittelwert und Varianz 
Wichtige Kennzahlen einer Wahrscheinlichkeitsverteilung sind der Mittelwert und die Varianz. Bevor die 
Kennzahlen definiert werden, wird zunächst der Erwartungswertoperator eingeführt. Hierbei gehen wir von 
der Transformation ( )XgY =  einer Zufallsvariablen X aus, wobei IRIRg → :  eine beliebige stetige 
Funktion symbolisiert. Die Größe Y ist – ebenso wie X – eine Zufallsvariable. 
D−6.8 Erwartungswertoperator 
Es sei X eine Zufallsvariable und IRIRg → :  eine beliebige stetige Funktion. Dann heißt die reelle Zahl 
 ( )[ ]
( )









=
∫
∑
∞
∞−
ist  stetig  falls)()(
ist 21 len Sprungstelden mit diskret   falls)()(
 =
Xdxxfxg
,...,ixXxfxg
XgE
i
i
ii
 
Erwartungswert von ( )Xg .  E wird Erwartungswertoperator bezeichnet. 
Im Falle der Identitätsfunktion ( ) XXg =  folgt aus D−6.8 der Erwartungs- oder Mittelwert von X. 
D−6.9 Mittelwert, Erwartungswert 
Es sei X eine Zufallsvariable mit der Wahrscheinlichkeits- bzw. Dichtefunktion )(xf . Dann heißt die reelle 
Zahl 
 
 ( )
( )









⋅
=⋅
=
∫
∑
∞
∞−
ist stetig  falls)(
ist 21 len Sprungstelden mit diskret   falls)(
 
Xdxxfx
,...,ixXxfx
XE
i
i
ii
 
Erwartungswert von X oder Mittelwert (der Wahrscheinlichkeitsverteilung) von X. Es ist auch die Schreib-
weise ( ) µ=XE  üblich. 
Der Mittelwert µ beschreibt das Lagezentrum einer Wahrscheinlichkeitsverteilung. Im Falle einer diskreten 
Zufallsvariablen X ist µ das gewogene arithmetische Mittel aller Sprungstellen ix  von X mit deren 
Einzelwahrscheinlichkeiten iii pxXPxf === )()(  als Gewichte. Ist X stetig, dann erfolgt – grob 
gesprochen – eine Mittelung mit der Dichte von X als Gewichtsfunktion.  
Im Falle ( ) ( )2µ−= XXg  erhalten wir aus D−6.8 die Varianz von X. 
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D−6.10 Varianz und Standardabweichung 
Es sei X eine Zufallsvariable mit der Wahrscheinlichkeits- bzw. Dichtefunktion )(xf  und dem Mittelwert 
µ. Dann heißt die (nicht-negative) reelle Zahl 
( )[ ]2µ−XE
( )
( )









⋅−
=⋅−
=
∫
∑
∞
∞−
ist  stetig  falls)(
ist )21( len Sprungstelden mit diskret   falls)(
 
2
2
Xdxxfμx
,...,ixXxfμx i
i
ii
 
Varianz (der Wahrscheinlichkeitsverteilung) von X.  Es ist auch die Schreibweise ( ) [ ]2)( µ−= XXVar
2σ=  üblich. Var wird als Varianzoperator bezeichnet. Die Quadratwurzel der Varianz 
 σ=σ2  
heißt Standardabweichung (der Wahrscheinlichkeitsverteilung) von X. 
Die Varianz und die Standardabweichung sind Maßzahlen für die Streuung einer Verteilung um ihr 
Lagezentrum µ. Die Standardabweichung besitzt im Gegensatz zur quadratischen Varianz die gleiche 
Maßeinheit wie die Werte der Zufallsvariablen X. 
Beispiele 
B−6.3 Münzspiel.  
Die durchschnittliche Gewinnerwartung eines Spielers bei unserem Münzspiel beträgt 
 ( ) µ===⋅+⋅+⋅+⋅=⋅= ∑
=
51
8
12
8
1
3
8
3
2
8
3
1
8
1
0)(
4
1
.xfxXE
i
ii  
Euro pro Spiel. Die Varianz und die Standardabweichung sind 
 
( ) ( )
( ) ( ) ( ) ( )
  ,   ...
....
xfμxXVar
i
ii
] Euro [750
8
6
50
8
2
51
8
1
513
8
3
512
8
3
511
8
1
510
)(
2222
2222
4
1
2
σ==⋅+⋅=
⋅−+⋅−+⋅−+⋅−=
⋅−= ∑
=
 
 .  ] Euro [  8660750 .. ≅=σ  
B−6.5 Diskrete Gleichverteilung. 
Es sei ( )mU~X  mit den Sprungstellen ix  ( )m,...,i 1= . Mittelwert und Varianz der Verteilung 
von X sind 
 ( ) µ==⋅=⋅= ∑∑∑
===
m
i
i
m
i
i
m
i
ii xmm
xxfxXE
111
11
)(  
 und ( ) ( ) 2
1
2
11
2 11)( σx
m
x
m
xfμxXVar
m
i
m
j
ji
m
i
ii =







−=⋅−= ∑ ∑∑
= ==
. 
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Sie entsprechen gerade dem arithmetischen Mittel x  bzw. der empirischen Varianz 2s~  der 
Sprungstellen von X.  
Für die Verteilung der Zufallsvariablen X = „Augenzahl beim Wurf eines regulären Würfels“ gilt 
im Spezialfall (mit ixi = ) 
 ( ) 53
6
21
6
1 6
1
.iXE
i
=== ∑
=
     und     ( ) ( ) 66912
6
517
53
6
1 6
1
2 .
.
.iXVar
i
==−= ∑
=
 . 
Der Mittelwert lässt sich hier wie folgt interpretieren: Bei einer sehr großen Anzahl wiederholter 
Würfe, z.B. 1000, wird die Summe aller gewürfelten Augenzahlen etwa =⋅ 531000 .  3500 
betragen.   
B−6.6 Stetige Rechteckverteilung. 
Es sei ( )βα,R~X . Dann gilt 
 
( ) ( )
µ=
β+α
=





−=
⋅=⋅=⋅=⋅=
αβ
⋅
α−β
β
α
α−β
β
α
α−β
β
α
α−β
∞
∞−
∫∫∫
22
2
2
21
2
2111 xxdxdxxdxxfxXE
 
und 
 
( ) ( ) ( ) ( )
( )
. 
12
2
2
12
2
2
σ=
α−β
=
⋅−=µ−= ∫∫
β
α
α−β
β+α
∞
∞−
dxxdxxfxXVar
  
x
1
β−α
α β
f  x(  )
µ  
 Abb. 6.9:  Dichtefunktion und Mittelwert einer rechteckverteilten Zufallsvariable 
Für unser Bus-Beispiel 6.2 ergibt sich mit α = 0 und β = 10 eine durchschnittlich zu erwartende 
Wartezeit und eine Varianz von  
 ( ) 5
2
10
==XE   [ Minuten ] ,      ( ) 338
12
210
.XVar ==   [ Minuten2 ] . 
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Die obigen drei Beispiele weisen eine Gemeinsamkeit auf: Die Zufallsvariablen sind bezüglich ihres Mittels 
µ symmetrisch verteilt. 
D−6.11 Symmetrische Verteilung 
Eine Zufallsvariable X mit der Wahrscheinlichkeits- bzw. Dichtefunktion )(xf  heißt symmetrisch verteilt 
bezüglich einer Zahl c, wenn für alle IRx ∈  gilt: 
 ( ) ( )xcfxcf +=−  . 
 
S−6.4 
Besitzt die Zufallsvariable X mit dem Mittelwert µ eine bezüglich der Zahl c symmetrische Verteilung, 
dann gilt µ=c . 
(ohne Beweis) 
Einige wichtige Eigenschaften von Erwartungswerten, die wir im Folgenden ausgiebig nutzen werden, 
enthält der folgende Satz. 
S−6.5 Eigenschaften des Erwartungswertoperators 
Es sei X eine Zufallsvariable und 21  , , ccc  seien beliebige reelle Konstanten. Dann gilt: 
(i) ( ) ccE =  ; 
(ii) ( ) ( )XEcXcE ⋅=⋅  ; 
(iii) ( ) ( )[ ] ( )[ ] ( )[ ]XgEcXgEcXgcXgcE 22112211 ⋅+⋅=⋅+⋅  . 
Beweis 
Die Zufallsvariable X sei stetig (diskreter Fall analog). 
(i) Setze ( ) cXg = , dann folgt:  
 ( )[ ] ( ) ( ) ( ) ccdxxfcdxxfccEXgE =⋅=⋅=⋅== ∫∫
+∞
∞−
+∞
∞−
1  ; 
(ii) Setze ( ) XcXg ⋅= , dann folgt:  
 ( )[ ] ( ) ( ) ( ) ( )XEcdxxfxcdxxfxcXcEXgE ⋅=⋅⋅=⋅⋅=⋅= ∫∫
+∞
∞−
+∞
∞−
 ; 
(iii) Setze ( ) =Xg ( ) ( )XgcXgc 2211 ⋅+⋅ , dann folgt: 
 ( )[ ] ( ) ( )[ ] =⋅+⋅= XgcXgcEXgE 2211 ( ) ( )[ ] ( )∫
+∞
∞−
⋅+⋅ dxxfxgcxgc 2211  
               ( ) ( ) ( ) ( ) =⋅+⋅= ∫∫
+∞
∞−
+∞
∞−
dxxfxgcdxxfxgc 2211 ( )[ ] ( )[ ]XgEcXgEc 2211 ⋅+⋅   q.e.d. 
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Eine erste Anwendung des Satzes 6.5 ist der nachfolgende Verschiebungssatz, der die Berechnung der 
Varianz von X wesentlich erleichtert. 
S−6.6 Verschiebungssatz der Varianz 
Sei X eine Zufallsvariable mit ( ) µ=XE  und ( ) 2σ=XVar . Dann gilt: 
 ( ) ( ) 2222 )()( µ−=−= XEXEXEXVar . 
Beweis 
Aus Satz 6.5 folgt unmittelbar 
 
( ) ( )[ ] ( )
( ) 2222
222
)(2)(
2
µ−=µ+µ−=
µ+µ−=µ−=
XEXEXE
XXEXEXVar
   
q.e.d. 
Beispiel 
B−6.6 Stetige Rechteckverteilung. 
Wir wissen 
 ( )
2
β+α
=XE . 
Ferner ist 
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. 
3333
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3333
1
3
1
211222
α−β
α−β
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
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

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⋅=⋅=
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Mit Hilfe des Verschiebungssatzes 6.6 erhalten wir 
 
( )
( ) ( )
1243
)()()(
2233
22 α−β=
β+α
−
α−β
α−β
=−= XEXEXVar  . 
6.5.2 Momente einer Wahrscheinlichkeitsverteilung 
Mittelwert und Varianz sind spezielle Momente einer Wahrscheinlichkeitsverteilung. Analog zu den 
empirischen Momenten von Häufigkeitsverteilungen in Kapitel 2.4.1 legen wir hier fest: 
D−6.12 Momente 
Es sei X eine Zufallsvariable. Der Erwartungswert von ( ) kXXg =  mit k = 1,2,3,... , also 
 ( )









⋅
⋅
∫
∑
∞
∞−
,ist   stetig  falls)(
istdiskret   falls)(
 =E
Xdxxfx
Xxfx
X
k
i
i
k
i
k  
heißt das Moment k-ter Ordnung (der Wahrscheinlichkeitsverteilung) von X. 
Das Moment 1. Ordnung entspricht natürlich gerade dem Mittelwert ( ) µ=XE . 
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D−6.13 Zentrale Momente 
Es sei X eine Zufallsvariable. Der Erwartungswert von ( ) ( )kXXg µ−=  mit k = 1,2,3,... , also 
 ( )[ ]
( )
( )









⋅µ−
⋅−
µ−
∫
∑
∞
∞−
,ist   stetig  falls)(
istdiskret   falls)(
 =E
Xdxxfx
Xxfμx
X
k
i
i
k
i
k  
heißt das zentrale Moment k-ter Ordnung (der Wahrscheinlichkeitsverteilung) von X. 
Das 2. zentrale Moment entspricht gerade der Varianz ( ) ( ) 22 ][ σ=µ−= XEXVar  von X.  Die zentralen 
Momente lassen sich immer durch „gewöhnliche“ Momente ausdrücken, was die Ermittlung zentraler 
Momente i.d.R. stark vereinfacht. Ein Beispiel hierfür liefert der Verschiebungssatz 6.6. 
D−6.14 Schiefemomentenkoeffizient 
Es sei X eine Zufallsvariable. Die auf dem zentralen Moment 3-ter Ordnung basierende Maßzahl 
 
( )
3
3 ][
σ
µ−
=
XE
γM  
heißt Schiefemomentenkoeffizient (der Wahrscheinlichkeitsverteilung) von X. 
Den Beispielen 6.3, 6.5 und 6.6 lagen symmetrische Wahrscheinlichkeitsverteilungen zugrunde. Später 
betrachten wir auch eine Reihe asymmetrischer (schiefer) Verteilungen. Der Schiefemomentenkoeffizient 
M
γ  ist das wahrscheinlichkeitstheoretische Analogon zum empirischen Schiefemomentenkoeffizienten 
M
g  aus Definition 2.21. Er erlaubt die Quantifizierung der Schiefe einer Wahrscheinlichkeitsverteilung. 
Im Falle einer symmetrischen Verteilung gilt ( ) 0][ 3 =µ−XE  und daher 0=γ
M
. Für 0<γ
M
 ist die 
Verteilung linksschief und für 0>γ
M
 rechtsschief. Je größer der Betrag ||
M
γ  der Kennzahl ist, umso 
schiefer ist die Verteilung.  
Anmerkung 
Der Erwartungswert einer Zufallsvariablen X oder einer Funktion g(X) der Zufallsvariablen muss nicht im 
jeden Fall existieren. Es gibt Fälle, bei denen die Summe bzw. das Integral in D−6.8 nicht bestimmbar ist.  
6.5.3 Quantile  
Neben den Momenten dienen auch die Quantile als Kenngrößen von Wahrscheinlichkeitsverteilungen. 
D−6.15 Quantile, Median, Quartile 
Jede reelle Zahl [ ]px , die für eine vorgegebene Zahl p mit 10 << p  die Ungleichungen 
 [ ] pxXP p ≥≤ )(      und    [ ] p xXP p −≥≥ 1)(  
beide erfüllt, heißt p-Quantil oder (p⋅100)%-Punkt (der Wahrscheinlichkeitsverteilung) der Zufalls-
variablen X. Im Fall eine stetige Zufallsvariable vereinfacht sich die Bedingung zu 
 [ ] [ ]  )()( pxFxXP pp ==≤ . 
[ ]px  muss nicht eindeutig bestimmt sein.  
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D−6.15 Fortsetzung… 
Das 0.5-Quantil (50%-Punkt) heißt Median und wird als Lagemaß einer Verteilung genutzt.  
Die 0.25- und 0.75-Quantile (25%- und 75%-Punkte) heißen unteres bzw. oberes Quartil.  
Anmerkung 
Bei sogenannten Konfidenzintervallen und statistischen Tests werden wir später Quantile als sogenannte 
kritische Werte gebrauchen. 
Beispiele 
B−6.3 Münzspiel. 
Der Median der diskreten Zufallsvariablen ist nicht eindeutig bestimmt. Jedes [ ] [ ]2 , 150 ∈.x  erfüllt 
die beiden Ungleichungen 
 [ ]( ) [ ]( ) 50501     und     50 5050 ..xXP.xXP .. =−≥≥≥≤ . 
B−6.6 Stetige Rechteckverteilung. 
Für den Median einer Rechteckverteilung gilt 
 [ ]
[ ]
50)(
50
50 .
x
xF
.
. =α−β
α−
=  , 
woraus folgt: 
 [ ] 250
β+α
=.x  . 
Der Median ist aufgrund der Symmetrie der Verteilung mit dem Mittel µ der Verteilung identisch.  
x
α β
F  x(  )
1
0.5
x[0.5]
 
 Abb. 6.10:  Verteilungsfunktion und Median einer rechteckverteilten Zufallsvariable 
B−6.7 Betaverteilung. 
Betrachtet sei eine stetige Zufallsvariable X mit der Dichte 
 ( )
( )



 <<−
=
,sonst 0
0  falls
3
6
bxxbx
xf b   
wobei der Parameter b der Verteilung eine positive reelle Konstante ist, z.B. b = 2. Die Verteilung 
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der Zufallsvariable ist ein Spezialfall der sogenannten Betaverteilung. Leiten Sie die Verteilungs-
funktion, den Mittelwert, die Varianz und den Median der Zufallsvariablen her.  
(Lösung als Übung) 
B−6.8 Exponentialverteilung. 
Betrachtet sei eine stetige Zufallsvariable X mit der Dichte 
 ( )



 ≥λ
=
λ−
,sonst 0
0  falls xe
xf
x
 
wobei λ eine positive reelle Konstante ist, z.B. λ = 2. Die Zufallsvariable X heißt exponential-
verteilt mit dem Parameter λ, kurz ( )λEx~X . Leiten Sie die Verteilungsfunktion, den Mittelwert 
und die Varianz sowie den Median der Zufallsvariablen her.  (Lösung als Übung) 
6.5.4 Lineartransformationen von Zufallsvariablen 
Für zahlreiche praktische und theoretische Fragestellungen ist es sinnvoll, Zufallsvariablen funktional 
abzubilden. Von Bedeutung ist insbesondere der einfache Fall der linearen Funktion 
 ( ) XaaXgY 10 +==     mit    IRa,a ∈10  und 01 ≠a  . 
Die Zufallsvariable Y heißt Lineartransformation der Zufallsvariable X. 
Ist die Verteilungsfunktion ( )xF
X
 der Zufallsvariablen X bekannt, dann können wir leicht die Verteilungs-
funktion ( )yF
Y
 der Zufallsvariablen Y ermitteln. Dabei sind zwei Fälle zu unterscheiden. 
(i) 01 >a :   ( ) ( ) ( ) 



=



 ≤=≤+=≤= −
−
1
0
1
0
10 a
ay
a
ay
XY FXPyXaaPyYPyF ; 
(ii) 01 <a :    ( ) ( ) 


 =+



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
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
 <−=

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
 ≥=≤+=
−−−−
1
0
1
0
1
0
1
0 1110 a
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a
ay
a
ay
a
ay
XPFXPXPyXaaPyF XY , 
 wobei für jede stetige Zufallsvariable X stets 0=
1
0 



 =
−
a
ay
XP  gilt. 
Ist X diskret, dann ist auch Y diskret mit der Wahrscheinlichkeitsfunktion 
 ( ) 




=
−
1
0
a
ay
XY
fyf  . 
Ist X stetig, dann ist auch Y stetig mit der Dichte 
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Hierfür können wir auch kurz schreiben 
 ( ) 




=
−
1
0
1
1
a
ay
XY
f
a
yf     für alle   01 ≠a  . 
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Kennen wir bereits den Mittelwert und die Varianz von X, dann können wir sofort den Mittelwert und die 
Varianz von Y ermitteln. 
S−6.7 Mittelwert und Varianz lineartransformierter Zufallsvariablen 
Es sei X eine Zufallsvariable mit dem Mittelwert ( )
X
XE µ=  und der Varianz ( ) 2
X
XVar σ= , dann gilt für 
die entsprechenden Momente von XaaY 10 +=  mit 01 ≠a : 
 ( ) ( )XEaaYE 10 +=      bzw.     XY aa µ+=µ 10  , 
 ( ) ( )XVaraYVar 21=        bzw.     
22
1
2
XY
a σ=σ  . 
Beweis 
Für den Mittelwert von Y gilt (vgl. Satz 6.5) 
 ( ) ( ) ( )XEaaXaaEYE 1010 +=+= . 
Weiter ist 
 ( ) [ ] ( )[ ] ( ) ( )[ ]XEXaXEaXaXEaaXaaYEY −=−=+−+=− 1111010 , 
und für die Varianz von Y folgt: 
 
( ) ( )[ ]( ) ( ){ }[ ]( ) ( ){ }( )
( ){ }( ) ( )  q.e.d.XVaraXEXEa
XEXaEXEXaEYEYEYVar
                                                     21
22
1
22
1
2
1
2
=−=
−=−=−=
 
Anmerkung 
Die Varianz ist invariant gegenüber reinen Lagetransformationen der Form XaY += ; d.h.  
 ( ) ( ) ( )XVarXaVarYVar =+= .  
Beispiel 
B−6.2 Warten auf einen Bus. 
Es sei angenommen, dass die Busgesellschaft den Fahrplan ändert: Der Bus erreicht nur noch alle 
15 Minuten die Haltestelle. An die Stelle der bisherigen Zufallsvariable X tritt nun deren Linear-
transformation 
 X.Y 51=    ( 51  , 0 10 .aa == ) . 
Dichte, Mittelwert und Varianz von Y sind 
 ( ) ( )



 ≤≤⇔⋅≤≤⋅=⋅
=⋅=
,sonst 0
150    105101.5 falls
15
1
10
1
51
1
51
1
51
y.y
.f
.
yf
.
y
XY  
 ( ) ( ) 57055151 ...XE.YE =⋅==  [ Minuten ] 
 sowie 
  ( ) ( ) 75183385151 22 ...XVar.YVar =⋅==   [ Minuten2 ]. 
Später wird insbesondere von einer speziellen Lineartransformation Gebrauch gemacht: Die Standardisie-
rung. 
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D−6.16 Standardisierte Zufallsvariable 
Es sei X eine Zufallsvariable mit dem Mittelwert ( ) µ=XE  und der Varianz ( ) 2σ=XVar , dann heißt 
 Z = 
( )
( )XVar
XEX −
      bzw.     Z = 
σ
µ−X
 
die standardisierte Form von X oder einfach standardisierte Zufallsvariable.  
Setzt man σµ−=0a  und σ= 11a , dann lässt sich Z auch in der Form 
 XaaZ 10 +=  
schreiben. Aus Satz 6.7 folgt E(Z) = 0 und Var(Z) = 1.  
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7 Mehrdimensionale Zufallsvariablen und deren Wahr-
scheinlichkeitsverteilungen 
Bei Zufallsexperimenten können mehrere Zufallsvariablen nX,...,X1  gleichzeitig von Interesse sein. Uns 
interessieren insbesondere zwei Situationen: 
(a) Das Zufallsexperiment besteht aus dem zufälligen Ziehen einer statistischen Einheit aus einer Grund-
gesamtheit, die nach mehreren zahlenmäßig darstellbaren Merkmalen befragt wird, z.B. Alter, Größe 
und Gewicht. Man hat es dann mit einer entsprechenden Anzahl von Zufallsvariablen zu tun. 
(b) Das Zufallsexperiment setzt sich aus n zufälligen Teilvorgängen zusammen. Jedem Teilvorgang wird 
eine Zufallsvariable iX  ( )n,...,i 1=  zugeordnet. Beispiele für zusammengesetzte Zufallsvorgänge 
sind  
• der Wurf n unterscheidbarer Würfel; jedem Würfel wird eine Zufallsvariable zugeordnet. 
• das zufällig Ziehen n erwerbstätiger Bundesbürger und deren Befragung nach ihrem Einkommen; 
jedem Zug wird eine Zufallsvariable zugeordnet und das jeweils erfragte Einkommen als Realisa-
tion dieser Zufallsvariable aufgefasst. 
Mehrere Zufallsvariablen fasst man zweckmäßigerweise zu einem Vektor zusammen. 
7.1 Zufallsvektor und gemeinsame Verteilungsfunktion 
D−7.1 Zufallsvektor, Gemeinsame Verteilungsfunktion 
Mit nX,...,X1  seien 2≥n  Zufallsvariablen über demselben W-Raum ),( ,PFΩ  bezeichnet. Das n-Tupel 
 












=
nX
X
X

2
1
X  
heißt n-Zufallsvektor. Der Zufallsvektor X ordnet einem Ergebnis ω∈Ω des zugrundeliegenden 
Zufallsvorgangs ein n-Zahlentupel  
 ( )
( )
( )
( )
n
n
IR
X
X
X
∈












ω
ω
ω
=ω

2
1
X  
zu, das als Realisation von X bezeichnet wird. 
Die Funktion [ ] 1 , 0  : →nIRF  der n reellwertigen Veränderlichen nx,...,x1  mit  
 ( ) ( ) ( )( ) ( )nnnnn x,X,xXPxXxXP,x,xF n,X,X ≤≤≡≤∩∩≤=  111111  
heißt Verteilungsfunktion des Zufallsvektor X oder gemeinsame Verteilungsfunktion der Zufallsvariablen 
nX,...,X1 .     
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Aus den Axiomen der Wahrscheinlichkeitsrechnung ergeben sich die folgenden Eigenschaften einer 
Verteilungsfunktion. 
S−7.1 Eigenschaften der Verteilungsfunktion 
[ ] 1 , 0  : →nIRF  sei die Verteilungsfunktion eines n-Zufallsvektors X. Dann gilt: 
(i) ( )nx,,xF nX,,X  11  ist in jeder Variable xi monoton wachsend, d.h. 
    ( ) ( ) ijx,x,F,x,Fxx jiiii ≠=≤⇒<   allefür  const.mit       1010  ; 
(ii) ( )nx,,xF nX,,X  11   ist in jeder Variable xi  rechtsstetig, d.h. 
           ( ) ( ) ijx,x,F,x,Flim jii
xx
xx
ii
ii
≠==
>
→
  allefür  const.mit        
0
0
0
 ; 
(iii)   ( ) 0 11 =−∞→ nx,,xFlim nX,,Xix
    (i=1,2,...,n)     und    ( ) 1,, 1,,11
=
∞→
∞→ n
xxFlim
nXX
nx
x


. 
(ohne Beweis) 
Mit Hilfe der Verteilungsfunktion können die Wahrscheinlichkeiten aller mit einem Zufallsvektor im 
Zusammenhang stehenden Ereignisse ausgedrückt werden. Vereinfachend betrachten wir im Folgenden 
vorwiegend den Spezialfall 2=n . Die meisten Konzepte können ohne Probleme auf den allgemeinen            
n-dimensionalen Fall übertragen werden. Einen 2-Zufallsvektor schreiben wir  
 )( ′=




= Y,X
Y
X
X    
und seine Verteilungsfunktion 
 ( ) ( )yx,YXPx,yF
X,Y
≤≤= . 
An der Stelle by,ax ==   gibt 
X,Y
F  die Wahrscheinlichkeit an, dass der Vektor sich in dem in Abbildung 
7.1a schraffierten Bereich (einschließlich des oberen und des rechten Randes) realisiert. Mit Hilfe von 
X,Y
F  
lassen sich auch die Wahrscheinlichkeiten weiterer Ereignisse ermitteln. So gilt z.B. für reelle a, b, c, d mit 
ba <  und dc <  (vgl. Abbildung 7.1b): 
 ( ) ( ) ( ) ( ) ( )a,cFb,cFa,dFb,dFdYb, cXaP
XYXYXYXY
+−−=≤<≤< . 
(a)
x
y
(a,b)´
        
(b)
(b,d)´(a,d)´
(a,c)´ (b,c)´
a b
c
d
x
y
 
Abb. 7.1:  Darstellung zweidimensionaler Ereignisse als Flächen in einer Ebene 
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7.2 Diskrete und stetige Zufallsvektoren 
D−7.2 Diskreter Zufallsvektor, Wahrscheinlichkeitsfunktion 
Ein 2-Zufallsvektor )( ′= Y,XX  heißt diskret, wenn er endlich oder höchstens abzählbar unendlich viele 
Vektoren ( ) 2IR∈ωX  als Werte annehmen kann. Wir schreiben diese Realisationsmöglichkeiten ( )ωX  
im Folgenden vereinfachend  
 





j
i
y
x
  mit i = 1,2,3,... und  j = 1,2,3,... . 
Die zu solchen Paaren gehörigen Wahrscheinlichkeiten bezeichnen wir mit 
 ( ) ijji pyY,xXP === . 
Die für alle 2)( IRy,x ∈′  definierte Funktion ( )y,xf
XY
 mit 
 ( ) ( )


 ========
sonst0
2121  falls ,...),,... ; j,  (iy,yxxp
yx,YXPx,yf jiij
X,Y
 
heißt Wahrscheinlichkeitsfunktion des Zufallsvektors oder gemeinsame Wahrscheinlichkeitsfunktion der 
Zufallsvariablen X, Y.  
Zwischen der Wahrscheinlichkeitsfunktion ( )y,xf
XY
 und der Verteilungsfunktion ( )y,xF
XY
 besteht der 
Zusammenhang: 
 ( ) ( )yx,YXPx,yF
X,Y
≤≤= ∑ ∑
≤ ≤xx yy
ji
i j
Y,X
y,xf )(  = . 
Ferner gilt  
 1)( =∑∑
i j
ji y,xf Y,X , 
wobei über alle Wertepaare summiert wird, für die ( )y,xf
XY
 nicht null ist. 
Beispiel 
B−7.1 Ziehen aus einer Urne mit vier Kugeln (Fortsetzung des Beispiels 5.9). 
Aus einer Urne mit zwei weißen und zwei roten Kugeln werden zwei Kugeln hintereinander blind 
gezogen. Das Zufallsexperiment setzt sich aus zwei Teilvorgängen zusammen, denen wir jeweils 
eine Zufallsvariable zuordnen können. Wir definieren die dichotomen Variablen 
 X = „Anzahl der roten Kugeln beim 1. Zug“ 
und Y = „Anzahl der roten Kugeln beim 2. Zug“ . 
Der Zufallsvektor )( ′= Y,XX  kann vier verschiedene Wertepaare )( ′ji y,x  annehmen: 
  




0
0
 , 




0
1
 , 




1
0
  und  




1
1
 . 
Ziehen wir die Kugeln ohne Zurücklegen, dann nimmt die Wahrscheinlichkeitsfunktion ( )y,xf
XY
 
des Zufallsvektors an obigen Sprungstellen )( ′ji y,x  die folgenden Werte an: 
  pij y1 = 0 y2 = 1  
 x1 = 0 1/6 2/6  
 x2 = 1 2/6 1/6  
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Für alle anderen 2)( IRy,x ∈′  ist ( ) 0=y,xf
XY
. Die Verteilungsfunktion des Vektors lautet: 
  ( )y,xF
XY
 y < 0 10 <≤ y  1≥y   
 x < 0  0 0 0  
 10 <≤ x  0 1/6 3/6  
 1≥x  0 3/6 1  
Die Grafen der Funktionen besitzen die folgende Form. 
-1
0
1
2x
-1
0
1
2
y
0
0.1
0.2
0.3
0.4
0.5
f(x,y)
-1
0
1
2x
-1
0
1
2
y
0
0.25
0.5
0.75
1
F(x,y)
 
 Abb. 7.2:  Wahrscheinlichkeits- und Verteilungsfunktion 
Die Entwickelung von ( )y,xf
XY
 und ( )y,xF
XY
 für den Fall, dass die Kugeln mit Zurücklegen 
gezogen werden, sei dem Leser selbst überlassen.  
D−7.3 Stetiger Zufallsvektor, Dichtefunktion 
Ein 2-Zufallsvektor )( ′= Y,XX  heißt stetig, wenn sich die zugehörige Verteilungsfunktion durch ein 
Zweifach-Integral der Form 
 ( ) ∫∫
∞−∞−
=
yx
dtdtt,tfy,xF
Y,XY,X 1221 )(  
darstellen lässt (t1 , t2  = Integrationsvariablen). Hierbei ist ( )y,xf XY  eine für alle 
2)( IRy,x ∈′  definierte 
nicht-negative Funktion und heißt Dichtefunktion des Zufallsvektors oder gemeinsame Dichte der 
Zufallsvariablen X, Y.  
Die Wahrscheinlichkeit eines „Rechtecks“ dYc,bXa ≤<≤<   lässt sich mit Hilfe der Dichtefunktion wie 
folgt angeben: 
 ( ) =≤<≤< dYc,bXaP  ∫ ∫
b
a
d
c
dydx)y,x(f
Y,X
. 
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Analog zum eindimensionalen Fall gilt weiterhin 
 ( ) 1=∫ ∫
∞
∞−
∞
∞−
dydxy,xf
Y,X
. 
Beispiel 
B−7.2 Zweidimensionale stetige Gleichverteilung. 
Der Gleichverteilung über einem Intervall [α , β] aus D−6.7 (Rechteckverteilung) entspricht im 
zweidimensionalen Fall die Gleichverteilung über einem „Rechteck“ im IR2 
  [ ] [ ] 22211  ,  , IRR ⊂βα×βα=  
mit der Dichte 
  ( )



 β≤≤αβ≤≤α
=
.sonst 0
 ,   falls 2211
1 yx
y,xf k
Y,X
 
Hierbei ist die Konstante ( ) ( )2211 α−β⋅α−β=k  der Flächeninhalt des Rechtecks R. Das Zwei-
fach-Integral 
  ( )∫ ∫
∞
∞−
∞
∞−
dydxy,xf
Y,X
 
entspricht dem Rauminhalt eines Quaders mit der Grundfläche k und der Höhe 1/k und ist somit 
gleich 1
1 =⋅
k
k . Die Verteilungsfunktion besitzt die einfache Form 
( ) ∫∫
∞−∞−
=
yx
dtdtt,tfy,xF
Y,XY,X 1221 )(
( )( )






β>β>
β≤≤αβ≤≤α
α−α−
α<α<
=
.  ,   falls1
. ,   falls
 ,   falls0
21
2211
21
21
yx
yx
k
yx
yx
 
x
y
0
0.25
0.5
0.75
1
f(x,y)
α1
β
1
α2
β2
 x
y
0
0.25
0.5
0.75
1
F(x,y)
α1
β1
α2
β2
 
 Abb. 7.3:  Wahrscheinlichkeits- und Verteilungsfunktion der Rechteck-Verteilung 
Anmerkung 
Zufallsvektoren können auch gemischt stetig und diskret sein. Solche Zufallsvektoren sollen hier aber nicht 
behandelt werden. 
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7.3 Randverteilungen von Zufallsvektoren und unabhängige Zufallsvariablen 
Die Verteilungsfunktion ( ) ( )yx,YXPx,yF
X,Y
≤≤=  eines 2-Zufallsvektors )( ′= Y,XX  enthält alle 
Information über die Verteilungsfunktionen der eindimensionalen Zufallsvariablen X und Y. Wir betrachten 
zunächst die Variable X. Ihre eindimensionale Verteilungsfunktion   
 ( ) ( )xXPxF
X
≤=  
gibt die Wahrscheinlichkeiten der Ereignisse xX ≤  für alle IRx∈  an, unabhängig davon, welche Werte 
Y annimmt. Offensichtlich gilt 
 ( ) ( ) ( ) ( ) ( )x,yFlimx,YXPY,xXPxXPxF
X,YX
y ∞→
=∞<≤=≤=≤= beliebig . 
Für den Grenzwert ( )yxFlim
YXy
,
,∞→
 schreiben wir kurz ( )∞,
,
xF
YX
. Analog gilt für Y:  
 ( ) ( ) ( ) ( ),yFy ,YXPyYPyF
X,YY
∞=≤=≤= beliebig . 
D−7.4 Randverteilungsfunktion 
Es sei ( )y,xF
XY
 die Verteilungsfunktion eines Zufallsvektors )( ′= Y,XX . Die Funktionen 
 ( ) ( )∞= x,FxF
X,YX
     bzw.     ( ) ( ),yFyF
X,YY
∞=  
heißen Randverteilungsfunktionen von X bzw. Y bezüglich der gemeinsamen Verteilung von )( ′= Y,XX .  
Wir fragen jetzt nach den Wahrscheinlichkeitsfunktionen bzw. Dichten der Randverteilungen.  
Im Falle eines diskreten Zufallsvektors mit der Wahrscheinlichkeitsfunktion 
 ( ) ( )



 ====
====
sonst0
)2121(  falls ,...,,... ; j,i  y,yxxp
yx,YXPx,yf
jiij
X,Y
 
gilt für die Wahrscheinlichkeitsfunktion der Randverteilung von X 
 ( ) ( )
( )
 
sonst0
21  falls
beliebig 



 ==
===
∑ • ,...,i= xxpp
Y,xXPxf
iiij
jX  
und für die Wahrscheinlichkeitsfunktion der Randverteilung von Y 
 ( ) ( )
( )
 
..,.,j= yypp
y, YX Pyf
jjij
iY



 ==
===
∑ •
.sonst 0
21 falls
beliebig  
Man beachte 
 
( ) ( ) ( )
( )  ,,Y xX P
 y,YxXPy,YxXPy,YxXPp
i
iiii
beliebig
321
==
+==+==+===• 
   
 
( ) ( ) ( )
( ) .y,YX P
....y,YxXPy,YxXPy,YxXPp
j
jjjj
==
+==+==+===•
beliebig
321
  
Ferner gilt: 
 ( ) ( )∞== ∑
≤
,)(
,
xFxfxF
YXXX
xx
i
i
     ,    ( ) ( )y,FyfyF
YXYY
yy
j
j
∞== ∑
≤
,
)( . 
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Im Falle eines stetigen Zufallsvektors verlaufen die Überlegungen entsprechend. Hier gilt für X 
 ( ) ( ) ( )∫ ∫
∞−
∞
∞−
=∞=
x
dtdyy,tfxFxF
YXYXX ,,
, . 
Setzen wir 
 ( ) ( )∫
∞
∞−
= dyy,xfxf
YXX ,
, 
so können wir einfach schreiben 
 ( )∫
∞−
=
x
dttfxF
XX
)( , 
wobei ( )xf
X
 die Dichte der Randverteilung von X ist. Die Funktion  
 ( ) ( )∫
∞
∞−
= dxy,xfyf
YXY ,
    mit     ( ) ( )∫
∞−
=
y
dttfyF
YY
 
ist analog die Dichte der Randverteilung von Y. 
Ist die Verteilungsfunktion ( )x,yF
X,Y
 eines 2-Zufallsvektors )( ′= Y,XX  bekannt, dann können auch die 
Randverteilungsfunktionen ( )xF
X
 und ( )yF
Y
 ermittelt werden. Umgekehrt ist die Kenntnis von ( )xF
X
 
und ( )yF
Y
 im Allgemeinen nicht ausreichend, um ( )x,yF
X,Y
 zu ermitteln. Eine Ausnahme liegt vor, wenn 
die Zufallsvariablen X und Y stochastisch unabhängig sind. 
Zwei Ereignisse A, B wurden in Kapitel 5.3.3 als stochastisch unabhängig voneinander bezeichnet, wenn 
 ( ) ( ) ( )BPAPBAP ⋅=∩    
gilt. Entsprechend heißen zwei Zufallsvariablen X und Y stochastisch unabhängig voneinander, wenn für 
alle reellen Werte x und y gilt: 
 ( ) ( )( ) ( ) ( )yYPxXPyYxXP ≤⋅≤=≤∩≤  . 
Wegen ( ) ( )yx,YXPx,yF
X,Y
≤≤= ( ) ( )( )yYxXP ≤∩≤=  können wir auch schreiben: 
 ( ) ( ) ( )yFxFx,yF
YXX,Y
⋅=   für alle reellen x, y.  
Das Eintreten des Ereignisses yY ≤  liefert keine Information darüber, mit welcher Wahrscheinlichkeit das 
Ereignis xX ≤  eintritt und umgekehrt. Notwendig und hinreichend für Unabhängigkeit ist, dass die 
Wahrscheinlichkeits- bzw. Dichtefunktionen ( )xf
X
, ( )yf
Y
 die folgende Beziehung erfüllen: 
 ( ) ( ) ( )yfxfx,yf
YXX,Y
⋅=   für alle reellen x, y   
Beispiel 
B−7.1 Ziehen aus einer Urne mit vier Kugeln. 
In unserem Urnenbeispiel ergeben sich beim Ziehen ohne Zurücklegen die Wahrscheinlichkeiten 
•ip   bzw. jp•  als Zeilen- bzw. Spaltensummen der Wahrscheinlichkeitstabelle: 
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  pij y1 = 0 y2 = 1 •ip   
 x1 = 0 1/6 2/6 3/6  
 x2 = 1 2/6 1/6 3/6  
 jp•  3/6 3/6 1  
Die Wahrscheinlichkeitsfunktionen der Randverteilungen sind 
 ( )  
sonst 0
10  falls50


=
 , x=.
xf
X
   ,   ( )  
 , y.
yf
Y 

 ==
.sonst 0
10  falls50
 
Ferner gilt an den Sprungstellen )( ′ji y,x  (i = 1,2 ; j = 1,2): 
 ( ) )()( jiji yfxf,yxf YXX,Y ⋅≠ . 
Die Zufallsvariablen X und Y müssen somit stochastisch abhängig sein. 
Werden die Kugeln mit Zurücklegen gezogen, sind X und Y hingegen stochastisch unabhängig. 
Der Nachweis sei dem Leser selbst überlassen. 
Verallgemeinerung 
Im Falle eines n-Zufallsvektors )( 1 ′= nX,...,XX  mit der Verteilungsfunktion nX,...,XF 1
 können n Rand-
verteilungsfunktionen für eindimensionale Zufallsvariablen nX,...,X1  ermittelt werden: 
 ( ) )()( 12111 11 ∞∞=∞<∞<≤= ,...,,xFX,...,X,xXPxF nX,...,XX n  
   
 ( )  )()(
111 nnnnn
x,,...,FxX,X,...,XPxF
nX,...,XnX
∞∞=≤∞<∞<= − . 
D−7.5 Unabhängigkeit von Zufallsvariablen 
Die Komponenten eines n-Zufallsvektors )( 1 ′= nX,...,XX  heißen stochastisch unabhängig, wenn für alle 
reellen Zahlen nx,...,x1  gilt: 
 )()()()(    
2
  
11
 211 nn xFxFxFx,...,xF nXXXnX,...,X
⋅⋅⋅=  . 
Ist dies nicht der Fall, so heißen die Zufallsvariablen stochastisch abhängig.  
 
S−7.2 
Die Komponenten eines n-Zufallsvektors )( 1 ′= nX,...,XX  sind genau dann stochastisch unabhängig, 
wenn für ihre gemeinsame Wahrscheinlichkeitsfunktion bzw. Dichte für alle reellen nx,...,x1  gilt: 
 )()()()(  
2
 
11 211 nn
xf...xfxfx,...,xf
nXXXnX,...,X
⋅⋅= ⋅ . 
 (ohne Beweis) 
7.4 Momente eines Zufallsvektors 
Ebenso wie im eindimensionalen Fall können die Wahrscheinlichkeitsverteilungen mehrdimensionaler 
Zufallsgrößen durch Momente beschrieben werden. Wir beschränken uns weiterhin auf zweidimensionale 
Zufallsvektoren. Zunächst verallgemeinern wir den in D−6.8 eingeführten Erwartungswertoperator.  
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D−7.6 Erwartungswertoperator 
Es sei )( ′= Y,XX  ein 2-Zufallsvektor mit der Wahrscheinlichkeitsfunktion oder Dichte ( )y,xf
XY
  und  
IRIRg →2 :  eine stetige reelle Funktion zweier Variablen. Dann heißt 
 
( )[ ]
( ) ( )









⋅
⋅
=
∫∫
∑∑
∞
∞−
∞
∞−
ist stetig  falls
istdiskret   falls)()(
  
X
X
dydxy,xfy,xg
y,xfy,xg
Y,XgE
Y,X
Y,X
j
jiji
i
 
Erwartungswert von ( )Y,Xg .  
Ähnlich wie in Satz 6.5 beweist man: 
S−7.3 
Es seien )( ′= Y,XX  ein 2-Zufallsvektor und c1, c2 reelle Konstanten. Es gilt 
 ( ) ( )[ ] ( )[ ] ( )[ ]Y,XgEcY,XgEcY,XgcY,XgcE 22112211 ⋅+⋅=⋅+⋅  . 
(Beweis als Übung) 
Wählen wir g nun so, dass ( ) XY,Xg =  gilt, dann folgt 
( )
[ ]
( ) ( ) ( ) [ ]









⋅=








⋅=⋅
⋅=








⋅=⋅
=
∫∫ ∫∫ ∫
∑ ∑∑ ∑∑
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
. Fallstetiger 
Falldiskreter )()()(
dxxfxdxdyy,xfxdydxy,xfx
xfxy,xfxy,xfx
XE
XY,XY,X
XY,XY,X
i i
ii
i j
jii
j
jii
 
Dies ist der Mittelwert der Randverteilung von X. Wir schreiben ( )
X
XE µ= . Analog führt die Wahl 
( ) YY,Xg =  zum Mittelwert ( )
Y
YE µ=  der Randverteilung von Y.  
Setzen wir jetzt ( ) 2)(
X
XY,Xg µ−= , dann erhalten wir 
[ ]
[ ]
( ) ( ) [ ]









⋅µ−=⋅µ−
⋅µ−=⋅µ−
=µ−
∫∫ ∫
∑ ∑∑
∞
∞−
∞
∞−
∞
∞−
. Fallstetiger )()(
Falldiskreter )()()()(
)(
22
22
2
dxxfxdydxy,xfx
xfxy,xfx
XE
XXY,XX
XXY,XX
X
i i
ii
j
jii
 
Dies ist die Varianz der Randverteilung von X. Wir schreiben ( ) 22 ])[(
XX
XVarXE σ==µ− . Analog ist 
( ) 22 ])[(
YY
YVarYE σ==µ−  die Varianz der Randverteilung von Y.  
Wir können natürlich nicht nur Momente von Randverteilungen, sondern auch Momente der gemeinsamen 
Verteilung von X und Y betrachten. Von besonderem Interesse ist hier der Erwartungswert der Funktion 
( ) ( )( )
Y
YXY,Xg x µ−µ−= : 
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( )( )[ ]
[ ]
( ) [ ]









⋅µ−⋅µ−
⋅µ−⋅µ−
=µ−µ−
∫ ∫
∑∑
∞
∞−
∞
∞−
. Fallstetiger )()(
Falldiskreter )()()(
dydxy,xfyx
y,xfyx
YXE
Y,XYX
Y,XYX
YX
i j
jiji
  
D−7.7 Kovarianz, Korrelationskoeffizient 
Es sei )( ′= Y,XX  ein 2-Zufallsvektor. Die Maßzahl 
 ( ) ( )( )[ ]
XYY
YXEY,XCov x σ=µ−µ−=  
heißt Kovarianz der gemeinsamen Verteilung von X und Y. Die normierte Kovarianz 
 ( )
XY
YX
XYY,XCorr ρ=
σ⋅σ
σ
=  
heißt Korrelationskoeffizient von X und Y.   
Kovarianz und Korrelationskoeffizient sind Maße für die lineare Abhängigkeit der Zufallsvariablen X und 
Y. Der Korrelationskoeffizient ist eine normierte Größe, für die stets  
 11 +≤ρ≤−
XY
  
erfüllt ist. Es gilt 1±=ρ
XY
 genau dann, wenn zwischen X und Y der lineare Zusammenhang 
 XaaY 10 +=      mit   01 ≠a  
besteht. Falls 01 >a , ist 1+=ρ XY  und falls 01 <a , ist 1−=ρ XY .  
Wie für die Varianz existiert auch für die Kovarianz eine vereinfachte Berechnungsformel. 
S−7.4 Verschiebungssatz für die Kovarianz 
 ( ) ( ) ( ) ( ) XYYXXYYEXEYXEY,XCov σ=µ⋅µ−µ=⋅−⋅= . 
Beweis 
Die Behauptung folgt direkt aus Satz 7.3: 
 ( ) ( )( )[ ]YYXEY,XCov x µ−µ−=  
                  
( )
( ) ( ) ( ) ( )
( ) ( ) ( )
 XYXYXYYXYXXY
XYXY
XYXY
XYXY
YEXEYXE
EYEXEYXE
YXYXE
µ⋅µ−µ=µ⋅µ+µ⋅µ−µ⋅µ−µ=
µ⋅µ+⋅µ−µ⋅−⋅=
µ⋅µ+⋅µ−µ⋅−⋅=
µ⋅µ⋅+⋅µ−µ⋅−⋅=
  
mit ( ) XYYXE µ=⋅ ,          q.e.d. 
Zwischen der stochastischen Abhängigkeit und der Korrelation von Zufallsvariablen besteht der folgende 
wichtige Zusammenhang. 
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S−7.5 
Wenn die Zufallsvariablen X und Y stochastisch unabhängig sind, dann sind sie auch unkorreliert. 
Beweis 
Die Zufallsvariablen X und Y seien diskret (stetiger Fall analog). Bei stochastischer Unabhängigkeit gilt 
wegen Satz 7.2 
 ( ) ∑∑ ⋅⋅=⋅
i j
jiji y,xfyxYXE Y,X )(  
            ∑∑ ⋅⋅⋅=
i j
jiji yfxfyx YX )()(       [ da )()()( jiji yfxf,yxf YXX,Y ⋅=  ] 
                 ( ) ( )YEXEyfyxfx
j
jj
i
ii YX ⋅=







⋅⋅







⋅= ∑∑ )()( . 
Für die Kovarianz folgt dann unter Anwendung von Satz 7.4 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0=⋅−⋅=⋅−⋅= YEXEYEXEYEXEYXEY,XCov  
und damit ist auch  
 ( ) ( )
( ) ( )
0=
⋅
=
YVarXVar
Y,XCov
Y,XCorr  .      q.e.d. 
Anmerkung 
Die Umkehrung des Satzes 7.5 gilt nicht allgemein! Unkorrelierte Zufallsvariablen können stochastisch 
abhängig sein, denn es kann ein nichtlinerarer Zusammenhang bestehen.   
Beispiel 
B−7.1 Ziehen aus einer Urne mit vier Kugeln. 
In unserem Urnenbeispiel gilt beim Ziehen ohne Zurücklegen  
 ( )
XX
ppxfxXE
i
ii µ==⋅+⋅=⋅= ••∑ 2
1
10)( 21  , 
 ( ) . 
4
1
2
1
4
1
2
1
4
1
2
1
1
2
1
0)()( 22
2
1
2
2
XXX
ppxfxXVar
i
ii σ==⋅+⋅=



 −+




 −=⋅µ−= ••∑  
Analog ergibt sich 
2
1=µ
Y
 und  
4
12 =σ
Y
. Ferner ist 
( ) XYY,X pppppy,xfyxYXE
i j
jiji µ===⋅⋅+⋅⋅+⋅⋅+⋅⋅==⋅ ∑∑ 6
1
11011000)( 2222211211  
und damit  
 
12
1
12
3
12
2
2
1
2
1
6
1
−=−=⋅−=µ⋅µ−µ=σ YXYXY x  
sowie 
 
3
1
4
1
4
1
12
1
−=
⋅
−
=
σ⋅σ
σ
=ρ
YX
XY
XY
 . 
Die Zufallsvariablen X und Y sind somit schwach negativ korreliert. Zeigen Sie, dass 
0=ρ=σ
XYXY
 ist, wenn die Kugeln mit Zurücklegen gezogen werden. 
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7.5 Bedingte Verteilungen 
Im Falle stochastisch abhängiger Zufallsvariablen geben die bedingten Verteilungen der Zufallsgrößen 
nähere Auskunft über die Abhängigkeitsbeziehung. Sie informieren über die Verteilung der einen Variablen 
unter der Nebenbedingung, dass eine andere einen bestimmten Wert als Realisation annimmt. Wir legen 
für den zweidimensionalen Fall fest: 
D−7.8 Bedingte Wahrscheinlichkeitsfunktionen und Dichtefunktionen 
Es sei )( ′= Y,XX  ein 2-Zufallsvektor mit der Wahrscheinlichkeitsfunktion oder Dichte ( )y,xf
XY
 sowie 
den Randfunktionen ( )xf
X
 und  ( )yf
Y
. Dann heißt 
 
( )
( )
( )
( )





>
==
sonst0
0 falls xf
xf
y,xf
  yf X
X
Y,X
xY|X
 
die bedingte Wahrscheinlichkeitsfunktion bzw. Dichte von Y bei gegebenen Wert x von X. Analog ist  
 
( )
( )
( )
( )





>
==
sonst0
0 falls yf
yf
y,xf
  xf Y
Y
Y,X
yX|Y
 
die bedingte Wahrscheinlichkeitsfunktion bzw. Dichte von X bei gegebenen Wert y von Y. 
Ebenso wie die gemeinsame Verteilung und die Randverteilungen eines Zufallsvektors können die 
bedingten Verteilungen Momente besitzen. Von besonderer Bedeutung sind die bedingten Erwartungs-
werte. Wir lernen diese im Kontext der Regressionsanalyse (Kapitel 12) als sog. Regressionsfunktionen 
kennen.  
D−7.9 Bedingte Erwartungswerte 
Es sei )( ′= Y,XX  ein 2-Zufallsvektor mit den bedingten Wahrscheinlichkeitsfunktionen oder Dichten 
( )yf
xx|Y =
  und  ( )xf
yY|X =
. Dann heißt 
 
( )








⋅
⋅
==
∫
∑
∞
∞−
=
=
ist stetig  falls)(
istdiskret   falls)(
  
X
X
dyyfy
yfy
xX|YE
xX|Y
xX|Y
j
jj
 
bedingter Erwartungswert von Y bei gegebenen Wert x von X und 
 
 
( )
( )
( )








⋅
⋅
==
∫
∑
∞
∞−
=
=
ist stetig  falls
istdiskret   falls
  
X
X
dxxfx
xfx
yY|XE
yX|Y
yX|Y
i
ii
 
bedingter Erwartungswert von X bei gegebenen Wert y von Y. 
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Beispiel 
B−7.1 Ziehen aus einer Urne mit vier Kugeln. 
Wir betrachten weiterhin das Ziehen ohne Zurücklegen und untersuchen die bedingten 
Verteilungen von Y. Für den vorliegenden diskreten Zufallsvektor gilt 
 ( )
•
=====
i
ij
ijj p
p
xX|yYP yf
xY|X
)(  ( )21,i,j = . 
Konkret erhalten wir 
 ( )
3
1
21
61
0
0
===  fY|X ,  ( ) 3
2
21
62
1
0
===  fY|X ,  ( ) 3
2
21
62
0
1
===  fY|X ,  ( ) 3
1
21
61
1
1
===  fY|X . 
Die mittlere Anzahl der roten Kugeln beim 2. Zug, wenn beim 1. Zug eine weiße Kugel gezogen 
wurde, beträgt 
 ( )
3
2
3
2
1
3
1
00 =⋅+⋅==X|YE . 
Wurde beim 1. Zug eine rote Kugel gezogen, dann sind beim 2. Zug 
 ( )
3
1
3
1
1
3
2
01 =⋅+⋅==X|YE  
rote Kugeln zu erwarten. Die Untersuchung der bedingten Verteilungen von X sei dem Leser 
überlassen. 
Im Falle stochastisch unabhängiger Zufallsvariablen besitzen bedingte Verteilungen keinen über die 
Randverteilungen hinausgehenden Erkenntniswert. 
S−7.6 Bedingte Verteilungen und Unabhängigkeit 
Die Komponenten des 2-Zufallsvektors )( ′= Y,XX  seien unabhängig, dann gilt 
 ( ) ( )yfyf
YxY|X
==  und ( ) ( )xfxf XyX|Y ==  
für alle reellen x, y. 
Beweis 
Satz 7.6 ergibt sich unmittelbar aus Satz 7.2. Da im Falle der Unabhängigkeit ( ) ( ) ( )yfxfx,yf
YXX,Y
⋅=  
für alle reellen x, y gilt, folgt sofort 
 
( )
( )
( )yf
xf
x,yf
Y
X
X,Y =  bzw.      
( )
( )
( )xf
yf
x,yf
X
Y
X,Y =  q.e.d. 
7.6 Linearkombinationen mehrerer Zufallsvariablen 
Später benötigen wir sehr oft die Mittelwerte und Varianzen von Linearkombinationen mehrerer Zufalls-
variablen 
 ∑
=
=
n
i
ii XaZ
1
     mit     { }01 /IRa,...,a n ∈  .  
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Im Falle zweier Variablen X und Y folgt unmittelbar aus Satz 7.3: 
 ( ) ( ) ( ) ( )
YXZ
aaYEaXEaYaXaEZE µ+µ=+=+==µ 212121  . 
Die Varianz erhält man unter Verwendung von Satz 6.5 und Satz 7.3: 
 
( ) ( ) [ ] [ ]
[ ] ( ) ( )[ ]
( ) ( ) ( ) ( ) ( )[ ]
( )[ ] ( )[ ] ( ) ( ) ( )[ ]
( ) ( ) ( )
. 2
2
2)()(
2)(2)(
2
)()(= 
21
22
2
22
1
21
2
2
2
1
21
222
2
222
1
22
221
22
1
22
221
22
1
2
21
22
221
22
1
2
21
2
21
222
XYYX
Z
aaaa
Y,XCovaaYVaraXVara
YEXEXYEaaYEYEaXEXEa
YEaYEXEaaXEaYEaXYEaaXEa
YEaXEaYaXYaaXaE
YaXaEYaXaEZEZEZVar
σ+σ+σ=
++=
−+−+−=
++−++=
+−++=
+−+=−=σ
 
Sind X und Y unabhängig und damit auch unkorreliert, dann vereinfacht sich der Ausdruck zu 
 222
22
1
2
YXZ
aa σ+σ=σ  . 
S−7.7 
Es seien )( ′= Y,XX  ein 2-Zufallsvektor, 021 ≠a,a  reelle Konstanten und YaXaZ 21 +=  eine Linear-
kombination von X und Y. Dann ist 
 
YXZ
aa µ+µ=µ 21      und     XYYXZ aaaa σ+σ+σ=σ 21
22
2
22
1
2 2 . 
 
Allgemein gilt: 
S−7.8 
Es seien nX,...,X1  Zufallsvariablen und na,...,a1  reelle Konstanten. Dann gilt 
 ( )∑∑ =






=
n
i
ii
n
i
ii XEaXaE
1=1
, 
 ( ) ( )∑∑∑∑
=
≠
===
+=






 n
i
n
ij
j
jijii
n
i
i
n
i
ii X,XCovaaXVaraXaVar
1 11
2
1
.     
Sind die Zufallsvariablen unkorreliert, dann vereinfacht sich der Varianzterm zu 
 ( )i
n
i
i
n
i
ii XVaraXaVar ∑∑
==
=







1
2
1
.  
(Beweis durch vollständige Induktion) 
Beispiel 
B−7.3 Portfolio-Selektion. 
Vom Satz 7.6 bzw. 7.7 macht die auf den amerikanischen Ökonomen und Nobelpreisträger 
HARRY M. MARKOWITZ zurückgehende Portfoliotheorie ausgiebig Gebrauch. Im Rahmen der 
Markowitz’schen Theorie (Markowitz 1952) werden zukünftige Renditen von Finanzanlagen als 
Zufallsvariablen angesehen (Rendite = relative Wertänderung eines Investments pro Zeiteinheit). 
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Der rational handelnde Anleger bewertet alternative Investments auf Basis der erwarteten Rendite 
und der Renditevarianz, wobei letztere das Risiko einer Anlage beschreibt. Bei gleicher Rendite-
erwartung treten bei einem Investment mit großer Renditevarianz hohe Gewinne (aber auch hohe 
Verluste) mit höherer Wahrscheinlichkeit auf als bei einer Anlage mit geringer Varianz. Der 
Investor kann durch die Zusammenstellung mehrerer Anlagen zu einem Anlageportfolio die 
Attraktivität des Portfolios steuern. So kann die Renditevarianz (das Risiko) eines Portfolios 
geringer sein als die Varianzen einzelner Anlagen, und zwar dann, wenn die Renditen der Invest-
ments im Portfolio negativ korreliert sind. Stellt man hingegen Anlagen mit positiv korrelierten 
Renditen zu einem Portfolio zusammen, verstärken sich die Gewinn/Verlust-Chancen. 
X und Y seien die zukünftigen Renditen zweier Aktien von Unternehmen aus der Erdölindustrie 
(X) und der Autoindustrie (Y). Analysten haben ermittelt, dass näherungsweise  
 ( ) 080.XE = , ( ) 2060.XVar = , ( ) 060.YE = , ( ) 2060.YVar =  und ( ) 50.Y,XCorr −=  
gilt. Ein Anleger habe 100000 Euro Kapital und erwägt zwei alternative Anlagestrategien. Im 
ersten Fall invertiert er alles in das 1. Wertpapier (degeneriertes Portfolio). Kennzeichnen wir mit 
K1 den Kapitalrückfluss, so erhalten wir durch Anwendung von Satz 6.7 
 ( )XK +⋅= 11000001 , 
 ( ) ( )( ) 10800008010000010000011000001 =⋅+=+⋅= .XEKE , 
 ( ) ( ) 22221 6000060100000100000 =⋅=⋅= .XVarKVar . 
Das zweite Portfolio setzt sich in gleichen Teilen aus den beiden Wertpapieren zusammen. 
Bezüglich des Kapitalrückflusses K2 können wir gemäß Satz 7.7 feststellen: 
 ( ) ( )YXK +⋅++⋅= 1500001500002 , 
 
( ) ( )( ) ( )( )
,..
YEXEKE
1070000605000008050000100000
1500001500002
=⋅+⋅+=
+⋅++⋅=
 
 
( ) ( ) ( ) ( )
( ) 222222
22
2
3000060060505000020605000006050000
500005000025000050000
=⋅⋅−⋅⋅+⋅+⋅=
⋅⋅⋅+⋅+⋅=
.....
Y,XCovYVarXVarKVar
 
mit 06006050 ...YXXYXY ⋅⋅−=σσρ=σ . 
Sei 100000−= ii KG der Anlagegewinn des i-ten Portfolios. Die Gewinnerwartung ( )=1GE  
8000 ist im ersten Fall um 1000 Euro höher als im zweiten Fall mit ( ) =2GE 7000. Allerdings ist 
die Gewinnvarianz ( ) ( )11 KVarGVar =  beträchtlich größer als ( ) ( )22 KVarGVar = . Grund für 
das geringere Risiko des zweiten Portfolios ist der Risikoausgleich der beiden Aktien: Die Anlage-
renditen X und Y sind negativ korreliert. Ein risikoaverser Anleger wird das zweite Portfolio 
bevorzugen. Unterstellen wir normalverteilte Gewinne (siehe hierzu Kapitel 8.2.2), dann lassen 
sich die folgenden Verlustwahrscheinlichkeiten ermitteln: 
 ( ) 0917001 .GP =<  und     ( ) 0099002 .GP =< . 
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8 Spezielle Wahrscheinlichkeitsverteilungsmodelle 
8.1 Diskrete Verteilungsmodelle 
8.1.1 Binomialverteilung 
Ausgangspunkt der Herleitung der Binomialverteilung ist das nach JAKOB BERNOULLI (1654−1705) 
benannte Bernoulli-Versuchsschema. 
D−8.1 Bernoulli-Experiment, Bernoulli-Versuchsschema 
Ein Zufallsexperiment heißt Bernoulli-Experiment, wenn nur zwei komplementäre Ereignisse A („Erfolg“) 
und A  („Misserfolg“) interessieren, die mit den Wahrscheinlichkeiten ( ) pAP =  bzw. ( ) pAP −= 1  
eintreten können (0 < p < 1). 
Wird ein Bernoulli-Experiment unter konstanten Bedingungen n-mal wiederholt so durchgeführt, dass die 
einzelnen Wiederholungen sich nicht gegenseitig beeinflussen, spricht man von einem Bernoulli-Ver-
suchsschema oder Bernoulli-Prozess. 
Beispiele für Bernoulli-Versuchsschemata sind 
• das n-fache Werfen einer Münze (A = „Zahl“); 
• das n-fache Ziehen mit Zurücklegen von elektronischen Bauteilen aus einem Produktionslos  
 (A = „funktionstüchtiges elektronisches Bauteil“); 
• n Geburten von Säuglingen in einer Klinik (A = „Mädchen“); 
• das n-malige Warten auf einen Bus (A = „Wartezeit von unter 5 Minuten“). 
Jeder Wiederholung des Experiments in einem Bernoulli-Versuchsschema ordnen wir nun eine dichotome 
Zufallsvariable 
 




=
 (Erfolg)eintritt     falls1
  )(Mißerfolgeintritt     falls0
A
A
X i   (i = 1,...,n)  
zu. Aufgrund der Forderungen in Definition 8.1 sind die dichotomen Variablen unabhängig voneinander 
und besitzen alle die gleiche Wahrscheinlichkeitsverteilung. Die zu iX  gehörige Wahrscheinlichkeitsfunk-
tion 
iX
f  lautet 
 ( ) ( ) pXPf iiX −=== 100  ,    ( ) ( ) pXPf iiX === 11  
und 
iX
f (x) = 0 für alle 10,x ≠ . Dies lässt sich kompakter 
 



 =−
=
−
sonst0
10  falls)1(
)(
1 ,xpp
xf
xx
iX
  (i = 1,...,n)  
schreiben. Die Wahrscheinlichkeitsverteilung der Variablen bezeichnet man als Zweipunkt-, Bernoulli- 
oder auch ( )p,B 1 -Verteilung. Die Mittelwerte und Varianzen der Variablen sind für alle i = 1,...,n: 
 ( ) ( ) ( ) pppffXE
iXiXi
=−+=⋅+⋅= 01 101100)( , 
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 ( ) ( ) pffXE
iXiXi
=⋅+⋅= 1100)( 222  
            und  ( ) 1)()(=)( 222 ppppXEXEXVar iii −=−=− . 
Wir interessieren uns jetzt für die Verteilung der Summe dieser Variablen 
 X = nX...X ++1  
    =  „absolute Häufigkeit des Eintretens von A (Anzahl der Erfolge) bei  
          n unabhängigen Wiederholungen eines Bernoulli-Experiments“ . 
Die Zufallsvariable X kann die Werte 0, 1, 2, ..., n annehmen. Die Wahrscheinlichkeit eines Ereignisses  
 xX =      (A tritt bei n Wiederholungen genau x-mal ein) 
lässt sich wie folgt ermitteln: 
Das Ereignis xX =  tritt offensichtlich genau dann ein, wenn x der n Zufallsvariablen iX  den Wert 1 und  
n−x der n Zufallsvariablen iX  den Wert 0 annehmen, wobei die Reihenfolge keine Rolle spielt. Es stehe 
nx,...,x1  für eine bestimmte Anordnung von x „Einsen“ und n−x „Nullen“, z.B.  
 
( )

malmal
0 , ... , 0 , 0 1 , ... , 1 , 1
−−− xnx
,  . 
Wegen der Unabhängigkeit der iX  ist die Wahrscheinlichkeit, dass nn xX,...,xX == 11  mit ..xx += 1  
nx.. +  eintritt, gleich 
 
( ) ( ) ( )
( ) ( )
( ) . 1
1  1
    
11
1111
11
xnx
xxxx
nnnn
pp
pppp
xXPxXPxX,...,xXP
nn
−
−−
−=
−⋅⋅−=
=⋅⋅====


 
Das Ereignis xX =  kann nicht nur auf eine, sondern auf ( )xn  verschiedene Arten (Anordnungen von 
„Nullen“ und „Einsen“) realisiert werden, die alle obige Wahrscheinlichkeit besitzen. Da diese An-
ordnungen sich gegenseitig ausschließen, folgt 
 
( ) ( ) ( )
( )  . 10für                                        1
11P
n,...,,xpp
x
n
pp...ppxX
xnx
xnxxnx
malx
n
=−



=
−++−==
−
−−
−




  
 
D−8.2 Binomialverteilung 
Eine diskrete Zufallsvariable X heißt binomialverteilt mit den Parametern n und p, kurz ( )p,nB~X , wenn 
sie eine Wahrscheinlichkeitsfunktion der Form 
 
( )




 −




=
−
sonst0
,,1,0= falls1
)(
nxpp
x
n
xf
xnx
X

 
besitzt. Dabei gilt INn ∈  und 10 << p . 
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f x(  )
0.2
0
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8
x
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x
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0
0.4
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8
x
 = 8,    = 0.7n p
f x(  )
0.2
0
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Abb. 8.1:  Wahrscheinlichkeitsfunktionen von Binomialverteilungen mit verschiedenen Parameterwerten  
Die Verteilungsfunktion von ( )p,nB~X  ist 
 ( ) ( ) ( )







>
≤≤−= ∑
≤
−
nx
nxppk
n
x
xF
xk
knk
X
  falls1
0  falls1
0<  falls0
  , 
wobei über alle k = 0,1,... ,n summiert wird, die höchstens gleich x sind.  
S−8.1  Mittelwert und Varianz der Binomialverteilung 
Sei ( )p,nB~X . Dann ist ( ) pnXE ⋅=  und  ( ) ( )ppnXVar −⋅⋅= 1 . 
 
Beweis 
Da X als Summe Bernoulli-verteilter Zufallsvariablen iX  darstellbar ist, gilt 
 ( ) nppXEXEXE
n
i
n
i
i
n
i
i =)(
111
∑∑∑
===
==







=  
und (aufgrund der Unabhängigkeit der iX ) 
 ( ) ( )pnpppXVarXVarXVar
n
i
n
i
i
n
i
i −=−==







= ∑∑∑
===
11)()(
111
     q.e.d. 
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Aus obigen Herleitungen folgt unmittelbar die sogenannte Reproduktivität der Binomialverteilung. 
S−8.2  Reproduktivität der Binomialverteilung 
Es seien ( )p,nB~X 1  und ( )p,nB~Y 2  unabhängig. Dann gilt ( )p,nnB~YX 21 ++ .  
(Beweis als Übung) 
Anmerkungen 
(a) Das Bernoulli-Schema entspricht einem Urnenmodell mit Zurücklegen: Eine Menge enthalte N 
Elemente, darunter M Elemente, die eine Eigenschaft A besitzen. Der Menge werde zufällig nach-
einander n Elemente mit Zurücklegen entnommen. Die Wahrscheinlichkeitsfunktion der Binomial-
verteilung mit den Parametern n und p = M/N gibt die Wahrscheinlichkeit dafür an, dass x der 
entnommenen Elemente, die Eigenschaft A besitzen. 
(b) Eine Zufallsvariable ( )p,nB~X  steht für die „zufällige“ absolute Häufigkeit eines Ereignisses A 
bei einem Bernoulli-Schema. Entsprechend steht 
 ∑
=
==
n
i
iXnn
X
Y
1
1
 
 für die relative Häufigkeit von A. n
xY =  tritt offensichtlich genau dann ein, wenn xX =  eintritt. 
Folglich gilt 
 xnx )p(p
x
n
n
x
YP −−



=




 = 1  
 sowie ( ) ( ) p
n
np
n
XE
n
X
EYE ===




=  
 und ( ) ( ) ( ) ( )
n
pp
n
pnp
n
XVar
n
X
VarYVar
−
=
−
==




=
11
22
. 
(c) Anwendung findet die Binomialverteilung beispielsweise in der Stichprobentheorie und der 
statistischen Qualitätssicherung. 
Beispiel 
B−8.1 Ziehen aus einer Urne mit vier Kugeln (Fortsetzung des Beispiels 5.9 / 7.1). 
In einer Urne befinden sich weiterhin zwei weiße und zwei rote Kugeln. Es werden hintereinander 
zwei Kugeln mit Zurücklegen blind gezogen. Gesucht ist die Wahrscheinlichkeit, bei zwei Zügen 
zwei rote Kugeln zu ziehen.  
Wir setzen 2  ,2  4 === nM,N . 1=iX  stehe dafür, dass beim i-ten Zug eine rote Kugel gezogen 
wird. Es gilt 
 ( ) 501 .
N
M
pXP i ====  für   i = 1, 2. 
Ferner sei 21 XXX +=  = „Anzahl roter Kugeln bei 2 Zügen mit Zurücklegen“. Die 
Zufallsvariable X besitzt eine ( ) −50 , 2 .B Verteilung. Wahrscheinlichkeit- und Verteilungs-
funktion der Verteilung weist die nachfolgende Tabelle aus. Die Wahrscheinlichkeit, bei zwei 
Zügen zwei rote Kugeln zu ziehen, ist ( ) 2502 .f = . 
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 x ( )xf  ( )xF  
 0 0.25 0.25 
 1 0.50 0.75 
 2 0.25 1.00 
B−8.2 Mädchengeburten. 
In einer Klinik werden am Tag n = 10 Kinder geboren. Die Wahrscheinlichkeit einer Mädchen-
geburt betrage p = 0.485. Wie groß ist die Wahrscheinlichkeit, dass (a) höchstens 4 geborene 
Kinder Mädchen sind bzw. (b) genau 5 geborene Kinder Mädchen sind? 
Die Anzahl X der Mädchengeburten besitzt eine ( ) −4850 , 10 .B Verteilung. Wahrscheinlichkeits- 
und Verteilungsfunktion weist die weiter unten folgende Tabelle aus. Es gilt: 
          (a)  ( ) ( ) ( ) 4144044
4
0
.xfFXP
x
===≤ ∑
=
 und 
          (b) ( ) ( ) 245055 .fXP ===  . 
 x ( )xf  ( )xF  
 0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
0.0013 
0.0124 
0.0524 
0.1315 
0.2168 
0.2450 
0.1923 
0.1035 
0.0365 
0.0076 
0.0007 
0.0013 
0.0137 
0.0661 
0.1976 
0.4144 
0.6594 
0.8517 
0.9552 
0.9917 
0.9993 
1.0000 
8.1.2 Poisson-Verteilung 
Das nach SIMÉON-DENIS POISSON (1781-1840) benannte Verteilungsmodell wird auch als Verteilung 
seltener Ereignisse charakterisiert. Ausgangspunkt der Herleitung ist folgendes Approximationsproblem:  
Bei einem Bernoulli-Versuchsschema kann die Anzahl n der Wiederholungen sehr groß und gleichzeitig 
die Wahrscheinlichkeit P(A) = p eines Ereignisses A sehr klein sein. Hier bringt es Vorteile, die komplizierte 
Binomialverteilung durch eine einfachere Verteilung zu approximieren. Konkret streben wir die Approxi-
mation der Wahrscheinlichkeitsfunktion 
 ( ) =xf xnx pp
x
n −−



 )1(   für x = 0,1,...,n 
der Zufallsvariable ( )p,nB~X  an, wenn n gegen unendlich und p gegen null strebt, und zwar so, dass 
dabei der Mittelwert pn ⋅  ein konstanter Wert bleibt: 
 ∞→n , 0→p   und  .constpn =λ=⋅  
Wegen ⇔λ=⋅    pn np λ=  ist  
 
x
x
x
n
p
λ
=    ,   ( )
xnxn
xn
nnn
p
−−
−





 λ−⋅




 λ−=




 λ−=− 1111 . 
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Damit gewinnt die Wahrscheinlichkeitsfunktion die Form  
 ( ) =xf
( )
xn
x
x
nnn!xnx!
n! −





 λ−⋅




 λ−⋅
λ
⋅
−
11  
          
( ) ( ) xnx
x nnx!
λ
n
xn...nn −





 λ−⋅




 λ−⋅⋅
+−⋅⋅−⋅
= 11
11
 
          
( ) ( ) xnx
nnx!
λ
n
xn
...
n
n
n
n −





 λ−⋅




 λ−⋅⋅
+−
⋅⋅
−
⋅= 11
11
. 
Da ( ) 111 ==− −−λ
∞→
xx
nn
lim  und ( ) λλ
∞→
=− elim
n
nn
1  gilt, strebt ( )xf  für ∞→n  gegen die Funktion 
 λ−⋅ e
x!
λ x
     für  x = 0,1,2,...  . 
D−8.3 Poisson-Verteilung 
Eine diskrete Zufallsvariable X heißt Poisson-verteilt mit dem Parameter λ, kurz ( )λPo~X , wenn sie eine 
Wahrscheinlichkeitsfunktion der Form 
 ( )





=⋅
λ
=
λ−
sonst0
210 falls ,...,, x e
!xxf
x
 
besitzt. Dabei gilt λ > 0. 
Die Verteilungsfunktion besitzt die Form 
 ( )





≥
λ
⋅
= ∑
≤
λ− 0   falls
0<  falls0
x
!k
e
x
xF
xk
k   
,
 
wobei über alle k = 0,1,2... summiert wird, die höchstens gleich x sind. Ferner gelten die folgenden Sätze. 
S−8.3 Mittelwert und Varianz der Poisson-Verteilung 
Sei ( )λPo~X . Dann ist ( ) ( ) λ== XVarXE . 
 
Beweis 
Für jedes feste n < ∞ und λ=⋅ pn  erhält man aus Satz 8.1 
 ( ) λ=⋅= pnXE    und ( ) ( ) 




 λ−⋅λ=−⋅⋅=
n
ppnXVar 11  . 
Für ∞→n  und .const=λ  folgt ( ) λ=XE  und  Var(X) = λ .   q.e.d. 
S−8.4 Reproduktivität der Poisson-Verteilung 
Seien ( )1λPo~X  und ( )2λPo~Y  unabhängig, dann ist ( )21 λ+λ+ Po~YX .  
(Beweis als Übung) 
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Anmerkung 
Zum ersten Male begegnen wir bei unseren Überlegungen dem Sachverhalt, dass mit Hilfe von Grenz-
betrachtungen gewisse Verteilungen durch andere, unter Umständen einfachere Verteilungen approximiert 
werden können. Von diesen Sachverhalten machen wir später noch vielfach Gebrauch. 
Beispiel 
B−8.3 Annäherung der Binomialverteilung durch die Poisson-Verteilung. 
Ein praktischer Nutzen unserer Betrachtungen ist, dass die Binomialverteilung auch schon bei 
„relativ“ kleinem n durch die Poisson-Verteilung gut angenähert werden kann. Zur Illustration 
gibt die folgende Tabelle auszugsweise die Wahrscheinlichkeitsfunktionen verschiedener Bino-
mialverteilungen mit 1=⋅ pn  sowie die Wahrscheinlichkeitsfunktion der Po(1)-Verteilung an: 
  Binomialverteilung Poisson-
Verteilung 
 x n = 10, p = 1/10 n = 20, p = 1/20 n = 50, p = 1/50 n=100,  p=1/100 λ = 1 
 0 
1 
2 
3 
4 
5 
 
0.349 
0.387 
0.194 
0.057 
0.011 
0.001 
 
0.358 
0.377 
0.189 
0.060 
0.013 
0.002 
 
0.364 
0.372 
0.186 
0.061 
0.015 
0.003 
 
0.366 
0.370 
0.185 
0.061 
0.015 
0.003 
 
0.368 
0.368 
0.184 
0.061 
0.015 
0.003 
 
Eine Faustregel besagt, dass für 50≥n  und 050.p ≤  brauchbare Approximationen erreicht 
werden. 
Die Poisson-Verteilung wird häufig als Modell genutzt, wenn die Zufallsvariable X die Anzahl von Vor-
kommnissen einer bestimmten Art in einem Zeitintervall angibt: 
• Anzahl der im Zeitintervall von 15 Minuten in einer Telefonzentrale eingehenden Anrufe, 
• Anzahl der in einer Stunde aus einem Lager entnommenen Lagergüter, 
• Anzahl der Flugzeugabstürze in einem Monat, etc. 
Beispiel 
B−8.4 Kundenankünfte in einer Warteschlange. 
Kunden betreten zufällig eine Warteschlange, und zwar im Mittel 4 Kunden pro Minute. Wir 
wollen untersuchen, welche Wahrscheinlichkeitsverteilung die Zufallsvariable X = „Anzahl der 
Kundenankünfte in der Warteschlange pro Minute“ besitzt.  
Wir zerlegen das Zeitintervall von einer Minute gedanklich in n Teilintervalle gleicher Länge von 
1/n Minuten. 
0 1
t =   /n∆ 1     
Zeit (Einheit = 1 Minute)
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Die Anzahl n der Teilintervalle wählen wir dabei so groß, dass höchstens ein Kunde pro Teil-
intervall mit sehr geringer Wahrscheinlichkeit p die Schlange betreten wird. Nehmen wir weiter 
an, dass die Kunden die Schlange unabhängig voneinander betreten, dann liegen n unabhängige 
Wiederholungen eines Bernoulli-Experiments vor, und X ist ( )p,nB -verteilt. Da aufgrund der 
getroffenen Annahmen n sehr groß und p sehr klein ist, approximieren wir die ( )p,nB -Verteilung 
durch eine Po(λ)-Verteilung mit 4=⋅=λ pn  (Kunden pro Minute).  
Mit Hilfe des Po(4)-Modells lässt sich jetzt (näherungsweise) die Frage beantworten, wie groß die 
Wahrscheinlichkeiten von x = 0,1,2,... Kundenankünften pro Minute in der Warteschlange sind. 
Die Wahrscheinlichkeitsfunktion des Modells zeigt die Abbildung 8.2. 
0
0.05
0.10
0.15
0.20
0 2 4 6 8 10 12 14
x
f  x(  )
 
 Abb. 8.2:  Wahrscheinlichkeitsfunktion der Po(4)-Verteilung 
B−8.5 Gefährliche Huftiere. 
Während 20 Jahren wurden in 10 preußischen Kavallerieregimentern 122 Soldaten durch Huf-
schlag getötet (Bortkewitsch 1898). Die zeitliche Verteilung weist die folgende Tabelle aus. 
 x Anzahl der Jahre mit x Toten pro Regiment pro Jahr 
  beobachtete Häufigkeiten (gerundete) theoretische Häufigkeiten 
 0 
1 
2 
3 
4 
≥5 
109 
65 
22 
3 
1 
0 
109 
66 
20 
4 
1 
0 
 Summe 200 200 
Im Mittel wurde pro Regiment alle 0.61 Jahre ein Soldat getötet: 
 ( ) 6101433222651
200
1
.x =⋅+⋅+⋅+⋅=  . 
Die Verteilung der Zufallsvariable X = „Tote durch Hufschlag pro Regiment und Jahr“ lässt sich 
sehr gut durch eine Po(0.61)-Verteilung approximieren. Die letzte Spalte in obiger Tabelle weist 
die (ganzzahlig gerundeten) Werte 
 ( )xf⋅⋅ r][Regimente 10[Jahre] 20  für x = 0,1,...,5 
aus, wobei ( )xf  die Wahrscheinlichkeitsfunktion der Po(0.61)-Verteilung ist. 
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Anmerkung 
Die Verteilung seltener Ereignisse findet beispielsweise in der Warteschlangentheorie, der Zuverlässig-
keitstheorie oder der Elementarteilchentheorie Anwendung. 
8.1.3 Geometrische Verteilung 
Der geometrischen Verteilung liegt die folgende Fragestellung (Wartezeitproblem) zugrunde: Ein 
Bernoulli-Experiment wird wiederholt unabhängig durchgeführt. Wie groß ist die Wahrscheinlichkeit, dass 
nach x = 0,1,2,... Misserfolgen ein Erfolg eintritt? 
Das Eintreten des Ereignisses A mit ( ) pAP =  ist bei einem Bernoulli-Experiment ein Erfolg und das 
Eintreten von A  mit pAP −= 1)(  ist ein Misserfolg. Wir definieren die Zufallsvariable 
X = „Anzahl unabhängiger Wiederholungen des Experiments bis zum ersten Erfolg“. 
Das Ereignis xX =  steht dann für die Ereignisfolge  
 A,A,...,A,A
malx

−
 . 
Wegen der Unabhängigkeit der einzelnen Experimentdurchführungen gilt 
 ( ) ( ) ppAPAP...APAPxXP x
max l
⋅−=⋅⋅⋅⋅==
−
1)()()()(     für  x = 0,1,2,...  . 
D−8.4 Geometrische Verteilung 
Eine diskrete Zufallsvariable X heißt geometrisch verteilt mit dem Parameter p, kurz ( )pG~X , wenn sie 
eine Wahrscheinlichkeitsfunktion der Form 
 ( )
( )



 =−⋅
=
sonst0
210 falls1 ,...,, x pp
xf
x
 
besitzt. Dabei gilt 10 << p . 
Die Verteilungsfunktion von ( )pG~X  ist 
 ( ) ( ) ( ) ( )




≥
<
−−=−= ∑
≤
+
, 0 falls
0 falls
111
0
1
x
x
pppxF
xk
xintk  
wobei )(yintz =  die größte ganze Zahl mit yz ≤  ist (Abrundungsfunktion), z.B. 8)98( =.int . Obige 
Summen bilden eine geometrische Reihe, woraus sich der Name der Verteilung ableitet. Ferner gilt der 
folgende Satz. 
S−8.5 Mittelwert und Varianz der geometrischen Verteilung 
Sei ( )pG~X . Dann ist 
 
p
p
XE
−
=
1
)(      und     
2
1
)(
p
p
XVar
−
= . 
(ohne Beweis) 
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Beispiel 
B−8.1 Ziehen aus einer Urne mit vier Kugeln. 
Aus der Urne werden hintereinander Kugeln mit Zurücklegen blind gezogen. Es sei X = „Anzahl 
der Fehlzüge bis zum ersten Zug einer roten Kugel“.  Es gilt ( )50.G~X . Wahrscheinlichkeits- 
und Verteilungsfunktion der Zufallsvariablen lauten:  
 x ( )xf  ( )xF  
 0 0.5 0.5 
 1 0.25 0.75 
 2 0.125 0.875 
 3 0.0625 0.9375 
 4 0.03125 0.96875 
       
x0
0.25
0.50
8 9
 = 0.5p
f x(  )
0 1 2 3 4 5 6 7  
 Abb. 8.3:  Wahrscheinlichkeitsfunktion der geometrischen Verteilung mit p = 0.5  
8.1.4 Hypergeometrische Verteilung 
Während die Binomialverteilung u. a. bei Stichproben mit Zurücklegen Anwendung findet, kommt die 
hypergeometrische Verteilung bei den Stichproben ohne Zurücklegen zum Einsatz. Betrachtet sei die 
folgende Situation: 
Gegeben ist eine Grundgesamtheit mit einer endlichen Anzahl N statistischer Einheiten, von denen NM ≤  
eine Eigenschaft A besitzen und N−M Einheiten nicht (z.B. ein Produktionscharge mit N = 100 MP3-
Playern, von denen 95 funktionsfähig sind). Wir ziehen aus der Gesamtheit zufällig Nn ≤  Einheiten ohne 
Zurücklegen und definieren die Zufallsvariable  
 X = „Anzahl der Einheiten mit Eigenschaft A in der Stichprobe“ . 
Ohne Berücksichtigung der Anordnung lassen sich  
 




n
N
  
gleichwahrscheinliche Stichproben vom Umfang n aus der Grundgesamtheit ziehen.  Ferner lassen sich x 
Einheiten mit Eigenschaft A auf  
 




x
M
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Arten aus den insgesamt M Einheiten mit A ziehen, und xn −  Einheiten ohne A lassen sich auf  
 




−
−
xn
MN
  
Arten aus den insgesamt MN −  Einheiten ohne A ziehen. Dabei muss bxa ≤≤  gelten mit { }M,nminb =  
und [ ]{ })(0 MNn,maxa −−= . Folglich nimmt X die natürliche Zahl x mit der Wahrscheinlichkeit an:  
 ( )










−
−⋅




==
n
N
xn
MN
x
M
xXP  . 
D−8.5 Hypergeometrische Verteilung 
Eine diskrete Zufallsvariable X heißt hypergeometrisch verteilt mit den Parameter n, N und M, kurz 
( )M,N,nH~X , wenn sie eine Wahrscheinlichkeitsfunktion der Form 
 ( ) =xf
( ) ( )
( )






−+=
−
−⋅
sonst0
11  falls ,b,...,ba,ax
n
N
xn
MN
x
M
 
besitzt. Dabei sind n, N, M natürliche Zahlen mit Nn ≤ , NM ≤  und [ ]{ })(0 MNn,maxa −−= , 
{ }M,nminb = .  
Beispiele 
B−8.6 Lotto „6 aus 49“. 
Die Zufallsvariable X = „Anzahl der richtigen Tipps beim Lotto“ ist H(6,49,6)-verteilt. Die 
Wahrscheinlichkeitsfunktion lautet 
 ( ) ( )
( ) ( )
( )649
6
6496
xx
xXPxf
−
−⋅
===    falls  x = 0,1,...,6  
und ( ) 0=xf  sonst. Speziell ist 
 ( )
( ) ( )
( ) 13983816
1
123456
444546474849
1
6
49
0
43
6
6
6 =
⋅⋅⋅⋅⋅
⋅⋅⋅⋅⋅
=
⋅
=f . 
B−8.7 MP3-Player. 
Gegeben sei eine Produktionscharge von 100=N  MP3-Playern, von denen 5=M  defekt sind. 
Aus der Charge ziehen wir (a) mit Zurücklegen und (b) ohne Zurücklegen eine Stichprobe vom 
Umfang 10=n . Es sei X = „Anzahl der defekten Geräte in der Stichprobe“.  
Im Fall (a) ist die Zufallsvariable B(n,p)-verteilt mit 10=n  und p = M/N = 0.05. X kann die Werte 
0, 1, …, 10 annehmen. Es gilt z.B. 
 ( ) 0.5987950950050
0
10
0 10100 ≈=⋅⋅




== ...XP    
und ( ) 401300.598710 .XP =−≈>  . 
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Im Fall (b) ist die Zufallsvariable H(10,100,5)-verteilt. Man beachte, dass X nur die Werte 0, 1, 
…, 5 annehmen kann, wobei 5 = b = min {n,M} ist. Es gilt z.B.  
 ( ) 58370
9699100
868990
90!10!
100!
85!10!
95!
1
10
100
10
95
0
5
10
100
010
5100
0
5
0 .
...
...
XP ≈
⋅⋅⋅
⋅⋅⋅
=
⋅
⋅
⋅
=











⋅





=












−
−
⋅





==  
und ( ) 416300.583710 .XP =−≈> .  
S−8.6 Mittelwert und Varianz der hypergeometrischen Verteilung 
Sei ( )M,N,nH~X , dann gilt mit p = M/N  
 ( ) pn
N
M
nXE ⋅=⋅=      und   
 ( ) ( )
1
1
1
1
−
−
⋅−⋅⋅=
−
−
⋅




 −⋅⋅=
N
nN
ppn
N
nN
N
M
N
M
nXVar . 
(ohne Beweis) 
Man beachte, bei gleichem n und p besitzen die ( )p,nB - und die ( )M,N,nH -Verteilung denselben Mittel-
wert. Die Varianzen unterscheiden sich um den Korrekturfaktor 
 
1−
−
N
nN
. 
Falls n sehr viel kleiner als N ist, dann ist der Faktor allerdings näherungsweise 1.  
Ist der Umfang N der Grundgesamtheit groß und der Stichprobenumfang n sehr viel kleiner als N 
(symbolisch: Nn << ), dann liegt die Vermutung nahe, dass das Nichtzurücklegen keinen wesentlichen 
Einfluss auf die Wahrscheinlichkeitsverteilung hat. Tatsächlich lässt sich der folgende Satz beweisen. 
S−8.7 
Für ∞→N , ∞→M  und .constp
N
M ==  strebt die Wahrscheinlichkeitsfunktion der ( )M,N,nH -
Verteilung für alle x gegen die Wahrscheinlichkeitsfunktion der ( )p,nB -Verteilung. 
(ohne Beweis) 
In der Regel ist der Effekt des Nichtzurücklegens bereits vernachlässigbar klein, wenn für den Auswahlsatz 
Nn  gilt: 
 050.
N
n
≤  . 
Hier liefert die Wahrscheinlichkeitsfunktion der Binomialverteilung eine brauchbare Approximation der 
Wahrscheinlichkeitsfunktion der hypergeometrischen Verteilung (Faustregel).  
Anmerkung  
Die hypergeometrische Verteilung findet ebenso wie die Binomialverteilung insbesondere in der 
Stichprobentheorie und der statistische Qualitätssicherung Anwendung. 
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8.2 Stetige Verteilungsmodelle 
8.2.1 Exponentialverteilung 
D−8.6 Exponentialverteilung 
Eine stetige Zufallsvariable X heißt exponentialverteilt mit dem reellwertigen Parameter 0>λ , kurz 
( )λEx~X , wenn sie eine Dichte der folgenden Form besitzt: 
 ( )   
.sonst 0
0  falls



 ≥λ
=
λ− xe
xf
x
 
Die Dichte ( )xf  der Variablen ( )λEx~X  ist für 0≥x  eine stetige, streng monoton fallende Funktion 
(siehe Abbildung 8.4). Sie besitzt ein Maximum an der Stelle 0=modx  mit  ( ) λ=λ=
00 ef . 
 
Abb. 8.4:  Dichtefunktionen von Exponentialverteilungen mit verschiedenen Parameterwerten 
Die Verteilungsfunktion von X besitzt eine einfache Form 
 ( )



≥−
<
= λ− . 0  falls1
0  falls0
xe
x
xF
x  
Es gilt 
  
1
cecedxedxe xxxx +−=+
λ
λ−=λ=λ λ−λ−λ−λ− ∫∫ , 
womit folgt: 
 
( ) ( ) .xeeeedtedttfxF xx
xt
x
t
x
0für    10
0
0
≥−=+−=−=λ== λ−λ−λ−λ−λ−
∞−
∫∫
 
S−8.8 Mittelwert und Varianz der Exponentialverteilung 
Sei ( )λEx~X , dann ist ( )
λ
=µ=
1
XE  und ( )
2
2 1
λ
=σ=XVar . 
Beweis: Siehe Beispiele 6.8 und 8.16 
0 4 6 7
1.5
x
λ=2
λ=1
λ=0.5
21 3 5
1
0.5
)(xf
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S−8.9 p-Quantile der Exponentialverteilung 
Sei ( )λEx~X , dann ist [ ] λ





= − p
ln
px
1
1
 für 10 << p . Speziell gilt [ ] λ= 250 lnx . . 
Beweis 
 
[ ]( ) [ ]
[ ]
[ ] ( )
[ ]
( )
.d.e.q
ln
pln
x
plnxpe
pexF
p
p
p
x
x
p
p
p
          
1
11
1
1
1
λ





=
λ
−−
=⇒
−=λ−⇒−=⇒
=−=
−
λ−
λ−
 
Anmerkung 
Die Exponentialverteilung findet in Lebensdaueranalysen, in Modellen der Instandhaltungsplanung und 
Warteschlangentheorie, in Simulationen, etc. Anwendung.  
Die Exponentialverteilung wird häufig für Zufallsvariablen, die bei der Messung von Zeitspannen auftreten, 
unterstellt: 
•  Lebensdauer von Objekten, die keinem Verschleiß unterliegen; 
•  Zeitspanne (Wartezeit) zwischen dem Eintreffen zweier Kunden an einem Schalter; 
•  Servicezeit (z.B. Reparaturdauer, Abfertigungszeit für Kunden, etc.). 
Die Verwendung der Exponentialverteilung für diese Einsatzbereiche kann auf zwei Arten motiviert 
werden: (1) über die Beziehung der Exponentialverteilung zur geometrischen Verteilung und (2) über die 
Betrachtung sogenannter Poisson-Prozesse, bei denen ein interessanter Zusammenhang zwischen 
Exponential- und Poisson-Verteilung deutlich wird. Hier wird lediglich der erste Aspekt untersucht.  
Wir beobachten einen kontinuierlichen Vorgang (z.B. den Betrieb einer Maschine) an diskreten, äqui-
distanten Zeitpunkten (z.B. zu jeder vollen Stunde) solange, bis zum ersten Mal ein interessierendes 
Ereignis A eintritt (z.B. der Ausfall der Maschine). Die Zeitintervalle zwischen zwei aufeinander folgenden 
Beobachtungszeitpunkten haben die Länge t∆  (z.B. t∆  = 1 Stunde). Ferner treffen wir die folgende An-
nahmen: 
(i) Die Eintrittswahrscheinlichkeit von A sei für jedes Zeitintervall der Länge t∆  gleich:  
 P(A tritt im Zeitintervall ∆t ein) = p = const.; 
(ii) Das Ereignis A tritt unabhängig in verschiedenen Zeitintervallen ein; 
(iii) Für jedes Zeitintervall sind nur zwei Möglichkeiten zulässig: A tritt ein oder tritt nicht ein. (A darf 
also nicht mehrmals in einem Zeitintervall eintreten.) 
Unter diesen Bedingungen ist die Zufallsvariable 
 X = „Anzahl der Zeitintervalle vor dem ersten Eintreten von A“  
geometrisch verteilt mit dem Parameter p, der Wahrscheinlichkeitsfunktion 
 ( ) ( ) ( )xppxXPxf −⋅== 1=     (x = 0,1,2, ...)  
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und der Verteilungsfunktion 
 ( ) ( ) ( ) 111 +−−=≤= xpxXPxF     (x = 0,1,2, ...). 
Wir halbieren nun wiederholt die Abstände der Beobachtungszeitpunkte und unterstellen, dass sich P(A) 
proportional zur Länge der verkürzten Zeitintervalle verringert: 
 ( ) pAP =       pro Intervall der Länge t∆ , 
 ( ) 2pAP =   pro Intervall der Länge 2t∆ , 
 ( ) 4pAP =   pro Intervall der Länge 4t∆ , etc. 
Immer kleinere Beobachtungsabstände führen zu einem Grenzübergang. Für ein beliebige, aber feste 
natürliche Zahl x gilt: 
 
( ) ( )
( ) ( )
( ) ( )

)4Längeder  Intervalle(für 11
)2 Längeder  Intervalle(für 11
) Längeder  Intervalle(für 11
14
4
12
2
1
txXP
txXP
tpxXP
xp
xp
x
∆−−=≤
∆−−=≤
∆−−=≤
+
+
+
 
 ( ) ( ) . ) Längeder  Intervalle(für 11 1 ntxXP nx
n
p ∆−−=≤
+
 
Für ∞→n  geht die Beobachtung des Vorgangs zu diskreten Zeitpunkten in eine zeitkontinuierliche Beob-
achtung über, und es folgt 
 ( ) pxexXP −−=≤ 1    wegen     ( ) 111 −
∞→
=− elim
n
nn
 .  
Schreiben wir λ statt p, dann ist das gerade die Verteilungsfunktion der Exponentialverteilung. Die 
Beschränkung des Parameters auf das Intervall 10 <λ<  kann schließlich ebenso aufgehoben werden wie 
die Beschränkung des Bildbereichs der Zufallsvariablen X auf ganze Zahlen. Die Zufallsvariable X 
interpretieren wir als „kontinuierliches Zeitintervall bis zum ersten Eintreten von A". 
Die Exponentialverteilung ist in obigem Sinne ein stetiges Analogon zur diskreten geometrischen 
Verteilung. 
S−8.10 Markov-Eigenschaft der Exponentialverteilung 
Sei ( )λEx~X . Dann gilt: 
 ( ) ( )sXPxXsxXP ≤=>≤ +   für alle reellen 0>s,x . 
Beweis 
( ) [ ] [ ]( )
( )
( )
( )
( ) ( )
( )
( ) ( )
( )
( )
( ) ( ) ( ) .d.e.qsXPsFe
e
ee
e
eee
e
ee
xF
xFsxF
xXP
xXPsxXP
xXP
sxXxP
xXP
xXsxXP
xXx+sXP
λs
λx
λsλx
λx
λxλsλx
λx
λxsxλ
      1
1
11
11
1
1
≤==−=
−
=
+−
=
+−
+−−
=
−
−+
=
≤−
≤−+≤
=
>
+≤<
=
>
>∩+≤
=>≤
−
−
−−
−
−−−
−
−+−
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Der Satz 8.10 besagt, dass in jedem Zeitpunkt die Zeit bis zum ersten Eintreten von A exponentialverteilt 
mit dem Parameter λ ist – unabhängig davon, wie lange man bereits auf den Eintritt des Ereignisses wartet. 
Aufgrund dieser Eigenschaft bezeichnet man die Exponentialverteilung als eine „Verteilung ohne 
Gedächtnis“.  
Beispiel 
B−8.8 Lebensdauer elektronischer Module. 
Die Untersuchung der Lebensdauer X elektronischer Module für Schweissroboter in der PKW-
Fertigung ergab, dass 50% der Module eine Betriebsdauer größer als 69 Tage aufweisen. Gesucht 
ist (a) die Wahrscheinlichkeit, dass ein Modul, das eine Betriebsdauer von 69 Tage erreicht hat, 
mehr als 100 Tage funktioniert; (b) die Wahrscheinlichkeit, dass ein Modul, das eine Betriebs-
dauer von 69 Tage erreicht hat, höchstens 100 Tage funktioniert; (c) die Wahrscheinlichkeit, dass 
ein Modul mindestens 100 Tage und höchstens 200 Tage funktioniert. 
(Lösung als Übung) 
8.2.2 Normalverteilung oder GAUSS-Verteilung 
Eine zentrale Rolle in der Statistik spielt die auf ABRAHAM DE MOIVRE (1667-1754) und CARL FRIEDRICH 
GAUSS (1777-1855) zurückgehende Normalverteilung (siehe de Moivre 1718 und Gauss 1816). 
8.2.2.1 Definition und Eigenschaften der Normalverteilung 
D−8.7 Normalverteilung 
Eine stetige Zufallsvariable X heißt normalverteilt mit den reellwertigen Parametern µ und 02 >σ , kurz 
)( 2σµ,N~X , wenn sie eine Dichte der Form 
 ( ) ( )∞<<∞−
πσ
=






σ
µ−
−
xexf
x 2
2
1
 
 
2
1
 
besitzt. Im Spezialfall 1) , (0N~X  mit der Dichte  
 ( )∞<<∞−
π
=φ
−
xex
x
2
2
 
 
2
1
)(  
bezeichnet man X als standardnormalverteilt. 
Die Parameter der Normalverteilung werden durch die Symbole µ und 2σ  gekennzeichnet, weil sie mit 
dem Mittelwert bzw. mit der Varianz der Verteilung identisch sind. 
S−8.11 Mittelwert und Varianz der Normalverteilung 
Sei )( 2σµ,N~X , dann ist ( ) µ=XE  und ( ) 2σ=XVar . 
 
Beweis: Siehe Beispiel 8.17 
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Die Dichte der Normalverteilung besitzt folgende Eigenschaften: 
• Sie besitzt ein Maximum )(xf
πσ
=
2
1
 an der Stelle µ=x . 
• Sie ist symmetrisch bezüglich µ=x .  
• Sie besitzt zwei Wendepunkte an den Stellen σ±µ=x . 
0
0.5
1
µµ−σ µ+σ
x
1
2π  σ µ=1 , σ=0.5
0 1 2-1 3 0 2 4-2-4
1
x
µ=0 ,  σ=1
µ=0 ,  σ=2
µ=0 ,  σ=0.5
(  )f  x (  )f  x
 
Abb. 8.5:  Dichtefunktionen von Normalverteilungen mit verschiedenen Parameterwerten 
Die Normalverteilung ist reproduktiv. 
S−8.12 Reproduktivität 
Es seien )( 2
XX
,N~X σµ  und )( 2
YY
,N~Y σµ  unabhängige Zufallsvariablen. Dann gilt  
  ( )2222  ,  
YXYX
babaN~bYaX σ+σµ+µ+   
für alle reellen Konstanten a, b mit 0≠b,a .   
(ohne Beweis) 
8.2.2.2 Bedeutung der Normalverteilung 
Für die zentrale Rolle der Normalverteilung in der Statistik gibt es mehrere Gründe: 
(a) Viele Zufallsvariablen, die in Experimenten oder Stichprobenerhebungen in der Praxis auftreten, sind 
zumindest näherungsweise normalverteilt. Dies gilt insbesondere für biologische, physikalische oder 
technische Variablen wie z.B. die Größe und das Gewicht von Menschen gleichen Geschlechts, der 
Benzinverbrauch von Autos gleichen Typs, die Abweichung produzierter Schrauben von ihrem 
Solldurchmesser, etc. Zahlreiche ökonomische Variablen wie z.B. Haushaltseinkommen oder Unter-
nehmensumsätze folgen allerdings nicht einer Normalverteilung. 
(b) Gewisse nicht normalverteilte Zufallsvariablen lassen sich derart transformieren, dass die resultieren-
den Variablen normalverteilt sind. 
(c) Die Normalverteilung ist eine Grenzverteilung zahlreicher anderer Verteilungen, z.B. der Binomial-
verteilung und der Poisson-Verteilung. Dies ermöglicht unter bestimmten Bedingungen die Approxi-
mation dieser Verteilungen durch die Normalverteilung. 
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(d) In statistischen Schätz- und Testverfahren kommen oft Größen vor, die normalverteilt sind oder sich 
bei Grenzübergängen einer Normalverteilung nähern. Letzteres findet eine theoretische Begründung 
durch den Zentralen Grenzwertsatz. 
Beispiele 
B−8.9 Bierabfüllung. 
Der Füllinhalt von Bierflaschen wird durch zufällige Effekte bei der Abfüllung beeinflusst (z.B. 
Raumtemperatur, Luftdruck, etc.). Der Qualitätssicherungsexperte einer Brauerei hat der laufen-
den Produktion 1000 Bierflaschen mit einer Sollabfüllung von 0.5 Litern entnommen und jeweils 
die Abweichung x des Flascheninhalts von der Sollabfüllung in Bruchteilen von Millilitern 
gemessen. Die Daten weisen den empirischen Mittelwert 0≈x  und die empirische Varianz 
42 ≈s~  auf. Die Abbildung 8.6a zeigt das Histogramm der Daten. Hierbei liegen Zählklassen mit 
einer Breite von 0.5 Millilitern zugrunde.  
Die Histogrammhöhen haben wir in Kapitel 2 als eine Funktion von x aufgefasst und als 
Häufigkeitsdichte ( )xd  bezeichnet. Die Funktion ist nicht-negativ, die Fläche unter ihrem 
Graphen ist auf den Flächeninhalt 1 normiert. In der Abbildung 8.6b wird die unstetige Häufig-
keitsdichte durch eine stetige Funktion angenähert. Dies ist die (Wahrscheinlichkeits-) Dichte 
( )xf  der N(0,4)-Verteilung. Die Funktionen stimmen gut überein. Es erscheint begründet, die 
N(0,4)-Verteilung als ein aufgrund von Beobachtungsdaten statistisch gewonnenes Modell für die 
Füllabweichungen der Bierflaschen zu verwenden.  
 
 Abb. 8.6:  Histogramm und approximierende Dichtefunktion der N(0,4)-Verteilung 
B−8.10 Preise von Gebrauchtwagen. 
 Bei ökonomischen Variablen wie Güterpreisen, Unternehmensumsätzen oder Haushalts-
einkommen und -vermögen beobachtet man oft eine rechtsschiefe Verteilung. Beispielsweise 
besitzen die im Jahr 2003 erhobenen Verkaufspreise von 5000 Gebrauchtwagen des Typs VW 
Golf die in Abbildung 8.7a dargestellte Verteilung  ( 543396.x =  Euro, 111246.s~ =  Euro). Die 
logarithmischen Verkaufspreise (Abbildung 8.7b) sind näherungsweise normalverteilt. 
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 Abb. 8.7:  Histogramme und approximierende Dichtefunktionen 
8.2.2.3 Verteilungsfunktion 
Die Verteilungsfunktion einer Variablen )( 2σµ,N~X  ist  
 ( ) ( ) dtedttfxF
x tx
∫∫
∞






σ
µ−
−
∞ πσ
==
-
2
2
1
 
- 2
1
. 
Die Verteilungsfunktion besitzt folgende Eigenschaften (siehe auch Abbildung 8.8): 
•   ( ) 0→xF   für −∞→x   und  ( ) 1→xF   für ∞→x  ; 
•    Sie ist sigmoid (S-förmig); 
•    Sie besitzt einen Wendepunkt bei x = µ mit ( )µF 50)( .dxxf == ∫
µ
∞−
; 
•   ( ) ( )( )µ−−µ−= xFxF 1 . 
Bekanntlich können mit Hilfe der Verteilungsfunktion alle interessierenden Wahrscheinlichkeitsaussagen 
beantworten werden, z.B. 
 ( ) ( )xFxXP =≤  , 
 ( ) ( )xFxXP −=> 1  , 
 ( ) ( ) ( ) =−=≤< aFbFbXaP ∫
b
a
dxxf )(  . 
Hierbei stoßen wir allerdings auf ein Problem: Es existiert keine Stammfunktion der Dichte der 
Normalverteilung, so dass das Integral ( )xF  nicht analytisch lösbar ist. Das Integral kann nur mit 
Näherungsverfahren der numerischen Mathematik gelöst werden.  
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Abb. 8.8:  Zusammenhang zwischen Dichte- und Verteilungsfunktion einer Normalverteilung 
Die übliche Lösung dieses Problems besteht darin, dass man anstelle von )( 2σµ,N~X  die standardisierte 
Zufallsvariable 
 
σ
µ−
=
X
Z   
mit ( )XE=µ  und ( )XVar=σ2  betrachtet, für die  
 ( ) 0=ZE  und  ( ) 1=ZVar   
gilt (vgl. Kapitel 6.5.4). Z besitzt eine N(0,1)- oder Standardnormalverteilung mit der Verteilungsfunktion 
 ( ) ( )  
2
1
 
-
2
 
-
2
dtedttz
z tz
∫∫
∞
−
∞ π
=φ=Φ . 
Mit Hilfe von ( )zΦ  können für alle beliebigen )( 2σµ,N -Verteilungen die Verteilungsfunktionen 
bestimmt werden: 
 ( ) ( ) ( )z
z
xx
ZPx
X
ZPxXPxF Φ=
=
σ
µ−
Φ=
σ
µ−
≤=≤
=
µ+σ=≤= )()()(

. 
Des Weiteren gilt 
 ( ) 





σ
µ−
Φ−





σ
µ−
Φ=≤<
ab
bXaP  . 
Die Funktion ( )zΦ  ist in allen gängigen Statistik-Lehrbüchern tabelliert. Meist ist sie tabelliert für .z 0≥  
Für  z < 0 gilt: 
 ( ) ( )zz −Φ−=Φ 1  . 
Anmerkung 
Aufgrund der besonderen Bedeutung der Standardnormalverteilung ist es allgemein üblich, ihre Dichte und 
Verteilungsfunktion mit eigenen Symbolen φ bzw. Φ zu kennzeichnen.  
t
µ−(  −µ)x
x
1
0
0.5
µ x µ x
F x(  )
)(tf )(xF
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Beispiel 
B−8.11 Portefolio-Selektion (Fortsetzung des Beispiels 7.3). 
Im Beispiel 7.3 wurde ein normalverteilter Gewinn )60008000( 21 ,N~G  für das Aktien-Porte-
folio 1 und ein normalverteilter Gewinn )30007000( 22 ,N~G  für das Aktien-Portefolio 2 unter-
stellt. Aus diesen Annahmen resultieren die Verlustwahrscheinlichkeiten 
 ( ) ( ) ( ) 09175090825013311331
6000
80000
01 ....GP =−≈Φ−=−Φ=


 −Φ=≤   
und 
 ( ) ( ) ( ) 009909901013321332
3000
70000
02 ....GP =−≈Φ−=−Φ=


 −Φ=≤ . 
8.2.2.4 Quantile und zentrale Schwankungsintervalle 
Wir betrachten zunächst eine standardisierte Variable 
σ
µ−= XZ  mit )( 2σµ,N~X . Bestimmen wir eine 
Zahl [ ]pz  so, dass 
 [ ] [ ] pzZPz pp =≤=Φ )()(      mit     0 < p < 1 
gilt, dann ist [ ]pz  das p-Quantil der standardnormalverteilten Variable Z. Wegen der Symmetrie der Dichte 
( )zφ  bezüglich  z = 0 gilt immer 
 [ ] [ ]pp zz −−= 1 . 
Die p-Quantile sind für 50.p ≥  direkt aus den Tabellen der Standardnormalverteilung ablesbar. 
Zwischen dem p-Quantil [ ]pz  der standardisierten Variable Z und dem p-Quantil [ ]px  der Zufallsvariable 
)( 2σµ,N~X  besteht der Zusammenhang:  
 [ ]
[ ]
σ
µ−
= pp
x
z      ⇔     [ ] [ ] σ⋅+µ= pp zx . 
Beispiel 
B−8.12 Quantile von Normalverteilungen. 
Sei ( )10,N~Z . Es gilt  
 p = 0.975 ⇒ 97.5%-Punkt: [ ] 9619750 .z . =   
 p = 0.025 ⇒   2.5%-Punkt: [ ] [ ] 96197500250 .zz .. −=−=   
 p = 0.95 ⇒    95%-Punkt: [ ] 6451950 .z . =   
 p = 0.05 ⇒      5%-Punkt: [ ] [ ] 6451950050 .zz .. −=−=   
 p = 0.5 ⇒          Median: [ ] 050 =.z . 
Sei  jetzt ( )41,N~X . Es gilt 
 p = 0.975 ⇒ 97.5%-Punkt: [ ] 924296119750 ..x . =⋅+=   
 p = 0.025 ⇒   2.5%-Punkt: [ ] 922296110250 ..x . −=⋅−=   
 p = 0.95 ⇒     95%-Punkt: [ ] 294264511950 ..x . =⋅+=   
 p = 0.05 ⇒      5%-Punkt: [ ] 29226511050 ..x . −=⋅−=   
 p = 0.5 ⇒          Median: [ ] µ==⋅+= 120150.x  . 
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Abb. 8.9:  Dichtefunktion einer Normalverteilung und zentrales Schwankungsintervall 
Wir betrachten jetzt Ereignisse der Form 
 [ ] [ ]
22
1 αα −
≤≤ xXx      
mit 10 <α<  und )( 2σµ,N~X . Wegen  
 [ ] [ ] σ⋅+µ= αα −−
22
11
zx      und     [ ] [ ] [ ] σ⋅−µ=σ⋅+µ= ααα −
222
1
zzx  
können wir die Ereignisse auch schreiben 
 [ ] [ ] σ⋅+µ≤≤σ⋅−µ αα −−
22
11
zXz . 
Das Zahlenintervall  
 [ ] [ ] 


 σ⋅+µσ⋅−µ αα −−
22
11
  ,   zz  
bezeichnet man als ein zentrales Schwankungsintervall oder als ein z−faches σ-Intervall. Die Wahr-
scheinlichkeit, dass X sich in einem solchen Intervall realisiert, beträgt 
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Man erhält z.B. mit α = 0.1 das 1.645-faches σ−Intervall 
 [ ] [ ]( ) ( ) 9064516451950950 ..X.PzXzP .. =σ⋅+µ≤≤σ⋅−µ=σ⋅+µ≤≤σ⋅−µ  
und mit α = 0.05 das 1.96-faches σ−Intervall 
 [ ] [ ]( ) ( ) . 95096196197509750 ..X.=PzXzP .. =σ⋅+µ≤≤σ⋅−µσ⋅+µ≤≤σ⋅−µ  
0.
0
0.
1
0.
2
0.
3
0.
4
x
1 - α
x[α/2] x[1-α/2]µ
α/2α/2
)(xf
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Beispiel 
B−8.9 Bierabfüllung. 
Die Abweichungen X der Bierflaschenfüllinhalte von dem Sollfüllinhalt 500 ml seien N(0,4)-
verteilt. Es gilt  
 [ ] 923296100250 ..x . −=⋅−=    und   [ ] 923296109750 ..x . +=⋅+= . 
Mit einer Wahrscheinlichkeit von 95% fallen demnach die Füllabweichungen in das Intervall 
[−3.92 , +3.92] bzw. die Füllmengen der Bierflaschen in das Intervall [496.08 , 503.92]. 
8.2.2.5   Zentraler Grenzwertsatz 
Der Zentrale Grenzwertsatz macht eine Aussage über die Verteilung der Summe von Zufallsvariablen, 
wenn die Anzahl n der Summanden über alle Grenzen wächst. Es gibt verschiedene Fassungen des 
Zentralen Grenzwertsatzes. Wir beschränken uns auf die Sätze von Lindeberg-Lévy (Lindeberg 1922, Lévy 
1925) und De Moivre-Laplace (de Moivre 1718), die ohne Beweis angegeben werden. 
Im Folgenden wird die standardisierte Summe von n Zufallsvariablen nX,...,X1  betrachtet. Bezüglich der 
Variablen setzen wir voraus: 
(i) Die Zufallsvariablen iX  sind identisch verteilt, d.h. ihre Verteilungsfunktionen ( )xF iX  erfüllen die 
Bedingung  
 ( ) ( )xF...xF
nXX
==
1
 für alle reellen x. 
 Ferner gelte 
 ( ) µ=iXE      und     ( ) 2σ=iXVar      ( )n,...,i 1= . 
 Ansonsten können die Variablen beliebig diskret oder stetig verteilt sein. 
(ii) Die Zufallsvariablen sind stochastisch unabhängig. 
Die Summe der Variablen besitzt aufgrund der Voraussetzungen den Mittelwert 
 ( ) µ⋅=µ==






∑∑∑
===
nXEXE
n
i
n
i
i
n
i
i
111
 
und die Varianz 
 ( ) 2
1
2
11
σ⋅=σ==







∑∑∑
===
nXVarXVar
n
i
n
i
i
n
i
i . 
Durch Standardisierung der Summe erhält man die Zufallsvariable  
 
σ⋅
µ⋅−
=
σ⋅
µ⋅−
=
∑∑
==
n
nX
n
nX
Z
n
i
i
n
i
i
n
1
2
1  
mit ( ) 0=nZE  und ( ) 1=nZVar .  
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S−8.13 Grenzwertsatz von Lindeberg-Lévy 
nX,...,X1  seien unabhängige und identisch verteilte Zufallsvariablen, die alle den Mittelwert µ und die 
Varianz σ2 besitzen. Dann konvergiert die Verteilungsfunktion ( ) )( zZPzF nnZ ≤=  der Zufallsvariablen 
 
σ⋅
µ⋅−
=
∑
=
n
nX
Z
n
i
i
n
1  
mit wachsender Summandenzahl n gegen die Verteilungsfunktion Φ(z) der N(0,1)-Verteilung:  
 ( ) ( ) ( )∞<<−∞Φ=
∞→
zzzFlim
nZn
           . 
Beweis: Siehe z.B. Fisz (1970), Kapitel 6. 
Die praktische Bedeutung des Satzes liegt darin, dass die Verteilung der Zufallsvariablen nZ  bereits für 
endliches n durch die N(0,1)-Verteilung angenähert werden kann. Entsprechend kann die Verteilung der 
nicht standardisierten Summe ∑ =
n
i iX1  für endliches n durch die ) , (
2σµ nnN −Verteilung approximiert 
werden. Die Güte der Näherung hängt natürlich von der Verteilung der Zufallsvariablen iX  ab. Die 
Konvergenz gegen eine Normalverteilung ist besonders schnell, wenn die iX  symmetrisch verteilt sind, 
und umso langsamer, je schiefer die Verteilung ist.  
Beispiel 
B−8.13 Würfelexperiment. 
Ein regulärer Würfel werde n-mal geworfen. Wir definieren die Zufallsvariablen 
 =iX  „Augenzahl beim i-ten Wurf“ ( )n,...,i 1= , 
sowie deren Summe und deren standardisierte Summe 
 ∑
=
=
n
i
in XY
1
 = „Summe der Augenzahlen bei n Würfen“, 
 
)(
)(
n
nn
n
YVar
YEY
Z
−
=  . 
Die Wahrscheinlichkeitsfunktionen ( )yf n  der Summenvariable für n = 1,2,3,4,5 weist die Tabelle 
8.1 aus. Die Abbildung 8.10 gibt ferner eine graphische Darstellung der Wahrscheinlich-
keitsfunktionen von nY und von nZ . 
Die Wahrscheinlichkeitsfunktionen weisen bereits für relativ kleines n die typische Glockenform 
der Normalverteilung auf. Man beachte aber, dass die Wahrscheinlichkeitsfunktionen nicht gegen 
die Dichte der Standardnormalverteilung konvergieren (warum?). Die Konvergenz vollzieht sich 
über die Verteilungsfunktionen der standardisierten Summen. Zur Illustration zeigt die Abbildung 
8.11 die Verteilungsfunktionen )()( zZPzF nn ≤=  für 1=n  bzw. 5=n  sowie die Verteilungs-
funktion Φ(z) der Standardnormalverteilung.  
 
Spezielle Wahrscheinlichkeitsverteilungsmodelle 221 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
  Wahrscheinlichkeitsfunktion ( ) ( )yYPyf nn ==  für 
  n = 1 n = 2 n = 3 n = 4 n = 5 
 y multipliziert mit 
  6 62 63 64 65 
 1 1         
 2 1 1       
 3 1 2 1     
 4 1 3 3 1   
 5 1 4 6 4 1 
 6 1 5 10 10 5 
 7   6 15 20 15 
 8   5 21 35 35 
 9   4 25 56 70 
 10   3 27 80 126 
 11   2 27 104 205 
 12   1 25 125 305 
 13     21 140 420 
 14     15 146 540 
 15     10 140 651 
 16     6 125 735 
 17     3 104 780 
 18     1 80 780 
 19       56 735 
 20       35 651 
 21       20 540 
 22       10 420 
 23       4 305 
 24       1 205 
 25         126 
 26         70 
 27         35 
 28         15 
 29         5 
 30         1 
 Σ 6 36 216 1296 7776 
 )( nYE  3.5 7 10.5 14 17.5 
 )( nYVar  2.9167 5.8333 8.7500 11.6667 14.5833 
 Tab. 8.1: Wahrscheinlichkeitsfunktionen der Summenvariable und der standardisierten 
Summenvariable 
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 Abb. 8.10: Wahrscheinlichkeitsfunktionen der Augenzahlensummen und der standardisierten 
Augenzahlensummen  
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 Abb. 8.11: Konvergenz der Verteilungsfunktionen gegen die Verteilungsfunktion der Standard-
normalverteilung  
S−8.14 Grenzwertsatz von DeMoivre-Laplace 
Es sei X binomialverteilt mit den Parametern n und p sowie dem Erwartungswert np=µ  und der Varianz 
( )pnp −=σ 12 . Dann konvergiert die Verteilungsfunktion der Zufallsvariable 
 
( )pnp
npX
Z n
−
−
=
1
 
für ∞→n  gegen die Verteilungsfunktion ( )zΦ  der N(0,1)-Verteilung. 
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Obiger Satz ist ein Spezialfall des Satzes 8.13. Eine ( )p,nB -verteilte Variable ist darstellbar als Summe 
 ∑
=
=
n
i
iXX
1
 
unabhängiger und identisch zweipunktverteilter Variablen nX,...,X1 . Somit ist die Prämisse in S−8.13 
erfüllt.  
Die praktische Bedeutung des Satzes 8.14 liegt darin, dass die Verteilung von X für hinreichend großes n 
durch eine ( )]1[ pnp,npN − -Verteilung angenähert werden kann. Die Approximation gilt als brauchbar, 
falls 
 
( )pp
n
−
>
1
9
. 
Für festes n ist sie am besten, falls p = 0.5 ist, denn die ( )50.,nB -Verteilung ist symmetrisch. Die 
Approximationsmöglichkeit ist sehr nützlich, da die Binomialverteilung selten für große n vertafelt ist. 
Nutzt man die Normalverteilung zur Approximation der Binomialverteilung, ist zu beachten, dass 
( )p,nB~X  eine diskrete Zufallsvariable ist. Die Approximation wird verbessert, wenn die nachfolgende 
Stetigkeitskorrektur durchgeführt wird. 
Approximation der B(n,p)- durch die N(0,1)-Verteilung mit Stetigkeitskorrektur 
Für ( )p,nB~X  und ganzzahlige x gilt: 
 ( ) ( ) 





−⋅⋅
⋅−+
Φ≈≤=
)p(pn
pn.x
xXPxF
1
50
 
 ( ) ( ) 





−⋅⋅
⋅−−
Φ−





−⋅⋅
⋅−+
Φ≈==
)p(pn
pn.x
)p(pn
pn.x
xXPxf
1
50
1
50
 .  
Als Faustregel sollte 
( )pp
n
−
>
1
9  gelten. 
 
Abb. 8.12:  Approximation der Binomialverteilung durch die Normalverteilung 
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Beispiel 
B−8.14 Approximation der ( ) −5010 .,B Verteilung durch die Standardnormalverteilung. 
Die Abbildung 8.12 zeigt die Verteilungsfunktion der Variable ( )5010 .,B~X  und die approxi-
mierende Verteilungsfunktion der N(5,2.5)-Verteilung. Es gilt ( ) 5=XE  und ( ) 52.XVar = . Die 
Treppenstufen der diskreten Verteilungsfunktion werden von der stetigen Verteilungsfunktion 
ungefähr in der Mitte getroffen.  
Da die Poisson-Verteilung aus der ( )p,nB -Verteilung hervorgegangen ist, liegt es nahe, dass sie ebenfalls 
durch die Normalverteilung approximiert werden kann.  
Approximation der Po(λ)- durch die N(0,1)-Verteilung mit Stetigkeitskorrektur 
Für ( )λPo~X  gilt bei großem λ ( pn ⋅= ) und ganzzahlige x 
 ( ) ( ) 





λ
λ−+
Φ≈≤=
50.x
xXPxF  . 
Man beachte, dass ( ) ( ) λ== XVarXE  ist. Als Faustregel sollte 9>λ  gelten. 
Einen Überblick bezüglich der Approximationsbeziehungen zwischen Binomialverteilung, Poisson-Ver-
teilung, hypergeometrischer Verteilung und Normalverteilung gibt die Abbildung 8.13. 
 
Abb. 8.13:  Approximationsbeziehungen zwischen verschiedenen Verteilungen 
Beispiele 
B−8.4 Kundenankünfte in einer Warteschlange. 
In dem Beispiel ist die Zufallsvariable 
 X = „Anzahl der Kundenankünfte in der Warteschlange pro Minute“ 
( )λPo -verteilt mit 4=λ  (durchschnittlich 4 Kunden pro Minute). Die Summe 
 == ∑ =
60
1i
XY  „Anzahl der Kundenankünfte pro Stunde“ 
ist ebenfalls ( )λPo~X -verteilt, aber mit 240460 =⋅=λ .  
Normalverteilung
Hypergeometrische Verteilung
Binomialverteilung Poisson-Verteilung
050.
N
n
≤
9>λ
050  und  50 .pn ≤≥
( )pp
n
−
>
1
9
( )
1 und 
1
9
<<
−
>
N
n
pp
n
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Gesucht sei die Wahrscheinlichkeit, dass höchstens 250 Kunden pro Stunde die Warteschlange 
betreten: 
 
( ) ( )
( ) . 751706780
240
24050250
75290
240
250250
250
240
..
.
.
!k
e
FYP
k
k
=Φ=




 −+Φ≈
=⋅=
=≤
∑
≤
−  
B−8.15 Risikoausgleich bei einer Fahrraddiebstahlversicherung. 
Eine Versicherungsgesellschaft bietet ihren Kunden die folgende Versicherung gegen Fahr-
raddiebstahl an: Wird einem Versicherungsnehmer innerhalb der Vertragsfrist sein Fahrrad 
gestohlen, dann zahlt die Versicherung ihm 1000 Euro; anderenfalls ist keine Zahlung zu leisten. 
Als Prämie für die Versicherung verlangt die Gesellschaft das 1.3-fache des Erwartungswerts ihrer 
Zahlung Z an den Versicherungsnehmer. Die Wahrscheinlichkeit eines Diebstahls betrage 0.02. 
Die Versicherungsgesellschaft konnte 10000 derartige Versicherungsverträge abschließen. 
Wie hoch ist die Prämie für eine derartige Fahrradversicherung? Bestimmen Sie für den aus allen 
10000 Versicherungsverträgen resultierenden Gewinn näherungsweise ein zentrales Schwank-
ungsintervall mit Wahrscheinlichkeit 9501 .=α− .   (Lösung als Übung) 
8.2.3* Multivariate Normalverteilung    
Die Normalverteilung ist nicht nur ein oft genutztes Modell für univariate stetige Verteilungen, sie ist auch 
für multivariate stetige Verteilungen von zentraler Bedeutung. Da die ausführliche Diskussion der multi-
variaten Normalverteilung über den Rahmen einer Einführung in die Statistik hinausreicht, soll die mehr-
dimensionale Erweiterung der eindimensionalen Normalverteilung nachfolgend lediglich kurz vorgestellt 
werden. 
D−8.8 Multivariate Normalverteilung 
Es sei µ  ein n-Vektor und Σ  sei eine reguläre (n,n)-Matrix (die Inverse 1−Σ  existiert und 0≠Σdet ). Ein 
n-Zufallsvektor X heißt multivariat normalverteilt mit den Parametern µ  und Σ , wenn die gemeinsame 
Dichte der Komponenten nX,...,X1  von X die Form 
 ( )
( ) ( )
( ) ( )µΣµ
Σ
−′−− −
⋅π
=
xx
x
1
2
1
212
 
 
2
1
1
e
det
f
nnX,...,X
 
für alle nIR∈x  besitzt. Wir schreiben kurz ( )Σµ,N~ nX .   
Im eindimensionalen Spezialfall 1=n  folgt mit 2σ=Σ  aus obiger Dichte die Dichtefunktion der 
univariaten Normalverteilung: 
 ( )
2
2
1
 
2
 
2
1 





σ
µ−
−
πσ
=
x
exf
X
. 
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Auch im multivariaten Fall sind die Parameter der Normalverteilung zugleich Momente der Verteilung.   
S−8.15 Mittelwert und Varianz der multivariaten Normalverteilung 
Sei ( )Σµ,N~ nX , dann gilt  
 ( )












µ
µ
µ
==
n
E

2
1
µX       und  ( )












σσσ
σσσ
σσσ
=
2
21
2
2
221
112
2
1
nnn
n
n
Var




=ΣX   
mit ( ) iiXE µ= , ( ) 2iiXVar σ=  und ( ) ijji X,XCov σ=  für n,...,j,i 1= . 
(ohne Beweis) 
Zur Veranschaulichung der mehrdimensionalen Verteilung betrachten wir den Spezialfall 2=n , die 
bivariate Normalverteilung. Deren Dichte besitzt eine charakteristische Glockenform (siehe Abbildung 
8.14). Der Mittelwertvektor µ der Verteilung legt die Lage der Glocke fest, während die Varianz-Kovari-
anz-Matrix Σ die Form der Glocke bestimmt. Die Abbildung 8.15 zeigt Aufsichten (Kontur-Graphiken 
bestehend aus Iso-Dichte-Linien) der Dichten von vier verschiedenen bivariaten Normalverteilungen. Ihre 
Parameter sind: 
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
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
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Σµ . 
Die Dichte der 4. Verteilung ist in Abbildung 8.14 perspektivisch dargestellt. 
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Abb. 8.14:  Dichte einer bivariaten Normalverteilung 
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Abb. 8.15:  Konturgraphiken verschiedener bivariater Normalverteilungen 
S−8.16 Lineartransformation normalverteilter Zufallsvektoren 
Sei ( )Σµ,N~ nX , A eine reelle (m,n)-Matrix mit ( ) mrg =A  und b ein reeller m-dimensionaler Spalten-
vektor. Dann ist der m-Zufallsvektor Y mit 
 bXAY +⋅=  
multivariat normalverteilt mit dem Erwartungswertvektor ( ) bAbAX +=+ µE  und der Varianz-Kova-
rianz-Matrix ( ) ( ) AAAXbAX ′==+ ΣVarVar . Kurz: 
 ( )Σµ,N~ nX    ⇒  ( )AAbAbAX ′++ Σµ  , mN~  . 
Beweis: Siehe z.B. Anderson (1958) 
Zwei interessante Folgerungen aus Satz 8.16 sind: 
(a) Alle denkbaren Randverteilungen der multivariaten Normalverteilung sind ebenfalls Normal-
verteilungen. Speziell sind die Randverteilungen der einzelnen Komponenten iX  von X univariate 
Normalverteilungen:  
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 Mit dem n-dimensionalen Zeilenvektor ( )00100 ,...,,,,...,=A  und dem m-Nullvektor 0=b  folgt  
 iXY =       und     ( )2iii ,N~X σµ . 
 Eine Umkehrung der Aussage ist nicht generell zulässig. Univariat normalverteilte Zufallsgrößen 
nX,...,X1  sind nicht notwendig gemeinsam multivariat normalverteilt.  
(b) Mit einem n-dimensionalen Zeilenvektor aA ′=  und dem m-Nullvektor 0=b  folgt  
 nn Xa...XaY ++=′= 11Xa      und     ( )aaa Σµ ′′  , N~Y . 
 Jede Linearkombination multivariat normalverteilter Zufallsvariablen ist univariat normalverteilt.  
In Kapitel 7 wurde gezeigt, dass aus der stochastischen Unabhängigkeit von Zufallsvariablen stets deren 
Unkorreliertheit folgt (vgl. Satz 7.5). Die Umkehrung der Aussage gilt hingegen meist nicht. Eine be-
merkenswerte Ausnahme liegt im Falle der multivariaten Normalverteilung vor. 
S−8.17  
Sei ( )Σµ,N~ nX . Die Komponenten nX,...,X1  von X sind genau dann stochastisch unabhängig 
voneinander, wenn sie unkorreliert sind, d.h., wenn Σ eine Diagonalmatrix ist. 
Beweis 
Die Komponenten iX  ( )n,...,i 1=  des Zufallsvektors ( )Σµ,N~ nX  seien unkorreliert. Dann ist Σ eine 
Diagonalmatrix 
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  222
2
1 n...det σ⋅⋅σ⋅σ=Σ       bzw.    ( ) n...det σ⋅⋅σ⋅σ= 21
21  Σ  . 
 
Aufgrund der Unkorreliertheit lässt sich die Dichte von X als Produkt der univariaten Dichten 
iX
f   der 
Vektorkomponenten iX  schreiben: 
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
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mit 
 ( )
2
2
1
 
2
 
2
1 







σ
µ−
−
πσ
= i
i
iX
x
i
exf  ( )n,...,i 1= . 
Gemäß Satz 7.2 sind die unkorrelierten Zufallsvariablen iX  ( )n,...,i 1=  daher stochastisch unabhängig.  
Durch Umkehrung obiger Argumentation lässt sich zeigen, dass aus der Unabhängigkeit normalverteilter 
Zufallsgrößen auch deren Unkorreliertheit folgt. q.e.d. 
8.2.4 Stichprobenverteilungen: χ2-, t- und F-Verteilung 
Die in der Statistik vorkommenden Wahrscheinlichkeitsverteilungen kann man nach ihrem Verwendungs-
zweck in zwei Klassen einteilen: 
(i) Verteilungen, die im Zusammenhang mit der mathematischen Modellierung von Zufallsexperimenten 
auftreten; 
(ii) Verteilungen, die die Grundlage statistischer Methoden wie der Intervallschätzung und der Test-
verfahren bilden. Man spricht hier auch von sogenannten Stichproben- oder Testverteilungen. 
Manche Verteilungen gehören beiden Klassen an, allen voran die Normalverteilung. In diesem Abschnitt 
werden drei Verteilungen skizziert, die eng mit der Normalverteilung verwandt sind und in die zweite 
Klasse fallen. 
D−8.9 Chi-Quadrat-Verteilung 
nZ,...,Z1  seien n stochastisch unabhängige, jeweils N(0,1)-verteilte Zufallsvariablen. Die Verteilung der 
Quadratsumme 
 ∑
=
=χ
n
i
iZ
1
22  
heißt Chi-Quadrat-Verteilung mit n Freiheitsgraden oder kurz -Verteilung. Die sogenannte Anzahl 
n der Freiheitsgrade ist der Parameter der Verteilung (Helmert 1876). 
Eigenschaften der ( )n2χ -Verteilung 
• Die Zufallsvariable 2χ  nimmt stets nicht-negative Werte an. Die Dichte ( )xf  der ( )n2χ -Verteilung 
zeigt für verschiedene Freiheitsgrade n die Abbildung 8.16. 
• Eine ( )n2χ -verteilte Zufallsvariable besitzt den Mittelwert n=µ  und die Varianz n22 =σ . 
• Aufgrund des Zentralen Grenzwertsatzes 8.13 lässt sich die ( )n2χ -Verteilung für hinreichend großes 
n brauchbar durch die ( )n,nN 2 -Verteilung annähern (Faustregel: 100>n ).  
 Für 30>n  ist die transformierte Zufallsvariable 122 2 −−χ n  approximativ standardnormal-
verteilt. 
• Die p-Quantile der Verteilung bezeichnen wir mit [ ]
2
n;pχ . Sie sind für ausgewählte p und 50≤n  in 
der Formelsammlung vertafelt. Für 50>n  können sie auch über die Beziehung 
 [ ] [ ]( )
22 12
2
1
−+⋅≈χ nz pn;p   
 angenähert werden, wobei [ ]pz  das p-Quantil der Standardnormalverteilung ist.  
( )n2χ
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Abb. 8.16:  Dichten der ( )n2χ -Verteilung mit n = 1, 2, 3, 5 und 10 Freiheitsgraden 
D−8.10 t-Verteilung oder STUDENT-Verteilung 
Z sei N(0,1)-verteilt, 2χ  besitze eine ( )n2χ -Verteilung, und beide Zufallsvariablen seien unabhängig 
voneinander. Die Verteilung der Zufallsvariable 
 
n
Z
T
2χ
=  
heißt t-Verteilung mit n Freiheitsgraden oder kurz ( )nt -Verteilung. Die Anzahl n der Freiheitsgrade ist der 
Parameter der Verteilung (Gosset 1908). 
 
Abb. 8.17: Dichten der ( )nt -Verteilung mit n = 1, 10 und 100 Freiheitsgraden und Dichte φ(x) der 
Standardnormalverteilung 
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Eigenschaften der t-Verteilung 
• Die Dichte ( )xf  der ( )nt -Verteilung zeigt für verschiedene Freiheitsgrade n die Abbildung 8.17. 
Die Dichte ist symmetrisch um den Wert 0=x . 
• Eine ( )nt -verteilte Variable besitzt für n = 2,3,4,... den Mittelwert µ = 0. Für n = 1 existiert der 
Mittelwert nicht. Die Varianz ist für n = 3,4,5,... 
 
2
2
−
=σ
n
n
  . 
 Für n = 1,2 existiert die Varianz der t-Verteilung nicht. 
• T ist asymptotisch standardnormalverteilt. Für ∞→n  konvergiert die Dichte und die Verteilungs-
funktion der ( )nt -Verteilung gegen die Dichte und die Verteilungsfunktion der N(0,1)-Verteilung. 
Für kleines n weist die ( )nt -Verteilung eine größere Wahrscheinlichkeitsmasse an den Rändern auf 
als die N(0,1)-Verteilung (engl.: heavy tail distribution; siehe Abbildung 8.17).  
 Für 30>n  kann die ( )nt -Verteilung brauchbar durch die N(0,1)-Verteilung angenähert werden 
(Faustregel).   
• Die p-Quantile der Verteilung bezeichnen wir mit [ ]n;pt . Sie sind für ausgewählte p und 50≤n  in 
der Formelsammlung vertafelt. Wegen der Symmetrie der Dichte gilt 
 [ ] [ ]n;pn;p tt −−= 1 .  
 Für 30>n  kann von der Näherung 
 [ ] [ ]pn;p zt ≈   
 Gebrauch gemacht werden, wobei [ ]pz  das p-Quantil der Standardnormalverteilung ist. 
D−8.11 F-Verteilung oder FISHER-Verteilung 
Die Zufallsvariable 21χ  sei ( )n
2χ -verteilt, die Zufallsvariable 22χ  sei ( )m
2χ -verteilt, und beide Zufalls-
variablen seien unabhängig voneinander. Die Verteilung der Zufallsvariable 
 
m
n
F
2
2
2
1
χ
χ
=  
heißt F-Verteilung mit n und m Freiheitsgraden oder kurz ( )m,nF -Verteilung. Hierbei sind n und m wieder 
positive ganze Zahlen. Sie sind die Parameter der Verteilung (Fisher 1924). 
Eigenschaften der F-Verteilung 
• Die Zufallsvariable F nimmt stets nicht-negative Werte an. Die Dichte der F(5, 25)-Verteilung zeigt 
die Abbildung 8.18. 
• Eine ( )m,nF -verteilte Zufallsvariable besitzt den Mittelwert 
 3  falls    
2
≥
−
=µ m
m
m
  
 und die Varianz 
 
( )
( )
5  falls     
24
22 22 ≥





−
⋅
−
−+
=σ m
m
m
mn
mn
. 
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Abb. 8.18:  Dichte der F-Verteilung mit n = 5 und m = 25 Freiheitsgraden 
• Die p-Quantile der ( )m,nF -Verteilung bezeichnen wir mit [ ]m,n;pf . Sie sind für ausgewählte p und 
ausgewählte Freiheitsgrade in der Formelsammlung vertafelt. Wegen 
 ( ) ( )n,mF~Fm,nF~F 1⇔  
 (vgl. D−8.11) ist 
 [ ]
[ ]n,m;p
m,n;p f
f
−
=
1
1
 . 
 Deswegen reicht die Vertafelung der linken Quantile. 
• Für sehr große Freiheitsgrade m gilt 
  [ ]
[ ]
n
f
n;p
m,n;p
2χ
≈     (Gleichheitszeichen für ∞→m ); 
 für sehr große n gilt 
 [ ]
[ ]
2
1 m;p
m,n;p
m
f
−χ
≈    (Gleichheitszeichen für ∞→n ). 
8.2.5 Exkurs: Zwei nützliche Beweishilfsmittel 
8.2.5.1  Ungleichung von Tschebyscheff 
Ein wichtiges Hilfsmittel für Beweise in Wahrscheinlichkeitstheorie ist der auf P. L. TSCHEBYSCHEFF 
(1821−1894) zurückgehende Satz 8.18 (Tschebyscheff 1867). 
S−8.18 Ungleichung von Tschebyscheff 
Es sei X eine Zufallsvariable mit dem Mittelwert ( ) µ=XE  und der Varianz ( ) 2σ=XVar . Dann gilt für 
jedes reelle 0>ε : 
 ( )
2
2
1
ε
σ
−≥ε<µ−XP        oder äquivalent ( )
2
2
ε
σ
≤ε≥µ−XP  . 
0 1 2 3 4 5 6 x
0.2
0.4
0.6
0.8
)(xfF
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Beweis 
Wir beweisen die zweite Ungleichung und führen hierzu die dichotome Hilfsvariable 
 



 ε≥µ−ε
=
sonst0
  falls2 X
T  
mit dem Mittelwert ( ) ( )ε≥µ−⋅ε= XPTE  2  ein. Offenbar gilt 
 ( )2µ−≤ XT      und      ( ) ( )[ ] 22 σ=µ−≤ XETE , 
so dass unmittelbar die Behauptung folgt: 
 ( ) ( ) ( )
2
2
22   
ε
σ
≤ε≥µ−⇒σ≤ε≥µ−⋅ε= XPXPTE     q.e.d. 
Anwendung 
Die Ungleichung gibt - ohne Kenntnis der Verteilungsfunktion von X - die untere Grenze für die Wahr-
scheinlichkeit eines Ereignisses der Form 
 ε<µ−X       ⇔ ε+µ<<ε−µ X  
an. Da die Kenntnis der Verteilungsfunktion nicht vorausgesetzt wird, kann die Abschätzung allerdings 
sehr grob sein.  Setzen wir z.B. σ=ε 6451. , dann können wir mit Hilfe des Satzes 8.18 die untere Grenze 
der Wahrscheinlichkeit eines 1.645-fachen σ-Intervalls angeben: 
 ( ) . 630450
6451
1)64516451(6451
22
2
.
.
.X.P.XP =
σ
σ
−≥σ+µ<<σ−µ=σ<µ−  
Es sei jetzt σ=ε 961. . Die untere Grenze der Wahrscheinlichkeit eines 1.96-fachen σ-Intervalls beträgt: 
 ( ) 739690
961
1961961
22
2
.
.
.X.P =
σ
σ
−≥σ+µ<<σ−µ  . 
Im Falle )( 2σµ,N~X  gilt exakt: 
 ( ) 9064516451 ..X.P =σ+µ<<σ−µ , 
 ( ) 950961961 ..X.P =σ+µ<<σ−µ . 
Beispiel 
B−8.4 Kundenankünfte in einer Warteschlange. 
Die Kunden in einer Schlange warten auf die Bedienung durch einen Fahrkartenautomaten. Die 
Wartezeit W betrage im Mittel ( ) 10=WE  Sekunden bei einer Varianz von ( ) 5=WVar . Ohne 
weitere Information können wir mit Hilfe der Ungleichung von Tschebyscheff ermitteln, dass 
mindestens 80% der Kunden zwischen 5 und 15 Sekunden warten müssen: 
 ( ) 80
25
5
1510 .WP =−≥<− . 
Die Wartezeit von mindestens 95% der Kunden liegt zwischen 0 und 20 Sekunden: 
 ( ) 950
100
5
11010 .WP =−≥<− . 
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8.2.5.2*  Momenterzeugende Funktion 
Bei manchen Verteilungsmodellen lassen sich die Momente am einfachsten direkt aus den Definitions-
gleichungen berechnen, während in anderen Fällen die Benutzung einer Hilfsfunktion, der sogenannten 
momenterzeugenden Funktion, schneller zum Ziel führt.  
D−8.12 Momenterzeugende Funktion 
Es sei X eine Zufallsvariable. Die Funktion der reellen Variable t 
( ) ( )
( )









=
=
∫
∑
∞
∞−
ist  stetig  falls)(
ist 21 len Sprungstelden mit diskret   falls)(
 =
Xdxxfe
,...,ixXxfe
eEtm
tx
i
i
i
tx
tX
i
 
heißt momenterzeugende Funktion (der Verteilung) von X. 
Anwendung 
Kann unter dem Summen- bzw. Integralzeichen k-fach nach t differenziert werden, so ergibt sich 
 
( ) ( ) ( ) ( ) ( )∑=′==
i
i
tx
i xfextmtmdt
tdm i1         bzw.    ( )∫
∞
∞−
dxxfxetx  
 
( ) ( ) ( ) ( ) ( )∑=′′==
i
i
tx
i xfextmtm
dt
tmd i22
2
2
    bzw.    ( )∫
∞
∞−
dxxfex tx2  
         
 
( ) ( ) ( ) ( )∑==
i
i
txk
i
k
k
k
xfextm
dt
tmd i     bzw.    ( )∫
∞
∞−
dxxfex txk  . 
Existieren die k-ten Momente um Null von X, dann erhalten wir aus den Ableitungen an der Stelle 0=t  
(wegen 10 =e ): 
 
( ) ( ) ( ) ( )kk
t
k
k
XEm
dt
tmd
==
=
0
0
  ( ),...,k 21= . 
Beispiele 
B−8.16 Momenterzeugende Funktion der Exponentialverteilung. 
Sei ( )λEx~X . Mit der Dichte ( )xf  aus Definition 8.6 erhalten wir 
 ( ) ( ) ( ) ( )∫∫∫
∞
−λ−
∞
λ−
∞
∞−
−λ
−λ
λ
=λ==
00
 dxet
t
dxeedxxfetm xtxtxtx  . 
Für alle λ<t  ist der Ausdruck unter dem Integral gerade die Dichte einer Exponentialverteilung 
mit t−λ  als Parameter. Das Integral ist somit gleich 1, und es gilt 
 ( ) .t
t
tm λ<
−λ
λ
= für         
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Ferner erhalten wir 
 ( )
( )2t
tm
−λ
λ
=′  und    ( )
( )3
2
t
tm
−λ
λ
=′′  , 
womit folgt  
 ( )
( )
( )XEm =
λ
=
−λ
λ
=′
1
0
0
2
 , ( )
( )
( )2
23
2
0
2
0 XEm =
λ
=
−λ
λ
=′′  
sowie 
 ( ) ( ) . 112)(
222
22
λ
=
λ
−
λ
=−= XEXEXVar  
B−8.17 Momenterzeugende Funktion der Normalverteilung. 
Sei )( 2σµ,N~X . Mit der Dichte ( )xf  aus Definition 8.7 folgt 
 ( ) ( ) ( )( ) ( )( ) ( )( ) ( )( )μXttμtμμXttμμXtμμXttX eEeeeEeEeEeEtm −−+−+− =⋅====  
         ( )
( )
∫
∞
∞−
µ−
σ
−
µ−µ
πσ
⋅⋅= dxeee
x
xtt
2
22
1
 
2
1
 
         
( ) ( )( )
∫
∞
∞−
µ−σ−µ−
σ
−
µ ⋅
πσ
⋅= dxee
xtx
t
22
2
2
2
1
 
 
2
1
. 
Für den Term im Exponenten erhält man durch Umformung 
  
( ) ( ) ( ) ( )
( ) 2422
24242222 22
ttx
ttxtxxtx
σ−σ−µ−=
σ−σ+µ−σ−µ−=µ−σ−µ−
 
und somit ist 
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Der Ausdruck unter dem Integral ist gerade die Dichte einer Normalverteilung mit Erwartungs-
wert 2σ+µ t  und Varianz 2σ . Das Integral ist daher gleich 1, und es folgt  
 ( ) 2
22tσ
μt
etm
+
= . 
Erwartungswert und Varianz der Normalverteilung erhalten wir jetzt gemäß 
 ( ) ( ) ( )XEemettm
t
t
=µ=⋅σ+µ=′σ+µ=′
σ
+µ
0222 )0(0    und   )(
22
, 
 ( ) 22222
2222
)(
t
t
t
t
etetm
σ
+µ
σ
+µ
σ+µ+σ=′′  
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und    
 ( ) ( ) )0(0 22202202 XEeem =µ+σ=⋅σ+µ+σ=′′  
sowie 
 ( ) ( ) =−= 22 )( XEXEXVar 2222 σ=µ−µ+σ . 
Anmerkung 
Anstelle von ( ) ( )tXeEtm =  wird häufig auch die komplexe Funktion 
 ( ) ( ) ( )1−==Ψ ieEt itX  
genutzt. Sie heißt charakteristische Funktion (der Verteilung) von X. Es gilt: 
 
( ) ( ) ( ) ( ) ( ) ( ) .
dt
td
tXE
i k
k
kk
k
k Ψ
=Ψ=
Ψ
mit
0
 
8.3 Tabellarische Übersicht einiger Verteilungsmodelle 
Verteilung Träger IB Mittelwert
( )XE  
Varianz ( )XVar  Schiefe Mγ  
( )mU~X  { }mx,...,x1  ∑ =
m
i im
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1
 ( )∑ = =∑−mi mj jxmim x1
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1
11
 0 
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9 Einfache Zufallsstichproben, Stichprobenfunktionen und 
Gesetze der großen Zahlen 
In Kapitel 2 galt unser Interesse der geeigneten Beschreibung der Häufigkeitsverteilung univariater Daten 
nx,...,x1 . Im Folgenden betrachten wir ebenfalls univariate Datensätze - aber mit einer anderen Ziel-
setzung. Wir untersuchen Daten, bei deren Entstehung Zufallsmechanismen wirken, und fassen die Werte 
nx,...,x1  als Realisierungen einer Zufallsvariable X auf. Unser Ziel ist es, die Daten zur Gewinnung von 
Information über die uns gänzlich oder zumindest teilweise unbekannte Wahrscheinlichkeitsverteilung von 
X zu nutzen. Wir führen dabei Induktionsschlüsse durch, d.h. wir schließen vom Besonderen (den 
Realisierungen nx,...,x1 ) auf das Allgemeine (die Zufallsvariable X mit einer Verteilungsfunktion ( )xF ). 
X nennen wir Merkmal der Grundgesamtheit oder vereinfachend Grundgesamtheit. Die Realisierungen von 
X bilden eine Stichprobe. 
Induktionsschlüsse sind i.d.R. mit Fehlern behaftet und somit „unsicher“. Im Weiteren betrachten wir die 
folgenden Probleme: Wie kann man auf Basis einer Stichprobe 
(a) Kennzahlen oder Parameter der Verteilung einer Zufallsvariablen X möglichst zuverlässig schätzen 
(Punktschätzung, Kapitel 10)? 
(b) die verbleibende Unsicherheit einer Schätzung durch Wahrscheinlichkeiten quantifizieren (Intervall-
schätzung, Kapitel 10)? 
(c) Annahmen oder Hypothesen bzgl. der Verteilung von X „auf ihre Gültigkeit“ hin überprüfen (Testen 
von Hypothesen, Kapitel 11)? 
Zuvor ist es notwendig zu präzisieren, was wir unter einer Stichprobe verstehen wollen. In der induktiven 
Statistik betrachtet man nicht die Stichprobe, sondern es werden verschiedene Stichprobentypen im 
Rahmen der Stichprobentheorie thematisiert. Um in die Grundzüge der induktiven Statistik einzuführen, 
können und werden wir uns auf einen Stichprobentyp beschränken: Die sogenannte einfache Zufallsstich-
probe oder mathematische Stichprobe. 
9.1 Einfache Zufallsstichproben 
Ausgangspunkt unserer Überlegungen ist ein Zufallsvorgang und eine zugehörige Zufallsvariable X, die 
den Ergebnisraum Ω des Zufallsvorgangs in die Menge der reellen Zahlen IR abbildet. Der Zufallsvorgang 
wird n-fach unabhängig wiederholt, und die Realisierungen nx,...,x1  von X werden gemessen. Sie bilden 
eine Stichprobe.  
X
1.Stichprobenzug 2.Stichprobenzug ..... -ter Stichprobenzug
X X X
x x x
.....
.....
1
1
2
2
n
n
Stichprobenvariablen
Realisationen
(potentielle Messwerte)
(konkrete Messwerte)
n
 
Abb. 9.1:  Stichprobenvariablen und konkrete Stichprobe 
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Der Sachverhalt kann auch auf eine andere Weise dargestellt werden, die für weiterführende Betrachtungen 
zweckmäßiger ist. Gedanklich können wir jeder Wiederholung des Zufallsvorgangs eine eigene Zufalls-
variable zuordnen und erhalten so einen Vektor )( 1 ′= nX,...,XX  von n Zufallsvariablen, die alle identisch 
wie X verteilt sind und außerdem aufgrund der Unabhängigkeit der Wiederholungen des Zufallsvorgangs 
alle stochastisch unabhängig voneinander sind. Den ν-ten konkreten Stichprobenwert νx  fassen wird jetzt 
als eine Realisation der ν-ten Zufallsvariable νX  auf. Die Variable nennen wir Stichprobenvariable (vgl. 
Abbildung 9.1). 
D−9.1 Einfache Zufallsstichprobe 
Sei X eine Zufallsvariable mit der Verteilungsfunktion ( ) ( )xXPxF ≤= . Ein Vektor )( 1 ′= nX,...,XX  
von n Stichprobenvariablen mit den Eigenschaften 
(i) die Variablen nX,...,X1  sind alle identisch wie X verteilt, d.h. sie besitzen alle die gleiche 
Verteilungsfunktion F; 
(ii) die Variablen nX,...,X1  sind stochastisch unabhängig 
heißt einfache Zufallsstichprobe (mathematische Stichprobe) vom Umfang n aus der Grundgesamtheit X 
mit der Verteilungsfunktion F. Die Eigenschaften der Stichprobenvariablen bezeichnet man auch als i.i.d. 
(independend and identically distributed). 
Eine beobachtete Realisierung )( 1 ′= nx,...,xx  von X nennen wir konkrete Stichprobe oder auch be-
obachtete Stichprobe. 
Die mathematische Behandlung der Stichprobenvariablen gestaltet sich unter den obigen Voraussetzungen 
besonders einfach. So gilt z.B. für die gemeinsame Verteilungsfunktion der Variablen: 
 ( ) ( ) ( ) ( )nn xFxFxFx,...,xF nX,...,X ⋅⋅⋅= 2111  . 
Wir betrachten beispielhaft einige Situationen, die zu einfachen Zufallsstichproben führen. 
Beispiele 
B−9.1 Würfel. 
Betrachtet sei die Zufallsvariable X = „Augenzahl beim Wurf eines Würfels“. Der Würfel werde 
n-fach geworfen, und die Augenzahlen nx,...,x1  werden notiert. Die Werte können wir als 
Realisierungen von unabhängigen und identisch wie X verteilten Stichprobenvariablen nX,...,X1  
auffassen. Die Stichprobenvariablen bilden eine einfache Zufallsstichprobe vom Umfang n aus 
der Grundgesamtheit X. Ist der Würfel regulär, dann besitzt X eine diskrete Gleichverteilung. Wir 
sprechen jetzt von einer einfachen Zufallsstichprobe aus einer diskret gleichverteilten Grund-
gesamtheit X. Ist uns unbekannt, ob der Würfel regulär ist, sagen wir, die einfache Zufallsstich-
probe stammt aus einer unbekannten Grundgesamtheit X. 
B−9.2 Bierabfüllung. 
Der Füllinhalt X maschinell gefüllter Bierflaschen unterliegt zahlreichen Einflüssen (Temperatur, 
Luftdruck, etc.) und kann als Zufallsvariable interpretiert werden. Entnehmen wir einer regel-
mäßig arbeitenden Anlage an n zufällig gewählten Zeitpunkten Flaschen und messen deren Inhalte 
nx,...,x1 , so können wir die Werte als Realisierungen von n unabhängigen und identisch wie X 
verteilten Stichprobenvariablen nX,...,X1  auffassen. Es liegt wieder eine einfache Zu-
fallsstichprobe vom Umfang n aus der (unbekannten) Grundgesamtheit X vor. 
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B−9.3 Einkommenserhebung. 
Die Einkommenssituation der privaten Haushalte in der Bundesrepublik im Jahr 2016 soll im 
Folgejahr auf Stichprobenbasis untersucht werden. Dem Merkmal X = „Jahreshaushaltsein-
kommen in Euro“ haftet nichts Zufälliges an: Die im Jahr 2016 erzielten Einkommen stehen im 
Folgejahr fest. Um eine einfache Zufallsstichprobe zu erhalten, müssen wir in diesem Beispiel 
gezielt einen Zufallsvorgang konstruieren. Aus der Menge aller private Haushalte in der Bundes-
republik im Jahr 2016 (statistische Masse) „ziehen“ wir n Haushalte nach folgender Vorschrift: 
(i) die Ziehung erfolgt zufällig und jede Einheit der statistischen Masse besitzt die gleiche 
Chance gezogen zu werden, 
(ii) die Züge erfolgen unabhängig voneinander. 
Das Vorgehen entspricht der n-fach unabhängig wiederholten Durchführung eines Zufalls-
vorgangs, dessen Ergebnisraum Ω die statistische Masse (hier: alle Haushalte in 2016) ist. Die 
Haushalte sind Träger der Merkmalsvariable X (Einkommen in Euro). Die Merkmalswerte 
nx,...,x1  der zufällig gezogenen Haushalte können wir als n Realisierungen der Zufallsvariable X 
bzw. als Realisierungen von n unabhängigen und identisch wie X verteilten Stichprobenvariablen 
nX,...,X1  auffassen. Es liegt wieder eine einfache Zufallsstichprobe vom Umfang n aus der 
(unbekannten) Grundgesamtheit X vor. 
Die Verteilungsfunktion der Grundgesamtheit X, also ( ) ( )xXPxF ≤= , misst die Wahr-
scheinlichkeit, dass ein Haushalt mit höchstens x Euro Einkommen zufällig gezogen wird. F ist 
eindeutig durch die Häufigkeitsverteilung des Einkommens in der statistischen Masse aller Haus-
halte Ω festgelegt: 
 ( )
Haushaltealler  Zahl
Einkommen Euro  höchstensmit  Haushalteder  Zahl x
ˆxF =  . 
Untersuchen wir auf Basis der Stichprobe die Verteilungsfunktion F der Zufallsvariable X, so 
untersuchen wir also gleichzeitig die Einkommensverteilung der Haushalte. 
Es ist allgemein üblich, die statistische Masse Ω, aus der man statistische Einheiten zieht, als Grund-
gesamtheit zu bezeichnen. Wir haben bisher hingegen eine Zufallsvariable X Grundgesamtheit genannt. Im 
Folgenden nutzen wir zur Sprachvereinfachung beide Bezeichnungsweisen. Dies ist durchaus zulässig, da 
eine Zufallsvariable X als Abbildung IR:X →Ω  jedem Element aus Ω eindeutig eine Zahl zuordnet.  
In Beispiel 9.3 resultierte eine einfache Zufallsstichprobe, weil die statistischen Einheiten nach einer 
spezifischen Vorschrift der statistischen Masse (Grundgesamtheit) entnommen wurden. Diese Vorschrift 
hat einen Namen. 
D−9.2 Einfache Zufallsauswahl 
Werden aus einer statistischen Masse Ω zufällig n statistischen Einheiten ω so gezogen, dass (i) jede Einheit 
die gleiche Ziehungswahrscheinlichkeit besitzt und (ii) die Züge unabhängig voneinander erfolgen, dann 
heißt das Ziehungsverfahren einfache Zufallsauswahl. 
Dem Verfahren der reinen Zufallsauswahl liegt die Vorstellung eines zufälligen Ziehens aus einer 
unendlich großen Grundgesamtheit Ω bzw. eines zufälligen Ziehens mit Zurücklegen aus einer endlichen 
Grundgesamtheit Ω zugrunde. In beiden Fällen ist gewährleistet, dass die Züge - und damit auch die 
Stichprobenvariablen - unabhängig sind. Das Verfahren ist jedoch nicht immer zu realisieren, z.B. beim 
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zufälligen Ziehen ohne Zurücklegen aus einer endlichen Grundgesamtheit Ω. Hier sind die Züge abhängig 
voneinander.  
Wir beschränken uns im Folgenden dennoch auf die Betrachtung einfacher Zufallsstichproben. Die 
Aussagen, die wir entwickeln werden, gelten beim Ziehen ohne Zurücklegen zumindest näherungsweise, 
wenn die Anzahl N der Elemente von Ω sehr viel größer als der Stichprobenumfang n ist. Als Faustregel 
sollte ein Auswahlsatz von 10.N
n <  vorliegen.  
9.2 Stichprobenfunktionen und Gesetze der großen Zahlen 
Unser nächstes Ziel ist es, eine konkrete Stichprobenrealisation nx,...,x1  durch geeignet gewählte Funktio-
nen ( )nx,...,xT 1  so zu verdichten, dass wir auf uns interessierende Kennzahlen bzw. Parameter der 
Verteilung von X schließen können. Als Funktionen sind z.B. das arithmetische Mittel, der Median, die 
Varianz, etc. der Stichprobenwerte denkbar. Da die Werte nx,...,x1  Realisierungen zufälliger 
Stichprobenvariablen nX,...,X1  sind, fassen wir die verdichtenden Größen ( )nx,...,xT 1  ebenfalls als 
Realisierungen von Zufallsvariablen auf. 
D−9.3 Stichprobenfunktion, Statistik 
Eine Zufallsvariable ( )nX,...,XTT 1= , die als Funktion von Stichprobenvariablen nX,...,X1  definiert ist, 
heißt Stichprobenfunktion oder Statistik. Die Wahrscheinlichkeitsverteilung von T nennen wir Stichproben-
verteilung von T. 
Liegt eine konkrete Stichprobenrealisation nx,...,x1  vor, dann nimmt die Stichprobenfunktion den 
konkreten Wert ( )nx,...,xTt 1=  als Realisation an.  
Beispiele 
Statistik  Realisierung  
(i) Stichprobenmittel (arithmetisches Mittel) 
         ( ) XX
n
X,...,XT
n
n == ∑
=ν
ν
1
11
1
 
 
∑
=ν
ν=
n
x
n
x
1
1
 
(ii) empirische Varianz  
 ( ) ( )∑
=ν
ν =−=
n
n S
~
XX
n
X,...,XT
1
22
12
1
 
 
( )∑
=ν
ν −=
n
xx
n
s~
1
22 1  
(iii) Stichprobenvarianz 
         ( ) ( )∑
=ν
ν =−−
=
n
n SXXn
X,...,XT
1
22
13 1
1
 
 
( )∑
=ν
ν −−
=
n
xx
n
s
1
22
1
1
 
(iv) Stichprobenmaximum und -minimum 
         ( ) ( ) maxnn XX,...,XmaxX,...,XT == 114  
         ( ) ( ) minnn XX,...,XminX,...,XT == 115  
 
( )nmax x,...,xmaxx 1=  
( )nmin x,...,xminx 1=  
etc.  
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Nachfolgend werden beispielhaft drei spezielle Statistiken näher untersucht. Dabei nehmen wir an, dass die 
Statistiken auf einer einfachen Zufallsstichprobe nX,...,X1  vom Umfang n aus einer Grundgesamtheit X 
mit der Verteilungsfunktion ( )xF , dem Mittel ( ) µ=XE  und der Varianz ( ) 2σ=XVar  basieren.  
Das arithmetische Stichprobenmittel 
Zur Motivation der nachfolgenden Betrachtungen wird zunächst das Beispiel 9.3 fortgeführt. 
Beispiel 
B−9.3 Einkommensuntersuchung. 
Mittels einer einfachen Zufallsstichprobe soll das Durchschnittseinkommen im Jahr 2016 aller 
privaten Haushalte in der Bundesrepublik näherungsweise bestimmt werden. Wir interpretieren 
das Merkmal X = „Jahreshaushaltseinkommen in Euro“ als Zufallsvariable und folglich das  
Durchschnittseinkommen als Mittel- oder Erwartungswert ( ) µ=XE  der Zufallsvariable. Als 
Schätzwert für µ bietet sich das arithmetische Mittel x  der konkreten Stichproben nx,...,x1  an. 
Obwohl die Verwendung von x  naheliegend ist, stellt sich die Frage, ob x  tatsächlich ein 
statistisch sinnvoller Schätzwert für µ ist. 
Um die Schätzung des Erwartungswertes µ einer Grundgesamtheit X durch das arithmetische Mittel x  
einer konkreten Stichprobe statistisch begründen zu können, fassen wir x  als Realisation der Stichpro-
benfunktion X  auf. Da wir die Stichprobenfunktion zur Schätzung von µ verwenden wollen, sprechen wir 
im Folgenden auch von einer Schätzfunktion oder kurz von einem Schätzer für µ. Des Weiteren schreiben 
wir das arithmetische Stichprobenmittel X  auch nX , um den Stichprobenumfang n hervorzuheben. nX  
ist eine Zufallsvariable mit einer bestimmten Wahrscheinlichkeitsverteilung. Die Analyse der 
Wahrscheinlichkeitsverteilung gibt Aufschlüsse über die Eignung von nX  als Schätzer für µ. 
Aufgrund der Eigenschaften der Stichprobenvariablen (D−9.1) können wir mit Hilfe des Satzes 7.8 leicht 
den Mittelwert und die Varianz des Schätzers ermitteln. Der „Mittelwert des Mittelwerts“ ist: 
 ( ) ( ) ( ) µ=µ===






= ∑∑∑
=ν=ν
ν
=ν
ν nn
XE
n
XE
n
X
n
EXE
nnn
n
1111
111
 . 
Der Erwartungswert von nX  ist somit das unbekannte Mittel µ der Grundgesamtheit. Allerdings streut 
nX , und eine Realisierung der Zufallsvariable wird µ nur zufällig exakt treffen. Die „Varianz des Mittel-
werts“ ist: 
 ( ) ( ) ( )  1111
2
2
2
1
2
1
2
1 n
n
n
XVar
n
XVar
n
X
n
VarXVar
nnn
n
σ
=σ===







= ∑∑∑
=ν=ν
ν
=ν
ν . 
Die Standardabweichung von nX , 
 ( )
nXnn
XVar n σ=
σσ
= =
2
 , 
bezeichnet man als den Standardfehler des Schätzers. Die Streuung oder der Standardfehler von nX  hängt 
von der Standardabweichung σ der Grundgesamtheit X und dem Stichprobenumfang n ab. Sie wird 
offensichtlich immer geringer, je größer der Stichprobenumfang n gewählt wird. Die Reduktion vollzieht 
sich jedoch nicht linear, sondern nur mit dem Faktor n1 . So ist z.B. ein 4-facher Umfang nötig, um die 
Streuung von X  zu halbieren. Dieser Sachverhalt wird als das −n Gesetz bezeichnet. 
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Mit wachsendem Stichprobenumfang werden sich also die Realisierungen von nX  immer mehr um µ 
konzentrieren. Dies besagt auch der auf P. L. TSCHEBYSCHEFF zurückgehende Satz 9.1. 
S−9.1 (Schwaches) Gesetz der großen Zahlen 
nX,...,X1  sei eine einfache Zufallsstichprobe vom Umfang n aus einer Grundgesamtheit X mit dem Mittel 
( ) µ=XE  und der Varianz ( ) 2σ=XVar . Ferner sei nX  der arithmetische Mittelwert der Stich-
probenvariablen. Dann gilt für beliebig kleine 0>ε : 
 ( ) 1=ε<µ−
∞→ nn
XPlim . 
Man sagt auch: „ nX  konvergiert stochastisch gegen den Erwartungswert µ“. 
Interpretation 
Die Wahrscheinlichkeit, dass nX  sich in einem beliebig kleinen Intervall ( )ε+µε−µ  ,  realisiert, strebt 
bei wachsendem Stichprobenumfang n gegen 1.  
Beweis 
Wir wenden die Tschebyscheff-Ungleichung (Satz 8.18) an und erhalten für jedes 0>ε  
 ( )( ) ( )
2
1
ε
−≥ε<− nnn
XVar
XEXP     ⇔     ( )
2
2
1
ε
σ
−≥ε<µ−
n
XP n   . 
Für ∞→n  strebt die rechte Seite der Ungleichung gegen 1.   q.e.d. 
Für große Stichproben können noch weitergehende Aussagen über die Stichprobenverteilung von nX  
getroffen werden. Bis auf den Faktor n1  ist nX  eine Summe unabhängiger, identisch verteilter 
Zufallsvariablen und unterliegt dem Zentralen Grenzwertsatz 8.13. Hieraus folgt der Satz 9.2.  
S−9.2 
nX,...,X1  sei eine einfache Zufallsstichprobe vom Umfang n aus einer Grundgesamtheit X mit dem Mittel 
( ) µ=XE  und der Varianz ( ) 2σ=XVar . Ferner sei nX  der arithmetische Mittelwert der Stich-
probenvariablen. Dann strebt für ∞→n  die Verteilungsfunktion von 
 
σ
µ−
=
σ
µ−
= nn
X
n
n
X
Z  
gegen die Verteilungsfunktion ( )zΦ  der N(0,1)-Verteilung.  
nX  ist somit für hinreichend großes n approximativ )(
2 n,N σµ -verteilt. Liegt eine normalverteilte 
Grundgesamtheit zugrunde, dann ist Satz 9.2 natürlich irrelevant. Hier gilt Satz 9.3. 
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S−9.3 
Die Grundgesamtheit X sei )( 2σµ,N -verteilt. Dann ist nX  eine Linearkombination normalverteilter 
Stichprobenvariablen und aus Satz 8.12 folgt für beliebige Stichprobenumfänge n exakt: 
 nX 



µ σ
n
,N~
2
 . 
Beispiel 
B−9.3 Einkommensuntersuchung. 
Um die Eigenschaften der Zufallsvariable nX  näher untersuchen zu können, unterstellen wir rein 
hypothetisch, dass das „wahre“ (aber unbekannte) Durchschnittseinkommen µ = 50000 Euro 
betrug bei einer Standardabweichung von σ = 12000 Euro. Unter diesen Annahmen gilt dann 
 ( ) 50000=nXE ,   ( ) nXVar n
212000
=  und  
nn
X
12000
=σ  . 
Mit wachsendem Stichprobenumfang n fällt der Standardfehler des Schätzers gemäß −n Ge-
setz; beispielsweise gilt: 
 n 
nX
σ  
 100 
400 
1600 
6400 
25600 
1200 
600 
300 
150 
75 
Für 100≥n  können wir die Verteilung von nX  sehr gut durch eine Normalverteilung approxi-
mieren. Die Dichte ( )xf
X
 der Zufallsvariable besitzt für verschiedene Stichprobenumfänge n 
dann näherungsweise die in Abbildung 9.2 dargestellten Formen. 
 
Abb. 9.2: Dichtefunktionen des Stichprobenmittels nX  bei verschiedenen Stichprobenumfängen    
)(xf
X
= 6400n
= 1600n
= 400n
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Die relative Stichprobenhäufigkeit 
Beispiel 
B−9.4 Meinungsumfrage. 
Gemäß einer einfachen Zufallsauswahl werden n Bundesbürger ausgewählt und befragt, ob sie 
mit den Plänen der Bundesregierung zur Reform der gesetzlichen Rentenversicherung ein-
verstanden sind (Ereignis A) oder nicht (Ereignis A ). Für den unbekannten Anteilssatz p der 
zustimmenden Bundesbürger ( 10 ≤≤ p ) soll ein Schätzwert ermittelt werden. Naheliegend ist 
es, p durch die relative Häufigkeit ( )Ahn  der „Zustimmenden“ (bzw. des Ereignisses A) in der 
konkreten Stichprobe anzunähern. 
Wir fassen die relative Häufigkeit eines Ereignisses A in einer konkreten Stichprobe im Folgenden als 
Realisierung einer Stichprobenfunktion ( )AH n  auf. Bei der Meinungsumfrage handelt es sich um ein n-
fach unabhängig wiederholtes Bernoulli-Experiment, bei dem das interessierende Ereignis A mit der 
Wahrscheinlichkeit ( ) pAP =  eintritt. Die Wiederholungen des Experiments beschreiben wir durch n un-
abhängige Stichprobenvariablen nX,...,X1 , die jeweils identisch verteilt sind wie die Zufallsvariable 
 



=
.eintritt     falls1
eintritt    falls0
A
A
X  
Man sagt, die Stichprobenvariablen bilden eine einfache Zufallsstichprobe aus der dichotomen Grund-
gesamtheit X. Unter diesen Vereinbarungen repräsentiert die Summe der Stichprobenvariablen 
 ∑
=ν
ν=
n
XY
1
 
gerade die absolute Häufigkeit von A in der einfachen Zufallsstichprobe. Die Division der Summe durch 
den Stichprobenumfang n liefert die relative Stichprobenhäufigkeit von A: 
 ( ) .  1
1
n
n
n XXnn
Y
AH === ∑
=ν
ν  
Alle Überlegungen, die wir zum Stichprobenmittel nX  durchgeführt haben, sind auch hier gültig. 
Zusätzlich können wir feststellen: Die Zufallsvariable Y besitzt eine ( )p,nB -Verteilung mit der 
Wahrscheinlichkeitsfunktion 
 ( ) ( ) yny pp
y
nyYP −−⋅⋅



== 1  für  n,....,,y 10=  , 
dem Erwartungswert ( ) npYE =  und der Varianz ( ) ( )pnpYVar −= 1 . Ferner gilt für den Mittelwert und 
die Varianz der relativen Stichprobenhäufigkeit: 
 ( )( ) ( ) p
n
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n
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Y
EAHE n ===
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Die Standardabweichung von ( )AH n   
 ( )( ) ( )
n
pp
AHVar n
−
=
1
  
folgt dem −n Gesetz. 
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Als Spezialfall des (schwachen) Gesetzes der großen Zahlen S−9.1 erhalten wir die folgende Aussage. 
S−9.4 Bernoullis Gesetz der großen Zahlen 
nX,...,X1  sei eine einfache Zufallsstichprobe vom Umfang n aus einer dichotomen Grundgesamtheit X. 
Das interessierende Ereignis A trete mit der Wahrscheinlichkeit ( ) pAP =  ein. Ferner sei ( )AH n  die 
relative Stichprobenhäufigkeit von A. Dann gilt für beliebig kleine 0>ε : 
 ( )( ) 1=ε<−
∞→
pAHPlim n
n
. 
( )AH n  konvergiert stochastisch gegen die Wahrscheinlichkeit p. 
Schließlich folgt aus dem Grenzwertsatz von DeMoivre-Laplace 8.14 bzw. aus dem Satz 9.2, dass ( )AH n  
für hinreichend großes n approximativ 
 
( )




 −
n
pp
,pN
1
-verteilt 
ist.  
Die Konsequenz des auf JACOB BERNOULLI zurückgehenden Gesetzes der großen Zahlen ist, dass die unbe-
kannte Wahrscheinlichkeit ( ) pAP =  eines Ereignisses A durch die relative Häufigkeit ( )AH n nX=  in 
einfachen Zufallsstichproben genügend großen Umfanges n näherungsweise bestimmt werden kann. Ber-
noullis Gesetz der großen Zahlen liefert eine mathematische Begründung für das in Kapitel 5.2.2 einge-
führte Prinzip der großen Zahlen und die statistischen Wahrscheinlichkeiten. 
Beispiel 
B−9.4 Meinungsumfrage. 
Verwenden wir in unserem Beispiel ( )AH n  bzw. nX  als Schätzer für den unbekannten 
Anteilssatz p der den Regierungsplänen zustimmenden Bundesbürger, so wissen wir jetzt, dass 
der Mittelwert des Schätzers mit p übereinstimmt, die Realisierungen des Schätzers sich bei 
wachsendem Stichprobenumfang n immer mehr um p konzentrieren, da seine Streuung 
entsprechend dem −n Gesetz sinkt, und der Schätzer für große Stichprobenumfänge n 
approximativ normalverteilt ist.  
Anmerkung 
Das Gesetz der großen Zahlen scheint in Beispiel 9.4 keinen wesentlichen Erkenntnisgewinn zu liefern: 
Die statistische Masse aller Bundesbürger besitzt eine endliche Anzahl von Elementen; zwar könnten wir 
theoretisch aus ihr mit Zurücklegen unendlich große Stichproben ziehen – warum aber sollten wir dies tun, 
wenn uns die Vollerhebung einer endlichen Zahl von Bürgern zum Ziel führt? 
In der Tat ist das Gesetz der großen Zahlen im besonderen Maße dann eine theoretische Rechtfertigung für 
Stichprobenerhebungen, wenn die zugrundeliegenden statistischen Massen unendlich groß sind oder die 
Stichproben auf beliebig wiederholbaren Experimenten basieren. Letzteres ist bei Glückspielen oder auch 
bei naturwissenschaftlichen Experimenten gegeben. Aber auch im Falle von Stichproben aus endlichen 
statistischen Massen ist das Gesetz überaus hilfreich. In der Form des −n Gesetzes macht es eine 
generelle Aussage über den Zusammenhang von der Variabilität des Schätzfehlers und dem Stichproben-
umfang.  
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Beispiel 
B−9.5 Würfelexperiment. 
Ein regelmäßiger Würfel werde n-mal geworfen. Wir definieren die beiden dichotomen Zufalls-
variablen 
 


 −ν
=ν
sonst0
ist 6gleich   Augenzahl die ten Wurf beim falls1
X     ( n,...,1=ν ) 
und 
 


 −ν
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und bilden die arithmetische Mittel ∑ =ν ν=
n
XX
nn 1
1  , ∑ =ν ν=
n
YY
nn 1
1 . 
Schätzen Sie mit Hilfe der Tschebyscheff-Ungleichung ab, wie viele Würfe notwendig sind, damit 
nX  mit der Mindestwahrscheinlichkeit 0.95 in das Intervall ( )ε+ε− pp  ,  mit 61=p ,  010.=ε  
fällt.  Schätzen Sie ferner mit Hilfe der Tschebyscheff-Ungleichung ab, wie viele Würfe not-
wendig sind, damit nY  mit der Mindestwahrscheinlichkeit 0.95 in das Intervall ( )ε+ε− pp  ,  mit 
21=p , 010.=ε  fällt. Vergleichen und interpretieren Sie die Ergebnisse. 
(Lösung als Übung) 
Die empirische Verteilungsfunktion 
Die Häufigkeitsverteilung einer Zufallsvariable in der konkreten Stichprobe nx,...,x1  kann mittels der 
empirischen Verteilungsfunktion der konkreten Stichprobe  
  ∑
=ν
ν−∞=
n
x,n xIn
xv
1
]( )(
1
)(


=
sind   Zahlreelle eine alsgrößer nicht  die
, nwerteStichprobeder  Häufigkeit relative 1
x
x,...,x n  
beschrieben werden. Die empirische Verteilungsfunktion nimmt für jedes IRx ∈  Werte im Intervall [0,1] 
an. Sie ist eine Treppenfunktion, die an den Stellen ν= xx  ( )n,...,1=ν  Sprünge besitzt.  
Da die konkrete Stichprobe nx,...,x1  nur eine von vielen möglichen Realisationen der einfachen 
Zufallsstichprobe nX,...,X1  ist, können wir auch die empirische Verteilungsfunktion als eine von vielen 
möglichen Realisierungen einer Zufallsgröße betrachten, die als empirische Verteilungsfunktion der 
einfachen Zufallsstichprobe nX,...,X1  bezeichnet werden soll: 
∑
=ν
ν−∞=
n
x,n XIn
xV
1
]( )(
1
)(


=
.annehmen    Zahlreelle eine alsgrößer nicht   Wertedie
, nvariablenStichprobeder  Häufigkeit relative
 1
x
X,...,X n   
( )xVn  ist für jedes reelle Argument x eine Zufallsvariable. Sie gibt die zufällige relative Häufigkeit des 
Hineinfallens von  Stichprobenvariablen nX,...,X1  in das Intervall (−∞, x] an. ( )xvn  ist als Realisierung 
von ( )xVn  an der Stelle x aufzufassen.  
S−9.5 Hauptsatz der mathematischen Statistik (in abgeschwächter Form) 
( )xVn  sei die empirische Verteilungsfunktion einer einfachen Zufallsstichprobe vom Umfang n aus der 
Grundgesamtheit X mit der Verteilungsfunktion ( )xF . Für beliebig kleine reelle 0>ε  und jede reelle Zahl 
x gilt: 
 ( ) ( )( ) 1=<−
∞→
εxFxVPlim n
n
. 
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Beweis 
Es sei X eine Zufallsvariable mit der Verteilungsfunktion F und x sei eine beliebige (aber feste) reelle Zahl. 
( )xVn  können wir als die zufällige relative Häufigkeit ( )AH n  des Ereignisses ( )xXA ≤=  in einer Folge 
von n unabhängigen Wiederholungen eines Zufallsexperiments auffassen, wobei das Zufallsexperiment 
jedes Mal in der Messung einer Realisierung der Zufallsvariable X besteht. Das Ereignis A besitzt die 
Wahrscheinlichkeit 
 ( ) ( ) ( )xFxXPAPp =≤==  . 
Aufgrund Bernoullis Gesetz der großen Zahlen gilt für jedes 0>ε  
 ( ) ( )( ) 1=<−
∞→
εxFxVPlim n
n
 . 
Da x beliebig gewählt wurde, gilt die Konvergenz für alle IRx ∈ . q.e.d. 
Der sogenannte Hauptsatz der mathematischen Statistik besagt, dass die im Allgemeinen unbekannte 
Verteilungsfunktion ( )xF  einer Grundgesamtheit X aufgrund von einfachen Zufallsstichproben genügend 
großen Umfanges n näherungsweise bestimmt werden kann. Der Satz rechtfertigt im Prinzip alle Methoden 
der induktiven Statistik und ist ein wesentliches Bindeglied zwischen der Wahrscheinlichkeitstheorie und 
der induktiven Statistik. 
Beispiel 
B−9.6 Annäherung der Verteilungsfunktion einer Rechteckverteilung. 
Aus einer auf dem Intervall [0, 1] rechteckverteilten Grundgesamtheit X wurden einfache Zufalls-
stichproben vom Umfang n = 10, 50 und 500 entnommen und die empirischen Verteilungs-
funktionen ( )xvn  der konkreten Stichproben ermittelt. Die Funktionen sind in der Abbildung 9.3 
zusammen mit der Verteilungsfunktion ( )xF  von X dargestellt. 
1. Stichprobe (n = 10) 
0.051  0.280  0.376  0.379  0.588  0.613  0.652  0.854  0.874  0.900 
2. Stichprobe (n = 50) 
0.017  0.045  0.066  0.076  0.084  0.100  0.131  0.153  0.167  0.172  
0.192  0.205  0.230  0.235  0.237  0.257  0.290  0.302  0.307  0.311  
0.359  0.381  0.383  0.401  0.410  0.455  0.474  0.480  0.500  0.536  
0.540  0.547  0.559  0.582  0.599  0.626  0.627  0.643  0.672  0.813  
0.815  0.840  0.842  0.853  0.958  0.959  0.979  0.983  0.987  0.992 
3. Stichprobe (n = 500) 
0.001  0.001  0.002  0.003  0.007  0.008  0.008  0.009  0.013  0.013  
0.014  0.015  0.017  0.021  0.023  0.024  0.025  0.026  0.028  0.029  
0.031  0.031  0.033  0.033  0.035  0.036  0.037  0.038  0.039  0.041  
0.041  0.042  ...  
...    0.959  0.959  0.960  0.960  0.964  0.965  0.967  0.968  0.968  
0.969  0.971  0.972  0.975  0.978  0.979  0.979  0.985  0.986  0.988  
0.991  0.994  0.994  0.995  0.998  1.000 
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Abb. 9.3: Empirische Verteilungsfunktionen konkreter Zufallsstichproben mit verschiedenen Stich-
probenumfängen n aus einer Rechteckverteilung auf dem Intervall [0 , 1]  
Anmerkungen 
(i) Es gibt weitere Fassungen des schwachen Gesetzes der großen Zahlen. Diese machen alle Aussagen 
über die Konvergenz in Wahrscheinlichkeit von arithmetischen Stichprobenmittelwerten. In diesen 
Fassungen variieren die Prämissen und sind z.T. sehr viel allgemeiner als in Satz 9.1. 
 (ii) Neben den schwachen Gesetzen gibt es auch starke Gesetze der großen Zahlen. Sie machen Aussagen 
über Bedingungen, unter denen  
 1 
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 erfüllt ist. Man sagt auch, die Folge von Mittelwerten konvergiert mit Wahrscheinlichkeit 1 (oder 
konvergiert fast sicher) gegen den Erwartungswert µ. Darüber hinaus gibt es auch starke Varianten 
des Hauptsatzes [siehe z.B. Fisz 1970, Kapitel 6]. Die starken Gesetze implizieren die schwachen 
Gesetze. Für unsere Zwecke sind obige Ausführungen jedoch ausreichend. 
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10 Schätzen der Kenngrößen von Wahrscheinlichkeitsver-
teilungen 
In diesem Kapitel werden die Betrachtungen aus Abschnitt 9.2 weitergeführt und erweitert. Gegenstand der 
Ausführungen ist die Schätzung unbekannter Kenngrößen von Wahrscheinlichkeitsverteilungen auf der 
Basis von Stichproben. Die Kenngrößen können beispielsweise Momente der Verteilungen oder Parameter 
spezieller Verteilungsmodelle sein. Im Rahmen der statistischen Methodenlehre werden für solche Schätz-
probleme zwei verschiedene Lösungsstrategien diskutiert. Eine Strategie besteht in der Verdichtung 
verfügbarer Stichprobendaten zu einer reellen Zahl (Schätzwert), welche die unbekannte Kenngröße 
annähert. Die andere Strategie besteht in der Bestimmung eines Intervalls (Schätzintervall), das die 
Kenngröße mit einer vorgegebenen Wahrscheinlichkeit einschließt. Die Ermittlung eines Schätzwerts wird 
als Punktschätzung und die Ermittlung eines Schätzintervalls als Intervallschätzung bezeichnet. 
10.1 Punktschätzung 
Wir wenden uns zunächst der Punktschätzung zu und diskutieren das folgende Schätzproblem: 
Gegeben sei eine Realisierung nx,...,x1  einer einfachen Zufallsstichprobe nX,...,X1  vom Umfang n aus 
der Grundgesamtheit X. Gesucht ist eine Stichprobenfunktion ( )nX,...,XT 1 , deren Realisierung 
( )nx,...,xT 1  eine unbekannte interessierende Kenngröße θ der Wahrscheinlichkeitsverteilung von X 
„möglichst gut“ annähert. Eine solche Stichprobenfunktion schreiben wir im Folgenden kurz 
 ( )n,n X,...,XTT 1=θ  
und nennen sie Schätzfunktion oder kurz Schätzer für θ. Eine Realisierung des Schätzers 
 ( )n,n x,...,xTt 1=θ  
heißt Schätzwert für θ. Schätzer bzw.  Schätzwert schreibt man häufig auch Θˆ bzw. θˆ .  
Die Diskussion des Problems erfolgt in zwei Schritten. In den Abschnitten 10.1.1 und 10.1.2 wird der Frage 
nachgegangen, wie die vage Forderung, dass die Realisierungen eines Schätzers die unbekannte Kenngröße 
„möglichst gut“ annähern sollen, mathematisch präzisiert werden kann. Dazu werden Beurteilungskriterien 
für Schätzer betrachtet, die in ersten Grundzügen bereits in Kapitel 9 vorgestellt wurden. In Abschnitt 10.1.3 
folgt dann die Darstellung von Methoden, die es erlauben, zur Lösung konkreter Schätzprobleme Schätz-
funktionen mit (meist) günstigen statistischen Eigenschaften herzuleiten.  
10.1.1 Kriterien für die Wahl einer Schätzfunktion  
In Abschnitt 9.2 haben wir am Beispiel des arithmetischen Mittelwerts gesehen, dass die Werte θ,nt  eines 
Schätzers θ,nT  die zu schätzende Kenngröße θ in aller Regel nicht exakt treffen. Mit Hilfe der 
Wahrscheinlichkeitsrechnung können wir Aussagen herleiten, in welcher Weise θ,nT  um θ schwankt. Für 
die weiteren Betrachtungen ist die Zerlegung des Schätzfehlers θ−θ,nT  in zwei additive Kompontenten 
nützlich. 
D−10.1 Schätzfehler, Zufallsfehler, Bias  
Es sei θ,nT  ein Schätzer für die Kenngröße θ. Die Abweichung θ−θ,nT  ist eine Zufallsgröße und heißt 
(absoluter) Schätzfehler.  
250 Schätzen der Kenngrößen einer Wahrscheinlichkeitsverteilung 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
Der Schätzfehler lässt sich formal in zwei Summanden zerlegen: 
  
 ( ) ( ) ( )θ−+−=θ−−−=θ− θθθθθθθ )()()()( ,n,n,n,n,n,n,n TETETTETETT  . 
Der erste Summand )( θθ − ,n,n TET  ist eine Zufallsvariable und heißt Zufallsfehler. Der zweite Summand 
θ−θ )( ,nTE  ist eine Konstante und wird als der systematische Fehler, Verzerrung oder Bias des Schätzers 
bezeichnet. Den Bias des Schätzers kennzeichnen wir durch 
 θ−= θθ )()( ,n,n TETB  . 
Zufallsfehler sind bei Schätzungen in aller Regel unvermeidbar, systematische Fehler hingegen können 
oftmals durch eine geeignete Konstruktion des Schätzers vermieden werden. Die erste sinnvolle und über-
prüfbare Forderung, die wir an eine Schätzfunktion θ,nT  stellen, ist die Forderung nach Erwartungstreue 
oder Unverzerrtheit. 
D−10.2 Erwartungstreue, Unverzerrtheit 
Ein Schätzer θ,nT  für die Kenngröße θ heißt erwartungstreu oder unverzerrt, falls  
 ( ) θ=θ,nTE   ⇔  0)( =θ,nTB  
gilt. Anderenfalls heißt θ,nT  verzerrt.   
Beispiele 
B−10.1 Stichprobenmittel. 
Das arithmetische Mittel X  einer einfachen Zufallsstichprobe ist ein erwartungstreuer Schätzer 
für den Mittelwert µ einer Grundgesamtheit X bzw. für den Anteilssatz p einer dichotomen 
Grundgesamtheit X (vgl. Kapitel 9.2).  
B−10.2 Empirische Varianz und Stichprobenvarianz. 
Die empirische Varianz einer einfachen Zufallsstichprobe 
 ( ) ∑∑
=ν
ν
=ν
ν −=−=
nn
XX
n
XX
n
S
~
1
22
1
22 11  
ist ein naheliegender Schätzer für die Varianz 2σ  einer Grundgesamtheit X. Wir wollen unter-
suchen, ob der Schätzer 2σ  erwartungstreu schätzt. Es gilt: 
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2S
~
 ist ein verzerrter Schätzer, der 2σ  systematisch unterschätzt. Der Bias ist 
 ( ) ( ) 011 222222 <σ−=σ−σ−=σ−=
nn
n
S
~
ES
~
B . 
Der Bias wird allerdings umso kleiner, je größer der Stichprobenumfang n ist. Für n→∞ strebt   
0)( 212 →σ= −nS
~
B  und somit 22 )( σ→S
~
E . Den Schätzer bezeichnet man deshalb als 
asymptotisch erwartungstreu.  
D−10.3 Asymptotische Erwartungstreue 
Ein Schätzer θ,nT  für die Kenngröße θ heißt asymptotisch erwartungstreu (unverzerrt), falls gilt: 
 ( ) θ=θ∞→ ,nn TElim . 
Ist der Bias eines Schätzers bekannt und lässt sich der Bias durch eine geschlossene Formel angeben, dann 
kann die Verzerrung des Schätzers durch eine Korrektur beseitigt werden. 
Beispiel 
B−10.2 Empirische Varianz und Stichprobenvarianz. 
Wir nehmen die folgende Korrektur des Schätzers 2S
~
 vor 
 ( ) =−⋅
−
=
− ∑=ν ν
n
XX
nn
n
S
~
n
n
1
22 1
11
( ) 2
1
2
1
1
SXX
n
n
=−
− ∑=ν ν
  
und erhalten die sogenannte Stichprobenvarianz 2S . Die Stichprobenvarianz ist ein erwartungs-
treuer Schätzer, denn 
 ( ) ( ) .
n
n
n
n
S
~
E
n
n
SE 2222
1
11
σ=σ
−
⋅
−
=
−
=  
Der Teiler 1−n  ist die sogenannte Anzahl der Freiheitsgrade der Stichprobenvarianz.  
Im Allgemeinen wird man erwartungstreue, zumindest aber asymptotisch erwartungstreue Schätzer für eine 
Kennzahl θ fordern. Es lassen sich allerdings oftmals mehrere solcher Schätzer finden. Es stellt sich dann 
die Frage: Welchen Schätzer sollte man bevorzugen? Ein sinnvolles Bewertungskriterium ist die Varianz 
eines Schätzers 
 ( ) ( )[ ] ( )[ ]22)( θ−=−= θθθθ ,n,n,n,n TETETETVar    falls θ=θ)( ,nTE  , 
die man als ein Maß für den Zufallsfehler )( θθ − ,n,n TET  des Schätzers interpretieren kann (mittlerer 
quadratischer Zufallsfehler). 
D−10.4 Relative und absolute Effizienz, Standardfehler 
Sind θ,nT  und 
*
,nT θ  zwei erwartungstreue Schätzfunktionen für die Kennzahl θ, dann heißt 
*
,nT θ  effizienter 
(wirksamer) als θ,nT , wenn für alle möglichen Werte von θ 
 ( ) ( )θθ ≤ ,n*,n TVarTVar  
erfüllt ist und für mindestens einen Wert das '<' Zeichen gilt.  
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*
,nT θ  heißt absolut effizient oder effizientester (wirksamster) Schätzer für θ, falls es keinen anderen 
erwartungstreuen Schätzer θ,nT  für θ gibt, der effizienter als 
*
,nT θ  ist.  
Anstatt der Varianzen können auch die Standardabweichungen der Schätzer für Effizienzvergleiche genutzt 
werden. Die Standardabweichung eines Schätzers nennt man Standard(zufalls)fehler des Schätzers. 
Der Nachweis der absoluten Effizienz ist kompliziert und wird erst in Abschnitt 10.1.2 weiter verfolgt. Wir 
beschränken uns an dieser Stelle auf die Betrachtung der relativen Effizienz.  
Beispiel 
B−10.3 Schätzung des Parameters µ  einer Normalverteilung. 
Es liege eine einfache Zufallsstichprobe vom Umfang n aus einer normalverteilten Grund-
gesamtheit )( 2σµ,N~X  vor. Für die Schätzung des Parameters und Mittelwertes µ können wir 
wieder das Stichprobenmittel X  verwenden. Gemäß Satz 9.3 gilt hier 
 ~X 




µ σ
n
,N
2
 . 
Bei symmetrischen Verteilungen wie der Normalverteilung ist der Mittelwert µ  mit dem Median 
[ ]50.x  identisch, so dass auch der Stichprobenmedian ein sinnvoller Schätzer für µ sein kann: 
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beweisen. Für den Spezialfall n = 10, µ = 20 und 162 =σ zeigt die Abbildung 10.1 die 
Dichtefunktionen der beiden Schätzer. 
 
Abb. 10.1: Dichte des Stichprobenmittels und des Stichprobenmedians 
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medX  schätzt ebenso wie X  erwartungstreu. Wegen ( ) ( )medXVarXVar ≤  ist das Stichproben-
mittel allerdings effizienter als der Median und daher vorzuziehen. Wir setzen die Standardfehler 
der beiden Schätzer zueinander ins Verhältnis: 
 
( )
( )
25331
22
2
2
.
XVar
XVar
n
nmed ≈
π
==
σ
πσ
. 
Der Quotient besagt grob gesprochen, dass man 1.2533−mal größere Stichproben ziehen müsste, 
damit der Stichprobenmedian vergleichbar präzise Schätzergebnisse liefert wie das arithmetische 
Mittel.  
Im Falle normalverteilter Grundgesamtheiten lässt sich zeigen, dass X  der effizienteste Schätzer 
für µ  ist. Es existiert kein anderer erwartungstreuer Schätzer mit geringerer Varianz (siehe 
Abschnitt 10.1.2). 
Da jeder zusätzliche Stichprobenzug neue Information über eine Grundgesamtheit liefert, ist es sinnvoll zu 
fordern, dass die Zufallsfehler und (falls vorhanden der Bias) eines Schätzers mit wachsendem Stich-
probenumfang n kleiner werden. Diese Forderung führt zu dem Konzept der Konsistenz. Es ist eine 
Verallgemeinerung des Gesetzes der großen Zahlen.  
D−10.5 Konsistenz, stochastische Konvergenz 
Ein Schätzer θ,nT  für die Kennzahl θ heißt (schwach) konsistent, wenn für jedes reelles 0>ε  gilt: 
 ( ) 1=ε<θ−θ∞→ ,nn TPlim . 
Man sagt dann auch, θ,nT  konvergiert stochastisch (konvergiert in Wahrscheinlichkeit) gegen θ und 
schreibt symbolisch 
 θ=θ,nTlimp  . 
Hierbei steht plim für „probability limit“. 
Interpretation 
Bei wachsendem Stichprobenumfang n strebt die Wahrscheinlichkeit, dass eine Realisation des Schätzers 
θ,nT  in ein beliebig kleines Intervall ( )ε+θε−θ  ,  hineinfällt, gegen eins. 
Beispiel 
B−10.1  Stichprobenmittel. 
In Kapitel 9.2 haben wir gezeigt, dass das Stichprobenmittel  
 ∑
=ν
ν=
n
n
XX
1
1  
einer einfachen Zufallsstichprobe dem Gesetz der großen Zahlen 9.1 unterliegt. Es ist ein 
konsistenter Schätzer für den Mittelwert µ einer (beliebig verteilten) Grundgesamtheit X bzw. für 
den Anteilssatz p einer dichotomen Grundgesamtheit X. Symbolisch schreibt man hierfür auch 
 µ=Xlimp  . 
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Hilfreich für den Nachweis der Konsistenz eines Schätzers ist der folgende Satz. 
S−10.1 Hinreichende Bedingung für Konsistenz 
Es sei θ,nT  ein Schätzer für die Kenngröße θ. Gilt 
  θ=θ)( ,nTE    oder zumindest  θ=θ
∞→
)( ,nTElim
n
 
sowie  
 0)( =θ
∞→
,nTVarlim
n
, 
dann ist die Schätzfunktion θ,nT  (schwach) konsistent.   
Beweis 
Wir benötigen die Ungleichung von Tschebyscheff: 
 ( )
2
)(
1)(
ε
−≤ε<− θθθ
,n
,n,n
TVar
TETP  . 
Ist nun θ,nT  erwartungstreu oder zumindest asymptotisch erwartungstreu, dann gilt 
 ( ) ( )ε<θ−=ε<− θθθ
∞→∞→
,n,n,n TPlimTETPlim
nn
)(  . 
Verschwindet ferner )( θ,nTVar  für ∞→n , dann strebt die rechte Seite der Ungleichung für wachsende 
Stichprobenumfänge n gegen eins. Somit folgt  
 ( ) 1=ε<θ−θ
∞→
,nTPlim
n
        q.e.d.  
Beispiele 
B−10.3 Schätzung des Parameters µ  einer Normalverteilung. 
Der Median medX  einer einfache Zufallsstichprobe aus der Grundgesamtheit )(
2σµ,N~X  
besitzt den Mittelwert ( ) µ=medXE  und die Varianz  
 ( )
n
XVar med 2
2πσ
=  . 
Wegen 
 0
2
2
=
πσ
∞→ n
lim
n
  
ist medX  - ebenso wie X  - ein konsistenter Schätzer für den Parameter µ der normalverteilten 
Grundgesamtheit X, kurz µ=medXlimp . Die stochastische Konvergenz vollzieht sich aber im 
Vergleich zu dem effizienteren Schätzer X  mit einer geringeren Rate.  
B−10.2 Empirische Varianz und Stichprobenvarianz. 
Wir haben bereits gezeigt, dass die Stichprobenvarianz  
 ( )∑
=ν
ν −−
=
n
XX
n
S
1
22
1
1
  
einer einfachen Zufallsstichprobe aus einer (beliebig verteilten) Grundgesamtheit X den Mittel-
wert 22 )( σ=SE  besitzt.  
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Die „Varianz der Varianz“ lautet 
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
 σ
−
−
−η=


 σ−= 44
2222
1
31
n
n
n
SESVar   für  n > 1 , 
wobei 4η  abkürzend für das 4. zentrale Moment ( ) ][
4µ−XE  von X steht. Wegen  
 1
1
3 =
−
−
∞→ n
n
n
lim         und 01 =
∞→ nn
lim  
gilt, falls 4η  und 
4σ  existieren und endlich sind, 
 0)( 2 =
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SVarlim
n
 . 
2S  ist dann ein konsistenter Schätzer für 2σ , kurz .Slimp 22 σ=   
Auch die empirische Varianz  
 ( )∑
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ν −=
n
XX
n
S
~
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22 1   
schätzt 2σ  konsistent. Wegen 212 SS
~
n
n−=  gilt für ∞→n : 
 22)( σ→S
~
E    und    ( ) ( ) ( ) ( ) 0221212 →⋅=⋅= −− SVarSVarS~Var
n
n
n
n
. 
Die Konsistenz ist eine Minimalanforderung für Schätzfunktionen. Sie kann als Versicherung dafür 
angesehen werden, dass ein großer Aufwand bei der Datenbeschaffung belohnt wird. Für hinreichend große 
Stichprobenumfänge n darf man erwarten, dass konsistente Schätzer passable Schätzwerte liefern. Wenn 
ein Schätzer nicht einmal konsistent ist, dann ist er meist nicht empfehlenswert. 
Beispiele 
B−10.4 Warten auf einen Bus (Schätzung des Parameters β einer Rechteckverteilung). 
Ein skeptischer Kunde eines Busunternehmens bezweifelt, dass die von ihm häufig genutzte 
Buslinie dem Fahrplan gemäß alle 10 Minuten an der Haltestelle eintrifft. Er vermutet längere 
Intervalle. Da er statistisch bewandert ist, plant er eine Stichprobenerhebung.  
Er notiert an n zufällig gewählten Zeitpunkten seine Wartezeit und fasst die Werte als Realisie-
rungen einer einfachen Zufallsstichprobe nX,...,X1  aus einer Grundgesamtheit X auf. Weiter 
unterstellt er, dass die Zufallsvariable X über dem Intervall [0, β] rechteckverteilt ist. Für den 
unbekannten Parameter β leitet er drei verschiedene Schätzfunktionen her: 
 ( ) XT ß,n 2
1 =  ,  ( ) { }nmaxß,n X,...,XmaxXT 1
2 ==  ,   ( ) maxß,n Xn
n
T
13 += . 
Welchen Schätzer sollte er zur Schätzung des Parameters β verwenden? 
Bezüglich der Verteilung von X wissen wir (vgl. B−6.2, B−6.6):  
 ( )



 β≤≤β=
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 ,   ( )
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
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
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<
=
x
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sowie ( )
2
β
=µ=XE   ,   ( )
12
2
2 β=σ=XVar  . 
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Der Schätzer ( ) XT ß,n 2
1 =  ist erwartungstreu und konsistent, denn es gilt: 
 ( )( ) ( ) ( ) β=β=µ===β 22222
1 XEXETE ,n   
 ( )( ) ( ) ( )
nn
XVarXVarTVar ,n 3
422
22
21 β=
σ
===β     und    
( )( ) 01 →β,nTVar  für ∞→n . 
Der Schätzer ( ) maxß,n XT =
2  ist verzerrt, asymptotisch erwartungstreu und konsistent. Hier gilt: 
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+
=
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2
2 21
2 β
++
=
nn
n
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 sowie ( )( ) β→2ß,nTE   und  ( )( ) 02 →ß,nTVar   für  ∞→n . 
Die Ergebnisse für ( )2ß,nT  resultieren aus den folgenden Überlegungen: Die Stichprobenvariablen 
nX,...,X1   sind unabhängig und identisch wie X verteilt. Es bezeichne maxX
F  die Verteilungs-
funktion von maxX .  Für alle 0 ≤ x ≤ β gilt 
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In obigen Umformungen folgt die dritte Zeile aus der Unabhängigkeit, die vierte Zeile aus der 
identischen Verteilung und die fünfte Zeile aus der Rechteckverteilung der Stichprobenvariablen. 
Die Dichte von maxX  ist 
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Man erhält weiter: 
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und 
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Der 3. Schätzer ( ) maxß,n Xn
n
T
13 +=  ist eine Korrektur des 2. Schätzers. Er ist erwartungstreu und 
konsistent, denn 
 ( )( ) ( ) β=β
+
⋅
+
=⋅
+
=




 +=
1
1113
n
n
n
n
XE
n
n
X
n
n
ETE maxmaxß,n   
und 
 
( )( ) ( ) ( )( )
( ) ( )
( )
. 
2
1
 
21
1
11
2
2
2
2
2
2
23
β
+
=
β





++





 +=





 +=




 +=
nn
nn
n
n
n
TVar
n
n
T
n
n
VarTVar ß,nß,nß,n
   
Für ∞→n  verschwindet die Varianz.   
Der korrigierte Schätzer ( )3ß,nT  ist effizienter als 
( )1
ß,nT  wegen  
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 für  n ≥ 2. 
Das Verhältnis der Standardfehler der beiden Schätzer ist 
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Für n = 10 und n = 50 erhält man beispielsweise 2
3
12
3
2 ==+n  bzw. 164
3
52
3
2 .n ≅=+ . Für 
n→∞  wächst die zugehörige Quotientenfolge unbeschränkt. 
Der Schätzer ( )3ß,nT  besitzt somit deutlich überlegene statistische Eigenschaften. Dies soll durch 
ein Simulationsexperiment verdeutlicht werden. In einer Computersimulation wurden mittels 
eines Zufallszahlengenerators aus einer über dem Intervall [0, 10] rechteckverteilten Grund-
gesamtheit X jeweils 1000 einfache Zufallsstichproben nX,...,X1  vom Umfang n = 10 und vom 
Umfang n = 50 virtuell gezogen. Nach jeder Stichprobenziehung wurden Schätzwerte für den 
Parameter β der Verteilung mittels der drei Schätzfunktionen ( )i ß,nT  ( )321 ,,i =  ermittelt.  
Die Schätzwerte sind nachfolgend in Box-Plots graphisch dargestellt. Die Tabelle 10.1 erlaubt 
einen Vergleich theoretischer Momente der Schätzfunktionen mit empirischen Kennzahlen der 
virtuellen Schätzergebnisse.  
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Abb. 10.2: Vertikale Box-Plots der Schätzwerte (links: 1000 Stichproben vom Umfang n = 10; 
rechts: 1000 Stichproben vom Umfang n = 50) 
Stichprobenumfang n = 10 n = 50 
Schätzer 1 2 3 1 2 3 
)( ß,nTE  10 9.0909 10 10 9.8039 10 
)( ß,nTVar  1.8257 0.8299 0.9129 0.8165 0.1923 0.1961 
arithmetisches Mittel der 
1000 Schätzwerte ß,nt  
10.0375 9.1025 10.0127 9.9953 9.8079 10.0040 
Standardabweichung der 
1000 Schätzwerte ß,nt  
1.7877 0.8290 0.9119 0.8004 0.1835 0.1871 
Tab. 10.1: Theoretische Momente der Schätzfunktionen und empirischen Kennzahlen der 
Schätzwerte 
B−10.5 Randomisierte Befragung. 
Bei Umfragen erhält man auf sensible Fragen oft keine ehrlichen Antworten. Man denke bei-
spielsweise an Fragen wie „Sind Sie jemals unter Alkoholeinfluss Auto gefahren?“ oder 
„Konsumieren Sie regelmäßig Drogen?“ Um das Problem unehrlicher Antworten und des hieraus 
resultierenden Antwortbias zu bewältigen, wurde die Randomized-Response-Technik (Technik der 
randomisierten Antworten) entwickelt. Wir betrachten nachfolgend eine Variante dieser Methode 
(siehe Warner 1965 und Deffaa 1982):  
Aus einer Grundgesamtheit wird eine einfache Zufallsauswahl von n Personen entnommen. Jede 
Person zieht blind aus einem Stapel von 5 nummerierten Karten eine Karte verdeckt heraus. Zieht 
die Person die Karte mit der Nummer 1, dann soll sie die Frage  
 „Haben Sie die Eigenschaft A?“ 
wahrheitsgemäß beantworten – andernfalls soll sie lügen.  
Schätzer 1 Schätzer 2 Schätzer 3
4
6
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14
16
M
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ut
en
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4
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M
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Die Antworten der Befragten werden durch dichotome Stichprobenvariablen  
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lautet ja""Antwort  die falls1
X     ( )n,...,1=ν  
beschrieben. Der unbekannte Anteilssatz p der Personen mit Eigenschaften A in der Grund-
gesamtheit wird durch den Schätzer 
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angenähert. p,nT  ist ein erwartungstreuer und konsistenter Schätzer für p. 
Die Stichprobenvariablen νX  sind ( )π,B 1 -verteilt mit 
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p,nT  ist ein erwartungstreuer Schätzer für p. Ferner ist 
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Wegen  
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ist p,nT  ein konsistenter Schätzer für p. 
10.1.2* Rao-Cramér-Ungleichung 
Der Nachweis der absoluten Effizienz eines Schätzers kann ein aufwendiges Unterfangen werden. In vielen 
Fällen wird der Nachweis durch Anwendung der Ungleichung von Rao-Cramér ganz wesentlich erleichtert.  
260 Schätzen der Kenngrößen einer Wahrscheinlichkeitsverteilung 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
S−10.2 Ungleichung von Rao-Cramér 
Die Zufallsvariable X besitze eine Dichte ( )θ|xf
X
 oder Wahrscheinlichkeitsfunktion ( ) =θ|xf
X
 
( )θ=   xXP , die von einem unbekannten Parameter θ abhängt. Die Verteilung darf neben θ weitere 
Parameter aufweisen, wir heben dies nur nicht explizit hervor.  
Weiter sei nX,...,X1  eine einfache Zufallsstichprobe vom Umfang n und ( )n,n X,...,XTT 1=θ  eine 
beliebige erwartungstreue Schätzfunktion für den Parameter θ. Unter allgemeinen Regularitätsbeding-
ungen gilt für die Varianz dieser Schätzfunktion 
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Beweis: Siehe Rao (1945) oder auch Fisz (1970, S. 544ff) 
Anmerkungen 
(a) Die rechte Seite der Ungleichung von Rao-Cramér ist eine untere Schranke für die Varianz eines 
erwartungstreuen Schätzers. Erreicht die Varianz eines Schätzers diese untere Schranke, dann wissen 
wir, dass dieser Schätzer absolut effizient ist.   
(b) Die Größe ( )θI  wird nach R.A. FISHER als Fisher-Information bezeichnet. Sie kann als ein Maß für 
die in der Stichprobe enthaltene Information über den zu schätzenden Parameter θ aufgefasst werden, 
da sie der Kehrwert der minimalen Streuung eines Schätzers ist.  
(c) Die erwähnten Regularitätsbedingungen fordern im Wesentlichen, dass der Bildbereich der 
Zufallsvariablen X nicht von θ abhängen darf, d.h. die Menge ( ){ }0  >θ|xfx
X
 muss für alle 
möglichen Werte von θ gleich sein. Ferner muss ( )θ|xf
X
 zweimal stetig nach θ differenzierbar sein. 
Diese Bedingungen sind z.B. für die Binomial-, die Poisson-, die Exponential- oder die Normal-
verteilung erfüllt. Bei der Gleichverteilung über einem Intervall [α, β] hängt aber hingegen der 
Bildbereich explizit von den Parametern α, β ab. Hier ist keine Aussage mit der Ungleichung von 
Rao-Cramér möglich. 
Beispiele 
B−10.3 Schätzung der Parameter einer Normalverteilung. 
Die Grundgesamtheit X sei normalverteilt mit der Dichte 
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−
 
Gesucht sind die Rao-Cramér-Schranken für die Varianzen erwartungstreuer Schätzfunktionen 
n,μT , 2σn,T
 für die Parameter µ und 2σ . 
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Die logarithmierte Dichte ist 
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erhält man die Fisher-Information für µ 
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Damit gilt für alle erwartungstreuen Schätzfunktionen n,μT  für µ: 
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Der Schätzer X  für µ erreicht diese Schranke und ist somit bei normalverteilten Grundgesamt-
heiten eine absolut wirksame Schätzfunktion. 
Mit 
 
2
2 )(
σ∂
σµ∂ ,|xfln
X ( )
4
2
2 22
1
σ
µ−
+
σ
−=
x
 . 
erhält man (nach zahlreichen Umformungen) die Fisher-Information für σ2 
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Damit gilt für alle erwartungstreuen Schätzfunktionen 2σn,T
 für σ2 : 
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Diese Schranke wird von der Varianz der Schätzfunktion  
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n
X
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erreicht, die jedoch keine praktische Relevanz besitzt, da µ i.d.R. unbekannt ist.  Die Varianz  
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der Stichprobenvarianz 2S  ist größer als die Rao-Cramér-Schranke. Der Unterschied verschwin-
det aber, wenn n sehr groß wird: 
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Man sagt, dass 2S  eine asymptotisch absolut effiziente Schätzfunktion ist. Auch der Schätzer 2S
~
 
ist in diesem Sinne bei normalverteilten Grundgesamtheiten eine asymptotisch absolut effiziente 
Schätzfunktion. 
B−10.6 Schätzung des Parameters λ einer Poisson-Verteilung. 
Es sei X  Poisson-verteilt mit der Wahrscheinlichkeitsfunktion 
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Gesucht ist die Rao-Cramér-Schranke für die Varianz eines erwartungstreuen Schätzers λn,T  für 
den Parameter λ. 
Mit 
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erhält man die Fisher-Information für λ 
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Beachte: Für die Poisson-Verteilung gilt ( ) ( ) λ== XVarXE . Damit folgt für alle erwartungs-
treuen Schätzfunktionen λn,T  für λ: 
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Das Stichprobenmittel X  ist erwartungstreu und konsistent für λ. Ferner erreicht die Varianz des 
Mittels  
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XVar
λ
=
σ
=
2
  
die Rao-Cramér-Schranke. X  ist somit auch bei Poisson-verteilten Grundgesamtheiten absolut 
effizient. 
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10.1.3  Gewinnung von Schätzfunktionen 
Für die Konstruktion von Schätzern stellt die statistische Methodenlehre zahlreiche Verfahren wie die 
Momente-Methode, die Maximum-Likelihood-Methode, die Methode der kleinsten Quadrate, die Bayes-
Methode, die Minimax-Methode, robuste Schätzer usw. zur Verfügung. Im Folgenden werden exemplar-
isch die Methode der Momente und der Maximum-Likelihood-Ansatz vorgestellt. Die Maximum-Like-
lihood-Methode ist ein zentrales Konzept der statistischen Schätztheorie. Die Momente-Methode ist 
aufgrund ihrer Einfachheit interessant. In manchen Fällen führen beide Methoden zu identischen Schätz-
funktionen. Die Methode der kleinsten Quadrate wird an anderer Stelle im Zusammenhang mit der 
Regressionsanalyse diskutiert.  
10.1.3.1 Methode der Momente 
Will man Momente einer Grundgesamtheit X wie den Mittelwert µ oder die Varianz 2σ  schätzen, dann ist 
es naheliegend, dies mit Hilfe von Momenten der Stichprobe wie X  oder 2S
~
 bzw. 2S  zu tun. Die 
Momente-Methode greift diese einfache heuristische Überlegung auf und überträgt sie auf allgemeinere 
Schätzprobleme. 
Die Verteilung der Grundgesamtheit X hänge von einem unbekannten Parameter θ ab, der aufgrund einer 
einfachen Zufallsstichprobe nX,...,X1  geschätzt werden soll. Angenommen, das k-te Moment um Null 
)( kXE  der Verteilung existiert (vgl. Kapitel 6.5), und θ kann als Funktion von )( kXE  ausgedrückt 
werden: 
 )( )( kXEh=θ  . 
Das Schätzprinzip besteht nun darin, die Größe )( kXE  durch das k-te Stichprobenmoment um Null 
 ∑
=ν
ν=
n
kk X
n
X
1
1
  
(vgl. Kapitel 2.4) anzunähern. Man erhält so für θ den Momente-Schätzer 
 )( k,n XhT =θ  . 
Beispiele 
B−10.3 Schätzung der Parameter einer Normalverteilung. 
Gegeben sei eine einfache Zufallsstichprobe nX,...,X1  vom Umfang n aus einer normalverteilten 
Grundgesamtheit )( 2σµ,N~X . Gesucht sind die Momente-Schätzer für die unbekannten Para-
meter 
 ( )XE=µ  und ( ) ( ) ( )2222 )(][ XEXEXEXVar −=µ−==σ . 
Wir nähern ( )XE , )( 2XE  durch die Stichprobenmomente X , 2X  an und erhalten damit die 
Schätzer 
 ∑
=ν
νµ ==
n
,n Xn
XT
1
1
 ,     
 ( ) 2
1
22
1
222 11
2 S
~
XX
n
XX
n
XXT
nn
,n
=−=−=−= ∑∑
=ν
ν
=ν
νσ
. 
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B−10.4 Warten auf einen Bus (Schätzung des Parameters β einer Rechteckverteilung). 
Gegeben sei eine einfache Zufallsstichprobe nX,...,X1  vom Umfang n aus der über dem Intervall 
[ ]β , 0  rechteckverteilten Grundgesamtheit ( )β,R~X 0 . Gesucht ist der Momente-Schätzer für 
den unbekannten Parameter β. 
Der Mittelwert von ( )β,R~X 0  ist 
 ( )
2
β
=µ=XE  . 
Es gilt also 
 µ=β⇔
β
=µ 2            
2
 . 
Nähern wir den Mittelwert µ der Grundgesamtheit durch das Stichprobenmittel X  an, dann erhal-
ten wir für β den Schätzer 
 XT ,n 2=β . 
Die Eigenschaften dieses Schätzers wurden bereits in Abschnitt 10.1.1 (B−10.4) diskutiert.  
B−10.7 Schätzung des Parameters λ einer Exponentialverteilung. 
Gegeben sei eine einfache Zufallsstichprobe nX,...,X1  vom Umfang n aus der exponential-
verteilten Grundgesamtheit ( )λEx~X . Gesucht ist der Momente-Schätzer für den unbekannten 
Parameter λ. 
Im Falle ( )λEx~X  gilt 
 ( )
λ
=µ=
1
XE      ⇔     
µ
=λ
1
 . 
Nähern wir den Mittelwert µ der Grundgesamtheit durch das Stichprobenmittel X  an, dann erhal-
ten wir für λ den Schätzer 
 
X
T ,n
1
=λ . 
Ein problematischer Aspekt der Momente-Methode ist, dass sie i.d.R. nicht zu eindeutigen Er-
gebnissen führt. Im vorliegenden Beispiel könnten wir auch die Beziehung  
 ( )
2
222 1)(
λ
=−=σ XEXE   
zur Konstruktion eines Schätzers nutzen. Es ist 
 ( )
2
2
2
222 211)(
λ
=





λ
+
λ
=+σ= XEXE      ⇔     
)(
2
2XE
=λ  . 
Mit dem 2. Stichprobenmoment 2X  erhalten wir den alternativen (statistisch weniger sinnvollen) 
Schätzer 
 
2
2
X
T *,n =λ . 
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10.1.3.2  Maximum-Likelihood-Methode 
Die Grundlagen der Maximum-Likelihood-Methode, kurz ML-Methode, wurden vom englischen Statistiker 
und Genetiker Sir RONALD AYLMER FISHER (1890-1962) entwickelt [siehe z.B. Fisher 1925]. Der Ansatz 
wird zunächst anhand eines Beispiels motiviert. 
Beispiel 
B−10.8   Meinungsumfrage (Schätzung des Parameters p einer Binomialverteilung). 
In einer Umfrage werden n = 10 zufällig ausgewählte Bundesbürger gefragt, ob sie den Plänen 
der Bundesregierung zur Reform der gesetzlichen Rentenversicherung zustimmen (X = 1) oder 
nicht (X = 0). Resultat der Umfrage ist die konkrete Stichprobe 
 1 , 0 , 1, 0 , 1 , 1, 0 , 1 , 1 , 0 . 
Wir interessieren uns für den unbekannten Anteilssatz p der „zustimmenden Bundesbürger“     
oder äquivalent für die Wahrscheinlichkeit ( ) pXP == 1  der Grundgesamtheit ( )p,B~X 1 . 
Bevor sich die Stichprobe realisiert hat, betrug ihre Wahrscheinlichkeit bei unabhängigen Stich-
probenzügen 
 ( ) ( ) ( ) ( ) ( )46 11111 pppppppppppp −=−⋅⋅⋅−⋅⋅⋅−⋅⋅−⋅ . 
Wir suchen nun denjenigen p-Wert mit 10 << p , der die Wahrscheinlichkeit für das Auftreten 
der Stichprobe maximiert. Wir suchen also die Lösung des Maximumproblems 
 ( )46
10
1 ppmax
p
−
<<
 . 
Da sich die einfache Zufallsstichprobe gerade in obiger Form realisiert hat, erscheint die Annahme 
plausibel, dass für ihr Zustandekommen vorher eine große Wahrscheinlichkeit bestand. Wir 
unterstellen im Folgenden sogar, dass die Wahrscheinlichkeit gerade dieser Stichprobe maximal 
war. 
Wir fassen ( )46 1 pp −  als eine Funktion von p auf und schreiben 
 ( ) ( )46 1 pppL −=   10 << p . 
L(p) heißt Likelihoodfunktion der konkreten Stichprobe. Likelihood ist das umgangssprachliche 
englische Wort für Wahrscheinlichkeit oder Plausibilität. Die Maximumstelle pˆ  von L(p) können 
wir mit Hilfe der Differentialrechnung ermitteln. Die erste Ableitung der Funktion ist 
 ( ) ( ) ( ) ( )3645 1416 pppp
dp
pdL
pL −−−==′  . 
Die notwendige Bedingung für ein Extremum in der Stelle pˆp =  lautet ( ) 0=′ pˆL . Hieraus folgt  
 ( ) ( )3645 1416 pˆpˆpˆpˆ −=− . 
Division beider Seiten der Gleichung durch ( )35 1 pˆpˆ −  liefert 
 ( ) pˆpˆ 416 =− , 
woraus folgt 
 
10
6
=pˆ . 
Der Funktionsgraf in Abbildung 10.3 zeigt, dass 60.pˆ =  die gesuchte Maximumstelle ist. Sie ist 
der ML-Schätzwert für p und ordnet der beobachteten Stichprobe eine maximale „likelihood” zu. 
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Man beachte, pˆ  entspricht gerade der relativen Häufigkeit der „Zustimmenden” in der Stichprobe 
bzw. dem Mittelwert der dichotomen Daten.  
 
Abb. 10.3:  Likelihoodfunktion L(p) der konkreten Stichprobe 
Die Betrachtungen im Beispiel werden jetzt verallgemeinert. Es sei nX,...,X1  eine einfache Zufalls-
stichprobe vom Umfang n aus einer Grundgesamtheit X. Dabei kann X diskret oder stetig verteilt sein mit 
der Wahrscheinlichkeits- oder Dichtefunktion ( )θ|xf
X
. Wir nehmen an, dass die Funktion 
X
f  mit 
Ausnahme eines Parameters θ bekannt ist, wobei θ auch ein Vektor sein darf. Im Falle einer normal-
verteilten Grundgesamtheit gilt z.B. ( ) )( 2σµ=θ ,|xf|xf
XX
 mit )( 2 ′σµ=θ ,  . 
Da die Stichprobenvariablen unabhängige und identisch wie X verteilte Zufallsvariablen sind, lautet ihre 
gemeinsame Wahrscheinlichkeits- oder Dichtefunktion einfach 
 ( ) ( ) ( ) ( )∏
=ν
ν θ=θ⋅⋅θ=θ
n
nnX,...,X |xf|xf...|xf|x,...,xf XXXn
1
11   1
 . 
nx,...,x1  stehe jetzt für eine konkret beobachtete Stichprobe. Obige Funktion gibt dann die Wahrscheinlich-
keit bzw. Dichte („likelihood”) dieser Stichprobe für alle möglichen Werte von θ an. Die Funktion fassen 
wir als Funktion von θ auf und schreiben sie im Folgenden 
 ( )∏
=ν
ν θ=θ
n
n |xfx,...,x|L X
1
1 )(  oder kurz     L(θ) . 
D−10.6 Likelihoodfunktion, Maximum-Likelihood-Schätzung 
Es sei nx,...,x1  eine Realisation der einfachen Zufallsstichprobe nX,...,X1  aus der Grundgesamtheit X mit 
der Wahrscheinlichkeits- bzw. Dichtefunktion ( )θ|xf
X
. Die Funktion 
 ( )∏
=ν
ν θ=θ
n
n |xfx,...,x|L X
1
1 )(
      
für alle zulässigen Werte von θ 
heißt die Likelihoodfunktion der konkreten Stichprobe nx,...,x1 .   
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Gilt in der Stelle θ=θ ˆ  
 ( ) ( )nn x,...,x|Lx,...,x|ˆL 11   θ≥θ  
für alle möglichen Werte von θ, so ist  
 ( )n,n x,,xTtˆ 1=≡θ θ  
der Maximum-Likelihood-(ML)-Schätzwert für θ. Die zugehörige Stichprobenfunktion 
 ( )n,n X,,XTT 1=θ  
heißt der Maximum-Likelihood-(ML)-Schätzer für θ. 
Zur praktischen Bestimmung von ML-Schätzern bedient man sich häufig der Differentialrechnung. Hierbei 
kann man sich zunutze machen, dass ( )nx,...,x|L 1θ  genau dort ein Maximum besitzt, wo auch die 
logarithmierte Likelihoodfunktion oder Loglikelihoodfunktion 
 ( ) ( ) ( )∑∏
=ν
ν
=ν
ν θ=θ=θ
nn
n |xfln|xflnx,...,x|Lln XX
11
1  
ein Maximum besitzt. Eine Summe ist i.d.R. leichter zu differenzieren als ein Produkt.  
Beispiele 
B−10.9 Schätzung des Parameters p einer Binomialverteilung. 
Gegeben sei eine konkrete Stichprobe nx,...,x1  vom Umfang n aus einer dichotomen Grundge-
samtheit ( )p,B~X 1 . Gesucht ist der ML-Schätzwert für p. Das Beispiel 10.8 ist ein Spezialfall 
dieses Schätzproblems. 
Die Wahrscheinlichkeitsfunktion von X lautet für x = 0, 1 
 ( ) ( ) ( ) xx ppxXPp|xf
X
−−⋅=== 11  . 
Die Likelihoodfunktion )()( 1 nx,...,x|pLpL ≡  der konkreten Stichprobe ist 
 ( ) ( ) ( ) ( ) ( ) ( )
( )
( ) yny
yny
n
pppf...pfpf...pfpxfpL
XXXXX
−
−−−=ν
ν −=⋅⋅⋅⋅⋅== ∏ 10011
malmal1
    
 
mit ∑ =ν ν=
n
xy
1
. Es folgt die Loglikelihoodfunktion 
 
( ) ( )( ) ( )
( ) ( ) .  1
11
plnynplny
plnplnpplnpLln ynyyny
−⋅−+⋅=
−+=−⋅= −−⋅
  
Die ersten beiden Ableitungen der Loglikelihoodfunktion sind 
 
( )
p
yn
p
y
dp
pLlnd
−
−
−=
1
   und     
( )
( )222
2
1 p
yn
p
y
dp
pLlnd
−
−
−−=  . 
Notwendige Bedingung für ein Maximum der Funktion in der Stelle pˆp =  ist, dass die erste 
Ableitung in dieser Stelle verschwindet: 
 
( )
0
1
=
−
−
−=
pˆ
yn
pˆ
y
dp
pˆLlnd
. 
Die Gleichung besitzt die eindeutige Lösung nypˆ = .  
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Da die zweite Ableitung in der Stelle pˆ  negativ ist 
 
( )
0
2
2
<
dp
pLlnd
,  
liegt eine Maximumstelle von ( )pLln  und damit auch von ( )pL  vor  [hinreichende Bedingung 
für ein Maximum]. pˆ  ist der gesuchte ML-Schätzwert für p.  
Aufgrund des dichotomen Charakters der Daten entspricht er dem arithmetischen Mittel der 
konkreten Stichprobe nx,...,x1  : 
 xx
nn
y
pˆ
n
=== ∑
=ν
ν
1
1
.  
Der zugehörige ML-Schätzer für p ist das Mittel der einfachen Zufallsstichprobe: 
 =p,nT ∑
=ν
ν=
n
X
n
X
1
1
. 
p,nT  ist ein erwartungstreuer, konsistenter und absolut effizienter Schätzer. 
B−10.10  Schätzung des Parameters λ einer Poisson-Verteilung. 
Gegeben sei eine konkrete Stichprobe nx,...,x1  vom Umfang n aus einer Poisson-verteilten Grund-
gesamtheit ( )λPo~X  mit der Wahrscheinlichkeitsfunktion 
 ( )





=⋅
λ
=λ
λ−
.sonst 0
210für 
!
,...,,xe
x|xf
x
X
 
Gesucht ist der ML-Schätzwert für den unbekannten Parameter 0>λ . 
Die Likelihoodfunktion ( ) ( )nx,...,x|LL 1λ≡λ  der Stichprobenrealisation ist 
 
( ) ( )
.  
1
!
1
!
1
1
!111
11
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∏
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=ν
λ−
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Durch Logarithmieren erhalten wir die Loglikelihoodfunktion 
 ( ) ( )λ−∑
ν
λ−=ν ν
ν
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
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deren erste beiden Ableitungen lauten: 
 
( )
nx
d
Llnd n
−
λ
=
λ
λ ∑
=ν
ν
1
1
 und   
( ) ∑
=ν
νλ
−=
λ
λ n
x
d
Llnd
1
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2 1
. 
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Notwendige Bedingung für ein Maximum der Funktion in der Stelle λ=λ ˆ  ist 
 
( )
0
1
1
=−
λ
=
λ
λ ∑
=ν
ν nxˆd
ˆLlnd n
. 
Wegen 
 1
1111
0
1
111
==
λ
⇔=
λ
⇔=−
λ
∑∑∑
=ν
ν
=ν
ν
=ν
ν nn
x
nˆ
nxˆnxˆ
nnn
 
ist xxˆ
n
n
==λ ∑
=ν
ν
1
1  die eindeutige Lösung der Gleichung. Da weiter 
 
( )
0
1
1
22
2
<
λ
−=
λ
λ ∑
=ν
ν
n
x
ˆd
ˆLlnd
 
gilt, liegt eine Maximumstelle von ( )λLln  vor. Wir erhalten also x  als ML-Schätzwert für λ, und 
der ML-Schätzer ist 
 =λ,nT ∑
=ν
ν=
n
X
n
X
1
1
. 
λ,nT  ist ein erwartungstreuer, konsistenter und absolut effizienter Schätzer. 
B−10.4 Warten auf einen Bus (Schätzung des Parameters β einer Rechteckverteilung). 
Gegeben sei eine konkrete Stichprobe nx,...,x1  vom Umfang n aus einer über dem Intervall [ ]β , 0  
rechteckverteilten Grundgesamtheit ( )β,R~X 0  mit der Dichte 
 ( )



 β≤≤
β=β
.sonst 0
0 falls
1
  
x
xf
X   
Gesucht ist der ML-Schätzwert für den unbekannten Parameter 0>β . 
Die Likelihoodfunktion ( ) ( )nx,...,x|LL 1β≡β  der konkreten Stichprobe ist 
 ( ) ( )
nnn
xfL
X 




β
=
β
=β=β ∏∏
=ν=ν
ν
11
 | 
11
. 
Man beachte, dass die Likelihoodfunktion nicht die Stichprobenwerte nx,...,x1  enthält. Die in den 
bisherigen Beispielen gewählte Vorgehensweise mittels Differentialrechnung führt in diesem 
Beispiel nicht zum Ziel. Wir können den ML-Schätzwert für β aber durch eine einfache 
Überlegung gewinnen:  
( )βL  ist offensichtlich maximal, wenn β einen minimalen Wert annimmt. Dabei darf β aber nicht 
kleiner werden als der größte der n Stichprobenwerte nx,...,x1 , da ja die Werte alle im Intervall        
[0 , β] liegen müssen. Wir wählen daher 
 ( )nmax x,...,xmaxx 1=   
als ML-Schätzwert bzw. 
 =β,nT ( )nmax X,...,XmaxX 1=   
als ML-Schätzer für β. In Abschnitt 10.1 wurde gezeigt, dass β,nT  ein verzerrter Schätzer ist. 
Durch die Lineartransformation  
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 max,n Xn
n
T
~ 1+
=β   
erhält man einen korrigierten ML-Schätzer, der erwartungstreu, konsistent und deutlich effizienter 
als der Momente-Schätzer für β ist.  
B−10.7 Schätzung des Parameters λ einer Exponentialverteilung. 
Gegeben sei eine konkrete Stichprobe nx,...,x1  vom Umfang n aus einer exponentialverteilten 
Grundgesamtheit ( )λEx~X  mit der Dichte 
 ( )



 >λ
=
λ−
.sonst 0
0 falls
 | 
xe
λxf
x
X  
Gesucht ist der ML-Schätzwert für den unbekannten Parameter 0>λ . 
Die Likelihoodfunktion ( ) ( )nx,...,x|LL 1λ≡λ  der konkreten Stichprobe lautet 
 ( ) ( ) ∏∏∏
=ν
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=ν
ν
νν λ=λ=λ=λ
n
xn
n
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n
ee|xfL
X
111
, 
woraus man die Loglikelihoodfunktion  
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erhält mit der ersten und zweiten Ableitung 
 
( ) ∑
=ν
ν−λ
⋅=
λ
λ n
xn
d
Llnd
1
1
 und   
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22
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λ n
d
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Die Nullstelle λˆ  der ersten Ableitung ist  
 
x
x
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n
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11
1
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==λ
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 .  
Wegen 
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0
22
2
<
λ
−=
λ
λ n
d
Llnd
 
liegt eine Maximumstelle von ( )λLln  vor. Wir erhalten xˆ 1=λ  als ML-Schätzwert und =λ,nT
X1  als ML-Schätzer für λ. λ,nT  ist ein asymptotisch erwartungstreuer, konsistenter und 
asymptotisch absolut effizienter Schätzer. 
B−10.3 Schätzung der Parameter einer Normalverteilung. 
Gegeben sei eine konkrete Stichprobe nx,...,x1  vom Umfang n aus einer normalverteilten 
Grundgesamtheit )( 2σµ,N~X  mit der Dichte 
 ( ) ( ).xe,|xf xX ∞<<∞−
πσ
=σµ
µ−
σ
−
           
2
1
2
2
)(
2
1
2
2  
Gesucht sind die ML-Schätzwerte für die unbekannten Parameter µ und 02 >σ . 
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Die Likelihoodfunktion )()( 1
22
nx,...,x|,L,L σµ≡σµ  der konkreten Stichprobe ist 
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Wegen 
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besitzt die Loglikelihoodfunktion die Form:  
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Die partiellen Ableitungen erster Ordnung der Funktion bezüglich µ und 2σ  sind: 
 ( )∑
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∂ n
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22
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422 2
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2
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Man beachte, dass im zweiten Falle nach 2σ  und nicht nach σ differenziert wird. Obiges Ergebnis 
kann leicht nachvollzogen werden, wenn man vor dem Differenzieren in der Loglikelihood-
funktion 2σ  durch eine Variable z ersetzt und anschließend wieder resubstituiert. 
Notwendige Bedingung für eine Maximumstelle der Loglikelihoodfunktion ist, dass die partiellen 
Ableitungen beide verschwinden. Wir müssen also das folgende Gleichungssystem lösen: 
 ( ) 0
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Für die erste Gleichung gilt 
 ( ) 0
2
2
1
2
=µ−
σ
∑
=ν
ν
n
ˆx
ˆ
    ( ) 0     
11
=µ−=µ−⇔ ∑∑
=ν
ν
=ν
ν ˆnxˆx
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Dies ist für ∑
=ν
ν==µ
n
x
n
xˆ
1
1
 
erfüllt. Wir setzen jetzt x  in die zweite Gleichung ein: 
 ( )
2
1
2
4 22
1
σ
=−
σ
∑
=ν
ν ˆ
n
xx
ˆ
n
  
und lösen sie nach 2σˆ  auf: 
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 ( ) 2
1
22 1 s~xx
n
ˆ
n
=−=σ ∑
=ν
ν  . 
Auf die Prüfung der hinreichenden Bedingung für eine Maximumstelle soll hier verzichtet werden. 
Tatsächlich ist das arithmetische Mittel x  der ML-Schätzwert für µ und die empirische Varianz 
2s~  der ML-Schätzwert für 2σ . Die zugehörigen ML-Schätzer lauten somit: 
 =µ,nT ∑
=ν
ν=
n
n
XX
1
1   und     =
σ2,n
T ( )∑
=ν
ν −=
n
XX
n
S
~
1
22 1 . 
X  ist ein erwartungstreuer, konsistenter und absolut effizienter Schätzer für µ. Anstelle von 2S
~
  
verwendet man sinnvollerweise die Stichprobenvarianz 2S  als korrigierten ML-Schätzer. 2S  ist 
erwartungstreu, konsistent und asymptotisch absolut effizient für 2σ . 
Die ML-Methode liefert unter allgemeinen Voraussetzungen Schätzfunktionen mit günstigen statistischen 
Eigenschaften. Dies gilt zumindest für große Stichproben.  
S−10.3 Eigenschaften von Maximum-Likelihood-Schätzern 
Es sei nX,...,X1  eine einfache Zufallsstichprobe aus der Grundgesamtheit X mit der Wahrscheinlichkeits- 
bzw. Dichtefunktion ( )θ|xf
X
 und ( )n,n X,,XTT 1=θ  sei der ML-Schätzer für den Parameter θ.  
Unter allgemeinen Regularitätsbedingungen (vgl. S-10.2) gilt: 
(i) θ,nT  ist konsistent; 
(ii) θ,nT  ist erwartungstreu oder zumindest asymptotisch erwartungstreu; 
(iii) θ,nT  ist absolut effizient oder zumindest asymptotisch absolut effizient; 
(iv) θ,nT  unterliegt dem Zentralen Grenzwertsatz und ist (zumindest) asymptotisch normalverteilt.  
Beweis: Siehe z.B. Fisz (1970, S. 566ff) 
ML-Schätzer werden in der Literatur als CANE-Schätzer (Consistent Asymptotically Normal Estimates) 
oder als BAN-Schätzer (Best Asymptotically Normal) bezeichnet. Satz 10.3 begründet den hohen Stellen-
wert der ML-Methode in der Statistik: Bei „hinreichend großen“ Stichproben liefert die ML-Methode (fast) 
immer Schätzer mit definierten Güteeigenschaften. Über die Schätzung von Parametern in eindimensiona-
len Verteilungsmodellen hinaus wird sie z.B. auch zur Parameterschätzung für mehrdimensionale Ver-
teilungsmodelle, für komplexe ökonometrische Modelle oder für zeitreihenanalytische Modelle genutzt.  
10.2  Intervallschätzung 
Während man bei der Punktschätzung die Gewinnung einer Stichprobenfunktion  
 =n,θT  ( )nX,,XT 1   
anstrebt, die möglichst zuverlässige Schätzwerte für eine unbekannte Kenngröße θ einer Wahrscheinlich-
keitsverteilung liefert, zielt die Intervallschätzung darauf ab, zwei Stichprobenfunktionen 
 ( ) ( )nonu X,,XTIX,,XTI  1211 und ==   mit   ( ) 1=≤ ou IIP  
so zu finden, dass das Zufallsintervall [ ]ou I,I  die unbekannte Kenngröße θ mit einer vorgegebenen 
Wahrscheinlichkeit 1−α überdeckt: 
 ( ) α−=≤θ≤ 1ou IIP  . 
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D−10.7  Konfidenzintervall, Schätzintervall 
Ein Zufallsintervall [ ]ou I,I  mit der Eigenschaft  
 ( ) α−=≤θ≤ 1ou IIP  
heißt Konfidenzintervall für die Kenngröße θ zum Konfidenzniveau (Vertrauenswahrscheinlichkeit) 1−α. 
Die Zahl α misst die Wahrscheinlichkeit, dass [ ]ou I,I  den unbekannten Parameter nicht überdeckt und 
wird deshalb als die Irrtumswahrscheinlichkeit bezeichnet.  
Gilt 
 ( ) ( )θ<=θ> 0IPIP u   , 
so nennt man das Intervall symmetrisch.  
Eine Realisierung eines Konfidenzintervalls bei Vorliegen einer konkreten Stichprobe heißt konkretes 
Konfidenzintervall oder einfach Schätzintervall. Wir schreiben: 
 [ ] ( ) ( )nonuou x,,xTix,,xTii,i  1211  und mit == . 
 
Das Konfidenzniveau sagt grob gesprochen aus, dass bei wiederholten Stichprobenentnahmen aus einer 
Grundgesamtheit X die unbekannte Kenngröße θ in (1− α)⋅100% der Fälle von den Schätzintervallen über-
deckt wird. Der Fehleranteil liegt bei α⋅100%.  
Das Konfidenzniveau eines Intervalls ist frei wählbar. Man wählt i.d.R. hohe Vertrauenswahrscheinlich-
keiten 1−α (und damit niedrige Irrtumswahrscheinlichkeiten α), z.B. 1−α = 0.9, 0.95, 0.99 oder derglei-
chen. Für den Informationsgewinn durch die Intervallschätzung ist zusammen mit dem Konfidenzniveau 
die Länge des Intervalls entscheidend. Ein Intervall ist bei einem vorgegebenen Niveau 1−α umso infor-
mativer, je enger es die unbekannte Kenngröße θ umschließt.  
Die Wahrscheinlichkeitsverteilung der Stichprobenfunktionen uI  und oI  hängt natürlich von der Vertei-
lung der Stichprobenvariablen nX,...,X1  ab. Man erhält deshalb bei unterschiedlich verteilten Grund-
gesamtheiten X auch für gleichartige Kenngrößen (z.B. den Erwartungswert ( ) µ=XE ) verschiedene 
Konfidenzintervalle. Wir werden im Folgenden nur die wichtigsten Standardfälle betrachten.  
10.2.1 Konfidenzintervalle für die Parameter µ und σ2 einer Normalverteilung 
10.2.1.1 Konfidenzintervall für µ 
Im Folgenden sei nX,...,X1  eine einfache Zufallsstichprobe vom Umfang n aus einer normalverteilten 
Grundgesamtheit )( 2σµ,N~X . Gesucht ist ein Konfidenzintervall für den Mittelwert µ. Zur Einführung 
in die Problematik unterstellen wir zunächst, dass im Gegensatz zu µ die Varianz 2σ  der Grundgesamtheit 
a priori bekannt ist und somit nicht geschätzt werden muss. Dieser Spezialfall ist theoretisch besonders 
einfach handhabbar, wenn auch praktisch weniger bedeutsam. 
Das arithmetische Stichprobenmittel X  hat sich in unseren Untersuchungen als ein erwartungstreuer und 
konsistenter Schätzer für den Mittelwert µ einer Grundgesamtheit erwiesen (vgl. B−10.1). Bei der 
Gewinnung des Konfidenzintervalls für µ gehen wir daher nahe liegender Weise von X  aus. Aus Satz 9.3 
ist uns bekannt, dass für unabhängige, )( 2σµ,N -verteilte Stichprobenvariablen gilt: 
  . 
2







 σ
µ
n
,N~X  
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Folglich ist 
 
σ
µ−
=
σ
µ−
=
X
n
n
X
Z
2
 
eine N(0,1)-verteilte Zufallsvariable. Für Z können wir ein zentrales Schwankungsintervall der Form 
 [ ] [ ] [ ] [ ] α−=
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
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
≤
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≤ α−α−α−α 12121212 z
X
nzPz
X
nzP  
konstruieren. Hierbei ist [ ]2/z α  das 2α -Quantil und [ ]21 /z α−  das )21( α− -Quantil der N(0,1)-Verteilung. 
Da die Dichte der N(0,1)-Verteilung symmetrisch um 0 ist, gilt [ ] [ ]212 // zz α−α −=  (vgl. Kapitel 8.2.2). Durch 
einfache Umformung des Schwankungsintervalls können wir nun ein Intervall gewinnen, dessen Grenzen 
nicht mehr feste reelle Zahlen, sondern zufällig sind: 
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Das Zufallsintervall  
 [ ] [ ] [ ] 


 σ⋅+
σ
⋅−= α−α− n
zX
n
zXI,I ou 2121    ,    
überdeckt den Mittelwert µ  der Grundgesamtheit )( 2σµ,N~X  mit einer Wahrscheinlichkeit von 1−α. 
Es ist ein symmetrisches Konfidenzintervall für µ zum Konfidenzniveau 1−α bei bekannter Varianz 2σ . 
Liegt eine konkrete Stichprobe nx,...,x1  vor, dann erhalten wir das zugehörige Schätzintervall: 
 [ ] [ ] [ ] 


 ⋅+⋅−= −−
n
σ
zx   ,   
n
σ
zxi,i ααou 2121  . 
In der statistischen Praxis ist die Varianz 2σ  einer Grundgesamtheit zumeist a priori unbekannt und muss 
geschätzt werden. Ausgangspunkt für die Herleitung eines Konfidenzintervalls für µ ist dann die Stichpro-
benfunktion 
 
S
X
nT
µ−
=   , 
wobei die Stichprobenvarianz 2S  die Varianz 2σ
 
erwartungstreu und konsistent schätzt (vgl. B−10.2). 
Die Verteilung der Statistik T gibt der folgende Satz an. 
S−10.4 
Es seien nX,...,X1  unabhängige, )(
2σµ,N -verteilte Stichprobenvariablen. Dann gilt 
 ( )11 22
2
2
2 −χ⋅
σ
−
=χ n~S
n
     und     ( )1−µ−= nt~
S
X
nT  . 
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Beweisskizze 
Wir standardisieren die Stichprobenvariablen nX,...,X1  und bilden deren Quadratsumme: 
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2
1χ  ist eine Summe n quadrierter, unabhängiger und standardnormalverteilter Zufallsvariablen. Aus Defini-
tion 8.9 ist bekannt, dass die Verteilung der Größe die 2χ -Verteilung mit n Freiheitsgraden ist. Da 
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wegen der Schwerpunkteigenschaft ( ) 0
1
=−∑ =ν ν
n
XX  des arithmetischen Mittels gilt, ist 
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Weiterhin ist ( )10,N~XnZ
σ
µ−
=  und somit ( )12223 χ=χ ~Z . Aus ( )n~
22
1 χχ  und ( )1
22
3 χχ ~  sowie 
der Unabhängigkeit beider Größen folgt schließlich ( )1222 −χχ n~ .   
Durch die Schätzung von µ mittels X  geht der Verteilung von 22χ  gegenüber der Verteilung von 
2
1
χ  ein 
Freiheitsgrad „verloren“. 22χ  ist ein Vielfaches der Stichprobenvarianz: 
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Abschließend bilden wir den Quotienten 
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Aufgrund der Unabhängigkeit der Stichprobenvariablen sind auch Z und 2
2
χ  voneinander unabhängige 
Zufallsvariablen. Ferner ist Z standardnormalverteilt und 2
2
χ  besitzt eine ( )12 −χ n -Verteilung. Somit 
besitzt T gemäß Definition 8.10 eine ( )1−nt -Verteilung.    q.e.d. 
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Es bezeichne nun [ ]12 −α n;/t  das 2α -Quantil und [ ]121 −α− n;/t  das )21( α− -Quantil der ( )1−nt -Verteilung. 
Da die Dichte der t-Verteilung symmetrisch um null ist, gilt [ ] [ ]12112 −α−−α −= n;/n;/ tt . Mit den Quantilen lässt 
sich nun für die Statistik T ein zentrales Schwankungsintervall bilden (vgl. Abb. 10.4): 
[ ] [ ] [ ] [ ] α−=
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Durch Umformung des zentralen Schwankungsintervalls erhält man 
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S
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Das Zufallsintervall 
 [ ] [ ] [ ] 


 ⋅+⋅−= −α−−α− n
S
tX
n
S
tXI,I n;n;ou 121121    ,     
ist ein symmetrisches Konfidenzintervall für µ  zum Konfidenzniveau 1−α bei unbekannter Varianz 2σ . 
 
Abb. 10.4: Dichte und Quantile [ ] 0862202 .t ;/ −=α , [ ] 08622021 .t ;/ +=α−
 
der t(20)-Verteilung mit 050.=α  
Bestimmung eines (1−α)-Schätzintervalls für den Parameter µ einer Normalverteilung 
Gegeben sei die konkrete Stichprobe nx,...,x1  vom Umfang n aus der Grundgesamtheit )(
2σµ,N~X . 
1. Schritt  Man berechne für µ und 2σ  die Schätzwerte ∑
=ν
ν=
n
x
n
x
1
1
, ( )∑
=ν
ν −−
=
n
xx
n
s
1
22
1
1
. 
2. Schritt: Man wähle ein Konfidenzniveau α−1  (z.B. 0.90, 0.95, 0.99 oder dgl.). 
3. Schritt:  Man ermittle aus einer Tafel der t-Verteilung das )1(
2
α− -Quantil  
  der ( )1−nt -Verteilung. 
4. Schritt: Man berechne die Grenzen  
    [ ] [ ] 


 ⋅+⋅− −α−−α−
n
s
tx
n
s
tx n;n; 121121    ,    
  des ( α−1 )-Schätzintervalls für µ . 
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Beispiel 
B−10.11 Feinstaubbelastung der Luft. 
In der EU-Richtlinie 1999/30/EG wurden alle Gemeinden verpflichtet, ab 01.01.2005 sicher-
zustellen, dass die Luft pro Kubikmeter höchstens 50 µg Feinstaub im Tagesmittel enthalten darf. 
Es sind höchstens 35 Überschreitungen des Grenzwerts pro Jahr zulässig. Das Umweltreferat einer 
Großstadt will Aufschluss über die Feinstaubbelastung der Luft innerhalb der Stadtgrenzen 
gewinnen und hat zu diesem Zweck ein Monitoring-System implementiert. Täglich werden an 
30=n  zufällig im Stadtgebiet ausgewählten Orten Messungen des tagesdurchschnittlichen 
Feinstaubgehalts X in µg pro Kubikmeter durchgeführt. Die täglichen Messwerte können als 
Realisierung einer einfachen Zufallsstichprobe aus einer Grundgesamtheit ),(
2σµN~X  ange-
sehen werden. Die Messungen am Tag tt.mm.jjjj ergaben die folgende konkrete Stichprobe: 
50.8, 45.9, 46.4, 56.1, 50.1, 44.9, 42.3, 45.2, 47.6, 53.6, 45.6, 44.6, 41.3, 44.4, 41.0,  
47.6, 54.0, 50.4, 45.5, 44.2, 48.0, 45.7, 50.1, 49.1, 52.9, 41.8, 42.4, 47.9, 48.8, 41.9 . 
Für den durchschnittlichen Feinstaubgehalt im Stadtgebiet µ soll eine Intervallschätzung durch-
geführt werden: 
1. Schritt: 00347.x =  und 16.064
2 =s . 
2. Schritt: Wir wählen 1−α = 0.99; d.h. α = 0.01. 
3. Schritt: [ ] [ ] ==−α− 299950121 ;.n;/ tt 2.7564  laut Tabelle. 
4. Schritt: [ ] =⋅− −α− n
s
tx n;/
2
121  9864430
16.064
7564200347 ... =⋅−  
 [ ] =⋅+ −α− n
s
tx n;/
2
121 0204930
06416
7564200347 .
.
.. =⋅+  
Das 0.99-Schätzintervall für µ  beträgt somit [44.986 , 49.020]. Wegen 5002049 <.  wird mit 
(mindestens) 99% Wahrscheinlichkeit an dem Untersuchungstag im Stadtgebiet der Grenzwert 
von 50 µg Feinstaub nicht überschritten.  
Aus Kapitel 8.2.4 wissen wir, dass die ( )1−nt -Verteilung für ∞→n  gegen die Standardnormalverteilung 
strebt. Bei einem hinreichend großem Stichprobenumfang n gilt deshalb  [ ] [ ]21121 /n;/ zt α−−α− ≈  das exakte 
Konfidenzintervall kann durch folgendes approximative Konfidenzintervall für µ ersetzt werden 
 [ ] [ ] 


 ⋅+⋅− α−α− n
S
zX
n
S
zX 2121    ,    . 
Als Faustregel sollte mindestens 30>n  gelten. Für gebräuchliche Konfidenzniveaus und endliches n sind 
die Quantile [ ]121 −α− n;/t  größer als [ ]21 /z α− , was zur Folge hat, dass die exakten Intervalle breiter als die 
approximativen Intervalle sind.  
Beispiel 
B−10.11 Feinstaubbelastung der Luft. 
Das 0.99-Schätzintervall für µ beträgt [44.986 , 49.020]. Ersetzt man [ ] 2.7564299950 =;.t  durch 
das 0.995-Quantil [ ] 575829950 .z . =  der N(0,1)-Verteilung erhält man das approximative 0.99-
Schätzintervall [45.118 , 48.888].   
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10.2.1.2 Konfidenzintervall für 2σ   
Ausgangspunkt für die Herleitung des Konfidenzintervalls für den unbekannten Parameter 2σ  einer 
normalverteilten Grundgesamtheit X ist die bereits aus Satz 10.4  bekannte Statistik 
 ( )11 22
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Durch Umformung des Schwankungsintervalls erhalten wir 
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Man beachte, dass aufgrund der asymmetrischen Dichte der ( )12 −χ n -Verteilung [ ] ≠χ −α
2
12 n;/  
[ ]
2
121 −α−χ− n;/  gilt (vgl. Abbildung 10.5). Das Zufallsintervall  
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schließt den unbekannten Parameter 2σ  mit einer Wahrscheinlichkeit von 1−α ein. Es ist das gesuchte 
symmetrische Konfidenzintervall für 2σ  zum Konfidenzniveau 1−α. 
 
Abb. 10.5: Dichte und Quantile [ ] 5919
2
202 .;/ =χ α , [ ] 1734
2
2021 .;/ =χ α−  der ( )20
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Bestimmung eines (1−α)-Schätzintervalls für den Parameter σ2 einer Normalverteilung 
Gegeben sei die konkrete Stichprobe nx,...,x1  vom Umfang n aus der Grundgesamtheit )(
2σµ,N~X . 
1. Schritt:  Man berechne den Schätzwert ( )∑
=ν
ν −−
=
n
xx
n
s
1
22
1
1
 für 2σ . 
2. Schritt: Man wähle ein Konfidenzniveau α−1  (z.B. 0.90, 0.95, 0.99 oder dgl.) 
3. Schritt:  Man ermittle aus einer Tafel der 2χ -Verteilung  das 
2
α -Quantil [ ]
2
12 −αχ n;/    
  und das )1(
2
α− -Quantil [ ]
2
121 −α−χ n;/  der ( )1
2 −χ n -Verteilung. 
4. Schritt: Man berechne die Grenzen des ( α−1 )-Schätzintervalls für 2σ : 
    
( )
[ ]
( )
[ ] 







χ
−
χ
−
−α−α−
2
2
2
2
12121
1
   ,   
1
n;/n;/
snsn
  . 
 
Beispiel 
B−10.12 Bierabfüllung. 
Der laufenden Produktion einer Bierabfüllanlage wurden zufällig n = 30 Flaschen entnommen und 
die Abweichung X des jeweiligen Flascheninhalts vom Sollinhalt 0.5 Liter wurde in Milliliter 
gemessen (vgl. B−8.9). Mittelwert und Varianz der konkreten Stichprobe sind: 
 010.x =  ,  9832 .s =  . 
Die Grundgesamtheit X wird als normalverteilt angenommen. Gesucht ist ein Schätzintervall für 
die aus produktionstechnischer Sicht interessante Varianz 2σ  von X.  
Bestimmung eines Schätzintervalls: 
1. Schritt: Bereits erfolgt. 
2. Schritt: Wir wählen 1−α = 0.9; d.h. α = 0.1. 
3. Schritt: [ ] [ ] 7117
22
2905012 .;.n;/ =χ=χ −α  ,  [ ] [ ] 5642
22
29950121 .;.n;/ =χ=χ −α−   laut Tabelle. 
4. Schritt:  
( )
[ ]
7122
5642
983291
2
2
121
.
.
.sn
n;/
=
⋅
=
χ
−
−α−
,    
 
( )
[ ]
5176
7117
983291
2
2
12
.
.
.sn
n;/
=
⋅
=
χ
−
−α
 
Das 0.9-Schätzintervall für 2σ  beträgt somit [2.712 , 6.517]. Für die Standardabweichung σ gilt 
entsprechend ]5176 , 7122[ .. = [1.647 , 2.553].  
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10.2.2 Approximative Konfidenzintervalle für den Mittelwert nicht normalverteilter, insbesondere 
dichotomer Grundgesamtheiten 
Die Ergebnisse des Vorkapitels für den Mittelwert µ können auf einfache Zufallsstichproben nX,...,X1  aus 
beliebig verteilten Grundgesamtheit X mit dem Mittel ( ) µ=XE  und der Varianz ( ) 2σ=XVar  übertragen 
werden, Voraussetzung ist hierbei allerdings ein hinreichend großer Stichprobenumfang n. 
Das zentrierte Stichprobenmittel 
 
σ
µ−
=
X
nZ   
unterliegt dem Zentralen Grenzwertsatz 8.13 und ist asymptotisch N(0,1)-verteilt.  
Falls die Varianz 2σ  bekannt ist, dann kann für hinreichend große Stichproben 
 [ ] [ ] 


 σ⋅+
σ
⋅− α−α− n
zX
n
zX 2121    ,    
als approximatives (1−α)-Konfidenzintervall für den Mittelwert µ einer beliebig verteilten Grundgesamt-
heit X genutzt werden. Ist die Varianz 2σ  unbekannt, kann 2σ  mittels 2S  konsistent geschätzt werden. 
Da 2S  bei genügend großen Stichproben nur gering um 2σ  streuen wird, lässt sich  
 [ ] [ ] 


 ⋅+⋅− α−α− n
S
zX
n
S
zX 2121    ,    
als approximatives (1−α)-Konfidenzintervall für µ bei unbekannter Varianz 2σ  rechtfertigen. 
Ein interessanter Spezialfall liegt vor, wenn die Grundgesamtheit X dichotom ist. Die Zufallsvariable X 
besitzt hier eine ( )p,B 1 -Verteilung. Ihr Mittelwert µ ist mit dem Parameter p der Binomialverteilung 
identisch und ihre Varianz ( )pp −⋅=σ 12  hängt ausschließlich von p ab. In den Kapiteln 9.2 und 10.1 haben 
wir das arithmetische Mittel X  dichotomer Stichprobenvariablen als einen erwartungstreuen und 
konsistenten Schätzer für p kennen gelernt. Nähert man nun p mittels X  an, dann liegt es nahe, die Varianz 
( )pp −⋅=σ 12  durch ( )XX −⋅ 1  zu schätzen. Ersetzen wir jetzt in obigem Konfidenzintervall die 
Stichprobenstandardabweichung S durch ( )XX −⋅ 1 , dann führt diese Modifikation zu dem folgenden 
approximativen (1−α)-Konfidenzintervall für den Parameter p einer Binomialverteilung: 
 [ ]
( )
[ ]
( )







 −⋅
⋅+
−⋅
⋅− α−α− n
XX
zX
n
XX
zX //
1
   ,   
1
2121  . 
Diese Modifikation ist geringfügiger, als es auf den ersten Blick den Anschein hat. Da die Stichproben-
variablen νX  nur die Werte 0 und 1 annehmen können, gilt 
2
νν = XX  (ν = 1,...,n).  Damit erhalten wir 
 ( ) ( ) 2
1
22
1
22
1
2 1111 S
~
XX
n
XX
n
XX
n
XXXX
nnn
=−=−=−=−=−⋅ ∑∑∑
=ν
ν
=ν
ν
=ν
ν  . 
Für großes n ist somit ( ) 21 SXX ≈−⋅ . 
Es stellt sich die Frage, ab welchem Stichprobenumfang n der Einsatz approximativer Konfidenzintervalle 
gerechtfertigt werden kann. Als Faustregel sollten im Allgemeinen mindestens 30>n  gelten. Liegt eine 
dichotome Grundgesamtheit vor, dann erweist sich die Regel allerdings als sehr optimistisch. Hier sollte 
100>n  erfüllt sein. Im Falle kleiner Stichproben ist es erforderlich, ein Konfidenzintervall für den Mittel-
wert unter Berücksichtigung der jeweiligen Verteilung der Grundgesamtheit X gesondert herzuleiten. 
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Bestimmung eines approximativen (1−α)-Schätzintervalls für den Mittelwert µ einer nicht normal-
verteilten Grundgesamtheit mit unbekannter Varianz σ
2
 
Gegeben sei die konkrete Stichprobe nx,...,x1  vom Umfang 30>n  bzw. 100>n  aus einer Grundgesamt-
heit X. 
1. Schritt:  Man berechne für µ den Schätzwert ∑
=ν
ν=
n
n
xx
1
1  und für 2σ
 
den Schätzwert 
 
( )
( )




−
−
=
−⋅
=σ ∑
=ν
ν .sonst 1
1
ist dichotom  falls1
1
22
2 n
xx
n
s
Xxx
ˆ  
2. Schritt: Man wähle ein Konfidenzniveau 1−α (z.B. 0.90, 0.95, 0.99 oder dgl.) 
3. Schritt:  Man ermittle aus einer Tafel das (1−α/2)-Quantil [ ]21 α−z  der N(0,1)-Verteilung. 
4. Schritt: Man berechne die Grenzen 
 [ ] [ ] n
ˆ
zx
n
ˆ
zx //
σ
⋅+
σ
⋅− α−α− 2121     ,    
  des approximativen (1−α)-Schätzintervalls für µ. 
Beispiel 
B−10.13 Mitarbeiterzufriedenheit. 
Aus der Gesamtheit aller im Produktionsbereich eines großen Automobilunternehmens beschäf-
tigten Mitarbeiter wurden n = 385 zufällig ausgewählt und befragt, ob sie mit der im Vorjahr 
eingeführten Arbeitszeitregelung zufrieden (X = 1) oder unzufrieden (X = 0) sind. 316 Befragte 
erklärten sich als zufrieden, so dass für die konkrete Stichprobe nx,...,x1  aus der dichotomen 
Grundgesamtheit X gilt: 
 316
1
== ∑
=ν
ν
n
xy  . 
Gesucht ist ein Schätzintervall für den Anteilssatz p der zufriedenen Mitarbeiter bzw. für den 
Parameter p der ( )p,B 1 -verteilten Grundgesamtheit X . 
Bestimmung eines Schätzintervalls: 
1. Schritt: 8210
385
316
.
n
y
x ===  und  ( ) 147012 .xxˆ =−⋅=σ  
2. Schritt: Wir wählen 1−α = 0.95; d.h. α = 0.05. 
3. Schritt: Laut Tabelle ist [ ] [ ] 961975021 .zz . ==α− . 
4. Schritt:  [ ] 7830385
1470
9618210
2
21 .
.
..
n
ˆ
zx / =⋅−=
σ
⋅− α−  
  [ ] 8590385
1470
9618210
2
21 .
.
..
n
ˆ
zx / =⋅+=
σ
⋅+ α−  
Das approximative 0.95-Schätzintervall für p ist somit [0.783 , 0.859]. 
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10.2.3 Anmerkungen zur Wahl des Konfidenzniveaus und zur Planung von Stichprobenerhebungen 
Das „ideale“ Konfidenzintervall [ ]ou I,I  für eine Kenngröße θ wäre offensichtlich ein Intervall mit 
infinitesimal kleiner Länge uo IIL −=  bei einem Konfidenzniveau von 1. Ein solches Intervall existiert 
leider - außer in pathologischen Sonderfällen - nicht. Bei allen zuvor behandelten Intervallen besteht ein 
trade off zwischen Konfidenzniveau und Länge: Je größer 1−α vorgegeben wird, umso länger ist das 
Intervall und umgekehrt.  
Im Falle einer Grundgesamtheit )( 2σµ,N~X  mit bekannter Varianz 2σ  gilt z.B. 
 [ ]
n
zIIL uo
σ
⋅=−= α− 212  . 
Lassen wir 1−α gegen 1 bzw. α gegen 0 streben, dann folgt [ ] +∞→α− 21 /z , und das Intervall wird unendlich 
lang. Lassen wir umgekehrt α gegen 1 streben, dann folgt [ ] [ ] 05021 =→α− ./ zz , und das Intervall wird 
infinitesimal klein. Analoge Überlegungen gelten für die anderen betrachteten Konfidenzintervalle.  
Der Wahl des Konfidenzniveaus liegt daher immer ein Kompromiss zugrunde: Die Vertrauenswahrschein-
lichkeit sollte einerseits hinreichend hoch sein; andererseits sollte die Länge des resultierenden Intervalls 
nicht so groß sein, dass es die Aussagekraft verliert. Ein solcher Kompromiss wird häufig bei einer Wahl 
von α−1  mit 990190 .. ≤α−≤  gefunden. 
Eine zweite interessante Frage ist, ob wir die im Kapitel 10.2 gewonnenen Erkenntnisse für die Stich-
probenplanung nutzen können. Konkret gefragt: Ist es möglich, vor der Erhebung den Stichprobenumfang 
n so festzulegen, dass wir zum vorgegebenen Niveau 1−α mit einem Schätzintervall rechnen dürfen, dessen 
Länge L eine von uns ebenfalls vorgegebene Schranke L* nicht überschreitet.  
Im Spezialfall der Intervallschätzung des Mittelwerts µ einer Grundgesamtheit )( 2σµ,N~X  mit bekannter 
Varianz 2σ  ist dies tatsächlich problemlos möglich. Aus der Ungleichung 
 [ ]
n
zIIL*L uo
σ
⋅=−=≥ α− 212   
folgt sofort 
 
[ ]
2
212





 σ⋅⋅
≥ α−
*L
z
n  . 
Man beachte hierbei das Wirken des −n Gesetzes. So erfordert beispielsweise die Halbierung der Länge 
des Intervalls einen vierfachen Stichprobenumfang n. 
Ist die Varianz 2σ  der Grundgesamtheit a priori unbekannt, dann bedarf es zur Festlegung des Stichproben-
umfangs geeigneter Hilfsmaßnahmen. Beispielsweise kann 2σ  auf der Basis einer Vorstichprobe von ge-
ringem Umfang geschätzt werden. Im Falle einer dichotomen Grundgesamtheit X führen auch theoretische 
Überlegungen weiter. Die Länge des approximativen (1−α)-Konfidenzintervalls für p ist 
 [ ]
( )
n
XX
zL /
−⋅
⋅⋅= α−
1
2 21 . 
Da 10 ≤≤ X  sicher erfüllt ist, tritt stets  
 ( )
4
1
1 ≤−⋅ XX     mit    ( )
4
1
1 =−⋅ XX     falls  50.X =   
ein. Somit folgt sicher [ ] n/.zL / 2502 21 ⋅⋅≤ α− , und die Ungleichung L* ≥ L kann durch einen Stich-
probenumfang 
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 [ ] [ ]
2
21
2
21 2502






=







 ⋅⋅
≥ α−α−
*L
z
*L
.z
n //  
sichergestellt werden. Selbstverständlich muss die Approximationsbedingung 100>n  als eine Neben-
bedingung eingehalten werden. 
Beispiel 
B−10.13 Mitarbeiterzufriedenheit. 
Dem Beispiel liegt eine Stichprobe vom Umfang n = 385 zugrunde. Dieser Stichprobenumfang 
wurde festgelegt, um bei einem Konfidenzniveau 1−α = 0.95 ein Schätzintervall für den Anteil p 
der zufriedenen Mitarbeiter ermitteln zu können, dessen Länge die Schranke L* = 0.1 nicht über-
schreitet. Es gilt: 
 [ ]
2
9750






≥
*L
z
n . 16384
10
961 2
.
.
.
=




= . 
Die tatsächliche Länge des ermittelten Schätzintervalls beträgt *L...L <=−= 076078308590 .  
Damit besteht ein Unsicherheitsbereich von 7.6%. Soll dieser reduziert werden, muss man den 
Stichprobenumfang überproportional zur erreichbaren Intervallbreitenreduktion erhöhen. Bei-
spielsweise muss im Falle L* = 0.01 die Ungleichung 
 [ ]
2
9750






≥
*L
z
n . 38416
010
961 2
=




=
.
.
 
erfüllt sein. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
284 Schätzen der Kenngrößen einer Wahrscheinlichkeitsverteilung 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
 
 
 
 
 
 
 
 
 
 
285 
Roland Schuhr – Statistik und Wahrscheinlichkeitsrechnung 
11    Testen von Hypothesen 
Nachdem die Schätzung von Kenngrößen einer Wahrscheinlichkeitsverteilung diskutiert wurde, gehen wir 
jetzt der Frage nach, wie Vermutungen oder Aussagen über eine oder mehrere Wahrscheinlichkeits-
verteilungen auf Stichprobenbasis überprüft werden können. Vermutungen oder Aussagen über Wahr-
scheinlichkeitsverteilungen bezeichnet man als Hypothesen, ein statistisches Verfahren zur Prüfung von 
Hypothesen heißt statistischer Test. Wir betrachten einleitend zwei typische datenanalytische Situationen, 
in denen statistische Tests benötigt werden. 
Beispiele 
B−11.1 Benzinverbrauch. 
Es wurden 25 zufällig ausgewählte PKW eines bestimmten Typs von verschiedenen Fahrern im 
Stadtverkehr, auf Landstraßen und auf Autobahnen gefahren. Anschließend wurde der Benzin-
verbrauch der 25 PKW in Liter pro 100 km gemessen. Die resultierenden Stichprobendaten sind: 
 7.83, 7.65, 7.83, 8.42, 8.12, 7.93, 7.02, 8.03, 8.06, 6.90, 7.22, 8.22, 7.25, 
 8.05, 7.63, 7.68, 8.29, 7.78, 8.53, 8.69, 7.55, 7.33, 7.48, 7.75, 7.93. 
Das Herstellerunternehmen der PKW gibt in Werbebroschüren einen durchschnittlichen 
Kraftstoffverbrauch von 7.6 Liter Benzin pro 100 km an. Die Behauptung soll anhand der 
Stichprobe geprüft werden. Dazu können verschiedene Arbeits- oder Nullhypothesen formuliert 
werden: 
 (i)   der durchschnittliche Benzinverbrauch ist gleich 7.6 Liter/100 km, 
 (ii)  der durchschnittliche Benzinverbrauch ist höchstens gleich 7.6 Liter/100 km 
      oder (iii) der durchschnittliche Benzinverbrauch ist mindestens gleich 7.6 Liter/100 km. 
Fassen wir den Datensatz als Realisierung einer einfachen Zufallsstichprobe aus einer Grund-
gesamtheit X mit dem unbekannten Mittelwert µ (und der unbekannten Varianz 2σ ) auf, lassen 
sich die Nullhypothesen wie folgt formalisieren: 
(i)  67.=µ  ,      (ii) 67.≤µ       bzw.     (iii) 67.≥µ . 
Aus der jeweiligen Nullhypothese bezüglich des durchschnittlichen Benzinverbrauchs wird so 
eine Nullhypothese bezüglich des Mittels der Wahrscheinlichkeitsverteilung der Zufallsvariable 
X. Die Entscheidung, welche der drei Nullhypothesen geprüft werden soll, hängt vom Erkenntnis-
interesse des Testenden ab. In der Praxis wird stets nur eine Nullhypothese geprüft. 
B−11.2 Help-Line. 
Der Verantwortliche für die telefonische Help-Line eines Computer-Produzenten interessiert sich 
für die Auslastung des eingesetzten Beratungspersonals. Zu diesem Zweck lässt er an 200 zufällig 
gewählten Zeitpunkten festhalten, wie viele Anrufe innerhalb der nächsten Minute unter der Help-
Line-Nummer in der Telefonzentrale eingehen. Die konkrete Stichprobe lautet: 
 Anrufe 0 1 2 3 4 5 
 Minutenintervalle 79 73 32 12 3 1 
Um die Auslastung des Personals quantifizieren zu können, werden Erkenntnisse über die Ver-
teilung der Zufallsvariable X = „Kundenanrufe pro Minute“ benötigt. Der Manager vermutet  eine 
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Po(λ)-Verteilung von X. Den unbekannten Parameter λ schätzt er durch das konkrete Stich-
probenmittel 950.x = . 
Die Vermutung einer Poisson-verteilten Grundgesamtheit X kann zutreffend sein oder auch nicht. 
Will man den Bereich des Spekulativen verlassen, so muss man die Verteilungsannahme als eine 
Arbeits- oder Nullhypothese auffassen und einer Prüfung anhand der konkreten Stichprobe 
unterziehen.  
Die beiden Beispiele sind typisch für zwei Klassen von Testproblemen, mit denen wir uns im Folgenden 
beschäftigen. In B-11.1 bezieht sich die zu prüfende Hypothese (Arbeits- oder Nullhypothese) auf eine 
Kenngröße der Verteilung der Grundgesamtheit X. Man spricht hier von einer Parameterhypothese und 
nennt ein Prüfverfahren für eine solche Hypothese Parametertest. In B-11.2 interessiert hingegen eine 
Verteilungshypothese, d.h. eine Vermutung bezüglich des Typs der Verteilung einer Grundgesamtheit X. 
Testverfahren zur Prüfung von Verteilungshypothesen werden Anpassungstests genannt. Die Testverfah-
ren, die wir im Zusammenhang mit Parameter- und Verteilungshypothesen betrachten werden, haben 
gemein, dass sie vorab aufgestellte Nullhypothesen dahingehend prüfen, ob sie mit der Stichprobe ver-
träglich sind oder in einem deutlichen (= signifikanten) Widerspruch zum Stichprobenbefund stehen. Man 
bezeichnet die Verfahren deshalb als Signifikanztests. Wird ein signifikanter Widerspruch aufgedeckt, so 
wird die Nullhypothese als ungültig verworfen. Anderenfalls wird die Nullhypothese nicht als ungültig 
verworfen. Da im zweiten Falle der Falsifikationsversuch scheiterte, hat sich der Grad der „empirischen 
Bewährung“ der Nullhypothese erhöht.  
Angemerkt sei, dass wir nur einen kleinen Ausschnitt aus der Welt statistischer Tests betrachten werden. 
Die Betrachtungen reichen jedoch aus, um ein Verständnis für die Grundzüge der statistischen Testtheorie 
entwickeln zu können.  
11.1 Parametertests 
Die generelle Aufgabe eines Parametertests lässt sich wie folgt umschreiben: Anhand der beobachteten 
Werte einer einfachen Zufallsstichprobe nX,...,X1  aus der Grundgesamtheit X mit der Verteilungsfunktion 
( )θ|xF  ist zu entscheiden, ob eine gewisse Hypothese über einen interessierenden Parameter θ der 
Verteilung mit der Stichprobe verträglich ist oder im signifikanten Widerspruch zu ihr steht. Die Signifi-
kanztests, die wir zur Lösung solcher Aufgaben untersuchen wollen, besitzen alle einen einheitlichen 
Grundaufbau. 
11.1.1  Grundaufbau eines Parametertests 
Bestandteile eines Tests sind Hypothesen, eine Teststatistik, ein kritischer Bereich und eine Entschei-
dungsregel. 
Hypothesen 
Gegenstand der Prüfung ist die Arbeits- oder Nullhypothese 0H  über θ. Ist 0H  falsch, dann muss die 
Negation von 0H  - wir schreiben hierfür 1H - wahr sein. 1H  heißt Gegenhypothese (zu 0H ). Die Hypo-
thesen können je nach Fragestellung unterschiedlich formuliert sein. 
Wir bezeichnen mit Θ die Menge aller denkbaren Werte von θ (Parameterraum). Steht θ beispielsweise für 
den Mittelwert µ einer Normalverteilung, dann gilt IR=Θ . Im Falle der Varianz σ2 wäre  
{ }0>∈==Θ + x|IRxIR . Eine Nullhypothese über θ kann nun ganz allgemein gemäß 
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 00  : Θ∈θH  mit    Θ⊂Θ0  
geschrieben werden. Definieren wir 1Θ  als Komplement von 0Θ , dann ist  
 11  : Θ∈θH     mit    01 Θ−Θ=Θ  
die Gegenhypothese zu 0H . Ist die Menge jΘ  einelementig (bzw. mehrelementig), dann heißt jH   
einfache (bzw. zusammengesetzte) Hypothese )10( ,j = . 
Die Hypothesen besitzen typischerweise eine der folgenden Formen: 
0H         (Art der Hypothese) 1H         (Art der Hypothese, Bezeichnung) 
0θ=θ   (einfach, }{ 00 θ=Θ ) 0θ≠θ   (zusammengesetzt, zweiseitig) 
0θ≤θ   (zusammengesetzt, { }00 θ≤θ=Θ ) 0θ>θ   (zusammengesetzt, einseitig) 
0θ≥θ   (zusammengesetzt, { }00 θ≥θ=Θ ) 0θ<θ   (zusammengesetzt, einseitig) 
Teststatistik 
Zur Prüfung einer Nullhypothese bedient man sich einer Stichprobenfunktion ( )nX,...,XTT 1= , die in 
diesem Zusammenhang als Test- oder Prüfstatistik bezeichnet wird. Eine Teststatistik T muss hierzu 
mindestens zwei Bedingungen erfüllen: (i) die Wahrscheinlichkeitsverteilung von T muss von dem zu 
testenden Parameter θ abhängen und (ii) die Verteilung muss unter der Annahme, dass 0H  wahr ist, 
(zumindest asymptotisch) vollständig bekannt sein.  
Kritischer Bereich und Signifikanzniveau 
Es wird eine Teilmenge K des Wertebereichs der Statistik T so festgelegt, dass die Wahrscheinlichkeit des 
Ereignisses KT ∈  gerade nicht größer als eine vorgegebene Zahl α ( )10 <α<  ausfällt, wenn 00  : Θ∈θH  
wahr ist:  
 ( ) α≤Θ∈θ∈ 0  KTP  . 
Die Menge K heißt kritischer Bereich (oder Verwerfungsbereich) und die Zahl α heißt Signifikanzniveau 
des Tests. 
Entscheidungsregel 
Liegt für eine realisierte Stichprobe nx,...,x1  der Wert ( )nx,...,xTt 1=  der Statistik T in der Menge K, so 
wird 0H  als mit der Stichprobe unverträglich verworfen. Ansonsten wird 0H  nicht verworfen.  
Ein Test, der obigem Schema folgt, kann zu einem von vier möglichen Ausgängen führen: 
Entscheidung Unbekannte Realität 
 0H  ist wahr 1H  ist wahr 
0H  nicht verworfen richtige Entscheidung Fehler (2. Art) 
0H  verworfen Fehler (1. Art) richtige Entscheidung 
Man unterscheidet hierbei zwei Arten von Fehlentscheidungen: 
 Fehler 1. Art:  Das Ereignis KT ∈  tritt ein, obwohl 00  : Θ∈θH  wahr ist. 
 Fehler 2. Art:  Das Ereignis KT ∉  tritt ein, obwohl 11  : Θ∈θH  wahr ist. 
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Die Wahrscheinlichkeiten der Fehler bezeichnet man als Irrtumswahrscheinlichkeiten: 
  Fehler 1. Art: ( ) ( )0  Θ∈θ∈=θα KTP  , 
  Fehler 2. Art: ( ) ( ) ( )11   1  Θ∈θ∈−=Θ∈θ∉=θ KTPKTPß  . 
Die Wahrscheinlichkeiten hängen jeweils funktional von der unbekannten Größe θ ab. 
Die Wahrscheinlichkeit des Fehlers 1. Art ist durch das Signifikanzniveau α des Tests begrenzt: 
 ( ) α≤θα   für alle 0Θ∈θ . 
Im Falle einer einfachen Nullhypothese 00  : θ=θH  gilt ( ) ( ) α=θ∈=θα 00   KTP  . 
Die stochastischen Eigenschaften eines Tests lassen sich summarisch durch eine einzige Funktion 
beschreiben. Sie heißt Gütefunktion und gibt die Wahrscheinlichkeit des Ereignisses KT ∈  an, wenn θ der 
wahre Parameter ist: 
 ( ) ( )θ∈=θ KTPg    für alle Θ∈θ . 
Mit ihr lassen sich auch die Irrtumswahrscheinlichkeiten angeben: 
 ( ) ( )θ=θα g    für alle 0Θ∈θ  und  
 ( ) ( )θ−=θ gß 1  für alle 1Θ∈θ . 
Ein Test besitzt idealerweise eine Irrtumswahrscheinlichkeit von 0 (Fehler 1. und 2. Art). Für 
praxisrelevante Testprobleme existiert ein solcher Idealtest jedoch nicht; man muss die Möglichkeit von 
Irrtümern akzeptieren. Bei der Herleitung eines Tests geht man daher wie folgt vor: Man begrenzt die 
Wahrscheinlichkeit des Fehlers 1. Art durch die Vorgabe eines Signifikanzniveaus α. Typischerweise wird 
α = 0.01, 0.05 oder 0.1 gewählt. Dann sucht man nach einer Teststatistik und einem kritischen Bereich K, 
die es erlauben, die Wahrscheinlichkeit für den Fehler 2. Art möglichst klein zu halten.  
11.1.2  Tests über die Parameter µ und σ2 normalverteilter Grundgesamtheiten 
Wir betrachten in diesem Abschnitt einfache Zufallsstichproben nX,...,X1  aus ),(
2σµN -verteilten 
Grundgesamtheiten X und leiten Tests über die Parameter µ und 2σ  her. Analog zu unserer Vorgehens-
weise in Kapitel 10.2 setzen wir einführend die Varianz 2σ  als a priori bekannt voraus und testen 
Annahmen über den Mittelwert µ. 
11.1.2.1  Test über den Mittelwert µ bei bekannter Varianz (Gauss-Test) 
Es bezeichne 0µ  ein vorgegebenes hypothetisches Mittel einer Normalverteilung. Wir interessieren uns im 
Folgenden für Nullhypothesen 0H  der Form 
 (i) 0µ=µ   (ii)  0µ≤µ   (iii)  0µ≥µ  . 
Die jeweilige Gegenhypothese 1H  lautet dann 
 (i) 0µ≠µ   (ii)  0µ>µ   (iii)  0µ<µ  . 
Betrachtet sei zunächst das Hypothesenpaar  
 0H : 0µ=µ    versus   1H : 0µ≠µ . 
Mit dem Stichprobenmittel X  schätzen wir den wahren Mittelwert µ der Grundgesamtheit erwartungstreu 
und konsistent. Weicht der realisierte Wert von X  deutlich von der hypothetischen Größe 0µ  ab, spricht 
dies gegen 0H . Was bedeutet hier aber deutlich?  
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Ob eine Abweichung 0µ−X  „signifikant“ groß ausfällt, können wir unter Berücksichtigung der Streuung 
(Standardfehler) nσ  von X  beurteilen. Wir nutzen deshalb die sogenannte Gauss-Statistik 
 
σ
µ−
=
σ
µ−
= 00
X
n
n
X
T  , 
als Testgröße, in die die Streuung des Stichprobenmittels direkt einfließt. Gilt 0µ=µ , ist also 0H  wahr, 
kennen wir auch die Verteilung der Statistik: Sie ist N(0,1)-verteilt. Wir können jetzt quantifizieren, was 
als signifikante Abweichung verstanden werden soll. Wir geben uns eine Zahl α vor, z.B. α = 0.01, 0.05 
oder 0.1, und betrachten eine Abweichung als nicht signifikant, falls der realisierte Wert t von T in das 
Intervall  
 [ ] [ ] ]  ,  [ 2121 α/α/ zz −− +−  
fällt. Die Grenzen des Intervalls sind die Grenzen eines zentralen Schwankungsintervalls mit 
 [ ] [ ] α−=+≤≤− α−α− 1)( 2121 // zTzP   
(vgl. Abbildung 11.1). Fällt der realisierte Testwert t hingegen in die Menge 
 [ ] [ ] )()( 2121 +∞∪−−∞= α−α− ,zz,K // , 
wäre unter Gültigkeit von 0H  die konkrete Abweichung 0µ−x  hinreichend unwahrscheinlich. Wir 
bewerten dies als signifikante Abweichung von Stichprobe und Nullhypothese und verwerfen 0H .  Für 
Kt ∈  kann man auch äquivalent [ ]21 /zt α−> schreiben. 
Die Zahl α ist das Signifikanzniveau des Tests. Sie entspricht hier gerade der Wahrscheinlichkeit 0H  zu 
verwerfen, obwohl 0H  wahr ist (Fehler 1. Art). K ist der kritische Bereich des Tests. Die Grenzen 
[ ]21 α/z −  des Bereichs nennt man im vorliegenden Zusammenhang auch kritische Werte. Realisiert sich 
die Teststatistik in K, dann sagen wir, 0H  wird zu dem Signifikanzniveau α verworfen.  
Bei einem einseitigen Testproblem gehen wir analog zu obigem zweiseitigen Testproblem vor. Im Falle des 
Hypothesenpaars 0H : 0µ≤µ  versus 1H : 0µ>µ  wird 0H  zu dem Signifikanzniveau α verworfen, wenn 
 
Abb. 11.1:  Dichte der N(0,1)-Verteilung  (Dichte der Teststatistik T unter Gültigkeit von 0H ) 
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die Statistik T im Intervall [ ]( )+∞= α− ,zK 1  realisiert ( [ ]α−> 1zt ). Die Irrtumswahrscheinlichkeit 1. Art 
beträgt höchstens α. Fällt der Wert von T nicht in K, dann liegt kein signifikanter Unterschied zwischen 
Nullhypothese und Stichprobe vor (vgl. Abbildung 11.2). Analog ist für die Nullhypothese 0H : 0µ≥µ  
der Bereich [ ]( )α∞−= z,K  kritisch ( [ ]α< zt ). 
Zusammenfassung: Hypothesen, kritische Bereiche und Entscheidungsregel 
Verwerfe 0H  zu einem vorgegebenen Signifikanzniveau α  (z.B. 0.01, 0.05, 0.1 oder dgl.), falls der 
realisierte Wert 
σ
µ−
= 0
x
nt  der Teststatistik in den kritischen Bereich K fällt: 
0H  1H  kritischer Bereich K kritische Werte 
0µ=µ  0µ≠µ  [ ]( ) [ ]( )+∞∪−∞−= α−α− ,zz,K // 2121  [ ] [ ]2121   ,  // zz α−α− +−  
0µ≤µ  0µ>µ  [ ]( )+∞= α− ,zK 1  [ ]α−1z  
0µ≥µ  0µ<µ  [ ]( ) [ ]( )α−α −∞−=∞−= 1z,z,K  [ ]αz  
Interpretation der Entscheidungsregel 
Wird 0H  als signifikant inkompatibel mit der Stichprobe verworfen, dann können wir das als eine 
Bestätigung der Gegenhypothese 1H  auffassen, und wir akzeptieren 1H  als wahr. Allerdings kann diese 
Entscheidung falsch sein. Die Wahrscheinlichkeit eines Fehlers (1. Art) ist dabei höchstens gleich dem 
Signifikanzniveau α. Durch die Wahl von α können wir diese Irrtumswahrscheinlichkeit steuern. Man 
beachte hierbei aber den folgenden Zusammenhang: Je kleiner α gewählt wird, umso kleiner ist die Menge 
K - und umgekehrt.  
Wird 0H  nicht als signifikant widersprüchlich zur Stichprobe verworfen, dann bedeutet das nur, dass die 
Stichprobe nicht zur Ablehnung von 0H  ausreichte. Wir können 0H  nicht als bestätigt ansehen, denn das 
 
Abb. 11.2:  Dichte der N(0,1)-Verteilung  (Dichte der Teststatistik T unter Gültigkeit von 0H ) 
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Testergebnis kann verschiedene Gründe haben. Möglicherweise war lediglich der Stichprobenumfang n zu 
klein, um einen signifikanten Widerspruch aufdecken zu können.  
Für die Praxis bedeutet dies: Zielt man auf die Bestätigung einer Hypothese, dann sollte man sie - wann 
immer es logisch möglich ist - als Gegenhypothese formulieren. Diese Bemerkungen gelten auch für alle 
Tests, die im Folgenden noch diskutiert werden. 
11.1.2.2  Test über den Mittelwert µ bei unbekannter Varianz (t-Test) 
Den Testansatz aus dem Vorkapitel können wir rasch auf Tests über den Mittelwert einer Normalverteilung 
mit unbekannter Varianz übertragen. Hierzu ersetzen wir die Gauss-Statistik durch die t-Statistik 
 
S
X
nT 0
µ−
=  . 
Ist der unbekannte Mittelwert µ der Grundgesamtheit X gleich dem hypothetischen Mittel 0µ , dann wissen 
wir aus Satz 10.4, dass die Statistik eine t-Verteilung mit 1−n  Freiheitsgraden besitzt. An die Stelle der 
Quantile der N(0,1)-Verteilung treten jetzt die Quantile der ( ) −− 1nt Verteilung. Ansonsten bleibt das 
Prüfverfahren unverändert. 
Hypothesen, kritische Bereiche und Entscheidungsregel 
Verwerfe 0H  zu einem vorgegebenen Signifikanzniveau α  (z.B. 0.01, 0.05, 0.1 oder dgl.), falls der 
realisierte Wert 
s
x
nt 0
µ−
=  der Teststatistik in den kritischen Bereich K fällt: 
0H  1H  kritischer Bereich K kritische Werte 
0µ=µ  0µ≠µ  [ ]( ) [ ]( )+∞∪−∞−= −α−−α− ,tt,K n;/n;/ 121121  [ ]121 −α−± n;/t  
0µ≤µ  0µ>µ  [ ]( )+∞= −α− ,tK n; 11  [ ]11 −α− n;t  
0µ≥µ  0µ<µ  [ ]( ) [ ]( )111 −α−−α −∞−=∞−= n;n; t,t,K  [ ]1−α n;t  
Für hinreichend große Stichprobenumfänge n können wir die Quantile der ( ) −− 1nt Verteilung durch die 
entsprechenden Quantile der N(0,1)-Verteilung approximieren. Als Faustregel sollte n > 30 erfüllt sein. 
Beispiel 
B−11.1 Benzinverbrauch. 
Wir unterstellen, dass der Datensatz  
 7.83, 7.65, 7.83, 8.42, 8.12, 7.93, 7.02, 8.03, 8.06, 6.90, 7.22, 8.22, 7.25, 
 8.05, 7.63, 7.68, 8.29, 7.78, 8.53, 8.69, 7.55, 7.33, 7.48, 7.75, 7.93. 
aus einer )( 2σµ,N -verteilten Grundgesamtheit X stammt und betrachten drei verschiedene 
Szenarien. Je nach Interessenlage der Testenden könnte es Ziel der Auswertung sein, (i) lediglich 
eine Abweichung des mittleren Benzinverbrauchs von dem angeblichen Normverbrauch 7.6 Liter/ 
100km aufzudecken, (ii) nachzuweisen, dass der mittlere Benzinverbrauch größer als der angeb-
liche Normverbrauch ist, oder (iii)  nachzuweisen, dass der mittlere Benzinverbrauch kleiner als 
der angebliche Normverbrauch ist. 
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Das erste Szenario führt zu einem Test der Hypothesen 
 67 :0 .H =µ       versus  67 :1 .H ≠µ    
mit µ0 = 7.6.  
Der Test wird in vier Schritten durchgeführt: 
1. Schritt: Wahl des Signifikanzniveaus.  Wir legen α = 0.05 fest. 
2. Schritt:  Berechnung des Testwertes. 
 Mittel und Varianz der Stichprobe vom Umfang n = 25 sind 80687.x =  und 
22 45450.s = . Die t-Statistik nimmt den Wert 
 27502
45450
6780687
25 .
.
..
t =
−
⋅=  
 an. 
3. Schritt: Ermittlung des kritischen Bereichs. 
 Laut Tabelle ist [ ] [ ] 06392249750121 .tt ;.n;/ ==−α− . Somit ist  
 ( ) ( )+∞+∪−−∞= ,..,K 0639206392  . 
4. Schritt: Entscheidung. 
 Wegen Kt ∈  wird 0H  zum Signifikanzniveau 0.05 verworfen. Wir akzeptieren bei 
einer Irrtumswahrscheinlichkeit von 5%, dass der mittlere Benzinverbrauch vom an-
geblichen Normverbrauch abweicht. 
Das zweite Szenario führt zu einem Test der Hypothesen 
 67 :0 .H ≤µ       versus  67 :1 .H >µ . 
1. Schritt: α = 0.05 
2. Schritt: 27502.t =  
3. Schritt: ( )+∞+= ,.K 71091   mit  [ ] [ ]112495071091 −α−== n;;. tt.   
4. Schritt: Wegen Kt ∈  wird 0H  zum Signifikanzniveau 0.05 verworfen, und wir akzeptieren  
bei einer Irrtumswahrscheinlichkeit von 5%, dass der mittlere Benzinverbrauch 
größer als der angebliche Normverbrauch ist. Somit ist die Unternehmensangabe zum 
Normverbrauch zu gering ist. 
Das Testproblem im letzten Szenario lautet 
 67 :0 .H ≥µ     versus  67 :1 .H <µ . 
1. Schritt: α = 0.05 
2. Schritt: 27502.t =  
3. Schritt: ( )71091.,K −−∞=   mit  [ ] [ ]12405071091 −α==− n;;. tt.  
4. Schritt: Wegen Kt ∉  wird 0H  zum Signifikanzniveau 0.05 nicht verworfen. Wir können 
damit 1H  auch nicht bestätigen.  
Im letzten Szenario war die Testdurchführung im Grunde überflüssig, da wegen 0µ>x  die Null-
hypothese 67 :0 .H ≥µ  nicht verworfen werden konnte. 
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Anmerkung 
Hat man auf Basis der konkreten Stichprobe die Realisation [ ]ou i,i  eines symmetrischen Konfidenz-
intervalls für µ  zum Konfidenzniveau 1−α 
 [ ] [ ] [ ] 


 ⋅+⋅−= −α−−α− n
S
tX
n
S
tXI,I n;n;ou 121121    ,     
ermittelt (vgl. Kapitel 10.2), dann kann das Intervall anstelle der t-Statistik zur Durchführung eines zwei-
seitigen Tests bezüglich µ verwendet werden. Die Nullhypothese 0µ=µ  wird genau dann zugunsten der 
Gegenhypothese 0µ≠µ  mit der Irrtumswahrscheinlichkeit α verworfen, wenn das Schätzintervall [ ]ou i,i  
den Wert 0µ  nicht einschließt. Analoge Zusammenhänge zwischen zweiseitigen Tests und symmetrischen 
Konfidenzintervallen existieren auch für die weiter unten behandelten Parametertests.  
Beispiel 
B−11.1 Benzinverbrauch. 
Im vorliegenden Beispiel erhalten wir für µ zum Konfidenzniveau 0.95 das Schätzintervall 
 [ ]7.9944 , 61927
25
45450
0639280687   ,   
25
45450
0639280687 .
.
..
.
.. =


 ⋅+⋅− . 
Wegen [ ]7.9944 , 6192767 .. ∉  wird 67 :0 .H =µ  zum Signifikanzniveau 0.05 verworfen. 
11.1.2.3  Test über die Varianz σ2 ( −χ2 Streuungstest) 
Es bezeichne 20σ  eine vorgegebene hypothetische Varianz einer Normalverteilung. Wir betrachten jetzt  
Nullhypothesen 0H  der Form 
 (i)  20
2 σ=σ   (ii)  20
2 σ≤σ   (iii)  20
2 σ≥σ  . 
Die jeweilige Gegenhypothese 1H  lautet dann 
 (i)  20
2 σ≠σ   (ii)  20
2 σ>σ   (iii)  20
2 σ<σ  . 
Als Teststatistik wird beim −χ2 Streuungstest die Stichprobenfunktion 
 
( ) ( )∑
=
−
σ
=
σ
−
=
n
i
i XXS
n
T
1
2
2
0
2
2
0
11
 
genutzt. Ist 20σ  mit der wahren Varianz 
2σ  der Grundgesamtheit X identisch, dann besitzt sie gemäß Satz 
10.4 eine −χ2 Verteilung mit n−1 Freiheitsgraden.  
2S  ist ein erwartungstreuer und konsistenter Schätzer für 2σ . Gilt 20
2 σ=σ , dann streut T um den 
Mittelwert n−1. Ist 20
2 σ≠σ , dann wird T tendenziell kleinere oder größere Werte annehmen, denn 2S  
wird auch tendenziell größer bzw. kleiner als 20σ  sein. Der kritische Bereich der Teststatistik wird durch 
die Quantile der ( ) −−χ 12 n Verteilung abgegrenzt (vgl. Abbildung 11.3). 
Hypothesen, kritische Bereiche und Entscheidungsregel 
Verwerfe 0H  zu einem vorgegebenen Signifikanzniveau α  (z.B. 0.01, 0.05, 0.1 oder dgl.), falls der 
realisierte Wert ( ) 20
21 σ−= snt  der Teststatistik in den kritischen Bereich K fällt: 
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0H  1H  kritischer Bereich K kritische Werte 
2
0
2 σ=σ  20
2 σ≠σ  [ ]( ) [ ]( )∞χ∪χ= −α−−α ,,K n;/n;/ 2 1212 120  [ ] [ ]2 1212 12   , −α−−α χχ n;/n;/  
2
0
2 σ≤σ  20
2 σ>σ  [ ]( )∞χ= −α− ,K n;2 11  [ ]2 11 −α−χ n;  
2
0
2 σ≥σ  20
2 σ<σ  [ ]( )2 10 −αχ= n;,K  [ ]2 1−αχ n;  
 
Abb. 11.3:  Dichte der ( )12 −χ n -Verteilung  (Dichte der Teststatistik unter 0H ) 
Beispiel 
B−11.3 Bierabfüllung. 
Der Produktionsprozess einer Bierabfüllanlage gilt aus technischer Sicht als hinreichend stabil, 
falls die Abweichung X des Flascheninhalts vom Sollinhalt 0.5 Liter eine Standardabweichung 
von höchstens 510 .=σ  Milliliter aufweist. Andernfalls sind die Produktionsschwankungen zu 
groß, und die Anlage muss neu eingestellt werden. Zur Prüfung der Stabilität wurden der laufen-
den Produktion zufällig n = 30 Flaschen entnommen und die Soll-Ist-Abweichungen in Milliliter 
gemessen (vgl. B−10.12). Die Standardabweichung der konkreten Stichprobe beträgt 983.s = . 
Deutet dies auf eine signifikante Instabilität des Produktionsprozesses hin? 
Wir unterstellen, dass die Messungen einer normalverteilten Grundgesamtheit X entstammen, und 
streben danach, eine mangelnde Stabilität des Prozesses nachzuweisen. Die Fragestellung führt zu 
den Hypothesen: 
 51 0 .:H ≤σ  versus 51 1 .:H >σ    bzw.  
22
0 51 .:H ≤σ  versus 
22
1 51 .:H >σ . 
Der Test wird in vier Schritten durchgeführt: 
1. Schritt: Wahl des Signifikanzniveaus. 
 Wir legen α = 0.05 fest.
1−α
α/2α/2
0
0
KK
)(xfT
x
χ
[1−α/2;n−1]
2χ
[α/2;n−1]
2
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2. Schritt: Berechnung des Testwertes. 
 Die −χ2 Statistik nimmt den Wert 
 
( )
3051983
51
291
2
2
2
0
..
.
s
n
t =⋅=⋅
σ
−
=  
 an. 
3. Schritt: Ermittlung des kritischen Bereichs. 
 Laut Tabelle ist [ ] [ ] 5642
2
29950
2
11 .;.n; =χ=χ −α− . Somit ist ( )∞= ,.K 5642  . 
4. Schritt: Entscheidung. 
 Wegen Kt ∈  wird 0H  zum Signifikanzniveau 0.05 verworfen. Wir akzeptieren bei 
einer Irrtumswahrscheinlichkeit von 5%, dass die Anlage nicht hinreichend stabil 
arbeitet. 
11.1.3 Approximative Tests über den Mittelwert nicht normalverteilter, insbesondere dichotomer 
Grundgesamtheiten (approximative Gauss-Tests) 
Wir betrachten jetzt einfache Zufallsstichproben nX,...,X1  aus nicht normalverteilten Grundgesamtheiten 
X mit dem Mittel ( ) µ=XE  und der Varianz ( ) 2σ=XVar . Mit Hilfe des Zentralen Grenzwertsatzes 8.13 
konnten wir in Abschnitt 10.2 für das Mittel µ approximative Konfidenzintervalle bei Vorliegen großer 
Stichproben herleiten. Dieselben Überlegungen können für die Konstruktion approximativer Tests über µ 
genutzt werden.  
Ist der tatsächliche Mittelwert µ gleich einem hypothetischen Mittel 0µ , dann sind für beliebig verteilte 
Grundgesamtheiten X und hinreichend große Stichprobenumfänge n die beiden Statistiken 
 
σ
µ−
⋅ 0
X
n            bzw.      
S
X
n 0
µ−
⋅  
jeweils approximativ N(0,1)-verteilt und können als Teststatistiken zur Prüfung von Hypothesen über µ 
(bei bekannter bzw. unbekannter Varianz 2σ ) genutzt werden. Die resultierenden Tests nennt man 
approximative Gauss-Tests für große Stichproben. 
Im Falle einer dichotomen Grundgesamtheit ( )p,B~X 1  bieten sich gesonderte Überlegungen an. Hier 
entspricht der unbekannte Mittelwert µ einem Anteilssatz p bzw. dem Parameter p der Binomialverteilung 
von X. Zur Prüfung von Hypothesen über p verwendet man meist die Stichprobenfunktion  
 
)1( 00
0
pp
pX
n
−⋅
−
⋅  
als Teststatistik. Ist p mit einem hypothetischen Wert 0p  identisch, dann gilt 0p=µ  und 
)1( 00
2 pp −⋅=σ , und obige Statistik ist aufgrund des Grenzwertsatzes 8.14 von Moivre-Laplace für große 
n approximativ N(0,1)-verteilt.  
Damit die Standardnormalverteilung die tatsächliche Verteilung der Statistiken hinreichend genau an-
nähern kann, sollte im Allgemeinen ein Stichprobenumfang n > 30 gegeben sein. Im Falle einer dichotomen 
Grundgesamtheit sind allerdings größere Stichproben erforderlich. Hier sollte n > 100 erfüllt sein (vgl. 
Abschnitt 10.2). 
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Hypothesen, kritische Bereiche und Entscheidungsregel 
Verwerfe 0H  zu einem vorgegebenen Signifikanzniveau α  (z.B. 0.01, 0.05, 0.1 oder dgl.), falls der 
realisierte Wert der jeweiligen Teststatistik in den kritischen Bereich K fällt: 
0H  1H  kritischer Bereich K kritische Werte 
0µ=µ  
  bzw. 
0pp =  
0µ≠µ  
bzw. 
0pp ≠  
[ ]( ) [ ]( )+∞∪−∞−= α−α− ,zz,K // 2121  [ ] [ ]2121   ,  // zz α−α− +−  
0µ≤µ  
bzw. 
0pp ≤  
0µ>µ  
bzw. 
0pp >  
[ ]( )+∞= α− ,zK 1  [ ]α−1z  
0µ≥µ  
  bzw. 
0pp ≥  
0µ<µ  
bzw. 
0pp <  
[ ]( ) [ ]( )α−α −∞−=∞−= 1z,z,K  [ ]αz  
Beispiel 
B−11.4 Sonntagsfrage.  
Eine kleine Partei, die Mitglied einer Regierungskoalition ist, möchte wissen, ob die Wähler ihre 
Regierungsarbeit honorieren. Konkret interessiert sie, ob die Partei bei einer Wahl zum 
gegenwärtigen Zeitpunkt einen Stimmenanteil p von über 5% erreichen könnte. Die Partei gibt 
daher eine Umfrage in Auftrag. Es werden n = 1000 zufällig ausgewählte Wahlberechtigte gefragt: 
”Wenn am kommenden Sonntag eine Wahl wäre, würden Sie die Partei XYZ wählen?” 58 
Befragte antworteten hierauf mit ”ja”. 
Die Fragestellung führt zu einem Test der Hypothesen 
 050 :0 .pH ≤    versus   050 :1 .pH >   
mit 0p  = 0.05. Wegen n > 100 kann ein approximativer Gauss-Test (in der dritten Variante) 
durchgeführt werden.  
Die Durchführung erfolgt in vier Schritten. 
1. Schritt: Wahl des Signifikanzniveaus. Wir legen α = 0.01 fest. 
2. Schritt: Berechnung des Testwertes. Die Teststatistik nimmt den Wert 
 1611
950050
0500580
1000
)1( 00
0 .
..
..
pp
px
nt ≅
⋅
−
⋅=
−⋅
−
⋅=  
 an, wobei 100058 /x =  ist.  
3. Schritt: Ermittlung des kritischen Bereichs. Es ist [ ] 332990 .z . = , woraus ( )∞+=   332 ,.K  
folgt. 
4. Schritt: Entscheidung. Wegen K.t ∉= 1611  kann 0H  zum Signifikanzniveau 0.01 nicht 
verworfen werden. 
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11.1.4 Kenngrößenvergleiche auf der Basis zweier unabhängiger Stichproben 
Eine häufige Anwendung statistischer Tests ist der Vergleich von Kenngrößen zweier Wahrscheinlich-
keitsverteilungen. Wir führen im Folgenden Mittelwert- und Varianzvergleiche durch und setzen dabei 
voraus, dass die zugrundeliegenden Daten nx,...,x1  und my,...,y1  Realisationen unabhängiger Zufallsstich-
proben aus den Grundgesamtheiten X und Y sind. Unabhängige Zufallsstichproben liegen vor, wenn die 
Stichprobenvariablen nX,...,X1  und mY,...,Y1  insgesamt stochastisch unabhängig sind. Die Existenz der 
Mittelwerte ( )
X
XE µ= , ( )
Y
YE µ=  und Varianzen ( ) 2
X
XVar σ= , ( ) 2
Y
YVar σ=  der Grundgesamtheiten 
setzen wir voraus. Die interessierenden Nullhypothesen 0H  lauten bei Mittelwertvergleichen 
 (i) 
YX
µ=µ   (ii)  
YX
µ≤µ   (iii)  
YX
µ≥µ   
und bei Varianzvergleichen 
 (i) 22
YX
σ=σ   (ii)  22
YX
σ≤σ   (iii)  22
YX
σ≥σ .  
11.1.4.1 Mittelwertvergleich bei normalverteilten Grundgesamtheiten (Zwei-Stichproben-t-Test, 
Welch-Test) 
Die beiden Grundgesamtheiten X und Y seien normalverteilt mit den Mittelwerten 
X
µ  bzw. 
Y
µ  und der 
gemeinsamen Varianz 222 σ=σ=σ
YX
; es gelte also )( 2σµ ,N~X
X
 und )( 2σµ ,N~Y
Y
. In dieser 
Testsituation verwendet man den Zwei-Stichproben-t-Test.  
Aufgrund obiger Annahmen sind die standardisierten Stichprobenmittel 
 
σ
µ−
X
X
n       und     
σ
µ−
Y
Y
m  
N(0,1)-verteilte Größen. Wegen der Unabhängigkeit der Stichproben ist auch die standardisierte Differenz 
YX −  der Stichprobenmittel 
 
( ) ( ) ( )
σ
µ−µ−−
+=
σ
+
σ
µ−−µ−
= YXYX
YX
mn
mn
YX
Z
22
   
N(0,1)-verteilt. Die transformierten Stichprobenvarianzen  
 ( )∑
=ν
ν −
σ
=
σ
− n
XXS
n
X
1
2
2
2
2
11
    und    ( )∑
=ν
ν −
σ
=
σ
− m
YYS
m
Y
1
2
2
2
2
11
   
sind 2χ -verteilte Zufallsgrößen mit 1−n  bzw. 1−m  Freiheitsgraden. Wegen der Unabhängigkeit der 
Stichproben ist  
 ( ) ( ) 






−+−
σ
=
σ
−
+
σ
−
= ∑∑
=ν
ν
=ν
ν
mn
YYXXS
m
S
n
W
YX
1
2
1
2
2
2
2
2
2
111
   
2χ -verteilt mit ( ) ( ) 211 −+=−+− mnmn  Freiheitsgraden. Der Quotient 
 
( )
( ) ( )
( ) ( ) 22 11
2
2
YX
YX
SmSn
YX
mn
mnnm
mnW
Z
T
−+−
µ−µ−−
+
−+
=
−+
=  
ist folglich ( )2−+ mnt -verteilt. Ist 0H : YX µ=µ  wahr, dann gilt 
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( )
( ) ( ) 22 11
2
YX
SmSn
YX
mn
mnnm
T
−+−
−
+
−+
= ( )2−+ mnt~  . 
2
X
S  und 2
Y
S  sind beide Schätzer für 222 σ=σ=σ
YX
. Durch die Bildung eines gewogenen arithmetischen 
Mittels können wir die Schätzer zu einem gepoolten Schätzer für 2σ  zusammenfassen: 
 
( ) ( )
2
11 222
−+
⋅−+⋅−
=
mn
SmSn
S YX
P
. 
Mit 2
p
S  folgt die übliche Schreibweise  
 





 +
−
=
mn
S
YX
T
P
112
  
der Statistik des Zwei-Stichproben-t-Tests. Analog zum einfachen t-Test lassen sich die kritische Bereiche 
für die Teststatistik konstruieren. 
Besitzen die Grundgesamtheiten )( 2
XX
,N~X σµ  und )( 2
YY
,N~Y σµ  keine identischen Varianzen, 
gestaltet sich im Fall kleiner Stichprobenumfänge die Herleitung eines geeigneten Tests schwieriger. Man 
verwendet nun 
 
m
S
n
S
YX
T
YX
22
+
−
=   
als Testsstatistik. Die exakte Verteilung der Statistik unter Gültigkeit von 0H  hängt allerdings von 
2
X
σ  
und 2
Y
σ  ab; sie ist somit ebenso wie die beiden Varianzen unbekannt. Die Varianzen erweisen sich im 
vorliegenden Zusammenhang als sogenannte störende Parameter, die die Herleitung eines exakten Tests 
verhindern. Das Problem ist in der statistischen Literatur auch als Behrens-Fisher-Problem bekannt. 
Eine Näherungslösung der Problematik ermöglicht der Welch-Test. Welch (1938) zeigte, dass die Ver-
teilung der Teststatistik T unter 0H  durch eine t-Verteilung mit  
 ( ) 






−
+
−
+=
1
1
1
1
2
2
mn
Q
Qfg       mit     
2
2
Y
X
Sn
Sm
Q
⋅
⋅
=  
Freiheitsgraden hinreichend approximiert werden kann. Die Verteilungsapproximation ermöglicht bei 
kleinen Stichprobenumfängen einen approximativen Test, der ansonsten dem Zwei-Stichproben-t-Test 
entspricht. Der Quotient fg ist i.d.R. nicht ganzzahlig; wird der Welch-Test mit Hilfe einer üblichen Quantil-
Tabelle der t-Verteilungen durchgeführt, dann muss der Quotient abgerundet werden.  
Im Fall großer Stichprobenumfänge verlieren die störenden Parameter ihren problematischen Charakter. 
Die Verteilungen der Teststatistiken des Welch- wie auch des Zwei-Stichproben-t-Tests können nun durch 
die Standardnormalverteilung brauchbar angenähert werden (vgl. auch Abschnitt 11.1.4.3). 
Hypothesen, kritische Bereiche und Entscheidungsregel 
Es gelte 2−+= mnfg  im Falle 22
YX
σ=σ  und ansonsten 
 ( ) 






−
+
−
+=
1
1
1
1
2
2
mn
Q
Qfg       mit     
2
2
Y
X
Sn
Sm
Q
⋅
⋅
=  . 
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Verwerfe 0H  zu einem vorgegebenen Signifikanzniveau α  (z.B. 0.01, 0.05, 0.1 oder dgl.), falls der 
realisierte Wert der jeweiligen Teststatistik in den kritischen Bereich K fällt: 
0H  1H  kritischer Bereich K kritische Werte 
YX
µ=µ  YX µ≠µ  [ ]( ) [ ]( )+∞∪−∞−= α−α− ,tt,K fg;/fg;/ 2121  [ ]fg;/t 21 α−±  
YX
µ≤µ  YX µ>µ  [ ]( )+∞= α− ,tK fg;1  [ ]fg;t α−1  
YX
µ≥µ  YX µ<µ  [ ]( ) [ ]( )fg;fg; t,t,K α−α −∞−=∞−= 1  [ ]fg;t α  
11.1.4.2 Varianzvergleich bei normalverteilten Grundgesamtheiten (Zwei-Stichproben-F-Test) 
Wir wenden uns nun der Prüfung von Hypothesen bezüglich der Varianzen zweier Grundgesamtheiten 
)( 2
XX
,N~X σµ  und )( 2
YY
,N~Y σµ  auf der Basis unabhängiger Zufallsstichproben zu. Aufgrund der 
Voraussetzungen sind die Stichprobenfunktionen 
 2
2
1
X
X
S
n
σ
−
     und     2
2
1
Y
Y
S
m
σ
−
   
2χ -verteilte Zufallsgrößen mit 1−n  bzw. 1−m  Freiheitsgraden und unabhängig. Der Quotient 
 
2
2
2
2
2
2
2
2
1
1
1
1
X
Y
Y
X
Y
Y
X
X
S
S
m
S
m
n
S
n
σ
σ
⋅=
−
σ
−
−
σ
−
      
besitzt folglich eine F-Verteilung mit 1−n  und 1−m  Freiheitsgraden (vgl. Definition 8.11). Unter 
Gültigkeit der Hypothese 22
YX
σ=σ  ist die Stichprobenfunktion 
 
2
2
Y
X
S
S
T =       
ebenfalls F-verteilt mit 1−n  und 1−m  Freiheitsgraden. T ist die Teststatistik des F-Streuungstests.  
Hypothesen, kritische Bereiche und Entscheidungsregel 
Verwerfe 0H  zu einem vorgegebenen Signifikanzniveau α  (z.B. 0.01, 0.05, 0.1 oder dgl.), falls der 
realisierte Wert der Teststatistik in den kritischen Bereich K fällt: 
0H  1H  kritischer Bereich K kritische Werte 
22
YX
σ=σ  22
YX
σ≠σ  [ ]( ) [ ]( )∞∪= −−α−−−α ,ff,K m,n;/m,n;/ 11211120  [ ]11;2 −−α m,n/
f  , 
[ ]11;21 −−α− m,n/f  
22
YX
σ≤σ  22
YX
σ>σ  [ ]( )∞= −−α− ,fK m,n; 11  [ ]11;1 −−α− m,nf  
22
YX
σ≥σ  22
YX
σ<σ  [ ]( )110 −−α= m,n;f,K  [ ]11; −−α m,nf  
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Die kritischen Werte sind Quantile der ( )11 −− m,nF -Verteilung. Es gilt: 
 [ ]
[ ]11;1
11;
1
−−α−
−−α =
n,m
m,n f
f       bzw.      [ ]
[ ]11;21
11;2
1
−−α−
−−α =
n,m/
m,n/ f
f . 
Beispiel 
B−11.5 Werbewirksamkeit von Zeitungsanzeigen (Fortsetzung des Beispiels 2.9). 
In Kapitel 2 haben wir bereits mit deskriptiven statistischen Methoden die Werbewirksamkeit 
zweier Zeitungsanzeigen verglichen und festgestellt, dass im Mittel die zweite Anzeige die 
Aufmerksamkeit der Versuchspersonen länger auf den Produktnamen lenkte als die erste Anzeige. 
Nun soll geprüft werden, ob dieses Stichprobenergebnis verallgemeinert werden kann. Die Frage 
führt zu einem Test der Hypothesen 
 YXH µ≥µ :0    versus   YXH µ<µ :1 , 
wobei X und Y die Wahrnehmungsdauern des Produktnamens (in Sekunden) bei den Anzeigen 1 
und 2 sind. Bei der Testdurchführung unterstellen wir, dass die beiden Datensätze vom Umfang 
25== mn  (vgl. S. 33) zwei unabhängige einfache Zufallsstichproben aus zwei normalverteilten 
Grundgesamtheiten sind. Dies impliziert, dass die beiden Anzeigen zwei verschiedenen Versuchs-
personengruppen präsentiert wurden. Ferner setzen wir ohne weitere Prüfung zunächst identische 
Varianzen der Grundgesamtheit voraus und testen die Nullhypothese mittels Zwei-Stichproben-t-
Test. 
1. Schritt: Wahl des Signifikanzniveaus. Wir legen α = 0.05 fest. 
2. Schritt: Berechnung des Testwertes. Es gilt 9081.x = , 1882.y = , 190802 .s X = ,  15940
2 .s
Y
=  
und 175102 .s
P
= . Der Wert der Teststatistik ist 
 36582
25
1
25
1
17510
18829081
.
.
..
t −=





 +
−
=  
3. Schritt: Ermittlung des kritischen Bereichs. Es ist [ ] [ ] =−= −+α−−+α 212 mn;mn; tt [ ]48950 ;.t−  
67721.−= , woraus ( )67721., K −−∞=  folgt. 
4. Schritt: Entscheidung. Wegen K.t ∈−= 36582  wird 0H  zum Signifikanzniveau 0.05 
verworfen und die Gegenhypothese 1H  einer überlegenen Werbewirkung der zweiten 
Anzeige mit einer Irrtumswahrscheinlichkeit von 5% bestätigt. 
Zur Stützung der Validität des Testergebnisses soll nun die Annahme identischer Varianzen der 
Grundgesamtheiten nachträglich geprüft werden. Mit dem Zwei-Stichproben-F-Test testen wir 
 0H : 
22
YX
σ=σ    versus   1H : 
22
YX
σ≠σ . 
1. Schritt: Wahl des Signifikanzniveaus. Es sei hier  α = 0.1 festgelegt. 
2. Schritt: Berechnung des Testwertes. Der Wert der Teststatistik ist 
 19701
15940
19080
2
2
.
.
.
s
s
t
Y
X === . 
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3. Schritt: Ermittlung des kritischen Bereichs. Es ist [ ] [ ] 5102424;05011;2 .ff ,.m,n/ ==−−α  und 
[ ] [ ] 9812424;95011;21 .ff ,.m,n/ ==−−α− , woraus ( ) ( )∞∪=  , 981510 , 0 ..K  folgt. 
4. Schritt: Entscheidung. Wegen Kt ∉  kann 0H  zum Signifikanzniveau 0.1 nicht verworfen 
werden.  
Der F-Streuungstest liefert kein Argument gegen die Verwendung des Zwei-Stichproben-t-Tests 
zum Vergleich der mittleren Werbewirksamkeit der beiden Anzeigen.  
11.1.4.3 Approximativer Mittelwertvergleich bei beliebig verteilten Grundgesamtheiten 
(approximative Zwei-Stichproben-Gauss-Tests) 
X und Y seien im Folgenden zwei beliebig verteilte Zufallsvariablen. Unter der Bedingung 
YX
µ=µ  besitzt 
die Differenz YX −  der Stichprobenmittel den Erwartungswert ( ) =− YXE  0=µ−µ YX  und die Varianz  
 ( ) ( ) ( )
mn
YVarXVarYXVar YX
22 σ
+
σ
=+=− . 
Für hinreichend große Stichprobenumfänge n und m ist die standardisierte Differenz  
 
mn
YX
YX
22 σ
+
σ
−
 
aufgrund des Zentralen Grenzwertsatzes näherungsweise standardnormalverteilt. Schätzen wir die 
unbekannten Varianzen der Grundgesamtheiten durch die Stichprobenvarianzen 2
X
S  und 2
Y
S , dann erhalten 
wir die Teststatistik des approximativen Zwei-Stichproben-Gauss-Tests 
 
m
S
n
S
YX
T
YX
22
+
−
=  , 
die ebenfalls asymptotisch standardnormalverteilt ist. Für die Teststatistik lassen sich nun auf bekannte 
Weise kritische Bereiche konstruieren.  
Im Falle dichotomer Grundgesamtheiten ( )Xp,B~X 1  und ( )Yp,B~Y 1  ist ein gesondertes Vorgehen 
sinnvoll. Hier gilt XX p=µ , YY p=µ  sowie ( )XXX pp −=σ 1
2 , ( )
YYY
pp −=σ 12 .  Unter der Bedingung 
ppp YX ≡=  ist der Quotient 
 
( ) ( ) ( ) 




 +−
−
=
−
+
−
−
mn
pp
YX
m
pp
n
pp
YX
YYXX 111
11
 
für große Stichproben approximativ standardnormalverteilt. Nähert man im Nenner die Wahrscheinlichkeit 
p durch das gepoolte Stichprobenmittel (gewogener Mittelwert der beiden Stichprobenmittel) an, dann 
erhält man die ebenfalls asymptotisch standardnormalverteilte Teststatistik 
 
( ) 




 +−
−
=
mn
pˆpˆ
YX
T
11
1
 mit 
mn
YmXn
pˆ
+
⋅+⋅
= . 
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Hypothesen, kritische Bereiche und Entscheidungsregel 
Verwerfe 0H  zu einem vorgegebenen Signifikanzniveau α  (z.B. 0.01, 0.05, 0.1 oder dgl.), falls der 
realisierte Wert der jeweiligen Teststatistik in den kritischen Bereich K fällt: 
0H  1H  kritischer Bereich K kritische Werte 
YX
µ=µ  
bzw. 
YX
pp =  
YX
µ≠µ  
bzw. 
YX
pp ≠  
[ ]( ) [ ]( )+∞∪−∞−= α−α− ,zz,K // 2121  [ ] [ ]2121   ,  // zz α−α− +−  
YX
µ≤µ  
bzw. 
YX
pp ≤  
YX
µ>µ  
bzw. 
YX
pp >  
[ ]( )+∞= α− ,zK 1  [ ]α−1z  
YX
µ≥µ  
bzw. 
YX
pp ≥  
YX
µ<µ  
bzw. 
YX
pp <  
[ ]( ) [ ]( )α−α −∞−=∞−= 1z,z,K  [ ]αz  
11.1.5 Mittelwertvergleich auf der Basis zweier verbundener Stichproben 
Man spricht von zwei verbundenen Stichproben ( )nX,...,X1  und ( )nY,...,Y1  aus den Grundgesamtheiten 
X und Y, wenn jeder Stichprobenvariablen νX  eineindeutig eine Stichprobenvariable νY  zugeordnet ist, 
so dass die beiden Stichproben auch als eine Liste geordneter Paare von Stichprobenvariablen  
 ( ) ( )nn Y,X,...,Y,X 11  
aufgefasst werden können. Sind die Variablenpaare stochastisch unabhängige und identisch verteilte 
zweidimensionale Zufallsvariablen, dann liegt eine verbundene einfache Zufallsstichprobe vor. Solche 
Stichproben werden typischer Weise durch Messung von Wertepaaren )( νν y,x ( )n,...,1=ν  an n Stich-
probeneinheiten, die durch einfache Zufallsauswahl einer statistischen Masse entnommen wurden, realisiert 
(vgl. B−11.6).  
Für die Durchführung von Mittelwertvergleichen bildet man zweckmäßigerweise Differenzen der Stich-
probenvariablen 
 ννν −= YXD  ( )n,...,1=ν , 
wobei  
 DYXDE µ=µ−µ=ν )(  und 
 222 2)(
DXYYX
DVar σ=σ−σ+σ=ν   
für alle ν gilt. Das Zwei-Stichproben-Problem geht durch die Differenzenbildung in ein Ein-Stichproben-
Problem über und anstelle der Nullhypothesen 
 (i) YX µ=µ   (ii)  YX µ≤µ   (iii)  YX µ≥µ   
können die äquivalenten Nullhypothesen 
 (i) 0=µ D   (ii)  0≤µ D   (iii)  0≥µ D   
getestet werden. Hierfür stehen die Ein-Stichproben-Testprozeduren aus den Abschnitten 11.1.2 und 11.1.3 
zur Verfügung.  
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Beispiel 
B−11.6 Klinische Studie. 
Der englische Chemiker und Statistiker WILLIAM S. GOSSET (1876-1937) veröffentlichte 1908 
unter dem Pseudonym STUDENT die Herleitung der t-Verteilung und des t-Tests. Als ein 
Anwendungsbeispiel betrachtete er das folgende klinische Testproblem: Die Schlafdauer von 10 
zufällig ausgewählten Patienten wurde in Stunden gemessen und zwar (i) ohne vorherige Verab-
reichung eines Schlafmittels, (ii) nach Einnahme des Schlafmittels A und (iii) nach Einnahme des 
Schlafmittels B. Die folgende Tabelle gibt die durch die Schlafmittel A und B verursachten Ände-
rungen der Schlafdauer gegenüber der Schlafdauer ohne Medikament an. Die Datensätze werden 
als einfache Zufallsstichproben aus normalverteilten Grundgesamtheiten unterstellt. Es soll 
geprüft werden, ob sich die beiden Medikamente hinsichtlich der mittleren schlafverlängernden 
Wirkung signifikant unterscheiden (α = 0.01). 
 Patient ν Schlafdaueränderung νx  
durch Medikament A 
Schlafdaueränderung νy  
durch Medikament B 
Unterschiede 
ννν −= yxd   
 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
0.7 
−1.6 
−0.2 
−1.2 
−0.1 
3.4 
3.7 
0.8 
0.0 
2.0 
 1.9 
0.8 
1.1 
0.1 
−0.1 
4.4 
5.5 
1.6 
4.6 
3.4 
 −1.2 
−2.4 
−1.3 
−1.3 
−0.0 
−1.0 
−1.8 
−0.8 
−4.6 
−1.4 
 
 
  750.x = , 791.s X =  332.y = , 002.sY =  581.d −= , 231.sD =  
Die Fragestellung führt zu einem t-Test der Hypothesen  
 0 :0 =µ DH      versus     0 :1 ≠µ DH .   
1. Schritt: Wahl des Signifikanzniveaus.  α = 0.01 
2. Schritt:  Berechnung des Testwertes. Die t-Statistik  
 ( )1        0 −
µ−
⋅= nt~
S
D
nT
D
 
 nimmt den Wert 
 0624
231
0581
10 .
.
.
t −=
−−
⋅=  
 an. 
3. Schritt: Ermittlung des kritischen Bereichs. Laut Tabelle ist [ ] [ ] 25399950121 .tt ;.n;/ ==−α− . 
Somit ist ( ) ( )+∞+∪−−∞= ,..,K 253253  . 
4. Schritt: Entscheidung. Wegen Kt ∈  wird 0H  zum Signifikanzniveau 0.01 verworfen. Wir 
akzeptieren bei einer Irrtumswahrscheinlichkeit von 1%, dass die Medikamente im 
Mittel verschieden wirken. 
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Die Verwendung verbundener anstatt unabhängiger Stichproben kann zu einer höheren Trennschärfe von 
Mittelwertvergleichen führen. Notwendige Bedingung hierfür sind positiv korrelierte Stichprobenvariablen 
νX  und νY . Falls 0>σXY  ist, gilt offensichtlich 
222
DYX σ>σ+σ  und deshalb auch .DVarYXVar )()( >−  
Die geringere Streuung des Mittels der Differenzen gegenüber der Differenz der Stichprobenmittel erlaubt 
es, Mittelwertunterschiede der Grundgesamtheiten mit größerer Wahrscheinlichkeit aufzudecken. Im 
obigen Beispiel sind die Schlafdaueränderungen νX , νY  durch die Medikamente A und B deutlich positiv 
korreliert. Der Stichprobenkorrelationskoeffizient beträgt 7950.r
XY
= .  
11.1.6* Gütefunktionen von Parametertests 
Die statistischen Eigenschaften eines Testverfahrens lassen sich zusammenfassend durch die Gütefunktion 
des Tests, auch Macht- oder Trennschärfefunktion genannt, beschreiben. Die Gütefunktion gibt die Wahr-
scheinlichkeit an, 0H  zu verwerfen, wenn θ der wahre Parameter ist: 
 ( ) ( ) ( )θ∈=θ=θ KTPHPg  |  verworfen wird0    für alle Θ∈θ . 
Die Bestimmung der Gütefunktion ist bei vielen Tests kompliziert; häufig kann sie nur näherungsweise mit 
Hilfe von Simulationstechniken (Monte Carlo-Verfahren) erfolgen. In diesem Abschnitt werden ex-
emplarisch zwei Tests betrachtet, bei denen sich die analytische Herleitung ihrer jeweiligen Gütefunktion 
besonders einfach gestaltet. 
Beispiele 
B−11.7 Gütefunktion des Gauss-Tests. 
Der (Ein-Stichproben-) Gauss-Test setzt die Wahrscheinlichkeitsverteilung der Grundgesamtheit 
X mit Ausnahme ihres Mittelwerts µ als vollständig bekannt voraus. Die statistischen 
Eigenschaften des Tests können deshalb sehr detailliert untersuchen werden. Wir beginnen mit 
dem zweiseitigen Test  
 00  : µ=µH    versus   01  : µ≠µH  . 
Zur Schreibvereinfachung sei [ ]21 /zc α−=  gesetzt. Die Gütefunktion lautet 
 ( ) ( )µ∈=µ   KTPg    für alle Θ=∈µ IR  
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wobei Φ die Verteilungsfunktion der Standardnormalverteilung ist. An der Stelle 0µ=µ  gilt 
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Dies ist die Wahrscheinlichkeit des Fehlers 1. Art. Für alle 0µ≠µ  ist 
  ( ) ( )µβ=µ− g1  
die Wahrscheinlichkeit des Fehlers 2. Art.  
Die Gütefunktion lässt sich für beliebig vorgegebene α, σ und n berechnen. Sie besitzt beispiels-
weise für α = 0.05, σ = 5.0, n = 50 die in Abbildung 11.4 dargestellte Form. Man beachte: Je 
größer der Abstand 0µ−µ  des wahren Mittels µ vom hypothetischen Mittel µ0 ist, umso kleiner 
wird die Wahrscheinlichkeit ( ) ( )µ−=µβ g1  des Fehlers 2. Art. Für sehr große Abstände 0µ−µ  
gilt schließlich ( ) 0≈µβ . Eine Fehlentscheidung ist fast unmöglich. 
 
 Abb. 11.4:  Gütefunktion des zweiseitigen Gauss-Tests (α = 0.05, σ = 5.0, n = 50) 
 
Abb. 11.5: Gütefunktionen des zweiseitigen Gauss-Tests (links: α = 0.05, σ = 5.0, n = 20,50, 
100; rechts: α = 0.05, σ = 2.0, 5.0, n = 50) 
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Die Trennschärfe des Tests hängt (für festes α und µ) vom Stichprobenumfang und der Streuung 
der Grundgesamtheit ab: Je größer der Stichprobenumfang n gewählt wird, umso geringer ist 
(unter sonst gleichen Voraussetzungen) die Wahrscheinlichkeit β(µ) des Fehlers 2. Art; je kleiner 
die Varianz σ2 der Grundgesamtheit X ist, umso geringer ist (unter sonst gleichen Voraus-
setzungen) die Wahrscheinlichkeit β(µ) des Fehlers 2. Art (vgl. Abbildung 11.5). 
Für den einseitigen Test 00  : µ≤µH  versus 01  : µ>µH  gilt 
 ( ) ( ) 





σ
µ−µ
+Φ−=µ∈=
n
cKTPug 01   für alle IR∈µ , 
wobei jetzt [ ]α−= 1zc  gesetzt wurde. Im Fall α = 0.05, σ = 5.0 und n = 50 besitzt die Gütefunktion 
die in Abbildung 11.6 dargestellte Form. Man beachte, dass α=µ )( 0g  und α<µ)(g  für 0µ<µ  
gilt. Die Wahrscheinlichkeit des Fehlers 1. Art ist für alle 0µ<µ  kleiner als α und strebt für 
−∞→µ  gegen null. 
 
Abb. 11.6:  Gütefunktion des einseitigen Gauss-Tests (α = 0.05, σ = 5.0, n = 50) 
B−11.8 Gütefunktion des −χ2 Streuungstests. 
Betrachtet sei die Gütefunktion des zweiseitigen-Tests 0H :
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Dabei ist 20
2 σσ=ρ  gesetzt. T ist eine ( )12 −χ n -verteilte Zufallsvariable, falls 20
2 σ=σ  gilt. 
2χ  besitzt hingegen stets eine ( )12 −χ n -Verteilung. Nun folgt: 
 ( ) ( )222   σ∈ρ⋅χ=σ KPg    für alle  Θ=∈σ +IR2  
           ( ) [ ] [ ]( )2 12122 1222 1  1 −α−−α χ≤ρ⋅χ≤χ−=σ∉ρ⋅χ−= n;/n;/PKP  
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wobei F die Verteilungsfunktion der ( )12 −χ n -Verteilung ist. Die Abbildung 11.7 zeigt für           
α = 0.05, n = 10, 20, 50 typische Verläufe der Gütefunktion, dargestellt als eine Funktion des 
Quotienten 20
2 σσ=ρ . Die Interpretation der Funktionsverläufe sei dem Leser überlassen. 
 
Abb. 11.7:  Gütefunktion des zweiseitigen −χ2 Streuungstests (α = 0.05, n = 10, 20, 50) 
11.2 Anpassungstests 
Die Aufgabe eines Anpassungstests ist es, anhand der beobachteten Werte einer einfachen 
Zufallsstichprobe nX,...,X1  aus der Grundgesamtheit X mit der Verteilungsfunktion ( )θ|xF  zu entschei-
den, ob eine gewisse Nullhypothese über die Verteilungsfunktion mit der Stichprobe verträglich ist oder im 
signifikanten Widerspruch zu ihr steht. Die Aufgabenstellung kann mit Hilfe verschiedener Testansätze 
bewältigt werden. Wir betrachten den sogenannten Chi-Quadrat-Anpassungstest.  
11.2.1  Chi-Quadrat-Anpassungstest 
Hypothesen 
Wir müssen zwei verschiedene Arten von Verteilungshypothesen unterscheiden. Eine Arbeitshypothese 
könnte beispielsweise lauten  
  „X besitzt eine Normalverteilung mit den Parametern µ = 2 und σ2 = 10”   
 oder „X besitzt eine Poisson-Verteilung mit dem Parameter λ = 4” . 
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Beide Hypothesen beinhalten eine Aussage über den Typ der Verteilungsfunktion ( )θ|xF  von X und über 
den Wert des Parameters θ. θ kann hier - je nach Verteilungsmodell -  auch ein Vektor sein, z.B. 
)( 2 ′σµ=θ ,  im Falle einer Normalverteilung. Die Hypothesen legen somit die Verteilung von X jeweils 
vollständig fest. Ein solche Nullhypothese schreiben wir symbolisch 
 ( ) ( )000  : θ=θ |xF|xFH  . 
Die Gegenhypothese ist dann  
 ( ) ( )001  : θ≠θ |xF|xFH  .  
Eine Arbeitshypothese könnte z.B. aber auch lauten  
 „X besitzt eine Normalverteilung”   oder  „X besitzt eine Poisson-Verteilung” . 
Hier erfolgt keine hypothetische Festlegung der Parameterwerte, sondern nur des Verteilungstyps. Die 
Nullhypothese  
 ( ) ( ) } | { : 00 Θ∈θθ∈θ |xF|xFH   ( Θ = Parameterraum ) 
besagt lediglich, dass ( )θ|xF  aus einer Menge oder „Familie” ( ) } | { 0 Θ∈θθ|xF  von Verteilungsfunktio-
nen entstammt, deren Elemente sich durch die Parameterwerte unterscheiden. Die Gegenhypothese ist 
 ( ) ( ) } | { : 01 Θ∈θθ∉θ |xF|xFH  . 
Während im ersten Fall die Nullhypothesen einfach waren, sind sie im zweiten Fall zusammengesetzt. 
Teststatistik 
Der Wertebereich der Zufallsvariablen X wird in k Zählklassen  
 1K  , 2K  , ... , kK   
zerlegt. Dann wird ausgezählt, wie viele beobachtete Realisierungen der n Stichprobenvariablen nX,...,X1  
in die Zählklassen fallen. Die absoluten Klassenhäufigkeiten bezeichnen wir mit  
 kn,...,n,n 21  
und fassen sie als zufällige Größen (Stichprobenfunktionen) auf, denn die Häufigkeiten werden von 
Stichprobenziehung zu Stichprobenziehung variieren.  
Es sei nun unterstellt, dass X tatsächlich gemäß der aufgestellten Nullhypothese 0H  verteilt ist. Mit Hilfe 
der hypothetischen Verteilungsfunktion werden für jedes k,...,j 1=  die theoretischen Klassenwahrschein-
lichkeiten 
  jj pHKXP =∈ ) | ( 0  
und die theoretisch erwarteten Klassenhäufigkeiten jpn ⋅  ermittelt. Legt 0H  nur den Typ der Verteilung, 
nicht aber ihre Parameterwerte fest (zusammengesetzte Hypothese), so müssen vor der Ermittlung der theo-
retischen Größen die unbekannten Parameter aus der Stichprobe geschätzt werden. Hierzu verwenden wir 
die Maximum-Likelihood-Methode. Wir können jetzt die erwarteten Klassenhäufigkeiten jpn ⋅  mit den 
Klassenhäufigkeiten der Stichprobe jn  vergleichen. Dazu nutzen wir die Teststatistik 
 ∑
= ⋅
⋅−
=
k
j j
jj
pn
pnn
T
1
2)(
 . 
Die Quadrierung der Differenzen jj pnn ⋅−  verhindert, dass sich positive und negative Differenzen ge-
genseitig aufheben. Durch die Division setzen wir die quadrierten Differenzen ins Verhältnis zu den 
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erwarteten Häufigkeiten. Ist die Verteilungshypothese mit der Stichprobe verträglich, dann wird die 
Statistik T kleine (positive) Werte annehmen. Umgekehrt zeigen große Werte der Statistik einen 
signifikanten Widerspruch zwischen 0H  und Stichprobe auf.  
Kritischer Bereich und Entscheidungsregel 
Um festlegen zu können, was kleine bzw. große Werte der Statistik T sind, müssen wir ihre Wahrscheinlich-
keitsverteilung kennen. Es lässt sich zeigen, dass die Verteilung der Teststatistik unter Gültigkeit der 
jeweiligen Nullhypothese (unabhängig vom Verteilungstyp) für hinreichend große Stichprobenumfänge n 
durch eine −χ2 Verteilung approximiert werden kann. Die Anzahl der Freiheitsgrade der −χ2 Verteilung 
beträgt hierbei 1−− rk , wobei k die Anzahl der Zählklassen und r die Anzahl der Parameter ist, die bei 
der Testdurchführung auf Basis der Stichprobe geschätzt werden müssen. Im Falle einer einfachen 
Nullhypothese ( ) ( )000  : θ=θ |xF|xFH   gilt natürlich 0=r , ansonsten ist 0>r .   
Wir erhalten jetzt einen approximativen Test, wenn für ein vorgegebenes α 
 [ ]( )∞+χ= −−α−  , 2 11 rk;K  
als kritischer Bereich gewählt wird. Fällt der realisierte Wert t der Teststatistik T in K, dann wird die 0H  
zum Signifikanzniveau α verworfen. Anderenfalls wird 0H  nicht verworfen.  
Bei der praktischen Durchführung des Tests treten zwei Fragen auf: Wie groß soll die Anzahl k der 
Zählklassen gewählt werden, und wie groß muss der Stichprobenumfang n mindestens sein, damit die −χ2
Approximation gerechtfertigt werden kann? Aufschluss über beide Fragen gibt gleichzeitig die 
Approximations-Faustregel: Wähle die Klasseneinteilung so, dass für die erwarteten Häufigkeiten aller 
Zählklassen  
 5≥⋅ jpn  ( k,...,j 1= )  
gilt. Sind die k Ungleichungen erfüllt, dann folgt die Teststatistik einer )rk( 12 −−χ -Verteilung hin-
reichend genau.  
Die Faustregel legt folgende pragmatische Vorgehensweise nahe: Ausgehend von einer sehr feinen 
Klasseneinteilung werden benachbarte Klassen solange zusammengefasst, bis die obigen Ungleichungen 
erfüllt sind. Es sei k die resultierende Klassenanzahl. Gilt jetzt 01 >−− rk , dann kann der Test 
durchgeführt werden. Gilt 01 ≤−− rk , dann ist die Anzahl der Freiheitsgrade zu klein. Die Anzahl der 
Freiheitsgrade einer −χ2 Verteilung muss immer positiv sein. Der Stichprobenumfang n ist in diesem Falle 
nicht ausreichend groß, und auf den Test muss verzichtet werden. 
Im Fall einer diskreten Grundgesamtheit X mit nur wenigen Sprungstellen legt man die Klassen sinnvoller-
weise so fest, dass jede Klasse – sofern 5≥⋅ jpn  erfüllt wird - nur eine Sprungstelle enthält. Auf die 
explizite Angabe der Klassen kann dann auch verzichtet werden. 
Beispiele 
B-11.9 Pferdewetten. 
Ein leidenschaftlicher Wetter setzt gerne auf Pferde. Er fragt sich, ob die Position eines Pferdes in 
der Startmaschine die Siegchance des Pferdes beeinflusst. Er hat bei 144=n  Rennen mit genau 8 
Pferden die Startposition des jeweiligen Siegpferdes notiert (Quelle: D.J. Hand et al. 1994, S. 36): 
 Startposition 1 2 3 4 5 6 7 8 
 Anzahl der Sieger 29 19 18 25 17 10 15 11 
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Falls die Startposition die Siegchance nicht beeinflusst, müssen die Daten aus einer diskret 
gleichverteilten Grundgesamtheit ( )8G~X  entstammen. Anderenfalls besitzt X eine andere 
diskrete Verteilung. Die Fragestellung führt zu einem Test der Hypothesen 
 0H : „X ist diskret gleichverteilt mit dem Parameter m = 8 “ 
versus 
 1H : „X ist nicht diskret gleichverteilt mit dem Parameter m = 8 “ . 
Hierbei ist m die Anzahl der Realisationsmöglichkeiten (Sprungstellen) von X. 0H  ist eine 
einfache Hypothese. Die Testdurchführung erfolgt in vier Schritten. 
1. Schritt: Wahl des Signifikanzniveaus.  
Wir legen α = 0.05 fest. 
2. Schritt: Berechnung des Testwertes.  
Als Zählklassen Kj wählen wir einfach die Sprungstellen von X. Die Sprungstellen besitzen unter 
Gültigkeit von 0H  jeweils die Wahrscheinlichkeit 1/8. Die zugehörigen erwarteten Häufigkeiten 
der Sprungstellen in einer Stichprobe vom Umfang n = 144 sind jeweils 188144 = . 
Arbeitstabelle: 
 Kj 1 2 3 4 5 6 7 8 
 nj 29 19 18 25 17 10 15 11 
 jpn ⋅  18 18 18 18 18 18 18 18 
 
j
jj
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pnn
⋅
⋅− 2)(
 276.  500.  0 272.  500.  53.  0.5 272.  
Der Wert der Teststatistik T ist 
 316
)(8
1
2
.
pn
pnn
t
j j
jj
=
⋅
⋅−
= ∑
=
. 
3. Schritt: Ermittlung des kritischen Bereichs.  
Unter Gültigkeit von 0H  besitzt T approximativ eine −χ
2 Verteilung mit 71 =−− rk  Freiheits-
graden. Hierbei ist k = 8 die Klassenanzahl und r = 0 die Anzahl der Parameter, die zur Ermittlung 
des Testwertes geschätzt werden mussten. Der kritische Bereich des Tests ist 
 
[ ]
( )∞+=∞+χ=  , 06714) , ( 2
7950
.K
;.
 . 
4. Schritt: Entscheidung.  
Wegen Kt ∈  wird 0H  zum Signifikanzniveau 0.05 verworfen. Wir können deshalb mit einer 
Irrtumswahrscheinlichkeit von (approximativ) 5% die Vermutung, dass die Position eines Pferdes 
in der Startmaschine seine Siegchance beeinflusst, bestätigen. 
B-11.2 Help-Line. 
Es soll jetzt die Annahme des Help-Line-Managers, dass die Grundgesamtheit X = „Kundenanrufe 
pro Minute“ einer Po(λ)-Verteilung folgt, anhand der konkreten Stichprobe vom Umfang n = 200 
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zum Signifikanzniveau α = 0.05 geprüft werden. Die Hypothesen lauten 
 0H : „X ist Poisson-verteilt“    versus    1H : „X ist nicht Poisson-verteilt“ . 
Die Nullhypothese postuliert eine Familie von Poisson-Verteilungen.  
1. Schritt: Wahl des Signifikanzniveaus.  
Wir legen wieder α = 0.05 fest. 
2. Schritt: Berechnung des Testwertes.  
Zur Berechnung des Testwertes müssen wir k Zählklassen bilden und deren absoluten 
Stichprobenhäufigkeiten und erwarteten Häufigkeiten ermitteln. Da die diskrete Zufallsvariable X 
in der Stichprobe lediglich 6 verschiedene Werte x = 0, 1,...,5 angenommen hat, wählen wir 
zunächst einfach die Sprungstellen 0, 1, …, 4 und das halboffene Intervall [ )∞,5  als Zählklassen 
jK  ( 61,...,j = ). Dann ermitteln wir mit Hilfe der Wahrscheinlichkeitsfunktion der Po(λ)-
Verteilung 
 ( ) λ−⋅
λ
= e
!x
xf
x
X     für x = 0, 1, 2,... 
die unter Gültigkeit von 0H  theoretisch erwarteten Häufigkeiten der Sprungstellen von X in einer 
Stichprobe vom Umfang n = 200: 
 ( ) ( )xfHxXPnpn Xj ⋅==⋅=⋅ 200 | 0   für  43210 ,,,,x =   und  1+= xj  
 ( ) ( )( )41200 | 5 06 XFHXPnpn −⋅=≥⋅=⋅   mit  ( ) ( )∑ ==
4
0
4
x
xfF XX . 
Den unbekannten Parameter λ nähern wir zuvor durch den ML-Schätzwert 950.x =  an. 
Arbeitstabelle: 
 jK  [0 , 1) [1 , 2) [2, 3) [3 , 4) [4 , 5) [5 , ∞) 
 jn  79 73 32 12 3 1 
 jp  0.3867 0.3674 0.1745 0.0553 0.0131 0.0030 
 jpn ⋅  77.34 73.48 34.90 11.06 2.62 0.60 
Die letzten beiden Klassen erfüllen nicht die Bedingung 5≥⋅ jpn . Um der Faustregel zu ge-
nügen, müssen wir die letzten drei Klassen zu einer Zählklasse vereinigen. Wir erhalten so 4=k  
brauchbare Klassen jK  (j = 1,...,4).  
Arbeitstabelle (Fortsetzung): 
 jK  [0 , 1) [1 , 2) [2, 3) [3 , ∞) 
 jn  79 73 32 16 
 jpn ⋅  77.34 73.48 34.90 14.28 
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 0.0356 0.0031 0.2410 0.2072 
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Der Wert der Teststatistik T ist 
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3. Schritt: Ermittlung des kritischen Bereichs.  
T besitzt unter Gültigkeit von 0H  approximativ eine −χ
2 Verteilung mit 21 =−− rk  Freiheits-
graden. Hierbei ist k = 4 die Klassenanzahl und r = 1 die Anzahl der geschätzten Parameter. Der 
kritische Bereich des Tests lautet 
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4. Schritt: Entscheidung.  
Wegen Kt ∉  wird 0H  zum Signifikanzniveau 0.05 nicht verworfen. 
Das Beispiel 11.2 zeigt ein praktisches Problem auf: Die interessierende Hypothese im Beispiel lautet „X 
ist Poisson-verteilt“; es nicht möglich diese Aussage als Gegenhypothese zu formulieren. Wir wissen aber 
aus Abschnitt 11.1, dass mit Hilfe eines Signifikanztests nur eine Gegenhypothese 1H  mit einer durch das 
Signifikanzniveau α festgelegten Irrtumswahrscheinlichkeit 1.Art als wahr bestätigt werden kann. Eine 
Bestätigung von 0H  ist nicht möglich, denn in der Praxis ist die zugehörige Irrtumswahrscheinlichkeit 
2.Art (die Wahrscheinlichkeit 0H  nicht zu werfen, wenn 0H  falsch ist) unbekannt. Wir können 0H  nur 
verwerfen oder nicht verwerfen. 
Was tun? Als Ausweg bietet es sich an, die interessierende Nullhypothese einem sehr „scharfen Test“ zu 
unterwerfen. Hält sie dieser Prüfung stand, dann hat sie sich zumindest empirisch bewährt, und wir können 
der Hypothese einiges Vertrauen schenken. Nehmen wir zunächst an, wir wollen eine Gegenhypothese 
bestätigen. Ein Test ist dann sehr streng, wenn wir ein sehr kleines Signifikanzniveau α vorgeben. Die 
Wahrscheinlichkeit eine wahre Nullhypothese zu verwerfen, ist jetzt sehr klein. Wollen wir hingegen eine 
Nullhypothese einer strengen Prüfung unterziehen, dann müssen wir umgekehrt ein möglichst großes α 
wählen. Je größer α ist, umso größer wird auch der kritische Bereich K des Tests, und je größer K wird, 
umso größer ist die Wahrscheinlichkeit 0H  zu werfen. Wir können zwar die Irrtumswahrscheinlichkeit 2. 
Art nicht exakt bestimmen, wir dürfen aber annehmen, dass sie mit wachsendem α sinkt.  
Beispiel 
B-11.2 Help-Line. 
T besitzt im Beispiel unter 0H  approximativ eine ( ) −χ 2
2 Verteilung. Für verschiedene α 
ergeben sich die folgenden kritischen Bereiche: 
 α = 0.005 ⇒ 
[ ]
( )∞+=



 ∞+χ=  , 6010 , 2
29950
.K
;.
 
 α = 0.01 ⇒ 
[ ]
( )∞+=



 ∞+χ=  , 2109 , 2
2990
.K
;.
 
 α = 0.05 ⇒ 
[ ]
( )∞+=



 ∞+χ=  , 9915 , 2
2950
.K
;.
 
 α = 0.10 ⇒ 
[ ]
( )∞+=



 ∞+χ=  , 6054 , 2
290
.K
;.
 
 α = 0.7839 ⇒ 
[ ]
( ) ( )∞+=∞+χ=  , 48690 , 2
221610
.K
.;.
 . 
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Mit dem Signifikanzniveau wächst der kritische Bereich K, der zur Ablehnung von 0H  führen 
kann. Der Testwert t = 0.4869 fällt sogar bei dem hohen Niveau α = 0.7839 nicht in K. Wir dürfen 
die Nullhypothese „X ist Poisson-verteilt“ daher als durchaus vertrauenswürdig ansehen.  
Empirisches Signifikanzniveau oder p-Wert 
Bei der Durchführung statistischer Tests mit Hilfe von Computern und Statistik-Software ist die Bestim-
mung kritischer Werte mittels Tabellen i. d. R. nicht erforderlich. Statistik-Programme berechnen zur  
Entscheidungsfindung neben einem Testwert auch den sogenannten p-Wert.  
Sei t der realisierte Wert der Teststatistik T des Tests der Hypothesen 0H  versus 1H . Der p-Wert (auch 
empirisches Signifikanzniveau genannt) ist die Wahrscheinlichkeit p*, mit der T einen Wert annimmt, der 
unter Gültigkeit von 0H  genauso oder noch plausibler ist als der realisierte Wert t. Es gilt also 
 ( )0 | HtTP*p ≥=      bzw.     ( )0 | HtTP*p ≤=  
bei einseitigen Tests und  
 ( ) ( )00  | 1 | HtTtPHtTP*p <<−−=≥=    
bei zweiseitigen Tests. Je kleiner der p-Wert ist, umso eher sollte 0H  verworfen werden. Konkret wird 
0H  verworfen, wenn p* kleiner als ein vorgegebenes Signifikanzniveau α ist. 
Beispiele 
B-11.2 Help-Line. 
Wir wählen das Signifikanzniveau  α = 0.1. Der p-Wert ist ( ) 0.7839 | 0 =≥= HtTP*p . Wegen 
 α=>= 100.7839 .*p  
kann die Nullhypothese 0H : „X ist Poisson-verteilt“ nicht verworfen werden. 
 
 Abb. 11.8:  Dichte der ( )22χ -Verteilung, p-Wert und kritischer Bereich 
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B-11.10 Lebensdauer von DVD-Rom-Laufwerken. 
Als Verteilungsmodell für die Lebensdauer X (in Betriebsstunden) von DVD-ROM-Laufwerken 
eines bestimmten Typs wird eine Normalverteilung vorgeschlagen.  
Für den Test der Hypothesen 
 0H : „X ist normalverteilt“    versus    1H : „X ist nicht normalverteilt“  
liegt als Datenbasis die Realisierung einer einfachen Zufallsstichprobe vom Umfang n = 1000 vor. 
Die nachfolgende Tabelle zeigt die klassierte Häufigkeitsverteilung der Daten. Aus der Stichprobe 
wurden ferner für die Parameter µ und σ2 der Normalverteilung die ML- Schätzwerte 1000=x  
und 100002 =s~  ermittelt. Führen Sie einen Chi-Quadrat-Anpassungstest durch.  
 j Lebensdauer in Stunden von über … bis … 
Kj   
absolute Klassenhäufigkeit             
nj 
 1 ( −∞  ,   750 ] 7 
 2 ( 750  ,  850 ] 59 
 3 ( 850  ,  950 ] 235 
 4 ( 950  , 1050 ] 388 
 5 (1050 , 1150 ] 245 
 6 (1150 , 1250 ] 62 
 7 (1250 ,   +∞ ) 4 
(Lösung als Übung) 
11.2.2 Q-Q-Plot 
Der Chi-Quadrat-Anpassungstest ist kein gänzlich unproblematisches Testverfahren: Zum einen ist der Test 
bei kleinen Stichprobenumfängen nicht einsetzbar, zum anderen kann eine (vom Anwender vorge-
nommene) ungünstige Festlegung der Zählklassen die Güte des Tests negativ beeinflussen.  
Eine nützliche graphische Unterstützung des Anpassungstests ermöglicht im Falle stetig verteilter Grund-
gesamtheiten der sogenannte Quantil-Quantil-Plot, kurz Q-Q-Plot. Bei diesem fasst man die Werte der 
geordneten konkreten Stichprobe ( ) ( )nx,...,x 1  als nν -Quantile ( )n,...,1=ν  der Häufigkeitsverteilung auf 
und stellt sie den ( ) n.50−ν -Quantilen ( )n,...,1=ν  des als wahr postulierten Verteilungsmodells 
gegenüber. Die Stetigkeitskorrektur dient der verbesserten Approximation der empirischen Verteilung 
durch die hypothetische Verteilung. Die Quantile des postulierten Verteilungsmodells seien im Folgenden 
vereinfachend durch ( )νq  gekennzeichnet. Die Paare 
 ( ) ( ) )( νν x,q   ( )n,...,1=ν  
werden als Punkte in einem q-x-Koordinatensystem abgetragen. Erlaubt die hypothetische Verteilung eine 
hinreichend gute Approximation der empirischen Verteilung, dann liegen die Punkte ( ) ( ) )( νν x,q  nahe an 
oder auf der Winkelhalbierenden xq = . Deutliche systematische Abweichungen der Punkte von der 
Geraden deuten auf eine Unverträglichkeit der Verteilungshypothese mit der Stichprobe hin.  
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Die Ermittlung der theoretischen Quantile mittels Verteilungstabellen ist mühselig und zudem häufig 
ungenau. Bei der Erstellung eines Q-Q-Plots ist man daher auf geeignete statistische Softwarepakete ange-
wiesen. Im Gegensatz zur objektiven Entscheidungsregel eines statistischen Tests bedarf die Interpretation 
des Q-Q-Plots der subjektiven Urteilsfähigkeit des Anwenders. Generell lassen sich Unverträglichkeiten 
von Arbeitshypothese und Stichprobe umso einfacher feststellen, desto größer der Stichprobenumfang ist. 
Der erfahrene Anwender gelangt aber auch bei kleinen Stichprobenumfängen, die eine Anwendung des 
Chi-Quadrat-Anpassungstests verhindern würden, zu belastbaren Ergebnissen. 
Beispiel 
B−11.1 Benzinverbrauch. 
In Kapitel 11.1 haben wir unterstellt, dass die konkrete Stichprobe vom Umfang 25=n  
 7.83, 7.65, 7.83, 8.42, 8.12, 7.93, 7.02, 8.03, 8.06, 6.90, 7.22, 8.22, 7.25, 
 8.05, 7.63, 7.68, 8.29, 7.78, 8.53, 8.69, 7.55, 7.33, 7.48, 7.75, 7.93 
einer normalverteilten Grundgesamtheit entstammt.  
Die Plausibilität der Unterstellung wird nun deskriptiv mittels Q-Q-Plot geprüft. Die geordneten 
Stichprobenwerte  
 6.90, 7.02, 7.22, 7.25, 7.33, 7.48, 7.55, 7.63, 7.65, 7.68, 7.75, 7.78, 7.83,  
 7.83, 7.93, 7.93, 8.03, 8.05, 8.06, 8.12, 8.22, 8.29, 8.42, 8.53, 8.69 
fassen wir als 25/ν -Quantile ( )251,...,=ν  der Häufigkeitsverteilung auf. Diese empirischen 
Quantile werden gegen die theoretischen ( ) 2550.−ν -Quantile ( )νq  ( )251,...,=ν  der 
Normalverteilung mit den Parametern 80687.xˆ ==µ  und 2066022 .sˆ ==σ  als Punkte in der 
Ebene abgetragen. Den resultierenden Plot, man spricht hier wegen der postulierten Normalver-
teilung auch von einem Normal-Quantil-Plot, ist in der Abbildung 11.9 dargestellt. Die Punkte 
liegen nahe der Winkelhalbierenden und streuen unsystematisch um die Gerade. Der Plot weist 
daher nicht auf eine Unverträglichkeit der Normalverteilungshypothese mit der Stichprobe hin. 
 
Abb. 11.9:  Q-Q-Plot (Normal-Quantil-Plot) 
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Der Nutzen des Q-Q-Plots erschöpft sich nicht darin, ungeeignete Verteilungshypothesen lediglich zu 
entdecken. Weichen die Punkte im Plot deutlich von der Winkelhalbierenden ab, liefert die Form der Ab-
weichungen dem Anwender i.d.R. auch Hinweise, warum das postulierte Verteilungsmodell mit der Stich-
probe unverträglich ist.  
Die Abbildung 11.10 zeigt beispielhaft zwei Normal-Quantil-Plots für Stichproben aus nicht-normalver-
teilten Grundgesamtheiten (links ( )1t -Verteilung, rechts ( )2Exp -Verteilung). Dem Plot auf der linken 
Seite liegt eine symmetrische Verteilung zugrunde, deren Dichte eine stärkere Wölbung als die Dichte der 
Normalverteilung aufweist: Im Vergleich zur Normalverteilung besitzt sie deutlich mehr Wahrscheinlich-
keitsmasse an den Rändern und weniger Wahrscheinlichkeitsmasse im Zentrum (vgl. Kapitel 8.2.4). Analog 
hätte eine symmetrische Verteilung mit schwächerer Wölbung als die Normalverteilung eine um die 
Winkelhalbierende gespiegelte Punktewolke im Plot zur Folge. Der rechte Q-Q-Plot ist charakteristisch für 
eine Stichprobe aus einer deutlich rechtsschiefen Verteilung (vgl. Kapitel 8.2.1). Das Spiegelbild der 
Punktekonfiguration würde folglich eine linksschiefe Verteilung kennzeichnen. 
 
Abb. 11.10: Normal-Quantil-Plots bei deutlicher Unverträglichkeit der postulierten Normalverteilungs-
hypothese mit der Stichprobe  
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12 Regressionsanalyse (Lineare Einfachregression) 
12. 1 Deskriptive Regression 
Die Grundlagen der Regressionsanalyse wurden von SIR FRANCIS GALTON (1822–1911) entwickelt. Sie 
dient wie die Korrelationsanalyse der Messung des statistischen Zusammenhanges zweier Variablen X und 
Y. Bei der Korrelationsanalyse bleibt die Frage unberücksichtigt, ob X die Variable Y - oder umgekehrt - Y 
die Variable X beeinflusst. Die Größen werden symmetrisch behandelt (vgl. Kapitel 3.3). Demgegenüber 
unterscheidet die Regressionsanalyse zwischen der abhängigen oder zu erklärenden Variable (Regressand) 
und der unabhängigen oder erklärenden Variablen (Regressor). Die Einflussrichtung der Abhängigkeits-
beziehung ist vorab aufgrund inhaltlicher Überlegungen festzulegen. Es ist Konvention, die abhängige 
Variable durch das Symbol Y und die unabhängige Variable durch das Symbol X zu kennzeichnen. Ziel der 
deskriptiven Regressionsanalyse, im Folgenden Regressionsrechnung genannt, ist die Beschreibung der 
Abhängigkeitsbeziehung zweier metrisch skalierte Variablen X, Y durch eine reelle Funktion. Dem Streu-
diagramm des Datensatzes wird eine Ausgleichs- oder Regressionsfunktion 
 )(xfyˆ =  
angepasst. Die Anpassung erfolgt so, dass die Punkte im Streudiagramm „möglichst nahe“ am Graphen der 
Funktion liegen. Je nachdem, ob ein linearer oder ein nichtlinearer Funktionstypus verwendet wird, unter-
scheidet man zwischen linearer oder nichtlinearer Regression. Die nachfolgenden Ausführungen konzen-
trieren sich auf den linearen Ansatz. 
Beispiel 
B−12.1 Statistische Kostenauflösung. 
In einem Betrieb wird ein bestimmtes Produkt in Losen gefertigt. In Abhängigkeit von der je-
weiligen Nachfrage variieren im Zeitablauf die Losgrößen. Für 10 Fertigungslose wurden die 
folgenden Losgrößen bzw. Produktionsmengen νx  (in Tsd. Mengeneinheiten) und die Gesamt-
kosten νy   (in Tsd. Euro) der Produktion registriert: 
 νx  2 3 4 5 6 6 7 8 9 10 
 νy  4 6 8 9 10 11 12 13 12 15 
Das Streudiagramm der Daten in Abb. 12.1 verdeutlicht einen ausgeprägt linearen Zusammenhang 
der Variablen X und Y. Es gilt 
 
. 675110042010060 22 ===== ∑∑∑∑∑
ν
νν
ν
ν
ν
ν
ν
ν
ν
ν yx,y,x,y,x
 
Somit ist 
 6
10
60
==x  ,   66
10
420 22 =−=
X
s~  ,   10
10
100
==y  ,   1010
10
1100 22 =−=
Y
s~  , 
  57106
10
675
.s~
XY
=⋅−=    und   9680
106
57
.
.
r
XY
=
⋅
= . 
Die Variablen sind sehr stark positiv korreliert. 
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 Abb. 12.1:  Streudiagramm Produktionsmenge X versus Produktionskosten Y 
Es ist offensichtlich, dass die Gesamtkosten Y kausal von der produzierten Menge X beeinflusst 
werden. Somit kann X als die unabhängige oder erklärende Variable und Y als die abhängige 
Variable aufgefasst werden. Die Abhängigkeitsbeziehung lässt sich durch eine geeignet gewählte 
Funktion beschreiben. Das Streudiagramm legt die Wahl einer linearen Funktion 
 xyˆ 10 β+β=  
nahe. Um eine brauchbare Beschreibung zu erhalten, sollte die Gerade so bestimmt werden, dass 
sie möglichst nahe an den Punkten des Streudiagramms liegt. Wie dies erreicht werden kann, wird 
weiter unten gezeigt. Inhaltlich kann die Gerade als eine Kostenfunktion interpretiert werden. Sie 
liefert an den Stellen ν= xx  )1( n,...,=ν  Näherungswerte  
 νν β+β= xyˆ 10    
der tatsächlich beobachteten Gesamtkosten νy . Für nicht-gemessene Produktionsmengen x kön-
nen die Funktionswerte yˆ  als Prognosewerte der Kosten interpretiert werden.  
Empirisch ermittelte Kostenfunktionen werden in der Kostenrechnung zur Kostenplanung und zur 
Kostenauflösung genutzt. Hierbei werden üblicherweise lineare Funktionen verwendet. Sie 
ermöglichen eine einfache und plausible Auflösung der Gesamtkosten in beschäftigungsvariable 
Kosten x1β  ( 1β  = Steigung der Geraden) und beschäftigungsfixe Kosten 0β  ( 0β  = Absolutglied 
der Geraden).  
12.1.1 Anpassung der Regressionsgeraden mittels Kleinste-Quadrate-(KQ)-Methode 
Gegeben seien Messwertpaare )( νν y,x  ( )n,...,1=ν  zweier metrisch skalierter Variablen X und Y. Wir 
wollen den empirischen Zusammenhang zwischen der abhängigen Variablen Y und der unabhängigen 
Variablen X durch eine Gerade xyˆ 10 β+β=  beschreiben. Die Gerade erachten wir als umso aussagekräfti-
ger, je besser ihre Anpassung an die Punkte im Streudiagramm der Daten gelingt. In der Regel wird eine 
Gerade nicht exakt durch alle Punkte verlaufen. Die Funktionswerte 
 νν β+β= xyˆ 10       ( )n,...,1=ν  , 
berechnet an den Messwertstellen ν= xx  der Variablen X, werden von den beobachteten Werten νy  der  
0 2 4 6 8 10 12
X
0
5
10
15
20Y
xyˆ 10 β+β=
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Abb. 12.2:  Streudiagramm und Regressionsgerade 
Variablen Y abweichen. Formal kann dies durch die Gleichung 
 ννννν ε+β+β=ε+= xyˆy 10   ( )n,...,1=ν   
beschrieben werden, wobei νε  als Fehlerglied oder als Residuum bezeichnet wird.  
Die Größe der Residuen νε  hängt offensichtlich von den Werten der Koeffizienten 0β  und 1β  ab. Um 
eine gute Anpassung zu erreichen, ist man bestrebt, 0β  und 1β so zu bestimmen, dass die Residuen ins-
gesamt möglichst klein sind. Das zusammenfassende Bewertungskriterium für die Residuen muss natürlich 
so konstruiert sein, dass positive und negative Fehler sich nicht gegeneinander aufheben können. Dieser 
Grundidee folgt die von CARL FRIEDRICH GAUSS Anfang des 19. Jahrhunderts vorgeschlagene Methode 
der kleinsten Quadrate, kurz KQ-Methode (Gauss 1809). Die Werte der Koeffizienten 0β  und 1β  werden 
im Rahmen dieses Ansatzes so bestimmt, dass die Quadratsumme der Residuen minimal wird. 
D−12.1 Regressionskoeffizienten und empirische Regressionsgerade nach der KQ-Methode 
Gegeben seien die Messwertpaare )( νν y,x  )1( ,...,nν =  der metrisch skalierten Variablen X und Y.  Die 
Werte 10  , ββ
ˆˆ , in denen die Quadratsummenfunktion der Residuen 
 ( ) ( ) ( ) ( )  ][
1
2
10
1
2
10
1
2
1
2
10 ∑∑∑∑
=ν
νν
=ν
νν
=ν
νν
=ν
ν β−β−=β+β−=−=ε=ββ
nnnn
xyxyyˆy,Q  
einen Minimum annimmt, heißen Regressionskoeffizienten nach der KQ-Methode. Die Gerade  
 xˆˆyˆ 10 β+β=  
heißt empirische Regressionsgerade der Regression von Y bezüglich X nach der KQ-Methode. 
S−12.1 Berechnung der Regressionskoeffizienten 
Besitzt das Minimumproblem in D-12.1 eine eindeutige Lösung 10  und ββ
ˆˆ , dann gilt 
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1
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∑
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ν
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 und xˆyˆ 10 β−=β . 
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Y
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νy
νε {
xyˆ 10 β+β=
νν β+β= xyˆ 10
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Beweis 
Die Quadratsummenfunktion ( )10 ββ ,Q  ist als eine Funktion der Argumente 0β  und 1β  aufzufassen. 
Gesucht ist die Minimumstelle der Funktion. Dazu werden die beiden partiellen Ableitungen erster 
Ordnung von ( )10 ββ ,Q  nach 0β  und 1β  gebildet und gleich Null gesetzt (notwendige Bedingung für ein 
relatives Extremum). Die Ableitungen sind  
 
( )
( ) ∑∑∑∑
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ν
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ν
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Aus dem Nullsetzen der Ableitungen folgt nach einfachen Umformungen das als Normalgleichungen 
bezeichnete lineare Gleichungssystem:
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=ν
ν
=ν
ν =β+β
nn
yxˆˆn
11
10
 
 ∑∑∑
=ν
νν
=ν
ν
=ν
ν =β+β
nnn
xyxˆxˆ
11
2
1
1
0 . 
Das Lösen der Normalgleichungen liefert die gesuchten Regressionskoeffizienten 0βˆ  und 1βˆ . Bedingung 
für die Existenz einer eindeutigen Lösung ist, dass nicht alle Beobachtungen νx  ( )n,...,1=ν  untereinander 
identisch sind. Diese Bedingung garantiert auch, dass die Lösung 0βˆ , 1βˆ  eine Minimumstelle von 
( )10 ββ ,Q  ist. Die übliche hinreichende Bedingung für ein relatives Minimum ist dann stets erfüllt: 
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 . 
Dividiert man nun die linke und die rechte Seite der ersten Normalgleichung durch n, so erhält man 
 yxˆˆ =β+β 10 , 
woraus sofort die Behauptung xˆyˆ 10 β−=β  folgt. Setzt man in der zweiten Gleichung x
ˆyˆ 10 β−=β , dann 
erhält man weiter 
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und wegen xnxn =∑ =ν ν1  ist schließlich 
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Hieraus folgt die zweite Behauptung.   q.e.d. 
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12.1.2 Eigenschaften der empirischen Regressionsgeraden 
Eine nach der KQ-Methode bestimmte empirische Regressionsgerade verläuft im Streudiagramm stets 
durch den Schwerpunkt )( y,x  des bivariaten Datensatzes. Setzt man xˆyˆ 10 β−=β  in x
ˆˆyˆ 10 β+β= , so folgt 
 xˆxˆyyˆ 11 β+β−=  
und weiter  
 ( )xxˆyyˆ −β=− 1  . 
Für xx =  ist also gerade yyˆ = .  
Der Anstiegsparameter 1βˆ  der Regressionsgeraden ist durch die Varianz 
2
X
s~  der erklärenden Variablen 
und durch die Kovarianz 
XY
s~  bzw. den Korrelationskoeffizienten 
XY
r  bestimmt. Gilt 1±=
XY
r , dann sind 
X und Y empirisch perfekt linear abhängig. Später wird gezeigt, dass die Regressionsgerade in diesem Fall 
durch alle Punkte des Streudiagramms verläuft. Sind die Variablen unkorreliert, gilt wegen 0==
XYXY
rs~  
auch  01 =βˆ  und somit ist für jedes beliebige x 
 yxˆxˆyyˆ =β+β−= 11  . 
Die Regressionsgerade verläuft parallel zur Abszisse des Streudiagramms. Die „beste“ lineare Näherung 
für Werte der Variablen Y ist bei linearer Unabhängigkeit das arithmetische Mittel.  
Die notwendigen Bedingungen für ein Minimum der Quadratsummenfunktion ( )10 ββ ,Q  können wie folgt 
äquivalent geschrieben werden: 
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D.h., aufgrund des KQ-Kriteriums ist die Summe der KQ-Residuen νεˆ  ( )n,...,1=ν  und damit auch ihr 
arithmetisches Mittel  stets gleich Null: 
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=ε=ε ∑
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ν
n
ˆ
n
ˆ  .
 
Die empirische Regressionsgerade ist somit eine Fehlerausgleichsgerade. Ferner sind die Residuen und die 
Regressorvariable stets unkorreliert: 
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12.1.3 Streuungszerlegung und Bestimmtheitsmaß 
Es stellt sich die Frage, wie die Güte der Anpassung einer empirischen Regressionsgeraden an ein 
Streudiagramm beurteilt werden kann. Die Summe der Abweichungsquadrate ( )10 ββ ,Q  ist für diesen 
Zweck kein brauchbares Maß, da sie dimensionsbehaftet und nicht normiert ist. Zur Beantwortung der 
Frage suchen wir ein maßstabsunabhängiges und normiertes Maß. 
Dazu betrachten wir die Zerlegung 
 ( ) ( )yyˆyˆyyy −+−=− νννν  
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(siehe Abbildung 12.3). Hieraus folgt durch Quadrieren 
 ( ) ( ) ( ) ( )( )yyˆyˆyyyˆyˆyyy −−+−+−=− ννννννν 2
222  
und Summenbildung 
 ( ) ( ) ( ) ( )( )∑∑∑∑
=ν
ννν
=ν
ν
=ν
νν
=ν
ν −−+−+−=−
nnnn
yyˆyˆyyyˆyˆyyy
11
2
1
2
1
2 2  . 
Wegen ( )xxˆyyˆ −β=− 1 , ννν ε=− ˆyˆy  und 0=εˆXs
~  gilt weiter 
 ( ) ( ) ( )

0
2
1
1
1
2
1
2
1
2
=
−εβ+−+ε=− ∑∑∑∑
=ν
νν
=ν
ν
=ν
ν
=ν
ν
nnnn
xxˆˆyyˆˆyy . 
D−12.2 Streuungszerlegung 
Die Streuung der abhängigen Variablen Y lässt sich in zwei additive Komponenten zerlegen: 
 ( ) ( ) ( )
  
ESS
yyˆ
RSS
yˆy
TSS
yy
nnn
∑∑∑
=ν
ν
=ν
νν
=ν
ν −+−=−
1
2
1
2
1
2  . 
Hierbei ist TSS die Gesamtquadratsumme von Y (total sum of squares), RSS die Residualquadratsumme 
(residual sum of squares) und ESS die erklärte Quadratsumme (explained sum of squares). RSS entspricht 
der Summe der Abweichungsquadrate von der Regressionsgeraden und ESS ist die Summe der Ab-
weichungsquadrate auf der Regressionsgeraden.  
Für Berechnungszwecke können folgende Zusammenhänge genutzt werden. 
S−12.2 Berechnung der Streuungszerlegung 
 ( ) 2
1
2
Ys
~nyyTSS
n
=−= ∑
=ν
ν  
 ( ) ( ) 221
1
22
1
1
2
Xs
~ˆnxxˆyyˆESS
nn
β=−β=−= ∑∑
=ν
ν
=ν
ν  
 ( ) ( ) ( )222212
1
2 1 XYYXY rs
~ns~ˆs~nESSTSSyˆyRSS
n
−=β−=−=−= ∑
=ν
νν   
(Beweis als Übung. Hinweis: Die letzte Gleichung gilt wegen 
X
Y
XY
X
XY
s~
s~
r
s~
s~ˆ ==β
21
. ) 
Offensichtlich liegt eine gute Anpassung der empirischen Regressionsgeraden an das Streudiagramm dann 
vor, wenn die Residualquadratsumme RSS klein im Verhältnis zur Gesamtstreuung TSS von Y ist. Im Falle 
1±=
XY
r  gilt 
 ( ) 01 22 =−⋅⋅= XYY rs~nRSS      und somit     ESSTSS = . 
Die Anpassung ist perfekt. Die Regressionsgerade verläuft durch alle Punkte des Streudiagramms. 
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Abb. 12.3:  Regressionsgerade und Streuungszerlegung 
Zur Beurteilung der Anpassungsgüte nutzt man das sogenannte Bestimmtheitsmaß  
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2R  gibt den durch die Regressionsgerade erklärten Anteil der Gesamtstreuung von Y an.  Zwischen dem 
Bestimmtheitsmaß der Regressionsgeraden und dem Bravais-Pearson-Korrelationskoeffizienten besteht ein 
unmittelbarer Zusammenhang:  
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= . 
Der Wertebereich der Kenngröße 2R  ist das Intervall [0, 1]. Gilt 12 =R , liegt eine perfekte Anpassung 
der Regressionsgeraden vor. Je kleiner 2R  ist, umso schwächer werden die Werte von Y durch die Werte 
von X bestimmt. Sind X und Y unkorreliert, dann ist 02 =R . Die Regressionsgerade liefert nicht mehr 
Information bzgl. der Messwerte von Y als das arithmetische Mittel y . 
S−12.3 Bestimmtheitsmaß der empirischen Regressionsgeraden 
 
( )
( )
2
1
2
1
2
2
XYr
yy
yyˆ
R
n
n
=
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−
=
∑
∑
=ν ν
=ν ν          mit 10 2 ≤≤ R  
 
Beispiele 
B−12.1 Statistische Kostenauflösung. 
In das Streudiagramm des Datensatzes (Abb. 12.1) war bereits die Regressionsgerade einge-
zeichnet. Die Regressionsparameter nach der Methode der kleinsten Quadrate sollen jetzt nach-
träglich berechnet werden: 
X
Y
νx
νy
x
y
),( νν yx
νεˆ
} ( )xxˆyyˆ −β=− νν 1yy −ν
{{
xˆˆyˆ 10 β+β=
νν β+β= x
ˆˆyˆ 10
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 251
06
57
21 ..
.
s~
s~ˆ
X
XY ===β    und     52625101010 ...x
ˆyˆ =⋅−=β−=β  . 
Die Variablen Produktionsmenge X und Gesamtkosten Y sind mit 9680.r
XY
=  stark positiv kor-
reliert. Das Bestimmtheitsmaß der linearen Regression von Y bezüglich X ist 
 93709680 222 ..rR XY === . 
D.h., ca. 93.7% der Streuung der beobachteten Gesamtkosten wird durch die Regression erklärt. 
Es liegt somit eine sehr gute Anpassung an das Streudiagramm vor.  
Zur Berechnung der Streuungszerlegung erstellen wir zunächst eine Arbeitstabelle: 
 x
ν
 y
ν
 νν += x..yˆ 25152  ννν −=ε yˆyˆ  2νεˆ  
 2 
3 
4 
5 
6 
6 
7 
8 
9 
10 
4 
6 
8 
9 
10 
11 
12 
13 
12 
15 
5.00 
6.25 
7.50 
8.75 
10.00 
10.00 
11.25 
12.50 
13.75 
15.00 
-1.00 
-0.25 
0.50 
0.25 
0.00 
1.00 
0.75 
0.50 
-1.75 
0.00 
1.0000 
0.0625 
0.2500 
0.0625 
0.0000 
1.0000 
0.5625 
0.2500 
3.0625 
0.0000 
    0 6.2500 
Es gilt 
 256
1
2 .ˆRSS
n
=ε= ∑
=ν
ν   und    7593256100 ..RSSTSSESS =−=−= . 
Weniger aufwendige Berechnungen ermöglichen die Formeln aus Satz 12.2: 
 ( ) ( ) 25693750110101 22 ..rs~nRSS XYY =−⋅⋅=−=  
 93.75625110= 2221 =⋅⋅β= .s
~ˆnESS X  . 
Die Ergebnisse gestatten es uns, einige Aussage über den Produktionsprozeß zu machen. (Man 
beachte die Dimensionen der Beobachtungen νx  [Tsd. Mengeneinheiten] und νy  [Tsd. Euro].) 
An der Stelle 0=x  liefert die Regressionsgerade den Wert 
 52010 .
ˆxˆˆyˆ =β=β+β=   [Tsd. Euro] . 
Das Absolutglied 0βˆ  kann als ein empirischer Näherungswert für die beschäftigungsfixen Kosten 
der Produktion angesehen werden. Analog ist der Steigungsparameter 1βˆ  ein empirischer Nähe-
rungswert für die Stückkosten. Approximativ verursacht jede Erhöhung der Produktionsmenge 
um eine Mengeneinheit zusätzliche Kosten von 1.25 Euro. Die Regressionsgerade ermöglicht es 
ferner, für noch nicht beobachtete Produktionsmengen x die Gesamtkosten zu prognostizieren. 
Beispielsweise erhält man für 57.x =  [Tsd. Mengeneinheiten] den Prognosewert 
 87511572515210 ....x
ˆˆyˆ =⋅+=β+β=   [Tsd. Euro] . 
Solche Prognosen sind allerdings mit Vorsicht zu bewerten. Zunächst sollte keine Produktions-
menge x gewählt werden, die deutlich jenseits des kleinsten oder des größten Messwertes im 
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Datensatz liegt. Wir haben eine lineare Abhängigkeitsbeziehung nur für unseren Datensatz fest-
gestellt. Ein solcher Zusammenhang zwischen Produktionsmenge und -kosten muss nicht generell 
bestehen. Es ist eher gerechtfertigt, das Gegenteil anzunehmen: Die Stückkosten könnten bei sehr 
großen Losen steigen und damit die Gesamtkosten überproportional wachsen. Mögliche Gründe 
sind die überoptimale Auslastung von Maschinen oder erhöhte Lohnkosten aufgrund von Über-
stundenregelungen. Aber auch Prognosen für „vernünftige“ x-Werte sind zu hinterfragen. Wir 
werden Methoden der induktiven Statistik kennenlernen, die es ermöglichen, die Zuverlässigkeit 
von Prognosen mittels Wahrscheinlichkeitsaussagen zu bewerten.  
B−12.2 Kriminalität in den USA. (Fortsetzung des Beispiels 2.6/3.2) 
Wir haben bereits festgestellt, dass die Polizeiausgaben je Einwohner Y und die Kriminalitätsraten 
X in 47 Staaten der USA mittelstark positiv korreliert sind mit 68760.rXY = . Desweiteren ist:  
 085.y =  ,   42558642 .s~Y = ,   508590.x =  ,   02721464
2 .s~X =    und 
 5298773.s~XY = . 
Jetzt soll die statistische Abhängigkeit von Y bezüglich X durch eine lineare Regressionsfunktion 
beschrieben werden. Die Regressionskoeffizienten sind  
 52840
02721464
5298773
21
.
.
.
s~
s~ˆ
X
XY ===β , 
 1753375085905284008510 ....x
ˆyˆ =⋅−=β−=β  . 
Die Regressionsgerade 
 x..yˆ 52840175337 +=   
ist in nachfolgenden Streudiagramm eingetragen.  
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X
0
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200Y
 
 Abb. 12.4:  Streudiagramm und Regressionsgerade 
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Ferner erhält man 
 ( ) 0214191 22 .rs~nRSS
XYY
=−=  ,   19208.9=221 Xs
~ˆnESS β=    und 
 4728068760 222 ..rR
XY
===  . 
D.h., in diesem Beispiel wird nur 47.28% der Varianz der beobachteten Polizeiausgaben durch die 
Regression erklärt. Es liegt eine mittlere Anpassung an das Streudiagramm vor. 
12.1.4*  Lineare Regression in Matrixform 
Die Berechnungsformeln für die Regressionsparameter nach der KQ-Methode lassen sich sehr kompakt in 
Matrixschreibweise notieren. Dazu gehen wir von den n Gleichungen 
 ννν ε+β+β= xy 10   ( )n,...,1=ν  
aus und überführen sie in eine Matrixgleichung 
 εβ += Xy    
mit 
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ε  . 
Die Matrix X ist vom Typ (n,2). y und ε sind (n,1)-Matrizen und β ist eine (2,1)-Matrix (Spaltenvektoren). 
Das KQ-Kriterium kann nun äquivalent  
 ( ) ( ) ( ) minQ
n
  
!
  
1
2 =−′−=′=ε= ∑
=ν
ν ββεεβ XyXy  
 
geschrieben werden. Das Lösen des Minimierungsproblems führte auf die Normalgleichungen 
 ∑∑
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nn
yxˆˆn
11
10
 
 ∑∑∑
=ν
νν
=ν
ν
=ν
ν =β+β
nnn
xyxˆxˆ
11
2
1
1
0 . 
Hierfür schreiben wir 
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und 
 yXXX ′=′ βˆ  . 
Prämultipliziert man beide Seiten der Matrixgleichung mit der Inversen der sogenannten Kreuzprodukt-
matrix XX ′ , erhält man die Lösung βˆ  des linearen Gleichungssystems: 
 ( ) ( ) yXXXXXXX ′′=′′ −− 11 βˆ   
             ( ) .       1 yXXX ′′=⇒ −βˆ   
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Beispiel 
B−12.1 Statistische Kostenauflösung. 
Die Regressionsgleichung in unserem Kostenbeispiel ist 
 ε+= βXy    
mit  
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Einfache Matrizenmultiplikation liefert die Normalgleichungen 
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Die Regressionskoeffizienten erhalten wir als Lösung des linearen Gleichungssystems: 
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12.1.5 Nichtlineare Zusammenhänge 
Regressionsgeraden liefern selbstverständlich nicht immer hinreichende Beschreibungen bivariater 
Abhängigkeitsbeziehungen. Besteht zwischen dem Regressanden Y und dem Regressor X ein ausgeprägt 
nichtlinearer empirischer Zusammenhang kann die Bestimmung von Y durch eine Regressionsgerade kaum 
zufriedenstellend gelingen.  
Beispiel 
B−12.3 Windkraftanlage. 
In Beispiel 12.1 wurde der Zusammenhang zwischen Kosten und Output eines industriellen Pro-
duktionsprozesses funktional beschrieben. Jetzt wird ein energietechnischer Produktionsprozess 
betrachtet. Hierbei interessiert der Zusammenhang zwischen dem Gleichstromoutput Y (in Kilo-
watt/Stunde [kWh]) einer Windkraftanlage und der Windgeschwindigkeit X (Meter/Sekunde 
[m/s]).  
Die nachfolgende Tabelle weist 25 gemessene Wertepaare der Variablen X und Y aus (verändert 
nach Joglekar et al. 1989): 
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 x
ν
 3.94 4.35 4.67 4.91 5.47 5.79 6.36 6.60 7.40 8.05 
 y
ν
 2.23 5.00 6.53 5.58 10.57 11.37 11.44 11.94 15.62 15.82 
            
 x
ν
 8.77 9.33 9.66 9.98 10.22 11.27 11.91 12.63 13.12 14.16 
 y
ν
 15.01 17.37 18.22 18.66 19.30 18.00 20.88 21.79 21.66 21.12 
            
 x
ν
 14.65 15.37 15.61 16.09 16.42      
 y
ν
 23.03 22.94 23.86 22.36 23.10      
Im Streudiagramm der Daten (Abbildung 12.5) wird ein nichtlinearer Zusammenhang zwischen 
Windgeschwindigkeit und Stromoutput der Windkraftanlage deutlich, der durch eine Regressions-
gerade nicht zufriedenstellend beschrieben werden kann. Im Falle eines linearen Zusammenhangs 
würde der Stromertrag proportional zur Windgeschwindigkeit variieren. Tatsächlich sinkt bei 
steigender Windgeschwindigkeit der Zusatzertrag (Grenzertrag) der Stromproduktion.  
    
 Abb. 12.5:  Streudiagramm 
Nichtlineare Zusammenhänge lassen sich vielfach durch Datentransformationen in lineare überführen. Die 
Linearisierung erlaubt es uns, Regressionskurven an ein Streudiagramm anzupassen, ohne dass wir hierzu 
den uns bereits bekannten methodischen Rahmen der linearen Regression verlassen müssen.  
Ein besonders einfacher Ansatz geht von Regressionsgleichungen der Form 
 ( ) ννννν ε+⋅β+β=ε+= xTyˆy 10    ( )n,...,1=ν  
aus. Die Regressorvariable X wird durch eine geeignet gewählte Funktion IRIRT → :  transformiert. Die 
Transformation soll eine Maßstabsänderung des Regressors so herbeiführen, dass der Zusammenhang 
zwischen den Werten ( )νν = xTx*  der transformierten Variable ( )XT*X =  und den Werten νy  des 
Regressanden Y linear ist.   
0 5 10 15 20
0
5
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15
20
25
X
Y
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Als Transformationsfunktionen bieten sich Potenzfunktionen der Form 
 ( )
( ) ( )
( ) ( )
( ) ( )





+−
+
+
=
0
0
0
p<cx
p=cxln
p>cx
xT
p
p
p   
an. Die Konstante c dient der Lageverschiebung, so dass 0>+ν cx  für alle n,...1=ν  erfüllt ist. Die Lage-
verschiebung wird also nur dann notwendig, wenn der Datensatz nicht-positive Messwerte des Regressors 
enthält. Aus statistischer Sicht sind nur streng monotone Transformationen brauchbar; d.h. es muss gelten: 
)()( jiji xTxTxx pp <⇒< . Diese Bedingung erfüllt beispielsweise eine quadratische Transformation 
( )2=p  nur, falls alle Daten positiv sind. Darüber hinaus sind Potenzen negativer Zahlen nicht für alle 
Exponenten p definiert. Zum Beispiel existiert die Quadratwurzel ( 50.p = ) negativer Werte in der Menge 
der reellen Zahlen nicht. Der natürliche Logarithmus wird als Grenzfall einer Potenzfunktion für 0→p  
betrachtet. Bei Potenzen mit negativen Exponenten p ist die Multiplikation mit −1 notwendig, weil 
ansonsten die Ordnung der Daten umgekehrt würde. Für zwei positive Beobachtungen gilt ja z.B. 
11 −− >⇒< jiji xxxx .  
Bei der Auswahl des Exponenten p beschränkt man sich in der Regel auf die Werte ..., −2, −1.5, −1, −0.5, 
0.0, +0.5, +1.5, +2, ... . Die Wahl hängt vom Muster des Streudiagramms ab und kann durch Probieren 
erfolgen. Eine Orientierungshilfe bietet das Auswahldiagramm von Mosteller & Tukey (1977). In dem 
Diagramm sind vier typische Muster von Streudiagrammen durch Kurven symbolisiert. Zeigt das 
Streudiagramm ein Muster, das mit einem der linken Muster im Diagramm vergleichbar ist, sind 
versuchsweise Exponenten 1<p  zu wählen. Man nutzt solange hintereinander die Transformationen 
,xln,x .   50 ,...x .50− , bis eine Linearisierung erreicht ist. Zeigt das Streudiagramm ein Muster, das mit einem 
der rechten Muster im Diagramm vergleichbar ist, führt man solange hintereinander die Transformationen 
...x,x,x .. 52251    mit 1>p  durch, bis eine Linearisierung erreicht ist. Dabei ist vereinfachend unterstellt, 
dass nur positive Messwerte vorliegen. 
..., ln x, x0.5 x   , x  , ...1.5 2
 
Abb. 12.6:  Auswahldiagramm für Potenztransformationen 
Beispiel 
B−12.3 Windkraftanlage. 
Das Muster des Streudiagramms in Abbildung 12.5 ist vergleichbar mit dem oberen linken Typ 
im Auswahldiagramm. Wir führen für die Messwerte des Regressors nacheinander die Potenz-
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transformationen  
(a)  ( ) 5050 .xxT . νν = ,   (b)  ( ) νν = xlnxT0 ,   (c)  ( ) 5050 .xxT . −νν −=− ,   (d)  ( ) 11 −νν −=− xxT  
durch. Transformation (d) bewirkt eine nahezu perfekte Linearisierung des Streudiagramms (siehe 
Abb. 12.7). 
   
   
 Abb. 12.7:  Linearisierung des Streudiagramms durch Potenztransformationen 
Im Folgenden sei 1−νν −= xx
*  ( )n,...,1=ν  bzw. 1−−= XX * . Mit  
 06703.x* −=∑
ν
ν  ,  4000403.y =∑
ν
ν  ,  45660
2 .x* =∑
ν
ν  ,  60927501
2 .y =∑
ν
ν  , 
 655240.yx* −=∑
ν
νν  
und 
 12270.*x −=  ,  003202 .s~ *X =  ,  136016.y =  ,  693939
2 .s~Y =  ,  
 35340.s~ Y*X =  ,  98950.r Y*X =  
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 folgt 
 9830109
21
.
s~
s~ˆ
*X
Y*X ==β      und     62892910 .*x
ˆyˆ =⋅β−=β  . 
Wir erhalten die Regressionsfunktion  
 *x..yˆ ⋅+= 9830109628929      bzw.     
x
..yˆ
1
9830109628929 ⋅−=   
mit einem Bestimmtheitsmaß von 9791022 .rR Y*X == .  
  
Abb. 12.8:  Streudiagramm und Regressionsfunktion (mit und ohne Achsen-Transformation)  
Die Regressionsgerade der Regression von Y bezüglich X* entspricht einer Regressionskurve der 
Regression von Y bezüglich X. Die Regressionsfunktion 
 
indigkeitWindgeschw
1
9830109628929tStromoutpu .. −=  
ist erst für Windgeschwindigkeiten ab ca. 3.7 m/s sinnvoll interpretierbar, da ein negativer 
Stromoutput nicht möglich ist. Mit wachsender Windgeschwindigkeit steigt der prognostizierte 
Stromoutput yˆ , wobei der Ertragszuwachs (Grenzertrag) mit jedem zusätzlichen Sekundenmeter 
monoton sinkt. Für ∞→x  strebt yˆ  gegen 6289290 .
ˆ =β kWh. Das Absolutglied 0βˆ  der Re-
gressionsfunktion kann somit als ein empirischer Näherungswert für die Obergrenze des Strom-
outputs der Windkraftanlage interpretiert werden. Hierbei ist allerdings zu berücksichtigen, dass 
Windkraftanlagen bei extrem hohen Windgeschwindigkeiten aus Sicherheitsgründen abgeschaltet 
werden müssen. Die Obergrenze wird also voraussichtlich nie erreicht. 
Die Linearisierung nichtlinearer Zusammenhänge ist aufgrund ihrer Einfachheit attraktiv. Aus der Ein-
fachheit resultieren aber natürlich auch Grenzen. Ist in einem Streudiagramm ersichtlich, dass der nicht-
lineare Zusammenhang Wendepunkte und/oder lokale Extrema aufweist, dann ist eine Linearisierung nicht 
möglich. In diesem Fall ist man gezwungen, eine hinreichend flexible nichtlineare Funktion ( )xf  als 
Regressionsfunktion auszuwählen und an die Qriginaldaten anzupassen. Häufig verwendete Funktionen 
sind beispielsweise  
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 ( ) 2210 xxxf β+β+β=    (quadratische Funktion), 
 ( ) 33
2
210 xxxxf β+β+β+β=   (kubische Funktion), 
 ( ) xexf 210
ββ+β=      (modifizierte Exponentialfunktion), 
 ( )
x
eexf
2
10
ββ+β=    mit 0 21 <ββ ,  (Gompertz-Funktion), 
 ( )
xe
xf
101
2
β+β+
β
=   mit 0  0 12 <β>β ,   (logistische Funktion)  u.s.w. 
Die Bestimmung der Funktionsparameter 0β , 1β , 2β , … kann jeweils mit Hilfe der Methode der Kleinsten 
Quadrate durch Minimierung der Residuenquadratsumme erfolgen. Weitreichende Möglichkeiten ergeben 
sich auch durch die Glättung der Daten mittels Spline-Funktionen, sogenannten Kernschätzern oder der-
gleichen. Man spricht in diesem Zusammenhang von nichtparametrischer Regression (siehe z.B. Fahrmeir 
et al. 2009) 
12. 2 Das (klassische) lineare Regressionsmodell 
Die Beschreibung des empirischen Zusammenhangs zweier Variablen durch die Anpassung einer 
Regressionsgeraden oder einer Regressionskurve an das Streudiagramm kann das Erkenntnisinteresse des 
empirischen Wirtschaftsforschers i.d.R. nicht befriedigen. Schnell stellt sich ihm die Frage, inwieweit 
generelle Aussagen über den Zusammenhang der Variablen getroffen werden können. Die Regressions-
analyse kann auch hier Antworten liefern. Sie bedient sich dazu der Methoden der induktiven Statistik. Die 
Erweiterungen der Regressionsanalyse basieren auf Modellannahmen bezüglich des Zusammenhangs der 
Variablen. Wir konzentrieren uns auf lineare Zusammenhänge und auf Modellannahmen, die in der 
Literatur üblicherweise als das „klassische“ lineare Regressionsmodell bezeichnet werden. 
Ausgangspunkt der Betrachtungen ist die Datengewinnung. Naheliegend und plausibel ist es, die Daten 
)( νν y,x  ( )n,...,1=ν  als Realisierungen zweier Zufallsvariablen X und Y mit bestimmten, näher fest-
zulegenden Wahrscheinlichkeitsverteilungen anzunehmen. Weiterführende Betrachtungen erfordern unter 
dieser Annahme allerdings ein wahrscheinlichkeitstheoretisches Instrumentarium, das über den Rahmen 
dieser Einführung in Regressionsanalyse hinausgeht. Methodisch weniger anspruchsvoll erweist sich eine 
alternative Modellvorstellung: Die Werte νx  ( )n,...,1=ν  des Regressors X  werden hier als fest vorgegeben 
interpretiert. Jedem νx  wird gedanklich eine Zufallsvariable νY  zugeordnet, die den potentiellen Wert des 
Regressanden Y für den gegebenen Regressorwert νx  repräsentiert. Der tatsächliche Messwert νy  kann 
dann als Realisierung von νY  aufgefasst werden. Die Variable Y  ist demnach eine zufällige Größe, während 
die Charakteristik von X im Rahmen dieses Ansatzes nicht festgelegt wird. Die beiden genannten Modell-
annahmen führen zu wechselseitig austauschbaren Ergebnissen. Wir folgen deshalb dem methodisch ein-
facher handhabbaren zweiten Ansatz. Zusätzlich treffen wir weitere Annahmen. 
D−12.3 Voraussetzungen des linearen Regressionsmodell 
A−1 Verfügbar sind Messwertpaare )( νν y,x  ( )n,...,1=ν  zweier metrischer Variablen. Die Werte 
nx,...,x1  des Regressors sind fest vorgegeben und nicht alle gleich, so dass ( ) 01
2 >−∑ =ν ν
n xx  
erfüllt ist. Die Werte ny,...,y1  sind Realisationen der Zufallsvariablen nY,...,Y1 , wobei νY  für 
den potentiellen Messwert des Regressanden Y  bei gegebenem Wert νx  steht.   
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A−2 Zwischen den Zufallsvariablen νY  und den Werten νx  besteht der lineare Zusammenhang 
 ννν Ε+β+β= xY 10   ( )n,...,1=ν . 
 Die Zufallsgrößen νΕ  heißen Fehler- oder Störvariablen. 
A−3 Die Störvariablen n,...,ΕΕ1  sind stochastisch unabhängig und identisch verteilt mit 
 ( ) 0=ΕνE    ( )n,...,1=ν , 
 ( ) const.2 =σ=ΕνVar  ( )n,...,1=ν . 
Das durch die Annahmen A−1 bis A−3 charakterisierte Modell bezeichnen wir als lineares Regressions-
modell. Um Verteilungsaussagen über Schätzfunktionen und Teststatistiken treffen zu können, unterstellen 
wir zusätzlich normalverteilte Störvariablen: 
A−4 ( )20 σΕν ,N~   ( )n,...,1=ν .  
Ebenso wie wir die Werte νy  des Regressanden als Realisierungen der Zufallsgrößen νY  auffassen, inter-
pretieren wir die Residuen νε  als Realisierungen der Zufallsvariablen νΕ . Unter Gültigkeit der Annahmen 
A−1 bis A−3 sind die Zufallsvariablen nY,...,Y1  stochastisch unabhängig und bis auf die Erwartungswerte  
 ( ) ( ) ( ) νννννν β+β=Ε+β+β=Ε+β+β= xExxEYE 101010  
identisch verteilt. Die Varianzen sind konstant: 
 ( ) ( ) ( ) 210 σ=Ε=Ε+β+β= νννν VarxVarYVar . 
Die Varianzkonstanz der Variablen νY  resultiert aus der konstanten Varianz der Störvariablen νΕ . Diese 
Eigenschaft der Störvariablen bezeichnet man als Homoskedastizität. Da νY  der potentielle Wert des Re-
gressanden Y  bei gegebenem Wert νx  ist, können wir ( )νYE  als bedingten Erwartungswert von Y gegeben 
ν= xX  interpretieren. Dies schreibt man symbolisch 
 ( ) ννν β+β=µ== xxxX|YE 10)(  . 
Die lineare Funktion xx 10)( β+β=µ , welche die bedingten Erwartungswerte festlegt, heißt theoretische 
Regressionsgerade der Regression von Y bezüglich X oder Regressionsgerade der Grundgesamtheit. Unter 
Gültigkeit der Zusatzannahme A–4 gilt schließlich )( 210 σβ+β νν ,xN~Y . Die Modellannehmen werden in 
Abbildung 12.9 graphisch veranschaulicht. 
12.2.1 Kleinste-Quadrate-Schätzung der Modellparameter 
Das lineare Regressionsmodell beinhaltet drei Modellparameter 10  ββ ,  und 
2σ , die a priori unbekannt sind 
und daher geschätzt werden müssen. Als Schätzwerte für die Parameter 0β  und 1β  verwenden wir die 
Regressionskoeffizienten nach der KQ-Methode  
 xˆyˆ 10 β−=β  und 
( )( )
( ) ∑
∑
∑
∑
=ν
ν
=ν
νν
=ν
ν
=ν
νν
−
−
=
−
−−
=β
n
n
n
n
xnx
yxnyx
xx
yyxx
ˆ
1
22
1
1
2
1
1
  
. 
Die Koeffizienten fassen wir im Folgenden als Realisierungen von Schätzfunktionen auf. Diese KQ-
Schätzfunktionen erhalten wir, in dem wir in obigen Gleichungen die konkreten Messwerte νy  durch die 
Zufallsvariablen νY  ersetzen.  
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Abb. 12.9:  Veranschaulichung des linearen Regressionsmodells mit normalverteilten Störungen 
D−12.4 KQ-Schätzer für die Parameter des linearen Regressionsmodells 
Sei )( νν Y,x  ( )n,...,1=ν  eine Stichprobe gemäß Annahme A−1 in D−12.3. Die Schätzfunktionen 
 xˆYˆ 10 Β−=Β  , 
 
( )( )
( )∑
∑
=ν
ν
=ν
νν
−
−−
=Β
n
n
xx
YYxx
ˆ
1
2
1
1
∑
∑
=ν
ν
=ν
νν
−
−
=
n
n
xnx
YxnYx
1
22
1
  
 
mit ∑ =ν ν=
n
n
YY 1
1  und ∑ =ν ν=
n
n
xx 1
1  heißen KQ-Schätzer für die Parameter 0β  und 1β  des linearen 
Regressionsmodells. Der KQ-Schätzer für die Varianz 2σ  der Störvariablen ist 
 ∑
=ν
νΕ−
=Ε
n
ˆ
n
S
1
22
2
1
,  
wobei ννν Β−Β−=Ε x
ˆˆYˆ 10  ( )n,...,1=ν  die Residuen des geschätzten Regressionsmodells sind.  
Bei Vorliegen konkreter Messwerte )( νν y,x  ( )n,...,1=ν  realisieren sich die KQ-Schätzfunktionen 0Βˆ  
und 1Βˆ  in der Minimumstelle 0βˆ , 1βˆ  der Residualquadratsummenfunktion  
 ( ) ( ) ∑∑
=ν
ν
=ν
νν ε=β−β−=ββ
nn
xy,Q
1
2
1
2
1010    
aus D−12.1. Die KQ-Schätzer besitzen einige günstige statistische Eigenschaften.  
S−12.4 Eigenschaften der KQ-Schätzer 
Unter den Annahmen A−1 bis A−3 in D−12.3 gilt für die KQ-Schätzer: 
(i) ( ) 00 β=ΒˆE  ,   ( ) 11 β=ΒˆE  ,   ( ) 22 σ=ΕSE ; 
 
Y
X
)( 210 σβ+β νν ,xN~Y
xx 10)( β+β=µ
)( νYE
νx
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(ii) ( )
( )
2
1
2
1
2
2
0 0
σ⋅
−⋅
=σ=Β
∑
∑
=ν ν
=ν ν
Β n
n
xxn
x
ˆVar ˆ , 
 ( )
( )
2
1
2
2
1
1
1
σ⋅
−
=σ=Β
∑ =ν ν
Β n
xx
ˆVar ˆ    
 ( )
( )
2
1
210 10
σ⋅
−
−
=σ=ΒΒ
∑ =ν ν
ΒΒ n
xx
xˆ,ˆCov ˆ,ˆ          mit   ( )
2σ=ΕνVar ; 
 (iii) Falls  ∞<∑ =ν ν
n
x
n 1
21    und   ( ) ∞→−∑ =ν ν
n
xx
1
2   für  ∞→n , dann gilt 
 ( ) 00 =Β∞→
ˆVarlim
n
  und ( ) 01 =Β∞→
ˆVarlim
n
 . 
 Die Konvergenz der Varianzen ist hinreichend für  
 00 β=Βˆlimp       und    11 β=Βˆlimp . 
 
(Beweis in Abschnitt 12.2.4) 
Die KQ-Schätzer 0Βˆ , 1Βˆ  und 
2
ΕS  sind somit unter den in Satz 12.4 genannten Voraussetzungen 
erwartungstreue Schätzfunktionen für 0βˆ , 1βˆ  und 
2σ . Die Schätzer 0Βˆ  und 1Βˆ  sind auch konsistent. 
Die Varianzen ( ) 20 0Βσ=Β ˆ
ˆVar  und ( ) 21 1Βσ=Β ˆ
ˆVar  der KQ-Schätzer hängen von der unbekannten Varianz 
2σ  der Störvariablen ab. Da 2ΕS   die Varianz 
2σ  erwartungstreu schätzt, erhalten wir mit 
 
( )
2
1
2
1
2
2
0 ΕΒ
⋅
−⋅
=
∑
∑
=ν ν
=ν ν S
xxn
x
S
n
n
ˆ  und  
( )
2
1
2
2 1
1 ΕΒ
⋅
−
=
∑ =ν ν
S
xx
S
nˆ
 
erwartungstreue Schätzungen für 2
0Β
σ ˆ  und 2
1Β
σ ˆ . Die geschätzten Standardabweichungen 0Βˆ
S  und 
1Βˆ
S  
(geschätzte Standardfehler von 0Βˆ  und 1Βˆ ) sind Maße für die Präzision der Schätzfunktionen: Die reali-
sierten Werte 
0Βˆ
s , 
1Βˆ
s  von 
0Βˆ
S , 
1Βˆ
S  sollten klein sein in Relation zu den KQ-Schätzwerten 0βˆ  und 1βˆ .  
Anmerkung 
Es ist Konvention in Veröffentlichungen regressionsanalytischer Ergebnisse neben der geschätzten Regres-
sionsgeraden auch die Standardfehler der geschätzten Regressionsparameter und das Bestimmtheitsmaß in 
der folgenden Form anzugeben: 
  
)()(
10
2
11
ΒΒ
⋅β+β=
ˆˆ ss
R,xˆˆyˆ
 
12.2.2 Konfidenzintervalle und Tests 
Unter Gültigkeit der Zusatzannahme A−4 in D−12.3 
 ( )20 σΕν ,N~  ( )n,...,1=ν  
gilt )( 210 σβ+β νν ,xN~Y  für alle ν. Die Annahme erlaubt es, die Wahrscheinlichkeitsverteilungen der 
KQ-Schätzer anzugeben. 
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S−12.5 Wahrscheinlichkeitsverteilungen der KQ-Schätzer 
Unter den Annahmen A−1 bis A−4 in D−12.3 gilt für die KQ-Schätzer: 
(i) ( )200 0ΒσβΒ ˆ,N~ˆ           und ( )211 1ΒσβΒ ˆ,N~ˆ  , 
(ii) 
( )
( )2
2 2
2
2
−χ
σ
− Ε n~
Sn
 , 
(iii) ( )2
0
00 −
β−Β
Β
nt~
S
ˆ
ˆ
     und  ( )2
1
11 −
β−Β
Β
nt~
S
ˆ
ˆ
.  
(Beweis in Abschnitt 12.2.4) 
Mit Hilfe des Satzes 12.5 können Konfidenzintervalle für die Modellparameter 0β , 1β  konstruiert werden. 
Wegen  
 ( )2
0
00 −
β−Β
Β
nt~
S
ˆ
ˆ
 und   ( )2
1
11 −
β−Β
Β
nt~
S
ˆ
ˆ
  
ist 
 [ ] [ ] α−=







≤
β−Β
≤− −α−−α−
Β
1221
00
221
0
n;n; tS
ˆ
tP
ˆ
, 
 [ ] [ ] α−=







≤
β−Β
≤− −α−−α−
Β
1221
11
221
1
n;n; tS
ˆ
tP
ˆ
,  
so dass gilt 
 [ ] [ ]( ) α−=⋅+Β≤β≤⋅−Β ΒΒ −α−−α− 100 221002210 ˆˆ StˆStˆP n;n;     und 
 [ ] [ ]( ) α−=⋅+Β≤β≤⋅−Β ΒΒ −α−−α− 111 221112211 ˆˆ StˆStˆP n;n;  . 
S−12.6 Konfidenzintervalle für die Parameter a und b 
Unter den Annahmen A−1 bis A−4 in D−12.3 sind die Intervalle 
(i) [ ] [ ][ ]00 22102210   ,  ΒΒ ⋅+Β⋅−Β −α−−α− ˆˆ StˆStˆ n;n;  
(ii) [ ] [ ][ ]11 22112211   ,  ΒΒ ⋅+Β⋅−Β −α−−α− ˆˆ StˆStˆ n;n;  
Konfidenzintervalle zum Konfidenzniveau 1−α für die Parameter β0 und β1 des linearen Regressions-
modells. 
Die t-Statistiken können auch als Teststatistiken für Hypothesentests bezüglich β0 und β1 genutzt werden. 
Unter Gültigkeit der Hypothesen 00 b=β  und 11 b=β  gilt 
 
0
00
1
Β
−Β
=
ˆS
bˆ
T ( )2−nt~  und   ( )2
1
11
2 −
−Β
=
Β
nt~
S
bˆ
T
ˆ
. 
Absolut große Werte der Statistiken sprechen gegen die hypothetischen Parameterwerte 0b , 1b .  
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Hypothesen, kritische Bereiche und Entscheidungsregel 
Verwerfe 0H  zu einem vorgegebenen Signifikanzniveau α  (z.B. 0.01, 0.05 oder 0.1), falls der realisierte 
Wert der t-Statistik in den kritischen Bereich K fällt: 
0H  1H  kritischer Bereich K kritische Werte 
ii b=β  ii b≠β  [ ]( ) [ ]( )+∞∪−∞−= −α−−α− ,tt,K n;/n;/ 221221  [ ]221 −α−± n;/t  
ii b≤β  ii b>β  [ ]( )+∞= −α− ,tK n; 21  [ ]21 −α− n;t  
ii b≥β  ii b<β  [ ]( ) [ ]( )212 −α−−α −∞−=∞−= n;n; t,t,K   [ ]2−α n;t  
mit 𝑖𝑖 ∈ {0; 1} 
Von besonderem Interesse ist der Test der Nullhypothese 0  : 10 =βH . Unter Gültigkeit von 0H  besteht 
kein linearer Zusammenhang zwischen dem Regressanden Y und dem Regressor X. Die Regressions- und 
die Korrelationsanalyse liefern in diesem Fall keine verwertbaren Ergebnisse. Aus den Betrachtungen zur 
empirischen Regressionsgeraden in Kapitel 12.1 wissen wir, dass 01 =βˆ  genau dann erfüllt ist, wenn 
0=
XY
r  ist. In praktischen Analysen weichen i.d.R. auch unter Gültigkeit von 0H  die errechneten Werte  
von 1βˆ  und  XYr  geringfügig von Null ab. Aufgabe des Tests der Nullhypothese 0  : 10 =βH  ist es zu 
prüfen, ob 1βˆ  nur zufällig von Null differiert oder ob eine signifikante Abweichung besteht. Im zweiten 
Falle wird 0H  verworfen. Aufgrund des Zusammenhangs von Regressionskoeffizient und Bravais-
Pearson-Korrelationskoeffizient kann der Test auch als Prüfung der Signifikanz des Korrelations-
koeffizienten interpretiert werden. 
Anmerkungen 
(a) Bei der Berechnung konkreter Konfidenzintervalle oder bei der Durchführung von Tests können im 
Falle hinreichend großer Stichprobenumfänge (Faustregel: 30>n ) die Quantile der ( )2−nt -Ver-
teilung durch Quantile der ( ) −10,N Verteilung angenähert werden. 
(b) Die Normalverteilungsannahme A−4 ist in vielen Anwendungen der Regressionsanalyse nicht oder 
nur näherungsweise erfüllt. Ist die Stichprobe hinreichend groß, dann bleiben obige Konfidenzinter-
valle und Tests dennoch valide. Die KQ-Schätzer der Modellparameter unterliegen unter Gültigkeit 
der Annahmen A−1 bis A−3 einem zentralen Grenzwertsatz und sind für große Stichproben approxi-
mativ normalverteilt. Dies hat zur Folge, dass bei großen Stichproben die Konfidenzintervalle und 
Tests das jeweilige Konfidenzniveau bzw. Signifikanzniveau unabhängig von der Verteilung der Stör-
variablen einhalten. Auf eine Beweisführung wird hier verzichtet. 
Beispiel 
B−12.1 Statistische Kostenauflösung. 
Wir unterstellen im Folgenden für den Beispieldatensatz die Gültigkeit der Modellannahmen aus 
D−12.3. Die empirische Regressionsgerade hatten wir bereits in Kapitel 13.1 mittels KQ-Methode 
bestimmt. Die berechneten Regressionskoeffizienten 520 .
ˆ =β  und 2511 .
ˆ =β  fassen wir nun als 
Realisationen der KQ-Schätzer 0Βˆ  und 1Βˆ  auf. Die Realisation des KQ-Schätzers 
2
ΕS  für die 
Störvariablenvarianz 2σ  ist  
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∑ =ν ν
 
geschätzt. Die Standardabweichungen oder Standardfehler 73950
0
.sˆ =Β , 114101
.sˆ =Β  dienen 
der Beurteilung der Schätzgenauigkeit. Wir fassen unsere bisherigen Ergebnisse zusammen: 
 
(0.1141)(0.7395)
2 93750251502 ..R,x..yˆ =⋅+=  
Mittels der Standardfehler können wir die konkreten Grenzen von Konfidenzintervallen für die 
Modellparameter β0, β1 berechnen. Zum Konfidenzniveau 9501 .=α−  erhalten wir die Schätz-
intervalle 
 [ ] [ ][ ] [ ]20534  ,  79470        ,  00 22102210 ..stst ˆˆ n;n; =⋅+β⋅−β ΒΒ −α−−α−   
 [ ] [ ][ ] [ ]51311  ,  98690        ,  11 22112211 ..stst ˆˆ n;n; =⋅+β⋅−β ΒΒ −α−−α−   
mit [ ] [ ] 306289750221 .tt ;.n; ==−α− . Keiner der beiden Intervalle schließt die Null ein, so dass die 
Schätzwerte signifikant von Null verschieden sind (Signifikanzniveau 050.=α ).  
12.2.3 Punkt- und Intervallprognosen 
Ein geschätztes Regressionsmodell kann u.a. für Prognosezwecken genutzt werden. Das Prognoseproblem 
stellt sich wie folgt dar. Mit 0x  sei ein zusätzlicher Wert des Regressors X gegeben. Wir ordnen 0x  ge-
danklich eine Zufallsvariable 0Y  zu und unterstellen auch hier die Gültigkeit der Modellannahmen; insbe-
sondere gelte 
 00100 Ε+β+β= xY    mit ( )20 0 σΕ ,N~ . 
Für 0Y  liegt kein Messwert 0y  vor. Wir verwenden deshalb 
 0100 x
ˆˆyˆ β+β=   
als Prognosewert für 0y . 0yˆ  heißt Punktprognose für Y gegeben den Wert 0x  des Regressors X.  
Im Allgemeinen wird die Punktprognose vom unbekannten Wert des Regressanden abweichen und ein 
Prognosefehler 00 yyˆ −  resultieren. Um die Zuverlässigkeit der Prognose beurteilen zu können, fasst man 
0yˆ  und 00 yyˆ −  als Realisierungen von Zufallsvariablen 
 0100 x
ˆˆYˆ Β+Β=  ,  
 ( ) ( ) ( ) 001100001001000 Ε−β−Β+β−Β=Ε+β+β−Β+Β=− xˆˆxxˆˆYYˆ  
auf. 0Yˆ  nennt man die (Punkt-) Prognosefunktion. 
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S−12.7 Eigenschaften der Prognosefehler 
Unter den Annahmen A−1 bis A−4 in D−12.3 besitzt der potentielle Prognosefehler 00 YYˆ −  folgende 
statistische Eigenschaften : 
(i) ( ) 000 =− YYˆE ,  
 
(ii) ( ) ( )
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∑ =ν ν
− n
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n
YYˆVar
YYˆ
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00
,  
(iii) ( ) ( )200 000 YYˆ,N~YYˆ −σ− . 
 
(Beweis in Abschnitt 12.2.4) 
Die unbekannte Prognosefehlervarianz 2
00 YYˆ −
σ  kann durch  
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erwartungstreu geschätzt werden. Ferner besitzt der Quotient 
 
00
00
3
YYˆ
S
YYˆ
T
−
−
=  
eine t-Verteilung mit 2−n  Freiheitsgraden. Die Statistik 3T  erlaubt die Konstruktion eines Konfidenz-
intervalls für 0Y . Wegen  
 [ ] [ ] α−=







≤
−
≤− −α−−α−
−
1221
00
221
00
n;n; tS
YYˆ
tP
YYˆ
  
folgt 
 [ ] [ ]( ) α−=⋅+≤≤⋅− −− −α−−α− 10000 221002210 YYˆYYˆ StYˆYStYˆP n;n; . 
S−12.8 Konfidenzintervall für Y0 
Unter den Annahmen A−1 bis A−4 in D−12.3 gilt 
 ( )2
00
00
3 −
−
=
−
nt~
S
YYˆ
T
YYˆ
. 
Das Intervall 
 [ ] [ ] ][ 0000 22102210   ,  YYˆYYˆ StYˆStYˆ n;n; −− ⋅+⋅− −α−−α−  
ist ein Konfidenzintervalle zum Konfidenzniveau α−1  für den potentielle Wert 0Y  des Regressanden. Das 
realisierte Konfidenzintervall bezeichnet man auch als Intervallprognose. 
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Beispiele 
B−12.1 Statistische Kostenauflösung. 
Das geschätzte lineare Regressionsmodell  
 
(0.1141)(0.7395)
2 93750251502 .R,x..yˆ =⋅+=  
soll nun zu Prognosezwecken genutzt werden. Bei einer Losgröße 570 .x =  [Tsd. Mengen-
einheiten] folgt die Punktprognose für die Fertigungskosten: 
 8751157251520100 ....x
ˆˆyˆ =⋅+=β+β=   [Tsd. Euro] . 
Die zugehörige Intervallprognose mit dem Konfidenzniveau 9501 .=α−  lautet 
 [ ] [ ] [ ]048914  ,  70119        ,  ][ 0000 22102210
..styˆstyˆ
YYˆYYˆ n;n;
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−− −α−−α−
, 
wobei 
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die geschätzte Varianz des Prognosefehlers ist. Die Breite des Prognoseintervalls (4.348 Tsd. 
Euro) drückt die Unsicherheit der Punktprognose aus.  
Die Intervallbreite hängt von der Varianz 2σ  der Störung 0Ε , der Varianz des Regressors X, der 
Anzahl n der zur Parameterschätzung genutzten Daten sowie dem Abstand xx −0  ab. Je größer 
der Abstand xx −0  desto breiter wird das Intervall. Dies verdeutlicht die Abbildung 12.10. In 
der Abbildung sind das Streudiagramm der Daten, die Regressionsgerade und 95%-Intervall-
prognosen der Fertigungskosten für Werte 0x  des Regressors X im Intervall [ ]12 , 1  dargestellt.  
 
 Abb.12.10:  Punkt- und Intervallprognosen der Fertigungskosten 
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B−12.3 Windkraftanlage. 
Den Zusammenhang zwischen dem Gleichstromoutput Y (in kWh) einer Windkraftanlage und der 
Windgeschwindigkeit X (in m/s) haben wir in Abschnitt 12.1.5 durch die Regressionskurve von Y 
bezüglich X bzw. durch eine Regressionsgerade von Y bezüglich der transformierten Variablen 
1−−= X*X  beschrieben: 
 *x..
x
..yˆ 9830109628929
1
9830109628929 +=−= . 
Das Bestimmtheitsmaß ist 980102 .R = . Wir unterstellen nun die Gültigkeit der Modellannahmen 
aus D−12.3 für die lineare Regression von Y bezüglich X*. Für die KQ-Schätzer 0Βˆ  und 1Βˆ  
erhalten wir die geschätzten Varianzen 
 
( )
0.204689960
0.080325
456602
1
2
1
2
2
0
=⋅
⋅
=⋅
−⋅
= ΕΒ
∑
∑
=ν ν
=ν ν .
.
s
*xxn
x
s
n *
n *
ˆ ,   
 
( )
11.1997 89960
08030
11 2
1
2
2
1
=⋅=⋅
−
= ΕΒ
∑ =ν ν
.
.
s
*xx
s
n *
ˆ , 
wobei  
 0.8996
23
20.6913
2
2 ==
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=Ε n
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s    mit   ( ) 20.69131 22
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2 =−=ε= ∑ =ν ν Y*XY rs
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der Schätzwert der Störvariablenvarianz 2σ  ist. Mit den Standardfehlern 0.4523
0
=Βˆs , =Β1ˆ
s  
3.3466 und dem Quantil [ ] [ ] 06872239750221 .tt ;.n; ==−α−  folgen zum Konfidenzniveau =α−1
0.95 die Schätzintervalle 
 [ ] [ ]30.5645  , 28.6933      06872  ,  06872
00 00
=⋅+β⋅−β
ΒΒ ˆˆ
s.ˆs.ˆ  , 
 [ ] [ ]116.9059  ,  103.0602      06872   ,  06872
11 11
=⋅+β⋅−β
ΒΒ ˆˆ
s.ˆs.ˆ  
für die Modellparameter β0, β1. Keiner der beiden realisierten Konfidenzintervalle schließt die 
Zahl Null ein, so dass die Schätzwerte signifikant von Null verschieden sind ( 050.=α ). Zusam-
menfassend notieren wir: 
 97910      
1
  9830109628929 2
(3.3466)(0.4523)
.R,
x
..yˆ =⋅−=  . 
Die Abbildung 12.11 zeigt das Streudiagramm der Daten, die der Analyse zugrundeliegen, die 
geschätzte Regressionsfunktion sowie Prognoseintervalle zum 95%-Konfidenzniveau 
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für Werte 0x  des Regressors X im Intervall [ ]4216 , 943 ..  und 
1
00
−−= xx* . 
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 Abb.12.11: Streudiagramm der Daten sowie Punkt- und Intervallprognosen des Gleichstrom-
outputs (mit und ohne Achsen-Transformation) 
12.2.4* Theoretische Hintergründe 
In den vorangegangenen Abschnitten wurden die statistischen Hintergründe der Sätze nicht diskutiert. 
Soweit es für das Verständnis der Zusammenhänge sinnvoll erscheint, werden die Beweisführungen an 
dieser Stelle für den interessierten Leser nachgeholt.  
Beweis Satz 12.4 
Es werden lediglich die Eigenschaften der KQ-Schätzer 0Βˆ  und 1Βˆ  unter den Annahmen A−1 bis A−3 in 
D-12.3 untersucht. Zur Vereinfachung sei xxz ii −=  gesetzt. Es gilt 
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mit ( ) 0=−=−=−= ∑∑∑∑∑ νννν xnxxxxxz  und ∑ ννν = 2zzk . 1Βˆ  ist also eine Linearkom-
bination der Zufallsvariablen nY,...,Y1 . Man nennt 1Βˆ  deshalb einen linearer Schätzer. Mit 
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und ( ) νν β+β= xYE 10  folgt die Erwartungstreue des Schätzers: 
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Wegen ( ) const.YVar =σ=ν 2  und der Unabhängigkeit der Zufallsvariablen νY  gilt 
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Ebenso wie 1Βˆ  ist x
ˆYˆ 10 Β−=Β  ein erwartungstreuer Schätzer 
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und ein linearer Schätzer 
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1 . Es folgt die Varianz: 
 
( ) ( ) ( )
( )
( )
.
xxn
x
kx
wYVarwYwVarˆVar
ˆn
n
n
n
nnn
2
1
2
1
22
1
212
1
22
1
2
10
0Β
=ν ν
=ν ν
=ν ν
=ν ν=ν νν=ν νν
σ=
−
σ
=−σ=
σ===Β
∑
∑
∑
∑∑∑
  
Schließlich ist 
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Beweisskizze Satz 12.5 
Unter den Annahmen A−1 bis A−4 in D-12.3 sind die KQ-Schätzer 
 ∑ =ν νν=Β
n
Ywˆ
10
 ,    ∑
=ν
νν=Β
n
Ykˆ
1
1  
Linearkombinationen unabhängiger Zufallsvariablen nY,...,Y1  mit ( )210 σβ+β νν ,xN~Y  für alle ν. Die 
Normalverteilung ist reproduktiv (Satz 8.12). Obige Linearkombinationen sind deshalb normalverteilt – 
mit den Mittelwerten und Varianzen aus Satz 12.4. Die Zufallsvariable 
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besitzt als Summe quadrierter unabhängiger standardnormalverteilter Zufallsvariablen eine −χ2 Ver-
teilung mit n Freiheitsgraden. Ersetzt man ννν β−β−=Ε xY 10  durch ννν Β−Β−=Ε x
ˆˆYˆ 10 , dann gehen 
aufgrund der Schätzung der beiden Parameter 10   , ββ  zwei Freiheitsgrade „verloren“ und die Statistik  
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Die beiden Statistiken 1T  und 2T  besitzen als Quotienten aus standardnormalverteilten Größen und 
( ) −−χ 22 n verteilten Größen jeweils eine t-Verteilung mit 2−n  Freiheitsgraden.     q.e.d. 
Beweis Satz 12.6 
Unter den Annahmen A−1 bis A−4 in D-12.3 gilt 
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Hieraus folgt für den Prognosefehler 00 YYˆ −  
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Schließlich ist ( ) ( ) 00110000 Ε−β−Β+β−Β=− xˆˆYYˆ  eine Linearkombination normalverteilter Größen 0Βˆ , 
1Βˆ , 0Ε und ist damit ebenfalls normalverteilt (vgl. Satz 8.12): 
 ( ) ( )200 000 YYˆ,N~YYˆ −σ−          q.e.d. 
12.2.5 Ausblick: Lineare Mehrfachregression 
In Regressionsanalysen können statt einem Regressor auch mehrere Regressoren gleichzeitig einbezogen 
werden. Unterstellt man lineare Variablenzusammenhänge, dann führt diese Erweiterung der Regressions-
analyse zur linearen Mehrfachregression oder multiplen linearen Regression.  
Ziel der linearen Mehrfachregression ist es, die potentiellen Messwerte νY  des Regressanden Y als 
Linearkombination fester Messwerte νν ,k, x,...,x1  von k Regressorvariablen kX,...,X1  und einer Stör-
variablen νΕ  zu beschreiben: 
 ννννν Ε+β++β+β+β= ,kk,, x...xxY 22110         ( )n,...,1=ν  . 
Die n Regressionsgleichungen können wir in Matrixschreibweise kompakt 
 Εβ += XY    
mit 
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schreiben. Die Matrix X ist vom Typ (n,k+1). Die erste Spalte enthält lauter Einsen. In den folgenden 
Spalten werden die n Werte der Regressoren geschrieben. β ist ein (k+1)-Spaltenvektor und Y, Ε sind n-
Zufallsvektoren. Mit den weiteren Annahmen  
 ( ) 0=ΕE  , 
 ( ) nE I
2σ=′ΕΕ  , 
 )( 2 n,N~ Iσ0Ε  , 
wobei nI  die (n,n)-Einheitsmatrix ist, erhalten wir die multiple Version des linearen Regressionsmodells 
aus D−12.3.  
Der Kleinste-Quadrate-Schätzer Bˆ  für die unbekannten Koeffizientenvektor β wird durch Minimieren der 
Quadratsummenfunktion 
 ( ) ( ) ( )  
1
2 ββΕ Εβ XYXY −′−=′=Ε= ∑
=ν
ν
n
Q
 
ermittelt. Das Lösen des Minimierungsproblems führt auf die Normalgleichungen  
 YXXX ′=′ Βˆ , 
und den Schätzer erhält man gemäß 
 ( ) YXXX ′′= −1Βˆ . 
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Die Inverse der Kreuzproduktmatrix XX ′  existiert genau dann, wenn die Matrix X den Rang 1+k (Anzahl 
der Spalten) besitzt, also dann, wenn X spaltenregulär ist. (Beachte: Es muss notwendig nk <  gelten.) Der 
Mittelwertvektor und die Kovarianzmatrix von Βˆ  lauten unter den genannten Voraussetzungen  
 ( ) βΒ =ˆE   ,     ( ) ( ) 12 −′σ= XXΒˆCov . 
Ferner ist 
 ∑
=ν
νΕ−−
=
−−
′
=Ε
n
ˆ
knkn
ˆˆ
S
1
22
1
1
1
ΕΕ
     mit     ΒΕ ˆˆ XY −=  
der Kleinste-Quadrate-Schätzer für die Varianz 2σ  der Störvariablen.  
Beispiel 
B−12.4 Produktionsfunktion. 
Die folgende Tabelle weist über einen kurzen historischen Zeitraum das reale Bruttoinlands-
produkt (BIP) Y, den Arbeitseinsatz X1 und den realen Kapitaleinsatz X2 für den industriellen 
Sektor Taiwans aus (vereinfacht zitiert nach Gujarati 1988, S. 196f). 
 Jahr Reales Bruttoinlandsprodukt Y 
(Milliarden NT $) 
Arbeitseinsatz X1 
(Millionen Arbeitstage) 
Realer Kapitaleinsatz X2 
(Millionen NT $) 
 1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
16.3 
19.5 
21.1 
23.1 
26.1 
29.6 
33.4 
38.3 
46.9 
54.3 
402 
478 
553 
617 
696 
790 
816 
848 
873 
999 
134 
139 
146 
154 
165 
177 
188 
206 
222 
240 
 
 Abb. 12.12:  Dreidimensionales Streudiagramm der Daten 
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Beschreibt man den Zusammenhang zwischen dem Output eines gesamtwirtschaftlichen 
Produktionsprozesses und den Einsatzmengen der Produktionsfaktoren Arbeit und Kapital 
funktional, so spricht man von einer gesamtwirtschaftlichen Produktionsfunktion. Eine solche 
Produktionsfunktion soll jetzt empirisch für den industriellen Sektor Taiwans ermittelt werden. 
Wir bestimmen zunächst eine lineare Regressionsfunktion der Form 
 22110 x
ˆxˆˆyˆ β+β+β=  . 
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Die KQ-Schätzwerte für β erhalten wir als Lösung des linearen Gleichungssystems 
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Die Residuen der multiplen Regression sind 
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Die geschätzte Regressionsfunktion 
 
( ) ( ) ( ) 20430100806852
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erklärt 99.1% der Varianz des monetären Outputs des industriellen Sektors. 
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Aus wirtschaftstheoretischer Sicht ist es interessant, eine lineare Regressionsfunktion auch an die 
natürlichen Logarithmen der Daten anzupassen. Die notwendigen Berechnungen führen zu den 
folgenden Ergebnissen: 
 
( ) ( ) ( ) 21800112403030
780211126055776 xln.xln..yˆln
...
⋅+⋅+−=  ,   99402 .R =  ,   001202 .s =Ε . 
Geometrisch kann die geschätzte Regressionsfunktion als eine Ebene in einem Koordinatensystem 
mit logarithmierten Achsen aufgefasst werden (vgl. Abbildung 12.13). Durch Transformation 
beider Seiten obiger Gleichung mit der zur Logarithmusfunktion inversen Exponentialfunktion 
erhält man: 
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1
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Die Regressionsfunktion ist eine empirisch ermittelte Produktionsfunktion vom Cobb-Douglas-
Typ. Die Koeffizienten 1βˆ  und 2βˆ  sind die geschätzten Output-Elastizitäten der Produktions-
faktoren Arbeit und Kapital. Sie erfüllen allerdings nicht die übliche Cobb-Douglas-Bedingung 
121 =β+β
ˆˆ  (vgl. Gujarati 1988). 
   
 Abb. 12.13:  Regressionsebene im logarithmierten Koordinatensystem und geschätzte Cobb-
Douglas-Funktion im ursprünglichen Koordinatensystem 
Die multiple Regressionsrechnung, die hier nur in ihren Grundzügen skizziert wurde, ist ein vielfältig 
einsetzbares Instrument zur Beschreibung von Wirkungszusammenhängen. Sie wird insbesondere in der 
Ökonometrie ausgiebig zur empirischen Erforschung wirtschaftlicher Zusammenhänge genutzt.  
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