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Abstract
We consider {0, 1}n as a sample space with a probability measure on it, thus making pseudo-Boolean functions into random
variables. We then derive explicit formulas for approximating a pseudo-Boolean random variable by a linear function if the measure
is permutation-invariant, and by a function of degree at most k if the measure is a product measure. These formulas generalize results
due to Hammer–Holzman and Grabisch–Marichal–Roubens. We also derive a formula for the best faithful linear approximation
that extends a result due to Charnes–Golany–Keane–Rousseau concerning generalized Shapley values. We show that a theorem
of Hammer–Holzman that states that a pseudo-Boolean function and its best approximation of degree at most k have the same
derivatives up to order k does not generalize to this setting for arbitrary probability measures, but does generalize if the probability
measure is a product measure.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A pseudo-Boolean function of n variables is a function from {0, 1}n to the real numbers. Such functions are used in
0–1 optimization problems, cooperative game theory, multicriteria decision making, and as ﬁtness functions. It is not
hard to see that such a function f (x1, . . . , xn) has a unique expression as a multilinear polynomial
f (x1, . . . , xn) =
∑
T⊆N
[
aT
∏
i∈T
xi
]
, (1)
where N = {1, . . . , n} and the aT are real numbers. By the degree of a pseudo-Boolean function, we mean the degree
of its multilinear polynomial representation.
Several authors have considered the problemofﬁnding the best pseudo-Boolean functionof degree k approximating
a given pseudo-Boolean function f, where “best” means a least squares criterion. Hammer and Holzman [3] derived a
system of equations for ﬁnding such a best degree k approximation, and gave explicit solutions when k = 1 and 2.
They proved that such an approximation is characterized as the unique function of degree k that agrees with f in all
 Research partially supported by NSF Grant ITR-0326387 and AFOSR Grants F49620-03-1-0238, F49620-03-1-0239, and F49620-03-1-0241.
∗ Corresponding author.
E-mail addresses: ding@math.lsu.edu (G. Ding), lax@math.lsu.edu (R.F. Lax), jianhua@csc.lsu.edu (J. Chen), chen@csc.lsu.edu (P.P. Chen).
0166-218X/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2007.08.034
1582 G. Ding et al. / Discrete Applied Mathematics 156 (2008) 1581–1597
average mth order derivatives for m = 0, 1, . . . , k, in analogy with the Taylor polynomials from calculus. Grabisch et
al. [2] solved the system of equations derived by Hammer and Holzman, and gave explicit formulas for the coefﬁcients
of the best degree k function. Zhang and Rowe [6] used linear algebra to ﬁnd the best approximation that lies in
a linear subspace of the space of pseudo-Boolean functions; for example, these methods can be used to ﬁnd the best
approximation of degree k.
Here, as in [5], instead of simply viewing the domain of a pseudo-Boolean function as the set {0, 1}n, we consider
{0, 1}n as a discrete sample space and introduce a probability measure on this space. Thus, a pseudo-Boolean function
will be a randomvariable on this sample space. (Viewing {0, 1}n simply as a set corresponds to viewing all of its elements
as equally likely outcomes.) Given a pseudo-Boolean random variable f, a best approximation random variable to f,
which takes into account the weighting of the elements of {0, 1}n, will then be close to f at the “most likely” n-tuples,
and may not be so close to f at the “least likely” n-tuples.
In this more general setting, we give a system of equations for ﬁnding the best degree k approximation. We solve
this system when k = 1 if the probability measure on {0, 1}n is permutation-invariant (a measure considered in [1]).
Thus, we derive in Theorem 7 a closed formula for the best linear approximation, which generalizes a result of Hammer
and Holzman [3]. We also treat the cases when our system of equations is degenerate. Then, in Theorem 16, we use
these results to ﬁnd the best “faithful” linear approximation (using the terminology from [3]), and generalize a formula
given by Charnes et al. [1] for the generalized Shapley value in game theory. If the probability measure is further
restricted to a product probability measure, then, in Theorem 18, we derive a closed formula for the best degree k
approximation, for all k, and thus generalize the formulas in [2].
From [3], one might expect that the best degree k approximation to a given f would be the random variable of
degree k that agrees with f in all expected values ofmth order derivatives form=0, 1, . . . , k, but we give an example
to show that this is false, even when k=1. On a positive note, we show that this result does hold in the case of a product
probability measure.
2. Preliminaries
Put B = {0, 1}. Let (x), x ∈ Bn, be a probability measure on Bn. LetF denote the space of all pseudo-Boolean
functions in n variables; i.e.,
F= {f : Bn → R}.
ThenF has the structure of a 2n-dimensional real vector space. Deﬁne a pseudo-inner product 〈 , 〉 onF by
〈f, g〉 =
∑
x∈Bn
f (x)g(x)(x).
This is a “pseudo” (or semideﬁnite) inner product because we may have 〈f, g〉=0 for all gwithout f being identically
zero. (This was mistakenly called an inner product in [5].) For example, if (x) = 0 and if f satisﬁes f (x) = 1 and
f (y)= 0 for all y = x, then 〈f, g〉 = 0 for all g. We note that 〈f, g〉 is the expected value of the random variable fg.
Put ‖f ‖ =√〈f, f 〉. Then ‖ ‖ is a pseudo-norm. Notice that 〈 , 〉 is an inner product if and only if ‖ ‖ is a
norm if and only if (x) = 0 for all x ∈ Bn. Also note that 〈f, g〉 = 0 for all g if and only if 〈f, f 〉 = 0.
Now letL ⊆ F be an afﬁne space (a translation of a subspace; also known as a linear variety). For example,L
might be the subspace of all pseudo-Boolean functions of degree at most k, for some ﬁxed k. Given f ∈ F, a “best
approximation” to f by functions inL is a function f ∗ ∈L that minimizes
‖f − g‖ =
√∑
x∈Bn
(f (x) − g(x))2(x)
over all g ∈L.
We need to establish a couple of properties of our pseudo-inner product that are well-known in the case of an inner
product.
Lemma 1. Let W be a subspace ofF. Put W⊥ = {g ∈F : 〈f, g〉 = 0 for all f ∈ W }. Then W⊥ is a subspace ofF
and W + W⊥ =F.
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Proof. It is easy to see that W⊥ is a subspace of F. Put W0 = {f ∈ W : 〈f, g〉 = 0 for all g ∈ F}. It is also
easy to see that W0 is a subspace of W. Put s = dimW0 and m = dimW . Choose a basis f1, f2, . . . , fs of W0
and extend this to a basis f1, . . . , fm of W. Since 〈f, g〉 = 0 for all g if and only if 〈f, f 〉 = 0, we see that
W ∩ W⊥ = W0. Now, dimW⊥2n − (m − s) since W⊥ is the intersection of the m − s hyperplanes {g ∈ F :
〈fi, g〉 = 0 for i = s + 1, s + 2, . . . , m}. Therefore,
dim(W + W⊥) = dimW + dimW⊥ − dim(W ∩ W⊥)m + 2n − (m − s) − s = 2n. 
Lemma 2. For any given ,L, and f ∈ F, a function f ∗ ∈ L minimizes ‖f − g‖ over all g ∈ L if and only if
〈f − f ∗, g1 − g2〉 = 0, for all g1, g2 ∈L. Moreover, such an f ∗ must exist.
Proof. For any g1, g2 ∈L, let us denote g1 − g2 by v. Suppose f ∗ ∈L. Then
〈f − f ∗, v〉 = 0 for all g1, g2 ∈L
⇔ 〈f − f ∗, v〉0 for all g1, g2 ∈L
⇔ 2〈f − f ∗, v〉‖v‖2 for all g1, g2 ∈L and all > 0
⇔ ‖f − f ∗‖2‖f − f ∗ − v‖2 for all g1, g2 ∈L and all > 0
⇔ ‖f − f ∗‖‖f − g‖ for all g ∈L,
where the last equivalence holds because f ∗ + v ∈L, for all g1, g2 ∈L and > 0, and every function inL can be
expressed in this way. For the second part of the lemma, putL0 = {g1 − g2 : g1, g2 ∈ L}. ThenL0 is a subspace
ofF andL = h +L0, where h ∈ L. Then f − h can be expressed as f0 + f1, where f0 ∈ L0 and f1 ∈ L⊥0 by
Lemma 1. It follows that f ∗ = h + f0 has the required property. 
Remark 3. The preceding lemmas may also be proved by considering the quotient vector spaceF/F0, whereF0 =
{f ∈ F : 〈f, f 〉 = 0}. The pseudo-inner product 〈 , 〉 induces a (nondegenerate) inner product on this quotient
space. The above lemmas follow by lifting standard results in the inner product spaceF/F0 back toF.
For a general , the uniqueness of f ∗ depends on the choice ofL, but not on f. However, if (x) = 0 for all x ∈ Bn,
then f ∗ will be unique for all f and allL. Notice that if we take the uniform distribution on Bn, so that (x)= ( 12 )n for
all x ∈ Bn, then the best approximation to f inL is the function f ∗ ∈L that also minimizes∑x∈Bn (f (x) − g(x))2,
over all g ∈ L. This is the usual “least squares” condition used in [3,2,6], and in this case one may simply use the
usual Euclidean inner product in R2n .
We close this section by clarifying the deﬁnition of binomial coefﬁcients. For any real number x and any integer m:
if m< 0, then
(
x
m
)= 0; if m = 0, then ( x
m
)= 1; if m> 0, then ( x
m
)= x(x − 1) · · · (x − m + 1)/m!.
3. Best approximation among functions of degree at most k
Let k ∈ N = {1, 2, . . . , n}. In this section, we consider the case whenL ⊆ F is the subspace of pseudo-Boolean
functions of degree at most k. For any T ⊆ N , let T (x)=
∏
i∈T xi . LetNk ={T ⊆ N : |T |k}. Then for each vector
b = (bT : T ∈Nk), let
fb(x) =
∑
T ∈Nk
bT T =
∑
T ∈Nk
bT
∏
i∈T
xi . (2)
Notice that functions inL are precisely those that can be expressed as fb for some b. Fix f ∈F. A best degree k
approximation of f is a function fb∗ such that b∗ is an optimal solution to the minimization problem
min
b
‖f − fb‖. (3)
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In the following, we specify the condition given in Lemma 2 for our choice ofL. Since the collection {S : S ∈Nk}
is a basis for the subspaceL, we have that fb∗ is an optimal solution to (3) if and only if 〈fb∗ , S〉 = 〈f, S〉, for all
S ∈Nk by Lemma 2.
If X ⊆ N , then X corresponds to an n-tuple x ∈ Bn. For any g ∈F, including , we will frequently write g(X) for
g(x). For example, g(∅) = g(00 · · · 0). If Y ⊆ N , then we put
¯(Y ) =
∑
X⊇Y
(X).
Notice that, for any S, T ⊆ N ,
〈S, T 〉 =
∑
X⊆N
S(X)T (X)(X) =
∑
X⊇S∪T
(X) = ¯(S ∪ T )
and, for any S ⊆ N ,
〈f, S〉 =
∑
X⊆N
f (X)S(X)(X) =
∑
X⊇S
f (X)(X),
which we denote by S . Therefore, by (2), each equation 〈fb∗ , S〉 = 〈f, S〉 can be written as∑
T ∈Nk
¯(S ∪ T )b∗T = S .
We point out that this equation can also be obtained by simplifying ‖f − f (b)‖2/bS = 0.
Let M be the symmetric matrix indexed byNk with MS,T = ¯(S ∪ T ), for all S, T ∈Nk . Let = (S : S ∈Nk).
Then the system of equations 〈fb∗ , S〉 = 〈f, S〉, S ∈Nk , can be rewritten in the following matrix form:
Mb∗ = . (4)
By Lemma 2, we have established the following result.
Theorem 4. Eq. (3) has at least one optimal solution. Moreover, b∗ is an optimal solution to (3) if and only if b∗ is a
solution to (4).
While Theorem 4 gives a theoretical solution to our optimization problem, our goal is to ﬁnd a closed formula for
such a solution. In general, it seems that (4) cannot be simpliﬁed any further, especially when M is singular. Thus, in
order to get such formulas, we need to impose more structure on . In the next section, we will consider permutation-
invariant measures, a measure considered in [1]. Later, we will also consider a more restrictive product measure, which
generalizes the uniform measure considered in [3]. We point out that, algorithmically, (4) can be solved easily using
Gaussian Elimination. Moreover, if M is nonsingular, then M is positive deﬁnite [4, p. 300] and one could solve (4)
more efﬁciently using Cholesky’s method, although these methods do not provide closed formulas.
Theorem 4 is an analog of Theorem 4.2 of [3], which states that if  is the uniform distribution, then f has a unique
best degree k approximation fb∗ , which is given by the unique solution to the system of linear equations:
1
2n
∑
x∈Bn
Sfb∗(x) = 12n
∑
x∈Bn
Sf (x) for all S ∈Nk , (5)
where Sg(x), for any pseudo-Boolean function g(x), is the pseudo-Boolean function whose unique multilinear poly-
nomial expression is obtained from the multilinear polynomial expression of g(x) by taking partial derivatives with
respect to xi , for all i ∈ S. When  is the uniform distribution, since both (4) and(5) have the same unique solution b∗,
they are equivalent systems. However, the two systems do not have the same equations. In particular, in this case all
entries of M are positive while the equation indexed by a given S ∈Nk in (5) involves only those variables b∗T such
that T ∈Nk and T ⊇ S.
The formulas in [3,2] were derived from (5). Moreover, as observed above, the coefﬁcient matrix of (5) has a
“triangular” structure, which makes it sometimes easier to solve. These facts naturally motivate one to ask whether (5)
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would extend to our more general setting if “average” is replaced by “expected value.” Unfortunately, this is not true
in general, as shown by the following example. However, we will prove in Theorem 19 that this is true if  is a product
measure.
Example 5. Take n = 3 and let k = 1. Consider the following probability measure  on B3:
(000) = (011) = (101) = (110) = 0,
(001) = (010) = (100) = (111) = 14 .
Here, the matrix M is
M =
⎛
⎜⎜⎜⎜⎜⎝
1 12
1
2
1
2
1
2
1
2
1
4
1
4
1
2
1
4
1
2
1
4
1
2
1
4
1
4
1
2
⎞
⎟⎟⎟⎟⎟⎠ .
M is a positive deﬁnite matrix and its inverse is
M−1 =
⎛
⎜⎜⎜⎜⎝
4 −2 −2 −2
−2 4 0 0
−2 0 4 0
−2 0 0 4
⎞
⎟⎟⎟⎟⎠ .
Let f (x1, x2, x3)= x1 + x2x3. ThenN1 = {∅, {1}, {2}, {3}} = {000, 100, 010, 001}. Here, = ( 34 , 34 , 12 , 12 ). From (4),
we get that the best linear approximation to f is
f ∗(x1, x2, x3) = −12 +
3
2
x1 + 12x2 +
1
2
x3.
Since {1}f (x) = 1 and {1}f ∗(x) = 32 , it follows that
∑
x∈Bn
{1}f (x)(x) = 1 = 32 =
∑
x∈Bn
{1}f ∗(x)(x),
as we claimed.
4. The linear case for permutation-invariant measures
A permutation of N is simply a one-to-one mapping from N to N. We say a probability measure  is permutation-
invariant if (X)=((X)) for allX ⊆ N and all permutations  ofN. Equivalently,  is permutation-invariant if (X)
depends only on |X|. This is also the same as saying that (x) depends only on the number of 1’s in the n-tuple x. We
will write r instead of (X) and ¯r instead of ¯(X), where |X| = r . Permutation-invariant measures were considered
by Charnes et al. [1] when they introduced generalized Shapley values.
For each S ∈Nk , let us denote S by fS to show its dependence on f. As in the previous section, for each R ⊆ N ,
let R(x) =
∏
i∈R xi . It follows that f (x) =
∑
R⊆N aRR(x) and, by deﬁnition,
fS =
∑
X⊇S
f (X)(X) =
∑
R⊆N
aR
⎛
⎝∑
X⊇S
R(X)(X)
⎞
⎠= ∑
R⊆N
aR
R
S .
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For each R ⊆ N , suppose bR is a solution to Mb = R . Then b = ∑R⊆NaRbR is a solution to Mb = f .
Therefore, the problem of solving Mb = f can be decomposed into 2n simpler problems: solving Mb = R ,
for all R ⊆ N . Computationally, solving all the simpler problems could be more expensive than solving one sys-
tem for the general f. But making such a decomposition clearly makes it more convenient for us to get closed
formulas. If f = R , for some R ⊆ N , then it is easy to verify from its deﬁnition that S = ¯(S ∪ R),
which simpliﬁes the right-hand side of (4). Notice that this simpliﬁcation works for all probability
measures.
For the remainder of this section, we assume that  is permutation-invariant and that k = 1. We have N1 =
{∅, {1}, . . . , {n}}.
4.1. The non-degenerate case
Lemma 6. Assume ∅ ⊂ R ⊂ N . Put f = R . If M is nonsingular, then the solution b∗ to (4) has the property that
b∗{i1} = b∗{i2} if i1, i2 ∈ R and b∗{j1} = b∗{j2} if j1, j2 /∈R.
Proof. By the permutation invariance of , we may assume that R = {1, 2, . . . , r}. Notice then that the ﬁrst r + 1
entries of  are ¯r and the last n − r entries of  are ¯r+1. So,
M = and  =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
¯r
...
¯r
¯r+1
...
¯r+1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (6)
Let Mi denote the matrix obtained by replacing the column of M corresponding to {i} by the column vector . By
Cramer’s Rule, we have that b∗{i} = detMi/ detM . Let i1, i2 ∈ R. By the form of  and M, it is not hard to see that
Mi2 may be obtained from Mi1 by switching the two columns and the two rows corresponding to {i1} and {i2}. Since
each of these switches changes the determinant by a factor of −1, we see that detMi1 = detMi2 . Therefore, we have
b∗{i1} = b∗{i2}. A similar argument applies if j1, j2 /∈R. 
Using Lemma 6, we can simplify (4) when f = R,∅ ⊂ R ⊂ N . Put
b0 = b∗∅,
b′1 = b∗{i}, i ∈ R,
b′′1 = b∗{j}, j /∈R.
Then (4) simpliﬁes to the system M˜b˜ = ˜, where
M˜ =
⎛
⎜⎝
1 r¯1 (n − r)¯1
¯1 ¯1 + (r − 1)¯2 (n − r)¯2
¯1 r¯2 ¯1 + (n − r − 1)¯2
⎞
⎟⎠ ,
b˜ =
⎛
⎜⎝
b0
b′1
b′′1
⎞
⎟⎠ and ˜=
⎛
⎜⎝
¯r
¯r
¯r+1
⎞
⎟⎠ . (7)
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Put  = n¯21 − (n − 1)¯2 − ¯1. It is straightforward to verify that det(M˜) = −(¯1 − ¯2). Suppose (¯1 − ¯2) = 0.
Then the unique solution to M˜b˜ = ˜ is
b0 = − ¯1 + (n − 1)¯2

¯r +
¯1

(r¯r + (n − r)¯r+1),
b′1 =
1
(¯1 − ¯2)
(
(¯21 − ¯1¯2)¯r + ¯r − (¯21 − ¯2)(r¯r + (n − r)¯r+1)
)
,
b′′1 =
1
(¯1 − ¯2)
(
(¯21 − ¯1¯2)¯r + ¯r+1 − (¯21 − ¯2)(r¯r + (n − r)¯r+1)
)
. (8)
Now, notice that if we set r = 0 in (8), then that system reduces to b0 = 1, b′1 = b′′1 = 0, which is the correct solution to
our problem when f = ∅ = 1. Also, when R = N the above expressions for b0 and b′1 reduce to give the solution to
the system of equations
b0 + n¯1b′1 = ¯n,
¯1b0 + (¯1 + (n − 1)¯2)b′1 = ¯n.
By linearity, it then follows that the solution b∗ to (4) for a general function f deﬁned in (1) is given by
b∗0 =
∑
R⊆N
b0aR and b∗i =
∑
Ri
b′1aR +
∑
R/i
b′′1aR for i = 1, 2, . . . , n. (9)
To simplify these expressions, we observe the following:∑
R⊆N
¯raR =
∑
R⊆N
∑
X⊇R
(X)aR =
∑
X⊆N
∑
X⊇R
aR(X) =
∑
X⊆N
f (X)(X) = ∅,
∑
Ri
¯raR +
∑
R/i
¯r+1aR =
∑
Ri
∑
X⊇R
(X)aR +
∑
R/i
∑
X⊇R∪i
(X)aR
=
∑
Xi
∑
R⊆X
aR(X) =
∑
Xi
f (X)(X) = {i}, (10)
∑
R⊆N
(r¯r + (n − r)¯r+1)aR =
n∑
i=1
(∑
Ri
¯raR +
∑
R/i
¯r+1aR
)
=
n∑
i=1
{i}. (11)
We then have the following result.
Theorem 7. If  is permutation-invariant and (n¯21−(n−1)¯2− ¯1)(¯1− ¯2) = 0, then the best linear approximation
random variable to f is b∗0 +
∑n
i=1 b∗i xi , where
b∗0 = −
¯1 + (n − 1)¯2
n¯21 − (n − 1)¯2 − ¯1
∅ +
¯1
n¯21 − (n − 1)¯2 − ¯1
n∑
j=1
{j},
b∗i =
¯1
n¯21 − (n − 1)¯2 − ¯1
∅ +
1
¯1 − ¯2
{i} −
¯21 − ¯2
(n¯21 − (n − 1)¯2 − ¯1)(¯1 − ¯2)
n∑
j=1
{j},
for i = 1, 2, . . . , n.
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This result generalizes the following result ofHammer andHolzman [3].Weobserve that if is permutation-invariant,
then
¯r =
n∑
i=r
(
n − r
i − r
)
i , (12)
for r = 0, 1, . . . , n.
Corollary 8. If  is the uniform measure, then b∗0 = −
∑
R⊆N ((r − 1)/2r )aR and b∗i =
∑
Ri (1/2r−1)aR for i ∈ N .
Proof. Suppose (X) = 1/2n, for all X ⊆ N . Then  is permutation-invariant and
¯r =
n∑
i=r
(
n − r
i − r
)
1
2n
= 1
2n
n−r∑
k=0
(
n − r
k
)
= 1
2n
2n−r = 1
2r
.
Consequently, (n¯21 − (n−1)¯2 − ¯1)(¯1− ¯2)=−1/16 = 0. From (8) we deduce that b0 =−(r−1)/2r , b′1=1/2r−1,
and b′′1 = 0. Therefore, the result follows from (9) immediately. 
4.2. The degenerate case
We now consider the degenerate cases when k = 1; namely, the cases when M, the matrix given in (6), is
singular.
Lemma 9. Let n2. The matrix M is singular if and only if (n¯21 − (n − 1)¯2 − ¯1)(¯1 − ¯2) = 0. If ¯1 = ¯2 and
n¯21 − (n − 1)¯2 − ¯1 = 0, then M has rank n. If ¯1 = ¯2, then M has rank 1 if ¯1 equals 0 or 1, and M has rank 2 if
0< ¯1 < 1.
Proof. In M, let us subtract row 2 from each of rows 3 through n+ 1, and then add columns 3 through n+ 1 to column
2. The resulting matrix is
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 n¯1 ¯1 · · · ¯1
¯1 ¯1 + (n − 1)¯2 ¯2 · · · ¯2
¯1 − ¯2
. . .
¯1 − ¯2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where all entries in the blank spaces are zeros. Let us denote the upper left 2 × 2 matrix by D. Then M is singular if
and only if det(M) = det(D)(¯1 − ¯2)n−1 = −(n¯21 − (n − 1)¯2 − ¯1)(¯1 − ¯2)n−1 = 0, which proves the ﬁrst part
of the lemma. If ¯1 = ¯2 and n¯21 − (n− 1)¯2 − ¯1 = 0, then D has rank 1, so the second part of the lemma is proved.
If ¯1 = ¯2, then rank(M) = rank(D) = 1 or 2. Clearly rank(D) = 1 if and only if det(D) = n¯1 − n¯21 = 0, so if and
only if ¯1 is 0 or 1. The proof of the lemma is complete. 
It follows from Lemma 9 that M can be singular in two different ways, n¯21 − (n − 1)¯2 − ¯1 = 0 or ¯1 = ¯2. We
consider these two cases separately.
Lemma 10. If ¯1 = ¯2, then 1 = 2 = · · · = n−1 = 0 and 0 + n = 1.
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Proof. Since ¯1=¯2,we see, using (12), that 0=
∑n−1
i=1 aii , where a1=1 and ai=
(
n−1
i−1
)
−
(
n−2
i−2
)
for i=2, 3, . . . , n−1.
Since ai > 0 for all i, we conclude that 1 = 2 = · · · = n−1 = 0. It follows that 0 + n = 1.
Theorem 11. Assume  is permutation-invariant and ¯1 = ¯2.
(1) If ¯1 = 0, then all optimal solutions to (3) are of the form f (∅) +
∑n
i=1 cixi , where ci ∈ R for i = 1, 2, . . . , n.
(2) If ¯1=1, then all optimal solutions to (3) are of the form f (N)+
∑n
i=1 ci(xi −1),where ci ∈ R for i=1, 2, . . . , n.
(3) If 0< ¯1 < 1, then all optimal solutions to (3) are of the form f (∅)+ (f (N)−f (∅))x1 +
∑n
i=2 ci(xi −x1), where
ci ∈ R for i = 1, 2, . . . , n.
Proof. If ¯1 = 0, then by Lemma 10, (∅)= 1 and (X)= 0, for all X = ∅. In this case, the matrix M has 1 as its (1,1)
entry and 0 everywhere else, and  has f (∅) as its ﬁrst entry and 0 everywhere else. A particular solution to Mb∗ = 
is then the constant function f (∅), and a basis for the nullspace of M is {x1, . . . , xn}.
If ¯1 = 1, then by Lemma 10, (N) = 1 and (X) = 0, for all X ⊂ N . In this case, all the entries in M equal 1, and
all the entries in  equal f (N). A particular solution to Mb∗ =  is the constant function f (N), and a basis for the
nullspace of M is {x1 − 1, . . . , xn − 1}.
If 0< ¯1 < 1, then, by Lemma 10, (∅) and (N) are nonzero, but (X)= 0 for all other sets X ⊆ N . Moreover, the
matrixM has rank 2 by Lemma 9. It is easy to see that a particular solution b∗ to (3) is fb∗(x)=f (∅)+(f (N)−f (∅))x1,
since ‖f − fb∗‖ = 0. A basis for the nullspace of M in this case is {x2 − x1, x3 − x1, . . . , xn − x1}. 
To treat the case when ¯1 = ¯2 and n¯21 − (n − 1)¯2 − ¯1 = 0, we will need the following lemmas.
Lemma 12. Let z1, z2, . . . , zn0.Then (
∑n
i=1 izi)2(
∑n
i=1 zi)(
∑n
i=1 i2zi).Moreover, the equality holds if and only
if at most one of z1, z2, . . . , zn is nonzero.
Proof. We have
(
n∑
i=1
zi
)(
n∑
i=1
i2zi
)
=
n∑
i=1
i2z2i +
∑
1 i<jn
(i2 + j2)zizj 
n∑
i=1
i2z2i + 2
∑
1 i<jn
ijzizj =
(
n∑
i=1
izi
)2
.
Notice that the equality holds if and only if zizj = 0, for all 1 i < jn, which means at most one of z1, z2, . . . , zn
is nonzero. 
Lemma 13. Assume ¯1 = ¯2. Then n¯21 − (n− 1)¯2 − ¯1 = 0 if and only if 0 = · · · = m−1 = m+1 = · · · = n = 0,for some m ∈ {1, 2, . . . , n − 1}.
Proof. First, suppose 0 =· · ·=m−1 =m+1 =· · ·=n =0, for somem ∈ {1, 2, . . . , n−1}. Since  is permutation-
invariant, we have that m = 1/
(
n
m
)
. It is then not hard to see that
¯1 =
(
n − 1
m − 1
)
m =
m
n
,
¯2 =
(
n − 2
m − 2
)
m =
m(m − 1)
n(n − 1) .
It follows that n¯21 − (n − 1)¯2 − ¯1 = 0.
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Conversely, suppose n¯21 − (n − 1)¯2 − ¯1 = 0. Notice that ¯1 = 1 +
∑n
i=2
(
n−1
i−1
)
i and (n − 1)¯2 =
∑n
i=2
(n−1)
(
n−2
i−2
)
i=
∑n
i=2(i−1)
(
n−1
i−1
)
i , so n¯
2
1−¯1−(n−1)¯2=n21−(1−2n
∑n
i=2
(
n−1
i−1
)
i )1+n(
∑n
i=2
(
n−1
i−1
)
i )
2 −∑ni=2i (n−1i−1 ) i . Thus n¯21 − ¯1 − (n − 1)¯2 = 0 implies
1 =
1
2n
⎛
⎜⎝1 − 2n n∑
i=2
(
n − 1
i − 1
)
i
±
√√√√√
(
1 − 2n
n∑
i=2
(
n − 1
i − 1
)
i
)2
− 4n
⎛
⎝n
(
n∑
i=2
(
n − 1
i − 1
)
i
)2
−
n∑
i=2
i
(
n − 1
i − 1
)
i
⎞
⎠
⎞
⎟⎠
= 1
2n
⎛
⎝1 − 2n n∑
i=2
(
n − 1
i − 1
)
i ±
√√√√1 + 4n n∑
i=2
(i − 1)
(
n − 1
i − 1
)
i
⎞
⎠
= 1
2n
⎛
⎝1 − 2 n∑
i=2
i
(
n
i
)
i ±
√√√√1 + 4 n∑
i=2
i(i − 1)
(
n
i
)
i
⎞
⎠= 1 − 2A ±
√
B
2n
,
where A = ∑ni=2 i (ni ) i and B = 1 + 4∑ni=2 i(i − 1) (ni ) i . If 1 = (1/2n)(1 − 2A − √B), we deduce from
B1 and 10 that 1 = 2 = · · · = n = 0, which establishes the lemma in this case. Thus, we are reduced to
1 = (1/2n)(1 − 2A +
√
B). Let C =∑ni=2 (ni ) i . Then 0 = 1 − n1 − C = 12 − √B/2 + D, where D = A −
C =∑ni=2 (i − 1) (ni ) i . Using 10 and 00 we conclude that 2D + 1√B2A− 1, and thus C =A−D1.
Furthermore, by squaring 2D + 1√B we have D2∑ni=2 i(i − 1) (ni ) i −D =∑ni=2 (i − 1)2 (ni ) i =E. On the
other hand, by setting zi =
(
n
i+1
)
i+1 for i = 1, 2, . . . , n − 1 and zn = 0 we deduce from Lemma 12 that D2CE.
It follows that D2 = CE = E. If E = 0, then 0 = 2 = · · · = n = 0, so the lemma holds. If E = 0, then C = 1,
which implies 0 =1 = 0. In addition, by Lemma 12, at most one of 2, 3, . . . , n is nonzero, and, again, the lemma
follows. 
Theorem 14. Assume that  is permutation-invariant, ¯1 = ¯2, and n¯21 − (n−1)¯2 − ¯1 =0, with 0 =· · ·=m−1 =
m+1 = · · · = n = 0, for some m ∈ {1, 2, . . . , n− 1}. Then fb∗(x)= f (∅)+
∑n
i=1 b∗i xi is an optimal solution to (3),
where
b∗i =
1(
n − 1
m − 1
)
⎛
⎝∑
Ri
(
n − r
m − r
)
aR +
∑
∅=R/i
1 − r
n − r
(
n − r
m − r
)
aR
⎞
⎠
.
Proof. We only need to approximate R for every R and then use linearity. If r = 0, R is its own best approximation,
which implies b∗=(1, 0, . . . , 0) is an optimal solution to (3). If r >m, it is easy to see that b∗=(0, . . . , 0) is an optimal
solution to (3). For the remaining case 1rm, we consider M˜b˜ = ˜, where M˜ and ˜ are given in (7). Using the fact
(m − s)¯s = (n − s)¯s+1 one can verify that b˜ = (0, ¯r/¯1, (1 − r)¯r/(n − r)¯1) is a solution to M˜b˜ = ˜. Although
M is singular here, if we put b∗∅ = 0, b∗{i} = ¯r/¯1 for i ∈ R, and b∗{j} = (1 − r)¯r/(n − r)¯1 for j /∈R, then b∗ is an
optimal solution to (3). Putting these solutions together for a general function f, as in (9), we have b∗0 = a∅ = f (∅) and,
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for i = 1, 2, . . . , n,
b∗i =
∑
Ri
b′1aR +
∑
R/i
b′′1aR =
∑
Ri,1 rm
¯r
¯1
aR +
∑
R/i,1 rm
(1 − r)¯r
(n − r)¯1
aR
= 1(
n − 1
m − 1
)
⎛
⎝∑
Ri
(
n − r
m − r
)
aR +
∑
∅=R/i
1 − r
n − r
(
n − r
m − r
)
aR
⎞
⎠ ,
since ¯s =
(
n−s
m−s
)
m, for s = 0, 1, . . . , n. 
Corollary 15. Assume that  is permutation-invariant, ¯1 = ¯2, and 0 = · · · = m−1 = m+1 = · · · = n = 0, for
some m ∈ {1, 2, . . . , n − 1}. Then all optimal solutions to (3) are of the form fb∗(x) + c · h(x), where fb∗ is given in
Theorem 14, c is any real number, and h(x) = −m + x1 + x2 + · · · + xn.
Proof. Here, the matrix M = [Mij ] satisﬁes M11 = 1,M1i = Mi1 = Mii = m/n for i > 1, and Mij = m(m −
1)/n(n − 1) for i = j . It is easy to see that the column matrix [−m 1 1 · · · 1]T is in the null space of M. Since
M has rank n by Lemma 9, this vector is a basis for the null space. The corollary then follows from
Theorem 14. 
5. Faithful approximation
Motivated by applications in game theory and the mathematical theory of evidence, Hammer and Holzman [3]
deﬁned the notion of a faithful linear approximation of a pseudo-Boolean function. LetL ⊆ F be the subspace of
linear pseudo-Boolean functions. For any given pseudo-Boolean function f, let
Lf = {g ∈L|g(00 · · · 0) = f (00 · · · 0) and g(11 · · · 1) = f (11 · · · 1)}.
As pointed out in [3], Lf is not in general a subspace of F, but it is an afﬁne space. Indeed, if g ∈ Lf , then
Lf = {g + h : h ∈ L0}, where 0 denotes the zero function, and L0 is a subspace of L. We are interested in
a best faithful linear random variable approximation to f, which means we want to minimize ‖f − g‖ over all
g ∈Lf . Using Lemma 2, an optimal solution may be obtained by ﬁrst ﬁnding A(f ) ∈L such that 〈f −A(f ), h〉 =
0 for all h ∈ L, and then ﬁnding A(f ) ∈ Lf such that 〈A(f ) − A(f ), g1 − g2〉 = 0 for all g1, g2 ∈ Lf ,
since
〈f − A(f ), g1 − g2〉 = 〈f − A(f ) + A(f ) − A(f ), g1 − g2〉
= 〈f − A(f ), g1 − g2〉 + 〈A(f ) − A(f ), g1 − g2〉 = 0.
In other words, if A(f ) is a best faithful linear approximation to f, then it minimizes ‖A(f ) − g‖ over all g ∈ Lf ,
where A(f ) is a best linear approximation to f.
Fix distinct elements i and j in N. Let C = {x ∈ Bn |xi = 0, xj = 1},D = {x ∈ Bn |xi = 1, xj = 0}. Also, for
t ∈ N\{i, j}, let Ct = {x ∈ C |xt = 1},Dt = {x ∈ D |xt = 1}. Finally, let
A(f )(x) − A(f )(x) = fˆ (x) = aˆ0 +
∑
i∈N
aˆixi .
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Since g(x) + xj − xi ∈Lf whenever g ∈Lf , we deduce from Lemma 2 that 〈fˆ , xj − xi〉 = 0, which gives
0 =
∑
x∈C
fˆ (x)(x) −
∑
x∈D
fˆ (x)(x) = aˆ0
(∑
x∈C
(x) −
∑
x∈D
(x)
)
+ aˆj
∑
x∈C
(x) − aˆi
∑
x∈D
(x)
+
∑
t∈N\{i,j}
aˆt
⎛
⎝∑
x∈Ct
(x) −
∑
x∈Dt
(x)
⎞
⎠
.
Now assume that  is permutation-invariant and 0 +n = 1. Then it is not hard to see that the above equation reduces
to yield aˆj = aˆi . Let
A(f )(x) = b∗0 +
n∑
i=1
b∗i xi and A(f )(x) = b¯0 +
n∑
i=1
b¯ixi .
Then, what we have shown is that b¯i − b∗i = b¯j − b∗j for all i, j ∈ N . Put 	= b¯1 − b∗1. Then
f (N) − f (∅) = f (11 · · · 1) − f (00 · · · 0) = A(f )(11 · · · 1) − A(f )(00 · · · 0) =
n∑
i=1
b¯i = n	+
n∑
i=1
b∗i .
Therefore,
	= f (N) − f (∅) −
∑n
i=1 b∗i
n
. (13)
Theorem 16. Let f (x) be a pseudo-Boolean function. Assume that  is permutation-invariant and 0 + n = 1. If
¯1 = ¯2, then there is a unique best faithful linear random variable approximation to f given by b¯0 +
∑n
i=1 b¯ixi where
b¯0 = f (∅) and
b¯i = 1
¯1 − ¯2
{i} −
1
n(¯1 − ¯2)
n∑
j=1
{j} +
1
n
(f (N) − f (∅)),
for i = 1, 2, . . . , n. If ¯1 = ¯2, then the functions f (∅)+ (f (N)− f (∅))xj , j = 1, 2, . . . , n, are optimal faithful linear
random variable approximations to f.
Proof. If ¯1 = ¯2, then the functions f (∅)+ (f (N)− f (∅))xj , j = 1, 2, . . . , n, are optimal linear approximations by
Theorem 11, and they are clearly faithful. (These are not all the optimal faithful linear approximations when ¯1 = ¯2.)
Assume ¯1 = ¯2. If n¯21 − (n − 1)¯2 − ¯1 = 0, then the theorem follows by substituting the expression for b∗i from
Theorem 7 into (13) and using the fact that b¯i = b∗i + 	.
Finally, suppose n¯21 − (n − 1)¯2 − ¯1 = 0. By Lemma 13 there exists m ∈ {1, 2, . . . , n − 1} such that 0 = · · · =
m−1 = m+1 = · · · = n = 0. Then ¯s =
(
n−s
m−s
)
m. In particular, ¯1 = m/n and ¯2 = m(m − 1)/(n(n − 1)). Hence
1
¯1 − ¯2
= n(n − 1)
m(n − m) .
Now, by Theorem 14 and Corollary 15, the coefﬁcient of xi , i = 1, 2, . . . , n, in an optimal linear approximation to f
deﬁned in (1) is
c∗i =
1(
n − 1
m − 1
)
⎛
⎝∑
Ri
(
n − r
m − r
)
aR +
∑
∅=R/i
1 − r
n − r
(
n − r
m − r
)
aR
⎞
⎠+ c,
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for some real number c. It follows from this that
n∑
i=1
c∗i =
1(
n − 1
m − 1
)
⎛
⎝∑
R⊆N
r
(
n − r
m − r
)
aR +
∑
∅=R⊂N
(n − r)1 − r
n − r
(
n − r
m − r
)
aR
⎞
⎠+ nc
= 1(
n − 1
m − 1
)
⎛
⎝∑
R⊆N
r
(
n − r
m − r
)
aR +
∑
R =∅
(1 − r)
(
n − r
m − r
)
aR
⎞
⎠+ nc
= 1(
n − 1
m − 1
) ∑
R =∅
(
n − r
m − r
)
aR + nc
and thus
c∗i −
1
n
n∑
j=1
c∗j =
1(
n − 1
m − 1
)
⎛
⎝∑
Ri
n − 1
n
(
n − r
m − r
)
aR +
∑
∅=R/i
(
1 − r
n − r −
1
n
)(
n − r
m − r
)
aR
⎞
⎠
= 1(
n − 1
m − 1
)
⎛
⎝∑
Ri
n − 1
n
(
n − r
m − r
)
aR −
∑
∅=R/i
n − 1
n
r
n − r
(
n − r
m − r
)
aR
⎞
⎠
= n − 1
m
(
n
m
)
(∑
Ri
(
n − r
m − r
)
aR −
∑
R/i
r
n − r
(
n − r
m − r
)
aR
)
.
Now, by using (10), (11), and the identity ( x
t
)− ( x−1
t−1
)
= x−t
x
(
x
t
)
one can show that
{i} −
1
n
n∑
j=1
{j} =
n − m
n
(
n
m
)
(∑
Ri
(
n − r
m − r
)
aR −
∑
R/i
r
n − r
(
n − r
m − r
)
aR
)
.
It then follows that
1
¯1 − ¯2
⎛
⎝{i} − 1
n
n∑
j=1
{j}
⎞
⎠= c∗i − 1n
n∑
j=1
c∗j .
Since in this case
b¯i = c∗i + 	= c∗i −
1
n
n∑
j=1
c∗j +
1
n
(f (N) − f (∅)),
the theorem follows. 
This result agrees with Theorem 3 of [1] when f (∅)= 0, which is the case when f corresponds to a game. (We note
that Charnes et al. tacitly assume that ¯1 = ¯2, since if these were equal, then the denominator in the formula given
in Theorem 3 of [1] would be zero by Lemma 11.) In particular, suppose f (∅) = 0. Deﬁne a permutation-invariant
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measure  by 0 = n = 0 and
s =
(
n − 2
s − 1
)−1
∑n−1
t=1
(
n
t
)(
n − 2
t − 1
)−1 ,
for s = 1, 2, . . . , n − 1. Then the b¯i , i = 1, 2, . . . , n, are the Shapley values of the game f (cf. [1, Theorem 4]).
6. Binomial distribution
Assume that we have a probability measure deﬁned on B such that the probability of a 1 is p and the probability of a 0
is q=1−p. OnBn, we let  be the corresponding product probability measure. That is, if x contains precisely s 1’s, then
(x)=psqn−s . We will refer to such a measure onBn as a binomial distribution. Notice that  is permutation-invariant.
Lemma 17. If  is a binomial distribution, then ¯s = ps for s = 0, 1, . . . , n.
Proof. We have
¯s =
n∑
i=s
(
n − s
i − s
)
i =
n∑
i=s
(
n − s
i − s
)
piqn−i = ps
n−s∑
j=0
(
n − s
j
)
pjqn−s−j = ps(p + q)n−s = ps. 
Our goal is the following result.
Theorem 18. Assume  is a binomial distribution. If fb∗ is the best degree k approximation to f, then
b∗T = aT + (−1)k−t
∑
R⊇T ,|R|>k
pr−t
(
r − t − 1
k − t
)
aR for all T ∈Nk . (14)
This formula agrees with Proposition 7.1 of Grabisch–Marichal–Roubens [2] when p = 12 , which is the case of a
uniform distribution. The proof of Proposition 7.1 in [2] uses (5), and, as we have seen, (5) does not extend to our
general weighted setting. However, below we will show that (5) does extend in the case of a binomial distribution. One
could then use this extension about expected values of derivatives and similar reasoning to that in [2], replacing the
Banzhaf index IB(S) by the quantity
∑
T⊇S pt−saT (cf. [2, (6)]), to give a proof of our Theorem 18. However, we will
give a direct proof that does not use this extension.
Let  be any probability measure on Bn. Let l(x) denote the best linear random variable approximation to f. Fix
i ∈ N . Let C = {x ∈ Bn |xi = 0},D = {x ∈ Bn |xi = 1}. By Lemma 2, 〈f − l, 1〉 = 0, 〈f − l, xi〉 = 0, and
〈f − l, xi − 1〉 = 0. That is∑
x∈Bn
l(x)(x) =
∑
x∈Bn
f (x)(x),
∑
x∈D
l(x)(x) =
∑
x∈D
f (x)(x),
∑
x∈C
l(x)(x) =
∑
x∈C
f (x)(x).
These are the extensions to our setting of Eqs. (2.3), (2.4), and (2.5) of [3]. The reason why (5) fails, even when k = 1,
for a general probability measure is that the extension of (5) does not, in general, follow from the above three equations.
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However, we now show that the extension of Eq. (5) does hold for a binomial distribution. For the remainder of this
section, we assume that  is a binomial distribution.
Notice that if (y1, . . . , yi−1, 0, yi+1, . . . , yn) ∈ C, then
(y1, . . . , yi−1, 0, yi+1, . . . , yn) = q
p
(y1, . . . , yi−1, 1, yi+1, . . . , yn).
Similarly, if (z1, . . . , zi−1, 1, zi+1, . . . , zn) ∈ D, then
(z1, . . . , zi−1, 1, zi+1, . . . , zn) = p
q
(z1, . . . , zi−1, 0, zi+1, . . . , zn).
Recall that i denotes differentiation with respect to xi . Then
∑
x∈Bn
(i l(x)) (x) =
∑
x∈Bn
l(x1, . . . , xi−1, 1, xi+1, . . . , xn)(x)
−
∑
x∈Bn
l(x1, . . . , xi−1, 0, xi+1, . . . , xn)(x)
=
∑
x∈D
l(x)(x) +
∑
x∈D
l(x)
q
p
(x) −
∑
x∈C
l(x)(x) −
∑
x∈C
l(x)
p
q
(x)
=
(
1 + q
p
)∑
x∈D
l(x)(x) −
(
1 + p
q
)∑
x∈C
l(x)(x)
=
(
1 + q
p
)∑
x∈D
f (x)(x) −
(
1 + p
q
)∑
x∈C
f (x)(x)
=
∑
x∈Bn
(if (x)) (x).
One can now continue reasoning recursively, as in [3], to obtain the following result, which is the extension to the
binomial distribution case of [3, Theorem 4.2].
Theorem 19. Assume  is a binomial distribution. Given a pseudo-Boolean random variable f and an integer k, the
best approximation of degree at most k to f is the unique random variable f ∗ of degree at most k such that the mth
order derivatives of f and f ∗ have the same expected value for m = 0, 1, . . . , k.
We now give a direct proof of Theorem 18 that does not use Theorem 19. We will need the following lemma.
Lemma 20. If a and b are real numbers, and m is a nonnegative integer, then
m∑
j=0
(−1)j
(
a + b
j
)(
b − j
m − j
)
= (−1)m
(
a + m − 1
m
)
.
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Proof. For any 
(x) =∑∞n=0 
nxn, we write cn[
] = 
n. Then(
a + m − 1
m
)
= cm[(1 − x)−a]
= cm
[
(1 − x)b
(
1 + x
1 − x
)a+b]
= cm
⎡
⎣(1 − x)b ∞∑
j=0
(
a + b
j
)(
x
1 − x
)j⎤⎦
=
∞∑
j=0
(
a + b
j
)
cm
[
(1 − x)b
(
x
1 − x
)j]
=
∞∑
j=0
(
a + b
j
)
cm
[
xj (1 − x)b−j
]
=
m∑
j=0
(
a + b
j
)
cm−j
[
(1 − x)b−j
]
=
m∑
j=0
(
a + b
j
)(
b − j
m − j
)
(−1)m−j ,
so the result follows. 
Proof of Theorem 18. To prove Theorem 18, we only need to verify that (14) satisﬁes (4). For any R ⊆ N , let
Rk = {X ⊆ R : |X|k}. Then, for any S ∈Nk ,
∑
T ∈Nk
¯(S ∪ T )b∗T =
∑
T ∈Nk
¯(S ∪ T )aT +
∑
T ∈Nk
∑
R⊇T ,|R|>k
(−1)k−tpr−t+|S∪T |
(
r − t − 1
k − t
)
aR
=
∑
T ∈Nk
¯(S ∪ T )aT +
∑
R⊆N,|R|>k
∑
T ∈Rk
(−1)k−tpr+s−|S∩T |
(
r − t − 1
k − t
)
aR .
Let |S ∩ R| = d. Since dsk < r , it follows that
∑
T ∈Rk
(−1)k−tpr+s−|S∩T |
(
r − t − 1
k − t
)
=
d∑
i=0
min{k−i,r−d}∑
j=0
(−1)k−i−jpr+s−i
(
r − i − j − 1
k − i − j
)(
d
i
)(
r − d
j
)
.
Let m = k − i, a = i + 1 − d , and b = r − i − 1. Then we deduce from Lemma 20 that
min{k−i,r−d}∑
j=0
(−1)k−i−j
(
r − i − j − 1
k − i − j
)(
r − d
j
)
=
min{m,a+b}∑
j=0
(−1)m−j
(
b − j
m − j
)(
a + b
j
)
=
m∑
j=0
(−1)m−j
(
b − j
m − j
)(
a + b
j
)
=
(
a + m − 1
m
)
=
(
k − d
k − i
)
.
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This implies
∑
T ∈Rk
(−1)k−tpr+s−|S∩T |
(
r − t − 1
k − t
)
=
d∑
i=0
pr+s−i
(
d
i
)(
k − d
k − i
)
= pr+s−d = p|S∪R| = ¯(S ∪ R),
and thus∑
T ∈Nk
¯(S ∪ T )b∗T =
∑
T ∈Nk
¯(S ∪ T )aT +
∑
R⊆N,|R|>k
¯(S ∪ R)aR
=
∑
T ∈Nk
¯(S ∪ T )aT +
∑
T⊆N,|T |>k
¯(S ∪ T )aT
=
∑
T⊆N
¯(S ∪ T )aT
=
∑
T⊆N
⎛
⎝ ∑
X⊇S∪T
(X)
⎞
⎠ aT
=
∑
X⊇S
⎛
⎝∑
T⊆X
aT
⎞
⎠ (X) = ∑
X⊇S
f (X)(X)
= S. 
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