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Abstract. Image texture extraction and analysis are fundamental steps
in Computer Vision. In particular, considering the biomedical field, quan-
titative imaging methods are increasingly gaining importance since they
convey scientifically and clinically relevant information for prediction,
prognosis, and treatment response assessment. In this context, radiomic
approaches are fostering large-scale studies that can have a significant
impact in the clinical practice. In this work, we focus on Haralick features,
the most common and clinically relevant descriptors. These features are
based on the Gray-Level Co-occurrence Matrix (GLCM), whose computa-
tion is considerably intensive on images characterized by a high bit-depth
(e.g., 16 bits), as in the case of medical images that convey detailed visual
information. We propose here HaraliCU, an efficient strategy for the
computation of the GLCM and the extraction of an exhaustive set of the
Haralick features. HaraliCU was conceived to exploit the parallel compu-
tation capabilities of modern Graphics Processing Units (GPUs), allowing
us to achieve up to ∼20× speed-up with respect to the corresponding
C++ coded sequential version. Our GPU-powered solution highlights the
promising capabilities of GPUs in the clinical research.
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1 Introduction
Texture analysis has been effectively used in the classification and categorization
of pictorial data in several Computer Vision tasks, such as object detection [1]
and representation [2]. More specifically, texture features allow for quantitative
analyses of the properties concerning scenes or objects of interest. Even though
Deep Learning has recently gained ground, conventional Machine Learning mod-
els built on top of hand-engineered features remain fundamental in practical
applications, especially thanks to the interpretability of the results [3]. With
particular reference to biomedicine, quantitative imaging methods are increas-
ingly gaining importance since they convey scientifically and clinically relevant
information for prediction, prognosis, and treatment response assessment [4].
In this context, radiomic approaches are encouraging large-scale studies that
can have a significant impact in the clinical practice [5]. Radiomics aims at
extracting huge amounts of features from medical images and then mining them
by means of cutting-edge computational techniques [6]. By so doing, radiomics
exploits advanced imaging features to objectively and quantitatively describe
tumor phenotypes [5]. Recently, radiomic studies have drawn considerable interest
due to the potentialities for predicting treatment outcomes and cancer genetics,
which may have important applications in personalized medicine [6, 7]. Relying
on the idea that radiomic features convey information about the different cancer
phenotypes, they enable quantitative measurements for intra- and inter-tumoral
heterogeneity.
The radiomic features can be essentially divided into four classes [8]. The
first class comprises features related to region-based measurements (i.e., size,
shape, diameter), while the other classes can be described as first-, second-,
and higher-order statistical outputs, respectively. First-order statistical features
concern the gray-level intensity histogram of a Region of Interest (ROI), such as
mean, median, standard deviation, minimum, maximum, quartiles, kurtosis, and
skewness. The second-order statistics consider texture analysis, which describes
the texture of the ROI, by relying on the Gray-Level Co-occurrence Matrix
(GLCM) that stores the co-occurrence frequency of similar intensity levels over
the region (i.e., intensity value pairs). An alternative technique belonging to the
second-order statistical outputs is fractal-based texture analysis, which examines
the difference between pixels at different length scales (i.e., offset differences) [9].
Lastly, the higher-order methods extract repetitive or non-repetitive patterns
by using kernel functional transformations, as in the case of the Gray-Level
Run Length Matrix (GLRLM), which gives the size of homogeneous runs for
each gray-level [10], and the Gray-Level Zone Length Matrix (GLZLM), which
provides information on the size of homogeneous zones for each gray-level [11].
Moreover, some popularly used descriptors in transformed domains are Fourier
transform, Wavelets, and Gabor filters [12, 13].
Among the available radiomic descriptors, Haralick features are the most
commonly used and clinically relevant [14, 15], allowing radiologists to assess image
regions characterized by heterogeneous/homogeneous areas or local intensity
variations [16]. GLCM-based texture features have been extensively exploited in
several medical image analysis tasks, such as breast Ultrasound (US) classification
[17], brain tissue segmentation on Magnetic Resonance (MR) images [18], and
volume-preserving non-rigid lung Computed Tomography (CT) image registration
[19]. Unfortunately, the computation of these features is considerably intensive
on images characterized by a high bit-depth (e.g., 16 bits), such as in the case of
medical images that have to convey detailed visual information [20]. As a matter
of fact, with the existing computational tools, the range of intensity values of
an image must be reduced and limited to achieve an efficient radiomic feature
computation [7].
In this work, we propose a novel strategy to compute the GLCM and extract
an exhaustive set of the Haralick features. In particular, we aim at overcoming
the limitations of the available feature extraction and radiomics tools that cannot
effectively manage the full-dynamics of gray-scale levels. Our method, called
HaraliCU, can offload the computations onto the GPU cores, thus allowing us
to drastically reduce the running time required by the execution on Central
Processing Units (CPUs).
This manuscript is organized as follows. Sect. 2 introduces the fundamental
concepts regarding the GLCM-based textural features by presenting also the
set of the extracted Haralick features. Sect. 3 introduces the Compute Unified
Device Architecture (CUDA) and summarizes the state-of-the-art of the available
software for Haralick feature extraction. Sect. 4 describes HaraliCU in details.
The achieved results are shown and discussed in Sect. 5. Finally, some concluding
remarks and future developments of this work are given in Sect. 6.
2 Haralick Features
Haralick features contain data about image textural characteristics, e.g., homo-
geneity, gray-tone linear dependencies, contrast, number and nature of boundaries
present, along with indices of the inherent complexity of the image. All these
features are calculated according to a GLCM.
2.1 GLCM: Basic Concepts
Formally, a GLCM with size L×L, where L represents the maximum number of
gray-levels according to the quantization scheme, denotes the second-order joint
probability function p(i, j) of an image region—where i, j ∈ [0, 1, . . . , L− 1] are
gray-levels—defined as P(i, j). The GLCM considers the mapping of the initial
full dynamics due to computational limitations.
In what follows, we will refer to two neighboring pixels, separated by a distance
δ along an orientation θ, as the pair 〈reference, neighbor〉, where the reference pixel
has gray-level equal to i, while the neighbor pixel is characterized by a gray-level
j. More specifically, given a sliding window of size ω × ω, the 〈i, j〉-th element of
the matrix P(i, j|δ, θ, ω) represents the number of times that the combination
of the levels i and j occurs in two pixels 〈reference, neighbor〉 inside the sliding
window, which are separated by a distance of δ pixels along the orientation θ.
The distance δ is defined according to the infinity norm `∞. The undirected and
directed distances denote the symmetric and non-symmetric GLCM, respectively,
in terms of conditional co-occurrence probabilities. In some specific applications,
valuable information could be lost in the symmetric approach [15]. Specifically:
– when computing the symmetric GLCM Ps, since the pairs of gray-levels 〈i, j〉
and 〈j, i〉 are considered as the same element in Ps, the frequency of both
〈i, j〉 and 〈j, i〉 is increased, so the resulting GLCM is symmetric across its
main diagonal;
– when computing the non-symmetric GLCM Pns, the pairs of gray-levels 〈i, j〉
and 〈j, i〉 are considered separately in Pns.
In medical imaging, the selection of δ and θ used for the GLCM computation
could depend on the specific application. For instance in breast US, the direction
θ = 90◦ coincides with the direction of US propagation [17]. In order to obtain
rotationally invariant features, it is common to average the GLCM-based statistics
achieved over the four directions θ ∈ {0◦, 45◦, 90◦, 135◦}.
2.2 Haralick Features in Medical Imaging
As a first step, we conducted an in-depth analysis of the literature to accurately
define an exhaustive set of the Haralick features and avoid both ambiguities
and redundancies. In the literature, some features exhibited potential in the
characterization of the cancer imaging phenotype. For instance, entropy was
shown to be a promising quantitative imaging biomarker for characterizing
cancer heterogeneity, although it could be affected by acquisition protocols in
multi-institutional studies [21]. With regard to the computation of the GLCM-
based features, HaraliCU exploits the existing dependencies among Haralick
features. Indeed, Gipp et al. [22] pointed out that some features can exploit some
calculations pertaining to other features or intermediate results.
Considering the process of image digitalization, the compression of the initial
intensity range is called quantization, which is generally irreversible and results
in loss of information. For instance, in the case of texture features based on the
Standardized Uptake Value (SUV) [23] within the tumor, a quantization phase
is involved. Orlhac et al. [24] compared the different quantization strategies in
metabolic activity pattern identification, by showing that they might significantly
affect the texture values. In [25], the Positron Emission Tomography (PET)-
derived texture features were calculated by quantizing the tumor voxel intensities
with similar uptake to the same value. A similar study on Haralick features
computed on the Apparent Diffusion Coefficient (ADC) MR images was presented
in [16]. Even though the authors claimed that the impact of noise is reduced,
this gray-scale compression could considerably decrease the discriminating power
in feature-based classification tasks [26]. However, the main practical argument
for the gray-scale compression is the computational cost. Therefore, to fully
justify this choice, more advanced and adaptive quantization schemes should be
devised [16]. With reference to the normalization of CT-based radiomics [27], the
influence of gray-level quantification on radiomic feature stability for different
CT scanners, tube currents and slice thickness was investigated in [28].
3 State-of-the-art
The main limitation of the existing radiomics tools concerns their inability to
deal with the full dynamics of 16-bit images, meaning that they are not capable
of extracting the feature maps by preserving the initial gray-scale range. This
drawback is emphasized when handling feature extraction tasks on the whole
input image, especially for image classification purposes.
The aim of our approach is to tackle these issues, by effectively computing the
feature maps for high-resolution images with their full dynamics. Since the calcu-
lation of Haralick features represents an embarrassingly parallel problem, several
High-Performance Computing (HPC) technologies can be exploited. Among them,
General-Purpose Computing on GPUs (GPGPU) is one of the most promising
approaches. With reference to the existing Single Instruction Multiple Data
(SIMD) architectures, NVIDIA CUDA is one of the most widespread and popular
options [29]. CUDA is designed to exploit the parallelism provided by many-core
GPUs for general-purpose scientific computing. Specifically, the idea is to offload
intrinsically parallel calculations from the CPU, called the host, onto one or more
devices (the GPUs) by means of kernels, that is, functions launched from the
host and replicated in multiple threads running on the GPU cores.
CUDA threads are logically subdivided into thread blocks which, in turn, are
organized in block grids. From a hardware standpoint, blocks are distributed
over the GPU Streaming Multiprocessors (SMs) for their execution. When the
blocks outnumber the available SMs, they are queued by the CUDA scheduler,
transparently scaling the performance on different GPUs. Indeed, the higher the
number of SMs, the higher the number of blocks running at the same time. The
threads in execution on an SM are organized in tight groups of 32 threads named
warps, which are executed in locksteps. Thus, blocks smaller than 32 threads
imply a reduced occupancy of the GPU resources. In addition, due to this peculiar
pattern of execution, any divergent path taken by some threads in a warp (e.g., the
consequence of a conditional if-then-else statement) causes a serialization of
the execution until re-convergence, affecting the overall performance. Therefore,
in order to achieve optimal performance, CUDA code must be optimized to
prevent any branch divergence in the execution.
CUDA has also a complex memory hierarchy, characterized by multiple mem-
ory types that provide different advantages and drawbacks. Notable examples
are the global memory (large, visible by all threads, and affected by high access
latency) and the shared memory (very small and used for intra-block communica-
tions with very slow access latency). A careful optimization of the data structures
in these memories is mandatory to achieve the theoretical peak performance.
Moreover, since any memory transfer between the host and device is very time
consuming, they should be reduced as much as possible. Due to these peculiarities,
CUDA programming could be challenging and generally requires the redesign of
existing algorithms [30].
GPUs are representing an enabling factor for feasible computational solutions
in medical image analysis [31, 32]. Over the last years, GPUs proved to be
fundamental for the practical use of computationally demanding algorithms
[30], like the efficient training of deep neural networks [33]. Considering the
GPU-accelerated Haralick feature extraction methods, Gipp et al. [22] proposed
a packed representation of the symmetric GLCM, by storing only the rows and
columns with non-zero elements. Afterwards, the Haralick features are computed
by means of the lookup table that maps the index of the packed co-matrix. This
clever solution reduces the accesses to global memory and, in turn, reduces the
latencies due to memory reads, strongly improving the overall performances.
The authors applied this implementation to cell images with 12-bit intensity
depth. Tsai et al. [34] proposed an indirect encoding scheme for storing the
GLCM, named the meta GLCM array, designed to fully exploit the GPU memory
hierarchy. This approach was tested on brain MR images.
4 The Proposed GPU-accelerated Method
Medical images convey a valuable amount of information, in terms of image
resolution as well as pixel depth, which should be maintained for automated
processing [20], since additional clinically useful pictorial details could be identified
with respect to the naked eye perception. For these motivations, in the proposed
approach, we aimed at keeping the whole initial information provided by the
full dynamics of the gray-levels (i.e., 16 bits in the case of biomedical images),
by efficiently managing the memory. As a matter of fact, the state-of-the-art
methods exhaust the physical memory, such as in the case of the MatLab built-in
function graycomatrix, even if running on machines equipped with 16 GB of
RAM.
HaraliCU aims at supporting the user by providing low-level control. Indeed,
the user can set the distance offset δ, the orientation θ, and the window size
ω × ω, while the neighborhood N is defined according to δ and θ. Therefore, the
features can be computed for the four directions and then averaged to obtain
a single aggregate value. The user can also set the padding conditions for the
border pixels, either by choosing the zero padding or the symmetric padding. The
number of quantized gray-levels Q can be also provided; HaraliCU linearly maps
the initial minimum and maximum gray-levels onto 0 and Q− 1, respectively, in
order to avoid the loss of a considerable amount of intensity bins.
The accuracy of the proposed efficient GLCM computation approach was
evaluated against the built-in function graycomatrix provided by MatLab. The
computation of the Haralick features was carefully compared against the gray-
coprops function, which provides only the contrast, correlation, energy (i.e.,
angular second moment), and homogeneity features. For the other features, we
relied also on a MatLab implementation publicly available on MatLab Central1. It
is worth to note that our comparison was limited to the use of L = 28 gray-levels
for the computation of the GLCM due to the computational limitations of the
MatLab implementation. As a matter of fact, the graycomatrix function requires
a double-precision L×L GLCM, by exceeding the main memory even in the case
of 16 GB of RAM.
Since allocating a GLCM with 216 rows and columns for each sliding window
is memory demanding, and also considering that the size of each GLCM is
strictly related to the number of different gray-levels inside the considered sliding
window, we designed an effective and efficient encoding. More specifically, our
novel encoding consists in storing each GLCM by using a list-based data structure
in which every element of the list is a pair 〈GrayPair, freq〉, where GrayPair is a
pair 〈i, j〉 of gray-levels and freq is the corresponding frequency (i.e., number of
occurrences of the pair 〈i, j〉) inside the considered sliding window. The number
of possible different elements composing the GLCM is given by the number of
pairs 〈reference, neighbor〉 that can be identified inside the sliding window, taking
into account the distance δ. The exact number of elements is provided by the
following equation: #GrayPairs = ω2 − ωδ. The GLCM is dynamically computed
by using the following procedure:
1. each pair 〈reference, neighbor〉, with gray-levels equal to 〈i, j〉, belonging to
the sliding window is evaluated;
2. when a pair 〈i, j〉 is found, if the corresponding GrayPair element in the list
exists, its frequency freq is incremented; otherwise, a new element GrayPair,
with freq equal to 1, is allocated and appended to the end of the list.
This simple but efficient encoding allows for removing all the zero elements
inside the GLCM. In addition, when the GLCM symmetry is exploited, the length
of the list is halved: indeed, the pairs 〈i, j〉 and 〈j, i〉 are considered as the same
pair and the frequency of the pair 〈i, j〉 is doubled.
Considering that there are no dependencies between the sliding windows, we
assigned each pixel of the input image to a GPU thread. In such a way, each
thread computes all the features related to its pixel, which represents the center
of the corresponding window. As a matter of fact, since a medical image could
be often composed of more than 250 thousand pixels, involving the same number
of sliding windows in the feature map computation, GPUs—thanks to their
high number of threads that can be executed in parallel—are the most suitable
co-processors to parallelize the required massive computational workload. In order
to maximize the GPU performance and to fully exploit the GPU acceleration, we
created a bi-dimensional structure for both the number of blocks and the number
of threads. We fixed the number of threads to 16 for both the components of the
bi-dimensional structure, while the number of blocks for each component of the
corresponding bi-dimensional structure strictly depends on the number of the
1 https://uk.mathworks.com/matlabcentral/fileexchange/22187-glcm-texture-
features
pixels (#pixels) composing the input image, and can be calculated as follows:
nblocks =
{
n̂, if n̂2 ≥ d#pixels256 e
1, otherwise
.
We used 16 threads in each component to take into consideration the CUDA
warp size (i.e., 32 threads) as well as the limited number of registers.
Each thread processes a sliding window, that is, a subset of the pixels of
the original image. Hence, all threads fetch from the GPU’s global memory
the pixels that are necessary for the calculations. However, some pixels may
be shared by partially overlapping windows, a circumstance that introduces
unnecessary latencies in the execution and might be mitigated by exploiting the
shared memory. We will investigate this feature in a next release of HaraliCU.
5 Experimental Results
As described in the previous section, we validated HaraliCU by comparing the
values of the features contrast, correlation, energy, and homogeneity with those
extracted using the built-in functions graycomatrix.
5.1 Test Images
For the tests presented here, we considered two medical datasets characterized
by different modalities and image size:
– axial T1-weighted Fast Field Echo contrast-enhanced MR sequences of brain
metastases (matrix size: 256×256 pixels, pixel spacing: 1.0 mm, slice thickness:
1.5 mm), where the extracted features can be applied to segmentation and
classification tasks [18, 35];
– axial contrast-enhanced CT series of high-grade serous ovarian cancer (matrix
size: 512 × 512 pixels, pixel spacing: ∼ 0.65 mm, slice thickness: 5.0 mm),
where texture features can evaluate intra- and inter-tumoral heterogeneity
[36, 37]. Pelvic lesions only were selected for this work.
In both cases, the intensity depth is 16 bits.
5.2 Computational Results
The existing versions of Haralick feature extraction tools are typically charac-
terized by prohibitive running times, making them unfeasible in the clinical
research. Moreover, these tools are not capable of taking into consideration the
full dynamics of gray-scale levels; we therefore developed a memory-efficient CPU
version of HaraliCU (coded in C++), which overcomes this limitation and was
also used as a benchmark to show the advantages of exploiting the GPUs to







Fig. 1. Examples of feature maps obtained by HaraliCU by considering the full dynamics
of gray-scale levels: (a) axial contrast-enhanced T1-weighted MR image of enhancing
brain metastatic cancer; (b) axial venous phase contrast enhanced CT image of a patient
with high-grade serous ovarian cancer showing the partly calcified and cystic ovarian
tumor (red ROI) and omental disease (not outlined). The original images are shown in
the leftmost panel. The ROIs (i.e., the tumor regions) are highlighted with a red contour
and the corresponding cropped sub-images containing the ROIs are zoomed at the
bottom right of each sub-figure. In the rightmost panel, we show four selected feature
maps for the ROI-centered cropped images, namely: contrast, correlation, difference
entropy and homogeneity. In both cases, the features were extracted by using δ = 1 and
averaging over θ ∈ {0◦, 45◦, 90◦, 135◦} to enrich the visual content. We selected ω = 5
and ω = 9 for the brain metastasis MR and the ovarian cancer CT images, respectively.

















Fig. 2. Speed-up achieved by the GPU-powered version of HaraliCU, with respect to
the C++ counterpart, on brain metastatic tumor MR and ovarian cancer CT images,
by considering 28 intensity levels, enabling and disabling the GLCM symmetry, and
considering ω ∈ {3, 7, 11, 15, 19, 23, 27, 31}. Blue and green lines denote the speed-up
trend considering brain metastasis MRI images, while red and violet lines are used for
ovarian cancer CT images.
We first show in Figs. 1a and 1b two examples of input images along with
the corresponding feature maps of four selected descriptors in the case of brain
metastatic tumor MR and ovarian cancer CT images, respectively, to evaluate
the correctness of our implementation. From the computational point of view,
our C++ implementation resulted extremely efficient with respect to the MatLab
version, based on the graycomatrix and graycoprops functions, to extract
Haralick features on a brain metastasis MR image. As a matter of fact, by
varying the gray-scale range from 24 to 29 levels, we achieved speed-up values
around 50× and 200×, respectively.
As a second step, we compared the computational performance of our single
core CPU version and GPU-powered versions of HaraliCU to extract all the
provided features, to assess the capabilities of the parallel implementation. The
GPU version of HaraliCU was run on an NVIDIA GeForce GTX Titan X (3072
cores, clock 1.075 GHz, 12 GB of RAM), CUDA toolkit version 8 (driver 387.26),
running on a workstation with Ubuntu 16.04 LTS, equipped with a CPU Intel
Core i7-2600 CPU (clock 3.4 GHz) and 8 GB of RAM. The CPU version of
HaraliCU was run on the same workstation, relying on the computational power
provided by the CPU Intel Core i7-2600 CPU. The CPU version was compiled by
using the GNU C++ compiler (version 5.4.0) with optimization flag -O3, while
the GPU version was compiled with the CUDA Toolkit 8.0 by exploiting the
optimization flag -O3 for both CPU and GPU code.



















Fig. 3. Speed-up achieved by the GPU-powered version of HaraliCU, with respect to
the C++ counterpart, on brain metastatic tumor MR and ovarian cancer CT images,
by considering 216 intensity levels, enabling and disabling the GLCM symmetry, and
considering ω ∈ {3, 7, 11, 15, 19, 23, 27, 31}. Blue and green lines denote the trend
considering brain metastatic tumor MRI images, while red and violet lines are used for
ovarian cancer CT images.
In order to collect statistically sound results and take into consideration
the variability and the heterogeneity typically characterizing these images, we
randomly selected 30 images from 3 different patients (10 per patient) affected
by brain metastases and 30 images from 3 different patients affected by ovarian
cancer. We tested both versions of HaraliCU by considering different window
sizes, that is, ω ∈ {3, 7, 11, 15, 19, 23, 27, 31}, as well as two different intensity
levels (i.e., 28 and 216). For each combination of ω and intensity levels, we also
enabled and disabled the GLCM symmetry to evaluate how the symmetry affects
the running time of HaraliCU. It is worth noting that the measurements of the
execution time of HaraliCU include the data transfer between the host memory
and the device memory.
Figs. 2 and 3 show the speed-up achieved by the GPU-powered version of
HaraliCU. Considering only 28 intensity levels, the speed-up increases almost
linearly; in addition, by disabling the GLCM symmetry and using ω = 31
we obtained the highest speed-ups of 12.74× and 12.71× on brain metastasis
(256×256 pixels) and ovarian cancer images (512×512 pixels), respectively. When
the full dynamic of the gray-scale levels (i.e., 216) is considered, the GPU-powered
version of HaraliCU outperforms the sequential counterpart, achieving speed-ups
up to 15.80× with ω = 31 and 19.50× with ω = 23, on brain metastasis and
ovarian cancer images, respectively. Taking into account ovarian cancer images,
when ω is greater than 23 pixels the speed-up decreases for two reasons. Firstly,
each thread, which is associated with a pixel, must consider more neighbor pixels
that might have very different gray-level intensities, since their values are in the
range [0, 1, . . . , 216 − 1]. This corresponds in increasing the required workload
that each thread must perform; since the GPU cores have a lower clock frequency
than CPU cores, the speed-up is reduced. Secondly, the GPU resources are
saturated since the GLCM size associated with each thread may increase due
to the high full-dynamic range. In this specific situation, the total GLCM size
might overwhelm the dimension of the global memory and some threads handle
different pixels, computing the corresponding Haralick features in a sequential
way, decreasing the number of threads running in parallel.
The source code and the instructions for the compilation and execution of
HaraliCU are available under the GNU GPL v3.0 license on GitHub at the
following URL: https://github.com/andrea-tango/HaraliCU. HaraliCU requires
an NVIDIA GPU, CUDA toolkit version 8 (or higher), OpenCV library version
3.4.1 (or higher).
6 Conclusion
Image texture extraction and analysis is playing a key role in quantitative
biomedicine, leading to valuable applications in radiomic [5, 6] and radiogenomic
[38] research, by also combining heterogeneous sources of information. Therefore,
advanced computerized medical image analysis methods, specifically designed
to deal with the massive amount of extracted features, could be beneficial for
the definition of imaging biomarkers, guiding towards personalized patient care.
However, these large-scale studies need efficient techniques to drastically reduce
the prohibitive running time that is typically required.
In this paper, we presented HaraliCU, a computationally efficient approach
capable of effectively exploiting the power of the modern GPUs, which aims at
accelerating the GLCM computation by keeping the full dynamic range in medical
images. Our method was tested on a dataset composed of brain metastatic tumor
MR images and ovarian cancer CT images. Our C++ coded sequential version
showed to be ∼200× faster than the corresponding MatLab implementation. In
addition, the GPU-powered version was able to achieve speed-ups up to 15.80×
and 19.50×, with respect to the CPU version, on brain metastasis MR and
ovarian cancer CT images, respectively. It is worth noting that neither the C++
version nor HaraliCU implementations have been optimized. Indeed, we expect
to further increase their performance by exploiting vectorial instructions and
multi-threading, in the case of the sequential version, and by carefully using the
high-performance memories of the GPU (i.e., registers, shared memory), for what
concerns HaraliCU.
Finally, thanks to this outstanding performance, the C++ version and even
more so HaraliCU might enable multi-scale radiomic analyses by properly com-
bining several values of distance offsets, orientations, and window sizes.
As a future development, we plan to develop an improved version of HaraliCU
by exploiting the vectorization of the input image matrices for a better GPU
thread block managing. In order to improve the scalability of the proposed
approach, the dynamic parallelism, supported by CUDA, could be exploited
to further parallelize the computations when the workload increases (e.g., high
window size). Moreover, even though the spatial and temporal locality are
already exploited during the GLCM construction process, based on the sliding
window, the usage of the GPU memory hierarchy might be optimized [39]. Finally,
dealing with the clinical feasibility of radiogenomic studies, the integration of
the imaging phenotype and genotype can provide valuable information about
tumor heterogeneity as well as treatment response [40], by efficiently exploiting
high-throughput techniques.
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