In this paper, we present continuous iteratively reweighted least squares algorithm (CIRLS) for solving the linear models problem by convex relaxation, and prove the convergence of this algorithm. Under some conditions, we give an error bound for the algorithm. In addition, the numerical result shows the efficiency of the algorithm.
Introduction
Low-dimensional linear models have broad applications in data analysis problems such as computer vision, pattern recognition, machine learning, and so on [1] [2] [3] . In most of these applications, the data set is noisy and contains numbers of outliers so that they are distributed in higher dimensional. Meanwhile, principal component analysis is the standard method [4] for finding a low-dimensional linear model. Mathematically, the problem can be present as 
where P  is an optimal point of REAPER,
other words, the orthoprojector Π  is closest to P  in the Schatten 1-norm, and the range of Π  is the linear model we want. Fortunately, Lerman has given the error bound between the d-dimensional subspace with the d-dimensional orthoprojector Π  in Theorem 2.1 [12] .
In this paper, we improve that the algorithm calls continuous iteratively reweighted least squares algorithm for solving REAPER (3), and under a weaker assumption on the data set, we can prove the algorithm is convergent. In the experiment part, we compare the algorithm with the IRLS algorithm [12] .
The rest of the paper is organized as follows. In Section 2, we develop the CIRLS algorithm for solving problem (3). We present a detail convergence analysis for the CIRLS algorithm in Section 3. An efficient numerical is reported in Section 4. Finally, we conclude this paper in Section 5.
The CIRLS Algorithm
We give the CIRLS algorithm for solving optimization problem (3) , and the algorithm is summarized as Algorithm 1. In the next section, we prove the sequence
Furthermore, we also present the P δ satisfied the bound with the optimal point P  of REAPER.
Convergence of CIRLS Algorithm
In this section, we prove that the sequence
is convergent to P δ and we provide the P δ satisfied the bound with the optimal point P  of REAPER. Firstly, we start from the Lemma prepare for the proof of the following theorem. 
where P  is an optimal point of REAPER. In lemma 1, under the assumption that the set χ of observations does not lie in the union of two strict subspaces of D  , they consider the convergence of the IRLS algorithm. However, verify whether a data set satisfies this assumption requires amounts of computation in theory, so we give a assumption that is easier to verify in following theorem. x Px x Px
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For convenience, let Q I P = − , and the optimization model(9) convert into
Similarly, we convert the optimization model (8) into
1 min min 2 subject to 0 and .
Next we prove the convergence of
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combined with the convex optimization variational inequalities with some constraints, we have
base on (20), we have the equation
then we have 
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thus we can get the inequality as follows
µ > , and we have
therefore, we get the following limits
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Taking the limit at both ends of the inequality (48) and using the continuity of the inner product, for any
the variational inequalities demonstrate that
it means that the limit points Q δ of any convergent subsequence generated by
is an optimal point of the following optimization problem arg min , subject to 0 , .
According to the lemma 3.1, we have
where χ denotes the number of elements of χ .
Numerical Experiments
In this section, we present a numerical experiment to show the efficiency of the CIRLS algorithm for solving problem (3) . We compare the performance of our algorithm with IRLS on the data generated from the following model. In the test, ( ) iterative n with the two algorithms through the data sets and the given parameters. The results are shown in Table 1 .
We focus on the convergence speed of the two algorithms. Table 1 reports the numerical results of the two algorithms for different space dimension. From the result, we can see that in different dimension, the CIRLS algorithm performs better than IRLS algorithm in convergent efficiency.
Conclusion
In this paper, we propose an efficient continuous iteratively reweighted least squares algorithm for solving REAPER problem, and we prove the convergence of the algorithm. In addition, we present a bound between the convergent limit and the optimal point of REAPER problem. Moreover, in the experiment part, we compare the algorithm with the IRLS algorithm to show that our algorithm is convergent and performs better than IRLS algorithm in the rate of convergence.
