While recent research on rule learning has focussed largely on finding highly accurate hypotheses, we evaluate the degree to which these hypotheses are also simple, that is small. To realize this, we compare well-known rule learners, such as CN2, RIPPER, PART, FOIL and C5.0 rules, with the benchmark system SL 2 that explicitly aims at computing small rule sets with few literals. The results show that it is possible to obtain a similar level of accuracy as state-of-the-art rule learners using much smaller rule sets.
Introduction
One of the premier tasks considered in the field of machine learning is that of learning rules from examples. The rule learner is given a set of labeled examples and has to induce a set of rules that correctly classify these examples. Numerous rule learning algorithms and fielded systems are available for addressing this task. Many of these algorithms employ a separate-and-conquer approach to generate rules while applying some pruning heuristics to avoid overfitting and handle noise (1; 2).
To evaluate and compare different rule learning algorithms, many criteria, most notably predictive accuracy, simplicity and time complexity, have been employed. Predictive accuracy aims at generating rule sets with a low misclassification error on unseen test data. Simplicity aims at finding rule sets that are as small as possible. This can be measured through the number of rules and literals in the rule set. Simplicity has served in the machine learning literature as the most prominent measure of human comprehensibility (cf. e.g. (3)) as it is generally agreed that the smaller the rule set, the easier it is to understand. Finally, one would like to have low time complexity, so that algorithms scale well on large data sets.
The above mentioned criteria often contradict each other. Indeed, the empty rule set is the smallest one that can be generated and requires the least amount of time to generate. Unfortunately, it typically has an extremely low predictive accuracy. In this paper, we experimentally investigate the trade-off between predictive accuracy and simplicity in rule learning. In particular, we are interested in determining the size of the smallest rule set that still achieves a predictive accuracy comparable to that of established rule learning systems. We therefore devise a benchmark tool, SL 2 (Stochastic Local Search Learner), which induces rule sets that are as small as possible, but whose predictive accuracy is still comparable to the accuracy of other established systems. SL 2 has been designed from statistical inference principles to ensure good predictive performance under broad conditions. It uses a stochastic combinatorial optimization technique to overcome the computational complexity of determining the smallest rule set with the lowest empirical error, which is an NP-hard problem. While SL 2 is not meant to be a practical rule learner, it is well suited for estimating how small a rule set can get without compromising predictive accuracy. The benchmark tool is then experimentally compared to state-of-the-art rule learners in order to obtain insight into the trade-off between predictive accuracy and simplicity in rule learning. For simplicity, we focus on learning problems with two classes: the positive and the negative class (even though our results can easily be extended towards the multiple class case). The results of the experiments show that many rule learning systems produce unnecessarily large rule sets. This paper is organized as follows: Section 2 introduces the rule learning setting studied. In section 3, we present the stochastic local search learner SLSearch, which aims at finding small sets of rules. In Section 4, the results of the stochastic local search algorithm are compared to traditional set covering approaches. Finally, in Section 5, we conclude and touch upon related work.
Rule Learning and Minimization
The problem of rule learning can -for the purposes of this paper -be formalized as follows. The rule learner starts from a set of examples E labeled as positive or negative. Furthermore, we assume that the examples are described using boolean attributes a 1 , ..., a n . The rule learner then has to induce a set of rules. Each rule has the form pos ← l 1 ∧ ... ∧ l k , where the l i are positive or negative atoms, i.e. each l i is of the form a j (i.e. a j = true) or ¬a j (i.e. a j = f alse). This setting corresponds to that of learning a DNF formula F = b 1 ∨ b 2 ∨ . . . ∨ b n , where b i denotes the body of rule r i in the rule set (cf. the literature on computational learning theory, e.g. 4) . Using this setting for our experimental investigation is justified despite the fact that many extensions (including multi-class problems, dealing with non-boolean attributes, inducing ordered rule sets, etc.) have been studied in the literature because these extensions are not directly influencing the performance of rule learning algorithms and would only complicate our investigation. Furthermore, if desired, these extensions and variants could easily be adapted to our framework.
Our benchmark system should now aim at finding rule sets with the highest possible predictive accuracy having as few rules and literals as possible. Most of the methods and heuristics employed in existing rule learning algorithms are motivated by empirical considerations. It is not always clear under which conditions they are able to find optimally small and predictive rule sets. In order to develop our benchmark system, we start from basic principles. First of all, there is no way to estimate the true predictive accuracy of a rule set, if one does not make any assumptions regarding the data generation process. In this paper, we follow the convention of PAC learning and assume that all data instances are drawn independently from each other and from the same unknown distribution D. We make no assumption about the form or type of D. The user draws a training set X = {x 1 , . . . , x m } containing m training instances. Given X, we are now looking for an algorithm that outputs a hypothesis h from a fixed hypothesis class H. According to the empirical risk minimization principle (5) in statistical learning theory one should select the hypothesis h with the best training set accuracy, because it approximates the hypothesis with the best possible predictive accuracy. Indeed, one can lower-bound the predictive accuracy of such a h depending on h's training accuracy and the size of the hypothesis class H: With probability 1 − δ it is the case that
where a h is the predictive accuracy of h,â h is the training accuracy of h and δ is a (small) error probability. From a statistical perspective, it is therefore optimal to search for hypotheses with high training accuracy in a small, restricted hypothesis class. In our setting, a natural way to restrict the hypothesis class size is to demand that each rule set in the class contains at most k rules. Unfortunately, the problem of finding a rule set of restricted size with the smallest error on a given training set is NP-hard (6), and unless P=NP, it cannot even be approximated in polynomial time up to some fixed constant (7). Our SL 2 benchmark system therefore resorts to a stochastic approach that provides no guarantees about the optimality of the induced rule set, but that is very likely to output a near-optimal solution. As outlined in the next section, such a stochastic local search algorithm is able to find rule sets of a fixed size k with low empirical error.
From the discussion so far it is unclear how to choose the maximum number of rules k. If we choose a small value of k, the hypothesis class H might not contain rule sets that explain the training data well. Consequently, the training set accuracŷ a h is low and the inequality (1) is loose, because one is underfitting. On the other hand, if we choose a large k, H is large, too. Thus, the second term of the right hand side of (1) is large and the bound is suboptimal as well, because the algorithm is overfitting. The standard approach to tackle this dilemma in statistical learning theory is the structural risk minimization principle (5). According to this principle, the learning algorithm starts with a small class of hypotheses. Within this class, the algorithm selects the hypothesis with the largest training accuracy. It then iteratively enlarges the class and determines for each class size the hypothesis with the largest training accuracy. Finally, it outputs the hypothesis which optimizes the sum of training accuracy and an estimate of the structural risk such as the second term in inequality (1) . To find rule sets that have high predictive accuracy and are as small as possible, we apply the structural risk minimization principle in the following way: the algorithm starts with k = 1, i.e. the class of all rule sets of size one. It uses the SLSearch algorithm (explained in section 3 and (8)) in an internal tenfold crossvalidation to estimate the predictive accuracy of the rule set with the best training accuracy in this class. Then, it iteratively repeats the same procedure for k = 2, k = 3, etc. as long as the accuracy estimate increases. As soon as the accuracy estimate for one size k is lower than that for the preceding size k − 1, the algorithm selects k − 1 as the optimal hypothesis class size. It then applies SLSearch on the whole learning set to identify a rule set r k with low empirical error within this class.
So far, the system has concentrated on minimizing the number of rules, but not the number of literals. The following postprocessing step aims at minimizing the number of literals in r k without compromising its training set accuracy. To do so, it calls SLSearch repeatedly with decreasing values of the l max parameter. SLSearch is designed to return a rule set with at most l max literals. The postprocessing loop stops as soon as it fails to find a rule set that has the same or better training set accuracy than the unrestricted rule set r k . The rule set with the smallest number of literals is then output as the final result. In other words, SL 2 outputs the rule set with the smallest number of literals among the rule sets with the best training set accuracy in the hypothesis class of sets of size k.
2 Whereas the SLSearch algorithm has been introduced before in (8), the use of the l max parameter and the post-processing step is a new optimization in order to target rule sets having a small number of literals.
So, SL
2 is a statistically sound way to minimize the number of rules and literals 2 Alternatively, one could also optimize the number of literals directly in the crossvalidation loop and then minimize the number of rules later on. We chose the current setup because it is more coarse-grained and therefore more efficient and stable to use in combination with cross-validation. Also, as (3), we feel that the number of rules is a more natural indicator of simplicity than the number of literals when comparing different rule-sets.
in the rule set, but only to the point where further minimization would harm the predictive accuracy. Since the described system conducts a costly internal crossvalidation (to determine the best k) and performs a large number of iterations (cf. maxSteps) in SLSearch, it may be too time consuming for most practical applications. Nevertheless, it is well-suited for our purposes as it is designed -from first principles -to compute rule sets that possess a high predictive accuracy and that are also as small as possible. As such, it constitutes a perfect benchmark tool to compare against state-of-the-art rule learning implementations, such as RIPPER (9), CN2 (10), CN2 with WRACC (11), PART (12) , and FOIL (13) . In section 4, we present an empirical study of this kind. While we do not expect to outperform those learners with regard to predictive accuracy (some of the learner's biases might match better with the data sets), we do investigate how well existing algorithms perform compared to a "pure" strategy that focuses exclusively on predictive accuracy and simplicity and that ignores other typical criteria such as time complexity. We would like to emphasize that the system in its current form is not aimed at (and therefore not suited for) practical applications, mainly because it does not support multiclass settings and continuous or missing values, it is rather slow and its bias cannot be adjusted to match better with the characteristics of a particular data set (e.g. by tuning a pruning parameter).
Before we continue with the empirical study in section 4, we need to describe the SLSearch algorithm used to find rule sets with low empirical error.
Stochastic Local Search
The stochastic local search algorithm, SLSearch introduced in (14) , addresses the problem of finding a set of k rules with at most l max literals that are consistent with a given concept learning problem (for fixed k). Stochastic local search algorithms search the space of candidate solutions using random walks, i.e. they only consider candidate solutions that are direct neighbors of the current candidate. The decision on which candidate to examine next depends -at least partially -on a global scoring function expressing the "degree of optimality" of a candidate.
When designing stochastic local search algorithms there are several design decisions to take. During our experiments we discovered that a guided search in formula space yielded very good performance (14) . This algorithm undertakes a local search in the space of all possible rule sets of size k, i.e. k-term DNF formulae. Its global scoring function score L (H) is the total number of examples that H misclassifies. Since the scoring function computes the set of misclassified examples, the algorithm may use information about these examples to guide its search. For example, if there are many more uncovered positive examples than covered negative examples, the current formula H is probably too specific and needs to be generalized.
To incorporate this information, the algorithm's decision rule and neighborhood 
with prob. p s : a random literal m so that t ∧ m does not cover ex otherwise: a random literal whose addition to t decreases score L (H) most H ← H with l added to t end if end for return the H with the lowest score found so far end procedure relation are designed to use as much information as possible to guide the search; the decision rule first selects at random a misclassified example e. If e is a positive example, it tries to generalize a rule in the current formula H by removing a literal. It selects that rule in H, that differs in the smallest number of literals from e and it removes the literal in this rule, whose removal decreases score L most. If e is a negative example, it picks a random rule in H covering e and specializes it by adding a literal that is not consistent with e. Again, it chooses the literal that decreases score L the most. Each decision step is replaced by a random choice from time to time to escape local minima. If the current rule set contains more than l max literals, it selects only positive examples to ensure that literals get removed. Algorithm 1 summarizes the idea.
SLSearch can also address rule minimization problems, if it is run with varying values for k. In this context, it has been quite effective on a chess endgame problem (8) . Though it is likely to find a good solution, it is a stochastic optimization algorithm and hence not guaranteed to find the optimal solution for a given problem. However, it has been empirically evaluated on learning problems that were specifically designed to be hard to solve; see (8) , where it outperformed all other combinatorial optimization approaches. Together with the experiments described in section 4 and footnote 4, this provides evidence in favor of the optimality of SLSearch.
Experimental Evaluation
The goal of our experiments is to investigate the degree to which state-of-the-art concept-learners find small rule sets. Keeping the trade-off between predictive accuracy and simplicity in mind, this leads to the following three questions:
(1) How does the predictive accuracy of SL 2 (as an algorithm that is designed to optimize for small rule sets) compare to the accuracy of state-of-the-art concept-learning algorithms? (2) How does the size of the rule sets that were induced by SL 2 compare to the size of those learned by state-of-the-art rule learning algorithms? (3) How does the number of literals that were induced by SL 2 compare to the number of those learned by state-of-the-art rule learning algorithms?
For our investigation, we choose all two-class concept learning data sets used in (12) . All of the data sets are available from the UCI repository and have been used in many other empirical investigations (e.g. 12; 15; 16; 9; 17). Since the basic SL 2 algorithm handles only boolean attributes without missing values, we transformed the data sets for use in our experiments. The goal of this transformation was to keep as much information of the original data sets as possible. For nominal attributes, we introduced one boolean attribute per attribute value. For continuous attributes, we used simple frequency based discretization to replace the attribute with ten new boolean attributes 3 . Some data sets also contained missing values. To keep the information "value is missing" we added a new boolean variable for attributes with missing values. This boolean attribute was set to 1, if the value was missing and 0 otherwise. We used the default parameters p g1 = 0.2, p g2 = 0.1, p S = 0.1 and maxSteps = 100, 000. These parameters have been found to deliver good 3 Using a larger number of discretization intervals would have increased the number of attributes to a large extent, possibly exceeding the limits imposed by some learners. performance on hard rule minimization problems in Rückert and Kramer (8). 4 We employed the following rule learners in our investigation:
• The benchmark system SL 2 as described above.
• CN2 (10) as an example of a pure covering algorithm using beam search and an entropy based heuristic.
• CN2-WRACC (11) is a modification of the CN2 algorithm that uses the weighted reduced accuracy heuristic instead of the entropy based one.
• PART (12) uses the standard covering algorithm to generate a decision list, but avoids over pruning by obtaining rules from partial decision trees.
• RIPPER (9) employs the covering algorithm twice: first, it generates an initial rule set using the set covering algorithm with incremental reduced error pruning. Then, in the optimization step, it replaces each rule with a modified one if the modified rule is better according to an MDL heuristic. Finally, it applies the covering algorithm a second time to cover any remaining positive examples. The stopping criterion of the covering algorithm is based on the total description length of the rule set and the examples. RIPPER thus explicitly aims at finding small rule sets. We tested RIPPER both with and without the global optimization step.
• C5.0 (18) is an improved version of the classic C4.5 decision tree learning algorithm. As such it employs a divide-and-conquer approach rather than a separateand-conquer one. After inducing the trees, there is a post-processing step that produces the rules.
• FOIL 5 (13) employs the covering algorithm using a two-stage pruning approach and an MDL-based stopping criterion to induce rules expressed in first order logic. To be able to run FOIL on our data sets, we used a straightforward conversion of our boolean descriptions into a relational format.
Unless noted otherwise we used the default values provided by the implementations for the algorithms' various parameters. As another benchmark classifier we also include the WEKA implementation of a Decision Stump (i.e. a decision tree of height one) learner in the survey. As argued in (15) , decision stumps are representationally very simple, but often feature only slightly worse predictive accuracy than more sophisticated approaches. They are therefore well suited as a baseline classifier with a fixed, very high simplicity, but unknown predictive accuracy. 4 In experiments not reported here, we investigated different parameter settings, the use of random restarts, and even performed limited tests with very generous settings (for instance 100 random retries of SLSearch with maxSteps = 1, 000, 000) on some data sets, but this did not yield significantly better results. 5 We performed some preliminary experiments with PFOIL (19), a propositional version of FOIL. Unfortunately, PFOIL always induces rule sets with zero training error, so it strongly overfits on the data sets in this study. FOIL uses a MDL heuristic to generate small rule sets, so it was more suitable for this paper.
Question 1
To obtain an answer to our first question concerning the relative accuracy of the SL 2 algorithm (cf. Table 1 ), we performed ten runs of each system on each data set, where each run consists of a ten-fold cross validation. Each value in table 1 denotes the mean and the standard deviation over the ten runs. Results are marked with a bullet ("•"), if they are significantly worse according to a paired two-sided t-test than the SL 2 result on the 1% level, and are marked with a circle ("•"), if they are significantly better. Table 2 denotes the number of data sets on which SL 2 had significantly better, significantly worse or comparable accuracy. Following the methodology recommended in (20) , the rightmost column gives the probability that a system has the same average predictive accuracy as SL 2 according to a signed Wilcoxon ranks test. The results indicate that there is no statistically significant difference beween SL 2 's and the other system's predictive accuracy, with the exception of FOIL and decision stumps. On some data sets (such as heart-statlog), SL 2 is clearly outperformed by the other algorithms, but there are also data sets (such as labor), where SL 2 performs better than the competition. All in all, SL 2 achieves good predictive accuracy in most cases. The fact that decision stumps do suprisingly well (it features the best accuracy of all algorithms on two data sets) indicates that for the presented data sets overfitting seems to be an important issue.
Question 2
The situation is much more pronounced for what concerns the second question. The sizes of the rule sets and their standard deviations are shown in Table 3 . We applied again a paired two-sided t-test and annotated the results in the same way as before. The table shows that SL 2 delivers significantly smaller rule sets than its competitors in almost all cases, and is inferior to those of the other algorithms in only three comparisons. CN2 with WRACC is the most competitive system. It induces smaller rule sets for the kr-vs-kp and the mushroom data sets, both times at the expense of predictive accuracy when compared to SL 2 . Interestingly, there are a lot of extreme cases, such as CN2 learning 124 rules on the german data set, when SL 2 generates one or two rules. Often, the difference in the size of the rule sets is grossly disproportionate to the difference of the corresponding predictive accuracies.
Question 3
Even though SL 2 is not particularly aggressive in minimizing the number of literals, the results in table 4 show a similar picture. Again, CN2 with WRACC is the most competitive system, deriving less literals than SL 2 in four cases. In general, though, the competing systems tend to generate many more literals than necessary.
Conclusions and Related Work
In this study we investigated how existing rule learners perform in terms of rule set size and number of literals as compared to an "optimal" strategy that is designed to output the smallest possible rule sets while preserving predictive accuracy. Thus, our study evaluates how "optimal" the existing rule learners are with regard to simplicity. The results were surprising in that some (but not all) rule learners produced rule sets that were orders of magnitude larger than necessary to achieve comparable predictive accuracy.
The work presented in this paper, is -to the best of the authors' knowledgethe first empirical evaluation of the trade-off between predictive accuracy and simplicity of rule learning systems. Nevertheless, there is important related work that points into similar directions. Indeed, many rule learning systems have been designed to explicitly induce compact rule sets, see for instance (21) . Another example is the work by Lavrac et al. (17) , who modified the CN2 algorithm in order to induce smaller and more meaningful rule sets with the individual rules having higher support and significance. The main focus of that work is, however, not concerned with predictive accuracy but with subgroup discovery. There is a considerable amount of research on simplicity in decision tree learning. Similarly to rule learning, inducing small decision trees is known to be NP-hard (22) and most learning algorithms perform heuristic pruning techniques to obtain small trees. Early work in the information theory community deals with compression of nearly complete decision tables, e.g. (23) . In machine learning, simplicity in decision tree learning has been investigated by Bohanec and Bratko (24) . Their method prunes an initially large tree step by step, where each subtree is guaranteed to have best train- ing accuracy among the pruned trees of the same size. Since the original unpruned tree is built heuristically, it may be larger than necessary, and it is not clear to what extent the tree size after pruning is optimal. In contrast, this study applies SLS to solve the underlying NP-hard problem. SLS is a proven combinatorial optimization technique and has been shown to succeed on combinatorially hard problems. Thus, one can make justified claims about the optimality of SL 2 . Garofalakis et al. (25) present a system that takes constraints regarding the decision tree's size or training accuracy into account.
Holte (15) showed that for some real-world data sets, decision stump classifiers can have predictive accuracies that are as high as 97% of C4's performance. The main difference with the present investigation is that Holte evaluates predictive accuracy for a fixed class of hypotheses with high simplicity. In contrast, in our investigation, predictive accuracy and simplicity are both variable, and we compare with a strategy that is designed to find the smallest possible hypothesis while maintaining (from a statistical perspective) high predictive accuracy. This allows for more insight in the relationship between these quantities. However, our experiments confirm and strengthen Holte's conclusion that many UCI data sets can be learned with very simple models. Decision stumps had higher predictive accuracy than any other algorithm on two data sets. Apparently even SL 2 exhibits overfitting in this case.
Another related issue is the problem of small disjuncts (26; 27), which states that small disjuncts (i.e. rules covering few positive examples) are typically responsible for most of the prediction errors. The set covering algorithm removes all positive examples that are covered by a newly generated rule. Thus, after the first few "large disjuncts" have been induced, set covering is often confronted with a situation in which only small disjuncts explain the remaining positive examples. SLS and RIP-PER, seem to point in the direction of alternative mechanisms for dealing with the problem of small disjuncts.
Some of the methods we used in the benchmark system have in similar forms been part of various other systems. Applying stochastic local optimization methods to rule learning has been investigated by Mladenic (28) and the work by Chisholm and Tadepalli (16) indicates that it can indeed be used to find highly accurate rule sets. In decision tree learning, cost-complexity pruning as applied in the CART system (29) also uses cross-validation to set a global parameter α, which is comparable to k in our system. Oates and Jensen (30; 31) showed that cost-complexity pruning is one of the only pruning methods that produces trees without excess structure.
We believe that our investigation indicates that an important direction for further research in rule learning is concerned with searching at the level of rule sets, rather than at the level of individual rules, and also with techniques for obtaining small rule sets.
