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RÉSUMÉ
Les modèles à sur-représentation de zéros discrets et continus ont une large gamme
d’applications et leurs propriétés sont bien connues. Bien qu’il existe des travaux
portant sur les modèles discrets à sous-représentation de zéro et modiﬁés à zéro, la
formulation usuelle des modèles continus à sur-représentation – un mélange entre
une densité continue et une masse de Dirac – empêche de les généraliser aﬁn de
couvrir le cas de la sous-représentation de zéros. Une formulation alternative des
modèles continus à sur-représentation de zéros, pouvant aisément être généralisée
au cas de la sous-représentation, est présentée ici. L’estimation est d’abord abordée
sous le paradigme classique, et plusieurs méthodes d’obtention des estimateurs du
maximum de vraisemblance sont proposées. Le problème de l’estimation ponctuelle
est également considéré du point de vue bayésien. Des tests d’hypothèses classiques
et bayésiens visant à déterminer si des données sont à sur- ou sous-représentation de
zéros sont présentées. Les méthodes d’estimation et de tests sont aussi évaluées au
moyen d’études de simulation et appliquées à des données de précipitation agrégées.
Les diverses méthodes s’accordent sur la sous-représentation de zéros des données,
démontrant la pertinence du modèle proposé.
Nous considérons ensuite la classiﬁcation d’échantillons de données à sous-
représentation de zéros. De telles données étant fortement non normales, il est pos-
sible de croire que les méthodes courantes de détermination du nombre de grappes
s’avèrent peu performantes. Nous aﬃrmons que la classiﬁcation bayésienne, basée
sur la distribution marginale des observations, tiendrait compte des particularités
du modèle, ce qui se traduirait par une meilleure performance. Plusieurs méthodes
de classiﬁcation sont comparées au moyen d’une étude de simulation, et la mé-
thode proposée est appliquée à des données de précipitation agrégées provenant de
28 stations de mesure en Colombie-Britannique.
Mots clés : sous-représentation de zéros, déflation à zéro, méthode
d’agrégation bayésienne, précipitations agrégées, distribution de Laplace
tronquée, algorithme EM, modèles de mélanges.
ABSTRACT
Zero-inﬂated models, both discrete and continuous, have a large variety of ap-
plications and fairly well-known properties. Some work has been done on zero-
deﬂated and zero-modiﬁed discrete models. The usual formulation of continuous
zero-inﬂated models – a mixture between a continuous density and a Dirac mass
at zero – precludes their extension to cover the zero-deﬂated case. We introduce
an alternative formulation of zero-inﬂated continuous models, along with a natural
extension to the zero-deﬂated case. Parameter estimation is ﬁrst studied within
the classical frequentist framework. Several methods for obtaining the maximum
likelihood estimators are proposed. The problem of point estimation is considered
from a Bayesian point of view. Hypothesis testing, aiming at determining whether
data are zero-inﬂated, zero-deﬂated or not zero-modiﬁed, is also considered under
both the classical and Bayesian paradigms. The proposed estimation and testing
methods are assessed through simulation studies and applied to aggregated rainfall
data. The data is shown to be zero-deﬂated, demonstrating the relevance of the
proposed model.
We next consider the clustering of samples of zero-deﬂated data. Such data
present strong non-normality. Therefore, the usual methods for determining the
number of clusters are expected to perform poorly. We argue that Bayesian cluster-
ing based on the marginal distribution of the observations would take into account
the particularities of the model and exhibit better performance. Several clustering
methods are compared using a simulation study. The proposed method is applied to
aggregated rainfall data sampled from 28 measuring stations in British Columbia.
Keywords: zero-deflation, aggregate rainfall, truncated Laplace, Bayesian
aggregation, EM algorithm, mixture models
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INTRODUCTION
Nous traitons ici de modèles continus modiﬁés à zéro, utilisés lorsque la pro-
portion de zéros dans les observations diﬀère de ce qui serait prévu par un certain
modèle.. La plupart des modèles modiﬁés à zéro rencontrés dans la littérature sont
des modèles discrets : en eﬀet, les modèles continus comportent certaines particu-
larités rendant moins aisée l’utilisation de modèles modiﬁés à zéro. En particulier,
la formulation usuelle des modèles continus gonﬂés à zéro ne permet pas de traiter
également le cas d’un plus faible taux de zéros dans les observations. Nous pro-
posons une nouvelle formulation, sous laquelle un modèle de base sera modiﬁé sur
un intervalle autour de zéro. À la limite, lorsque la taille de l’intervalle approche
de zéro, la formulation classique des modèles continus gonﬂés à zéro est retrouvée.
La nouvelle formulation permet le traitement de la sous-représentation de zéros,
et sert également à la modélisation lorsque a proportion d’observations dans un
intervalle autour de zéro diﬀère de la proportion prévue par un modèle donné.
Cette formulation proposée est donc plus générale que la formulation classique des
modèles continus gonﬂés à zéro.
Le développement de ce modèle est motivé par l’analyse de précipitations. La
proportion de zéros dans ces données varie énormément selon le pas de temps consi-
déré (des données journalières ayant une forte proportion de zéros, et des données
mensuelles en ayant très peu). Ce problème de la proportion de zéros dans les don-
nées de précipitation est complexiﬁé par le fait que de très faibles précipitations
peuvent ne pas être détectées par les pluviomètres, ou n’être enregistrées que comme
« traces » de précipitations. La documentation d’Environnement Canada (http://
www.climate.weatheroffice.gc.ca/prods\_servs/index\_e.html\#cdcd) men-
tionne qu’une valeur de 0 mm de précipitation peut correspondre à une absence de
précipitations (le cas le plus fréquent), mais aussi à des traces de précipitations,
des précipitations de quantité incertaine ou encore à une possibilité de précipitation
(sans qu’il soit possible de trancher dans un sens ou dans l’autre). Des données de
ce type sont analysées aﬁn d’illustrer la classe de modèles proposée.
2Cette thèse traite de modèles continus modiﬁés à zéro (MMZ, en anglais zero-
modified models, ou ZMM ). La classe des MMZ comprend les modèles à sur-
représentation de zéros (ou modèles gonﬂés à zéro, en anglais zero-inflated models
ou ZIM ) et les modèles à sous-représentation de zéros (ou dégonﬂés à zéro, en an-
glais zero-deflated models ou ZDM ), correspondant respectivement à une plus forte
et une plus faible proportion de zéros dans les données que ce que nous donnerait
un modèle de base.
Considérons d’abord le cas discret, plus fréquemment traité dans la littérature.
Si X dénote une variable aléatoire distribuée d’après un modèle (discret) modiﬁé
à zéro, alors elle sera de fonction de masse
fX(x|p) =

p+ (1− p)f1(0|θ) au point x = 0
(1− p)f1(x|θ) partout ailleurs,
(1)
où f1(x|θ) dénote la fonction de masse de base, dépendant d’un paramètre θ ha-
bituellement inconnu. Puisque p sera généralement aussi un paramètre inconnu,
nous dénotons, tout au long de cette thèse et tant pour le cas discret que continu,
l’ensemble des paramètres d’intérêt (p, θ) par ω. Similairement, alors que Θ repré-
sente l’espace paramétrique associé au modèle de base f1, nous dénotons Ω l’espace
paramétrique du modèle modiﬁé à zéro (le produit cartésien de Θ et de l’ensemble
des valeurs possibles pour p).
Si p est positif, et ce tant pour le cas discret que continu, l’équation (1) est un
mélange entre une masse de Dirac au point 0 et la fonction de masse de base. Ce
paramètre peut aussi être vu comme une quantité ajoutée à la probabilité que X
soit identiquement égale à zéro. Fréquent dans la littérature scientiﬁque, ce type de
modèle fut d’abord présenté dans Singh (1963). Il s’agissait alors d’une loi de Pois-
son avec sur-représentation de zéros. L’estimation par maximum de vraisemblance
(EMV) et ses propriétés asymptotiques pour ce modèle sont présentées dans El-
Shaarawi (1985). De là, l’usage de ces modèles s’est répandu, et des modèles plus
complexes furent construits sur cette première fondation (Lambert, 1992, Hall,
32000, Ridout et al., 2001, Dalrymple et al., 2003, Ghosh et al., 2006, Rodrigues,
2003, Van den Broek, 1995, Jansakul et Hinde, 2002, Gupta et al., 2005, Hasan et
Sneddon, 2009).
La fonction de masse (1) demeure valide si p prend des valeurs négatives, mais
supérieures à −f1(0|θ)/[1− f1(0|θ)], f1(0|θ) 6= 1. La littérature scientiﬁque est très
peu abondante à ce sujet ; en fait, bien que certain articles traitant de modèles
discrets modiﬁés à zéros mentionnent le cas de la sous-représentation en plus de
celui de la sur-représentation, aucun n’y est entièrement dédié. Des distributions de
Poisson modiﬁées à zéro sont toutefois abordées dans Angers et Biswas (2003) et
Dietz et Böhning (2000). Il faut noter qu’il ne s’agit plus d’un modèle de mélanges,
et il est uniquement possible d’interpréter p comme une quantité retranchée à la
probabilité que X prenne la valeur 0.
Dans le cas de modèles continus (f1(x|θ) est alors une fonction de densité), seul
le cas de la sur-représentation de zéros est mentionné dans la littérature. L’ap-
proche utilisée dans ce cas est de prendre comme distribution pour X une masse
de Dirac au point 0 avec probabilité p et la densité de base f1(x|θ) avec pro-
babilité (1 − p). Le modèle (1) n’est alors plus continu, mais mixte. Il est aussi
possible d’interpréter p comme la probabilité que X soit identiquement égale à 0.
Bien que moins fréquemment rencontrés dans la littérature que les modèles dis-
crets gonﬂés à zéro, les modèles continus gonﬂés à zéro, présentées dans Aitchison
(1955), ont toutefois diverses applications, principalement en sciences biologiques
(Lo et al., 1992, Stefansson, 1996) et en modélisation de précipitations (Fernandes
et al., 2009, Feuerverger, 1979). Notons qu’aucune des deux interprétations pos-
sibles pour p dans ce cas ne permet de considérer des valeurs négatives pour ce
paramètre.
Le but premier de cette thèse est de développer une formulation alternative
pour les modèles continus gonﬂés à zéro pouvant aussi s’adapter au cas de la
sous-représentation. La formulation proposée, à la limite, devient équivalente à
la formulation usuelle. Les modèles continus modiﬁés à zéro constituent donc le
lien unissant ces trois articles. Le premier article, après un relevé de la littérature
4existante au sujet des modèles discrets à sur- et sous-représentation de zéros et des
modèles continus à sur-représentation de zéros, présente le nouveau modèle proposé.
Celui-ci est continu et permet de traiter le cas de la sous-représentation de zéros.
L’estimation par maximum de vraisemblance y est aussi abordée. Le second article
en constitue la prolongation directe, traitant d’estimation ponctuelle bayésienne
et de tests d’hypothèses permettant de tester pour la sur- (p > 0), sous- (p < 0)
représentation de zéros, ou encore la non modiﬁcation (p = 0). Le troisième article
est centré sur une application plus complexe de cette classe de modèles. Il s’agit de
la création de régions homogènes à partir de données continues modiﬁées à zéro,
c’est-à-dire de la classiﬁcation d’échantillons de tels données, sous une contrainte de
contiguïté. En eﬀet, nous souhaitons que les régions ainsi soient contigües (c’est-à-
dire non disjointes). Ce dernier article explore donc diﬀérents critères d’arrêt pour
la classiﬁcation hiérarchique agglomérative dans ce contexte. La classe des modèles
continus modiﬁés à zéro constitue donc le principal ﬁl conducteur de la thèse, les
deux premiers articles la développant et en explorant l’estimation, alors que le
troisième article en présente une application plus complexe.
Les applications considérées sont le second ﬁl conducteur de la thèse. Le dé-
veloppement de la classe des modèles continus modiﬁés à zéro fut principalement
motivé par certains types de données – les précipitations agrégées sur 7, 14 ou 30
jours – et les deux premiers articles présentent une application des méthodes d’esti-
mation proposées à un tel jeu de données. Cette application motive aussi en partie
le choix de la densité de base f1(x|θ) proposée dans les trois articles, et utilisée lors
des applications présentées : les observations sont continues, positives, comportent
des zéros, et semblent être dégonﬂées à zéro. De telles applications nécessitent donc
une distribution continue, déﬁnie sur les réels positifs, et dont la fonction de densité
n’est pas nulle au point 0, ce qui exclut potentiellement les distributions gamma et
lognormale. La distribution de Laplace (ou double exponentielle) tronquée sur les
réels positifs satisfait à ces critères.
Les deux premiers articles se terminent par l’application des méthodes d’es-
timation ponctuelles à un jeu de données de précipitations montréalaises bimen-
5suelles. Outre la cohérence entre les résultats donnés par les diﬀérentes méthodes
lorsqu’appliquées à ces données, soulignons que l’utilisation de critères d’informa-
tion (critère d’information d’Akaike (Akaike, 1974), critère d’information bayésien
(Schwarz, 1978), tous deux fréquemment utilisés en sélection de modèles (Kuha,
2004, Yang, 2005, Burnham et Anderson, 2004)) et de tests d’hypothèses (test du
rapport de vraisemblance, test de score, et les tests bayésiens présentés au second
article) permet de conclure que ces données sont bel et bien modiﬁées à zéro. Nous
entendons par là que l’augmentation de la vraisemblance lorsque nous passons du
modèle de base (Laplace tronquée sur les réels positifs) au modèle modiﬁé à zéro est
assez grande pour justiﬁer la plus grande complexité du modèle (telle que déﬁnie
par l’AIC et le BIC). En outre, l’hypothèse p = 0, correspondant à un modèle non
modiﬁé à zéro, est rejetée indépendamment du test considéré.
Les deux premiers articles ayant conﬁrmé la pertinence de la classe de mo-
dèles proposée et son applicabilité à la modélisation de données de précipitations
agrégées, le troisième propose de s’attaquer à un problème plus complexe (la clas-
siﬁcation d’échantillons de données continues modiﬁées à zéro). Nous considérons
plusieurs échantillons, correspondant à des point géographiques donnés, et nous
nous intéressons à la classiﬁcation de ces échantillons en grappes homogènes et
contigües (ne contenant pas de sites géographiquement disjoints). Dans ce contexte,
nous privilégions l’utilisation de méthodes de classiﬁcation hiérarchiques agglomé-
ratives. Si nous avons des mesures provenant de nsamples sites, nous considérerons
d’abord chacun de ces nsamples échantillons comme appartenant à une grappe diﬀé-
rente. Les méthodes de classiﬁcation hiérarchiques nécessitent alors, itérativement,
de construire une matrice de distance (ou de dissimilarité) entre les grappes et de
tester si les deux grappes les moins distantes peuvent être combinées. Il faut noter
ici que la matrice de distance ne fait pas référence à la distance géographique mais
bien à une façon donnée de calculer des distances entre groupes d’observations.
Par exemple, on pourrait prendre pour distance entre deux grappes la distance
euclidienne entre les moyennes des observations comprises dans ces grappes. Cette
approche est privilégiée dans ce contexte, puisqu’il sera plus intuitif de vériﬁer que
6les grappes à combiner sont bel et bien adjacentes (classiﬁcation hiérarchique ag-
glomérative) que de vériﬁer que le partitionnement d’une grappe en deux ne crée
pas de « trous » dans l’une des deux grappes résultantes (classiﬁcation hiérarchique
divisive).
Cette problématique est motivée par l’analyse de données de précipitations
agrégées sur un territoire géographique donné (plutôt qu’en un seul point donné,
comme c’était le cas dans l’application présentée dans les deux premiers articles).
Les précipitations agrégées sur une base hebdomadaire, bimensuelle ou mensuelle
étant utilisées en planiﬁcation agronome (Azhar et al., 1992, Sharda et Das, 2005),
en prévision d’écoulement des rivières (Dibike et Solomatine, 2001), en gestion
de bassin-versants (Raghuwanshi et al., 2006) et en estimation d’abondance d’es-
pèces (Eklundh, 1998, Peco et al., 1998), la classiﬁcation de diﬀérents sites sur un
territoire donné en régions homogènes en termes de précipitations agrégées serait
d’intérêt pour plusieurs domaines d’application. Plusieurs stations de mesures en
Colombie-Britannique sont considérées, ce territoire étant choisi pour ses précipi-
tations abondantes et son relief intéressant.
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CHAPTER 1
AN EXTENSION OF ZERO-MODIFIED MODELS TO THE
CONTINUOUS CASE
Cet article a été soumis pour publication à Metron, International journal of
statistics. Le premier auteur est Félix Labrecque-Synnott et le coauteur est le
directeur de recherche, Jean-François Angers.
De façon générale, le premier auteur était responsable de la majeure partie des
travaux de recherche et de rédaction derrière cet article. Le seul coauteur est le
directeur de recherche, et son rôle était principalement d’apporter un encadrement
à la recherche et à la rédaction. Plus spéciﬁquement, l’élaboration de la probléma-
tique de recherche à la base de la thèse (les modèles continus modiﬁés à zéro) s’est
faite au cours de multiples conversations. Par la suite, le premier auteur a travaillé
à la formulation précise et formelle du modèle, ce qui constitua la base de cet article.
Il a obtenu la borne inférieure sur p comme fonction de θ, et a considéré plusieurs
choix possibles pour la densité de modiﬁcation f0. Cette dernière a une grande
inﬂuence sur la complexité de la borne pmin en tant que fonction de θ, certains
choix nous donnant une forme explicite pour la borne, alors que d’autres nécessi-
tent des calculs numériques. Le premier auteur a également travaillé à l’estimation
par maximum de vraisemblance, nécessitant généralement de passer par des méth-
odes numériques. Un estimateur analytique a toutefois été obtenu pour un certain
choix de f0. Il a également obtenu une façon de retrouver un modèle de mélange
même dans le cas de la sous-représentation de zéros, permettant ainsi l’utilisation
de méthodes classiques, fréquemment mentionnées dans la littérature, et utilisées
pour le cas de modèles à sur-représentation de zéros de formulation habituelle. Fi-
nalement, s’étant chargé de l’algorithmique et de la programmation nécessaires aux
diﬀérentes méthodes d’estimation présentées au premier article (l’une d’entre elles
est toutefois fortement basée sur du codeMatlab existant), il a élaboré les diﬀérents
scénarios de simulation utilisés aﬁn de comparer ces méthodes. À la suggestion du
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second auteur, ils se sont penchés sur les précipitations comme application pratique
de la classe de modèles proposés.
La formulation proposée et ses propriétés, incluant la borne inférieure pour
p, se retrouvent à la section 2 de cet article. La section 3 traite d’estimation
par le maximum de vraisemblance; on y retrouve aussi l’EMV analytique pour
p conditionnel à θ obtenu pour un choix particulier de f0, ainsi qu’une méthode
permettant de retrouver un modèle de mélanges même en cas de dégonﬂement à
zéro. La section 4 porte sur les propriétés asymptotiques du modèles et la matrice
d’information de Fisher. La section 5 comprend des résultats de simulation, et la
section 6, une application à des données de précipitations bimensuelles.
ABSTRACT
Zero-inﬂated models, both discrete and continuous, have a large variety of ap-
plications and fairly well-known properties. Some work has been done on zero-
deﬂated and zero-modiﬁed discrete models. The usual formulation of continuous
zero-inﬂated models - a mixture between a continuous density and a Dirac mass
at zero - precludes their extension to cover the zero-deﬂated case. An alternative
formulation of zero-inﬂated continuous models is introduced, along with a natural
extension to the zero-deﬂated case. Likelihood-based estimation is discussed. The
model and estimation methods are illustrated with simulation results.
Keywords: zero-modiﬁed model, zero-deﬂated model, truncated Laplace, EM algo-
rithm, aggregate precipitation data
1.1 Introduction
Zero-modiﬁed models (ZMMs) are used when the number of zeros observed is
higher or lower than what can be explained by a given model. Let X be a dis-
crete random variable. Under a zero-modiﬁed model, its probability mass function
fX(x|p) will take the form:
fX(x|p) =

p+ (1− p)f1(0) if x = 0
(1− p)f1(x) otherwise,
(1.1)
where f1(x) is a probability mass function deﬁned on N, and p takes values between
−f1(0)/[1 − f1(0)], f1(0) 6= 1 and 1. For p to take negative values, we must have
that f1(0) > 0. If the value of p is positive, the probability of observing zeroes
is higher than f1(0) and the model is said to be zero-inﬂated. Similarly, negative
values of p correspond to a lower probability mass function at zero and the model
is then said to be zero-deﬂated. If p can take positive or negative values, the model
is said to be zero-modiﬁed. Whether p is positive or negative, it is trivial to see
that
∑
N fX(x|p) = 1.
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It should also be noted that the zero-inﬂated model is a mixture model. Esti-
mation methods developed for mixtures can therefore be used. The most common
estimations methods used in this case, such as the EM algorithm (Muthén and
Shedden, 1999) and the Gibbs sampler (Diebolt and Robert, 1994), are based on
a latent variable approach. This type of model has a fairly widespread use. Intro-
duced in Singh (1963), the zero-inﬂated Poisson distribution is especially common
in the literature. El-Shaarawi (1985) obtained the maximum likelihood estimator
for this model, as well as its asymptotic distribution. Lambert (1992) extended
the family of zero-inﬂated models, using zero-inﬂated Poisson regression to model
manufacturing defects. Hall (2000) considered zero-inﬂated Poisson and binomial
regression models, and Ridout et al. (2001) discussed zero-inﬂated negative bino-
mial regression models. Parameter estimation is often based on the interpretation
of the model (1.1) as a mixture. Methods based on an expectation-maximization al-
gorithm are used in Lambert (1992), Hall (2000), and Dalrymple et al. (2003) while
Ghosh et al. (2006) and Rodrigues (2003) use the Gibbs sampler. Quasi-likelihood
is also used in Hasan and Sneddon (2009). Score tests for zero-inﬂation have been
developed for the Poisson (Van den Broek, 1995), Poisson regression (Jansakul
and Hinde, 2002), and generalized Poisson regression (Gupta et al., 2005) models.
Recent results comparing the performance of the score, likelihood ratio and Wald
tests can be found in Min and Czado (2010).
The mass function (1.1) remains valid if p takes negative values larger than
−f1(0)/[1 − f1(0)], f1(0) 6= 1. Literature on this subject is less common than on
zero-inﬂated models – no paper focuses solely on zero-deﬂated models – but zero-
modiﬁed Poisson distributions are discussed in Angers and Biswas (2003) and Dietz
and Böhning (2000). In this case, the interpretation of the probability mass func-
tion as a mixture is lost, as a negative mixture probability has no sense, and p
simply represents the probability “removed” from the point 0 and “redistributed”
amongst the other integers. The approaches most commonly used for positive val-
ues of p are thus impossible to use. Instead, Dietz and Böhning (2000) proposes
a two-step method where an estimate for the Poisson parameter is ﬁrst obtained
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by neglecting zeroes and maximizing the likelihood of the zero-truncated Poisson
distribution, and p is then estimated by replacing the Poisson parameter by its es-
timate in the likelihood equation. Angers and Biswas (2003) consider the problem
within the Bayesian framework, and use Monte-Carlo integration with importance
sampling to estimate the posterior mean of the model parameters, iteratively ap-
plying a location-scale transformation to the random vector so that it is “more
likely to be in the appropriate region of the parameter space.”
In the continuous case, only positive values of p have been featured so far in
the literature. The probability density function of X is a Dirac mass at 0 with
probability p, and a density f1(x) deﬁned on R+ with probability 1− p. This type
of model was introduced in Aitchison (1955), where the zero-inﬂated lognormal,
exponential and Pearson Type III distributions were considered. Most often ﬁtted
with the gamma (Feuerverger, 1979, Stefansson, 1996) or lognormal (Fletcher, 2008,
Tian, 2005) distributions, it is mostly applied to the life sciences (abundance data
for ﬁsh or plankton, (Lo et al., 1992, Stefansson, 1996)). It is also used to model
rainfall data (Fernandes et al., 2009, Feuerverger, 1979). Another possible way
to model zero-inﬂated continuous data, within the context of geo-referenced data,
is to use a compound Poisson process (Ancelet et al., 2009). It is impossible to
take the zero-inﬂated continuous model and set p < 0 to obtain a zero-deﬂated
model: in the continuous case, p can only be interpreted as the probability for X
to be equal to 0, and a probability cannot be negative. Furthermore, it is also
impossible to obtain a continuous zero-deﬂated model simply by lowering the value
of f1(0) (much as it is impossible to obtain a zero-inﬂated model by raising f1(0)),
as changing the value of a probability density function at a single point has no
eﬀect on a continuous model.
In this paper, we propose an alternative formulation of zero-modiﬁed models in
the continuous case, where inﬂation or deﬂation occurs on a small interval rather
that at a single point. This can be seen as an extension of the classical formulation,
which can be recovered in the limit as the interval length goes to zero. Diﬀerent
approaches to maximum likelihood estimation are proposed and compared using
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simulation studies. This work is mainly motivated by the analysis of rainfall data.
While daily rainfall often presents an excess of zeroes and is therefore modelled by
zero-inﬂated models (Fernandes et al., 2009), total rainfall over a longer period of
time could conversely be expected to be zero-deﬂated, especially during periods of
the year or in locations associated with higher than average rainfall. Aggregate
rainfall data is used in agricultural planning (Azhar et al., 1992, Sharda and Das,
2005), in river ﬂow forecasting (Dibike and Solomatine, 2001) and watershed man-
agement (Raghuwanshi et al., 2006), and to assess the abundance of species and
vegetation (Eklundh, 1998, Peco et al., 1998).
The outline of this paper is as follows: the model and its features are introduced
in Section 2. Section 3 discusses maximum likelihood estimation. Asymptotic
properties of the model are discussed in Section 4. Section 5 presents simulation
results to illustrate and compare estimation methods. In Section 6, the model is
ﬁtted to real data. Concluding remarks are given in the last section.
1.2 The model
Let X be a non-negative random variable which can be modelled by a probability
density function f1(x|θ) on [0,∞), and suppose that X ∈ [0, x0] is observed with a
diﬀerent frequency than indicated by f1(x|θ). The probability density function of
X could then be written as
f(x|θ, p, x0) = p× f0(x) + (1− p)× f1(x|θ), (1.2)
where f0(x) is a probability density function on [0, x0] and p can take positive
and negative values, corresponding respectively to higher and lower proportions of
observations in [0, x0]. We consider here x0 to be known and f0(x) to be entirely
speciﬁed. The parameters of interest are ω = (p, θ). Positive values of p also
correspond to a mixture of densities f0(x) and f1(x|θ).
Since f0(x) is a probability density function on [0, x0], we must have
∫ x0
0 f0(x)dx =
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1, for any positive value of x0. Therefore, we have that
lim
x0→0
f0(x) =

+∞ if x = 0,
0 otherwise.
For positive values of p, the limit of the proposed model as x0 goes to 0 is thus a
mixture between a Dirac mass at 0 and the probability density function f1(x|θ),
which is the usual continuous zero-inﬂated model.
For f(x|θ, p) to be continuous at the point x0, f0(x) must verify: limx→x0 f0(x) =
0. Otherwise, a discontinuity appears at x0, which could be hard to interpret or to
justify in most applications.
As in the discrete zero-deﬂated model, p must be smaller or equal to 1 and
greater or equal to a lower bound pmin for f(x|θ, p) to be non-negative, and thus
be a valid probability density function. In particular, we must have:
pf0(x) + (1− p)f1(x|θ) ≥ 0 ∀ x ∈ [0, x0]
p(f0(x)− f1(x|θ)) ≥ −f1(x|θ) ∀ x ∈ [0, x0]
p ≥ −f1(x|θ)
f0(x)− f1(x|θ) ∀ x ∈ [0, x0] : f0(x) > f1(x|θ)
p ≥ max
x∈[0,x0]:f0(x)>f1(x|θ)
−f1(x|θ)
f0(x)− f1(x|θ) = pmin(θ). (1.3)
This bound depends on the unknown θ parameter, which makes the estimation
of p more complex, especially if θ is high-dimensional. However, there are two
special cases of f0(x) for which pmin will be easily obtainable. If f0(x) is non-
increasing on [0, x0], and f1(x|θ) is non-decreasing on [0, x0], then (1.2) takes its
lowest value at 0, and it will be a valid probability density function as long as
p/x0+(1−p)f1(0|θ) ≥ 0 ⇐⇒ p ≥ −f1(0|θ)1/x0−f1(0|θ) . If we choose f0(x) ∝ f1(x|θ)I[0,x0](x),
then the terms f1(x|θ) in (1.3) cancel out, and pmin = −11/F1(x0|θ)−1 , where F1(x|θ)
is the cumulative distribution function corresponding to the probability density
function f1(x|θ). This last choice has the disadvantage of creating a discontinuity
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at x0, which may be hard to interpret.
1.3 Estimation
If p is known to be positive, then the problem of estimating ω = (p, θ) is re-
duced to mixture model parameter estimations. A large body of literature exists
on this subject, notably Titterington et al. (1985). In particular, the EM algorithm
is a well-studied method for obtaining (with good choices of starting values) max-
imum likelihood estimators. Here we are interested in estimation when p is either
completely unknown or known to be negative.
We consider maximum likelihood estimation for such models, and we propose
diﬀerent methods to obtain the maximum likelihood estimators for p and θ. Let
X1, X2, . . . , Xn be a random sample of size n from the proposed model (1.2). The
log-likelihood of the model is given by
l(ω|x) =
n∑
i=1
log [pf0(xi) + (1− p)f1(xi|θ)] .
Its partial derivatives are given by:
∂l(ω|x))
∂p
=
n∑
i=1
f0(xi)− f1(xi|θ)
pf0(xi) + (1− p)f1(xi|θ) ,
∂l(ω|x)
∂θ
= (1− p)
n∑
i=1
∂f1(xi|θ)
∂θ
pf0(xi) + (1− p)f1(xi|θ) .
However, since f0(x) is only non-zero on [0, x0], these can be rewritten in this way:
∂l(ω|x)
∂p
=
∑
i:xi<x0
f0(xi)− f1(xi|θ)
pf0(xi) + (1− p)f1(xi|θ) −
1
(1− p) |{i : xi > x0}| , (1.4)
∂l(ω|x)
∂θ
=
n∑
i=1
∂ log(f1(xi|θ))
∂θ
(
1− pf0(xi)
pf0(xi) + (1− p)f1(xi|θ)
)
, (1.5)
where |A| is the cardinality of the set A. Note that, in deriving equation (1.4),
we implicitly assume f1(x|θ) to be nonzero on [x0,∞). It is possible to set these
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equations equal to 0 and solve numerically for p and θ with a Newton-Raphson al-
gorithm to obtain the maximum likelihood estimator (Dennis and Schnabel, 1996).
It is interesting to note that, for ﬁxed θ,
∂2l(p|x)
∂p2
= −
n∑
i=1
[
f0(xi)− f1(xi)
pf0(xi) + (1− p)f1(xi)
]2
≤ 0 ∀ p.
Any zero of ∂l(ω|x)
∂p
= 0 is therefore a maximum. An alternative to solving (1.4) and
(1.5) is to use the Nelder-Mead simplex method (Lagarias et al., 1999).
Generally, it will not be possible to obtain an analytical expression for the
maximum likelihood estimators. However, if we choose f0(x) ∝ f1(x)I[0,x0](x), and
if θ is known, it is possible to obtain the maximum likelihood estimator for p, pˆMLE,
in analytical form. It is given by:
pˆMLE =
(n0/n)− F1(x0|θ)
1− F1(x0|θ) ,
where n0 = |{i : xi ≤ x0}| . It should be noted that this estimator depends on θ.
Another approach to obtaining maximum likelihood estimates is to slightly
adapt estimation methods for mixtures to the ZMM model. Let ǫ be a positive
quantity such that p + ǫ > 0, and let q = p + ǫ. We can re-write the ZMM model
as:
f(x|p, θ, ǫ) = pf0(x) + ǫf1(x|θ) + (1− p− ǫ)f1(x|θ)
f(x|p, θ, ǫ) = (p+ ǫ)
[
p
p+ ǫ
f0(x) +
ǫ
p+ ǫ
f1(x|θ)
]
+ (1− p− ǫ)f1(x|θ)
f(x|q, θ) = qf˜0(x|θ) + (1− q)f1(x|θ), (1.6)
where
f˜0(x|θ) = p
p+ ǫ
f0(x) +
ǫ
p + ǫ
f1(x|θ).
It should be noted that f(x|p, θ, ǫ) is a non-identiﬁable model since, given ob-
servations x and ﬁxed parameters p and θ, the likelihood L(p, θ, ǫ|x) will be the
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same regardless of the value of ǫ. To make the model identiﬁable, we only consider
the smallest possible value of ǫ that will allow f˜0(x|θ) to be a valid probability
density function, that is, positive over [0, x0] :
ǫ =

0 for p ≥ 0
maxx∈[0,x0] |p| f0(x)f1(x|θ) for p < 0.
This choice of ǫ also ensures that q ∈ [0, 1]. For positives values of p, this is
trivial, as p is always smaller or equal to 1. If p is negative, we have that:
q = ǫ+ p = max
x∈[0,x0]
|p|f0(x)/f1(x) + p
= p
[
1− max
x∈[0,x0]
f0(x)/f1(x)
]
.
Since
∫ x0
0 f0(x)dx = 1 ≥
∫ x0
0 f1(x)dx, it follows that ∃ x ∈ [0, x0] : f0(x) ≥ f1(x),
thus implying that maxx∈[0,x0] f0(x)/f1(x) ≥ 1, and that q ≥ 0 ∀ p < 0.
Furthermore, for negative values of p
q ≤ 1 ⇐⇒ p(1− max
x∈[0,x0]
f0(x)/f1(x)) ≤ 1
⇐⇒ p ≥ 1
1−maxx∈[0,x0] f0(x)/f1(x)
=
1
minx∈[0,x0] 1− f0(x)/f1(x)
= max
x∈[0,x0]
1
1− f0(x)/f1(x)
= max
x∈[0,x0]
f1(x)
f1(x)− f0(x)
= max
x∈[0,x0]
−f1(x)
f0(x)− f1(x) = pmin.
Therefore, for values of p in [pmin, 1], q is in [0, 1], and (1.6) is a mixture of the
densities f˜0(x|θ) and f1(x|θ). It will thus be possible to use slightly adapted esti-
mation methods for mixtures. A popular estimation method for mixture models is
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the expectation-maximization (EM) algorithm.
Since (1.6) is a mixture model, each observation Xi can be viewed as having
the distribution f˜0(x|θ) with probability q or f1(x|θ) with probability 1 − q. Let
the latent variables Z = Z1, . . . , Zn represent whether the observations Xi have the
distribution f˜0(xi|θ) or f1(xi|θ) respectively. Each Zi will take the value 1 with
probability q and 0 with probability 1− q.
Then the completed likelihood is
L(θ, q|X,Z) =
n∏
i=1
[qf˜0(xi|θ)]zi [(1− q)f1(xi|θ)]1−zi.
The EM algorithm aims at maximizing the marginal likelihood L(θ, q|X) by iter-
atively applying two steps to the completed likelihood. First, the expectation (E)
step consists of obtaining
Q(k)(q, θ) =
∫
Z
log[L(q, θ|X,Z)]f(Z|X, q(k−1), θ(k−1))dZ, (1.7)
the expectation of the log-likelihood with respect to the conditional distribution of
the latent variables Z given the observations X under the current estimates of the
parameters.
Let
Ai = P (Zi = 1|Xi, q(k−1), θ(k−1))
=
q(k−1)f˜0(xi|θ(k−1))
q(k−1)f˜0(xi|θ(k−1)) + (1− q(k−1))f1(xi|θ(k−1))
.
Then, equation (1.7) can be written as
Q(k)(q, θ) =
n∑
i=1
Ai log[qf˜0(xi|θ)] + (1−Ai) log[(1− q)f1(xi|θ)].
The maximization (M) step then consists in ﬁnding values θ(k) and q(k) which
maximize Q(k)(q, θ).
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The partial derivatives of Q are:
∂Q
∂q
=
∑n
i=1Ai
q
−
∑n
i=1(1− Ai)
1− q ,
∂Q
∂θ
=
n∑
i=1
Ai
∂ log f˜0(x|θ)
∂θ
+
n∑
i=1
(1− Ai)∂ log[f1(xi|θ)]
∂θ
=
n∑
i=1
Ai
∂ log[pf0(x) + ǫf1(x|θ)]
∂θ
+
n∑
i=1
(1−Ai)∂ log[f1(xi|θ)]
∂θ
.
The kth iteration estimate for q can be easily obtained by setting the partial
derivative of Q with respect to q equal to zero and solving:
qˆ(k) =
∑n
i=1Ai
n
.
Note that we have considered above f˜0(x|θ) to be independent of q while p and ǫ
(which are linked to q) appear it its expression. If we do not consider p and ǫ to
be independent of q during the M-step, the partial derivative of Q with respect to
q will be positive everywhere, which means that Q is maximized when q takes its
largest possible value –1. We will still be able to obtain an estimate for p in this
case, but convergence will be slower and p will be consistently overestimated (as
can be seen in Section 5).
Estimates for θ are not so easy to obtain, and they will not usually result
in a closed form expression. Estimates must therefore be obtained by numerical
methods; either directly maximizing Q (for example, with the Nelder-Mead simplex
method (Lagarias et al., 1999)) or numerically solving ∂Q
∂θ
= 0 (for example, with
a Newton-Raphson algorithm(Dennis and Schnabel, 1996)).
Another possibility is to simplify M-step calculations by considering θ in f˜0(x|θ)
to be known and equal to θ(k−1). For some choices of f1(x|θ) (notably, exponential
families), this will allow us to obtain a closed form expression for θ(k). However, as
it is obtained by maximizing
∑n
i=1(1−Ai) log[(1− q)f1(xi|θ)], rather than Q(k), it
would be more appropriate to speak of a generalized EM algorithm, which should
nevertheless have good convergence properties (Wu, 1983).
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It is also necessary to obtain, at each iteration, an estimate of ǫ (to deduce an
estimate for p, and to update f˜0(x|θ)). For given values of q and θ, we have two
candidates for the value of ǫ : 0 (corresponding to p ≥ 0) and maxx∈[0,x0]−p f0(x)f1(x|θ)
(corresponding to negative values of p). It follows that we have two candidates
for the value of pˆ(k) given qˆ(k) and θˆ(k), and we choose the one with the highest
likelihood:
pˆ(k) =

qˆ(k)
qˆ(k)
1−maxx∈[0,x0] f0(x)f1(x|θ(k))
.
Initial values for θ can be obtained using the method of moments or by bas-
ing the estimation on a truncated distribution and considering only observations
greater than x0. Exploratory tests, not fully reported here for brevity, have shown
that, for a given choice of f0 and f1, this estimation method is robust to the choice
of a starting value for p. For example, if f1 is the zero-truncated Laplace proba-
bility density function, then positive initial values of p will have good convergence
properties. If f1 is the gamma pdf, then negative starting values for p should be
preferred. In both cases, the initial value for p needs only to be of the right sign
to converge. An initial value for q can be directly obtained from the initial values
of p, θ and the deﬁnition given above for ǫ.
1.4 Asymptotic properties
For the MLE (or, strictly speaking, a sequence of roots of the likelihood equa-
tion) to converge in distribution to a normal random variable, several conditions
must be satisﬁed:
• the parameter space Ω must be an open subset of Rk,
• the second partial derivatives of f(x|ω) with respect to ω must exist and be
continuous for every ω ∈ Ω, and we must be able to pass the derivative under
the integral sign in
∫
f(x|ω)dx,
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• there must be a function g(x) such that E(g(X)) exists and that each compo-
nent of the Fisher information matrix must be uniformly bounded in absolute
value in some neighbourhood of the real value of ω,
• the Fisher information matrix must be positive deﬁnite.
In many applications, f1(x|θ) will satisfy these regularity conditions and it will be
possible to choose f0(x) so that f(x|ω) also satisﬁes the above conditions. However,
it will be necessary to restrict p to values strictly greater than pmin (and strictly
smaller than 1) for Ω to be an open subset of Rk. If the above conditions are met,
then
√
nωˆMLE
D−→ N (ω, I(ω)−1) , where I(ω) is the Fisher information matrix.
Generally, we will have to use numerical or Monte-Carlo methods to compute
the elements of this matrix. Resampling-based Monte-Carlo methods for computing
the Fisher information matrix have been proposed and discussed in Spall (2005)
and Das et al. (2007), while Behboodian (1972) uses numerical quadrature to obtain
the information matrix. Simply generating x(k) ∼ f(x|ω) allows us to approximate
the elements I(ω)ij by −1
n
∑n
k=1
∂2l(ω|x(k))
∂ωi∂ωj
, but this is not very eﬃcient.
Using the fact that f0(x) is positive only on [0, x0], we can obtain the following
expression for the i, jth entry of the Fisher information matrix for ω = (p, θ):
I(ω)ij = −Ef(x|ω)
(
∂2 log [f(x|ω)]
∂ωi∂ωj
)
= −
(∫ x0
0
∂2 log [f(x|ω)]
∂ωi∂ωj
[pf0(x) + (1− p)f1(x|θ)]dx
+
∫ ∞
x0
∂2 log [(1− p)f1(x|θ)]
∂ωi∂ωj
(1− p)f1(x|θ)dx
)
,
= −
(∫ x0
0
∂2 log [f(x|ω)]
∂ωi∂ωj
[pf0(x) + (1− p)f1(x|θ)]dx
+
∫ ∞
0
∂2 log [(1− p)f1(x|θ)]
∂ωi∂ωj
(1− p)f1(x|θ)dx
−
∫ x0
0
∂2 log [(1− p)f1(x|θ)]
∂ωi∂ωj
(1− p)f1(x|θ)dx
)
. (1.8)
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Note that
∂2 log [(1− p)f1(x|θ)]
∂ω1∂ωi+1
=
∂2 log [(1− p)f1(x|θ)]
∂p∂θi
=
−∂f1(x|θ)/∂θi
(1− p)f1(x|θ) +
(1− p)f1(x|θ)∂f1(x|θ)/∂θi
[(1− p)f1(x|θ)]2 = 0
and that
∂2 log [(1− p)f1(x|θ)]
∂ωi+1∂ωj+1
=
∂2 log [(1− p)f1(x|θ)]
∂θi∂θj
=
(1− p)∂2f1(x|θ)/∂θi∂θj
[(1− p)f1(x|θ)] −
(
(1− p)∂f1(x|θ)/∂θi
[(1− p)f1(x|θ)]
)(
(1− p)∂f1(x|θ)/∂θj
[(1− p)f1(x|θ)]
)
=
∂2f1(x|θ)/∂θi∂θj
f1(x|θ) −
(
∂f1(x|θ)/∂θi
f1(x|θ)
)
∂f1(x|θ)/∂θj
f1(x|θ) =
∂2 log f1(x|θ)
∂θi∂θj
.
This leads to the following expressions:
I(p) = I(ω)11 =
∫ x0
0
(f0(x)− f1(x|θ))2
[pf0(x) + (1− p)f1(x|θ)] dx
+
1
1− p [1− F1(x0|θ)], (1.9)
I(ω)1,i+1 =
∫ x0
0
∂f1(x|θ)/∂θi
pf0(x) + (1− p)f1(x|θ)
× [(1 + p)f0(x)− pf1(x|θ))] dx, (1.10)
I(θ)ij = I(ω)i+1,j+1 =
∫ x0
0
[
(1− p)2
(pf0(x) + (1− p)f1(x|θ))
∂f1(x|θ)
∂θi
∂f1(x|θ)
∂θj
−(1− p)∂
2f1(x|θ)
∂θi∂θj
]
dx
+ (1− p)
∫ x0
0
∂2 log f1(x|θ)
∂θi∂θj
f1(x|θ) dx
+ (1− p)If1(x|θ)(θ)ij , (1.11)
where If1(x|θ) is the Fisher information matrix of a random variable with probability
density function f1(x|θ).
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The Fisher information for pˆMLE can be decomposed into a function of the cu-
mulative distribution function F1(x|θ) and an integral to be evaluated numerically
on [0, x0]. Similarly, the information on θ can be decomposed into two parts: (a) an
integral to be evaluated numerically on [0, x0], and (b) a term which is proportional
to the information on θ under f1(x|θ). In most practical applications, f1(x|θ) will
be chosen amongst distributions with known asymptotic properties, and If1(x|θ)(θ)
will thus be easily obtained. Finally, the information on p and θ is reduced to
an integral to be evaluated numerically on [0, x0]. Seeing that the integrals to be
evaluated are unidimensional (as long as X is univariate), that the region of inte-
gration is compact, and that, given the choices of f1(x|θ) and f0(x), the integrands
are piecewise continuous, numerical quadrature methods (for example, Gauss or
Chebyshev-Gauss quadrature) might be preferable to Monte-Carlo computations.
These expressions depend on unknown parameters which, in practical applica-
tions, will be unavailable. The empirical Fisher information matrix can be obtained
by replacing these unknown parameters by their maximum likelihood estimators
where necessary.
1.5 Simulation results
The performance of the proposed model and estimation methods can be assessed
by a simulation study. It is thus necessary to be able to generate observations
from the ZMM. We assume that it is possible to generate observations from the
densities f0(x) and f1(x|θ). If p is positive, then f(x|θ, p) is a standard mixture
of two densities, and methods used to generate from this type of distribution are
well-known. If p is negative, then we have that f(x|θ, p) = pf0(x)+(1−p)f1(x|θ) ≤
(1 − p)f1(x|θ), and we can use rejection sampling to generate observations from
f(x|θ, p) with unconditonnal acceptance probability 1/(1 + |p|).
As an example, we choose f0(x) ∝ (x0 − x)τ and
f1(x|µ, λ) = 1
λ(2− e−µ/λ)e
−
|x−µ|
λ , x ≥ 0
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the Laplace distribution with location parameter µ truncated on [0,∞]. The exact
form of f0(x) is f0(x) = c(x0−x)τ , where c = (τ+1)/xτ+10 is a normalizing constant
and τ is known. This choice of model ensures a probability density function that
is continuous everywhere and easy to evaluate. Also, the truncated Laplace pdf
is nonzero at zero (unlike, say, the lognormal), making it suitable to illustrate
zero-deﬂation.
The lower bound pmin is strongly inﬂuenced by the values of the parameters µ
and λ. Small values of µ concentrate a lot of probability mass around x0, allowing
p to take smaller values. Inversely, large values of µ will pull probability mass away
from x0, imposing a stricter lower bound on p. The parameter λ also has a strong
inﬂuence on pmin, but this inﬂuence depends on the value of µ. Larger values of λ
correspond to a higher variance and heavier tails. Heavier tails, in turn, correspond
to lower values of pmin when µ is far from x0. In that case, [0, x0] is in the left tail
of the distribution. When µ is small, [0, x0] is near the peak of the distribution,
and heavier tails correspond to a stricter bound.
Obviously, the values of τ and x0 will also aﬀect the bound. However, we
suppose here that these parameters are known. The bound pmin as a function of µ
and λ when τ = x0 = 1/2 is illustrated in Figures 1.1 and 1.2.
Let p = −0.1, x0 = 1, µ = 1, λ = 2, and τ = 1/2. The densities f1(x|µ, λ)
and f(x|p, µ, λ) corresponding to this choice of parameters are illustrated in Fig-
ure 1.3. For diﬀerent samples sizes (n = 10, 30, 60, 200, 500), 1000 random samples
are generated. In Table 1.1, we report the empirical mean and variance of the
maximum likelihood estimators for each sample size. Estimates are obtained using
the Nelder-Mead simplex method to maximize the log-likelihood, and the EM al-
gorithm. Unless otherwise noted, all numerical algorithms used are iterated until
a relative tolerance of 10−3 is reached. By numerical integration of equations (1.9)
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Figure 1.1: Bound pmin as a function of µ, λ ﬁxed
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Figure 1.2: Bound pmin as a function of λ, µ ﬁxed
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to (1.11) using Gaussian quadrature, the asymptotic covariance matrix is:
I−1(ω) =

p µ λ
0.794 3 −0.23
3 15.19 −2.69
−0.23 −2.69 5.07

The moderate bias present in small sample sizes becomes negligible as n gets
larger. The empirical covariance matrix, however, seems unusually slow in con-
verging to the asymptotic covariance matrix I−1(ω). This might be caused by the
parameter values chosen; a value of λ larger than µ corresponds to a very dispersed
model, where the mode does not necessarily dominate the likelihood until larger
samples sizes are reached. In addition, a large value of x0 means that small varia-
tions of p would have large eﬀects on the model as a whole. Estimates obtained with
the EM algorithm here often have smaller variance than those obtained by direct
optimization, but a much larger bias. This is most likely caused by convergence
to a local mode or saddlepoint, perhaps due to the use of numerical optimization
during the M-step. The EM algorithm took on average between 82 (n = 30) and
146 (n = 10) iterations to converge. Direct maximization of the likelihood should
be preferred in this context.
We then set (x0, τ, µ, λ) = (1, 0.5, 0, 2), let p vary between pmin = −0.5 and
0.3, and consider µ to be known. Then, f1(x|λ) is the exponential distribu-
tion. When using the EM algorithm, if we replace f˜0(x|λ) by f˜0(x|λ(k−1)) during
the M-step of each iteration, we can obtain the following closed-form expression:
λ(k) =
∑n
i=1
(1−Ai)xi∑n
i=1
(1−Ai)
. For each value of p considered, 500 samples of size n = 60 are
generated. The mean and variance of estimators obtained by maximization of the
log-likelihood with the simplex method and using the GEM algorithm are given in
Table 1.2.
We see a larger bias when p = pmin, as well as higher variances for λˆ when p is
positive. This is not unexpected: large values of p indicate that a large proportion
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Figure 1.3: f1 and f for (p, τ, µ, λ) = (−0.1, 1/2, 1, 2)
of observations are drawn from the distribution f0(x), which is entirely speciﬁed.
This leaves us with only a few observations to estimate λ, whose variance steadily
increases with p. Direct maximization of the likelihood performs better than the
GEM for negative values of p close to pmin or large values of p. For intermediate
values, the GEM estimates have slightly smaller variances and comparative bias.
Unsurprisingly, the number of iterations required for the GEM to converge are
lower when p is either very small or very large. The GEM, in this context, is
not noticeably slower than the simplex optimization, since the M-step estimates
are obtained as a closed-form expression. This, along with a less complex two-
parameter estimation, explains why better results are obtained compared to the
previous simulation.
Finally, if we choose f0(x) ∝ f1(x|θ)I[0,x0](x), it is possible to obtain an ana-
lytical estimator for p. Simulation results (500 samples, n = 200) for this case are
presented in Table 1.3. Figure 1.4 shows the densities f1(x|µ, λ) and f(x|p, µ, λ)
for diﬀerent values of p. The discontinuity at x0 in Figure 1.4 is due to the choice of
f0(x) ∝ f1(x|θ)I[0,x0](x), whose limit at x0 is not 0. This discontinuity can be hard
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Table 1.1: Simulation results for (p, x0, τ, µ, λ) = (−.1, 1, .5, 1, 2)
MLE EM
¯ˆω = (¯ˆp, ¯ˆµ,
¯ˆ
λ) n× v̂ar(ωˆ) ¯ˆω = (¯ˆp, ¯ˆµ, ¯ˆλ) n× v̂ar(ωˆ)
n = 10
−0.089
1.15
1.82


0.159 0.272 0.11
0.272 4.39 −1.58
0.11 −1.58 5.32


−0.049
1.51
1.71


0.138 0.282 −0.042
0.282 4.56 −1.45
−0.042 −1.45 5.59

n = 30
−0.104
1.07
1.91


0.1967 0.658 0.054
0.658 6.55 −1.98
0.054 −1.98 5.45


−0.053
1.38
1.86


0.182 0.542 −0.069
0.542 5.82 −1.93
−0.069 −1.93 5.53

n = 60
−0.105
1.02
1.93


0.27 0.93 −0.005
0.93 8.21 −2.3
−0.005 −2.3 5.07


−0.059
1.29
1.92


0.23 0.75 −0.044
0.75 7.08 −1.85
−0.044 −1.85 5.52

n = 200
−0.107
0.99
1.98


0.61 2.28 −0.14
2.28 12.9 −2.54
−0.14 −2.54 4.81


−0.0725
1.22
1.95


0.276 1.03 −0.08
1.03 8.41 −2.21
−0.08 −2.21 5.55

n = 500
−0.105
0.99
1.99


0.8 3.09 −0.22
3.09 16.67 −2.71
−0.22 −2.71 5.07


−0.076
1.17
1.98


0.32 1.16 −0.152
1.16 8.58 −2.13
−0.152 −2.13 5.12

to interpret, and it makes this choice of f0 hard to justify in practical applications.
As can be seen in Table 1.3, both the bias and variance of pˆ remain small as p
varies. The smallest bias and variances are attained when p is close to one, or
smaller or equal to zero. The maximum likelihood estimates for p are practically
the same whether obtained numerically or analytically, the only notable diﬀerence
being when p is identically equal to 1. In that case, the analytical maximum likeli-
hood estimate was 1 for all samples, while the numerical maximum likelihood has
a very small variance. The EM algorithm was initialized with a starting value of
0.9, explaining its much faster convergence for (larger) positive values of p. It nev-
ertheless has good convergence properties even for negative values of p, although
it is often outperformed by the other two methods. This makes it a less than ideal
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Table 1.2: Simulation results as p varies, with µ = 0, x0 = 1, τ = 0.5, and λ = 2
MLE GEM
p ¯ˆp V̂ ar(pˆ) ¯ˆλ V̂ ar(λˆ) ¯ˆp V̂ ar(pˆ) ¯ˆλ V̂ ar(λˆ) iter
- 0.5 -0.481 0.003 2.096 0.037 -0.416 0.009 2.289 0.151 72.82
- 0.4 -0.402 0.007 2.015 0.059 -0.409 0.012 2.034 0.088 66.13
- 0.3 -0.308 0.012 2.016 0.069 -0.312 0.015 2.001 0.084 64.31
- 0.2 -0.214 0.015 2.007 0.088 -0.217 0.014 2.004 0.088 66.93
- 0.1 -0.09 0.018 1.972 0.124 -0.103 0.016 1.976 0.089 111.52
- 0.05 -0.059 0.019 2.022 0.105 -0.058 0.014 1.976 0.090 135.41
0 -0.024 0.018 1.982 0.103 -0.023 0.017 1.975 0.098 130.48
0.05 0.043 0.018 2.002 0.116 0.042 0.018 1.996 0.116 132.64
0.1 0.098 0.019 1.973 0.132 0.097 0.018 1.978 0.119 99.43
0.2 0.189 0.018 1.998 0.133 0.192 0.016 2.037 0.133 66.24
0.3 0.291 0.017 2.020 0.146 0.275 0.016 1.992 0.154 50.26
choice in this context.
1.6 Application to real data
An application to a real dataset is presented in this section. The data are
millimetric bimonthly precipitation data during the months of May and June (4
data points per year) in Montreal, from 1943 to 1992. A histogram of the data, and
plots of a ﬁtted truncated Laplace distribution, a ﬁtted zero-modiﬁed model with
f0 ∝ (10 − x)0.05 and a ﬁtted ZMM with f0(x) ∝ f1(x|θ) are given in Figure 1.5.
Ideally, we would want f0 to be as close to f1 as possible while still preserving
continuity, so that x0-truncated data could be accurately modelled. While f0(x) ∝
f1(x|θ) satisﬁes this requirement, it creates a discontinuity. Choosing f0 ∝ (x0−x)τ ,
with a small value for τ, seems like a good compromise, as continuity is preserved,
and f0(x) is nearly ﬂat on most of the interval [0, x0].
The maximum likelihood estimators and their estimated standard errors ob-
tained when ﬁtting the truncated Laplace, the ZMM-tau and the ZMM-proportional
models are given in Table 1.4. We can see that the peak of the ﬁtted ZMM is closer
to the actual mode of the data, and the modelling is improved on [0, 10]. The prob-
ability density functions for the two ZMM models are practically identical outside
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Table 1.3: Simulation results for pˆmle when f0 ∝ f1, (x0, µ, λ) = (0.5, 1, 1)
Closed form MLE Numerical MLE EM
p pˆ 103V̂ ar(pˆ) pˆ 103V̂ ar(pˆ) pˆ 103V̂ ar(pˆ) iter
-0.15 -0.1502 0.1128 -0.1502 0.1128 -0.1514 0.1626 116.63
-0.10 -0.1000 0.3208 -0.1000 0.3208 -0.1008 0.4663 88.78
-0.05 -0.0510 0.6975 -0.0510 0.6975 -0.0522 0.7016 78.49
0 0.0014 0.8926 0.0014 0.8926 0.0003 0.9712 145.23
0.05 0.0504 0.1097 0.0504 0.1097 0.0456 0.1157 99.44
0.10 0.1008 0.1184 0.1008 0.1184 0.0833 0.0022 25.56
0.25 0.2513 0.1341 0.2513 0.1341 0.2516 0.1341 8.51
0.50 0.5023 0.1603 0.5023 0.1603 0.5025 0.1604 6.14
0.75 0.7527 0.1140 0.7527 0.1140 0.7529 0.1148 4.98
0.85 0.8494 0.0778 0.8494 0.0778 0.8495 0.0777 4.11
0.95 0.9499 0.0273 0.9499 0.0273 0.9497 0.0271 3.99
0.99 0.9901 0.0059 0.9901 0.0059 0.9899 0.0061 4.20
1 1 0 1.000 <0.0001 1.000 <0.0001 5.00
of [0, x0].
Table 1.4: MLEs and standard errors for the ﬁtted models
model pˆ SEpˆ µˆ SEµˆ λˆ SEλˆ
truncated Laplace n/a n/a 24.1 0.17 21.88 1.76
ZMM-tau -0.066 0.018 22.3 0.16 22.75 1.75
ZMM-proportional -0.072 0.018 22.3 0.12 22.64 1.74
Table 1.5 gives the Akaike information criterion and Bayesian information cri-
terion for the ﬁtted models. For both ZMMs, the improvement in ﬁt compensates
the penalty term for the extra model parameter. Furthermore, the ZMM with
f0(x) ∝ f1(x|θ)I[0,x0](x) has slightly lower AIC and BIC values than the ZMM with
f0 ∝ (10− x).05.
We also performed a sensitivity analysis, to see what impact did the choice
of x0 and τ had when ﬁtting the ZMM. Results for f0 ∝ (x0 − x)τ and f0(x) ∝
f1(x|θ)I[0,x0](x) can be found in Figures 1.6 and 1.7, respectively.
It should be noted that while a positive estimate for p is straightforward to
interpret, negative estimates have no direct intuitive meaning. Negative values of
p which seem, at ﬁrst glance, almost zero, can nevertheless have a strong eﬀect on
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Figure 1.4: Densities f and f1 for f0 ∝ f1, p = −.05 and p = .05
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Figure 1.5: Data and ﬁtted models for Montreal precipitations
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Figure 1.6: Log-likelihood as a function of x0 and τ for f0 ∝ (x0 − x)τ
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Table 1.5: AIC and BIC for the ﬁtted models
Truncated Laplace ZMM-tau ZMM-proportionnal
AIC 1903.9 1899.5 1898.4
BIC 1910.7 1909.6 1908.6
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 947
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0
Figure 1.7: Log-likelihood as a function of x0 for f0(x) ∝ f1(x|θ)I[0,x0](x)
the pdf on [0, x0]. This may happen if pmin is very close to zero, which can occur,
for example, if f0(x) if very concentrated, f1(x|θ) is diﬀuse and x0 is large. For
ease of interpretation, a scaled estimate p˜ = −pˆ/pmin(θˆ) should be reported along
with the estimate pˆ. In particular, a p˜ value of −1 corresponds to pˆ = pmin(θˆ), i.e.,
as much probability mass has been removed in [0, x0] as possible. Although this
removal may be small relative to f1(x|θ). For the Montreal bimonthly precipitation
example, with f0 ∝ (10− x).05 we have pmin(θˆ) = −0.1117 and pˆ = −0.0657. The
value of p˜ is 0.5884, indicating that roughly half of the probability mass that could
possibly be removed in the interval [0, x0] has been removed. This highlights that
the negative value of pˆ cannot simply be ignored, even if it appears at ﬁrst glance
to be close to zero.
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1.7 Concluding remarks
In the present paper we have introduced an extension of the zero-modiﬁed
models to the continuous case. The proposed model can be viewed as a mixture of
two continuous densities f0 and f1, but the “mixture” parameter can take positive
and negative values, corresponding respectively to the zero-inﬂated and the zero-
deﬂated cases. The particular case of f0 ∝ f1 has some interesting properties.
For this choice of f0, it is possible to obtain a closed form maximum likelihood
estimator for p. It is also possible to obtain an x0-truncated distribution by taking
p = pmin under this choice of f0, which is not generally possible for other choice
of x0. However, this creates a discontinuity in the model which may be hard to
interpret or justify.
Likelihood-based estimation has been discussed. We can reduce the estimation
of a ZMM to a simple mixture model and use an EM or GEM algorithm for pa-
rameter estimation. In the general case, using this approach is slower and leads to
larger mean squared errors than numerical maximization of the likelihood function.
The asymptotic properties of the model and maximum likelihood estimators have
been brieﬂy discussed. While the bias decreases appropriately as the sample size
grows, the covariance matrix of the maximum likelihood estimates seems to be slow
to converge to the Fisher information matrix. This might occur when the value
of x0 is too high, relatively to the bulk of the probability density function f1(x|θ);
caution is advised when ﬁtting ZMMs with a value of x0 approaching the mode of
the distribution. The dependency of the lower bound pmin on unknown parameters
is the main diﬃculty associated with the use of the proposed model.
Simulations studies have been used to evaluate the usability of the proposed
model, and an example of an application to real-life precipitation data has been
presented, demonstrating its usefulness. Despite its hard-to-justify discontinuity,
choosing f0(x) ∝ f1(x) leads to a slightly smaller values for the AIC and BIC.
We have here considered f0 and x0 to be known. A Bayesian framework could
be useful here, as a natural approach to the modelling of expert nowledge regarding
36
x0 would be to use a prior concentrating the probability density around a certain
value given by the experts.
Secondly, we could consider models of the form f(x|p, x0, θ0, θ1) = pf0(x|θ0) +
(1− p)f1(x|θ1), where f0 is no longer considered to be known. A larger number of
observations would then be required for reliable parameter estimation, especially
for very large and very small values of p.
Finally, tests for zero-inﬂation are fairly common in the literature. Developing
a test for zero-deﬂation, or for zero-inﬂation using our model formulation, should
be investigated in future research. A natural approach would be to try to adapt
existing score tests to our model formulation.
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CHAPTER 2
BAYESIAN ESTIMATION AND TESTING FOR CONTINUOUS
ZERO-MODIFIED MODELS
Cet article sera prochainement soumis a Statistics & Probability Letters. Le
premier auteur est Félix Labrecque-Synnott et le coauteur est le directeur de
recherches, Jean-François Angers.
La problématique derrière le deuxième article – un traitement bayésien de
la classe des modèles continus modiﬁés à zéro, ainsi qu’une approche aux tests
d’hypothèses – découlait naturellement du premier article. Les tests d’hypothèses
font souvent suite à l’estimation ponctuelle en statistique, il était naturel d’aller
dans cette direction après avoir démontré qu’il était possible de travailler avec la
classe de modèles proposée, et que celle-ci était pertinente et avait au moins une
application pratique. Diﬀérentes lois a priori non informatives furent considérées
par le premier auteur. Après avoir mis en oeuvre l’estimation basée sur le maximum
de la loi a posteriori (basée sur une des méthodes d’estimation par maximum de
vraisemblance, elle-même basée sur du code Matlab existant), quelques diﬃcultés
furent rencontrées au moment de passer à l’estimation par espérance a posteriori
des paramètres. À la suggestion du deuxième auteur, des méthodes d’estimation
adaptatives furent alors considérées. Le premier auteur s’est chargé de la program-
mation de deux méthodes de ce type tirées de la littérature scientiﬁque (Angers and
Biswas, 2003, Naylor and Smith, 1982), et de l’élaboration des tests d’hypothèses
présentés dans l’article. Face aux longs temps de calculs demandés par les méthodes
adaptatives, il a identiﬁé la tâche demandant le gros des calculs dans l’évaluation de
la vraisemblance en un point donné: le calcul de pmin(θ). Le premier auteur a donc
élaboré une méthode d’obtention de l’espérance a posteriori basée sur une quadra-
ture gaussienne et une simple transformation des paramètres. Cette méthode n’est
pas adaptative, mais les bornes pmin(θi) sont gardées en mémoire et réutilisées si
plusieurs échantillons doivent être comparés ou si une analyse doit être refaite.
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On retrouve dans cet article une proposition de lois a priori non informatives à
la section 2. L’estimation ponctuelle bayésienne est abordée à la section 3, où trois
méthodes sont proposées aﬁn d’obtenir les espérances a posteriori. La section 4
traite de tests d’hypothèses sur p, tant sous le paradigme bayésien que classique. La
section 5 contient des résultats de simulation comparant les diﬀérentes méthodes
d’estimation et de tests, ainsi qu’une ré-analyse des données présentées à la section
6 du premier article.
ABSTRACT
While discrete zero-inﬂated and zero-deﬂated models are fairly well known,
continuous zero-modiﬁed models are mostly limited to the zero-inﬂated case in the
literature, where they are often represented as a mixture between a probability
density function and a Dirac mass at zero. An alternative formulation of zero-
inﬂation for continuous models which can be extended to the zero-deﬂated case
was introduced in Labrecque-Synnott and Angers (2009), where likelihood-based
estimation was discussed. We consider here estimation and testing in a Bayesian
framework. In particular, we discuss the choice of priors, the posterior maximum
estimators and the posterior expectation estimators. Some simulation results and
an application to a real data set illustrate the estimation and testing procedures in
the context of continuous zero-deﬂated models.
2.1 Introduction
In the present paper, we consider continuous zero-modiﬁed models within a
Bayesian framework. The parameter p controlling whether the model is zero-
inﬂated, zero-deﬂated, or unmodiﬁed, is considered unknown; we are therefore
interested in estimation or testing procedures providing good results in any of
those cases.
Discrete zero-modiﬁed models, introduced in Singh (1963), are frequently en-
countered in the literature. Over the years, various and more complex models have
been proposed, notably in Lambert (1992), Hall (2000), Ridout et al. (2001). For
this class of models, the score test is the preferred method to test hypotheses on
p; diﬃculties in testing within the more common zero-inﬂated models are often re-
lated to the fact that the value of p under the null hypothesis lies at the boundary
of the parameter space (Van den Broek, 1995, Jansakul and Hinde, 2002, Gupta
et al., 2005). Discrete zero-deﬂated and zero-modiﬁed models where the sign of
p is unknown are discussed in Angers and Biswas (2003) and Dietz and Böhning
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(2000).
In the continuous case, until recently, only zero-inﬂated models were consid-
ered. Such models, and their estimation, are introduced in Aitchison (1955), and
further discussed in Feuerverger (1979), Stefansson (1996), Fernandes et al. (2009),
Fletcher (2008), Tian (2005). Zero-deﬂated continuous models were introduced in
Labrecque-Synnott and Angers (2009), where maximum likelihood estimation was
considered. Here, we consider estimation within a Bayesian context, as well as
hypothesis testing under the classical and Bayesian paradigms.
In Section 2, we review the zero-modiﬁed continuous model and present appro-
priate priors. In Section 3, we discuss parameter estimation and their asymptotic
properties. Section 4 focuses on testing hypotheses on p. We present simulation
results and an application to a real data set in Section 5. Section 6 contains some
concluding remarks.
2.2 The model
Let X be a non-negative random variable such that it can be modelled by a
probability density function of the form
f(x|θ, p, x0) = p× f0(x) + (1− p)× f1(x|θ), (2.1)
where f0(x) is a probability density function on [0, x0], f1(x|θ) is a probability
density function on R+, and p is the zero-modiﬁcation parameter, which can take
both positive and negative values. For positive values of p, this probability density
function can therefore be viewed as a mixture of f0 and f1. We cannot generally
suppose that p or θ are known; we therefore note ω = (p, θ), the set of parameters
of interest.
As discussed in Labrecque-Synnott and Angers (2009), some constraints on
f0(x) and p must be respected in order for f(x|ω) to be a continuous probability
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density function. In particular, we must have limx→x0 f0(x) = 0 for continuity, and
1 ≥ p ≥ max
x∈[0,x0]:f0(x)>f1(x|θ)
−f1(x|θ)
f0(x)− f1(x|θ) = pmin(θ) (2.2)
for f(x|ω) to be non-negative everywhere. The lower bound pmin(θ) depends on the
parameter θ, creating a dependance between the parameters. It might sometimes
be useful to work with
p˜ =

p/|pmin(θ)| if p < 0,
p otherwise.
(2.3)
In the absence of information on p, we consider non-informative priors on p
and θ. Jeﬀreys prior is a poor choice here, since obtaining parameter estimates will
usually require the use of numerical integration or Monte-Carlo methods. The prior
must therefore be evaluated at a large number of points. Since the Jeﬀreys prior is
based on the Fisher information matrix, which must also be obtained numerically,
its use leads to nested numerical procedures, which is much more computationally
intensive than other non informative priors. Instead, we can use a suitable non-
informative prior on θ, and either
π1(p|θ) ∼ uniformly on [pmin(θ), 1],
π2(p|θ) ∼ uniformly on [pmin(θ), 0] with probability 0.5,
and uniformly on [0, 1]with probability 0.5,
where choosing π2(p|θ) is equivalent to choosing a uniform distribution on [−1, 1]
for p˜.
More particularly, we are interested in the zero-modiﬁed location-scale Laplace
family of distributions truncated on R+. This is a mathematically simple distri-
bution that we can easily work with to assess the applicability of the class of
continuous zero-modiﬁed models; unlike more common distributions on R+, such
as the gamma and lognormal distributions, the truncated Laplace pdf is nonzero
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at 0, which allows us to consider zero-deﬂation. While the simulation results pre-
sented in Section 5 might not be applicable to other distributions, the underlying
theoretical work is not hinged on any property speciﬁc to the truncated Laplace
distribution, and should therefore be straightforward to apply to other distributions
on R+.
Let f0(x) ∝ (x0 − x)τ I[0,x0](x), where I is the indicator function, and
f1(x|µ, λ) = 1
λ [1 + sign(µ)(1− e−|µ|/λ)] exp
{−|x− µ|
λ
}
, x ≥ 0. (2.4)
For negative values of µ, we can write
f1(x|µ, λ) = 1
λ [1− (1− eµ/λ)] exp
{
µ− x
λ
}
=
1
λ
exp
{−x
λ
}
,
which is the exponential distribution and corresponds to the case µ = 0. We will
therefore restrict µ to non-negative values in order to have an identiﬁable model.
We can then write (2.4) as:
f1(x|µ, λ) = 1
λ [2− e−µ/λ)] exp
{−|x− µ|
λ
}
.
In this case, as µ and λ were originally a location and a scale parameter, re-
spectively, improper non informative priors could be
π3(µ) ∝ 1, ∀µ ≥ 0, (2.5)
π4(λ) ∝ 1/λ, ∀λ > 0.
It is possible to show that, even with this choice of improper priors, the posterior
will be proper.
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2.3 Estimation
Let x = (x1, . . . , xn) be a sample of n i.i.d. random variables from a continu-
ous zero-modiﬁed model f(xi|ω). Within a Bayesian framework, inference on the
parameters (p, θ) = ω will be based on the posterior distribution π(ω|x), which
is proportional to the product of the prior π(ω) and the likelihood L(ω|x) =
Πni=1f(xi|ω) = Πni=1 [pf0(x) + (1− p)f1(x|θ)] . Due to the form of the likelihood
function, neither the posterior maximum nor the posterior expectations can gener-
ally be obtained analytically.
It is nonetheless rather easy to maximize the posterior, as most statistical soft-
ware packages include routines to quickly maximize the likelihood of an arbitrary
distribution. Such routines can easily be adapted to maximize the product of the
likelihood and the prior. As in the frequentist framework, the main issue with
maximum posterior estimates is that of multimodality: if the function to be max-
imized is not unimodal, there is a possibility that the algorithm used to compute
the estimate converges to a local, rather than global, mode. In a Bayesian frame-
work, possible prior-data conﬂicts can introduce multimodality in the posterior
distribution. While non-informative priors are likely to be dominated by the likeli-
hood function, and therefore carry a lesser risk of multimodality than informative
priors, using the posterior expectation of the parameters as estimators completely
sidesteps the multimodality issue.
However, the posterior expectation also cannot be explicitly obtained, and must
be approximated by numerical quadrature or a Monte-Carlo estimate. The depen-
dence between p and θ will complicate matters; in particular, since the support of
p depends on the value of θ, direct numerical integration is not trivial. When using
numerical quadrature, it is therefore useful to work with p˜ instead, as its support
is always [−1, 1]. Another problem is the curse of dimensionality: our simulations
(not shown here) showed us that, as the dimension of θ increases, the space where
the posterior is nearly 0 grows much faster than the space where most of the poste-
rior probability is concentrated. This is worsened by the parameter p, as typically
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a narrow range of values of θ will be compatible with zero-deﬂation, while another
will be compatible with zero-inﬂation.
A ﬁrst approach to obtaining posterior expectation estimators could be to use
importance sampling. Under this approach, to estimate a function g(ω) of the
parameters ω, we would ﬁrst generate a Monte-Carlo sample Z = Z1, . . . , Zk, where
each Zi has probability density function h(zi), called the importance function. The
resulting estimator would be t̂h(ω) =
∑k
i=1 g(zi)π(ω)L(ω|zi)/h(zi). The diﬃculty
here lies in the fact that to have a quick convergence, we must choose h as close as
possible to the posterior distribution (Rubinstein and Kroese, 2008). The complex
relationship between p and θ makes this diﬃcult. It is therefore possible that
Monte-Carlo estimation with importance sampling require a very large random
sample to converge, making it a slow and unattractive choice, and more complex
numerical methods might be needed to obtain quality estimators.
2.4 Numerical methods
We consider three numerical methods to obtain posterior expectation estima-
tors. The ﬁrst two methods are adaptive methods designed so that most of the
computational work is done in the region where the bulk of the posterior density
is concentrated. The last method considered, on the other hand, aims at reducing
the computational load required to obtain the estimators.
2.4.1 Adaptive Monte-Carlo
We consider here the adaptive Monte-Carlo estimation with importance sam-
pling proposed in Angers and Biswas (2003). The idea is to ﬁrst apply a trans-
formation t : Ω → Rk to the parameter space, so that a convenient importance
function (from which large samples can be generated easily) can be used. The
Monte-Carlo sample z1, . . . , zk is iteratively transformed so that most zi’s end up
in the region where the posterior density is concentrated. This approach avoids the
need for tweaking the importance function in order to obtain satisfactory results.
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Here, we work with the transformed parameters
ω′ = t(ω) =
(
log µ, log λ, log
[
− log
(
p˜+ 1
2
)])
.
Having transformed the parameter space to the whole R3, we can use the standard
multivariate Student’s t distribution as an importance function to generate a ran-
dom sample z(0). We iteratively apply the following steps to obtain the estimators
for ω′ :
1. compute the lth− iteration importance weights h(z(l)i ), the estimator of ω′, ωˆ′
and the estimator of the covariance matrix of ω′, Sˆω′;
2. for i = 1, . . . , k, compute z(l+1)i = Ŝω′
1/2
z
(0)
i + ω̂′, where S
1/2 is the square
root matrix of S;
3. repeat steps 1 and 2 until the diﬀerences between the estimators ω̂′ and Ŝω′
of successive iterations are small enough;
4. once the method has converged, the estimators for ω are obtained by taking
the inverse transformation t−1(ω′).
2.4.2 Adaptive Gaussian quadrature
Monte-Carlo methods are not the only tools available to evaluate non-tractable
integrals. Another methods with widespread use is Gaussian numerical quadrature.
In this case the integral
∫ b
a f(x)dx is approximated by the weighted
∑k
1=1w(xi)f(xi),
where the xi’s are the sample points (or nodes) of the quadrature and the w′is are
the quadrature weights. Weights and nodes are determined by the domain of
integration ([−1, 1], [0,∞), or (−∞,∞)), and can be found either in tables or in
most mathematical software packages. Multiple integrals can also be approximated
by Gaussian quadratures. The approximation will then take the form of an iterated
sum.
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In the context of zero-modiﬁed models, we are interested in obtaining the pos-
terior expectation of a given function of the parameters, say g(ω),
E(g(ω)|x) =
∫
Θ
∫ 1
pmin
g(ω)L(ω|x)π(ω)dpdθ,
which could be approximated by a quadrature of the form
k1∑
i=1
k2∑
j=1
wijg(ωij)L(ωij|x)π(ωij).
Gaussian quadrature does not require us to ﬁnd a suitable importance function.
However, due to the dependency between p and θ, most quadrature nodes ωij used
in the computation will give us little information about the integral. A possible
solution would be to augment the number of quadrature nodes, but obviously this
increases the computational load required to obtain estimators.
An adaptive quadrature method, similar to the one introduced in Naylor and
Smith (1982), is a possible solution. Just like the adaptive Monte-Carlo method
described above, its principle is to transform the parameter space and quadrature
nodes so that most of the computations are made where most of the posterior
density is concentrated. The ﬁrst step is to transform the parameters so that
the transformed parameter space is R3. We will once again use the transformed
parameters ω′ = t(ω) =
(
log µ, logλ, log
[
− log
(
p˜+ 1
2
)])
. To estimate a given
function g(ω′) of the parameters, we iteratively apply the following steps:
1. obtain the initial quadrature nodes ω′ijk and quadrature weights wijk, and
specify initial values for ν and S, the posterior expectation and covariance
matrix, respectively;
2. compute z(l)ijk = ν +
√
2S1/2ω′ijk;
3. obtain the lth−step estimates of ν and S using the approximation∫
R3
g(ω′)pi(ω′)L(ω′|x)dω ≈ ∑ijk wijk g(zijk);
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4. repeat Steps 2 and 3 until the diﬀerences between the estimators of ν and S
from successive iterations are small enough.
2.4.3 Gauss-Legendre-Laguerre quadrature
Another option available to us is to try to reduce the computational work
needed to evaluate the posterior at a given point. If we choose to work with p˜, for
a function of ω, g(ω), the integral
∫
Ω
g(ω)π(ω)L(ω|x)dω
can be expressed as the iterated integral
∫ ∞
0
[∫ ∞
0
(∫ 1
−1
g(ω)π(ω)L(ω|x)dp
)
dλ
]
dµ.
The Gauss-Legendre quadrature can then be used to evaluate the innermost inte-
gral, while the Gauss-Laguerre quadrature can be used to integrate with respect to
µ and λ. It is interesting to note that, in this case, the quadrature nodes ωijk where
the integrand is to be evaluated depend only on the number of quadrature nodes
used. They are independent of the data data x, the function of interest g, and
the prior π. Just as Gaussian quadrature weights and nodes are usually obtained
from tables (or software packages), the bound pmin associated to each quadrature
node does not depend on the data x and can also be tabulated (or written to disk).
Any given node in the Gauss-Legendre-Laguerre iterated quadrature will always
be associated to the same value of pmin. Since the numerical computation of pmin
is the task with the highest computational cost in the evaluation of the integrand,
this can save quite a bit of time, especially when a large number of integrals have
to be computed (e.g., when analyzing multiple samples, or in simulation studies).
This approach, computing once and then storing the bound pmin(µ, λ) for diﬀerent
values of µ and λ, cannot be used when using adaptive quadrature methods (as
the nodes will then be adjusted to better ﬁt the data) or Monte-Carlo methods.
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2.5 Hypothesis testing
Testing the hypothesis that p lies in a certain set Pi, formally written as “Hi :
p ∈ P ′′i , within a Bayesian framework requires computing the posterior probability
∫ ∞
0
[∫ ∞
0
( ∫
Pi
π(ω)L(ω|x)dp
)
dλ
]
dµ. (2.6)
If multiple hypotheses are to be confronted, the hypothesis with the highest poste-
rior probability is selected. When comparing two hypotheses, Bayesian testing can
also be carried out through the use of Bayes factors, which can be obtained from
the prior and posterior probabilities. When considering a point hypothesis, such
as “H0 : p = 0′′, it is necessary to add a point mass to our prior to have a nonzero
posterior probability for the point hypothesis.
Equation (2.6) can be rewritten as
∫
Ω g(ω)π(ω)L(ω|x)dω, with g(ω) = IPi(p),
where I is the indicator function. The problem of Bayesian hypothesis testing can
therefore be reduced to the computation of the posterior expectation of a certain
function g(ω), and will therefore face the same issues as described in the previous
sections. The solutions considered are also the same, namely adaptive Monte-
Carlo (as in Angers and Biswas (2003)), adaptive quadrature (as in Naylor and
Smith (1982)), and Gauss-Legendre-Laguerre quadrature with tabulated bounds
pmin(µ, λ).
2.6 Simulation and application results
The performance of Bayesian tests and point estimators can be assessed through
a simulation study. Let τ = 0.05, and x0 = 10. For samples sizes n = 10, 20, 30, 60,
and 100, 500 random samples are generated with p = −0.1, µ = 20, λ = 20. Ta-
ble 2.1 lists the mean and variance of parameter estimates as a function of sample
size. We consider both maximum posterior and posterior mean estimates; the lat-
ter are computed using an adaptive Monte-Carlo method, adaptive Gauss-Hermite
quadrature, and Gauss-Legendre-Laguerre (GLL) iterated quadrature. The con-
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vergence criterion used for the Monte-Carlo and numerical quadrature methods is
a maximal relative error of at most 1 × 10−2 while the absolute error is less than
1 × 10−3. GLL quadrature fulﬁlls this criterion with 20 × 20 × 20 or fewer nodes
for more than half the random samples. Adaptive Gauss-Hermite quadrature re-
quires less nodes (12 × 12 × 12) for the same precision, but is slower since more
complex computations are required (as the grid of nodes is iteratively translated
and scaled). Furthermore, the values of pmin computed for a given sample cannot
be used for other samples, increasing the computational load of this method.
To obtain the adaptive Monte-Carlo estimates (as in Angers and Biswas (2003)),
samples of 750 triplets (x, y, z) are generated from the multinormal(0, I3) distribu-
tion and are used to estimate the transformed parameters
(
log(µ), log(λ), log
[
− log
(
p˜+ 1
2
)])
.
These triplets are iteratively translated and scaled. Convergence is usually attained
after 20 to 80 iterations. Simple importance sampling was also considered with a
variety of importance functions (gamma, truncated normal, lognormal, Laplace
and mixtures) and was mostly outperformed by the aforementioned estimation
methods. These results are not reported here for the sake of brevity.
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Table 2.1: Mean and variance of parameter estimates as a function of n, with p = −0.1, µ = λ = 20
n ML MAP Monte-Carlo Gauss-Hermite GLL
p µ λ p µ λ p µ λ p µ λ p µ λ
10 mean -0.052 23.06 18.69 -0.046 24.54 16.01 -0.087 24.99 15.73 -0.111 23.28 21.78 -0.056 23.57 20.16
var 0.008 54.23 58.93 0.0074 55.91 45.20 0.0059 52.72 42.05 0.002 70.96 35.16 0.0029 55.52 37.1
20 mean -0.082 21.1 19.28 -0.079 21.38 17.98 -0.11 22.81 17.86 -0.126 21.25 19.64 -0.071 22.03 17.67
var 0.0048 27.5 24.6 0.0058 30.4 23.39 0.0033 23.22 29.45 0.0017 25.76 28.31 0.0024 24.78 30.32
30 mean -0.092 20.61 18.52 -0.086 21.08 17.58 -0.112 20.53 16.41 -0.135 23.57 19.91 -0.084 20.48 18.61
var 0.0035 23.45 21.81 0.0033 23.15 20.2 0.0043 21.17 23.33 0.0023 27.43 24.61 0.0028 22.92 26.13
60 mean -0.102 19.88 19.76 -0.1 20.01 19.33 -0.093 20.2 18.88 -0.123 22.23 17.37 -0.106 21.11 19.18
var 0.0026 15.82 11.72 0.0025 15.33 11.94 0.0018 12.2 15.75 0.0019 13.3 18.62 0.0026 12.97 22.82
100 mean -0.095 20.09 19.7 -0.094 20.23 19.4 -0.095 20.08 19.91 -0.112 20.93 19.85 -0.096 20.51 19.62
var 0.0016 9.537 7.38 0.0016 9.14 7.103 0.0011 7.576 7.911 0.0013 8.21 9.42 0.0018 7.54 8.94
Table 2.2: Mean and variance of parameter estimates as a function of p, µ = λ = 20, n = 50
p ML MAP Monte-Carlo Gauss-Hermite GLL
p µ λ p µ λ p µ λ p µ λ p µ λ
-0.075 mean -0.068 21.08 18.59 -0.065 21.35 17.67 -0.072 20.25 18.23 -0.069 20.23 18.25 -0.063 20.48 18.1
var 0.0057 31.28 24.61 0.0067 34.01 22.94 0.0066 20.66 41.3 0.0061 20.72 42.26 0.0038 26.13 35.49
-0.05 mean -0.047 20.51 19.23 -0.042 20.96 18.3 -0.056 20.75 17.18 -0.062 20.82 17.08 -0.056 21.18 18.62
var 0.0067 22.48 19.77 0.0069 24.09 17.87 0.0088 19.78 37.8 0.0078 19.71 37.81 0.0022 18.85 26.46
-0.025 mean -0.037 19.1 19.69 -0.034 19.38 18.75 -0.031 19.29 18.51 -0.032 19.23 18.47 -0.032 21.54 18.02
var 0.0084 24.61 19.28 0.0086 24.34 18.42 0.0083 13.9 38.44 0.011 16.94 38.48 0.0054 19.28 22.88
-0.01 mean -0.028 19.09 20.15 -0.024 19.43 19.17 -0.011 20.17 19.05 -0.0092 20.32 19.03 -0.013 20.92 18.32
var 0.0061 33.65 30.55 0.0061 32.72 28.34 0.0073 16.24 32.87 0.0093 16.19 32.76 0.0046 28.88 30.29
-0.005 mean -0.015 20.07 18.38 -0.015 20.54 17.44 -0.009 19.6 18.98 -0.011 19.66 19.03 -0.007 20.15 18.31
var 0.0058 23.65 18.98 0.0048 24.14 17.53 0.012 15.52 46.65 0.009 15.57 44.24 0.003 18.47 23.32
0 mean -0.0015 19.81 18.86 0.0046 20.34 17.83 -0.0018 19.9 18.22 -0.0039 19.79 18.52 -0.0036 20.64 17.82
var 0.006 25.72 19.9 0.006 23.44 17.8 0.0105 15.39 43.79 0.0135 16.44 41.75 0.0035 18.82 27.28
0.05 mean 0.0091 16.87 20.64 0.0322 18.77 19.16 0.0621 19.68 18.15 0.0351 18.75 18.17 0.0057 21.86 17.51
var 0.0077 57.98 25.62 0.0089 53.25 25.57 0.0122 13.74 36.84 0.0179 13.7 37.45 0.0075 26.15 31.02
0.1 mean 0.0191 15.66 20.27 0.019 16.41 19.03 0.0958 20.15 18.78 0.1292 20.13 18.75 0.092 21.24 18.44
var 0.0114 65.34 23.66 0.0118 75.01 21.79 0.0084 17.19 34.09 0.0103 17.2 34.18 0.0091 19.98 33.42
0.2 mean 0.0601 9.97 21.41 0.0567 8.53 20.28 0.166 20.83 17.84 0.162 20.76 17.91 0.18 21.72 17.9
var 0.0126 73.80 22.09 0.0122 78.38 20.78 0.0116 16.51 40.85 0.0103 16.54 39.77 0.0151 19.13 22.77
0.3 mean 0.109 5.258 22.12 0.114 3.186 20.57 0.271 20.31 18.30 0.286 20.28 18.34 0.281 21.12 18.02
var 0.025 36.70 20.00 0.0235 41.88 19.52 0.011 17.68 36.2 0.0145 17.76 36.26 0.0197 21.01 28.27
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While the estimates of µ and λ appear to be highly variable regardless of the
estimation method, these variances do not seem out of place when considering the
inverse of the Fisher information matrix:
I−1(ω) =

0.1302 6.8851 −2.8064
6.8851 660.6605 −256.2556
−2.8064 −256.2556 598.5605
 .
We next consider a ﬁxed sample size n = 50 and let p take values between −0.1
and 1. In this scenario, the lower bound on p is pmin = −0.1202. For each value of p,
500 random samples have been generated; the mean and variance of the parameter
estimates are reported in Table 2.2.
An especially interesting point is that simple maximization of the likelihood or
posterior density simply breaks down for positive values of p, as both the bias and
variance of the estimates of p and µ become large as p grows. This is most likely due
to multimodality; for positive values of p, the zero-modiﬁed model is essentially a
mixture model, and there is a possibility that the maximization algorithms converge
to a local mode. Estimates obtained with these methods should be considered
carefully when the estimate of p is positive; re-analyzing the data using a method
well-suited to mixture models (e.g., based on a latent variable approach, as the
EM algorithm or Gibbs sampling) is a possible solution. Posterior expectation
estimates do not suﬀer from this disadvantage and remain reliable as p varies.
Also of interest is the fact that the adaptive Monte-Carlo, adaptive Gauss-
Hermite quadrature and GLL quadrature all produce diﬀerent estimates, and those
diﬀerences can be important in some cases. This can be surprising, as all three
methods give an estimate of the same quantities - the posterior expectation of
p, µ, and λ. This diﬀerence can be partly explained by the use of iterative methods,
which can sometimes converge to local rather than global modes. We also note that
all three methods integrate transformed parameters, and then inversely transform
the resulting estimates to obtain estimates of (p, µ, λ). In the case of the GLL, this
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transformation is simple –working with p˜ instead of p to ensure a constant domain
of integration– but the adaptive methods take the logarithm of the parameters so
that the transformed parameter space is R3.
We next consider testing hypotheses on p. As mentioned in section 4, posterior
probabilities can be viewed as expectations of indicator functions – the testing
methods considered will therefore be the three methods for obtaining posterior
expectation estimates. Let p = −0.1. Figure 2.1 plots the posterior probabilities,
obtained with the three estimation methods considered, of H− : p < 0, H0 : p = 0,
and H+ : p > 0 as a function of the sample size. The numerical quadratures lead
to a more conservative test than adaptive Monte-Carlo. To test if p = 0, we can
easily obtain P (p 6= 0) = P (p < 0) + P (p > 0).
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Figure 2.1: Posterior probabilities for tests as a function of n.
Under the classical paradigm, we consider two methods for testing H0 : p = 0
against H1 : p 6= 0 : the likelihood ratio test, and Rao’s score test. Tables 2.3
and 2.4 compare the power of all testing procedures discussed in this paper (like-
lihood ratio, score, and posterior probabilities computed using adaptive Monte-
Carlo, adaptive Gauss-Hermite quadrature and Gauss-Legendre-Laguerre quadra-
ture) as a function of n and p, respectively. While there is no testing procedure
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uniformly better (or worse) than the others, we can note that the score test per-
forms poorly when p is negative. The Bayesian test with adaptive Gauss-Hermite
quadrature seems the most powerful for positive values of p, but it is outperformed
by both other Bayesian tests and by the likelihood ratio test when p is negative.
Both classical tests are much faster than all three Bayesian tests; however, should
Bayesian testing be preferable, the GLL approach is the fastest. This, combined
with its generally good performance, can make it an attractive choice when working
in a Bayesian context. Interestingly, a recent comparison of testing procedures in
the discrete case (Min and Czado, 2010) has found that while score tests had been
previously recommended in the literature to test for zero-modiﬁcation, they were
outperformed by the likelihood ratio test and the Wald test.
Finally, we apply these estimation methods to the data set analyzed in Labrecque-
Synnott and Angers (2009). The data are bimonthly millimetric rainfall in Mon-
treal for the months of May and June, from 1943 to 1992. Parameter estimates, as
can be seen in Table 2.5, are mostly consistent amongst the diﬀerent methods. In
particular, the MAP and ML estimates are nearly identical. This is not surprising,
given our use of a non-informative prior and the large sample size (n = 217). The
three Bayesian and two classical tests (using α = 0.05), as seen in Table 2.6, are
in agreement that p is negative, although the iterated GLL quadrature is still the
most conservative.
2.7 Concluding remarks
In this paper, we have considered the use of continuous zero-modiﬁed models
within a Bayesian framework. The choice of non-informative priors was discussed,
and several methods for obtaining posterior expectation estimates have been pro-
posed. The performance of these estimators has been assessed through a simulation
study. While the three proposed methods of estimation of the posterior expecta-
tion are generally in agreement, they also outperform maximum likelihood and
maximum posterior estimators when p is positive. Testing hypotheses on p in this
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Table 2.3: Power as a function of n, with p = −0.1, µ = λ = 20
n LK Score Monte-Carlo Gauss-Hermite GLL
10 0.00 0.02 0.00 0.00 0.02
20 0.18 0.03 0.14 0.08 0.26
30 0.30 0.04 0.20 0.18 0.35
60 0.52 0.05 0.51 0.46 0.63
100 0.61 0.06 0.64 0.64 0.73
Table 2.4: Power as a function of p, µ = λ = 20, n = 50
p LK Score Monte-Carlo Gauss-Hermite GLL
-0.1 0.45 0.10 0.36 0.28 0.34
-0.075 0.32 0.08 0.27 0.19 0.21
-0.05 0.19 0.07 0.24 0.18 0.18
-0.025 0.07 0.07 0.12 0.13 0.15
-0.01 0.05 0.06 0.06 0.11 0.13
-0.005 0.03 0.05 0.09 0.09 0.08
0 0.05 0.06 0.06 0.06 0.05
0.05 0.01 0.09 0.13 0.17 0.09
0.1 0.07 0.19 0.24 0.29 0.16
0.2 0.15 0.37 0.51 0.65 0.41
0.3 0.22 0.43 0.70 0.85 0.78
Table 2.5: Estimation of a real data set of aggregated rainfall data
p µ λ
ML -0.0569 22.7 22.31
MAP -0.0569 22.7 22.43
Monte-Carlo -0.0557 22.61 22.45
Gauss-Hermite -0.0551 22.61 22.48
GLL -0.0562 22.58 22.74
Table 2.6: Testing a real data set of aggregated rainfall data
χ21 p-val P (p < 0|x) P (p = 0|x) P (p > 0|x)
LR 6.131 0.013 n/a n/a n/a
Score 8.696 0.003 n/a n/a n/a
Monte-Carlo n/a n/a 0.992 0.0063 0.0015
Gauss-Hermite n/a n/a 0.962 0.0321 0.0059
GLL n/a n/a 0.88 0.116 0.004
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kind of model was also considered, and can be viewed as the posterior expectation
of an indicator function. Re-analysis of the aggregate rainfall data presented in
Labrecque-Synnott and Angers (2009) conﬁrms that this data set is best modeled
by a zero-deﬂated model.
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CHAPTER 3
BAYESIAN MODEL-BASED CLUSTERING OF CONTINUOUS
ZERO-MODIFIED DATA
Cet article sera prochainement soumis a Statistics & Probability Letters. Le pre-
mier auteur est Félix Labrecque-Synnott et le coauteur est le directeur de recherche,
Jean-François Angers.
La question de recherche derrière cet article provient de discussions entre les
coauteurs, et vient rejoindre certains travaux antérieurs du premier auteur, qui a
élaboré et programmé la méthode proposée basée sur les distributions marginales
des observations. Il a également programmé les diﬀérentes méthodes classiques
auxquelles fut comparée la méthode bayésienne proposée. Bien qu’il ait initiale-
ment été prévu d’appliquer cette méthode à diﬀérentes stations de mesures des
précipitations au Québec, la Colombie-Britannique fut plutôt retenue à la sugges-
tion du deuxième auteur, le relief de cette province étant propice à un découpage
plus intéressant. Finalement, la récupération et la préparation des données (vali-
dation et passage d’un pas de temps journalier à un pas de temps hebdomadaire)
fut eﬀectuée par le premier auteur.
Un algorithme basé sur la distribution marginale des observations condition-
nellement à une classiﬁcation donnée est présenté en détail à la section 3. La
section 4 contient une description de certains critères d’arrêts classiques, ainsi que
des résultats de simulation comparant les diverses méthodes. La section 5 con-
tient l’application à des données de précipitations hebdomadaires en Colombie-
Britannique motivant cette approche.
ABSTRACT
We consider model-based clustering of continuous zero-modiﬁed data under
contiguity constraints, where there is a spatial relationship between the diﬀerent
samples. In this context, clusters should be contiguous, and very similar clusters
should not be joined together unless they are adjacent. As each sample is as-
sumed to follow a continuous zero-modiﬁed model, stopping rules and clustering
procedures based on the normality of the data seem less appealing. A Bayesian
approach based on posterior probabilities is proposed. The performance of the out-
lined methodology is compared to that of existing stopping rules using a simulation
study. The proposed approach is then applied to the analysis of aggregate rainfall
data at diﬀerent measurement stations in the province of British Columbia. A
sample is associated to each measuring station, and those samples are re-grouped
into clusters when allowed by adjacency and statistical similarity constraints.
3.1 Introduction
This paper focuses on model-based clustering within the context of continu-
ous zero-modiﬁed data. Let Xi = Xi1, . . . , Xini, for i = 1, . . . , k be a collection
ok k samples of sizes n1, . . . , nk respectively, and corresponding to k points in a
given space, with a spatial relationship. For example, each sample could come
from a given geographical location. For a given sample i, the Xij are assumed to
be independent identically distributed random variables with probability density
function fxi(x|p, θ) = pf0(x) + (1− p)f1(x|θ), where p and θ are unknown param-
eters, f0 is a probability density function on [0, x0], and f1 is a probability density
function on R+. This class of continuous zero-modiﬁed models was introduced in
Labrecque-Synnott and Angers (2009), where maximum likelihood estimation was
considered, and was studied within the Bayesian framework in Labrecque-Synnott
and Angers (2010), which also discussed hypothesis testing for this class of models.
We are interested in clustering such data, where similar (and adjacent) samples can
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be combined to create homogenous and contiguous regions. Two samples should
not be in the same cluster unless they are adjacent, or can be linked by pairwise-
adjacent samples within the same cluster. Such clustering procedures would then
be used if the data point or samples to be clustered correspond to measurements
taken at diﬀerent locations.
We begin with a brief overview of the model, its properties and suitable priors
in Section 2. In Section 3, we describe the proposed algorithm of Bayesian model-
based clustering. A simulation study and its results are presented in Section 4,
while a real dataset is analyzed in Section 5. Finally, Section 6 contains some
concluding remarks.
3.2 The model
Let X be a random variable with probability density function given by
fX(x|p, θ, x0) = pf0(x)I[0,x0](x) + (1− p)f1(x|θ), (3.1)
where f0(x) is a probability density function on [0, x0] and f1(x|θ) is a probability
density function on R+. We then say that equation (3.1) is a zero-modiﬁed model,
f0(x) is the zero-modifying distribution and f1(x|θ) is the base distribution. More
precisely, if p ∈ [0, 1] it is said to be a zero-inﬂated model, with a higher proportion
of observation in [0, x0] than under the probability density function f1(x|θ). Con-
versely, if p is smaller than 0 (but larger than a certain bound pmin depending on
both θ and x0), equation (3.1) remains a valid probability density function and is
said to be zero-deﬂated. The parameters of interest here are p and θ; it is assumed
that x0 is either known or that its value can be adequately assessed by expert
opinion. We denote the set of parameters of interest (p, θ) by ω; similarly, while
Θ refers to the parameter space under the base model, Ω represents the parameter
space of the zero-modiﬁed model.
The main diﬃculty in working with this class of models is the dependance be-
tween p and θ, induced partly by the bound pmin.While it is generally impossible to
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ﬁnd a closed-form expression for the maximum likelihood estimators (MLE) of the
model, various numerical methods can be used to obtain estimates, usually with
good performance (Labrecque-Synnott and Angers, 2009). Bayesian estimation is a
bit more tricky, as it is often based on the posterior expectation or MAP estimator
of the model parameters. Once again, there is usually no closed-form expression
for this quantity. Furthermore, the dependency between p and θ will mean that,
for large regions of the parameter space, the likelihood function L(ω|x) will be
negligible, as the complex relationship between θ and p means that only a certain
range of values of θ will be “compatible” (have non-negligible likelihood) with a
given value of p. Adaptive Monte-Carlo methods or adaptive numerical quadrature
can solve this problem, but they usually have a heavy computational load, as seen
in Labrecque-Synnott and Angers (2010). It should be noted that, in evaluating
L(ω|x) at a certain point ω, the most computationally-intensive task is determin-
ing the bound pmin(θ). A possible alternative to obtain posterior expectations (or
the marginal m(x)) when working with multiple samples would therefore be to
consider non-adaptive Gaussian quadrature, and to compute the bound pmin(θ) at
each quadrature node only once, storing these bounds to compute the posterior ex-
pectation for further samples. This method is slightly less accurate than adaptive
Monte-Carlo/quadrature, but much faster.
As in Labrecque-Synnott and Angers (2009, 2010), we consider
f0(x) ∝ (x0 − x)τ I[0,x0](x)
f1(x|µ, λ) ∝ exp{−|x− µ|
λ
}IR+(x).
Note that this choice of f1 corresponds to the Laplace distribution with a location
parameter truncated on the positive real numbers. This choice of f0 is simple,
easy to work with, ﬂexible and preserves continuity of the zero-modiﬁed model
(Labrecque-Synnott and Angers, 2009). The choice of f1 is mainly motivated by
the necessity of having an easily-computed probability density function deﬁned on
R
+ whose support includes 0, and which is strictly positive at 0, so as to allow for
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zero-deﬂation.
3.3 Contiguous model-based clustering
Since the diﬀerent samples that we wish to cluster correspond to diﬀerent mea-
suring points with known geographical locations, we would like our clusters to be
made of contiguous samples – that is, not to contain geographically disjoint sam-
ples. For simple cases, with a low number of measuring points arranged along a
line or in a regular grid, this constraint is fairly intuitive. We propose to use a k×k
connectivity matrix, whose (i, j)th entry is 1 if the samples i and j are adjacent, and
0 otherwise. Such a matrix can easily accommodate both simpler (lines, grids) and
more complex relationships (such as the proposed application in Section 6).The
proposed model-based clustering algorithm can easily make use of the informa-
tion contained in the connectivity matrix to produce contiguous clusters. Classical
agglomerative hierarchical clustering methods can also easily be adapted to only
merge adjacent clusters using the connectivity matrix. We consider agglomerative
hierarchical clustering, as it is easier to check if two clusters have any adjacencies
and can be regrouped than to check if removing a sample from a cluster makes that
cluster non-homogenous. Checking if this contiguity constraint is satisﬁed is also
more complex when using relocation-based partitional clustering methods, such as
k-means clustering. Divisive hierarchical clustering is also conceptually more com-
plex, as it must determine at each step which cluster to split and how to split it.
Since it is also less common in the literature (Fraley and Raftery, 1998), it was not
considered here.
Starting with nsamples clusters, containing each the observations from a measur-
ing point, we propose to iteratively use Bayesian hypothesis testing to determine
whether two clusters should be combined or not. Under the Bayesian paradigm,
a way of testing the hypothesis that ω lies in certain subset ΩA of the parameter
space is to obtain its posterior probability. Let us suppose that at a given point
in the clustering procedure, where there are k clusters, we want to test whether or
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not to combine two clusters. Our hypotheses are “H0 : the pair {i, j} should be
combined” (which implies that there are k − 1 clusters in the dataset) and “H1 :
the pair {i, j} should not be combined” (and there are k clusters in the dataset).
Under both of these hypotheses, the parameters ω can take any value within Ω, as
long as we combine – or not – the two clusters in question. Under H0, we must have
that pi = pj and θi = θj , but the actual values of the parameters are unimportant,
and
P (H0|x) ∝=
∫
Θ
∫ 1
pmin(θi)
L(pi, θi|xi)L(pi, θi|xj)π(pi|θi)π(θi)dpidθi.
Conversely, under H1, the speciﬁc values taken by pi, pj , θi and θj are also
unimportant; we are only concerned with the fact that (pi, θi) 6= (pj , θj), and
P (H1|x) ∝
∫
Θ
∫ 1
pmin(θi)
L(pi, θi|xi)π(pi|θi)π(θi)dpidθi
×
∫
Θ
∫ 1
pmin(θj)
L(pj , θj|xj)π(pj|θj)π(θj)dpjdθj.
In both cases, we integrate on the entire parameter space – pi is integrated on
[pmin, 1], and θi is integrated on Θ. In the case of H1, pj and θj are also integrated
on [pmin, 1] and Θ, respectively. The only diﬀerence between the hypotheses is the
dimension of the parameter space considered. Essentially, we have to compute the
marginal distribution of the observations when combining the clusters, and when
keeping them separate. Our decision to merge or not the clusters is based on these
marginal distributions, which correspond to the posterior probabilities of H0 and
H1.
The proposed Bayesian model-based clustering algorithm is as follows:
1. For each sample, compute the maximum likelihood parameter estimators pˆi
and θˆi, and the marginal density m(xi);
2. Compute a distance (or dissimilarity) matrix between the samples, based on
either the observations or the parameter estimates;
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3. Set the distance between non-adjacent samples and the diagonal of the dis-
tance matrix to ∞;
4. Find the samples couple Xi, Xj with the smallest distance;
5. Test whether or not to combine those two samples. The samples are combined
ifm(xij combined) > m(xi)×m(xj)/ exp(dim(Θ)+1), where dim(Θ) denotes the
dimension of the parameter space associated to a single probability density
function f1(x|θ). This is a penalty term similar to the one found in the AIC,
as can be seen below;
6. If the two samples are combined, recompute the distance matrix; otherwise,
set the distance between Xi and Xj to ∞;
7. Steps 3 to 6 are re-iterated until all entries of the distance matrix are ∞
(indicating that, for every remaining pair of clusters, either combining the
clusters has already been tested and rejected, or the pair is non-adjacent) or
until all samples are combined in the same cluster.
The parameter estimators and the marginal distribution in Step 1 will usually
have to be obtained numerically. Here, we have used the iterated Gauss-Legendre-
Laguerre quadrature described in Labrecque-Synnott and Angers (2010). In Step
6, if the samples are merged, the dimension of the distance matrix is adjusted (to
account for the fact that there is now one less sample to consider) before being
recomputed. A variety of distance metrics can be used to compute the distance
matrices. Here, we have used the Euclidean distances between the sample means.
Note that the distances computed in Step 2 do not refer to spatial or geograph-
ical distances, but to a given statistical distance or dissimilarity between samples.
Setting the distance between non-adjacent samples to∞ and searching for the min-
imum distance (in Steps 3 and 4) accommodates the constraint that clusters must
be homogenous, in the sense that they must be composed of adjacent samples.
In Step 5, rather than simply comparing the marginal densities corresponding to
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combined and separate clusters, we have divided the marginal density correspond-
ing to distinct clusters by a penalty term. This approach is very similar to the
Akaike and Bayes information criteria (AIC and BIC, respectively), widely used
in variable selection problems (Burnham and Anderson, 2004, Yang, 2005, Kuha,
2004). In fact, the penalty used here – dividing the marginal density by the expo-
nential of the number of additional parameters – is equivalent to the penalty in the
AIC – subtracting, from the logarithm of the likelihood, the number of parameters
(Akaike, 1974).
3.4 Simulation results
Performance of the proposed clustering method is best assessed through sim-
ulation studies. We are interested, on the ﬁrst hand, in assessing the reliability
of the proposed algorithm – that is, its capacity to detect the “true” clusters –
both when diﬀerent clusters are present and when all samples belong to the same
cluster. On the other hand, we want to see whether the proposed model-based al-
gorithm provides better performance than usual clustering methods. To this end,
in addition to the Bayesian algorithm based on the marginals given above, we also
apply hierarchical agglomerative clustering to our simulations.
This type of clustering is conceptually simple (and commonly found in the
literature): starting with a cluster per object, a distance matrix between clusters
is computed. While there are several ways to compute the distance matrix, we
consider the Euclidean distance between cluster centroids. Since our data are
univariate, this is equivalent to take the Euclidean distance between cluster means.
Once the distance matrix is computed, the following steps will be iterated:
1. merge the two closest clusters;
2. compute the new distance matrix.
The main challenge in hierarchical agglomerative clustering lies in determining
the number of clusters. In certain applications, expert opinion will be used. In
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other cases, statistical procedures or stopping rules will serve to determine the
number of clusters. Next, we brieﬂy describe four known clustering procedures
that will be compared to the proposed method.
3.4.1 Je(2)/Je(1)
The Je(2)/Je(1) , introduced in Duda et al. (2001), is a statistical test meant
to test “H0 : the data considered belong to a single cluster” against “H1 : the
data belong to two diﬀerent clusters.” It is used as a stopping rule, before merging
any two clusters in agglomerative clustering. The test uses only the data points
contained in the two clusters to be merged (or not) and is independent of clusters
not currently being considered for agglomeration. Clusters are agglomerated until
there is a single cluster remaining, or until H0 is rejected, at which point the
procedure stops.
Let x1i, i = 1, . . . , n1 and x2j , j = 1, . . . , n2 be the data points of the two
samples being considered, x¯1 and x¯2 be the means of the two clusters and x¯ the
overall mean of the two clusters. Then Je(2)/Je(1) is deﬁned as:
Je(2)
Je(1)
=
∑n1
i=1(x1i − x¯1)2 +
∑n2
j=1(x2j − x¯2)2∑n1
i=1(x1i − x¯)2 +
∑n2
j=1(x2j − x¯)2
.
Duda et al. (2001) have shown that, for large n, if the observations form a ran-
dom sample from aNormal(ν, σ2), then Je(1) is approximately Normal(nσ2, 2nσ4)
and Je(2) will be approximately Normal(n(1/2/π), 2n(1−8/π2)). Using these ap-
proximate distributions, and estimating σ2 by Je(1)/n, the following stopping rule
is found: reject H0 if Je(2)/Je(1) ≤ 1 − 2/π − Z1−α
√
2(1−8/pi2)
n1+n2
, where α is the
signiﬁcance level of the test.
3.4.2 Beale test
The Beale test, introduced in Beale (1969), is also a stopping rule used in
hierarchical agglomerative clustering. It also tests “H0 : the data considered belong
to a single cluster” against “H1 : the data belong to two diﬀerent clusters.”. Like
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the Je(2)/Je(1), it is also based only on the two clusters currently considered. The
test is based on mean square deviation from cluster centroids, which is simply the
sum of squared deviations from the mean when the data are unidimensional. Using
the same notation as above, and deﬁning W1 =
∑n1
i=1(x1i − x¯)2 +
∑n2
j=1(x2j − x¯)2
and W2 =
∑n1
i=1(x1i − x¯1)2 +
∑n2
j=1(x2j − x¯2)2, the test statistic is:
B =
W1−W2
W2
n1+n2−1
n1+n2−2
22 − 1 .
Under the null hypothesis, B is approximately F1,n1+n2−2. The hierarchical ag-
glomerative clustering stops as soon as the hypothesis that two given clusters should
be merged is rejected.
3.4.3 pseudo-F
Unlike the Je(2)/Je(1) and the Beale test, the pseudo-F, introduced in Caliński
and Harabasz (1974) is not a stopping rule, but a statistic to be computed for
k = 2, . . . , nsamples clusters, where nsamples is the initial number of clusters before
starting the agglomerative clustering process. There is no statistical test associated
with the pseudo-F, we simply select the number of clusters maximizing it.
For k clusters, the pseudo-F is given by
∑k
r=1(x¯r − x¯)2/(r − 1)∑k
r=1
∑nr
i=1(xri − x¯r)2/(n− r)
.
It should be noted that, contrarily to the Je(2)/Je(1) and Beale stopping
rules, the pseudo-F index can only point out the best division of the data into
two or more clusters, as the index is not deﬁned for k = 1. Using the pseudo-
F to determine the number of clusters in this case should therefore be preceded
(or followed) by a test comparing H0 : all data belongs to a single cluster against
H1 : two or more clusters are present in the data.
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3.4.4 AIC
We also consider using the AIC to determine the correct number of clusters.
A similar approach has been used before in Chen and Gopalakrishnan (1998) and
Fraley and Raftery (1998), using the BIC instead of the AIC. Clusters are deter-
mined using the centroid method; for k = 1, . . . , nsamples, the maximum likelihood
estimators of the model parameters are computed for each cluster. Within the
context of model-based clustering, this is an intuitive approach, as each additional
cluster corresponds to dim(Ω) = dim(Θ) + 1 extra parameters, but will likely pro-
duce a higher likelihood. The problem of determining the number of clusters, in
this particular context, can therefore be seen as determining the number of model
parameters that strike the best balance between a high likelihood and low model
complexity. This approach is also quite similar to the marginal-based clustering
presented above. Indeed, the marginal m(x) can be seen as the expectation of the
likelihood L(ω|x) with respect to the prior distribution π(ω). The main diﬀerence
between minimizing the AIC and our method is therefore that the former is based
on the mode of the likelihood function, while the latter is based on its expectation.
Finally, we have also considered using the likelihood ratio test as a stopping rule,
combining clusters until the null hypothesis that the two closest clusters should be
combined is rejected.
We consider simulation scenarios where measures are taken at nine distinct
points, arranged in a grid as follows:
1 2 3
4 5 6
7 8 9
We consider a sample to be adjacent to any sample directly to its side, above or
below it. For example, sample 5 is adjacent to samples 2, 4, 6 and 8, but not to
samples 1, 3, 7 and 9. This gives us the following connectivity matrix, where the
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(i, j)th entry is 1 if i and j are adjacent and 0 otherwise:

0 1 0 1 0 0 0 0 0
1 0 1 0 1 0 0 0 0
0 1 0 0 0 1 0 0 0
1 0 0 0 1 0 1 0 0
0 1 0 1 0 1 0 1 0
0 0 1 0 1 0 0 0 1
0 0 0 1 0 0 0 1 0
0 0 0 0 1 0 1 0 1
0 0 0 0 0 1 0 1 0

In the ﬁrst simulation scenario that we consider, all samples belong to the
same cluster, with parameter values (p, µ, λ, τ, x0) = (−0.05, 20, 10, 0.05, 10). In
the second scenario considered, samples 3, 6, and 9 are regrouped in a ﬁrst cluster
with parameters (p1, µ1, λ1) = (0, 10, 8), while the remaining samples belong to a
second, larger cluster with (p2, µ2, λ2) = (−0.05, 20, 10). In this last scenario, the
values of x0 = 10 and τ = 0.05 are the same for both clusters. The two densities
used in scenario 2 are plotted in Figure 3.1. Under each scenario, we generate 500
sets of nine samples of size n = 60 with the parameter values given above. For
each generated set of samples, we apply the proposed algorithm, as well as centroid
hierarchical clustering using the Je(2)/Je(1), Beale test, pseudo-F, LRT and AIC to
determine the number of clusters. The empirical probability of correctly assigning
all samples to the correct cluster is given in Table 3.1. These are computed as the
proportion of simulation runs in which all samples were correctly assigned. The
average number of misclassiﬁed sites is given in Table 3.2.
While at ﬁrst glance, these numbers do not seem to draw a very clear picture
(other than the AIC and LRT being signiﬁcantly outperformed), some precisions
must be made for a better interpretation of these results. First, the proposed
method – using the marginals combined with an AIC-style penalty term to deter-
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Figure 3.1: The two probability density functions used in scenario 2
Table 3.1: Probability of identifying the correct clusters
Method Scen. 1 Scen. 2
Bayesian marginal 0.972 0.752
Je(2)/Je(1) 1.000 0.724
Beale 1.000 0.682
Likelihood ratio 0.522 0.474
pseudo-F n/a 0.720
AIC 0.424 0.458
Table 3.2: Average number of misclassiﬁed sites
Method Scen.1 Scen. 2
Bayesian marginal 0.102 0.600
Je(2)/Je(1) 0.000 0.676
Beale 0.000 0.936
Likelihood ratio 1.918 1.996
pseudo-F n/a 0.730
AIC 2.146 1.822
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mine whether clusters should be regrouped – performs well when all samples belong
to the same cluster, in eﬀect having a probability of type I error or the order of
2.5%. It is also the method that is most likely to correctly assign all samples when
diﬀerent clusters exists, and it has the lowest misclassiﬁcation rate in that case.
Both the Beale and Je(2)/Je(1) tests are perfectly accurate when all samples belong
to the same cluster, and the Je(2)/Je(1) test is only slightly outperformed by the
marginal-based method in the second scenario. However, the question of the test
levels must be mentioned at this point: the literature recommends speciﬁc levels
for using the Beale and Je(2)/Je(1) tests in clustering, diﬀerent from the more com-
mon levels α = 0.05, 0.01 or 0.1. (Milligan and Cooper (1985) recommends using
the formula appearing in Duda et al. (2001) to determine the cutoﬀ point, with a
normal score of 3.2, and a signiﬁcance level of α = 0.005 for the Beale test, while
Gordon (1998) and Hardy and Andre (1998) recommend a normal score of 4.0
to compute the cutoﬀ point for the Je(2)/Je(1) test) Using either the “classical”
test levels or those proposed in the literature results in the systematic failure of
both the Beale and Je(2)/Je(1) tests to identify multiple clusters; both methods
systematically agglomerate all samples in a single cluster.
To get the better performance reﬂected in Tables 3.1 and 3.2, the cutoﬀ point
at which we reject the hypothesis that clusters must be combined has to be ﬁnely
tuned throughout simulations, essentially choosing a cutoﬀ point ensuring that we
get acceptable results. This makes using these methods in practical applications
without further and more extensive simulation studies a risky proposition, as there
is no guarantee that the cutoﬀ points which give good results in the two scenarios
considered here will also give good results in other cases (for example, with diﬀerent
sample sizes, numbers of samples, diﬀerent “true” repartition of the samples within
clusters, diﬀerent true parameter values for the samples, etc.).
While the pseudo-F does not suﬀer from this disadvantage, its probability to
correctly assign clusters is slightly lower than the marginal-based method (and its
average number of misclassiﬁed sites is slightly higher) under the second scenario.
In addition, as mentioned above, the pseudo-F is not deﬁned for a single cluster,
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meaning that it can only identify the “best” subdivision of data in 2 or more
clusters. Its use should therefore be accompanied by testing if all samples can be
agglomerated in a single cluster; such a test at a signiﬁcance level α = 0.05 would
presumably give similar results than the marginal-based method under scenario
1. However, this would further increase the gap between the pseudo-F and the
marginal-based method, as the pseudo-F correctly identifying the clusters (with
probability 0.72) would then be conditional on the statistical test rejecting the
hypothesis of a single cluster (with power unlikely to be 1). All these factors point
to the proposed marginal-based method to be the most reliable clustering method
for clustering samples of zero-modiﬁed data.
The poor performance of the AIC, relatively to the marginal-based method,
could be explained by the fact that the AIC is based on the likelihood function
evaluated at its mode. Since there is no closed-form expression for the MLEs under
this model, there is no guarantee that the estimates obtained correspond to a global
maximum of the likelihood function, which may make the likelihood evaluated at
the MLE less stable than the marginal density. This could also explain the poor
performance of the likelihood ratio test used as a stopping rule. Note that in this
last case, we have used here a test of level α = 0.05. While adjusting the test level
could modify the performance of this approach, it is unlikely that it could become
competitive with the proposed approach – taking a smaller α would lead to less
rejections of H0, improving performance under scenario 1 but worsening it under
scenario 2, while taking a larger α would have the opposite eﬀect.
3.5 Application to a real dataset
We have also applied the marginal-based clustering to weekly millimetric rain-
fall data in the month of January in the province of British Columbia, based on
Environment Canada data. We used data from 21 sites, chosen as to include major
population centres and at least one measuring station per district in Environment
Canada’s CDCD database(available at http://www.climate.weatheroffice.gc.
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ca/prods\_servs/index\_e.html\#cdcd), and focusing mostly on measuring sta-
tions active from the 1940s to the late 1990s/early 2000s. The measuring stations
and maximum likelihood estimates for each station are given in Table 3.3. Fig-
ure 3.3 contains the map of the measuring stations considered, with combined
samples contained within polygons. An example of a ﬁtted sample (Prince Ru-
pert) can be seen in Figure reﬃgﬁtted.
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Figure 3.2: Prince Rupert data, ﬁtted ZMM and ﬁtted truncated Laplace
We can see quite a lot of variability in the MLEs, with rainfall being less abun-
dant as we move to the North and away from the coasts. Of particular interest on
the map are three measuring stations at roughly the same latitude and fairly close
by, but not agglomerated: Prince Rupert, Terrace and Smithers. This is easily
explained as these stations are separated by a mountain range, which undoubtedly
has an inﬂuence on local rainfall. Further south, we have Nanaimo, Vancouver and
Whistler in the same cluster, and belonging to the same coastal (hence, abundant
in rainfall) region. it is also interesting to note that Prince George and Williams
Lake, while separated by a couple hundred of kilometres, nevertheless can be iden-
tiﬁed as belonging to the same cluster – since the two measuring stations are along
the same river, at roughly the same elevation, this is not surprising altogether.
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Table 3.3: Measuring stations and their MLE, (x0, τ) = (10, 0.05)
ID Cluster Station Neighbours µˆ λˆ pˆ
1 1 Victoria 3, 15 17.5 24.082 -0.066
2 2 Campbell 3, 4, 5, 11 36.5 26.285 -0.002
3 3 Nanaimo 1, 2, 5, 15 28.0 25.311 -0.019
4 2 Port Hardy 2, 7, 11 41.2 30.121 -0.015
5 4 Toﬁno 2, 3 84.2 49.953 -0.016
6 3 Whistler 2, 11, 15, 16 26.4 22.487 -0.024
7 5 Sandspit 4, 8 27.8 20.392 -0.059
8 6 Prince Rupert 7, 9 43.3 32.774 -0.042
9 7 Terrace 4, 8, 10, 12 22.6 27.100 -0.007
10 8 Smithers 9, 12 6.60 9.383 0.036
11 9 Tatlayoko Lake 2, 4, 6, 12, 14, 16 0.00 8.884 -0.238
12 10 Wistaria 9, 10, 11, 13, 14 4.80 8.992 0.1443
13 11 Prince George 12, 14 5.80 8.432 -0.323
14 11 Williams Lake 11, 12, 13, 16 4.40 7.959 0.173
15 3 Vancouver 1, 3, 6, 17, 18 28.4 19.139 -0.014
16 12 Shalalth 6, 11, 14, 20 4.40 16.711 0.030
17 13 Kelowna 15, 18, 20, 21 3.40 6.448 0.134
18 13 Penticton 15, 17 2.00 6.214 0.063
19 14 Grand Forks 21 5.20 8.208 -0.263
20 15 Kamloops 14, 16, 17, 21 0.00 5.922 -0.091
21 16 Revelstroke 17, 19, 20 21.00 13.726 0.074
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Figure 3.3: Measuring stations and clusters for British Columbia
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3.6 Concluding remarks
The clustering of samples of continuous zero-modiﬁed data is the focal point of
this paper. This problem is approached as an hypothesis testing problem within
the Bayesian paradigm. In that case, we can see that, at a given iteration, the pos-
terior probabilities that two clusters should or should not be combined correspond
respectively to the marginal density m(X1, X2) and to the product of the marginal
densities m(X1)×m(X2). Our hypothesis was that, since these marginal densities
incorporate information regarding the shape of the distribution of the observations,
and since the zero-modiﬁed Laplace distribution is strongly non-normal (asymmet-
rical, heavy-tailed), this clustering approach would perform better than more com-
mon methods, based on sums of squares and (usually) supposing normality of the
data. This was assessed throughout a simulation study; while classical methods
remain competitive in terms of performance, they are burdened with complications
(the necessity of testing for a single cluster when using the pseudo-F, and the ne-
cessity of ﬁne-tuning the cutoﬀ point for the Beale and Je(2)/Je(1) tests, which can
be done easily for simulation studies, but not so much for practical applications).
This makes the marginal-based method proposed in this paper a more attractive
option for zero-modiﬁed data. An application to weekly rainfall data in British
Columbia is also presented.
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CHAPITRE 4
CONCLUSION
Dans le cas d’un modèle discret à sur-représentation de zéros, le paramètre p
peut être interprété comme une probabilité de mélange (le modèle est alors vu
comme un mélange entre une loi donnée et une masse de Dirac à 0) ou comme un
ajout direct à la fonction de masse au point 0 (et donc à la probabilité que X prenne
la valeur 0). En utilisant cette seconde interprétation, il est facile de voir que p peut
également prendre des valeurs négatives si la fonction de masse de base f1(x|θ) est
strictement positive au point 0 ; on parlera alors de sous-représentation de zéro. Ce
modèle ne peut plus être interprété comme un mélange, et p représente alors une
quantité retirée à la fonction de masse au point 0 (et redistribuée également entre
les autres points du support de f1(x|θ)).
Dans le cas d’un modèle continu à sur-représentation de zéros, le modèle peut
encore une fois être vu comme un mélange entre une densité de base f1(x|θ) et une
masse de Dirac en 0, où p représente un paramètre de mélange. Il est également
possible de l’interpréter, tout simplement, comme la probabilité que la variable X
soit identiquement égale à zéro. Aucune de ces deux interprétations ne nous permet
d’utiliser des valeurs négatives de p; les modèles continus à sous-représentation
de zéros sont d’ailleurs absents de la littérature scientiﬁque (excluant les articles
présentés dans cette thèse). Bien qu’il soit possible de diminuer (au d’augmenter)
la valeur de f1(0|θ), changer la valeur d’une fonction de densité sur un ensemble
de mesure nulle (par exemple, en un seul point) n’aﬀectera pas les probabilités
découlant de cette fonction de densité. Un tel changement restera donc sans eﬀet.
Par contre, il est possible de diminuer (ou d’augmenter) la fonction de densité de
base f1(x|θ) par une densité de modiﬁcation f0(x) déﬁnie sur un intervalle [0, x0],
ce qui nous donne un modèle pouvant traiter les cas de la sur-représentation et
de la sous-représentation de zéros. À la limite, lorsque x0 → 0, f0(x) devient une
masse de Dirac en 0, et le modèle continu modiﬁé à zéro proposé devient le modèle
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continu à sur-représentation de zéros usuel. Le paramètre p est alors nécessairement
non négatif.
Deux principales diﬃcultés surviennent lors de l’utilisation de modèles continus
modiﬁés à zéro tels que présentés ici. Premièrement, il est généralement impossible
d’obtenir une forme analytique pour les estimateurs du maximum de vraisemblance
(pour un certain choix de f0(x), il est possible d’obtenir un estimateur du maxi-
mum de vraisemblance pour p conditionnel à θ), du maximum de la densité a poste-
riori, et de l’espérance a posteriori. Des méthodes numériques, dont la convergence
n’est pas garantie et au temps de calcul parfois long, doivent alors être utilisées.
Deuxièmement, la borne inférieure sur p, pmin(θ), crée une dépendance entre p et
θ, nécessitant un plus grand nombre de noeuds de quadrature (ou un plus grand
échantillon de Monte-Carlo) aﬁn d’obtenir des résultats ﬁables.
En termes d’estimation ponctuelle, plusieurs estimateurs ont été considérés :
maximum de vraisemblance, maximum a posteriori et espérance a posteriori. Dans
le cas du maximum de vraisemblance, outre la maximisation numérique directe de
la fonction de vraisemblance, il est aussi possible de reformuler le modèle aﬁn de
retrouver un mélange. Des méthodes d’estimation telles l’algorithme EM peuvent
alors être utilisées. L’estimation par espérance a posteriori, nécessitant d’intégrer
plutôt que de maximiser la densité a posteriori, est habituellement plus lourde en
termes de calculs. La dépendance entre p et θ augmente le nombre de noeuds de
quadrature (ou la taille de l’échantillon de Monte-Carlo) nécessaire, ce qui rend les
calculs encore plus longs. Deux solutions peuvent être envisagées pour résoudre ce
problème. Il est possible d’utiliser des méthodes adaptatives, déplaçant les noeuds
de quadrature (ou l’échantillon de Monte-Carlo) là où est concentrée la densité a
posteriori, et pouvant donc donner de bons résultats avec un plus faible nombre
de noeuds. Lorsque plusieurs échantillons doivent être analysés (ou lors d’études
de simulation), il est également possible d’utiliser une quadrature gaussienne non
adaptative, et de garder en mémoire les valeurs de pmin(θ) associées à chaque noeud
de quadrature. Le calcul de pmin(θ) étant de loin l’étape la plus coûteuse en termes
de temps de calculs dans l’évaluation de la densité a posteriori en un point donné,
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cette méthode permet d’augmenter la nombre de noeuds sans que les calculs ne
deviennent trop longs.
Les tests d’hypothèses relatifs au signe de p (et permettant donc de savoir si
il y a sur- ou sous-représentation de zéros, ou si f1(x|θ) modélise adéquatement
les observations) ont également été considérés. D’un point de vue classique, le
test du rapport de vraisemblance et le test du score, fréquemment utilisé pour
tester la sur-représentation de zéros sous des modèles discrets (Van den Broek,
1995, Jansakul et Hinde, 2002, Gupta et al., 2005), furent étudiés. D’un point de
vue bayésien, les tests d’hypothèses sur p se ramènent au calcul de l’espérance de
fonction indicatrices, et donc à un problème d’estimation ponctuelle. Cependant,
les tests bayésiens utilisant des méthodes adaptatives, celles-ci donnent souvent de
très faibles probabilités à l’hypothèse p = 0, nécessitant soit d’accorder un poids a
priori plus grand à cette hypothèse, soit de ne la rejeter que lorsque sa probabilité
a posteriori est au-dessous d’un certain seuil (plus petit que 0,5 ; et à déterminer
par simulation).
La méthodologie développée fut appliquée à des données montréalaises de pré-
cipitations bimensuelles au printemps. Diﬀérents critères (AIC, BIC, tests d’hypo-
thèses classiques et bayésiens) appuient l’idée que ces données soient mieux modé-
lisées par un modèle modiﬁé à zéro que par la densité de base considérée. La classi-
ﬁcation d’échantillons de données continues modiﬁées à zéro fut également étudiée.
Des données de précipitations hebdomadaires provenant de diﬀérentes stations de
mesure en Colombie-Britannique on été considérées, de façon à les regrouper en dif-
férentes régions à précipitations de distribution similaire. Lors de la classiﬁcation
d’échantillons correspondants à des points géographiques, il est intéressant que les
grappes résultantes soient contigües. Intuitivement, des méthodes de classiﬁcation
hiérarchiques agglomératives ne joignant deux grappes que si elles sont adjacentes
devraient pouvoir produire des classiﬁcations de ce type. Diﬀérentes façon de dé-
terminer le nombre de grappes ont été étudiées. Celle que nous proposons, basée
sur la distribution marginale des observations conditionnelle à la répartition des
échantillons entre les diﬀérentes grappes (pénalisée selon le nombre de paramètres),
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se démarque par sa bonne performance et sa simplicité d’usage. Les tests de Beale
et du Je(2)/Je(1) donnent aussi de très bons résultats, mais le seuil critique au-delà
duquel deux grappes ne seront pas combinées doit être soigneusement ajusté d’après
les simulations. Les seuils plus usuels (par exemple, prendre α = 0.05, ou encore
utiliser l’un des seuils mentionnés dans la littérature (Milligan et Cooper, 1985,
Gordon, 1998, Hardy et Andre, 1998)) donnent des résultats catastrophiques, où
tous les échantillons sont systématiquement agglomérés en une seule grappe. Ceci
peut s’expliquer par le fait que ces tests soient approximatifs et fondés sur une
hypothèse de normalité des données qui n’est pas respectée dans les scénarios de
simulation considérés. Le pseudo-F donne de bons résultats, mais ne peut indiquer
si tous les échantillons devraient être combinés en une seule grappe, ou si plu-
sieurs grappes sont présentes. Son utilisation devrait donc être précédée d’un test
d’hypothèse. Finalement, les autres méthodes considérées (test du rapport de vrai-
semblance et minimisation de l’AIC) donnent des résultats nettement moins bons,
pouvant être expliqués par une plus grande volatilité du maximum de la fonction
de vraisemblance par rapport à la marginale des observations (qui correspond à
l’espérance de la fonction de vraisemblance sous la distribution a priori).
4.1 Travaux futurs
(1) Modèles continus modifiés à zéro plus complexes Le développement des
premiers modèles discrets modiﬁés à zéro (Singh, 1963) fut rapidement suivi
du développement de modèles plus complexes. Certains ont incorporé des va-
riables explicatives (Lambert, 1992, Hall, 2000, Ridout et al., 2001) ou des
eﬀets aléatoires (Hall, 2000). D’autres furent développés pour données man-
quantes, censurées ou longitudinales (Hasan et Snedonn, 2009). La question
de l’adéquation de la fonction de masse modiﬁée fut également étudiée : des
tests pour la sur-dispersion d’une variable aléatoire de Poisson en présence
de sur-représentation de zéros ont été développés, de même que des tests
confrontant une loi de Poisson avec sur-représentation à une loi binomiale
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négative avec sur-représentation (Ridout et al., 2001). En prenant cette thèse
comme point de départ, un développement similaire serait possible dans le
cas de modèles continus modiﬁés à zéro. En particulier, l’utilisation de va-
riables explicatives, de modèles censurés et l’étude du choix de la densité
de base pourraient permettre de mieux modéliser certains types de données
et d’utiliser les modèles continus modiﬁés à zéro de façon prédictive plutôt
qu’uniquement descriptive.
(2) Meilleure modélisation des données de précipitation agrégées Tel que
mentionné au point précédent, l’incorporation de variables explicatives ou
de modèles censurés pourraient permettre une meilleure modélisation. Par
exemple, si nous considérons les applications présentées dans les articles (don-
nées de précipitation hebdomadaires ou bimensuelles), certaines données sont
en fait censurées, le pluviomètre n’ayant recueilli que de l’information par-
tielle (par exemples, traces de précipitations pour une date donnée, sans me-
sure précise ; précipitations de plus de x millimètres, etc). Cette censure n’a
pas été considérée explicitement par les modèles utilisés dans cette thèse, le
but étant de développer d’abord une fondation ﬁable pour la modiﬁcation à
zéro de modèles continus. Un traitement explicite de la censure pouvant être
présente dans les données en améliorerait la modélisation.
(3) Choix de f0 Bien que diverses alternatives pour le choix de f0 aient été pro-
posées dans le premier article, il serait envisageable d’étudier les diﬀérentes
options possibles pour cette densité. En particulier, il serait intéressant de
considérer une famille paramétrique f0(x|θ0), indexée par un paramètre θ0
inconnu, permettant ainsi une meilleure adéquation du modèle aux données.
(4) Modèles continus modifiés Bien que la méthodologie développée et appli-
quée dans cette thèse traite de modèles continus modiﬁés à zéro (ou, pour
être exact, sur [0, x0]), les résultats développés ne reposent pas sur le fait que
le modèle soit modiﬁé précisément en cet endroit. Il serait donc facilement
envisageable de développer des modèles continus modiﬁés sur un intervalle
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arbitraire [x1, x2], pouvant aider à modéliser des données dont l’histogramme
comporte un pic ou un creux en un endroit donné. Dans le cas discret, une
telle approche a été proposée dans Murat et Szynal (1998). Dans le même
ordre d’idées, bien que les modèles considérés ici soient des densités déﬁnies
sur R+, il serait également possible de travailler avec des densités déﬁnies sur
R. Il serait intéressant de reprendre la comparaison des diﬀérentes méthodes
de classiﬁcation présentée dans le troisième article avec une densité normale
modiﬁée sur [0, x0] (ou encore sur [x1, x2]) de façon à déterminer si les dif-
férences de performance entre les méthodes considérées dans l’article étaient
principalement dues à la modiﬁcation à zéro, ou à la non normalité de la loi
f1(x|θ).
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