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THE COXETER TRANSFORMATION ON COMINUSCULE POSETS
EMINE YILDIRIM
Abstract. Let J(C) be the poset of order ideals of a cominuscule poset C where C comes
from two of the three infinite families of cominuscule posets or the exceptional cases. We
show that the Auslander-Reiten translation τ on the Grothendieck group of the bounded
derived category for the incidence algebra of the poset J(C), which is called the Coxeter
transformation in this context, has finite order. Specifically, we show that τh+1 = ±id
where h is the Coxeter number for the relevant root system.
Introduction
Let A be the incidence algebra of a poset P over a base field k. If the poset P is finite,
then A is a finite dimensional algebra with finite global dimension. We are interested in
incidence algebras coming from cominuscule posets. A cominuscule poset can be thought of
as a parabolic analogue of the poset of positive roots of a finite root system. Cominuscule
posets (also called minuscule posets) appear in the study of representation theory and
algebraic geometry, especially in Lie theory and Schubert calculus [2], [5].
Let J(C) be the poset of order ideals of a given cominuscule poset C. The poset J(C) is
an interesting object in its own right. For instance, there is a correspondence between the
elements of J(C) and the minimal coset representatives of the corresponding Weyl group [2],
[15]. Many combinatorial properties of order ideals of cominuscule posets are explained
by Thomas and Yong [18]. However, our main motivation for this paper comes from a
conjecture by Chapoton which can be stated as follows.
Let J(R) be the poset of order ideals of R where R is the poset of positive roots of a finite
root system Φ. Let H be a hereditary algebra of type Φ and let TH be the poset of torsion
classes. Consider the incidence algebras of J(R) and TH . Chapoton conjectures that there
is a triangulated equivalence between the bounded derived categories Db(mod J(R)) and
Db(mod TH) and that Db(mod J(R)) is fractionally Calabi-Yau, i.e. some non-zero power
of the Auslander-Reiten translation τ equals some power of the shift functor.
In [3], Chapoton proved that the Auslander-Reiten translation τ on the Grothendieck group
of the bounded derived category (which is called Coxeter transformation in this context)
for Tamari posets is periodic. There is an abundance of studies on Coxeter transformation
in the literature. We refer to Ladkani [14] for references on the topic and recent results on
the periodicity of Coxeter transformation. Kussin, Lenzing, Meltzer [12] showed that the
bounded derived category is fractionally Calabi-Yau for certain posets by using singularity
theory. Recently, Diveris, Purin, Webb [4] introduced a new method to determine whether
the bounded derived category of a poset is fractionally Calabi-Yau.
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In this paper, we consider Chapoton’s Conjecture on the level of Grothendieck groups for
cominuscule posets instead of root posets. We calculate the action of Auslander-Reiten
translation τ on the bounded derived category Db(mod J(C)) of the incidence algebra of
the poset J(C) of order ideals of a cominuscule poset C, and then we write the action on
the Grothendieck group. We show that the Auslander-Reiten translation τ acting on the
corresponding Grothendieck group has finite order for two of the three infinite families
of cominuscule posets, and for the exceptional cases. One can do this by considering
the action of τ on any convenient set of generators. The obvious choices are the set
of the isomorphism classes of simple modules, and the set of the isomorphism classes of
projective modules. However, the periodicity of τ is not evident on these sets of generators.
Instead, we consider a special spanning set of the Grothendieck group on which we see the
periodicity combinatorially.
The plan of the paper is as follows. In the first section, we give necessary background
material we use throughout the paper. In the second section, we introduce a special
collection of projective resolutions for grid posets, and the corresponding combinatorics
for the homology of these projective resolutions. These projective resolutions provide a
spanning set for the Grothendieck group, and in the same section we show that the Coxeter
transformation τ permutes this collection. The third section is devoted to setting up the
combinatorial tools which we will use to prove the periodicity of τ . In the fourth section,
we prove the main result for grid posets. Finally, in the last section we extend our result
to some of the cominuscule cases.
Acknowledgments. The author would like to thank her supervisor Hugh Thomas for
his generous support and for his careful reading of this paper. The author was partially
supported by ISM scholarships. The author also thanks Ralf Schiffler, Peter Webb and
Nathan Williams for inspiring discussions. Finally, the author would like to thank the
referee for pointing out Ladkani’s flip-flop technique (see Remark 5.10), and their careful
reading of the paper.
1. Preliminaries
In this preliminary section, we will recall some basic definitions to fix notation in the paper.
1.1. Basic Definitions. We will use P to denote a poset. Two elements a, b are compa-
rable in P if a ≤ b or b ≤ a, otherwise we say they are incomparable. We say b covers a in
P if a < b and there is no element c such that a < c < b. An interval [a, b] in P consists of
all elements x such that a ≤ x ≤ b. A poset P is called locally finite when every interval
in P is finite. When P is locally finite, we will represent it by its Hasse diagram, i.e. we
represent every element in the poset P by a vertex and we put an arrow from a vertex b to
a vertex a if b covers a. We use the convention that the arrows in the Hasse diagram go
downwards even though we simply draw edges in the figures.
A chain is a subset of P in which every pair of elements is comparable. An antichain is a
subset of P such that every pair of different elements is incomparable.
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Definition 1.1. A grid poset Pm,n is the product of two chains of length m and of length n.
Explicitly, the elements of Pm,n are the pairs (i, j) with i ∈ {1, · · · ,m} and j ∈ {1, · · · , n}.
We compare elements entry-wise in Pm,n, i.e (a, b) ≤ (c, d) when a ≤ c and b ≤ d.
A lattice L is a poset such that every pair of elements in L has a unique least upper bound,
also called the join, and a unique greatest lower bound, also called the meet. A lattice is
distributive if the join and meet operations distribute over each other.
An order ideal in P is a subset I ⊆ P such that if b ∈ I and a ≤ b, then a ∈ I. We write
J(P) for the set of all order ideals of P. The partial order relation on J(P) is given by
containment. Note that J(P) is always a distributive lattice. Recall that the fundamental
theorem for finite distributive lattices states that if L is a finite distributive lattice, then
there is a unique finite poset P such that L ∼= J(P) [16, Theorem 3.4.1].
A non-decreasing finite sequence of positive integers (a1, . . . , am) is called a partition. We
are going to represent such sequences by α = (λα11 , · · · , λαrr ) where 0 ≤ λ1 < · · · < λr ≤ n
denote the distinct integers in the partition α while αi’s denote the number of repetitions
of each λi.
For each k ∈ {1, . . . ,m}, by the k-th row of Pm,n we mean elements of the form (k, b) in
Pm,n. We represent an order ideal I in J(Pm,n) by its corresponding partition, i.e. the list
of the number of elements of I in each row from top to bottom.
Example 1.2. Here is an example of a grid poset and its poset of order ideals with the
corresponding partitions:
∅
P2,3 J(P2,3)
(0, 0)
(0, 1)
(0, 2)
(0, 3)
(1, 1)
(1, 2)
(1, 3)(2, 2)
(2, 3)
(3, 3)
Figure 1. The Hasse diagrams of the grid poset P2,3 and the poset of order
ideals J(P2,3).
For instance, take the order ideal I represented by the partition (2, 3) in J(P2,3). The order
ideal I consists of two rows: there are two elements in the first row, and we have three
elements in the second row.
1.2. Incidence algebra of J(Pm,n). For a given locally finite poset P, we define the inci-
dence algebra of P as the path algebra of the Hasse diagram of P modulo the relation that
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any two paths are equal if their starting and ending points are the same. For two paths p
and q, we write the product as pq if the starting point of q equals to the ending point of p.
Recall that we draw edges in the Hasse diagram oriented downwards.
Let A be the incidence algebra of J(Pm,n). The algebra A has a finite global dimension
since we do not have any oriented cycles in the quiver of J(Pm,n). We will use modA
to denote the category of finitely generated right modules over A. Let us use xα≥β to
denote the unique path that starts at vertex α and ends at vertex β. Let Pα = xα≥αA be
the indecomposable projective module over the algebra A for a vertex α in J(Pm,n). The
elements xα≥β form a k-basis for Pα. Then, the morphisms between two indecomposable
projective modules Pα and Pγ are
HomA(Pα, Pγ) = HomA(xα≥αA, xγ≥γA) = xγ≥γAxα≥α
This is one dimensional if α ≤ γ, and 0 otherwise. Similarly, we let Iα be an indecomposable
injective module and Sα be a simple module corresponding to the vertex α. For a more
detailed description of indecomposable projective, injective and simple modules over a
quotient of a path algebra, see [1, Chapter 3].
1.3. Derived categories. Throughout this article, we will use the cohomological conven-
tion for complexes: all differentials increase the degree by one and we use superscripts to
denote the degree at which the module is placed in the complex.
Let B be a finite-dimensional algebra. For a module M from modB, by the stalk complex
of M we mean the complex which consists of just M at one degree and 0 everywhere else.
For a module M from modB, by a resolution of M we mean a complex X = (X i)i∈Z where
X i = 0 for all i > 0 or for all i < 0 with the property that the homology H0(X ) is M while
Hn(X ) is zero for all n 6= 0. If X is bounded from above and each X i is projective, then
X is called a projective resolution. Similarly, if X is bounded from below and each X i is
injective, then X is called an injective resolution.
We will use Db(modB) to denote the derived category of bounded complexes of B-modules,
and we simply write Db(B).
1.4. The Grothendieck Group. Our main reference for this subsection is [7, Chapter
3, Section 1].
The Grothendieck group K0(B) of a finite-dimensional algebra B is an abelian group defined
as a quotient of the free abelian group generated by isomorphism classes of objects in modB
divided by the subgroup generated by the elements [X]− [Y ]+[Z] for every exact sequence
0→ X → Y → Z → 0 in modB.
The Grothendieck group K0(B) has a basis which consists of a representative of the isomor-
phism classes of each simple module. When B has finite global dimension, K0(B) has also
a basis coming from the representatives of the isomorphism classes of each indecomposable
projective module [7, Chapter 3, Section 1.3].
The Grothendieck group K0 of a triangulated category C is defined as a quotient of the
free abelian group on the isomorphism classes of objects in C divided by the subgroup
generated by the elements [X]− [Y ] + [Z] for every triangle X → Y → Z → X[1] of C.
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Let K0(Db(B)) be the Grothendieck group of the bounded derived category of modB which
is a triangulated category. There is an isomorphism from K0(Db(B)) to K0(B) given by
the Euler characteristic of a complex [7, Chapter 3, Section 1.2].
1.5. The Auslander-Reiten Translation. Given an object X in Db(B), the Auslander-
Reiten translation τ(X) is defined as
τ(X) = (X
L⊗B DB)[−1]
where D is the k-duality functor, [−1] is the shift functor, and − L⊗BDB is the left derived
functor of the tensor product with DB over the algebra B [11, Section 3.1].
The functor − L⊗BDB has an easy description on the category of indecomposable projective
modules of the algebra B: it replaces a projective module Pα at a vertex α with the
corresponding injective module Iα at the same vertex α [6, Section 3.6].
We calculate the Auslander-Reiten translation τ for a stalk complex X as follows: we
replace X by its projective resolution P and then apply the functor −⊗BDB to each term
of P , and finally shift the resulting injective complex by one to the right.
Since τ is an auto-equivalence of the triangulated category, after applying K0 we get an
automorphism of the corresponding Grothendieck groups. Thus, τ defines a bijective linear
map on K0(B) [7, Chapter 3, Section 1]. This map is also called the Coxeter transformation.
Example 1.3. We continue in the setting of Example 1.2. We take the incidence algebra A
of the poset J(P2,3). Let S(1,2) be the simple module over the vertex (1, 2). Then, consider
the complex S : 0→ S0(1,2) → 0 in Db(A). Now, we calculate τS as follows:
(1) Replace S by its projective resolution
P : 0→ P−2(0,1) → P−1(1,1) ⊕ P−1(0,2) → P 0(1,2) → 0
(2) Apply the functor −⊗ADA to each term of the projective resolution P , then each
projective module is replaced by the corresponding injective module
I : 0→ I−2(0,1) → I−1(1,1) ⊕ I−1(0,2) → I0(1,2) → 0
Here the complex I is quasi-isomorphic to the complex 0→ S−2(0,1) → 0.
(3) Finally we apply the shift and get
S ′ : 0→ S−1(0,1) → 0.
Thus, τS = S ′. On the level of Grothendieck group we have τ([S(1,2)]) = −[S(0,1)].
2. Modules and Intervals
2.1. Projective resolutions. In this subsection, we will describe a special collection of
projective resolutions in Db(modA) that will span the Grothendieck group. In order to
prove the periodicity of τ , we are going to need these resolutions.
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Definition 2.1. We call a tuple of the following form an enhanced partition:
(0α0|λα11 , · · · , λαrr |nαr+1)
where 0 ≤ λ1 < λ2 < · · · < λr ≤ n and we will refer to the 0’s and the n’s separated by
bars as fixed entries. Note that α0 and αr+1 can be zero.
Let E be the set of enhanced partitions, and let F be the set of partitions. We now define
a function χ from E to F , which sends an enhanced partition to a partition by forgetting
the bars. This means there are no fixed entries anymore. Formally,
(2.1) χ[(0α0|λα11 , · · · , λαrr |nαr+1)] = (0α0 , λα11 , · · · , λαrr , nαr+1)
The function χ allows us to treat enhanced partitions as usual partitions. We need en-
hanced partitions to write a special collection of resolutions.
Let EL be the set of enhanced partitions of the form α = (0
α0|λα11 , λα22 , · · · , λαrr |nαr+1) where
λ1 6= 0 and ER be to the set of enhanced partitions of the form α = (0α0|λα11 , λα22 , · · · , λαrr |nαr+1)
where λr 6= n.
Definition 2.2. For a given enhanced partition α = (0α0|λα11 , · · · , λαrr |nαr+1), let Rα be
the set of indices of the nonzero entries λi in α.
If α ∈ EL, then Rα = {1, 2, · · · , r}, and if α /∈ EL, then Rα = {2, · · · , r}.
Let δi be the sequence of 0’s and 1’s where 1 is placed at those places λi’s appear in
α. Denote also δX =
∑
i∈X δi for a subset X ⊆ Rα. Notice that we define δi’s only for
non-fixed and nonzero entries in α.
Definition 2.3. For an enhanced partition α = (0α0 |λα11 , · · · , λαrr |nαr+1) ∈ EL, we define
a complex of projective modules Pα as follows:
(2.2) Pα : 0→ P−rα−δRα
∂−r−−→
⊕
J⊆Rα,
|J |=r−1
P−r+1α−δJ → · · · →
⊕
J⊆Rα,
|J |=1
P−1α−δJ
∂−1−−→ P 0α → 0
with the maps
∂−k :
⊕
J⊆Rα,
|J |=k
Pα−δJ →
⊕
J⊆Rα,
|J |=k−1
Pα−δJ , x(α−δ{i1,··· ,ik}≥β) 7→
∑
t
(−1)tx(α−δ{i1,··· ,ît,··· ,ik}≥β)
for each J = {i1, · · · , ik} ⊆ Rα and xα−δJ≥β ∈ Pα−δJ .
Remark 2.4. The grading of the complex Pα comes from the cardinality of J ⊆ Rα, and
α− δJ is just a vector subtraction.
Proposition 2.5. The complex Pα in Equation (2.2) defines a projective resolution.
Proof. Notice that for any β ≤ β′ there is a unique embedding of Pβ into Pβ′ by left
multiplication with xβ′≥β sending xβ≥γ 7→ xβ′≥γ for each γ ≤ β. Thus, the maps ∂−k are
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all right A-module maps. Therefore, it is enough to show that we have a complex in the
category of k-vector spaces.
For every β ≤ α, the graded k-subspace Pα · xβ≥β is actually a k-subcomplex of Pα since
the differentials preserve the grading. Therefore, it is enough to prove the exactness of Pα
by showing we have an exact complex at each vertex in the support of Pα. Note that Pα
has support over the vertices β ≤ α.
For a given β ≤ α we find the maximal Jβ ⊆ Rα so that the inequality β ≤ α− δJβ holds.
Let k = |Jβ|. When we multiply the complex by xβ≥β on the right, each of the projective
modules in Pα reduces to the ground field k. Moreover, after the reduction, the face maps
in the differentials are all identity maps. Now, Jβ determines which summands of Pα have
Sβ in their composition series. Then we have the following subcomplex of k-vector spaces:
S : 0→ k−k →
⊕
( kk−1)
k−k+1 → · · · →
⊕
(k2)
k−2 →
⊕
(k1)
k−1 → k0 → 0
with the differential as defined above. This is the face complex of the standard (k − 1)-
simplex. Since the standard (k − 1)-simplex is contractible, its reduced homology is zero
provided k − 1 ≥ 0 [8, Section 2.1]. This means that there is a homology if and only if
k = |Jβ| = 0.
Hn(S) =
{
0 if 0 < k ≤ r, n 6= 0,
k if k = 0, n = 0.
Then, we have
Hn(Pα) · xβ≥β =
{
0 if 0 < k ≤ r, n 6= 0,
k if k = 0, n = 0.
and this implies that Pα is a projective resolution. 
Remark 2.6. Notice that the homology of Pα is supported only over vertices β such that
Jβ = ∅. This implies that β ≤ α and β  α−δi for each i ∈ Rα. We will further investigate
the homology of Pα in Subsection 2.4.
Example 2.7. Let A be the incidence algebra for the poset J(P5,7). Let us consider
α = (0|2, 2, 3, 7|). Then Rα = {1, 2, 3} and
Pα : 0→ P−3(0,1,1,2,6) →P−2(0,1,1,2,7) ⊕ P−2(0,2,2,2,6) ⊕ P−2(0,1,1,3,6) →
P−1(0,1,1,3,7) ⊕ P−1(0,2,2,2,7) ⊕ P−1(0,2,2,3,6) → P 0(0,2,2,3,7) → 0.
Now let α′ = (0|2, 2, 3|7). Note that α′ is the same as α except that 7 is now a fixed entry.
Then we have Rα′ = {1, 2} and
Pα′ : 0→ P−2(0,1,1,2,7) → P−1(0,1,1,3,7) ⊕ P−1(0,2,2,2,7) → P 0(0,2,2,3,7) → 0
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2.2. Action of the Auslander-Reiten translation on the projective resolutions.
In this subsection, we are going to look at the action of the Auslander-Reiten translation
on the projective resolutions Pα and discuss the homology of the resulting complex.
Proposition 2.8. Let Pα be the projective resolution defined in Equation (2.2). If we
apply the Auslander-Reiten translation τ to the complex Pα, the resulting complex is an
injective resolution up to a shift.
Proof. After applying −⊗DA on Pα, we get the following injective complex:
(2.3) Iα : 0→ I−rα−δRα →
⊕
|J |=r−1
I−r+1α−δJ → · · · →
⊕
|J |=1
I−1α−δJ → I0α → 0
The proof of Proposition 2.5 with some modifications can be applied here. Firstly, notice
that Iα−δJ has support over the vertices γ ≥ α − δJ . Then we write the subcomplexes as
follows: for a given γ we find the minimal Jγ such that the inequality γ ≥ α − δJγ holds.
Let k = |Jγ|, then the vertices γ will appear as in the following:
0→ k−rγ →
⊕
(r−k1 )
k−r+1γ → · · · →
⊕
( r−kr−k−2)
k−k−2γ →
⊕
( r−kr−k−1)
k−k−1γ → k−kγ → 0
This is another face complex which only has homology when k = r. Consequently, the
complex (2.3) is an injective resolution up to a shift.

Remark 2.9. As in the projective case, the homology of Iα has support over vertices γ
only when Jγ = Rα. This means that α− δRα ≤ γ and α− δJ  γ where |J | = r − 1. We
will further investigate the homology of Iα in Subsection 2.4.
2.3. Intervals in the poset Pm,n. In this subsection, we are going to define two functions:
f from EL to ER, and g from ER to EL. These functions will help us to describe the
homology of the complexes defined in Subsections 2.1 and 2.2 combinatorially.
Let α = (0α0|λα11 , λα22 , · · · , λαrr |nαr+1) ∈ EL and then Rα = {1, 2, · · · , r}.
(1) Let α ∈ EL. The function f(α) is defined as follows: We first apply χ which is
defined in (2.1) to α. Then for each i ∈ Rα, we leave the last occurrence of λi in
α unchanged while we minimize the rest of the occurrences including the fixed n’s
at the end if there are any, thus making the partition as small as possible. Finally,
we enhance the result as follows: the first bar is placed in the same position as in
α and if there is no n in f(α) the second bar obviously goes at the end, while if
there are n’s we put the second bar before all of them.
Formally,
f((0α0|λα11 ,λα22 , · · · , λαrr |nαr+1))
=
{
(0α0|0α1−1, λα21 , λα32 , · · · , λαrr−1|λ1+αr+1r ) if λr = n,
(0α0|0α1−1, λα21 , λα32 , · · · , λαrr−1, λ1+αr+1r |) if λr 6= n.
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(2) Let α = (0α0|λα11 , λα22 , · · · , λαrr |nαr+1) ∈ ER. Note that here Rα = {1, 2, · · · , r} if
λ1 6= 0 and Rα = {2, · · · , r} if λ1 = 0. The function g(α) is defined as follows:
We first apply χ to α. For each i ∈ Rα, we leave the first occurrence of λi in α
unchanged while maximizing the rest of the occurrences, thus making the partition
as large as possible. Notice that we do not change 0’s which were fixed in α, but
we do maximize the unfixed 0’s. Then we place the first bar in the same place as
in α; the position of second bar can be seen in the following formal definition.
Formally,
g((0α0|λα11 ,λα22 , · · · , λαrr |nαr+1))
=

(0α0 |λα1+12 , λα23 , · · · , λαr−1r |nαr−1) if αr+1 = 0 and λ1 = 0,
(0α0 |λα1+12 , λα23 , · · · , λαr−1r , nαr |nαr+1−1) if αr+1 6= 0 and λ1 = 0,
(0α0 |λ1, λα12 , λα23 , · · · , λαr−1r |nαr−1) if αr+1 = 0 and λ1 6= 0,
(0α0 |λ1, λα12 , λα23 , · · · , λαr−1r , nαr |nαr+1−1) if αr+1 6= 0 and λ1 6= 0.
Example 2.10. Let α = (02|23, 5, 64, 92|132) = (0, 0|2, 2, 2, 5, 6, 6, 6, 6, 9, 9|13, 13). Then
Rα = {1, 2, 3, 4}. To find f(α) we first apply χ. Now, we fix the last occurrences of each
λi, i ∈ Rα while minimizing the rest as shown in the following:
(0, 0, 2, 2, 2, 5, 6, 6, 6, 6, 9, 9, 13, 13)
We leave the last occurrences of each λi unchanged: (0, 0, 2, 2, 2, 5, 6, 6, 6, 6, 9, 9, 13, 13)
We minimize: (0, 0, 0, 0, 2, 5, 5, 5, 5, 6, 6, 9, 9, 9)
Then we enhance: (0, 0|0, 0, 2, 5, 5, 5, 5, 6, 6, 9, 9, 9|)
The result is f(α) = (02|02, 2, 54, 62, 93|).
Similarly, we can get g(α) = g((02|23, 5, 64, 92|132)) = (02|2, 53, 6, 94, 132|13).
Lemma 2.11. The functions f and g are inverses of each other.
Proof. Let α = (0α0|λα11 , λα22 , · · · , λαrr |nαr+1) ∈ EL. Then
g ◦ f(α) =
{
g((0α0|0α1−1, λα21 , λα32 , · · · , λαrr−1|λαr+1+1r )) if λr = n
g((0α0|0α1−1, λα21 , λα32 , · · · , λαrr−1, λαr+1+1r |)) if λr 6= n
We can easily conclude that the result is α. Similarly, one can show that f ◦ g(β) = β for
β ∈ ER. 
2.4. Homologies and Intervals. In this subsection, we will discuss the homology of Pα,
and the homology of Iα in relation to intervals in the poset J(Pm,n).
Definition 2.12. Let [γ, γ′] be an interval in J(Pm,n). We define the corresponding element
in the Grothendieck group K0 for the interval [γ, γ′] as [[γ, γ′]] :=
∑
γ≤x≤γ′
[Sx].
Proposition 2.13. The class of the projective resolution Pα in K0 is [[f(α), α]] for every
α ∈ EL.
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Proof. Let I = {x ∈ Pm,n | x ≤ α and x  α − δi for any i ∈ Rα}. Firstly, notice that the
class in K0 for the homology of the projective resolution Pα is supported over the vertices
in I by the result in Proposition 2.5. Recall also Remark 2.6. We will prove that I forms
an interval in the poset J(Pm,n). Clearly, α is the maximum element in I.
Let α = (0α0|λα11 , λα22 , · · · , λαrr |nαr+1). We also write α = (a1, a2, · · · , am). Then, we write
α− δi = (b1, b2, · · · , bm) where
bj =
{
aj when aj 6= λi,
aj − 1 otherwise.
for 1 ≤ j ≤ m. Let x = (c1, c2, · · · , cm) ∈ I. In order for x ≤ α but x  α − δi for all
i ∈ Rα, for each i we must have ci ≤ ai, and at least one of cα0+···+αi−1+1, · · · , cα0+···+αi must
be greater than bα0+···+αi−1+1, · · · , bα0+···+αi , i.e. must equal λi. Since c1 ≤ c2 ≤ · · · ≤ cm,
it must be that cα0+···+αi = λi. Now, it is clear that
I = {x ∈ Pm,n | cα0+···+αi = λi for each i ∈ Rα}.
This is an interval having minimum f(α). This completes the proof. 
The following is an illustration of the proof with an example. For this example, let us
assume α = (|2, 2, 6, 6, 6, 6, 9, 9, 9, 9, 9|). We illustrate the corresponding order ideal with
the black contour in Figure 2. Then we have Rα = {1, 2, 3}. For instance, α − δ2 =
(2, 2, 5, 5, 5, 5, 9, 9, 9, 9, 9) which is shown with the red contour in Figure 2. The gray box
shows the row where cα0+α1+α2 = c6 = λ2 = 6. Finally, f(α) is illustrated with the blue
dotted contour in Figure 2.
α
f (α)
Figure 2. An illustration of the function f(α)
Example 2.14. As in Example 2.7, let α = (0|2, 2, 3, 7|) and consider its projective
resolution. The corresponding element in K0 for the homology of this projective reso-
lution is [[f(α), α]] = [(0, 0, 2, 3, 7), (0, 2, 2, 3, 7)]. Now, assume α′ = (0|2, 2, 3|7), then
[[f(α′), α′]] = [(0, 0, 2, 3, 3), (0, 2, 2, 3, 7)].
In the following, we would like to analyze the homology of injective resolution Iα after the
action of τ on the projective resolution Pα.
Proposition 2.15. The class of the injective resolution Iα in K0 is ±[[α−δRα , g(α−δRα)]]
for every α ∈ EL.
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Remark 2.16. Before proving Proposition 2.15, we need to discuss the rule that en-
hances the partition α − δRα so that we can apply the function g. Let us assume α =
(0α0|λα11 , λα22 , · · · , λαrr |nαr+1) ∈ EL. Then the enhanced partition α− δRα is defined as fol-
lows: The position of the second bar is the same as in α. This implies that we fix all of
the n’s in α − δRα . Now, if we have 0’s in α − δRα , we have to determine which of them
are fixed. To do so, we will look at α. Recall that λ1 6= 0 in α for Pα. If λ1 6= 1, then we
do not fix any 0’s in α − δRα , i.e we put the first bar before all of the entries. If λ1 = 1,
then we look at the location of first appearance of λ1 in α, say in k-th position from the
beginning. Then we put the first bar after the k-th 0 in α− δRα . Formally,
α− δRα =
{
(|0α0 , (λ1 − 1)α1 , (λ2 − 1)α2 , · · · , (λr − 1)αr |nαr+1) if λ1 6= 1
(0α0+1|0α1−1, (λ2 − 1)α2 , · · · , (λr − 1)αr |nαr+1) if λ1 = 1.
Proof of Proposition 2.15. Here finding g(α− δRα) is the dual of finding f(α).
Let I ′ = {x ∈ Pm,n | α− δRα ≤ x and x  α− δJ with |J | = r − 1}. In this case, we know
the minimum element of I ′ is α− δRα .
Let α = (0α0|λα11 , λα22 , · · · , λαrr |nαr+1), and let x = (c1, c2, · · · , cm) ∈ I ′. We can deduce the
following as in the proof of Proposition 2.13: In order for α − δRα ≤ x and x  α − δJ
where |J | = r − 1, the entries cα0+···+αi−1+1 must equal λi − 1 for each i. Now, we can
conclude that
I ′ = {x ∈ Pm,n | cα0+···+αi−1+1 = λi − 1 for each i ∈ Rα}.
This is an interval with the maximum g(α− δRα). This finishes the proof. 
We will illustrate the idea of the proof by an example as we study in the previous case.
Assume n = 9 and α = (|2, 2, 6, 6, 6, 6, 9, 9, 9, 9, 9|). Then Rα = {1, 2, 3} and α − δRα =
(|1, 1, 5, 5, 5, 5, 8, 8, 8, 8, 8|). The corresponding order ideal is illustrated with the black con-
tour in Figure 3. Also, we can calculate that g(α−δRα) = (|1, 5, 5, 8, 8, 8, 8|9, 9, 9, 9) as illus-
trated with the blue contour. The red contour shows α−δ{1,2} = (1, 1, 5, 5, 5, 5, 9, 9, 9, 9, 9).
The gray box shows the row α0 + α1 + α2 + 1 = 7 where cα0+α1+α2+1 = λ3 − 1 = 8.
g(α− δRα)
α− δRα
Figure 3. An illustration of the function g(α)
Proposition 2.13 and 2.15 in combination with Proposition 2.8 show that Auslander-Reiten
translation sends [[f(α), α]] to ±[[α − δRα , g(α − δRα)]]. As we have seen, the function
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α 7→ g(α− δRα) is important, and it will be useful to calculate it more directly. So, we will
define a new function f˜ , and then later prove that f˜(α) = g(α− δRα) in Lemma 2.18.
We define the function f˜ from EL to EL as follows: Let α ∈ EL. First apply χ, then deduct
one from the first occurrence of each λi, i ∈ Rα while maximizing all of the other indices,
i.e. make the partition as large as possible. Then we fix all of the 0’s, i.e. we put the first
bar at the end of the 0′s in the result. If we have n fixed k times in α, we make n fixed
k − 1 times in f˜(α). If we do not have any fixed n’s in α, then we fix all n’s in f˜(α).
Formally,
f˜((0α0 |λα11 ,λα22 , · · · , λαrr |nαr+1))
=

(0α0+1|(λ2 − 1)α1 , · · · , (λr − 1)αr−1|nαr−1) if αr+1 = 0 and λ1 = 1
(0α0+1|(λ2 − 1)α1 , · · · , (λr − 1)αr−1 , nαr |nαr+1−1) if αr+1 6= 0 and λ1 = 1
(|(λ1 − 1)α0+1, (λ2 − 1)α1 , · · · , (λr − 1)αr−1 |nαr−1) if αr+1 = 0 and λ1 6= 1
(|(λ1 − 1)α0+1, (λ2 − 1)α1 , · · · , (λr − 1)αr−1 , nαr |nαr+1−1) if αr+1 6= 0 and λ1 6= 1.
Example 2.17. Consider the same α as in Example 2.10. Then
f˜(α) = f˜((02|23, 5, 64, 92|132)) = (13, 43, 5, 84, 132|13)
Lemma 2.18. We have f˜(α) = g(α− δRα) for every α ∈ EL.
Proof. Let α = (0α0|λα11 , λα22 , · · · , λαrr |nαr+1) ∈ EL. Recall that in Remark 2.16 we ex-
plained how we get the enhanced partition α − δRα . So, we have the 0’s fixed in α − δRα
only when λ1 = 1 in α. Recall also that since α ∈ EL, we have λ1 6= 0. Firstly assume
λ1 6= 1, i.e. there is no 0 fixed in α − δRα . Then we get α − δRα = (|0α0 , (λ1 − 1)α1 , (λ2 −
1)α2 , · · · , (λr − 1)αr |nαr+1). Now, we apply the map g. We get the following which is the
desired result.
g(α− δRα) =
{
(|(λ1 − 1)α0+1, (λ2 − 1)α1 , · · · , (λr − 1)αr−1 |nαr−1) if αr+1 = 0
(|(λ1 − 1)α0+1, (λ2 − 1)α1 , · · · , (λr − 1)αr−1 , nαr |nαr+1−1) if αr+1 6= 0.
The case λ1 = 1 can be calculated similarly. This finishes the proof. 
Proposition 2.19. τ([Pα]) = ±[Pg(α−δRα )], or equivalently τ([Pα]) = ±[Pf˜(α)].
Proof. Since we proved that f and g are inverses of each other in Lemma 2.11, it is easy to
see that the class of the projective resolution Pg(α−δRα ) of the enhanced partition g(α−δRα)
in K0 is ±[[α− δRα , g(α− δRα)]]. 
To sum up, for any enhanced partition α ∈ EL, one can write the projective resolution Pα
and find the class of Pα in K0 which is [[f(α), α]]. The class of τPα in K0 is [[α−δRα , g(α−
δRα)]]. Moreover, we can determine g(α − δRα) directly from α by using the map f˜ . We
are now in a good position to iterate the application of τ .
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3. Configurations and Enhanced Partitions
The goal of this section is to define a bijection from EL to a set Dm,n which we define below
and has a natural action of Z/m+ n+ 1.
3.1. A combinatorial model: Configurations. Consider Z := {−m, · · · ,−1, 0, 1, · · · , n}
for the elements of Z/m+ n+ 1.
Definition 3.1. A configuration D is an increasing sequence of m elements from Z. We
write D = {i1 < i2 < · · · < im} for a configuration. The setDm,n denotes all configurations.
Notice that the cardinality of Dm,n is
(
m+n+1
m
)
.
Consider a configuration D. By D{i} we mean the i times shifted version of D, i.e. D{i}
is the set of elements {i1 − i, · · · , im − i} which are sorted into increasing order, and we
write sorted{i1− i, · · · , im− i}. Call this operation {i} a shift. Clearly, D{m+n+1} = D.
The set of all configurations D{i} for all 0 ≤ i ≤ m+ n is called the full orbit of D.
Recall that EL is the set of enhanced partitions of the form α = (0
α0|λα11 , λα22 , · · · , λαrr |nαr+1)
where λ1 6= 0. We also write it as a sequence α = (a1, a2, · · · , am). We are going to define
a function ψ from EL to Dm,n as follows.
Let us first define a function µα : {1, · · · ,m} → Z
µα(j) =
{
aj if j =
∑k
i=0 αi for some k ∈ {0, . . . , r},
−j otherwise.
It is easy to see that it is well-defined. Now, we define
ψ : EL → Dm,n
as follows:
ψ(α) = sorted{µα(j) | for j ∈ {1, · · · ,m}}.
Example 3.2. We continue in the setting of Example 2.7. Consider the enhanced partition
α = (0|2, 2, 3, 7|), then the corresponding configuration is ψ(α) = {−2 < 0 < 2 < 3 < 7}.
Now, consider the enhanced partition α′ = (0|2, 2, 3|7). Then the corresponding configu-
ration is ψ(α′) = {−5 < −2 < 0 < 2 < 3}.
Lemma 3.3. The map ψ is a bijection.
Proof. We can think of an element in EL as a multiset on {0, 1, · · · , n, n∗} where we use
n∗ to represent the fixed n’s. Notice that the cardinalities of EL and Dm,n are the same.
Then, it is enough to show that the map ψ is injective.
Let α = (0α0|λα11 , λα22 , · · · , λαrr |nαr+1), β = (0β0|ξβ11 , ξβ22 , · · · , ξβss |nβs+1) ∈ EL. To simplify
the exposition, we assume αi > 1 for all i ∈ {0, 1, · · · , r} and βj > 1 for all j ∈ {0, 1, · · · , s}.
The general case is similar.
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We also write
α = (a1, . . . , aα0−1, aα0|aα0+1, . . ., aα0+α1−1, aα0+α1 , . . . ,
aα0+α1+···+αr−1+1, . . . , aα0+α1+···+αr−1, aα0+α1+···+αr |nαr+1)
β = (b1, . . . , bβ0−1, bβ0 , bβ0+1, . . ., bβ0+β1−1, bβ0+β1 , . . . ,
bβ0+β1+···+βs−1+1, . . . , bβ0+β1+···+βs−1, bβ0+β1+···+βs|nβs+1)
Assume ψ(α) = ψ(β), then we have
{−m < −m+ 1 < · · · < −m+ αr+1 − 1︸ ︷︷ ︸
αr+1
< −x0 < −x0 + 1 < · · · < −x0 + αr − 2︸ ︷︷ ︸
αr−1
<
· · · < −xr < −xr + 1 < · · · < −xr + α0 − 2︸ ︷︷ ︸
α0−1
< 0 < λ1 < · · · < λr}
= {−m < −m+ 1 < · · · < −m+ βs+1 − 1︸ ︷︷ ︸
βs+1
< −y0 < −y0 + 1 < · · · < −y0 + βs − 2︸ ︷︷ ︸
βs−1
<
· · · < −ys < −ys + 1 < · · · < −ys + β0 − 2︸ ︷︷ ︸
β0−1
< 0 < ξ1 < · · · < ξs}
where xk = α0 +α1 + · · ·+αr−k − 1 for k ∈ {0, 1, · · · , r} and yk = β0 + β1 + · · ·+ βs−k − 1
for k ∈ {0, 1, · · · , s}.
Since λi’s and ξi’s are all positive and linearly ordered, then for each i > 0, λi = ξi and
r = s. Now, assume αr+1 6= βs+1. Without loss of generality, say βs+1 < αr+1. Then
−m + βr+1 − 1 < −m + αr+1 − 1 which implies −m + βr+1 ≤ −m + αr+1 − 1. Thus,
−m+ βr+1 ∈ ψ(α). But this is a contradiction, because −m+ βr+1 cannot be in ψ(β). By
the same argument, we can prove that for each j, αj = βj. This proves that α = β. 
Now, let F := {0, 1, · · · , n, n∗} where n∗ is a formal element distinct from n. We also
define a map ϕ from Dm,n to EL. Let D = {i1 < i2 < · · · < im}. First of all, let us define
a function ηD : {1, · · · ,m} → F as follows. For each j,
(3.1) ηD(j) =

i|ij |+j if ij < 0 and |ij|+ j < m+ 1,
n∗ if ij < 0 and |ij|+ j = m+ 1,
ij otherwise.
Lemma 3.4. The map ηD is well-defined.
Proof. Let D = {i1 < i2 < · · · < im}. The only case we need to check is that if |ij| + j <
m + 1 and ij < 0, then i|ij |+j ∈ F . Assume il, · · · , im are nonnegative. Then we have the
following,
m > |i1| > |i2| > |i3| > · · · > |il−1| > 0
which implies
m ≥ |i1|+ 1 ≥ |i2|+ 2 ≥ |i3|+ 3 ≥ · · · ≥ |il−1|+ l − 1 ≥ l.
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Therefore, for 1 ≤ j ≤ l − 1, we have m ≥ |ij|+ j ≥ l. This shows that i|ij |+j ∈ F . 
Now, we define a map
ϕ : Dm,n → EL
as follows:
ϕ(D) = enhanced(sorted{ηD(j) | j ∈ {1, · · · ,m}})
where we first sort into a non-decreasing order with n∗ after n and then enhance the result
as follows: fix all of the 0’s and fix all of the n∗’s. This map is the inverse map of ψ. But
we will not prove it since we do not need this fact.
4. The main result
We consider the Grothendieck group of the bounded derived category of the incidence
algebra A of the poset of order ideals in a grid J(Pm,n). In this section, we are going to
prove the following:
Theorem 4.1. The Auslander-Reiten translation τ has finite order on K0(Db(A)) for the
incidence algebra A of the poset of order ideals J(Pm,n) of a grid poset Pm,n. Specifically,
τm+n+1 = ±id.
Our main result follows from two auxiliary Propositions.
(1) In Proposition 4.2 we show that Auslander-Reiten translation satisfies τ 2(m+n+1) = id
on the elements [Pα] in K0.
(2) In Proposition 4.5 we show that the Grothendieck groupK0 is generated by the elements
of the form [Pα].
Proposition 4.2. τ 2(m+n+1) = id on the elements [Pα] in K0.
Proof. First, we are going to prove that the following diagram commutes since the shift
{1} has finite order of (m+ n+ 1) on Dm,n.
EL
ψ //
f˜

Dm,n
{1}

EL
ψ
// Dm,n
Let α = (0α0|λα11 , λα22 , · · · , λαrr |nαr+1) ∈ EL be an enhanced partition. To simplify the
exposition, assume αi > 1 for all i and assume λ1 6= 1. The general case is similar. Then,
f˜(α) = ((λ1 − 1)α0+1, (λ2 − 1)α1 , · · · , (λr − 1)αr−1 , nαr |nαr+1−1)
16 EMINE YILDIRIM
ψ(α) = {−m < −m+ 1 < · · · < −m+ αr+1 − 1︸ ︷︷ ︸
αr+1
< −x0 < −x0 + 1 < · · · < −x0 + αr − 2︸ ︷︷ ︸
αr−1
<
· · · < −xr < −xr + 1 < · · · < −xr + α0 − 2︸ ︷︷ ︸
α0−1
< 0 < λ1 < · · · < λr}
ψ(f˜(α)) = {−m < −m+ 1 < · · · < −m+ αr+1 − 2︸ ︷︷ ︸
αr+1−1
< −x0 − 1 < −x0 < · · · < −x0 + αr − 3︸ ︷︷ ︸
αr−1
< · · · < −xr−1 − 1 < −xr−1 < · · · < −xr−1 + αr − 3︸ ︷︷ ︸
α1−1
< −xr − 1 < −xr < · · · < −xr + α0 − 2︸ ︷︷ ︸
α0
< λ1 − 1 < · · · < λr − 1 < n}
where the xi’s are defined as in the proof of Lemma 3.3.
From these calculations, it is easy to see that ψ(α){1} = ψ(f˜(α)). This shows that
τm+n+1[Pα] = ±[Pα]. Therefore, τ 2(m+n+1)[Pα] = [Pα]. The proof of the case λ1 = 1 is
similar. Also, observe that the order of τ cannot be less than (m + n + 1) because this is
obviously true for the action of {1} on Dm,n. This finishes the proof. 
Example 4.3. In this example, we will write the action of τ algebraically and combina-
torially. Assume m = 5 and n = 3.
Let α = (|1, 1, 2, 3, 3|). Write the projective resolution as follows:
Pα : 0→ P−3(0,0,1,2,2) → P−2(0,0,1,3,3) ⊕ P−2(1,1,1,2,2) ⊕ P−2(0,0,2,2,2) →
P−1(0,0,2,3,3) ⊕ P−1(1,1,1,3,3) ⊕ P−1(1,1,2,2,2) → P 0(|1,1,2,3,3|) → 0
with the homology [[f(α), α]] = [[(0, 1, 2, 2, 3), (1, 1, 2, 3, 3)]].
Apply τ to Pα:
Iα : 0→ I−3(0,0,1,2,2) → I−2(0,0,1,3,3) ⊕ I−2(1,1,1,2,2) ⊕ I−2(0,0,2,2,2) →
I−1(0,0,2,3,3) ⊕ I−1(1,1,1,3,3) ⊕ I−1(1,1,2,2,2) → I0(1,1,2,3,3) → 0
with the homology [[(0, 0, 1, 2, 2), (0, 1, 1, 2, 3)]].
Note that f˜((|1, 1, 2, 3, 3|)) = (0|1, 1, 2|3). So, τP(|1,1,2,3,3|) ∼= P(0|1,1,2|3)[−2]. In the Grothendieck
group, we have the following
τ [[(0, 1, 2, 2, 3), (1, 1, 2, 3, 3)]] = [[(0, 0, 1, 2, 2), (0, 1, 1, 2, 3)]]
Now, let us look at the action of τ combinatorially. Firstly, we find the corresponding
configuration D of α which is D = ψ(α) = {−4 ≤ −1 ≤ 1 ≤ 2 ≤ 3}.
We now compute that ψf˜(α) = ψ((0|1, 1, 2|3)) = {−5 < −2 < 0 < 1 < 2} which equals
D{1}.
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Proposition 4.4. Let J(Pm,n) be the poset of order ideal of a grid poset Pm,n. If m, n are
both even, then the order of τ is 2(m+ n+ 1). Otherwise, the order of τ is m+ n+ 1.
Proof. First, we observe that if |Rα| is odd, then [τPα] is a positive sum of simples in K0;
if |Rα| is even, then [τPα] is a negative sum of simples in K0.
Let us state this fact in terms of configurations as follows. We will work with sign config-
urations which are just configurations with a sign attached. Let D be the corresponding
configuration to α with a sign attached. In this case, |Rα| is the number of positive en-
tries in D. We define the action of {1} on signed configurations as follows: if |Rα| is
odd, then D{1} will have the same sign; if |Rα| is even, then D{1} will have the opposite
sign. We will write this fact in an explicit way as follows. Let D = {a1 < · · · < am} for
α = (a1, · · · , am).
We first define r : D → {1,−1} by sending ai 7→ r(ai) where
r(ai) =
{
−1 if 0 < ai ≤ n
1 if −m ≤ ai ≤ 0.
Then sign(D{1}) is as follows:
sign(D{1}) = (−1)
(
m∏
j=1
r(aj)
)
sign(D)
We know that each ai will be non-negative n times in the full orbit of D. So, we have
m+n∏
j=0
r(ai − j) = (−1)n
Now, let us determine the sign of D{m+ n+ 1}.
sign(D{m+ n+ 1})
=
(
(−1)
m∏
j=1
r(aj −m− n)
)
sign(D{m+ n})
=
(
(−1)
m∏
j=1
r(aj −m− n)
)(
(−1)
m∏
j=1
r(aj −m− n− 1)
)
· · ·
(
(−1)
m∏
j=1
r(aj)
)
sign(D)
= (−1)m+n+1
(
m+n∏
j=0
r(a1 − j)
)
· · ·
(
m+n∏
j=0
r(am − j)
)
sign(D)
= (−1)m+n+1(−1)nm sign(D) = (−1)(m+1)(n+1) sign(D)
From this, we see that when m and n are both even, the order is 2(m+n+ 1). Otherwise,
it is m+ n+ 1. 
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Proposition 4.5. The elements [Pα], α is a partition, generates the Grothendieck group
K0 of the incidence algebra A of the poset J(Pm,n).
Proof. The Grothendieck group K0 is generated by all the isomorphism classes of inde-
composable projective modules [Pα], α ∈ J(Pm,n). Now, we will think of α as an enhanced
partition with the first bar is placed after 0’s and the second bar at the very end. Let us
define Lx = [[f(x), x]] where x is an enhanced partition. We will show that each [Pα] can
be written as a linear combination of elements of the form [Lx]. We will proceed by strong
induction on partitions ordered lexicographically. The base case is α = (0, · · · , 0). Then
[Pα] = [Lα], and we are done.
Recall that we get the element [Pα] in K0 by taking the Euler characteristic of the projective
resolution Pα.
Recall also the notation from Subsection 2.1. Let us write each partition α − δJ where
J ⊆ Rα and J 6= ∅. Notice that each α− δJ comes before α in the lexicographical order.
Now, we write [Pα] = [Pα]+ [
⊕
J⊆Rα,
|J |=1
Pα−δJ ]− [
⊕
J⊆Rα,
|J |=2
Pα−δJ ]+ · · ·+(−1)|J |[Pα−δRα ]. Therefore,
by the induction hypothesis, each [Pα−δJ ] can be written as a linear combination of elements
of the form [Lx]. So, we have∑
J 6=∅
(−1)(|J |+1)[Pα−δJ ] =
∑
x
ax[Lx]
And we know that [Pα] = [Lα]. Now, we have the desired result:
[Pα] = [Lα] +
∑
x
ax[Lx]

5. A general framework : Cominuscule Posets
In this section, we will investigate the action of τ for the poset of order ideals of cominuscule
posets.
5.1. Root Posets and Cominuscule Posets. Let Φ be a finite root system, and ∆ ⊂ Φ
be the set of simple roots. Let Φ+ ⊂ Φ be the subset that consists of the positive roots,
which are the nonnegative linear combinations of elements in ∆. One can define a partial
order on Φ+ naturally as follows: For σ, σ′ ∈ Φ+, we say that σ′ ≺ σ if and only if σ−σ′ is
a sum of positive roots. This poset is called the poset of positive roots of the root system
Φ.
The height of a root σ is defined as the sum of the coefficients in the expression of σ as a
linear combination of simple roots. The poset Φ+ has always a highest root, say η. For a
detailed discussion of the subject, see [9, Chapter 3].
Example 5.1. The following is the Hasse diagram of the poset of positive roots of A3.
The set of simple roots is ∆ = {σ1, σ2, σ3} and η = σ1 + σ2 + σ3 is the highest root.
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σ1 + σ2 + σ3
σ1 + σ2 σ2 + σ3
σ1 σ2 σ3
Figure 4. Root poset of A3
Definition 5.2. Let η be the highest root. A simple root σ is called a cominuscule root
if the multiplicity of σ in the simple root expansion of η is 1.
Definition 5.3. Given a root system Φ, an interval C of the form [σ, η] in the root poset
for Φ+ where σ is cominuscule root and η is the highest root is called a cominuscule poset.
Cominuscule posets appear in representation theory of Lie groups, Schubert calculus, and
combinatorics. For more details about root systems see [9, Chapter 3], for cominuscule
posets [2, Section 9.0], [15] and [18].
Example 5.4. In Example 5.1, all simple roots are cominuscule roots. The following are
cominuscule posets for the simple roots σ1 and σ2, respectively.
σ1 + σ2 + σ3
σ1 + σ2
σ1
σ1 + σ2 + σ3
σ1 + σ2 σ2 + σ3
σ2
The following shows an illustration of the possible shapes of cominuscule posets except the
exceptional cases. The exceptional cominuscule posets will be discussed at the end of this
section.
CI CII CIII
Figure 5. Cominuscule posets of type I, II, III
Conjecture 5.5. Auslander-Reiten translation τ has finite order on the Grothendieck
group of the bounded derived category for the incidence algebra of the poset J(C). Specifi-
cally, τ 2(h+1) = id where h is the Coxeter number for the relevant root systems (A, B, C,
D, E6 or E7).
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In this paper, we prove that the Conjecture 5.5 is true for cominuscule posets J(CI), J(CIII),
J(CE6), J(CE7).
Remark 5.6. If the same cominuscule poset comes from two different root systems, the
resulting orders of the Coxeter transformation agree. So, Conjecture 5.5 is consistent.
We will proceed with a case by case analysis and prove some results.
5.2. Type A case. All simple roots in the root poset of An are cominuscule roots. So,
they all give rise to cominuscule posets.
The cominuscule poset over any simple root in An is of type I in Figure 5. In other words,
they are the grid posets of size (n + 1). We have the result that τ acts finitely on the
poset of order ideals of a grid poset in Theorem 4.1. Recall that the Coxeter number h is
n+ 1 in type An. Therefore, the Conjecture 5.5 holds for the type An, i.e. τ
2(h+1) = id in
K0(Db(A)) for the incidence algebra A of the poset of order ideals J(CI).
Example 5.7. The following figure is an illustration of root poset of An. The shaded area
shows the cominuscule poset CI over the simple root σk.
σk
Figure 6. The root poset of An and the cominuscule poset CI over the
simple root σk.
5.3. Type B case. In type Bn, the only simple root which is a cominuscule root is σ1
and the cominuscule poset is the grid poset P1,2n−1. In this case, the order of τ is 2n + 1
by Proposition 4.4. Therefore, we have the desired result, i.e. τ 2(1+2n−1+1) = τ 2(h+1) = id
where the Coxeter number h is 2n.
5.4. Type C case. In type Cn, the only simple root which gives rise to the cominuscule
poset is σn and the cominuscule poset is the type of II in Figure 5.
Example 5.8. Here we illustrate the root poset of Cn and the shaded area shows the
cominuscule poset over the simple root σn.
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σn
Figure 7. The root poset of Cn and the cominuscule poset CII over the
simple root σn.
This case is still open.
5.5. The type D case. In type Dn, n > 3, there are three simple roots σ1, σn−1, and σn
which give rise to cominuscule posets. The simple roots σn−1 and σn give rise to cominuscule
posets of type II which is the same as the cominuscule poset for Cn.
The simple root σ1 gives rise to the cominuscule poset of type III. The cominuscule poset
CIII and the poset of order ideals J(CIII) is shown as follows:
2n− 2
2n− 3
...
n+ 2
n+ 1
n− 1 n
n− 2
n− 3
...
1
2n
2n− 1
...
n+ 3
n+ 2
n n+ 1
n− 1
n− 2
...
1
Figure 8. The cominuscule poset CIII and the order ideal poset J(CIII) for
the simple root σ1 in the root system for Dn.
Proposition 5.9. Let A(Dn,σ1) be the incidence algebra of the poset J(CIII) of size 2n for
the corresponding root system Dn. Then Db(modA(Dn,σ1)) is fractionally Calabi-Yau.
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Proof. Let M0 be the module over the algebra D2n with dimension vector (1, 1, · · · , 1, 1),
and Mi be the module with dimension vector (1, 1, · · · , 1, 2, · · · , 2, 1) where we have the
dimension 2 appears i times for i > 0. Let us now consider the following module: T =
P1⊕P2⊕· · ·⊕Pn−1⊕P2n−1⊕P2n⊕M0⊕M1⊕· · ·⊕Mn−1 which is illustrated in Figure 9.
P1
Pn−1
M0
Mn−1
P2n−1
P2n
Figure 9. An illustration of the module category of D2n and the tilting
module T .
It is not difficult to see T is a tilting module. So, we consider the endomorphism algebra
EndT which is the algebra A(Dn,σ1). Therefore, we have that Db(modA(Dn,σ1)) is derived
equivalent to Db(modD2n). We know by [10, Example 8.3(2)], Db(modD2n) is fractionally
Calabi-Yau, and therefore Db(modA(Dn,σ1)) is also fractionally Calabi-Yau. Thus, we have
the desired result. 
Remark 5.10. Proposition 5.9 can also be proved by using the technique of flip-flops
of Ladkani [13, Theorem 1.1]. Let P be a finite poset, P1 be the poset with a unique
maximum element added to P, and P0 be the poset with a unique minimum element added
to P. Ladkani shows that P1 and P0 are derived equivalent. Using this fact, we can show
that the poset J(CIII) of size 2n is derived equivalent to D2n.
Example 5.11. In this example, we use Ladkani’s technique showing that J(CIII) of size 8
is derived equivalent to D8.
'derived 'derived 'derived
Figure 10. The derived equivalent posets
Corollary 5.12. The Auslander-Reiten translation τ on K0(Db(modA(Dn,σ1))) has finite
order of 2(h+ 1) where h is the Coxeter number for type Dn.
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Proof. This is an immediate consequence of Proposition 5.9. Since J(CIII) of size 2n is
derived equivalent to D2n, we know that τ
h2n = id in K0 where h2n = 2(2n − 1) is the
Coxeter number for D2n. To be consistent with our Conjecture 5.5, we write τ
2(h+1) = id
in K0 where h = 2(n− 1) is the Coxeter number for Dn. 
5.6. Exceptional Cases. There are two cominuscule roots which give rise to the same
cominuscule poset for type E6 and there is only one cominuscule root which gives a comi-
nuscule poset for type E7.
CE6 CE7
Figure 11. The cominuscule poset CE6 and the cominuscule poset CE7
We checked that the result also holds for these two exceptional cases by using the mathe-
matical software SageMath [17].
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