Cohen-Macaulay injective, projective, and flat dimension by Holm, Henrik & Jorgensen, Peter
ar
X
iv
:m
at
h/
04
05
52
3v
1 
 [m
ath
.A
C]
  2
7 M
ay
 20
04
COHEN-MACAULAY INJECTIVE, PROJECTIVE, AND
FLAT DIMENSION
HENRIK HOLM AND PETER JØRGENSEN
Abstract. We define three new homological dimensions — Co-
hen-Macaulay injective, projective, and flat dimension — which
inhabit a theory similar to that of classical injective, projective,
and flat dimension. Finiteness of the new dimensions characterizes
Cohen-Macaulay rings with dualizing modules.
1. Introduction
The classical theory of injective, projective, and flat dimension has
had great success in commutative algebra. In particular, it has been
very useful to know that finiteness of these dimensions characterizes
regular rings.
Several attempts have been made to mimic this success by construct-
ing homological dimensions whose finiteness would characterize other
rings than the regular ones. These efforts have given us complete in-
tersection dimension, Gorenstein dimension, and Cohen-Macaulay di-
mension.
The normal practice has not been to mimic all three classical dimen-
sions, but rather to focus on projective dimension for finitely generated
modules. Hence complete intersection dimension and Cohen-Macaulay
dimension only exist in this restricted sense, and the same used to be
the case for Gorenstein dimension.
However, recent years have seen much work on the Gorenstein the-
ory which now contains both Gorenstein injective, projective, and flat
dimension. These dimensions inhabit a nice theory similar to the clas-
sical one. A good summary is in [2], although this reference is already
a bit dated.
The purpose of this paper is to do something similar in the Cohen-
Macaulay case. So we define Cohen-Macaulay injective, projective, and
flat dimension, and show some central properties.
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Our main result is theorem 5.1 which lists a large number of finite-
ness conditions on the Cohen-Macaulay dimensions, and shows that
they are all equivalent to the ground ring being Cohen-Macaulay with
a dualizing module. As a sample of further possibilities, there is also
an Auslander-Buchsbaum formula for Cohen-Macaulay projective di-
mension, see theorem 5.5.
As tools to define the Cohen-Macaulay dimensions, we use “ring
changed” Gorenstein homological dimensions. If A is a ring with a
semi-dualizing module C (as defined in [3]), then we can consider the
trivial extension ring A⋉C, and if M is a complex of A-modules, then
we can consider M as a complex of (A ⋉ C)-modules and take “ring
changed” Gorenstein dimensions of M over A ⋉ C. We shall develop
the theory of these dimensions further in [8]. The present paper only
refers to results from [8] at the end, in the proofs of lemma 5.3 and
theorem 5.4.
The paper is organized as follows: Section 2 defines the Cohen-
Macaulay dimensions. Section 3 studies the trivial extension ring A⋉C
when C is a semi-dualizing module for A. Section 4 gives some bounds
on the injective dimension of C. And finally, section 5 studies the
Cohen-Macaulay dimensions and proves the results we have stated.
Setup 1.1. Throughout, A is a commutative noetherian ring. Com-
plexes of A-modules have the form
· · · −→Mi+1 −→ Mi −→Mi−1 −→ · · · ,
and the words “right-bounded” and “left-bounded” are to be under-
stood relative to this.
2. Cohen-Macaulay dimensions
Definition 2.1. Let C be an A-module. The direct sum A⊕C can be
equipped with the product
(
a
c
)
·
(
a1
c1
)
=
(
aa1
ac1 + ca1
)
.
This turns A⊕ C into a ring which is called the trivial extension of A
by C and denoted A⋉ C.
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There are ring homomorphisms
A −→ A⋉ C −→ A,
a 7−→
(
a
0
)
,
(
a
c
)
7−→ a
whose composition is the identity on A. These homomorphisms allow
us to view any A-module as an (A⋉C)-module and any (A⋉C)-module
as an A-module, and we shall do so freely.
In particular, ifM is a complex of A-modules with suitably bounded
homology, then we can consider the “ring changed” Gorenstein homo-
logical dimensions
GidA⋉C M, GpdA⋉C M, and GfdA⋉C M,
where Gid, Gpd, and Gfd denote the Gorenstein injective, projective,
and flat dimensions, as described e.g. in [2].
Before the next definition, recall that a semi-dualizing module C for
A is a finitely generated module for which the canonical map A −→
HomA(C,C) is an isomorphism, while Ext
i
A(C,C) = 0 for each i > 1.
Equivalently, C is a finitely generated module so that the canonical
morphism A −→ RHomA(C,C) is an isomorphism in the derived cat-
egory D(A). An example of a semi-dualizing module is A itself. The
theory of semi-dualizing modules (and complexes) is developed in [3].
Definition 2.2. Let M and N be complexes of A-modules so that
the homology of M is bounded to the left and the homology of N is
bounded to the right.
The Cohen-Macaulay injective, projective, and flat dimensions of M
and N over A are
CMidAM = inf {GidA⋉C M | C is a semi-dualizing module },
CMpdAN = inf {GpdA⋉C N | C is a semi-dualizing module },
CMfdAN = inf {GfdA⋉C N | C is a semi-dualizing module }.
3. Lemmas on the trivial extension
Lemma 3.1. Let C be an A-module.
(1) If I is a (faithfully) injective A-module then HomA(A⋉C, I) is
a (faithfully) injective (A⋉ C)-module.
4 HENRIK HOLM AND PETER JØRGENSEN
(2) Each injective (A⋉C)-module is a direct summand in a module
HomA(A⋉ C, I) where I is an injective A-module.
Proof. (1) Adjunction gives
HomA⋉C(−,HomA(A⋉ C, I)) ≃ HomA((A⋉ C)⊗A⋉C −, I)
≃ HomA(−, I) (1)
on (A⋉C)-modules, making it clear that if I is a (faithfully) injective
A-module, then HomA(A ⋉ C, I) is a (faithfully) injective (A ⋉ C)-
module.
(2) To see that an injective (A⋉C)-module J is a direct summand in
a module of the form HomA(A ⋉ C, I), it is enough to embed it into
such a module. For this, first view J as an A-module and embed it
into an injective A-module I. Then use equation (1) to convert the
monomorphism of A-modules J →֒ I to a monomorphism of (A⋉ C)-
modules J →֒ HomA(A⋉ C, I). 
Lemma 3.2. Let C be a semi-dualizing module for A.
(1) There is an isomorphism
RHomA(A⋉ C,C) ∼= A⋉ C
in the derived category D(A⋉ C).
(2) There is a natural equivalence
RHomA⋉C(−, A⋉ C) ≃ RHomA(−, C)
of functors on D(A).
(3) If M is in D(A) then the biduality morphisms
M −→ RHomA(RHomA(M,C), C)
and
M −→ RHomA⋉C(RHomA⋉C(M,A⋉ C), A⋉ C)
are equal.
(4) There is an isomorphism
RHomA⋉C(A,A⋉ C) ∼= C
in D(A⋉ C).
Proof. (1) Since C is semi-dualizing, it is clear that there is an isomor-
phism in D(A),
RHomA(A⊕ C,C) ∼= C ⊕A.
It is easy to see that in fact, this isomorphism respects the action of
A⋉ C, so
RHomA(A⋉ C,C) ∼= A⋉ C
COHEN-MACAULAY DIMENSIONS 5
in D(A⋉ C).
(2) This is a computation,
RHomA⋉C(−, A⋉ C)
(a)
≃ RHomA⋉C(−,RHomA(A⋉ C,C))
(b)
≃ RHomA((A⋉ C)⊗
L
A⋉C−, C)
≃ RHomA(−, C),
where (a) is by part (1) and (b) is by adjunction.
(3) and (4) These are easy to obtain from (2). 
Lemma 3.3. Let C be a semi-dualizing module for A and let I be an
injective A-module.
(1) A and C are Gorenstein projective over A⋉ C.
(2) HomA(A, I) ∼= I and HomA(C, I) are Gorenstein injective over
A⋉ C.
Proof. (1) Lemma 3.2(4) says RHomA⋉C(A,A⋉ C) ∼= C. That is, the
dual of A with respect to the ring A ⋉ C is C. But dualization with
respect to the ring preserves the class of finitely generated Gorenstein
projective modules by [2, obs. (1.1.7)], so to prove part (1) it is enough
to see that A is Gorenstein projective over A⋉ C.
By [2, prop. (2.2.2)], this will follow if RHomA⋉C(A,A ⋉ C) is con-
centrated in degree zero and the biduality morphism
A −→ RHomA⋉C(RHomA⋉C(A,A⋉ C), A⋉ C)
is an isomorphism. The first of these conditions holds by lemma 3.2(4),
and the second condition holds because the biduality morphism equals
A −→ RHomA(RHomA(A,C), C)
by lemma 3.2(3), and this is an isomorphism because it is equal to the
canonical morphism A −→ RHomA(C,C).
(2) We will prove that HomA(C, I) is Gorenstein injective over A⋉C,
the case of HomA(A, I) ∼= I being similar.
Since C is Gorenstein projective over A ⋉ C, by definition it has a
complete projective resolution P . So P is a complex of (A⋉C)-modules
which has C as one of its cycle modules, say Z0(P ) ∼= C. Moreover, P
is an exact complex of projective (A⋉ C)-modules, and
HomA⋉C(P,Q)
is exact when Q is a projective (A ⋉ C)-module. Since C is finitely
generated, we can assume that P consists of finitely generated (A⋉C)-
modules by [2, thms. (4.1.4) and (4.2.6)].
6 HENRIK HOLM AND PETER JØRGENSEN
The (A ⋉ C)-module J = HomA(A ⋉ C, I) is injective by lemma
3.1(1). Consider the complex
K = HomA⋉C(P, J).
This is clearly an exact complex of injective (A ⋉ C)-modules. More-
over, if L is an injective (A⋉ C)-module then
HomA⋉C(L,K) = HomA⋉C(L,HomA⋉C(P, J))
∼= HomA⋉C(L⊗A⋉C P, J)
∼= HomA⋉C(P,HomA⋉C(L, J))
= (∗),
where both∼=’s are by adjunction. Here HomA⋉C(L, J) is a flat (A⋉C)-
module by [10, thm. 1.2], so it is the direct limit of projective (A⋉C)-
modules,
HomA⋉C(L, J) ∼= lim−→
Qα.
So
(∗) ∼= HomA⋉C(P, lim−→
Qα) ∼= lim−→
HomA⋉C(P,Qα) = (∗∗),
where the second ∼= holds because each module in P is finitely gener-
ated. Since each HomA⋉C(P,Qα) is exact, so is (∗∗).
This shows that K is a complete injective resolution over A⋉C, and
Z−1(K) = Z−1(HomA⋉C(P, J))
∼= HomA⋉C(Z0(P ), J)
∼= HomA⋉C(C,HomA(A⋉ C, I))
(a)
∼= HomA(C ⊗A⋉C (A⋉ C), I)
∼= HomA(C, I),
where (a) is again by adjunction. SoK is a complete injective resolution
of HomA(C, I) which is therefore Gorenstein injective. 
Lemma 3.4. Let C be a semi-dualizing module for A and let I be
an injective A-module. Then there is an equivalence of functors on
D(A⋉ C),
RHomA⋉C(HomA(A⋉ C, I),−) ≃ RHomA(HomA(C, I),−).
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Proof. This is a computation,
RHomA⋉C(HomA(A⋉ C, I),−)
≃ RHomA⋉C(RHomA(A⋉ C, I),−)
(a)
≃ RHomA⋉C(RHomA(RHomA(A⋉ C,C), I),−)
(b)
≃ RHomA⋉C((A⋉ C)⊗
L
ARHomA(C, I),−)
(c)
≃ RHomA(RHomA(C, I),−),
≃ RHomA(HomA(C, I),−)
where (a) is by lemma 3.2(1), (b) is by [2, (A.4.24)], and (c) is by
adjunction. 
Lemma 3.5. Assume that the ring A is local and let C be a finitely
generated A-module. Then
A⋉ C is a Gorenstein ring ⇔ C is a dualizing module for A.
Proof. This can be found between the lines in [4] or [13], or explicitly
as a special case of [9, thm. 2.2]. 
4. Bounds on the injective dimension of C
Lemma 4.1. Let C be a semi-dualizing module for A and let M be an
A-module which is Gorenstein injective over A⋉ C. Then there exists
a short exact sequence of A-modules,
0→M ′ −→ HomA(C, I) −→M → 0,
where I is injective over A and M ′ is Gorenstein injective over A⋉C,
which stays exact if one applies to it the functor HomA(HomA(C, J),−)
for any injective A-module J .
Proof. Since M is Gorenstein injective over A ⋉ C, it has a complete
injective resolution. From this can be extracted a short exact sequence
of (A⋉ C)-modules,
0→ N −→ K −→M → 0,
whereK is injective and N Gorenstein injective over A⋉C, which stays
exact if one applies to it the functor HomA⋉C(L,−) for any injective
(A⋉ C)-module L.
In particular, the sequence stays exact if one applies to it the functor
HomA⋉C(HomA(A ⋉ C, J),−) for any injective A-module J , because
HomA(A⋉ C, J) is an injective (A⋉ C)-module by lemma 3.1(1).
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By lemma 3.1(2), the injective (A ⋉ C)-module K is a direct sum-
mand in HomA(A⋉ C, I) for some injective A-module I. If K ⊕K
′ ∼=
HomA(A ⋉ C, I), then by adding K
′ to both the first and the second
module in the short exact sequence, we may assume that the sequence
has the form
0→ N −→ HomA(A⋉ C, I)
η
−→ M → 0.
The module N is still Gorenstein injective over A⋉C, and the sequence
still stays exact if one applies to it the functor
HomA⋉C(HomA(A⋉ C, J),−)
for any injective A-module J .
Now let us consider in detail the homomorphism η. Elements of the
source HomA(A⋉C, I) have the form (α, γ) where A
α
−→ I and C
γ
−→ I
are homomorphisms of A-modules. The (A ⋉ C)-module structure of
HomA(A ⋉ C, I) comes from the first variable, and one checks that it
takes the form (
a
c
)
· (α, γ) = (aα + χγ(c), aγ),
where χγ(c) is the homomorphism A −→ I given by a 7→ aγ(c).
The target of η is M which is an A-module. When viewed as an
(A⋉ C)-module, M is annihilated by the ideal 0⋉ C, so
0 =
(
0
c
)
· η(α, γ) = η(
(
0
c
)
· (α, γ)) = η(χγ(c), 0), (2)
where the last = follows from the previous equation.
In fact, this implies
η(α, 0) = 0 (3)
for each A
α
−→ I. To see so, note that there is a surjection F −→
HomA(C, I) with F free, and hence a surjection C ⊗A F −→ C ⊗A
HomA(C, I). The target here is isomorphic to I by [3, prop. (4.4) and
obs. (4.10)], so there is a surjection C ⊗A F −→ I. As C ⊗A F is a
direct sum of copies of C, this means that, given an element i in I, it
is possible to find homomorphisms γ1, . . . , γt : C −→ I and elements
c1, . . . , ct in C with i = γ1(c1)+ · · ·+ γt(ct). Hence the homomorphism
A
α
−→ I
given by a 7→ ai is equal to
χγ1(c1)+···+γt(ct) = χγ1(c1) + · · ·+ χγt(ct),
and so equation (2) implies equation (3).
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To make use of this, observe that the exact sequence of (A ⋉ C)-
modules
0→ C −→ A⋉ C −→ A→ 0 (4)
induces an exact sequence
0→ HomA(A, I) −→ HomA(A⋉ C, I) −→ HomA(C, I)→ 0.
So equation (3) can be interpreted as saying that the homomorphism
HomA(A ⋉ C, I)
η
−→ M factors through the surjection HomA(A ⋉
C, I) −→ HomA(C, I). This means that we can construct a commuta-
tive diagram of (A⋉ C)-modules with exact rows,
0 ✲ N ✲ HomA(A⋉ C, I)
η
✲ M ✲ 0
0 ✲ M ′
❄
✲ HomA(C, I)
❄
✲ M
wwwwwwwwww
✲ 0.
We will show that if we view the lower row as a sequence of A-
modules, then it is a short exact sequence with the properties claimed
in the lemma.
First, I is injective over A by construction.
Secondly, applying the Snake Lemma to the above diagram embeds
the vertical arrows into exact sequences. The leftmost of these is
0→ HomA(A, I) −→ N −→M
′ → 0.
Here the modules HomA(A, I) ∼= I and N are Gorenstein injective over
A ⋉ C by lemma 3.3(2), respectively, by construction. Hence M ′ is
also Gorenstein injective over A ⋉ C because the class of Gorenstein
injective modules is injectively resolving by [7, thm. 2.6].
Thirdly, by construction, the upper sequence in the diagram stays
exact if one applies to it the functor HomA⋉C(HomA(A⋉C, J),−) for
any injective A-module J . It follows that the same holds for the lower
row. But taking H0 of the isomorphism in lemma 3.4 shows
HomA⋉C(HomA(A⋉ C, J),−) ≃ HomA(HomA(C, J),−),
so the lower row in the diagram also stays exact if one applies to it the
functor HomA(HomA(C, J),−) for any injective A-module J . 
The following lemmas use CA(A) and CB(A), the Auslander and
Bass classes of the semi-dualizing module C, as introduced in [3, def.
(4.1)]. The proof of the first of the lemmas can be found in [5].
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Lemma 4.2. Let C be a semi-dualizing module for A, let M in CA(A)
satisfy GidA⋉C M <∞, and write s = sup{ i | HiM 6= 0 }. Then there
is a distinguished triangle in D(A),
ΣsH −→ Y −→M −→,
where H is an A-module which is Gorenstein injective over A⋉C, and
where
idA(C⊗
L
AY ) 6 GidA⋉C M.
Lemma 4.3. Let C be a semi-dualizing module for A, let M be a
complex of A-modules with homology bounded to the right and pdAM <
∞, and let H be an A-module which is Gorenstein injective over A⋉C.
Then
H−(j+1)RHomA(M,H) = 0
for j > sup{ i | HiM 6= 0 }.
Proof. Since M has homology bounded to the right and pdAM < ∞,
there exists a bounded projective resolution P of M , and
H−(j+1)RHomA(M,H) ∼= Ext
1
A(C
P
j , H)
where CPj is the j’th cokernel of P . Since
· · · −→ Pj+1 −→ Pj −→ C
P
j → 0
is a projective resolution of CPj and since P is bounded, we have
pdAC
P
j <∞. Hence it is enough to show
Ext1A(M,H) = 0
for each A-module M with pdAM <∞.
To prove this, we first argue that if I is any injective A-module then
ExtiA(M,HomA(C, I)) = 0
for i > 0. For this, note that we have
RHomA(M,HomA(C, I)) ∼= RHomA(M,RHomA(C, I))
(a)
∼= RHomA(M⊗
L
AC, I)
(b)
∼= RHomA(C,RHomA(M, I))
∼= RHomA(C,HomA(M, I))
where (a) and (b) are by adjunction, and consequently,
ExtiA(M,HomA(C, I))
∼= ExtiA(C,HomA(M, I)) (5)
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for each i. The condition pdAM < ∞ implies idAHomA(M, I) < ∞,
and therefore HomA(M, I) belongs to CB(A) by [3, prop. (4.4)]. Thus
[3, obs. (4.10)] implies that the right hand side of (5) is zero for i > 0.
Now set n = pdAM . Repeated use of lemma 4.1 shows that there is
an exact sequence of A-modules
0→ H ′ −→ HomA(C, In−1) −→ · · · −→ HomA(C, I0) −→ H → 0,
(6)
where I0, . . . , In−1 are injective A-modules. Applying HomA(M,−) to
(6) and using ExtiA(M,HomA(C, Ij)) = 0 for each i > 0 and each j, we
obtain
Ext1A(M,H)
∼= Extn+1A (M,H
′) = 0
as desired. Here the last equality holds because pdAM = n. 
Lemma 4.4. Let C be a semi-dualizing module for A and let M be in
CA(A). Set s = sup{ i | HiM 6= 0 } and suppose that M satisfies
H−(s+1) RHomA(M,H) = 0
for each A-module H which is Gorenstein injective over A⋉ C. Then
GidA⋉C M = idA(C⊗
L
AM).
Proof. To prove the lemma’s equation, let us first prove the inequality
6. Let t = sup{ i | Hi(C⊗
L
AM) 6= 0 } and n = idA(C⊗
L
AM). We may
clearly suppose that n is finite. Let
J = · · · −→ 0 −→ Jt −→ · · · −→ · · · −→ J−n −→ 0 −→ · · ·
be an injective resolution of C⊗LAM . The complex M is in CA(A), so
we get the first ∼= in
M ∼= RHomA(C,C⊗
L
AM)
∼= HomA(C, J).
Lemma 3.3(2) implies that HomA(C, J) is a complex of Gorenstein
injective modules over A⋉ C. Since HomA(C, J)ℓ = HomA(C, Jℓ) = 0
for ℓ < −n, we see that
GidA⋉C M 6 n = idA(C⊗
L
AM).
Let us next prove the inequality >. Recall that s = sup{i | HiM 6=
0 }. We may clearly suppose that GidA⋉C M is finite. By lemma 4.2
there is a distinguished triangle in D(A),
ΣsH −→ Y
f
−→M −→, (7)
where H is an A-module which is Gorenstein injective over A⋉C, and
where
idA(C⊗
L
AY ) 6 GidA⋉C M. (8)
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Applying RHomA(M,−) to (7) gives another distinguished triangle
whose long exact homology sequence contains
H0RHomA(M,Y ) −→ H0RHomA(M,M) −→ H−1RHomA(M,Σ
sH)
which can also be written
HomD(A)(M,Y ) −→ HomD(A)(M,M) −→ H−(s+1)RHomA(M,H) = 0,
where the last zero comes from the assumptions on M . Consequently,
there exists a morphism g : M −→ Y in D(A) with fg = 1M . That is,
the distinguished triangle (7) is split, so Y ∼= ΣsH ⊕M .
This implies
C⊗LAY
∼= (C⊗LAΣ
sH)⊕ (C⊗LAM)
from which clearly follows
idA(C⊗
L
AM) 6 idA(C⊗
L
AY ). (9)
Combining the inequalities (8) and (9) now shows
idA(C⊗
L
AM) 6 GidA⋉C M
as desired. 
Proposition 4.5. Assume that the ring A is local. Let C be a semi-
dualizing module for A and let M be a complex of A-modules with
homology bounded to the right and fdAM <∞. Then
idAC 6 GidA⋉C M + widthAM.
Proof. Denote by k the residue class field of A. Since fdAM <∞, the
isomorphism [2, (A.4.23)] gives
RHomA(k, C⊗
L
AM)
∼= RHomA(k, C)⊗
L
AM.
This implies (a) in
inf{ i | HiRHomA(k, C⊗
L
AM) 6= 0 }
(a)
= inf{ i | Hi(RHomA(k, C)⊗
L
AM) 6= 0 }
(b)
= inf{ i | HiRHomA(k, C) 6= 0 }+ inf{ i | Hi(M⊗
L
Ak) 6= 0 }
= − idAC + widthAM,
where (b) is by [2, (A.7.9.2)]. Consequently,
idAC = − inf{ i | HiRHomA(k, C⊗
L
AM) 6= 0 }+ widthAM
6 idA(C⊗
L
AM) + widthAM
= GidA⋉C M + widthAM.
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The last = follows from lemmas 4.3 and 4.4. Lemma 4.3 applies to
M because fdAM < ∞ implies pdAM < ∞ by [12, Seconde partie,
cor. (3.2.7)], and lemma 4.4 applies because fdAM < ∞ implies M ∈
CA(A) by [3, prop. (4.4)]. 
Lemma 4.6. Let C be a semi-dualizing module for A, let I be a faith-
fully injective A-module, and let M be a complex of A-modules with
right-bounded homology. Then
GidA⋉C HomA(M, I) = GfdA⋉C M.
Proof. From lemma 3.1(1) follows that E = HomA(A⋉C, I) is a faith-
fully injective (A⋉ C)-module. Hence
GidA⋉C HomA⋉C(M,E) = GfdA⋉C M
follows from [2, thm. (6.4.2)].
But equation (1) in the proof of lemma 3.1 shows HomA⋉C(M,E) ∼=
HomA(M, I), so accordingly,
GidA⋉C HomA(M, I) = GfdA⋉C M.

Proposition 4.7. Assume that the ring A is local. Let C be a semi-
dualizing module for A and let N be a complex of A-modules with ho-
mology bounded to the left and idAN <∞. Then
idA C 6 GfdA⋉C N + depthAN.
Proof. Apply Matlis duality and lemma 4.6 to proposition 4.5. 
5. Properties of the Cohen-Macaulay dimensions
Theorem 5.1. Assume that the ring A is local with residue class field
k. Then the following conditions are equivalent.
(1) A is a Cohen-Macaulay ring with a dualizing module.
(2) CMidAM < ∞ holds when M is any complex of A-modules
with bounded homology.
(3) There is a complex M of A-modules with bounded homology,
CMidAM <∞, fdAM <∞, and widthAM <∞.
(4) CMidA k <∞.
(5) CMpdAM < ∞ holds when M is any complex of A-modules
with bounded homology.
(6) There is a complex M of A-modules with bounded homology,
CMpdAM <∞, idAM <∞, and depthAM <∞.
(7) CMpdA k <∞.
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(8) CMfdAM < ∞ holds when M is any complex of A-modules
with bounded homology.
(9) There is a complex M of A-modules with bounded homology,
CMfdAM <∞, idAM <∞, and depthAM <∞.
(10) CMfdA k <∞.
Proof. Let us prove that conditions (1), (2), (3), and (4) are equivalent.
Similar proofs give that so are (1), (5), (6), and (7) as well as (1), (8),
(9), and (10).
(1) ⇒ (2). Let A be Cohen-Macaulay with dualizing module C. Then
A ⋉ C is Gorenstein by lemma 3.5. If M is a complex of A-modules
with bounded homology, then M is also a complex of (A⋉C)-modules
with bounded homology, so
GidA⋉C M <∞
by [2, thm. (6.2.7)]. But as C is in particular a semi-dualizing module,
the definition of CMid then implies
CMidAM <∞.
(2) ⇒ (3) and (2) ⇒ (4). Trivial.
(3) ⇒ (1). For CMidAM < ∞, the definition of CMid implies that A
has a semi-dualizing module C with
GidA⋉C M <∞.
But when
fdAM <∞ and widthAM <∞
also hold, then proposition 4.5 implies
idA C <∞.
So A is Cohen-Macaulay with dualizing module C.
(4) ⇒ (1). When CMidA k < ∞ then A has a semi-dualizing module
C with
GidA⋉C k <∞.
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Then RHomA⋉C(EA⋉C(k), k) has bounded homology by [7, thm. 2.22].
However,
RHomA⋉C(EA⋉C(k), k)
(a)
∼= RHomA⋉C(k
∨, EA⋉C(k)
∨)
∼= RHomA⋉C(k, Â⋉ C)
(b)
∼= RHomA⋉C(k, A⋉ C)⊗A⋉C Â⋉ C,
where (a) is by Matlis duality and (b) is by [2, (A.4.23)]. Since Â⋉ C
is faithfully flat over A ⋉ C, it follows that RHomA⋉C(k, A ⋉ C) also
has bounded homology, whence A⋉C is a Gorenstein ring. But then A
is a Cohen-Macaulay ring with dualizing module C by lemma 3.5. 
Remark 5.2. In condition (3) of the above theorem, one could consider
for M either the ring A itself, or the Koszul complex K(x1, . . . , xr)
on any sequence of elements x1, . . . , xr in the maximal ideal. These
complexes satisfy fdAM <∞ and widthAM <∞, and so either of the
conditions
CMidAA <∞ and CMidAK(x1, . . . , xr) <∞
is equivalent to A being a Cohen-Macaulay ring with a dualizing mod-
ule.
Similarly, in conditions (6) and (9), one could consider for M either
the injective hull of the residue class field, EA(k), or a dualizing complex
D (if one is known to exist). These complexes satisfy idAM <∞ and
depthAM <∞, and so either of the conditions
CMpdAEA(k) <∞ and CMpdAD <∞
and
CMfdAEA(k) <∞ and CMfdAD <∞
is equivalent to A being a Cohen-Macaulay ring with a dualizing mod-
ule.
The following results use CMdim, the Cohen-Macaulay dimension
introduced by Gerko in [6], and Gdim, the G-dimension originally in-
troduced by Auslander and Bridger in [1].
Lemma 5.3. Assume that the ring A is local. Let C be a semi-dualizing
module for A and let M be a finitely generated A-module. If
GpdA⋉C M <∞
then
CMdimAM = GpdA⋉C M.
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Proof. Combining [6, proof of thm. 3.7] with [6, def. 3.2’] shows
CMdimAM 6 GpdA⋉C M.
So GpdA⋉C M <∞ implies CMdimAM <∞ and hence
CMdimAM = depthAA− depthAM
by [6, thm. 3.8].
On the other hand,
GpdA⋉C M = C-GdimAM
by [8, prop. 3.1], where C-GdimA is the dimension introduced in [3, def.
(3.11)] under the name G-dimC . So C-GdimAM is finite and hence
C-GdimAM = depthAA− depthAM
by [3, thm. (3.14)].
Combining the last three equations shows
CMdimAM = GpdA⋉C M
as desired. 
Theorem 5.4. Assume that the ring A is local and let M be a finitely
generated A-module. Then
CMdimAM 6 CMpdAM 6 GdimAM,
and if one of these numbers is finite then the inequalities to its left are
equalities.
Proof. The first inequality is clear from lemma 5.3, since CMpdAM is
defined as the infimum of all GpdA⋉C M .
For the second inequality, note that the ring A is itself a semi-
dualizing module, so the definition of CMpd gives 6 in
CMpdAM 6 GpdA⋉AM = GpdAM = GdimAM,
where the first = is by [8, cor. 2.17] and the second = holds because
M is finitely generated.
Equalities: If GdimAM <∞ then CMdimAM <∞ by [6, thm. 3.7].
But GdimAM <∞ implies
GdimAM = depthAA− depthAM
by [2, thm. (2.3.13)], and similarly, CMdimAM <∞ implies
CMdimAM = depthAA− depthAM
by [6, thm. 3.8]. So it follows that CMdimAM = GdimAM , and hence
both inequalities in the theorem must be equalities.
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If CMpdAM < ∞ then by the definition of CMpd there exists a
semi-dualizing module C over A with GpdA⋉C M <∞. But by lemma
5.3, any such C has
CMdimAM = GpdA⋉C M,
and so it follows that the first inequality in the theorem is an equality.

Since much is known about CMdimA, this theorem has several im-
mediate consequences for CMpdA. The following is even clear from the
proof of the theorem.
Theorem 5.5 (Auslander-Buchsbaum formula). Assume that the ring
A is local and let M be a finitely generated A-module. If CMpdAM <
∞, then
CMpdAM = depthAA− depthAM.
Acknowledgement. The diagrams were typeset with Paul Taylor’s
diagrams.tex.
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