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Mappings of classical computation onto statistical mechanics models have led to remarkable suc-
cesses in addressing some complex computational problems. However, such mappings display ther-
modynamic phase transitions that may prevent reaching solution even for easy problems known to
be solvable in polynomial time. Here we map universal reversible classical computations onto a
planar vertex model that exhibits no bulk classical thermodynamic phase transition, independent of
the computational circuit. Within our approach the solution of the computation is encoded in the
ground state of the vertex model and its complexity is reflected in the dynamics of the relaxation of
the system to its ground state. We use thermal annealing with and without “learning” to explore
typical computational problems. We also construct a mapping of the vertex model into the Chimera
architecture of the D-Wave machine, initiating an approach to reversible classical computation based
on state-of-the-art implementations of quantum annealing.
I. INTRODUCTION
Throughout the past few decades, problems of com-
puter science have become subjects of intense interest to
theoretical physicists as paradigms of complex systems
that could benefit from theoretical approaches and in-
sights inspired by statistical physics. These include neu-
ral networks, Boltzmann machines and deep learning,
compressed sensing, satisfiability problems, and a host
of other approaches to data mining and machine learn-
ing [1–4]. The interest in the constraints on computa-
tion and information processing placed by physical laws
is even older and dates to work by Landauer and Ben-
nett [5–7]. One of the holy grails at the interface between
physics and computer science is the physical realization
of a large-scale quantum computer in which the pro-
cessing of information makes use of quantum-mechanical
concepts such as superposition and entanglement [8, 9].
However, building a quantum computer remains a chal-
lenging task because of the practical difficulty associated
with maintaining coherence over the duration of the com-
putation.
This paper aims at bringing a new class of problems
to the physics-computer science interface by introducing
a two-dimensional (2D) representation of a generic re-
versible classical computation, the result of which is en-
coded in the ground state of a statistical mechanics ver-
tex model with appropriate boundary conditions. The
vertex model is defined in terms of Boolean variables (or
spins degrees of freedom) placed on the bonds or links of
an anisotropic 2D lattice with vertices representing logic
gates. The corresponding gate constraints are imple-
mented through short-ranged one- and two-body interac-
tions involving the spins of the vertex (as we show, this
construction can be realized in physical programmable
∗ Corresponding author: chamon@bu.edu
machines, such as the D-Wave machine.) One direction of
the lattice represents “computational (rather than real)
time”, as introduced by Feynman in the history represen-
tation of quantum computation [10], but here used for
classical reversible circuits. The two boundaries of the
lattice transverse to the “time” direction contain the in-
put and output bits of the computation. It is important
to stress that we are not limiting ourselves to forward
computations with fixed inputs. More interesting are
problems in which only partial information about both
inputs and outputs is known. In that case, reaching the
ground state requires flow of information both forwards
and backwards across the lattice, processes that are nat-
urally built into our approach.
The idea of encoding classical computation in the
ground state of a many-body spin model was introduced
earlier for irreversible computation in Ref. [11–13]. Here
we focus on reversible rather than irreversible computa-
tion in order to address problems with both fixed-input
and mixed-boundary conditions on inputs and outputs,
as explained above. Mapping onto a regular 2D lattice
as opposed to an arbitrary graph allows us to use intu-
itive ideas from equilibrium and non-equilibrium statisti-
cal mechanics, especially of classical and quantum phase
transitions. Also, while in Ref. [12] an error correction
scheme was required to implement fault tolerant com-
putation, in our approach accurate computation without
error correction is possible below moderate temperatures
that scale only as the inverse of the logarithm of the sys-
tem size, a consequence of the exponential scaling of the
static correlation length with inverse temperature (see
below).
Most importantly, the mapping proposed here defines
statistical mechanics vertex models that, irrespective of
the computation they represent, display no bulk ther-
modynamic transition down to zero temperature. Thus
our work emphasizes that the dynamics of relaxation to
the ground state rather than the thermodynamics of the
model is essential for understanding the complexity of
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2ground state computation.
The absence of a thermodynamical phase transition
removes an obvious impediment to reaching the ground
state of the vertex model. For instance, a suboptimal
mapping from a computational problem into a physical
system may place the solution within a glassy phase,
even in the case of easy computational problems. The
mapping of XORSAT (a problem in P) into a diluted p-
spin model is such an example [14]. The fact that our
vertex model is free of thermodynamic transitions does
not mean that the ground state can be reached easily.
This remains true even for problems with unique solu-
tions which are encoded by vertex models with unique
ground states. Such problems are in the complexity class
UNIQUE-SAT, which under randomized reduction is as
hard as SAT [15]. Hence, even in the absence of a ther-
modynamic transition finding the unique ground state of
vertex models encoding problems with a single solution is
a problem in NP-complete [16–18]. Of course, this does
not mean that one cannot benefit from speed-ups allowed
by either physics inspired heuristics or by special-purpose
physical hardware, such as quantum annealers.
This paper focuses on the study of vertex-model rep-
resentations of random circuits for which the complex-
ity of the computation is reflected in the concentration
of TOFFOLI gates, the length of the input and output
boundaries L, and the depth of the circuit W . We con-
centrate on computational problems with a single solu-
tion – or problems for which one can discern among an
O(1) number of solutions with a small overhead – a class
of problems that encompass factoring of semi-primes, an
important and nontrivial example that we shall explore
in a future publication.
In our discussion of dynamics we deploy thermal an-
nealing as well as introduce a more efficient “annealing
with learning” protocol. The latter translates into an
algorithm for solving classical problems for which, as ex-
pected, forward computation from a fixed input bound-
ary reaches solution in a time linear in the depth of the
computational circuit. Finally, we note that reaching the
ground state of the vertex model could be accelerated
by replacing classical annealing with quantum anneal-
ing [20–23]. While approaching computational problems
through quantum annealing is left for future investiga-
tions, the current paper includes the formal derivation of
the quantum version of the statistical mechanics model
of reversible classical computation. This provides the
background for an explicit mapping of our lattice model
onto the Chimera architecture of the D-Wave machine,
a development that points to the potential usefulness of
the vertex model as a programming platform for special
purpose quantum annealers.
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Figure 1. Tile representation of reversible computa-
tional gates. (a)&(b) Elementary tiles representing the
three computational gates for reversible circuits: ID (iden-
tity), SWAP and TOFFOLI. (c) construction of the Hamil-
tonians that encode the gate-satisfying states in the ground
state manifolds. Spins are placed on the boundary of the
tiles. For the TOFFOLI gate, an ancilla spin is placed in
the center of the rectangular tile. Couplings needed in the
Hamiltonians for the three different gates (tiles) are indicated
by purple lines connecting two spins. The dashed line denotes
the boundary of the tile.
II. RESULTS
A. The vertex model for reversible classical
computation
Our starting point is the fact that any Boolean func-
tion can be implemented in terms of TOFFOLI gates,
which are reversible logic gates with three inputs and
three outputs. Starting from a circuit of TOFFOLI gates,
our construction proceeds by first using SWAP gates to
repeatedly swap distant bits in the input that are acted
upon by particular gates of the circuit, until the opera-
tion of every gate is reduced to adjacent bits. The second
step is to associate tiles with each of the gates, as shown
in Fig. 1, where one should imagine placing input and
output bits at the intersections of the tile surfaces with
the horizontal lines, as described in detail in the Methods
Section.
The tiles representing the gates can then be laid down
side-by-side on a plane to implement the computational
circuit, as shown in Fig. 2 for the example of the “ripple-
carry adder”, which computes the carry bit that is “rip-
pled” to the next bit when adding two numbers [24]. (The
“ripple-carry adder” is the building block for more com-
plicated circuits such as addition and multiplication.) As
3can be seen from this example, one may also need to
include the Identity (ID) gate in addition to the TOF-
FOLI and SWAP gates in order to represent particular
logic circuits via tiling. Implied in the figure is that com-
mon boundaries of adjacent tiles contain a pair of “twin”
bits (one on each tile) whose values must coincide. The
derivations of spin Hamiltonians implementing the truth
tables of individual tiles, the short range inter-tile Hamil-
tonian enforcing the consistency between bits of neigh-
boring tiles, and the boundary conditions specifying in-
puts and outputs are presented in the Methods Section.
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Figure 2. Tile and vertex model representation of the
ripple-carry adder. (a) The ripple-carry adder which com-
putes the carry bit that is “rippled” to the next bit. We add
one additional control line sn and set it to 1 to implement the
original CNOT gate with a TOFFOLI gate. (b) The ripple-
carry adder implemented on the tile lattice, with different
gates depicted in different colors: blue tile: ID; green tile:
SWAP; gold tile: TOFFOLI. Spins between adjacent tiles are
forced to be equal by the ferromagnetic ‘grout’ coupling K.
(c) The ripple-carry adder mapped to a vertex model with pe-
riodic boundary condition in the transverse direction. After
each column of gate (vertex) operation, bit states are labeled
at each bond. Light yellow and grey stripes represent the P
and T matrices used in the transfer matrix calculation of the
partition function.
The final step of our mapping, also detailed in the
Methods Section, is to construct a vertex model on a
tilted square lattice, with each vertex representing either
a TOFFOLI gate or four possible rectangular tiles ob-
tained by combining square ID and SWAP tiles (ID-ID,
ID-SWAP, SWAP-ID, SWAP-SWAP), as shown in Fig. 2.
This construction can always be done by an appropriate
retiling of the circuit so that each rectangular tile has
four neighbors (hence the square lattice). There are six
Boolean (or spin) variables associated to each vertex: two
on each of the two double bonds and one on each of the
two single bonds tied to a vertex. In deriving the vertex
model we work in the limit in which the spin coupling
defining the gate Hamiltonians, J → ∞ (see the Meth-
ods Section), in which case all gate truth tables are sat-
isfied exactly. Consequently, each vertex can be in one
of r = 23 = 8 states. Three of the spins are inputs, and
we use the state q of the vertex, where q = 0, 1, . . . , 7,
to read-off the inputs in binary (which are uniquely re-
lated to the spin): xINa = bit[a, q], a = 1, 2, 3 for the
three bits of the number q. The output bits are the bits
of the 3-bit number G(q), where G is the gate function:
xOUTa = bit[a,G(q)], a = 1, 2, 3. The energy cost for two
adjacent gates that are incompatible with each other is
determined by the ferromagnetic coupling K.
The resulting vertex model Hamiltonian can be written
as
Hˆ =
∑
〈ss′〉
∑
qs,qs′
Kgsgs′qs,qs′ |qsqs′〉〈qsqs′ |
+
∑
s∈boundary
∑
qs
hqs |qs〉〈qs|
+
∑
s
∑
qs,q′s
∆qs,q′s |qs〉〈q′s| , (1)
where K
gsgs′
qs,qs′ encodes the energy cost for mismatched
nearest-neighbor vertices (the energies, with scale set by
K, depend on the state of the vertices qs and qs′ , as well
as on the types of gates gs and gs′ present at neighbor-
ing vertices s, s′ – an explicit example is given in the
Supplementary note 2); hqs encodes the boundary condi-
tions, which we associate directly with the vertex rather
than with the input or output bits of a gate (since the
relationship is one-to-one); and finally, the transition ma-
trix elements ∆qs,q′s between the states within a vertex s.
All these couplings can be determined given a computa-
tional circuit and the boundary conditions. The quantum
term ∆qs,q′s can be designed from the internal couplings
within the tiles; For simplicity, one should consider the
case, ∆qs,q′s = ∆ for all qs, qs′ , which then represents the
8-state counterpart of a transverse field.
The vertex model defined by Eq. (1) is the starting
point for all the subsequent discussions of this paper.
For example, a quantum annealing protocol for solving
a factoring problem would start with K  ∆, where
the ground state is a superposition of all locally satisfied
gates independent of one another, and end with K 
∆, with the ground state in which each tile satisfies the
gate constraint and also passes and receives the right
information to and from its neighbors.
4B. The quantum vertex model phase diagram
Figure 3 shows our conjectured equilibrium phase dia-
gram of the vertex model described by the Hamiltonian
in Eq. (1). For T,∆  J , the local gate constraints are
satisfied, which we indicate by “local SAT”. The solu-
tion of the computational problem resides at the origin
(T/K = ∆/K = 0), where all the gates are locally satis-
fied and globally consistent, which we indicate by “global
SAT”. In the Methods Section we show explicitly that
along the classical axis, δ = ∆/K = 0, the vertex model
displays no finite temperature bulk thermodynamic tran-
sition irrespective of the computational circuit it repre-
sents. In particular, the resulting bulk thermodynamic
behavior is always that of a paramagnet:
βF = − [3L(W − 1)] ln(2 coshβK) . (2)
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Figure 3. Phase diagram of the vertex model. Our
exact calculation of the partition function shows that there
is no phase transition along the classical path (δ = 0). We
argue that there should be a quantum phase transition for
some critical δc.
Moreover, along the “quantum” axis T = 0 the ver-
tex model must encounter a zero-temperature quantum
phase transition at a finite value of δ. This follows from
considering trivial classical circuits with no TOFFOLI
gates in which case an L×W vertex model is equivalent to
3L decoupled Ising chains of size W in a transverse mag-
netic field. Just as in the one-dimensional Ising model in
a transverse field, in the limit of no TOFFOLI gates one
expects a zero-temperature second-order quantum phase
transition at δc = 1. The addition of TOFFOLI gates
complicates the analysis, but on physical grounds we ex-
pect that the phase transition cannot simply disappear
but rather change character instead, possibly from sec-
ond order to first order. This could be the case if the
no-TOFFOLI critical point happens to be an endpoint
of a phase boundary in the δ-xT plane, where xT is the
concentration of TOFFOLI gates. Determining the or-
der of the transition for the vertex model describing a
generic computation is a difficult problem, which we ex-
pect to address via quantum Monte Carlo simulations in
a future publication.
C. Thermal annealing of the classical vertex model
Here we study the dynamics of relaxation to the ground
state as a function of the size and depth of the computa-
tion via thermal annealing [19]. This proceeds by cooling
the system from a high temperature of order K down to
zero temperature over a total time duration, τ , according
to the ramp protocol, T (t) = K(1− t/τ).
The dynamics is extracted by following an order pa-
rameter m that measures the overlap of the final state
{qfinal} reached at t = τ with the reference (solution)
state {qsol}:
m =
8
7
[
1
LW
∑
s
δqfinals ,qsols −
1
8
]
. (3)
(Below we explain in detail how a unique solution state
{qsol} is obtained.) Notice that the order parameter
reaches m = 1 when the final state agrees with the solu-
tion, and m = 0 if the state is random, in which case it
agrees with the solution by chance in 1/8th of the sites.
We remark that the “solution overlap” is a much better
indicator of the evolution towards solution than the to-
tal energy. This is because a single vertex flip into an
incorrect state in the middle of the circuit may cost lit-
tle energy but it throws other vertices into a completely
different state from the correct one.
The details of the numerical Metropolis simulations
are presented in the Methods Section. Our results are
represented in the form inspired by the dynamic scaling
theory of Ref. [26] that builds on the Kibble-Zurek mech-
anism [27, 28], namely:
`(τ) = 〈m〉(τ) WL/L∂ , (4)
which defines a dynamical correlation length, `(τ). L∂ is
the number of pinned vertices on both boundaries (see
the Methods Section). To motivate Eq. (4) we note that
the domain of satisfied gates that contribute to 〈m〉(τ),
the fraction of gates that reach their correct states at
time τ , grows from the pinned states at the boundaries,
and covers an area L∂ × `(τ). Thus `(τ) describes the
growth of correlated regions of satisfied gates that even-
tually connect the two boundaries of the circuit. (We
note that recently, the Kibble-Zurek mechanism has been
extended to include systems with zero-temperature or-
der [29], the case relevant to the current discussion).
We note that at any temperature T along the annealing
path, the correlation length is `T (τ) ≤ `T (τ →∞) = ξT ,
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Figure 4. Scaling of the dynamical correlation length `(τ). For all sizes and cases, 2000 realizations of the boundary
states were used. The data-point code used in panel (a) applies to all other panels. When not visible, the error bars are smaller
than the size of the data points. (a)-(c) fixed input and output; (d)-(f) mixed boundary conditions; (a)&(d) 20% TOFFOLI;
(b)&(e) 40% TOFFOLI; (c)&(f) 100% TOFFOLI. For systems with the smallest depth W studied, 16×42, and for circuits with
few TOFFOLI gates (20%) and fixed input and output boundary conditions, `(τ) tends to saturate, indicating that complete
solutions have been reached. Notice that the functional form of the scaling does not depend on the boundary conditions, and
depends solely on the concentration of TOFFOLI gates.
where ξT ∼ eK/2T is the thermal correlation length in the
paramagnetic state, and K is a characteristic ferromag-
netic interaction strength in our model. In thermal equi-
librium all gate constraints defining the computational
circuit would be satisfied once ξT reaches the depth of
the computation, W . Notice that the exponential de-
pendence of ξT on temperature implies that achieving
the correct assignment of gates does not require very low
temperatures on the scale of K since ξT ∼ W already
for temperatures below T ∼ K/ lnW . However, reaching
the solution to the computational problem is a dynami-
cal process that cannot proceed to completion until the
dynamic correlation length at the end of the annealing
protocol, `(τ) = `T=0(τ), reaches W , allowing the input
and output boundaries of the system that specify the
computation to communicate.
In Fig. 4 we present the numerical results for fixed in-
put and output, and mixed boundary conditions, with
different concentrations of TOFFOLI gates (see the
Methods Section for details). Remarkably, we find that
the curves for different system sizes L and W collapse
very well when scaled as in Eq. (4). In addition, notice
that for shorter circuit with fixed input and output and
low concentration of TOFFOLI gates (20%), `(τ) begins
to saturate for large enough τ (Fig. 4a). As shown more
clearly in Fig. 5a, this saturation occurs when the dy-
namical correlation length `(τ) reaches W/2, where the
growing domains of satisfied gates meet. Since in this
case L∂ = 2L, `(τs) ∼ W/2 corresponds to 〈m〉(τs) = 1
establishing τs as the time-to-solution. For mixed bound-
ary conditions, however, `(τ) ∼ W/2 initiates the com-
munication between the two boundaries and establishes
the system’s capacity to “learn” (see below) but is not
sufficient for negotiating solution. Indeed, Fig. 5a shows
that 〈m〉(τ) does not yet saturate when `(τ) ∼ W/2.
As can be seen from Fig. 6 for computations with mixed
boundary conditions, correlations must develop along the
transverse direction (i.e., parallel to the boundaries) be-
fore solution can be reached. In those cases it is this
slower process that determines the time-to-solution and
dominates the complexity of computations.
Finally, all non-trivial operations between input and
output bits involve TOFFOLI gates, and it is thus ex-
pected that the increasing the concentration of these
gates slows down the growth of correlations. This ex-
pectation is confirmed in Fig. 5b, where we show curves
for the same system size with different concentrations
of TOFFOLI gates. The case of no TOFFOLI gates is
equivalent to 3L decoupled ferromagnetic Ising chains.
In this case the dynamic correlation length behaves as
`(τ) = `0[(τ/τ0)/ln(τ/τ0)]
1/2 (with `0 = 1.42 and τ0 =
8.33) as illustrated by the dashed line in Fig. 5b. This
behavior is in agreement with the exact result for the
Kibble-Zurek dynamical scaling of the density of domain
walls in a ferromagnetic Ising chain [30].
D. Annealing with learning
Simple thermal annealing is not necessarily an opti-
mal way to reach the ground state. For example, in
the case of forward computation, the time scale for the
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Figure 5. Effects of boundary conditions and TOF-
FOLI concentration. (a) The saturation of the scaling
curve for fixed input and output boundary conditions with
20% TOFFOLI gates when `(τ) ∼ W/2. This indicates that
the solutions have been reached, and is consistent with the
domain growth picture. Notice that for mixed input and out-
put boundary conditions, the curve does not saturate when
`(τ) ∼W/2. (b) The functional form of the scaling curves as
a function of different TOFFOLI concentrations. The corre-
lation grows more slowly as the concentration of TOFFOLI
gates increases. The dashed line corresponds to the fitting
`(τ) = `0[(τ/τ0)/ln(τ/τ0)]
1/2, with `0 = 1.42 and τ0 = 8.33.
dynamic correlation length to grow to `(τ) ∼ W/2 (so
as to reach solution) is slower than ballistic (or linear
in τ), as expected for deterministic forward computa-
tion. This can be already seen from the exactly solv-
able case with no TOFFOLI gates. Moreover, for single-
solution problems with mixed boundary conditions the
growth of correlations establishing communication be-
tween boundaries scales with the same form as in direct
computation (see Fig. 4). However, in that case negoti-
ating solution requires the establishment of much slower
correlations along the boundaries, a process for which a
“vanilla” thermal annealing approach is extremely inef-
ficient and would require unreasonably large computa-
tional resources.
These shortcomings are addressed by using a heuristic
“learning” protocol in which annealing proceeds through
the following steps: (1) one starts by annealing NR iden-
tical replicas of a circuit over some time τa, during which
the correlation lengths grow beyond a few columns of
gates such that the probability for assigning correct gates
within that region, p ∼ exp−|x|/ξ > 1/2, within each
replica; (2) one then assigns a specific identity to each
gate (with p > 1/2) provided that a fraction of the NR
replicas, greater than or equal to α, agree on this assign-
ment; (3) with the agreed upon gates frozen, the anneal-
ing process is independently applied again to each of the
replicas allowing only gates not yet fixed to participate
in the Metropolis algorithm; finally, (4) the procedure
is iterated until all gates are fixed, thus establishing the
solution to the problem.
This protocol raises the question of how many repli-
cas NR are needed to ensure that the learning algo-
rithm reaches the correct result with a probability greater
than 1 − . In particular, how does NR depend on the
system size L × W and the threshold α? As we show
in the Supplementary note 3, the number of replicas
needed to ensure an error rate smaller than  is given
by NR =
ln[ 2p−1p

LW ]
ln[2p1−α(1−p)α] , where p >
1
2 is the probabil-
ity of a correct gate assignment for one replica. Note
that, for fixed α and error rate , the number of replicas
grows only logarithmically with the system size, and thus
in practice the learning algorithm works with reasonable
resources.
Before describing the results of applying “annealing
with learning” to computations with both fixed and
mixed boundary conditions, in Fig. 6 we plot the av-
erage local overlaps of 2000 replicas with the solution for
a fixed circuit and boundary condition before applying
the learning algorithm. The agreement with the data
presented in Fig. 4 substantiates the fact that the local
majority rule implemented through the independent an-
nealing of the replicas recapitulate the behavior of the
correct solution to the computational problem.
We start from fixed input boundary condition. Us-
ing the algorithm described above, we choose τa = 2
13
for each iteration, and set the majority rule threshold
at α = 0.7. In Fig. 7 we show the local order param-
eter of the final states averaged over 2000 replicas after
each iteration. We emphasize that even though we are
plotting the average overlap with the actual solution as
a benchmark, in the learning algorithm no reference to
{qsol} is made. The weight of each possible state of each
gate in the circuit is computed solely from the replicas.
After each iteration, with τa = 2
13 the correlation length
grows to `(τa) ∼ 10, and by pinning gates with high per-
centage of agreement on certain states we are pushing the
“boundary” forward until all gates are fixed. Since the to-
tal number of iterations na scales linearly with the circuit
depth W , na ∝ W , the total time to solution τ = naτa
also scales linearly with W , τ ∝Wτa, consistent with the
expectations for the time-to-solution for forward compu-
tation. For the computation shown in Fig. 7, it is clear
that the “annealing with learning” process proceeds bal-
listically and reaches solution with na = 9 steps.
Now we look at mixed boundary conditions. The re-
sults presented in Fig. 8 are obtained by applying the
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Figure 6. Growing correlation length without learning. The average local overlaps 〈δqsols ,qfinals 〉 of 2000 replicas with
{qsol} for a given circuit and boundary state without learning. The system size is 16×42, with 20% TOFFOLI gates. (a) Fixed
input and output; (b) mixed boundary conditions.
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Figure 7. Growing correlation length with learning for fixed input boundary condition. Annealing with learning for
the fixed input boundary case for a system of size 16× 42 with 20% TOFFOLI gates. The annealing time within each iteration
is τa = 2
13 and the gate state probability threshold α = 0.7.
learning algorithm with α = 0.7. However, in the case
of mixed boundary conditions the process of “learning”
proceeds through two series of annealing steps with differ-
ent time scales: an initial set of iterations with τa = 2
13
which build longitudinal correlations required for learn-
ing, followed by a set of longer annealing steps with
τb = 2
18 that allow the slower correlations along the
transverse direction to develop. Figure 8 shows the pro-
gression to solution, which could not be reached for the
same computation using the “vanilla” thermal annealing
for our longest accessible times (τ ∼ 225).
We note that this protocol can also be used to solve
problems with a “few”, O(1), solutions. This is best
illustrated for the case of two solutions, which can be
addressed by carrying out 2n computations with mixed
boundary conditions, where n is the number of unknown
bits in the input. The idea is to define 2n problems by
fixing each bit at a time to be 0 or 1, while leaving the
other n − 1 bits floating. Since the two solutions must
differ in at least one of the n bits, after at most 2n steps,
this scheme transforms the problem into two separate
problems, each of which can be solved by the techniques
discussed in this paper. An important problem that falls
precisely within this case is factorization of semi-prime
numbers s = p×q, where there are exactly two solutions,
corresponding to the two ordered pairs (p, q) and (q, p)
of primes p, q (assumed to be different).
Finally, we turn to the analysis of cases with multiple
solutions and no solution. In both of these cases it is not
sensible to compute the local overlap with a solution, as
we did for circuit problems with only one solution. In-
stead, we plot the largest weight of each gate state in
the circuit obtained from 2000 replicas. This is shown in
Fig. 9 for an instance with 8 solutions obtained by fix-
ing fewer gates (than in the single solution case) on each
boundary; and an instance with no solutions, obtained by
fixing a few gates on one boundary to the wrong states.
Fig. 9 shows that the learning algorithm eventually gets
stuck when the replicas cease to agree on gate assign-
ments above the threshold α. We note that the learning
algorithm cannot differentiate between these two cases.
We interpret the freezing of the system as an effect of
frustration in satisfying the local gate constraints in the
bulk induced by incompatible boundaries in the case of
8⌧ = 213
⌧ = 213 ⌧ = 213 ⌧ = 218 ⌧ = 218
h qsols ,qfinals i iteration 1 iteration 2 iteration 3
iteration 4 iteration 5 iteration 7 iteration 8
Figure 8. Growing correlation length with learning for mixed boundary conditions. Annealing with learning for
mixed boundary conditions and systems of size 16 × 42 with 20% TOFFOLI gates. The annealing time within each iteration
is τa = 2
13, and the probability threshold α = 0.7. After iteration 6 (not shown), the correlations fully build up along the
longitudinal direction, τa is then increased to τb = 2
18.
no solution or compatible but competing boundaries in
the case of multiple solutions.
(a) (b)
Figure 9. Cases with multiple solutions or no solution.
Color plot of the largest weight of each gate state in the circuit
for a system of size 16× 42 and 20% TOFFFOLI gates after
a relaxation time τ ≈ 220. (a) Case with 8 solutions; (b)
case with no solution. The learning algorithm eventually gets
stuck at the point where no more gates have majority weight
above the threshold α.
E. Mapping onto the D-Wave Chimera graph for
quantum annealing
We close this paper by describing a scheme for “pro-
gramming” our vertex model into a quantum annealer.
In particular, we present an explicit embedding of the tile
model of universal classical computing circuits into the
Chimera graph architecture of the D-Wave machine. The
idea is to use one unit cell to represent one square tile of
our construction presented previously. Rectangular tiles
(i.e., TOFFOLI gates) can be viewed as consisting of two
square tiles, thus requiring two unit cells to be embedded
in the Chimera graph. We then implement the Hamilto-
nians of Eqs. (5)-(18) using the programmable couplers
available in the D-Wave machine, as illustrated in Fig. 10
and described in more detail in the Methods Section.
III. DISCUSSION
The results of this paper were motivated by an attempt
to use our statistical mechanics intuition about lattice
models of spin systems to uncover some of the salient fea-
tures of universal classical reversible computation. There
are questions posed and open problems raised by these
studies. Here we list four that we find most important.
First, one should understand the scaling of time-to-
solution of the various schemes discussed here, including
those that utilize learning, as a function of input size and
depth for specific computational problems. Under a triv-
ial reduction scheme, one can solve problems with two so-
lutions using similar annealing with learning techniques
that we deployed for problems with a unique solution. As
an important application we are already investigating the
problem of the factorization of semi-primes. The scaling
properties of the time-to-solution in the context of this
concrete and relevant problem should be contrasted to
that obtained in the random circuit with the same con-
centration of TOFFOLI gates.
A second question raised by our work is the nature of
the zero-temperature quantum phase transition encoun-
tered in the quantum vertex model, as depicted in Fig. 3.
We demonstrated that, in the limit of the trivial compu-
tational circuit with no TOFFOLI gates, this transition
is second order, in direct analogy to the case of the one-
dimensional Ising model in a transverse magnetic field.
Whether the transition remains second order or becomes
first order for realistic computations (corresponding to
a finite concentration of TOFFOLIs) has very important
consequences for solutions of computational problems via
quantum annealing.
Third, the computational problems discussed here
should also be studied directly in a bona fide quantum an-
nealer. An important result of this paper is the program-
ming of generic reversible computational circuits into the
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Figure 10. Mapping onto the Chimera graph. Procedure for embedding a 4 × 4 tile lattice into the Chimera graph. (a)
Left: a generic tile lattice rotated by 45◦. Spins are put on the boundary of each tile. The lattice can be further divided into
two sublattices, depicted by dark and light grey respectively; right: embedding of the tile lattice into the Chimera graph. The
“grout couplings” are indicated by red links. (b) Embedding of each gate into the unit cells of the Chimera graph. (i) Left:
a K4,4 unit cell of the Chimera graph; middle: in order to couple qubits in the same column, we slave the qubits to their
neighbors in the other column using additional ferromagnetic couplings indicated by red links; right: effectively we are left
with four qubits that are fully connected. For simplicity, we hereafter denote the effective couplings between spins in the same
column by a single green link. However, one should keep in mind that they are obtained by slaving the spins to the opposite
column via large ferromagnetic couplings. (ii) The four qubits in the rotated square tile are labeled by their locations on the
tile: N (North), S (South), W (West) and E (East). Tiles corresponding to different sublattices must be embedded differently
due to the special connectivity of the Chimera graph. (iii) Embedding of the TOFFOLI gate consisting of two square tiles
into two unit cells. (a, b, c, d) corresponds to the input and output bits of the gate, and S is the ancilla bit. In the unit cell,
ferromagnetic couplings that copy spins are indicated by purple links, and couplings required in Hamiltonian (18) are indicate
by black links.
Chimera architecture of the D-Wave machine. This paves the way for using this type of hardware to study anneal-
10
ing protocols along the δ axis, as well as arbitrary direc-
tions in the δ − T plane. Our approach should also be
used as a guide to the development of alternative ma-
chine architectures optimized for direct implementations
of the vertex model.
Finally, we close with a brief discussion of the broader
implications of the mapping of reversible classical compu-
tation onto the vertex model on the individual disciplines
of computer science and physics. As already mentioned
earlier, the line of argumentation in this paper follows a
physics perspective, namely, it concentrates on “typical
behavior” based on heuristic approach to explicit instan-
tiations of the vertex model. Computer science could
benefit from further work on more sophisticated theoret-
ical and computational heuristic approaches, special pur-
pose hardware (i.e., quantum annealers), and new formal
proofs that rely on statistical mechanics representations
of computational problems. At the same time there are
lessons to be learned from computer science that we be-
lieve may have interesting implications for physics. For
example, if NP6=P, the vertex model representing the
hardest problems in UNIQUE-SAT can be also viewed
as describing a physical glassy system that displays slow
dynamics even though the model involves no frustrating
interactions, has a unique non-degenerate ground state,
and displays no bulk thermodynamic transitions down to
zero temperature! There are known examples of systems
with glassy dynamics in the absence of a thermodynamic
phase transition, such as the kinetically constrained mod-
els discussed in [32–34]. However, the non-Arrhenius re-
laxation characteristic of these models only translate into
a quasi-polynomial time-to-solution of a computational
problem. Thus, within the vertex model approach, the
existence of hard UNIQUE-SAT problems with exponen-
tial or sub-exponential behavior of the time-to-solution
would suggest the existence of a novel family of glassy
physical systems without a thermodynamic transition
but with exponentially large barriers and corresponding
astronomically-long relaxation times. This example un-
derscores the richness of the possibilities opened by ex-
plorations of the vertex model of classical computation
and more generally, of problems at the interface between
physics and computer science.
IV. METHODS
A. Implementing gates with one- and two-body
spin interactions
We start by representing Boolean variables xi = (1 +
σi)/2 in terms of spins σi = ±1 placed on the boundary of
each tile, as depicted in Fig 1. Operations of logic gates
are then implemented in a similar way as in Ref. [11],
by designing a Hamiltonian acting on the spins associ-
ated with individual tiles such that (a) the interactions
are short ranged and involve at most two bodies; and
(b) spin (i.e., bit) states that satisfy the gate constraint
are ground states of the tile Hamiltonian and all other
“unsatisfying” spin-states are pushed to high energies.
Identity (ID) Gate: The ID gate takes two bits (a, b)
into (a, b). This is easily enforced by adding ferromag-
netic interactions (J > 0) that align input bits a and b
to output bits c and d, respectively, leading to an energy
EID(σa, σb;σc, σd) = −J(σaσc + σbσd). (5)
SWAP Gate: The SWAP gate takes (a, b) into (b, a),
and can be implemented in the same manner as the ID
gate through a ferromagnetic interaction (J > 0),
ESWAP(σa, σb;σc, σd) = −J(σaσd + σbσc). (6)
TOFFOLI Gate: The TOFFOLI gate is represented by
a rectangular tile with the three input bits (a, b, c) and
three output bits (a′, b′, d) placed on the boundary, as
shown in Fig. 1. Notice that in this case we also place
an additional ancilla bit in the center of the rectangular
tile, which is essential in order to satisfy the gate con-
straint with no more than two-body interactions. The
TOFFOLI gate takes the three-bit input state (a, b, c)
into (a, b, ab⊕ c). The copying of the first two input bits
from the input into the output is accomplished as before
through a ferromagnetic coupling: −J(σaσa′ + σbσb′).
Enforcing the third output bit d = ab ⊕ c requires a
more involved interaction. We present the result below,
and leave the detailed justification for the Supplemen-
tary note 1. The complete energy cost associated to the
TOFFOLI gate reads
ETOFFOLI(σa, σb, σc;σa′ , σb′ , σd;σS) = −J(σaσa′ + σbσb′) + J(σa − 3σb − 2σc + 2σd + 4σS)
+ J(−3σaσb − 2σaσc + 4σbσc + 2σaσd − 4σbσd − 4σcσd
+ 4σaσS − 8σbσS − 6σcσS + 6σdσS). (7)
B. The global constraint and coupling of adjacent
tiles
In addition to satisfying each gate separately, spins
shared by neighboring tiles must be matched across the
entire system in order for the tile model to accurately
represent the desired computational circuit. To be pre-
cise one can imagine splitting each boundary spin into
two “twin” spins and identifying input/output spins with
each tile. Within this picture, adjacent spins at the
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boundary between tiles must be locked together, a con-
straint we implement by introducing a ferromagnetic
“grout” coupling K > 0 between spins on adjacent tiles.
The corresponding term in the energy is then written as
Egrout({σ}) = −K
∑
〈i,j〉
σi σj , (8)
where 〈i, j〉 labels pairs of “twin” spins i and j on the
boundary between two adjacent tiles and the sum ranges
over all such pairs of the system.
C. Boundary conditions
Completing the description of the two-dimensional
model of universal classical computation requires a dis-
cussion of boundary conditions, which determine the type
of computational problem one is addressing. For exam-
ple, if the N -bit input is fully specified and one is in-
terested in the output, all that is needed is to transfer
the information encoded into the input left to right by
applying sequentially the gates one column of tiles at a
time. In this case, if the depth (i.e., the number of steps)
of the computation is a polynomial in N , this column-
column computation reaches the output boundary, and
thus solves the problem, in polynomial time.
As mentioned earlier, by using reversible gates one can
also represent computational problems with mixed input-
output boundary conditions for which only a fraction of
the bits on the left (input) edge and a fraction of the bits
on the right (output) edge are fixed. A concrete example
is the integer factorization problem implemented in terms
of a reversible integer multiplication circuit. A reversible
circuit for multiplying two N -bit numbers p and q can
be constructed using 5N + 1 bits in each column. One
needs two N -bit registers for the two numbers p and q to
be multiplied, one N -bit carry register c for the ripple-
sums, a 2N -bit register s for storing the answer p×q = s,
and one ancilla bit b. For multiplication, one only fixes
the boundary conditions on the input: p and q are the
two numbers to be multiplied, and c, s and b are all
0’s. For factorization we must impose mixed boundary
conditions: On the input side the c, s and b registers are
fixed to be all 0’s; on the output side the s register is
now fixed to the number to be factorized, and c and b
are again all set to 0. Thus, 3N + 1 bits in the input
and output are fixed, while 2N bits are floating on both
boundaries.
Boundary conditions on inputs, outputs, or both are
imposed by inserting longitudinal fields at the appropri-
ate bit sites, namely,
Eboundary({σ}) = −
∑
i∈boundary
hi σi, (9)
with |hi| = h  J . The sign of an individual hi field
determines the value of the spin σi and thus of the binary
variable xi: For hi > 0, xi = 1, while for hi < 0, xi = 0.
If no constraint is imposed on a binary variable xi, then
hi = 0.
D. Construction of the vertex model
Combining the contributions above leads us to a clas-
sical Hamiltonian that includes the energy functions in-
ternal to each tile, the coupling between the spins at the
boundary between adjacent tiles, and the magnetic fields
associated with the input and output bits defining the
boundary conditions of the computation, namely,
HC =
∑
g
EJg ({σ}g)−K
∑
〈i,j〉
σi σj −
∑
i∈boundary
hi σi, (10)
where {σ}g labels all the spins and EJg ({σ}g) represents
the energy function of tile (i.e., gate) g.
This Hamiltonian is the starting point for our mapping
of universal classical computation into the Chimera ar-
chitecture of the D-Wave machine, one of the important
results of the paper, which we discuss in detail below.
In order to anticipate the fact that quantum rather than
classical thermal annealing may be a more effective way
of reaching the ground state and therefore the solution of
these computational problems, we add a transverse mag-
netic field Γ to Eq. (10) to obtain the quantum Hamil-
tonian
Hˆ =
∑
g
EJg ({σˆz}g)−K
∑
〈i,j〉
σˆzi σˆ
z
j −
∑
i∈boundary
hi σˆ
z
i
+ Γ
∑
i
σˆxi . (11)
However, we find it more expedient and intuitive to work
directly with tiles which satisfy the logic gate constraint
exactly. We thus proceed by projecting the system onto
the manifold of states where all local gate constraints are
satisfied by working in the limit in which both h and J
are very large; and we imagine varying K and Γ, with
K,Γ  J, h [25]. This limit is best understood if we
switch off the coupling between tiles, K. Within a given
tile, the configurations that satisfy the logic gate con-
straints span the degenerate ground state manifold, while
the unsatisfying configurations have energies of order J
and higher. Let {|qa〉}, a = 1, . . . , r be all the r states
spanned by the spin configurations |σ1, . . . , σn〉 that de-
fine the ground state manifold. For two-bit (four-spin)
gates we have r = 4, while for three-bit (six-spin) gates
r = 8.
As long as Γ  J we can understand the effect of a
transverse field Γ on the r degenerate states by degener-
ate perturbation theory. Since for reversible gates main-
taining the gate constraints requires at least two spin
flips, the transverse field Γ induces an effective, second-
order or higher spin-spin interaction on the ground state
manifold of a given tile of order ∆ = Γ2/J or lower. This
discussion leads naturally to the quantum vertex model
presented in Eq. (1).
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Switching on the K coupling penalizes configurations
in which the states of adjacent tiles are incompatible.
Thus, in order to satisfy both intra- and inter-tile con-
strains that define the computational process we must
reach the limit of ∆ K  J, h.
E. Thermodynamics of the classical vertex model
We start by considering the partition function of the
classical limit of the Hamiltonian in Eq. (1), i.e., ∆ = 0,
which we obtain via a transfer matrix calculation. Con-
sider first a system with free boundary conditions at both
ends. The partition function for the vertex model can be
more easily written using the spin variables on the links
of the lattice. Let {σ}j denote the spin states on a verti-
cal line, which cuts across 3L spins (with L the number
of vertices or 3-bit gates in a column). For convenience
we shall utilize the notation |{σ}j〉 for the vectors in this
transfer matrix calculation. Within this notation, one
can write the partition function as
Z =
∑
{σ1},...,{σ2W }
〈{σ1}|P1|{σ2}〉〈{σ2}}|T |{σ3}〉 × · · · × 〈{σ2j−1}|Pj |{σ2j}〉〈{σ2j}|T |{σ2j+1}〉 × · · ·
· · · × 〈{σ2W−1}|PW |{σ2W }〉 , (12)
where the matrix T encodes the energy costs for matching
spins across the links, and the matrices Pj encode the
computations performed by one column of gates. The
two types of slices are depicted in Fig. 2. Notice that the
T is the same for all slices, and its matrix elements are
given by
〈{σ2j}|T |{σ2j+1}〉 = exp
(
3L∑
a=1
β K σ2j,a σ2j+1,a
)
, (13)
whereas 〈{σ2j−1}|Pj |{σ2j}〉 represents the matrix ele-
ment of Pj at the jth column and thus depends on the
particular set of gates within that column. However, all
Pj are permutation matrices since all gates are reversible.
This fact is essential because it allows us to compute the
partition function exactly, irrespective of the circuit.
For the next step notice that the vector |Σ〉 =∑
{σ} |{σ}〉 is an eigenvector of Pj for any operation Pj :
Pj |Σ〉 = Pj
∑
{σ}
|{σ}〉 =
∑
{σ}
Pj |{σ}〉 =
∑
{σ′}
|{σ′}〉
= |Σ〉 , (14)
where we used that we can relabel the states after the
permutation. The vector |Σ〉 = ∑{σ} |{σ}〉 is also an
eigenvector of T :
T |Σ〉 = T
∑
{σ}
|{σ}〉 =
∑
{σ},{σ′}
|{σ′}〉〈{σ′}|T |{σ}〉
=
∑
{σ′}
|{σ′}〉
∑
σ
exp
(
3L∑
a=1
β K σ′a σa
)
=
∑
{σ′}
|{σ′}〉
3L∏
a=1
∑
σa=±1
e βK σ
′
a σa
=
∑
{σ′}
|{σ′}〉 (2 coshβK)3L
= (2 coshβK)3L |Σ〉 . (15)
By collecting all the factors we arrive at the partition
function
Z = 〈Σ| P1 T P2 T . . . T PW |Σ〉
= (2 coshβK)3L(W−1) 〈Σ|Σ〉 . (16)
The overlap 〈Σ|Σ〉 = 23L reflects the 23L degenerate
ground states corresponding to open boundary conditions
on both boundaries. Had we fixed one of the boundaries
to a particular state |{σ}fixed〉 we would have instead ob-
tained an overlap 〈{σ}fixed|Σ〉 = 1. More generally, in the
thermodynamic limit boundaries contribute an entropic
term that counts the number of ground states, but does
not affect the bulk thermodynamics. In particular, the
bulk free energy is that of a paramagnet:
βF = − [3L(W − 1)] ln(2 coshβK) . (17)
This also implies that thermodynamics alone, which is
independent of the specific form of the circuit, cannot re-
veal the complexity of a ground-state computation, which
is reflected in the dynamics of the system’s relaxation into
its ground state.
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F. Metropolis algorithm for thermal annealing
The Metropolis simulations are carried out as follows.
We work on a lattice of L×W vertices, using the Hamilto-
nian of Eq. (1) with ∆qs,q′s = 0. Periodic boundary con-
ditions are used in the transverse direction, i.e., the cir-
cuit is laid down on the surface of a tube of length W and
circumference L. We consider four types of circuits corre-
sponding to different concentrations of TOFFOLI gates
(the other four types of gates are assigned equal con-
centrations): a circuit with only TOFFOLI gates (100%
concentration), and random circuits with 40%, 20%, and
0% concentration of TOFFOLI gates.
The first step of the simulation is to construct a ref-
erence state {qsol} that solves the circuit, by fixing the
states qsols for the vertices s at the left boundary, and
determining and storing all other states qsols for vertices
s in the rest of the circuit. Next, we construct three ex-
plicit boundary conditions consistent with the reference
state, {qsol}, that will serve as the input states for our
simulations: 1. fixed input, for which we apply pinning
fields at the left boundary that fix the states to match
qsols for the vertices s at the left boundary, and leave
the other boundary free (no pinning field); 2. fixed input
and output, for which we pin all vertices s on the left and
right boundaries to those defined by qsols ; and 3. mixed
boundaries, for which we pin L∂ = L/2 + 3 vertices on
both the left and right boundaries to the solution values
qsols , but leave all the remaining boundary vertices free.
Our computations proceed in each of these three cases
by averaging over 2000 independent random instances of
input states for a given circuit with a fixed concentra-
tion of TOFFOLI gates corresponding to different {qsol}
and computing the average order parameter 〈m〉 as a
function of the relaxation time τ . Here it is important
to stress that the partial specification of boundaries in
the case of mixed boundary conditions generically leads
to multiple solutions which compete in establishing the
local configurations of gates consistent with the global
constraints defining the computational circuit. While we
also discuss cases with multiple solutions and no solution
in Results, the focus of this paper is on problems with
a single solution. To ensure a single solution in the case
of mixed boundary conditions we always check that each
of the random instances of the input state for a given
circuit allows for one and only one solution.
G. Mapping onto the Chimera architecture of the
D-Wave machine
Figure 10 shows the ‘flow chart’ of embedding a 4× 4
tile lattice into the Chimera graph. The entire tile lat-
tice is rotated by 45◦ for convenience, and spins living
on the boundary of each tile are shown explicitly. The
lattice of tiles can be further divided into two sublattices
labeled by dark and light grey, for reasons that should
become clear shortly. Now let us first consider how to
encode the ID and SWAP gates represented by a single
square tile into a unit cell. The embedding involves in-
ternal couplings J that enforce the gate constraints, and
the “grout” couplings K that match adjacent tiles. The
Chimera unit cell forms a complete bipartite graph K4,4,
as depicted in Fig. 10b-(i), with each spin in one column
coupled to all spins in the other, but not to those in their
own column [31]. In order to obtain the generic spin
couplings to represent the gates on a single tile, which
inevitably involves couplings between qubits in the same
column as well, we use an additional ferromagnetic cou-
pling to slave the spins in one column to their nearest
neighbors in the other column. Thus, effectively we are
left with four spins that are fully connected. Details are
shown in Fig. 10b-(i).
In order to use the connectivity of the Chimera graph
architecture and couple adjacent tiles properly, it is con-
venient to explore the bipartiteness of the square lattice.
Let us take one tile from the rotated tile lattice, and label
the four qubits by their locations on the tile: N (North),
S (South), W (West) and E (East), as shown in Fig. 10b-
(ii). The spins in the adjacent tiles are matched by the
“grout” coupling K. Upon a careful inspection of the
resulting tile lattice, we notice that the qubits labeled by
N and W in one tile are always connected respectively
to qubits S and E in its neighbor. Therefore, once we
fix the embedding of one sublattice in the unit cell, the
embedding of the other sublattice must be different, be-
cause qubits in one unit cell are only coupled to those
at the same place in the neighboring unit cell. We map
the two sublattices of the tile lattice in the unit cells as
illustrated in Fig. 10b-(ii).
Finally, let us show how to embed the TOFFOLI gate,
which corresponds to a rectangular tile, into the unit
cells. The TOFFOLI gate can be viewed as consisting
of two square tiles, thus requiring two unit cells, and the
spins coupled between these two tiles exactly provide the
ancilla bit needed in Hamiltonian of Eq. (18). Similar
to the square tiles considered above, within a unit cell
we use additional ferromagnetic couplings to slave qubits
from one column to the other when necessary. The ex-
plicit mapping is shown in Fig. 10b-(iii). As we have
already seen, in order to come up with a proper embed-
ding, one has to carefully take into account how qubits
are coupled to adjacent unit cells. Putting all of the
above ingredients together, we arrive at the embedding
of the entire 4 × 4 tile lattice including TOFFOLI into
the Chimera graph, as shown in Fig. 10a.
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SUPPLEMENTARY NOTES
Supplementary note 1: Building TOFFOLI gates with one-and two-body interactions
In this section, we present the table with all possible configurations of a TOFFOLI gate formulated in a rectangular
tile, and their corresponding energies given by
ETOFFOLI(σa, σb, σc;σa′ , σb′ , σd;σS) = −J(σaσa′ + σbσb′) + J(σa − 3σb − 2σc + 2σd + 4σS)
+ J(−3σaσb − 2σaσc + 4σbσc + 2σaσd − 4σbσd − 4σcσd
+ 4σaσS − 8σbσS − 6σcσS + 6σdσS). (18)
From which it is clear that the states which satisfy the gate constraint all stay in the ground state manifold of the
Hamiltonian.
The TOFFOLI gate takes a three-bit input sate (a, b, c) into (a, b, ab ⊕ c). The copying of the first two bits is
trivially enforced by a ferromagnetic coupling: −J(σaσa′+σbσb′), so we shall only list the part that enforces the third
output bit: d = ab⊕ c in the table below. As explained in Methods, in order to achieve that with at most two-body
interactions, one needs an ancilla bit that we call S.
In Supplementary Table I, the first eight states separated by double lines span the ground state manifold of
Hamiltonian (18), and one can readily check that they indeed satisfy the gate constraint imposed by the TOFFOLI
gate. All other unsatisfying states have energy scales higher by multiple of J . Therefore in the limit where J is much
larger than any other energy scale in the system (K,Γ and T ), one essentially projects out the ground state manifold.
Notice that there are cases when (a, b, c, d) satisfies the gate constraint, but the ground state only picks one value
of S. For example, the state (a, b, c, d) = (0, 0, 1, 1) satisfies the gate constraint, but the ground state manifold only
picks S = 0, and S = 1 has a higher energy. This does not cause a problem because the ancilla bit does not enter the
computation, and its value does not really matter.
Supplementary note 2: Nearest neighbor vertex couplings
The K
gsgs′
qs,qs′ couplings encode the energy cost for mismatched nearest-neighbor vertices. Here we give an example
of how these matrix elements are constructed. Consider two adjacent vertices at s and s′ that enforce the TOFFOLI
gate: gs = gs′ =TOFFOLI (or T for short). The matrix elements of K
T,T
qs,qs′ basically count the number of bits that
are mismatched between the output state G(qs) of one gate, where G is the gate function, and the input state qs′ of
the other gate, for qs,s′ = 0, 1, . . . , 7.
When the two sites s and s′ share a single bond, the 8× 8 matrix KT,Tqs,qs′ (with qs,s′ = 0, 1, . . . , 7) is given by
KT,T =

0 K 0 K 0 K 0 K
0 K 0 K 0 K 0 K
0 K 0 K 0 K 0 K
0 K 0 K 0 K 0 K
K 0 K 0 K 0 K 0
K 0 K 0 K 0 K 0
K 0 K 0 K 0 K 0
K 0 K 0 K 0 K 0

, (19)
and when the sites share a double bond, the 8× 8 matrix is given by
KT,T =

0 0 K K K K 2K 2K
K K 0 0 2K 2K K K
K K 2K 2K 0 0 K K
2K 2K K K K K 0 0
0 0 K K K K 2K 2K
K K 0 0 2K 2K K K
2K 2K K K K K 0 0
K K 2K 2K 0 0 K K

, (20)
where K is the ferromagnetic energy scale that penalizes configurations in which the states of adjacent vertices are
incompatible.
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Supplementary note 3: Bounds on number of replicas needed for learning algorithm
Below we estimate the number of replicas, NR required to achieve the correct assignment of gates in the ”annealing
with learning” algorithm described in Results with accuracy . Assume that the probability of correct assignment of
a gate within each replica is p. The probability that k of the NR replicas assign the wrong identity to a given gate is
given by the binomial distribution:
P (NR, k; p) =
NR!
(NR − k)!k!p
NR−k(1− p)k. (21)
The probability that a fraction greater than α of the NR replicas (NR  1) assign the wrong identity to a particular
gate can then be written as:
Pw(NR, α; p) =
NR∑
k=αNR
NR!
(NR − k)!k!p
NR−k(1− p)k
<
NR!
(NR2 !)
2
NR∑
k=αNR
pNR−k(1− p)k (22)
≈ [2p
1−α(1− p)α]NR
(2p−1)
p
.
It then follows that, for fixed p > 1/2, NR and α, the probability that a correct assignment is made to all LW gates
by a fraction of the replicas greater than α is 1−  is given by:
Pc(NR, α; p) = [1− Pw(NR, α; p)]LW
= 1−  (23)
> 1− LW [2p
1−α(1− p)α]NR
(2p−1)
p
,
which implies that the number of replicas, NR, needed to ensure an error rate smaller than  is given by:
NR =
ln
[
2p−1
p

LW
]
ln [2p1−α(1− p)α] . (24)
We note that the above argument assumes that the states of the gates are uncorrelated; for a given NR the correlations
built into the vertex model should lead to a lower error rate than the estimate given here.
17
a b c d S σa σb σc σd σS E
0 0 0 0 0 − − − − − −13J
0 0 1 1 0 − − + + − −13J
0 1 0 0 1 − + − − + −13J
0 1 1 1 1 − + + + + −13J
1 0 0 0 0 + − − − − −13J
1 0 1 1 0 + − + + − −13J
1 1 0 1 0 + + − + − −13J
1 1 1 0 1 + + + − + −13J
0 0 0 1 0 − − − + − −9J
0 0 1 0 1 − − + − + −9J
0 1 0 1 0 − + − + − −9J
0 1 1 0 1 − + + − + −9J
1 0 1 0 0 + − + − − −9J
1 1 0 0 0 + + − − − −9J
1 1 0 0 1 + + − − + −9J
1 1 1 1 0 + + + + − −9J
1 1 1 1 1 + + + + + −9J
0 0 1 0 0 − − + − − −J
0 1 0 1 1 − + − + + −J
1 0 0 1 0 + − − + − −J
1 0 1 0 1 + − + − + −J
0 0 0 0 1 − − − − + 3J
0 0 1 1 1 − − + + + 3J
0 1 0 0 0 − + − − − 3J
0 1 1 1 0 − + + + − 3J
1 1 0 1 1 + + − + + 11J
1 1 1 0 0 + + + − − 11J
1 0 0 0 1 + − − − + 19J
1 0 1 1 1 + − + + + 19J
0 0 0 1 1 − − − + + 31J
0 1 1 0 0 − + + − − 31J
1 0 0 1 1 + − − + + 55J
Table I. All possible configurations of a TOFFOLI gate formulated in a rectangular tile with an ancilla S, and their corresponding
energies given by Eq. (18). The first eight states span the ground state manifold, and they satisfy the gate constraint.
