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ABSTRACT
Context. The analysis of luminosity and mass distributions of young stellar clusters is essential to understanding the star-formation
process. However, the gas and dust left over by this process extinct the light of the newborn stars and can severely bias both the census
of cluster members and itsss luminosity distribution.
Aims. We aim to develop a Bayesian methodology to infer, with minimal biases due to photometric extinction, the candidate members
and magnitude distributions of embedded young stellar clusters.
Methods. We improve a previously published methodology and extend its application to embedded stellar clusters. We validate the
method using synthetically extincted data sets of the Pleiades cluster with varying degrees of extinction.
Results. Our methodology can recover members from data sets extincted up to Av ∼ 6 mag with accuracies, true positive, and
contamination rates that are better than 99%, 80%, and 9%, respectively. Missing values hamper our methodology by introducing
contaminants and artifacts into the magnitude distributions. Nonetheless, these artifacts vanish through the use of informative priors
in the distribution of the proper motions.
Conclusions. The methodology presented here recovers, with minimal biases, the members and distributions of embedded stellar
clusters from data sets with a high percentage of sources with missing values (>96%).
Key words. proper motions – methods: statistical – open clusters and associations: general –
open clusters and associations: individual: M45
1. Introduction
Stellar clusters are benchmarks against which the predictions
of current theories of star formation and evolution can be com-
pared and validated. In these comparisons, the youngest clusters
play an important role because they still hold the imprints of
the initial conditions of the molecular cloud from which they
were formed. Unfortunately, because of the low star forma-
tion efficiency (between 5% and 30%, McKee & Ostriker 2007;
Fukushima et al. 2020), most of the gas and dust of the parent
molecular cloud remains in the vicinity of the newborn stars and
extincts their light. This extinction can bias the census of candi-
date members and the population parameters derived from them,
particularly the luminosity and mass distributions. For this rea-
son, the propagation of the observational uncertainties and the
characterization of methodological biases are unavoidable steps
in the comparison of model predictions with observations.
In the last decade, diverse methodologies have been
devised to determine the stellar census and properties of
star-forming regions and open clusters (e.g., Sarro et al. 2014;
Krone-Martins & Moitinho 2014; Gagné et al. 2014). Following
the second data release of the Gaia mission (Gaia Collaboration
2018), hundreds of authors have used these high-quality
measurements, in particular the highly discriminant parallax,
to identify members in stellar clusters by applying diverse
machine-learning techniques. The most popular techniques
are Gaussian mixture models, random forest classifiers
(Breiman 2001), DBSCAN (Ester et al. 1996), HDBSCAN
(Campello et al. 2013), and density contrast using kernel density
estimates. For example, Cantat-Gaudin et al. (2018) used a mod-
ified version of UPMASK (Krone-Martins & Moitinho 2014)
to identify members in 1229 clusters and Kounkel & Covey
(2019) used HDBSCAN to identify 1900 clusters and comov-
ing groups within 1 kpc. Other popular algorithms include
Clusterix (Balaguer-Núñez et al. 2020) and ASteCA
(Perren et al. 2015). While the former is a fully nonpara-
metric method that determines cluster membership probabilities
based on proper motions, the latter is a fully automated software
that obtains cluster parameters like center coordinates and
radius, together with luminosity functions and membership
probabilities. To the best of our knowledge, ASteCA is the
only membership methodology from the literature that can
deal with extinction, though based on theoretical isochrones
that are known to face difficulties in reproducing the observed
cluster photometric sequences in the low-mass domain (see the
discussion in Sect. 5.2 of Bouy et al. 2015 and Miret-Roig et al.
2019).
Although the censuses of stellar clusters have seen tremen-
dous improvements thanks to the Gaia data, the determination
of population parameters based on these censuses is far from
straight-forward because several biases can appear (Luri et al.
2018). Following the recommendations provided by the latter
authors (see their Sect. 4.3), we improve the methodology of
Olivares et al. (2018, hereafter Paper I). The new code that we
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present here, which we call Miec1, is designed to simultaneously
derive the census of members and the astrometric and photomet-
ric population distributions of embedded young stellar clusters.
The remainder of this paper is organized as follows. In
Sect. 2, we review the methodology of Paper I and introduce
the improvements, in particular those concerning the treatment
of extinction. Section 3 presents the synthetically extincted
Pleiades clusters that is used in Sect. 4 to validate our method-
ology and analyze its biases. Finally, in Sect. 5, we present our
conclusions and perspectives.
2. Methodology
In this section, we describe the treatment of the photometric
extinction as an improvement to the methodology of Paper I. We
start by enumerating our assumptions and making a summary of
the original model. Afterward, we describe the details of the two
major improvements we present here: the treatment of extinction
and a simplified model for equal-mass binaries. Also, since the
publication of Paper I the code has been subject to a series of
minor methodological and computational improvements that are
described in Appendix A.
Assumption 1. Observed values are independent across stars
and Gaussian distributed. The input catalog provides the neces-
sary information to reconstruct these Gaussian distributions.
Assumption 2. The stellar cluster members share a common
origin and therefore have similar properties but with an intrin-
sic dispersion. On the contrary, the field population has a het-
erogeneous origin, and therefore the cluster members can be
probabilistically disentangled from it through statistical models
constructed on features (i.e., observed values) of the astromet-
ric and photometric spaces. The classification quality depends
on the degree of overlapping between cluster and field popula-
tions and on the information provided by the features used in the
models.
Assumption 3. Given that the field population overwhelm-
ingly dominates the input catalog (typically >98% of it), we
assume that the field model inferred from the initial list of field
sources can remain fixed during the inference of the cluster
model.
Assumption 4. The photometric and astrometric observed
values of a source are independent of each other. Although incor-
rect, this assumption results in a moderate complexity model,
with n = 66 parameters. If we were to include the correlations
between the astrometric and photometric parameters, the result-
ing model would be computationally intractable, with ∼500 free
parameters. Thus, this assumption is a reasonable compromise
between the model’s complexity and the computational time
required to infer it. As a corollary, we assume that the photo-
metric extinction does not affect the astrometric observables.
Assumption 5. The stellar cluster is composed of only single
stars and equal-mass binaries (hereafter EMBs). This assump-
tion simplifies the treatment of the full spectra of binary mass-
ratios.
Assumption 6. The input extinction map provides the upper
limit, Av,max, to the true extinction value, Av, of each source, (i.e.,
Av ∈ [0, Av,max]).
1 The Pleiades were known as Miec by the Aztecs (Galindo Trejo
2002).
Assumption 7. The extinction follows the law of
Cardelli et al. (1989). We assume a value of Rv = 3.1,
which corresponds to the diffuse interstellar medium. This
assumption neglects the effects of infrared excess, such as that
due to the presence of protoplanetary disks for example.
2.1. Summary of the original model
The aim of Paper I was to develop, test, and characterize a
Bayesian hierarchical model designed to simultaneously identify
members of nearby young open clusters and infer their popula-
tion distributions (i.e., proper motions, and color and magnitude
distributions). This model proceeds as follows.
The likelihood of a source is a mixture model with two com-
ponents: the cluster likelihood, Lc, and the field likelihood, L f ;
see Assumption 2. The weight or amplitude of the field com-
ponent is parametrized as π. Because there are only two com-
ponents, the cluster likelihood has amplitude 1-π. Each of these
components has its own set of parameters, represented by θc for
the cluster, and θ f for the field. These parameters together with
π, make the full set of model parameters: Θ = {π, θc, θ f }.
We define the N-sources data set as:D = {di}Ni=1 = {µ̂i, Σ̂i}
N
i=1,
with di the set of observables of the ith source, which comprises
the mean, µ̂i, and the covariance matrix Σ̂i of the observed quan-
tities. Under Assumption 1, the uncertainties are Gaussian and
therefore the full likelihood can be written as







π · L f (di | θ f ) + (1 − π) · Lc(di | θc), (1)
which is equivalent to Eq. (3) of Paper I.
Assumption 4 allows us to factorize the likelihood of the ith
source into the astrometric and photometric parts as
L(di | Θ) = π · LAf (di | θ
A
f ) · L
P
f (di | θ
P
f )
+ (1 − π) · LAc (di | θ
A
c ) · L
P
c (di | θ
P
c ), (2)
where the superscripts A and P stand for astrometry and photom-
etry, respectively.
The cluster photometry is modeled as a mixture of two com-
ponents (see Assumption 5): single-stars, denoted with subscript
s, and EMB, denoted with subscript b. This mixture’s weights
are given by πs for the single-star population and 1-πs for the
EMB population. With these definitions, the likelihood of the ith
source can be written as
L(di | Θ) = π · LAf (di | θ
A
f ) · L
P
f (di | θ
P
f ) + (1 − π) · L
A














The photometric likelihoods of both single and EMB pop-
ulations are parametrized with the source true color index, CI.
However, as the latter is a source-level parameter we marginal-
ize it with the aid of a population-level prior, p(CI | φ). The
prior parameters, φ, are included in the set of cluster parameters
(i.e., φ ∈ θc). The marginalization of the CI parameter is done as
follows,
A159, page 2 of 19
J. Olivares et al.: Miec
L(di | Θ) =
∫
L(di | CI,Θ) · p(CI | φ) · dCI
= π · LAf (di | θ
A
f ) · L
P
f (di | θ
P
f ) + (1 − π) · L
A





LPc,s(di | CI, θ
P
c,s) · p(CI | φ) · dCI
+(1 − πs) ·
∫
LPc,b(di | CI, θ
P
c,b) · p(CI | φ) · dCI
]
. (4)
The explicit definitions of all terms in the previous equation
can be found in Paper I, together with the prior distribution for
their parameters.
2.2. Treatment of extinction
Our treatment of the photometric extinction follows a similar
approach to that taken in Paper I for the marginalization of the
true color index of each source. We include the true extinction,
Av, of each source as a model parameter that we marginalize with
the aid of a uniform prior, p(Av | ψ), with ψ its parameters, the
support of which is provided by the extinction map.
Thus, in the extinction module, the likelihood of the ith
source given the original model parameters, Θ, and the new
extinction parameters, ψ, is
L(di | Θ, ψ) ≡
∫
L(di, Av | Θ) · dAv
=
∫




L(di | Av,Θ) · dAv, (5)
where the term L(di | Av,Θ) is given by an expression similar
to that of Eq. (4). However, in the latter, the true photometry is
reddened according to the assumed extinction law (see Assump-
tion 7) using the values of Av in the support of the prior p(Av | ψ).
These integrals, one for each source, are computed numerically
as in Paper I.
We note that the marginalization of the true extinction of the
source differs from that of its true color index in the sense that the
prior parameters ψ (i.e., the lower and upper bounds of the uni-
form prior) are not inferred by the model but are provided by the
extinction map (see Assumption 6). Although using these lim-
its rather than inferring them diminishes the complexity of the
model, the marginalization integrals severely increase the com-
putation time. The latter grows linearly with the number of eval-
uation steps of the integral, with roughly every step taking the
same amount of time as one likelihood evaluation of our basic
nonextinction module. We heuristically set the grid steps to 20,
which proved to be a good compromise between the accuracy of
the integral and the total computing time.
2.3. Simplified model for equal-mass binaries
Stellar clusters are known to host a non-negligible fraction of
stars coupled in binaries or multiple systems. Observationally,
these multiple systems are seen as a spread of the cluster pho-
tometric sequence in color–magnitude diagrams. In particular,
EMBs are located in a usually sharper sequence 0.75 magnitudes
brighter than the single star sequence. In Paper I, the EMBs were
modeled with their own parallel photometric sequence and astro-
metric Gaussian mixture model (GMM). The new EMB mod-
ule allows us to model the EMBs with a parallel photometric
Table 1. Properties of the original data set.
Observables Min. Max. Missing [%]
pmra [mas yr−1] −100.0 99.9 0.0
pmdec [mas yr−1] −100.0 100.0 0.0
i–K [mag] 0.9 8.0 96.4
Y [mag] 8.3 22.2 22.2
J [mag] 4.0 20.6 7.2
H [mag] 3.0 20.3 7.5
K [mag] 2.6 21.0 4.9
sequence, but it forces the astrometric GMM to be the same as
that of the single stars. This simplification reduces the number
of astrometric parameters by half and therefore also the model
complexity, which helps to decrease the computation time of an
expensive model like the extinction one. Although the simplifi-
cation introduced by this module implies discarding ∼2% of the
candidate members recovered with the original EMB module, it
nonetheless recovers the same fraction of EMBs in the cluster
population (for more details see Appendix B).
3. Data set
We validate our methodological and computational improve-
ments on the Pleiades data set used in Paper I. This data set
corresponds to the 105 most probable candidate members of the
Pleiades DANCe catalog (Bouy et al. 2015). We use the same
representation space as in Paper I, which consists of the proper
motions, the color index i−K, and the photometric bands Y, J,H,
and K. Table 1 gives a summary of this data set, which we here-
after refer to as the original one.
As described in Paper I, the color index in the representa-
tion space must be carefully chosen to minimize the number
of missing values, maximize the wavelength interval, and ful-
fill the injective requirement in the splines that model the pho-
tometric magnitudes as functions of the color index. The previ-
ous requirements prevent us from using, for example, the colors
Y− J or J−K, which result in fewer missing values than the i−K
color, but have narrower wavelength intervals and produce verti-
cal photometric sequences that cannot be modeled with injective
functions.
To validate the new modules of our methodology (see
Sects. 2.2 and 2.3) we generate synthetically extincted Pleiades
data sets by reddening the original photometry with synthetic
extinction maps (more below). Each of the latter provides the
upper limit of the source extinction, Av,max (see Assumption 6).
If the source is a candidate member (according to the results of
Paper I), then its true extinction is uniformly sampled between
zero and the upper limit provided by the map. Given the proxim-
ity of the Pleiades cluster ($ = 7.44 ± 0.08 mas, Galli et al.
2017), the population of foreground contaminants is negligi-
ble (.0.2% according to the distribution of Gaia DR2 par-
allaxes for sources in the same sky region of our catalog).
Thus, if the source is classified as a field contaminant accord-
ing to Paper I, then we use the upper limit provided by the
map as its true extinction. Finally, the photometry is reddened
using the true Av of each source, together with the extinction
law of Cardelli et al. (1989) with Rv = 3.1, and the effective
wavelength of each photometric passband (i.e., i,Y, J,H,K =
{7630 Å, 10 310 Å, 12 500 Å, 16 500 Å, 21 500 Å}).
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Synthetic extinction maps
We need synthetic extinction maps that produce Av,max probabil-
ity distributions with the following properties. First, they must
resemble those of real cases without being so specific that the
validation loses generality. Second, they must allow us to con-
trol the number of sources within a given interval of extinc-
tion, which is needed to ensure good-number statistics over the
probed extinction values. We restrain ourselves from using the
extinction maps of real regions because in that case, our vali-
dation would lose generality because the resulting Av,max prob-
ability distributions would be highly dependent on the spatial
distributions and extinction maps of those particular regions.
We decided to generate synthetic maps using GMMs on
the space of synthetic sky coordinates. On the one hand, the
GMMs have enough flexibility (see Kuhn & Feigelson 2017, for
a review of the use of mixture models in astronomy) to mimic
the possibly cloudy structures present in nearby star-forming
regions, but on the other, the synthetic sky coordinates in com-
bination with the parameters of the GMM allow us to control
the fraction of sources above a certain value of extinction (i.e.,
the shape of the Av,max cumulative distribution). We note that our
aim is to produce realistic and generic Av,max probability distri-
butions rather than realistic 2D extinction maps. Furthermore, as
the sky coordinates are not part of the representation space of
our methodology, they do not influence our results beyond set-
ting the Av,max of the sources and allowing us to control their
numbers within a given extinction interval. Therefore, we define






· N(α, δ | µi,Σi), (6)
where α and δ are the synthetic sky coordinates, k is the num-
ber of Gaussian components, and w, µ, and Σ are the weights,
means, and diagonal covariance matrices of the GMM, respec-
tively. The factor C{µi,Σi} is a constant that is equal to the density
of the Gaussian distribution at its mean; it allows us to set wi
as the maximal extinction for the ith Gaussian component. The
synthetic sky coordinates of the sources follow a bivariate uni-
form distribution, with α, δ in the interval [−10◦, 10◦] in RA and
Dec.
After testing several configurations of parameter values for
Eq. (6), we found that GMMs with three components and the
following parameter values produce what we consider are repre-
sentative case scenarios for the application of our methodology
(more below).
MAP0 : w = {3, 2, 1}, µ = {[5, 5], [5,−5], [−5,−5]},
Σ = {[3, 3], [2, 2], [1, 1]},
MAP1 : w = {3, 3, 3}, µ = {[0, 5], [5,−5], [−5,−5]},
Σ = {[20, 20], [15, 15], [15, 15]},
MAP2 : w = {6, 6, 6}, µ = {[5, 5], [5,−5], [−5,−5]},
Σ = {[12, 12], [8, 8], [4, 4]}.
With the previous maps, we reddened the original data set
and obtained three synthetically extincted data sets. In the fol-
lowing, we refer to these data sets as MAP0, MAP1, and MAP2
according to the extinction map used to redden each of them.
As an example, Fig. 1 shows the extinction MAP1 as well
as the original, and reddened photometry. In Fig. 2 we show
the Av cumulative distributions of the open cluster Ruprecht
147 (Olivares et al. 2019), the star-forming regions of Corona-
Australis (Galli et al. 2020), Upper Scorpius (Miret-Roig et al.,







































Fig. 1. Top panel: synthetic 2D extinction map, MAP1. Bottom panel:
color–magnitude diagram showing the original photometry of the 105
most probable members from the Pleiades DANCe catalog, the red-
dened one, and the extinction vectors as obtained from the map shown
in the upper panel.
in prep.), and Taurus (Olivares et al., in prep.), as well as
those of the Av,max obtained by our synthetic extinction maps.
The Av values of the members in the previous star-forming
regions and stellar clusters were obtained by transforming their
Gaia DR2 a_g_val using the relation AG/Av = 0.789 ± 0.005
(Wang & Chen 2019).
As can be observed in Fig. 2, our synthetic extinction maps
reproduce the Av,max distribution of low-, intermediate-, and
high-extinction regions. The extinction map MAP0 mimics a
low-extinction region, with extinction values similar to those
expected in old open clusters that have expelled the majority
of the remnant gas and dust. The extinction map MAP1 mimics
an intermediate-extinction region similar to those of Taurus and
Upper Scorpius. We notice that the three Gaussian components
of our synthetic extinction maps are enough to reproduce the
overall trend of extinction present in the Taurus region. Although
the use of more Gaussian components would certainly result in
a closer match to the observed extinction distribution, as men-
tioned above, it would imply a loss of generality in the valida-
tion. Finally, the extinction map MAP2, mimics a high-extinction
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Fig. 2. Cumulative distribution of Av for the members of the open cluster
Ruprecht 147, and the star-forming regions of Corona Australis, Upper
Scorpius, and Taurus. The Av,max cumulative distributions yielded by our
synthetic extinction maps for the Pleiades members found in Paper I are
also shown with dashed lines.
region with values larger than those observed in Taurus or Upper
Scorpius. We created this extinction map to validate our method-
ology beyond the extinction values of candidate members found
with current membership methodologies that, although taking
into account the photometry, are unable to deal with extinction
(see e.g., Sarro et al. 2014; Krone-Martins & Moitinho 2014;
Olivares et al. 2019).
4. Validation
We ran our new extinction and simplified EMB modules (here-
after extinction+EMB module; see Sect. 2) on the syntheti-
cally reddened MAP0,1,2 data sets (see Sect. 3). Each of these
runs takes ∼10 days on a computing server with 45 CPUs
at 2.1 GHz and 8 GPUs NVIDIA GForce. We also ran our
improved methodology on the original nonextincted data set
using the simplified EMB module but without the extinction one
(hereafter basic+EMB module). This latter solution is used as
a benchmark against which the results of the extinction+EMB
module are compared. The details of this benchmark solution
and the validation of the EMB module are given in Appendix B.
In the following, we first validate the capability of our
methodology to recover the extincted members. Afterward, we
assess the biases that extinction introduces in the inferred popu-
lation parameters and the magnitude distributions in particular.
4.1. Quality of the classifier
We measure the quality of our classifier using the confusion
matrices that result from the inferred membership probabili-
ties and the optimum probability threshold for classification. As
described in Paper I, our methodology returns, for each source
in the data set and for each combination of model parameters Θ,
two membership probabilities: one of belonging to the cluster
and another of being an EMB. Therefore, the MCMC sampling
of the posterior distribution of the model parameters results in
distributions for the cluster and EMB membership probabilities.
As in Paper I, here we classify a source as a candidate mem-
ber if 86% of its membership probability distribution is above the
optimum probability threshold pt (i.e., if Pµ + Pσ > pt, where
the first and second terms on the left-hand side are the mean and
standard deviation of the distribution of membership probabil-
ity). The optimum probability threshold, pt, corresponds to the
probability threshold that maximizes the accuracy of the clas-
sifier (ACC, see Eq. (10) of Paper I) when applied over data
where the true classes are known (i.e., cluster or field popu-
lations, single-stars or EMB). We notice that this classification
threshold is not part of the model but is found a posteriori based
on a specific criterion: the maximum classification accuracy. We
find the optimum probability threshold, pt, with three different
strategies.
The first strategy uses the learned cluster and field models to
generate synthetic data where the true classes are known, then
it runs the method over these data and computes the optimum
probability threshold. The second and third strategies instead use
the class labels of the original nonextincted data set. While the
second strategy uses all sources independently of their extinc-
tion value, the third one splits the data into bins of one magni-
tude of extinction and computes an optimum probability thresh-
old for each bin. Appendix C describes the details of these three
strategies and the results they produce when applied to the syn-
thetic data sets MAP0,1,2. The three strategies are similarly good
at recovering the cluster members, but the third one results in
cleaner samples due to a reduced contamination rate.
When used as a classifier, our extinction methodology recov-
ers candidate members from datasets with extinction up to
Av,max ∼ 6 mag, which, under the information content of the
present data set, represents an upper limit to our method. We
observe that the true positive rate and contamination rate depend
largely on the observed status of the color index and the maxi-
mum value of extinction. In the most extincted of our data sets
(i.e., MAP2), the contamination rate measured with our third
strategy on the subset of sources with observed color index
is .4% and increases to ∼20% for the subset of sources with
a missing color index. The detailed analysis of classification
thresholds by bins of extinction allowed us to improve the true
positive rate and contamination rate to values that are better
than 83% and 9%, respectively. Despite this success, our method
faces two problems: an increased contamination rate due to
sources with missing values and a reduced true positive rate in
sources with high extinction values. In the next section, we ana-
lyze the impact that these missing-value contaminants have on
the population distributions.
4.2. Population distributions
In this section, we analyze the ability of our extinction method-
ology to recover the parameters of the benchmark solution, par-
ticularly those of the magnitude distributions. As the population
distributions are obtained directly from the inferred parameters
of the model, they are independent of the probability thresholds
and strategies to obtain them. We start by comparing the pos-
terior distribution of the model parameters, the resulting proper
motions, and color index distributions, and finally we analyze
the accuracy of the inferred magnitude distributions.
In the models inferred from the MAP0,1,2 data sets, between
15% and 33% of the parameters have a maximum-a-posteriori
value that is discrepant, beyond 3σ (with σ being the square
root of the sum of the variances of the parameter posterior dis-
tributions), from the value of the benchmark solution. The most
discrepant parameters are those associated with the intrinsic dis-
persion of the photometric sequence and with the fractions and
covariance matrices of the proper motions GMM. The previous
A159, page 5 of 19
A&A 649, A159 (2021)
discrepancies have their origin in the contaminants introduced in
the extinction model, as explained below.
In our methodology, all sources in the data set contribute to
the cluster model proportionally to their membership probability.
Consequently, the contaminants of the model, which are by def-
inition the field population, contribute to the broadening of both
the photometric sequence and the distribution of proper motions
(i.e., the most discrepant parameters), and therefore to the shift-
ing of their parameters. As described in the previous section and
Appendix C, the majority of the contaminants have their ori-
gin in a missing color index. Therefore, the broadening of the
model and the shifting of its parameters results from the lack
of constraining information produced by the high percentage of
sources with missing values (see Table 1).
Figures 3–5 show the marginal posterior distributions of the
proper motions and color index inferred from the MAP0,1,2 data
sets. These distributions are constructed from samples of the
posterior distribution of the model parameters, and each line
shows a single sample of the MCMC. For comparison purposes,
the figures also display samples of the posterior distributions of
the benchmark solution (orange lines) and the prior distribution
(green lines).
As can be observed from these figures, the model learned
from the MAP0 data set is almost indistinguishable from the
benchmark solution in both proper motions and color index,
despite having a 15% of discrepant parameters, as discussed
above. On the contrary, the models learned from the MAP1,2 data
sets show wider wings in the proper motions distributions. These
wings result from the contaminants shown as the dispersed pop-
ulation of false positives in the upper panels of Figs. C.2 and C.3.
The lower panels of Figs. 3–5 show a gradual trend in the
discrepancy between the color index distribution inferred from
the MAP0,1,2 data sets and that of the benchmark solution, with
the discrepancy increasing with the extinction value. The fea-
tures in the color distribution are gradually smoothed until, at
the maximum extinction of Av ∼ 6 mag (i.e., the MAP2 data
set), the features at i − K ∼ 1.5, 2, and 4.5 mag are completely
smoothed out. The previous effects are a direct consequence of
the increased number of contaminants with increasing extinction
value. Despite these effects, the bulk of the proper motions and
color index distributions are recovered without significant shifts,
but only with a general broadening.
The precision of the inferred population distributions, which
is shown as the width of the posterior samples in Figs. 3–5,
remains similar to that of the benchmark solution. The only
exception is the blue side of the color index distribution inferred
from the MAP2 data set, between 0.8 mag and 3 mag, where the
lines are less jammed. This loss of precision is a direct conse-
quence of the lack of information resulting from a large number
of missing values in the Y band (see Table 1, and the black and
blue lines in the upper panel of Fig. B.4) in combination with the
high values of extinction.
The previous analysis indicates that the model inferred with
our extinction methodology shows a broadening that increases
with increasing values of extinction. In the MAP0 data set, this
broadening is negligible. In the MAP1, it is only observed in
the distribution of proper motions, and in the MAP2 data set,
it is observed in both the proper motions and the color index
distribution.
Magnitude distributions
In our methodology, the magnitude distributions are obtained
by transforming the color index distribution into magnitude






























Fig. 3. Comparison of the distributions of proper motions (pmra, upper
panel) and color index (lower panel) inferred from the MAP0 data set
(maroon lines) and those of the benchmark solution (orange lines). The
prior distribution is shown with green lines.
distributions by means of the color-index to magnitude rela-
tions, which are modeled as spline functions whose coefficients
are also inferred from the data (see Paper I for more details).
Figures 6–8 show samples of the posterior distributions (maroon
lines) of the Y, J, H, and K magnitude distributions inferred from
the MAP0,1,2 data sets. For comparison purposes, the figures
also exhibit the magnitude distributions of the benchmark solu-
tion (orange lines), as well as the prior (green lines). As can be
observed from Fig. 6, the magnitude distributions inferred from
the MAP0 data set are almost identical to those of the benchmark
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Fig. 4. Same as Fig. 3 but for the MAP1 data set.
solution, except in the region of K∼ 9 mag where they underesti-
mate the density. Figure 7 shows that the magnitude distributions
inferred from the MAP1 data set underestimate the density in
the regions of K∼ 9 mag and K∼ 15 mag, and overestimate it at
K∼ 10 mag. In addition, the peak of the magnitude distribution
of the J band is shifted ∼0.5 mag towards the faint end. Finally,
magnitude distributions inferred from the MAP2 data set show
all the previous effects, together with a loss of precision in the
bright end, from 8 mag to 11 mag in the Y band. This latter effect
is a direct consequence of the loss of precision in the color index
distribution discussed in the previous section.
This analysis shows that inferred magnitude distributions
exhibit artifacts whose magnitude increases with the extinction






























Fig. 5. Same as Fig. 3 but for the MAP2 data set.
value of the data set. These artifacts are the reflection of the
smoothing of the color index distribution (see Sect. 4.2) ampli-
fied by the shifts in the coefficients of the spline functions that
model the color index to magnitude relations. As discussed in
the previous section, the smoothing and shifting of the model
parameters have their origin in the contaminants introduced into
the model. Although we developed strategies to minimize these
contaminants when our methodology is used as a classifier, their
influence in the model parameters still impacts the inferred mag-
nitude distributions. Nonetheless, the magnitude distributions
inferred from data sets with up to Av ∼ 3 mag of extinction
are recovered with minimal errors. In particular, the magnitude
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Fig. 6. Comparison of the Y, J, H, and K magnitude distributions learnt
from the original (orange lines) and MAP0 (maroon lines) data sets. The
prior distribution is shown with green lines.
distribution of the K band, the most infrared of our bands, shows
no systematic errors.
Because the majority of the contaminants come from sources
with missing values (see Sect. 4.1 and Appendix C) the mini-
mization of their impact in the population distributions and in
particular in the magnitude distributions requires constraining
information able to counterbalance the lack of it resulting from
the high percentage of sources with missing values. The only
sources of information in our model are the data set, the extinc-
tion map, and the prior distribution. From the statistical model-
ing point of view, the information content of both the data set
and the extinction map is fixed and cannot be improved until the
arrival of new and more constraining data.
Luckily, our Bayesian methodology provides a straightfor-
ward solution to the low-information problem: the prior distri-
bution. The lack of discriminant information originating from
the sources with missing values can be counterbalanced by the
information content of the prior. Thus, taking advantage of the
Bayesian formalism, we provide the model with more constrain-
ing prior distributions. To avoid biasing the magnitude distribu-
tions by the prior itself, we only modify the prior distribution of
the astrometric parameters.
Given that the results of the MAP2 data set are the most
affected by the lack of constraining information, we reanalyze
these data with the following modifications. We modify the
hyper-parameter αsgl of the Dirichlet distribution acting as prior
for the proper motion GMM fractions (i.e., weights). Until now,
we have used the weakly informative value of αsgl = [5, 4, 1, 1]
(see Appendix A.6); now, we set it to the more constraining
value of αsgl = [50, 40, 10, 1]. In addition, we modify the hyper-
parameters of the Gamma distribution acting as prior of the stan-
dard deviations of the GMM. So far, we have used the value
of βsgl = [2, 2, 2, 2] mas yr−1 (see Appendix A.6), but now we



















Fig. 7. Same as Fig. 6 but for the MAP1 data set.
replace it by βsgl = [4.5, 1.7, 11.9, 52.8] mas yr−1, which corre-
spond to the values of the standard deviations found after fitting
a GMM to the candidate members reported in Paper I.
The results of our analysis of the MAP2 data set with a
more constraining astrometric prior show that the systematic
errors in the magnitude distributions are considerably reduced.
Figure 9 shows the magnitude distributions recovered by our
methodology using the constraining astrometric priors described
above. As shown by this figure, the systematic shift in the J
band magnitude distribution is now removed. In addition, the
dispersion present at the bright end of the distributions, shown
as the dispersed lines between magnitudes 8 and 11 in the K
band of Fig. 8, is now considerably reduced, as shown by the
more crowded lines of Fig. 9 in the same magnitude interval.
Finally, although the over-density at K ∼ 15 mag persists, the
discrepancy is nonetheless negligible. On the other hand, the
restrictive astrometric prior has negative consequences when our
methodology is used as a classifier. Although the contamination
rate remains low at 8.7%, the true positive rate drops by ∼20%
to a value of 62.5% (compare to the value in the last row of
Table C.3).
In this section, we shown that the population distributions
inferred from data sets with extinction values up to Av ∼ 3 mag
show only a general broadening resulting from contaminants. Up
to 70% of these contaminants have their origin in the high frac-
tion of missing values of our data set. Moreover, the K band mag-
nitude distribution inferred from these data sets shows no sys-
tematic errors. The magnitude distributions inferred from data
sets with high extinction (Av ∼ 6 mag) and a high fraction of
sources with missing values (>96%) show biases that are min-
imized thanks to an informative astrometric prior. Nonetheless,
this more informative prior results in a ∼20% drop in the true
positive rate, which points to the importance of acquiring data
sets with fully observed photometric features, particularly in
highly extincted regions with Av & 6 mag.
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Fig. 8. Same as Fig. 6 but for the MAP2 data set.



















Fig. 9. Same as Fig. 8 but using an informative astrometric prior (see
text).
5. Conclusion
In this work, we improve the methodology of Paper I by extend-
ing its application to embedded stellar clusters and validate it
using synthetically extincted data sets of the Pleiades cluster.
In the interval of extinctions analyzed here (Av ∈ [0, 6] mag),
our new methodology delivers lists of candidate members with
true positive and contamination rates greater than 83% and lower
than 9%, respectively. This low value of the contamination rate
was achieved thanks to a strategy that obtains the probability
classification threshold through a detailed analysis of the clas-
sifier quality at different extinction bins. The variations at these
bins can reach up to 16% in the contamination rate and down
to 70% in the true positive rate. The application of this strat-
egy to real stellar clusters will require the generation of carefully
crafted synthetically extincted data sets that mimic the properties
of the real one.
The inferred magnitude distributions display artifacts whose
magnitude increases with the extinction of the data set. For
extinction values up to Av ∼ 3 mag, as those exhibited by the
bulk of members in the star-forming regions of Corona Aus-
tralis, Taurus, and Upper Scorpius (see Fig. 2), the artifacts in
the K band magnitude distribution are minimal. In data sets with
higher extinction values (Av ∼ 6 mag), the artifacts can be min-
imized by increasing the information content of the model, that
is, information regarding the data set, the extinction map, and the
prior distributions. Given a fixed data set and its extinction map,
we demonstrate that the magnitude distributions inferred under a
constraining astrometric prior display minimal biases. However,
the use of this constraining prior for the inference of population
distributions from data sets with a high fraction of sources with
missing values results in a 20% drop in the true positive rate of
the classifier. Therefore, the decision of whether or not to use a
constraining prior must be motivated by the scientific objective
and the information content of the data set.
We developed the present methodology to infer the popula-
tion distributions of embedded young stellar clusters, like those
shown in Fig. 2. The application of this new methodology to
real and extincted stellar clusters will require detailed analyses of
the input information provided to the model. The input data set,
the extinction map, and the prior distributions must be carefully
chosen.
Concerning the data set, we observe that the representation
space is crucial. A large number of photometric features implies,
in principle, more information to constrain the source extinction.
However, the presence of missing values can hamper the perfor-
mance of our methodology. Therefore, the representation space
must maximize the number of photometric bands, in particular
the infrared ones, but minimize the fraction of sources with miss-
ing values, particularly those with a missing color index. The lat-
ter must, in addition, fulfill the requirements specified in Paper I,
in particular regarding the injectivity of the splines, which
describe the photometric magnitudes as a function of the color
index.
Concerning the extinction map, we observe that as the
extinction value increases, the already scarce information pro-
vided by sources with missing values becomes more diluted over
the wider limits of the extinction marginalization integral. As
explained above, the lack of constraining information introduces
contaminants into the model. The extinction map can help to mit-
igate these contaminants by reducing the limits of the marginal-
ization integral of Eq. (5). For example, a 3D extinction map can
be used to replace the uniform extinction prior used here. This
new extinction prior can be obtained by marginalizing the 3D
extinction map with the aid of the 3D shape of the cluster. How-
ever, this approach will require that the cluster members been
found iteratively, the cluster 3D shape be inferred, and that these
be used to update the extinction prior.
Concerning the prior distributions, we use weakly informa-
tive ones. However, if neither the information content of the data
set nor that of the extinction map are enough to mitigate the
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effects of possible contaminants, then more restricting prior dis-
tributions can be used. To minimize possible biases introduced in
the magnitude distributions by the prior itself, the constraining
information must be included in the astrometric prior. Luckily,
the Gaia mission is a remarkable source for this constraining
information because the cluster members found with only the
astrometric features can be used to set stronger astrometric prior
distributions.
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Appendix A: Methodological and computational
improvements
This Appendix describes the methodological and computational
improvements to the original methodology of Paper I. Here, we
also provide the details of the hyper-parameters of our model.
A.1. GPU computation
Our methodology is computationally expensive. The results pre-
sented in Paper I took 30 days to run in a computing server with
80 CPUs at 3.5 GHz each. To improve this, we translated the
CPU computation of the likelihood into GPU code using the
numba compiler (Lam et al. 2015). Using the same data set as
in Paper I and a computing machine with eight GPUs Nvidia
GForce RTX 2080i, our improved computation takes ∼10 h to
run, which represents a speed-up factor of 72.
A.2. Simplified intrinsic photometric dispersion
In Paper I (see Sect. 2.1.2), the cluster’s intrinsic photometric
dispersion was modeled with a multivariate Gaussian distribu-
tion with a full covariance matrix. This distribution was evalu-
ated in a color index grid with n = 300 steps, which resulted in
a cluster photometric sequence with a hosepipe shape. The same
hosepipe shape can be recovered with a simpler photometric
model in which the off-diagonal terms of the covariance matrix
are neglected (e.g., in a color–magnitude diagram, the hosepipe
shape of the cluster sequence can be obtained by overlapping
either ellipses or circles). Here, we reduce the model complexity
by neglecting the off-diagonal terms of the covariance matrix.
However, to obtain the same value of the original photometric
likelihood within a tolerance of 10−4, we have to increase the
number of grid evaluations to n = 500. Although the evaluation
of the photometric likelihood has now 60% more steps, the num-
ber of model parameters is reduced by Dph · (Dph − 1)/2, where
Dph is the photometric dimension of the representation space.
This simpler model is sampled more efficiently than the original
one (i.e., the one with the full covariance matrix), and thus the
total computing time is effectively reduced.
A.3. New prior families
In Paper I, we selected a series of prior families that were the best
choice according to the literature. After a critical review of our
original choices, we update the following family distributions.
Our choice of the Half-Cauchy family as a prior for vari-
ance parameters was inspired by the work of Gelman (2006).
However, it has been shown2 that the heavy tails of the Cauchy
family can seriously hinder the computational performance of
Markov chain Monte Carlo (MCMC) samplers, which increases
the computational time required to ensure convergence of the
sampler. Therefore, we replace the Half-Cauchy family with the
Gamma one. The latter is defined over the standard deviations
instead of the variances, and following the recommendations of
Chung et al. (2013) we parameterize it as Gamma(α = 2, β),
with β a hyper-parameter.
Similarly, we also replace the Huang & Wand (2013) prior
of the photometric and astrometric covariance matrices with





In Paper I, the astrometric and photometric field models were
assumed to be a Gaussian+Uniform mixture model and Gaussian
mixture model (GMM), respectively. The parameters of these
models were computed with our Expectation-Maximization rou-
tines. Here, we compare the results obtained with two additional
literature algorithms (one for the astrometric model and another
for the photometric one) over the original field population of
Paper I. We still select the best number of components based
on the Bayesian information criterion (BIC).
In the case of the astrometric model, we compare both our
original algorithm and the Gaussian Mixture routine from scikit-
learn (Pedregosa et al. 2011) with 1–15 components. The BIC
chooses models with 7 components for both algorithms. The
difference between the likelihood of the sources resulting from
these two best models is significantly reduced when the conver-
gence tolerance is ≤10−6. Furthermore, the solutions obtained
after running our complete methodology with these two mod-
els are indistinguishable given their uncertainties. Nonetheless,
the BIC value of the model inferred by our algorithm is slightly
lower than that of the model inferred with scikit-learn.
In the case of the photometric model, due to the presence
of missing values, we are only able to test the ExtremeDe-
convolution algorithm (Bovy et al. 2011). However, the mod-
els inferred with this algorithm have components with bizarre
behaviors like weights that vanish (<10−10) and means that
are located at negative magnitudes. Although these effects are
strongly reduced by increasing the value of the split-and-merge
steps (see Appendix B of Bovy et al. 2011), the computing time
increases drastically as well. Our tests with 10 split-and-merge
steps put the computing time at ∼1–5 h (in a machine with 48
CPUs at 2.1 GHz) for GMM with 10–15 components. If we were
to explore the full hierarchy of the split-and-merge tree (with
K(K − 1)(K − 2)/2 steps, where K is the number of GMM com-
ponents), then the computing time of a model with 10 compo-
nents will be more than a week. Thus, we decided to keep fixed
the convergence tolerance at 10−6 and the split-and-merge steps
to 10. Then, the BIC chooses the GMM with 13 components.
After running our complete methodology with this field model,
we obtain increased contamination in the cluster model; ∼8%
more than that obtained when the field model is inferred with
our original algorithm. Thus, our original algorithm is, to the
best of our knowledge, the most suitable option for this particu-
lar problem. Nonetheless, it still suffers from the following prob-
lem. Increasing the number of components results in proposed
solutions with nonpositive-semi-definite covariance matrices for
the components with the lowest weights. Although these pro-
posals are rejected, they still increase the computing time (∼30–
40% per added component for models with more than 15 compo-
nents). Thus, we only tested models with up to 25 components.
In Paper I, the field likelihood of each source was com-
puted by convolving its uncertainty (see Assumption 1) with
each Gaussian of the astrometric and photometric field models.
Here, we do this as well with further improvement: each Gaus-
sian resulting from the previous convolution is truncated to the
data domain, which avoids density leakages (i.e., nonvanishing
density in unpopulated regions).
From the previous comparison, we conclude the following.
First, our original algorithms are preferred by the BIC because
they were particularly tailored to the characteristics of the origi-
nal data set from Paper I: proper motions truncated to the inter-
val [−100 mas yr−1, 100 mas yr−1], and a vast fraction of sources
with missing values (>96%, see Table 1). Second, pushing our
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original convergence tolerance from 10−5 to 10−6 we obtain an
astrometric GMM with 7 components and a photometric GMM
with 19 components. Third, the problem of inferring the param-
eters of multivariate GMM from data sets with a high percentage
of missing values still presents a computational challenge.
A.5. Synthetic data
In Paper I, the probability threshold of classification (i.e.,
between field and cluster) was found using synthetic data sets
generated from the inferred field and cluster models. Here, we
do this as well but with the following improvements. First, we
generate as many synthetic sources as those present in the real
data set. In Paper I, due to computation time reasons, we gen-
erated synthetic sources based on a model learned from a sam-
ple of only 104 sources. Then, we assumed that the probability
threshold found for that model was valid for the model learned
in the larger 105 data set. Here, we find that this assumption was
not entirely correct. The contamination and true positive rates
reported in Paper I were optimistic (more details are given in
Appendix B). Second, in Paper I, the uncertainties of the syn-
thetic sources were assigned without consideration about the
source origin: cluster or field. As the cluster members tend to
have better uncertainties than those of the field population3, our
original approach resulted in less realistic simulations than those
obtained by separating the two cases. Here, the uncertainties and
masks of missing values of a synthetic source are assigned as
those of a randomly chosen real source in the same magnitude
bin. For the latter, we use the most observed photometric band
in the real data set. Third, in Paper I, the observed values were
assumed to correspond to the synthetic values. Here, the syn-
thetic value and its assigned uncertainty are used as the mean
and covariance matrix of a multivariate Gaussian distribution
from which the synthetic observed values are drawn. The pre-
vious improvements result in more realistic synthetic data sets
than those of Paper I.
A.6. Hyper-parameters
The hyper-parameters of our hierarchical model are similar to
those defined in Paper I, except for the prior families that
were modified as part of our methodological improvements (see
Appendix A.3). The set of model hyper-parameters is shown in
Table A.1. In the latter, the subindices f c, sb, sgl, clr, c f s, and
ph, stand for field-cluster, singles-binaries, singles, color, coef-
ficients, and photometry, respectively. α and β are the hyper-
parameters of the Dirichlet and Gamma distributions, which
are the prior distributions of fractions and standard deviations,
respectively. µ and σ are the mean and standard deviation hyper-
parameters, respectively, of the univariate and multivariate nor-
mal distributions used as prior for the mean proper motions (µsgl
and σsgl), the mean color index (µclr and σclr), and the mean
coefficients of the photometric splines (µc f s and σc f s). Finally,
rgclr and knots indicate the interval of the color index and the
knots of the photometric splines, respectively. More details are
given in Sect. 2 and Paper I.
3 The membership probability of a source is the ratio of its cluster like-
lihood to the total likelihood times the cluster prior probability. There-
fore, members tend to have narrow uncertainties that give them large
values of the cluster likelihood, which are able to overcome the cluster
prior probability, which in our data set is ∼1%.
Table A.1. Model hyper-parameters.
Name Units Value
α f c [980, 20]
αsb [8, 2]
αsgl [5, 4, 1, 1]
βsgl mas yr−1 [[2, 2], [2, 2], [2, 2], [2, 2]]
µsgl,0 mas yr−1 [16.13, −39.03]
µsgl,1 mas yr−1 [16.13, −39.03]
µsgl,2 mas yr−1 [16.13, −39.03]
µsgl,3 mas yr−1 [16.13, −39.03]
σsgl,0 mas2 yr−2 [[17.08, −2.63], [−2.63, 23.65]]
σsgl,1 mas2 yr−2 [[2.02, −0.58], [−0.58, 4.06]]
σsgl,2 mas2 yr−2 [[143.2, 18.54], [18.54, 141.67]]
σsgl,3 mas2 yr−2 [[2940.01, 319.19], [319.19, 2633.76]]




rgclr mag [0.8, 8.0]
βph mag [0.1, 0.01, 0.01, 0.01, 0.01]
knots mag [0.8, 3.22, 3.23, 5.18, 8.0]
σc f s mag [0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5]
µc f s,Y mag [9.30, 10.81, 12.33, 15.06, 18.04, 21.02, 22.79]
µc f s,J mag [8.75, 10.21, 11.66, 14.29, 17.16, 20.02, 21.71]
µc f s,H mag [8.39, 9.78, 11.18, 13.69, 16.43, 19.17, 20.80]
µc f s,K mag [8.40, 9.68, 10.97, 13.30, 15.83, 18.37, 19.87]
Appendix B: The basic and benchmark solutions
In this Appendix, we describe the results of the basic and
benchmark solutions obtained with the original nonextincted
data set (see Sect. 3). The basic solution is obtained with the
improved basic module (i.e., the methodological and computa-
tional improvements described in Appendix A). In contrast, the
benchmark solution is obtained with the improved basic mod-
ule plus the simplified model of EMB (see Sect. 2.3). Both
basic and benchmark solutions use the same field model, which
we obtained after fitting a GMM to the field population (see
Appendix A.4).
B.1. Basic solution
The results of applying the improved basic module to the origi-
nal data set are the following. The optimum probability thresh-
old (found using the first strategy, that of Paper I) is pt = 0.68.
At this probability threshold, the true positive rate (TPR), con-
tamination rate (CR), and accuracy (ACC) of the classifier are
TPR = 89.8%, CR = 6.9%, and ACC = 99.6%. Compared to the
solution of Paper I, where pt = 0.84, the TPR remains similar,
the CR is worst by 3%, and the ACC is 3% better. These differ-
ences are explained by our improved and more realistic model-
ing of the synthetic data (see Appendix A.5). The basic solution
finds 1990 candidate members, of which 1846 are in common
with the results of Paper I. The number of candidate members
is compatible, within the Poisson uncertainties, with the 1973
candidate members found in Paper I. The new solution rejects
144 of the original candidate members and finds 122 new ones.
The new and rejected candidates are randomly distributed over
the proper motions and photometric sequence of the cluster and
show no evidence of systematic shifts. Moreover, their numbers
are compatible with the original ones given the measured value
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Fig. B.1. TPR and CR of the benchmark solution as functions of the
probability threshold.
of CR (6.9%). Therefore, we conclude that this new solution is
statistically indistinguishable from that of Paper I.
B.2. Benchmark solution
Here, we show the details of the benchmark solution obtained
with the basic+EMB modules over the original data set. First,
we analyze the quality of the classifier in terms of the TPR and
CR, and then we describe the inferred posterior distributions of
the proper motions, the color index, and Y, J, H, and K bands.
B.2.1. Quality of the classifier
The benchmark solution finds 1943 candidate members with
a membership probability larger than the optimum probabil-
ity threshold of pt = 0.68, hereafter we refer to these as the
high membership probability sample (HMPS). Compared to
the 1990 candidate members found by the basic solution (see
Appendix B.1), there are 1903 in common, 87 rejected, and 40
new ones. The quality indicators of the classifier are shown in
Fig. B.1, in particular, at the optimum probability threshold, the
TPR is 92.5%, the CR is 6.5%, and the ACC is 99.6%.
Although the benchmark solution found 47 less candidate
members than the basic solution, both numbers are compatible
within the Poisson uncertainty. Moreover, under the assumption
that the members of the basic solution are the true ones, the 1903
common members represent 95.6% of the 1990 candidate mem-
bers, well above the 92.5% of the TPR reported by the bench-
mark solution. The previous values indicate that our quality
measurements are consistent between solutions and that the
benchmark solution is similar to the basic one. However, con-
trary to what is observed when comparing the basic solution to
that of Paper I, in this case, the rejected sources are not randomly
distributed.
The 87 rejected candidate members are located at a mean
distance of 15.1 mas yr−1 from the cluster proper motion center,
whereas the common candidate members have a mean distance
of 5.2 mas yr−1, showing that the rejected sources are mainly
on the outskirts of the proper motions distributions. Further-
more, 72 out of the 87 rejected sources are farther away than the
5.2 mas yr−1 of typical distance in the common candidate mem-
bers. The rejected sources were considered members in the basic





















Fig. B.2. Proper motions diagram showing the single and EMB candi-
date members found by the benchmark solution, together with samples
from the prior (green lines) and posterior (orange lines) distributions of
the astrometric GMM parameters, and the maximum-a-posteriori solu-
tion (red line). For comparison, the candidate members found with the
basic solution are shown with blue circles.
solution due to the more extended wings of the EMB proper
motions model, but once this model is removed (see Sect. 2.3),
the membership probabilities of the rejected sources fall below
the optimum probability threshold and are therefore no longer
considered as candidate members. Although 30% of the rejected
candidate members from the basic solution are EMB, the total
fraction of EMB reported by both solutions is ∼14%. Therefore,
we conclude that although our EMB module results in a simpli-
fied model of the EMB with respect to that of Paper I, it still
recovers the same fraction of EMB that the basic solution.
B.2.2. Population distributions
We now make a summary of the population distributions
found with the benchmark solution. Figures B.2–B.4 show the
proper motions, color–magnitude, and magnitude diagrams of
the HMPS candidate members, together with samples from the
prior (green lines) and posterior (orange lines) distributions of
the benchmark solution. For comparison, the figures also show
the distributions resulting from the candidate members of the
basic solution (see Appendix B.1). Figure B.2 shows that the
majority of the rejected candidate members from the basic solu-
tion are located at the outskirts of the proper motion distri-
bution, as already discussed in the previous section. Despite
the previous effect, neither the color–magnitude diagram nor
the resulting magnitude distributions exhibit any potential bias
(see Figs. B.3 and B.4). Furthermore, the magnitude distribu-
tions resulting from the HMPS are almost indistinguishable from
those obtained with the candidate members of the basic solution.
The differences between the magnitude distributions obtained
with the HMPS and with the posterior distributions of the model
parameters are a direct consequence of the fact that the former
is not a random sample of the latter, but it only contains the high
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Fig. B.3. Color–magnitude diagram showing the single and EMB candi-
date members found by the benchmark solution. Captions as in Fig. B.2.





















Fig. B.4. Magnitude distributions in the Y, J, H, and K bands found by
the benchmark solution. Captions as in Fig. B.2.
membership probability sources. In addition, these latter sources
have missing values, which prevent us from drawing them, as
clearly shown in the bright side of the Y band magnitude distri-
bution.
In this Appendix, we show that the basic and benchmark
solutions are almost identical with no evidence of biases. Fur-
thermore, our simplified EMB model recovers the same fraction
of EMBs as the basic solution.
Appendix C: Details of the classifier quality
In this Appendix, we analyze the quality of the classifier
obtained using the extinction+EMB modules (see Sects. 2.2
and 2.3) when applied over the synthetically extincted MAP0,1,2
data sets. In particular, we measure the accuracy, true positive
rate (TPR), and contamination rate (CR) at the optima probabil-
ity thresholds obtained with the following three strategies.
In the first strategy, we learn the cluster and field mod-
els from the synthetically extincted data set using the extinc-
tion+EMB module. Then, with these learned models, we gen-
erate a new synthetic data set in which the true class labels are
known (i.e., those of the field and the cluster). We notice that
thanks to our extinction module, the learned cluster model is free
of extinction, and therefore the synthetic data generated from it
are also extinction-free. Afterward, we infer the cluster model
from the previous data using our basic+EMB module. Finally,
we compute the optimum probability threshold using the true
classes of the synthetic data and the inferred membership prob-
abilities. This strategy follows the approach of Paper I in the
sense that it assumes that the learned model is the true one. In
the absence of the true labels of the cluster and field populations,
this strategy is, to the best of our knowledge, the only available
one to obtain the optimum probability threshold. The caveat of it
is that the learned cluster model is free of extinction, and there-
fore the resulting classification threshold is independent of the
extinction.
In the second and third strategies, the optimum probability
threshold is computed assuming that the true class labels cor-
respond to those obtained by the benchmark solution (i.e., that
found with our basic+EMB module on the original nonextincted
data set; see Appendix B). While the second strategy computes
the optimum probability threshold using all sources indepen-
dently of their extinction value, the third strategy splits the data
into bins of one magnitude of extinction and obtains optimal
classification thresholds for each bin. This latter strategy gives
a more detailed analysis of the performance of our extinction
methodology under different degrees of extinction. The caveat
of these strategies is that they assume that the data set contains
the true class labels.
Tables C.1–C.3 show the true positive rate (TPR) and con-
tamination rate (CR) measured with our three strategies on the
synthetic data sets MAP0,1,2. The rows of these tables show the
results of the strategies and are marked as follows. The results
of the first and second strategies are shown in the first two rows,
while the rest of the rows show those of the third strategy. This
latter is shown at each extinction bin and for the concatenation
of the labels in all bins (last row). The columns show the average
extinction value of each bin, the optimum probability threshold
pt, and the quality indicators of the classifier. These latter are
shown for the entire data set (labeled All) and for subsets con-
taining only the sources with observed and missing color index
(labeled CIobs and CIna, respectively). As can be observed, our
strategies report high and similar values of the true positive rate.
On the contrary, our second and third strategies report contami-
nation rates that are lower than that obtained with the first strat-
egy. The differences between the contamination and true positive
rates of the first and second strategies result from their different
probability thresholds. As the latter decreases, more members
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Table C.1. Quality indicators found in the MAP0 data set.
Av pt TPR [%] CR [%]
All CIobs CIna All CIobs CIna
Strategy
First – 0.70 96.30 96.89 95.01 10.39 3.79 22.14
Second – 0.79 93.90 95.94 89.50 5.89 2.98 12.01
Bin 1 0.10 0.79 96.32 98.03 92.66 5.39 2.88 10.62
Bin 2 1.71 0.67 67.48 71.26 58.33 16.16 4.62 38.24
All bins – – 94.39 96.18 90.53 5.97 2.97 12.19
Table C.2. Quality indicators found in the MAP1 data set.
Av pt TPR [%] CR [%]
All CIobs CIna All CIobs CIna
Strategy
First – 0.75 89.55 92.04 84.17 18.00 6.32 36.66
Second – 0.87 83.45 87.74 74.18 8.91 3.50 20.33
Bin 1 0.61 0.95 90.06 94.34 82.50 4.78 1.96 10.00
Bin 2 1.52 0.90 87.81 92.33 78.72 7.28 2.24 17.32
Bin 3 2.66 0.64 86.47 89.79 78.39 10.77 3.70 25.95
All bins – – 87.53 91.32 79.35 8.64 2.96 20.24
Table C.3. Quality indicators found in the MAP2 data set.
Av pt TPR [%] CR [%]
All CIobs CIna All CIobs CIna
Strategy
First – 0.72 84.76 87.10 79.69 22.27 7.60 43.47
Second – 0.87 77.41 82.96 65.40 9.48 3.70 22.29
Bin 1 0.31 0.92 86.50 92.58 73.61 5.66 2.30 13.59
Bin 2 1.48 0.90 85.71 93.24 71.30 9.70 4.46 20.62
Bin 3 2.48 0.74 85.71 91.21 74.73 13.65 5.14 29.17
Bin 4 3.47 0.33 84.25 86.34 78.87 9.32 3.07 23.29
Bin 5 4.48 0.08 77.78 78.05 77.19 7.89 2.04 18.52
Bin 6 5.50 0.03 70.21 70.87 68.42 9.17 8.75 10.34
All bins – – 83.83 88.38 74.01 8.61 3.65 19.32
are recovered, but also more contaminants are included. For this
reason, the first strategy reports larger true positive and contam-
ination rates than those of the second strategy. As mentioned
above, the first two strategies obtain the optimum probability
threshold using all sources from the data set. However, thanks
to the partitioning of the data into bins of extinction, the third
strategy obtains probability thresholds that are optimal for each
extinction bin. These thresholds monotonically decrease with
increasing extinction as a consequence of both the optimization
of the recovered members and the dilution of information across
the increasingly wider limits of the marginalization integral of
Eq. (5). The previous analysis shows that while our first strategy
is similarly good at recovering the cluster members as the other
two, the detailed analysis in bins of extinction performed by the
third one reduces the contamination rate to values .10%.
Figures C.1–C.3 show the proper motions and color–
magnitude diagrams of sources classified as true positives, false
positives, and false negatives in the MAP0,1,2 data sets as recov-
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Fig. C.1. Proper motions and color–magnitude diagrams showing the
true positives, false positives, and false negatives, from the MAP0 data
set.
ered with the optimum probability thresholds of the third strat-
egy. As can be observed from the proper motions diagram, the
false positives and false negatives appear to be more frequent in
the outskirts of the distribution than the true positives. On the
other hand, the color–magnitude diagrams show that the false
negatives tend to have large extinction values, while the false
positives are evenly spread in extinction and follow the color–
magnitude distribution of the true positives. Therefore, we con-
clude that our extinction methodology has difficulties in recov-
ering the most extincted members (i.e., the false negatives with
Av ∼ 6 mag), particularly those at the outskirts of the distribu-
tion of proper motions, where the confusion with the field pop-
ulation increases. Nonetheless, even at the high extinction value
of Av ∼ 5 mag the true positive rate and contamination rates are
better than 70% and 10%, respectively.
As discussed in Paper I and confirmed by the values shown
in Tables C.1–C.3, the sources with missing values, particu-
larly those with a missing color index, are the main culprit of
the contamination reported by both our original and extinction
methodologies. In Paper I, we observed that sources with a miss-
ing color index increased the contamination rate by a negligi-
ble ∼2%. Here, we observe that ∼70% of the false positives
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Fig. C.2. Same as Fig. C.1 but for the MAP1 data set.
(i.e., contaminants) come from sources with a missing color
index, which unfortunately is the majority of the sources in
our original data set (see Table 1). Although the contamination
rate introduced by these sources in the high extinction regions
(Av > 5 mag) of the cluster is ∼10%, the majority of the contam-
inants come from field sources with missing values that were
originally at the blue side of the photometric sequence, but that
after being reddened are now compatible with the photomet-
ric model thanks to extinction values within the limits of the
marginalization integral (see Eq. (5)). Thus, the rise in the num-
ber of contaminants is a direct consequence of our new and more
complex extinction methodology in combination with the lack of
discriminant information: the color index.
Quality as a function of extinction and magnitude
In this section, we provide further details of the quality of the
classifier as a function of extinction and magnitude. As the first
strategy obtains a cluster model free of extinction, we only ana-
lyze its results as functions of magnitude.
Figures C.4–C.6 show the TPR and CR of the classifiers
obtained from the MAP0,1,2 data sets as functions of the prob-
ability threshold. The black lines show the quality indicators
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Fig. C.3. Same as Fig. C.1 but for the MAP2 data set.
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Fig. C.4. Quality indicators of the classifier obtained from the MAP0
data set. The TPR and CR of the classifier are shown as functions of
the probability threshold (black line) and for bins of one magnitude of
extinction (color lines).
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Fig. C.5. Quality indicators of the classifier obtained the MAP1 data set.
Captions as in Fig. C.4.
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Fig. C.6. Quality indicators of the classifier obtained the MAP2 data set.
Captions as in Fig. C.4.
obtained with the second strategy, that is using all sources, and
the colored lines show those obtained with the third strategy
and are color-coded with the mean extinction value of the bin.
The mean extinction value and the optima probability thresh-
olds of each case are shown in the second and third columns
of Tables C.1–C.3. Similarly, the quality indicators at each opti-
mum probability threshold are marked with crosses, and their
values correspond to those shown in the fourth and seventh
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Fig. C.7. TPR and CR of the classifier resulting from the MAP0 data
set. The sources are split into those with a missing (dashed lines) and
observed (solid lines) color index. The black line indicates the results
independent of the extinction value of the sources (i.e., the second strat-
egy), while the colored lines show the results of different bins of extinc-
tion (i.e., the third strategy).
As can be observed from Fig. C.4, the quality of the clas-
sifier resulting from the MAP0 data set and the second strat-
egy, shown with black crosses (TPR = 93.9% and CR = 5.9%),
has similar quality indicators to those of the benchmark solu-
tion (i.e., TPR = 92.5% and CR = 6.5%), with both cases having
accuracies &99.6%. The third strategy results in quality indica-
tors for the first Av bin that are similar to those of the second
strategy. However, the second bin shows poorer results than the
first one. Figures C.5 and C.6 show that the quality indicators
found in the MAP1,2 data sets follow similar trends, which are
a decreasing TPR with increasing value of extinction, and a CR
that remains .15%. Moreover, the accuracy of our classifier over
all data sets, extinction values, and strategies remain in the inter-
val between 99.2% and 99.8%, thus proving its excellent quality.
We notice that a major caveat of our extinction methodology
when used as a classifier is its difficulty in recovering members
with increasing values of extinction. As shown in Figs. C.4–C.6
and Tables C.1–C.3, the TPR steadily decreases as a function
of extinction from values ∼90% at Av ∼ 0.5 mag, to ∼70%
at Av ∼ 5.5 mag. On the contrary, the CR resulting from the
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Fig. C.8. TPR and CR of the classifier resulting from the MAP1 data
set. Captions as in Fig. C.7.
detailed analysis in bins of extinction (i.e., our third strategy)
remains .15% in spite of the extinction value.
We now analyze the quality indicators of the classifier for
the subsets of the data with observed and missing color index.
The results of this analysis are shown in Tables C.1–C.3 and
Figs. C.7–C.9. The upper and lower panels of these latter figures
show the TPR and CR, respectively, as a function of the proba-
bility threshold, the extinction, and the status of the color index:
observed or missing.
As can be observed from Figs. C.7–C.9, the TPR of sources
with observed color index is for all cases higher than that of
sources with missing color index. The difference between these
values decreases with increasing extinction, starting from 20%
at Av ∼ 0.5, and down to zero at the limit of Av ∼ 6, where the
TPR of sources with and without a color index are both ∼70%.
Concerning the CR, we observe that sources with observed color
index have consistently lower CR than those without it. In this
case, the difference follows a trend similar to that of the TPR.
Finally, we analyze the dependencies of the TPR and CR on
the photometric magnitude. Figures C.10–C.12 show the mea-
sured TPR and CR of the classifier inferred from the MAP0,1,2
data sets as functions of the K magnitude, which is the most
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Fig. C.9. TPR and CR of the classifier resulting from the MAP2 data
set. Captions as in Fig. C.7.
show the TPR and CR measured from the subsets of sources
with and without an observed color index (marked as CIobs and
CIna, respectively). As can be observed in these figures, our
three strategies show similar results of TPR, with the second
one showing increasingly lower values of TPR with increas-
ing extinction. Moreover, the TPR is relatively stable as a func-
tion of magnitude with slightly poorer values on the bright side
(K . 11 mag). The latter is a consequence of the high fraction
of sources with missing Y band, an effect discussed in Sect. 4.2
and Appendix C. Regarding the CR, the values obtained with
the second and third strategies are consistently lower than those
obtained with the first one across all the magnitude interval and
the data sets. In addition, the results from the three data sets
show that the CR is lower in the central magnitude regions than
in the faint and bright sides. However, we notice that due to
low-number statistics, the results of the extreme bins at mag-
nitudes <9 mag and >17 mag must be interpreted with caution.
As discussed in Sect. 4.1, sources with missing values hamper
our methodology by increasing the CR. Therefore, the higher
CR values on the bright and faint domains (without taking into
account the edges) result from the large fraction of sources
with missing values produced by the sensitivity limits of the
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Fig. C.10. TPR and CR of the classifier resulting from the MAP0 data
set as functions of the K magnitude. The color shows the strategy to
obtain the optimum probability threshold, and the line style shows the
three different cases: all sources (solid lines), and those with and without






























Fig. C.11. TPR and CR of the classifier resulting from the MAP1 data






























Fig. C.12. TPR and CR of the classifier resulting from the MAP2 data
set as functions of the K magnitude. Captions as in Fig. C.10.
photometric detectors, which saturate at the bright side and are
unable to detect the faintest sources. Partitioning the data set into
the subsets with and without observed color index confirms our
previous discussion about the negative impact that sources with
missing values produce in the classifier quality, particularly in
the CR. As can be observed in these figures, the CR and TPR
measured from the subset of sources with observed color index
are better than those measured in the subset with missing color
index. Here again, the values at the edges must be neglected due
to the low-number statistics.
In this Appendix, we show that the major caveats of our
methodology are the contaminants introduced by sources with
missing color index, and the reduced recovery rate with increas-
ing extinction value. These two problems are associated with the
quality of both the data set and the extinction map. While better-
quality data will certainly reduce the contaminants down to the
negligible values shown by the subset with observed color index,
a detailed extinction map that provides constraining lower and
upper limits to the extinction will improve the TPR of the clas-
sifier.
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