Abstract. In the process of decision making, the necessity of aggregation of input arguments into a single output becomes a key step; as a result, the selection of an appropriate aggregation operator is a vital aspect. The aim of this contribution is threefold. First, we study algebraic operations of Trapezoidal Intuitionistic Fuzzy Numbers (TrIFNs), and then on the basis of these operational laws, we de ne four types of harmonic mean operators with TrIFNs. Second, the required properties of the proposed operators are reviewed. After that, an approach based on the proposed operators is introduced to solve a group decision making problem. Finally, a practical example is furnished to demonstrate the applicability of the proposed operators in the decision making context. The contribution ends by introducing comparative analysis of the obtained results.
Introduction
Aggregation operators have a structural feature that combines a nite number of data points with a single value. Aggregation operators are important tools of information fusion in the decision making problem [1] [2] [3] , neural networks [4] , fuzzy logic controller [5] , and many other elds. Depending on the di erent nature of information and their relations, various types of aggregation operators have been developed. Among several aggregation operators, the Arithmetic Mean (AM), the Geometric Mean (GM), and the Harmonic Mean (HM) operators are fundamental operators. Based on these basic operators, di erent types of operators are developed and extended to several environments. Yager [6] proposed the Ordered Weighted Averaging (OWA) operator where the input arguments are organized in order. The Ordered Weighted Geometric fuzzy hybrid harmonic operators, were developed by Xu [14] . To nd the correlation among the arguments, various types of operators, such as power average [15] , Choquet integral [16] , Bonferroni mean [17] operators, are developed. In the linguistic fuzzy environment, Tian et al. [1] de ned linguistic fuzzy weighted fuzzy Bonferroni mean operator and Yu et al. [12] de ned linguistic hesitant fuzzy Heronian mean operator. Ma et al. [3] introduced 2 tuple linguistic aggregation operators on the basis of subjective sensation and objective numerical scales.
By considering the non-membership degree to the fuzzy set, Atanassov [11] proposed IFS theory where the membership degree and non-membership degree do not always complement each other. There may arise some hesitations. Thus, in some cases, IFS theory is more appropriate to deal with inexact information present in real-world applications than the ordinary fuzzy set. Eventually, in less than three decades since its rst appearance, IFS theory has been investigated by many authors [18] [19] [20] [21] [22] [23] [24] and used for decision making [18, 23, 25] , mathematical programming [20, 24, [26] [27] [28] , medical diagnosis [19] , to name a few. With this viewpoint, the extension of all aforementioned aggregation operators to intuitionistic fuzzy environment has received considerable attention of many researchers [29, 30] .
The notion of Intuitionistic Fuzzy Number (IFN) [31] [32] [33] [34] [35] [36] [37] , de ned on the continuous universe, is improved to quantify imprecise quantity. Basically, the concept of IFNs can be viewed as an extensive approach to conventional IFS, which is based on discrete sets. In the information integration process, discrete sets may lose partial information [38] , while continuous sets preserve the unity of information and, consequently, are more suitable to model imprecise information rather than former sets. Under this circumstance, extending the concept of discrete sets to continuous sets, IFNs are de ned which can more suitably model imprecise data involved in real-world decision making problems [39] [40] [41] [42] [43] [44] [45] [46] . There are few numbers of aggregation operators existing to aggregate IFNs in the literature. Wang and Zhong [47] proposed the weighted arithmetic and geometric average operators with Trapezoidal IFNs (TrIFNs). Wan and Dong [48] developed Choquet integral operator with Triangular IFNs (TIFNs). With TrIFNs information, in 2016, Wan et al. [2] introduced a fuzzy generalized OWA operator and generalized hybrid weighted averaging operator. In [49] , Wan et al. developed arithmetic aggregation operators for triangular Atanassov's IFNs. Furthermore, generalized Choquet integral operator of triangular Atanassov's IFNs was developed by Dong et al. [50] . Wan and Zhu [51] de ned triangular intuitionistic fuzzy triple Bonferroni harmonic mean operators. Wu and Cao [52] de ned di erent families of geometric aggregation operators to aggregate TrIFNs. Liu and Jin [53] studied Bonferroni mean operator to aggregate trapezoid fuzzy linguistic variables. In 2013, a power-average operator of TrIFNs was introduced by Wan [54] and this operator was used in the decision making problem. In 2015, Wan and Dong [55] developed power geometric operators for TrIFNs. Wan and Yi [56] developed power-average operators for TrIFNs by using strict t-norms and t-conorms. Nowadays, research studies concentrate on interval-valued TrIFNs [57] [58] [59] and in this direction, Dong and Wan [57] developed generalized weighted aggregation operators with intervalvalued TrIFNs.
The aim of this contribution is not to cover all the ranges of Multi-Attribute Group Decision Making (MAGDM) problem under intuitionistic fuzzy environment, but merely to discuss the aggregation step. The HM operator is an appropriate tool in the situations, while outliers exist in the data set. If the population consists of few outliers which are much larger than the remaining data, then the HM is the best average operator to use because the HM gives less importance to high-value outliers. For this reason, in this work, we introduce a new aggregation operator, Trapezoidal Intuitionistic Fuzzy Harmonic Mean (TrIFHM) for aggregating TrIFNs. Furthermore, di erent families of harmonic mean operators are also developed. Particularly, this study focuses on the development of the weighted HM operator, OWH mean, induced OWH mean, and hybrid HM operators with TrIFNs information. The main feature of the proposed operators is that the aggregated value is also TrIFN. Then, an approach to MAGDM problem with TrIFNs is developed based on the proposed operators.
The rest of the paper is structured as follows: In Section 2, some de nitions and operations related to TrIFNs and a ranking process of TrIFNs are described. Di erent families of harmonic mean operators are developed in Section 3 and also their properties are studied in this section. In Section 4, an application of the proposed operators in MAGDM problem under intuitionistic fuzzy environment is discussed. In Section 5, a practical example is illustrated. A comparison analysis is also conducted in this section. A concrete conclusion is drawn in Section 6.
Preliminaries 2.1. De nition and operations of TrIFNs
Here, we present a brief introduction to TrIFNs, including their operations, which will be required for our subsequent developments. We start by recalling the de nition of TrIFN. 
where w e A represents the maximum membership degree, whereas u e A is the minimum degree of non-membership of element x 2 e A. both membership and non-membership functions is considered. First, the whole area is partitioned into ve rectangles (Figure 1) where P x and Q x are X coordinates of points P and Q, respectively. 
Box I
Intuitionistic harmonic mean operator
In this section, HM operator for crisp numbers is discussed rst, and then this operator is developed under intuitionistic fuzzy environment.
Harmonic mean
The HM and weighted HM operators can be de ned as follows.
De nition 6. Let a 1 ; a 2 ; ; a n be n real numbers. Then, HM operator is de ned as follows:
H( a 1 ; a 2 ; ; a n ) = n n P j=1 1 aj ;
that is, HM is the reciprocal of the AM of the reciprocals.
De nition 7. Let a 1 ; a 2 ; ; a n be n real numbers. Then, weighted HM operator is de ned by:
H ( a 1 ; a 2 ; ; a n ) = 1
where = ( 1 ; 2 ; ; n ) T is a weight vector of a j (j = 1; 2; ; n); j 2 [0; 1] and P n j=1 j = 1. When outliers exist in the sample data set, HM operator would be the best choice [61] to aggregate the data as the HM gives less importance to high-value outliers.
For example, suppose that there are thirteen bars ( Figure 3 ) of almost similar height in a sample and there is one bar which is more than three times longer. Consequently, this outlier may strongly a ect the AM and may provide an average value which is biased due to the presence of this bar. However, HM provides the less biased result as it gives less importance to outliers. In this example, the aggregated value obtained by AM is approximately 47.7, while it is approximately 41 by HM, i.e., in this case, the AM overstates the average value by over 15%. Hence, if the aim is to compute the average value of data where few outliers exist, then HM is the best one. 
Family of harmonic mean operators of TrIFNs
The aforementioned discussion motivates us to develop harmonic mean operator in the intuitionistic fuzzy environment. 
Proof: Proof of this theorem can be done by the principle of mathematical induction. When n = 2, then TrIFWPHM (Ã 1 ;Ã 2 ) is calculated as shown in Box II. So, Eq. (9) is true for n = 2.
Suppose that Eq. (9) holds for n = k, i.e.:
TrIFWHM Now for n = k + 1, using above expression and operational laws, we will have: 
where ( 1 ; 2 ; ; n ) is a permutation of (1; 2; ; n) and e A (j) e A (j 1) , 8 j = 2; 3; ; n.
Theorem 3. Let e
A j (j = 1; 2; ; n) be a collection of positive TrIFNs and t = (t 1 ; t 2 ; ; t n ) T If = ( 1 ; 2 ; ; n ) T approaches = ( 1 n ; 1 n ; :::; 1 n ) T , then vector ( e A 0 (1) ; e A 0 (2) ; ; e A 0 (n) ) approaches ( e A (1) ; e A (2) ; ; e A (n) ) and the operator TrIFhHM reduces to TrIFOWHM operator (Eq. (11)); If t = (t 1 ; t 2 ; ; t n ) T approaches t = ( 1 n ; 1 n ; :::; 1 n ) T , then ( e A 0 (1) ; e A 0 (2) ; ; e A 0 (n) ) approaches ( e A 1 ; e A 2 ; ; e A n ) and the operator TrIFhHM reduces to TrIFWHM operator (Eq. (7)).
An application to group decision making problem with TrIFNs information
With the increasing complexity in real-life decision making scenario, it is usually a hard task for a single expert to evaluate all the relevant issues correctly. Thus, in order to improve the rationality and reliability of the decisive result, many real-world processes take place by a group of experts. With this view point, a group decision making problem is presented where the information is quanti ed by TrIFNs. Let the MAGDM problem be designed by m alternatives A = fA 1 ; A 2 ; ; A m g. The expert unit assesses these m alternatives with respect to n attributes C = fC 1 ; C 2 ; ; C n g with their corresponding weights = ( 1 ; 2 ; ; n ) T , where j 2 [0; 1], j = 1; 2; ; n and P n j j = 1. The set of attributes C can be classi ed into two subsets: the subset of bene t attributes P and the subset of cost attributes Q with P [ Q = C, P \ Q = . The characteristic of bene t attribute is the larger, the better and that of cost attribute is the smaller, the better. Let E = fE 1 ; E 2 ; ; E k g be the set of k experts and = ( 1 ; 2 ; ; k ) T be the weight vector of these k experts, where: 
-
Step 5: Ranking of the alternatives. Ranking is done according to the ranking process de ned in Section 2.2.
-Step 6: End.
Enterprise selection example
In this section, to illustrate the application of the proposed operators, we consider a MAGDM problem adopted from [54] . A company wants to form a cooperative alliance with some potential enterprises to ful ll the market demand. After pre-evaluation, three enterprises, Table 7 ; -Step 5: Finally, the decision results are obtained by the centroid-based ranking method discussed in Section 2.2 and provided in Table 7 .
It is observed from Table 7 that the ranking order of alternatives is A 2 > A 1 > A 3 . Hence, the best enterprise is A 2 . Now, the obtained result is compared with the existing approaches through the aforementioned enterprise selection problem. Together, one more comparison analysis is drawn where the same problem is solved with IFSs data instead of TrIFNs.
Comparison analysis
5.1.1. Comparison of performances with the existing aggregation operators In this subsection, the above-mentioned enterprise selection problem (described in Section 5) is solved by using di erent operators, such as weighted power-average operator [54] of TrIFNs, weighted power geometric operator [55] of TrIFNs, and generalized weighted averaging operator [57] for interval-valued trapezoidal intuitionistic fuzzy number to illustrate the applicability of the proposed operators. The individual overall ratings of alternatives by using these aggregation operators and experts' overall ratings of alternatives by using the corresponding hybrid aggregation operators are computed to compare the performance of the proposed harmonic mean operator with the aforementioned aggregation operators. By using the alternatives' nal performances, ranking order of the alternatives in each of the cases is calculated and presented in Table 8 .
It is to be observed from Table 8 that the ranking results by utilizing the proposed harmonic operator for TrIFNs, weighted power-average operator [54] , and weighted power geometric operator [55] of TrIFNs are the same. IVTrIFGWA [57] operator selects A 2 as the best alternative; however, ordering of A 1 and A 3 is reverse over the other methods. Both weighted power average operator [54] and weighted power geometric operator [55] of TrIFNs focus on assigning low weight to the unfair data (i.e., extreme outliers) by considering relationship among the input TrIFN arguments. They directly do not address outlier information among the TrIFN data sets. In this respect, our proposed TrIFWHM operator focuses on directly the outlier data In what follows, we compare the proposed model with the intuitionistic fuzzy value model.
Comparison analysis with IFS-based MAGDM
model It is owing to fact that IFNs, generalization of IFSs, are de ned on the continuous universe of discourse. Thus, it is more convenient to use IFNs rather than IFSs. However, to make a comparative analysis, we use IFSs to express expert's opinion by considering expert's satisfaction and dissatisfaction degrees (i.e., (w ij ; u ij )), actually modeled by TrIFNs A i (i = 1; 2; 3). Then, the weighted intuitionistic fuzzy arithmetic mean operator [29] is used to compute the alternatives' overall ratings. The nal performance values of alternatives A i (i = 1; 2; 3) are computed and given in Table 9 .
Finally, the decision results are obtained by using score function [62] . From Table 9 , it is to be noted that enterprise A 1 is the best choice.
It is worth noticing that the resultant ranking result is di erent from the ranking order found by the proposed method (TrIFNs model). This change is due to the transformation of original information (TrIFNs) into intuitionistic fuzzy values by discarding trapezoidal fuzzy numbers from the corresponding TrIFNs. As a result, TrIFN loses its inherent structure. Such a transformation distorts experts' original opinions as well as weakens the ability of information representation of TrIFNs. it is due to the fact that TrIFNs provide a suitable framework to maintain the integrity in information processing in a decision-making problem, compared to IFSs. Hence, MAGDM problems with imprecise information, represented by TrIFNs, provide more accurate results.
Conclusion
In this study, we have developed a series of aggregation operators (TrIFWHM, TrIFOWHM, TrI-FIOWHM, and TrIFhHM) on the basis of HM operator to aggregate TrIFNs. Through in-depth discussion of HM operator with TrIFN information, this study has enriched the theory of harmonic aggregation under intu-itionistic fuzzy environment. The desirable properties of the proposed operators have also been studied. The proposed operators are suitable tools, especially in the cases where the few outliers exist in the data set. An enterprise selection example is demonstrated to illustrate the utilization of the proposed operator for solving a MAGDM problem. Furthermore, comparison analysis is conducted to show the e ectiveness of the proposed operators.
As stated earlier, in this work, the proposed operators are used in an enterprise selection problem; however, it can also be applied to any other areas of decision problems where uncertainty and hesitation are involved in the evaluation process and this will be our future research work.
