This work is devoted to the numerical simulation of the Vlasov equation using a phase space grid. In contrast to ParticleIn-Cell (PIC) methods, which are known to be noisy, we propose a semi-Lagrangian-type method to discretize the Vlasov equation in the two-dimensional phase space. As this kind of method requires a huge computational effort, one has to carry out the simulations on parallel machines. For this purpose, we present a method using patches decomposing the phase domain, each patch being devoted to a processor. Some Hermite boundary conditions allow for the reconstruction of a good approximation of the global solution. Several numerical results demonstrate the accuracy and the good scalability of the method with up to 64 processors. This work is a part of the CALVI project.
Introduction
The Vlasov-Poisson equation describes the evolution of a system of charged particles subjected to the effects of a self-consistent electric field. The unknown f is a distribution function of particles in the phase space which depends on time t ≥ 0, the physical space x ∈ R d and the velocity v ∈ R d , where d is the dimension, d = 1, 2, 3. This kind of model can be used for the study of beam propagation, collisionless or gyrokinetic plasmas.
The numerical solution of Vlasov-type equations, which depend at least on 6 variables plus time, is most often performed using particle methods (Particle In-Cellmethods) , where the plasma is approached by a finite number of macro-particles. The trajectories of these particles are computed using the characteristic curves given by the Vlasov equation, whereas the self-consistent electric field is computed on a fixed grid (Birdsall and Langdon, 1991) . Even though these methods produce satisfactory results with relatively few particles, for some applications (in particular, when particles in the tail of the distribution function play an important physical role, or when one wants to study the influence of density fluctuations which are at the origin of instabilities), it is well known that the numerical noise inherent in the particle methods becomes too significant. Consequently, methods which discretize the Vlasov equation on a phase space grid have been proposed (see (Feix et al., 1994; Filbet et al., 2001; Filbet and Sonnendrücker, 2003; Ghizzo et al., 1996; Ghizzo et al., 1990; Shoucri and Knorr, 1974; for plasma physics and (Bermejo, 1991; Staniforth and Coté, 1991) for other applications). Among these Eulerian methods, the semi-Lagrangian method consists in computing directly the distribution function on a Cartesian grid of the phase space. The computation is done by integrating the characteristic curves backward at each time step and interpolating the value at the beginning of the characteristics by some interpolation techniques (e.g., Lagrange, Hermite or cubic splines). We refer the reader to for more details on the semi-Lagrangian method and to (Filbet and Sonnendrücker, 2003) for a comparison of Eulerian solvers dedicated to the Vlasov equation.
Eulerian methods have proven their efficiency on uniform meshes in the two-dimensional phase space, but when the dimensionality increases, the number of points on a uniform grid becomes very important, which makes numerical simulations challenging. Two kinds of strategy have been recently developed to simulate four-dimensional problems. Some adaptive methods decrease the computational cost by keeping only a subset of all grid points. Such methods use moving distribution function grids well suited to manage data locality. For more details, we refer the reader to (Campos-Pinto and Merhenberger, 2004; Gutnic et al., 2004; Sonnendrücker et al., 2004) . On the other hand, some parallelized versions of codes were implemented to simulate high-dimensional problems (Coulaud et al., 1999; Filbet and Violard, 2002) . Generally, the numerical schemes are based on time-splitting schemes which can be parallelized very efficiently on a moderate number of processors using a global transposition between each split step. Apart from this transposition that can be overlapped with computations, there is no communication between the processors. However, when heterogeneous grids and several hundreds or more processors are targeted (Grandgirard et al., 2006; Kim and Parker, 2000) , a global transposition involves a huge amount of data beeing transferred and this may become very inefficient. For these reasons, in this paper we develop a local spline interpolation technique that avoids any global transposition.
This work is devoted to the parallel implementation of the semi-Lagrangian method by using the cubic spline interpolation operator. In order to check the method, we have designed the parallel software LOSS (LOcal Splines Simulator). Even though cubic spline interpolation seems to be a good compromise between accuracy (small diffusivity) and simplicity, it does not provide the locality of the reconstruction since all the values of the distribution function are used for the reconstruction in each cell. To overcome this problem of global dependence, we decompose the phase space domain into patches, each patch being devoted to one processor. One patch computes its own local cubic spline coefficients by solving reduced linear systems. Hermite boundary conditions are imposed at the boundary of the patches to reconstruct a global C 1 numerical solution.
In fact, our strategy consists in getting a parallel version of the code, the results of which are as close as possible to the results of the sequential version. Even if the methodology remains slightly different from the sequential case (essentially due to the local determination of the cubic spline coefficients versus the global solution), our main efforts consist in recovering the global resolution in the best possible way. Thanks to an adapted treatment of the Hermite boundary conditions, the obtained numerical results are then in good agreement with those obtained with the sequential version of the code. Moreover, some communications between processors have to be managed in a suitable way. Indeed, as particles can leave the subdomain, their information must be forwarded to the appropriate processor that controls the subdomain in which the particles now reside. Such interprocessor communications would involve a relatively huge amount of data exchange, but a condition on the time step allows us to control the shifts so that the communications are performed only between adjacent processors. Hence, this communication scheme enables us to obtain competitive results from a scalability point of view. Let us mention that even though a uniform grid is used here, the methodology could be extended to sets of lines which are not equally spaced (e.g., adaptive meshes).
This work contributes to the improvement of a fivedimensional semi-Lagrangian gyrokinetic code which simulates the turbulent transport in magnetized fusion plasma. This high-dimensional problem is very demanding in terms of numerics and, therefore, the code is devoted to be massively parallelized. A time-splitting algorithm allows us to reduce the problem into a sequence of one-dimensional and two-dimensional advections. Our method enables us to accurately solve this advection part using parallel computations (see (Grandgirard et al., 2006) for more details).
The paper is organized as follows: First, we draw up some basic properties of the Vlasov-Poisson model. Then, we recall the main steps of the semi-Lagrangian method. Next, we propose the Hermite spline interpolation on patches before illustrating the efficiency of the method by presenting several numerical results.
Vlasov-Poisson Model
The evolution of the distribution function of particles f (t, x, v) 
, 2, 3 and t denoting time is given by the dimensionless Vlasov equation
where the force field F (t, x, v) can be coupled to the distribution function f . For the Vlasov-Poisson system, this coupling is accomplished through the macroscopic density
The force field which depends only on t and x makes the system nonlinear. It is given by
where E is the electric field and φ the electric potential. These two quantities depend on the total charge in the plasma where the ions form a fixed and uniform background. In the sequel, we briefly recall some classical
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estimates regarding the Vlasov-Poisson system (1), (2). First of all, mass and momentum are preserved in time,
Next, multiplying the Vlasov equation (1) by |v| 2 and integrating the result by parts, we express the conservation of the energy for the system (1)-(2):
for all t ∈ R + . Finally, the Vlasov-Poisson system (1)-(2) conserves the kinetic entropy
On the other hand, we can define the characteristic curves of the Vlasov-Poisson system (1)-(2) as the solutions to the following first-order differential system:
with the initial conditions
We denote by (X(t; s, x, v) , V (t; s, x, v) ) the position in phase space at time t, of a particle which was at (x, v) at time s. Let t → (X(t; s, x, v), V (t; s, x, v) ) be the characteristic curve solution to (3). Then the solution of the Vlasov-Poisson equation (1)- (2) is X(s; t, x, v), V (s; t, x, v) 
where f 0 is a given initial condition of the Vlasov-Poisson equation. This means that the distribution function f is constant along the characteristic curves, which is the basis of the numerical method we present in the next section. For more details, we refer the reader to (Bouchut et al., 2000; Glassey, 1996) .
Semi-Lagrangian Method
In this section, we recall the principles of the SemiLagrangian method for the Vlasov-Poisson equation (see for details) in a twodimensional phase space.
First of all, we introduce a finite set of mesh points (x i , v j ), i = 0, . . . , N x and j = 0, . . . , N v to discretize the computational domain. Then, given the values of the distribution function f at the mesh points at any given time step t n , we obtain the new value at mesh points (
where the notation
is used for the solutions of (3), and Δt stands for the time step. For each mesh point (x i , v j ), the distribution function f is then computed at t n+1 in two steps:
1. Find the starting point of the characteristic ending at
by interpolation, f being known only at mesh points at time t n .
In order to deal with the first step, we have to introduce a time discretization of (3). To guarantee secondorder accuracy in time, we use the Ampère equation to get an approximation of the electric field at time t n + Δt,
where J = J(t, x) is the current given by
where Δt is the time step, E n i is the electric field evaluated at t = t n and x = x i , and J n i is the current evaluated at time t n in x i ,
Δv being the velocity step. Then we solve (3) with the second-order accuracy in time thanks to a predictorcorrector scheme. The semi-Lagrangian method then reduces to the following algorithm: Let us suppose that f (t n , x i , v j ), E n i are known at the mesh points.
Step 1. Computation of a prediction of E n+1/2 i , denoted byẼ n+1/2 i , through solving the Ampère equatioñ
where J n i is computed via (6).
Step 2. Solution of (3):
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• Backward advection of Δt/2 in the spatial direction:
• Backward advection of Δt in the velocity direction:
Step 3. Interpolation of f (t n , X n , V n ), update of the distribution function owing to
and computation of the density
Step 4. Correction step: computation of the electric field by solving the Poisson equation at time t n+1 ,
Hence, Step 2 allows for the computation of the starting point of the characteristic (X n , V n ) thanks to the knowledge of (X n+1 , V n+1 ). Once we have followed the characteristics curves backward, we have to evaluate the distribution function at the end points of the characteristic curves which do not generally coincide with the mesh where f is known (Step 3). The last step is a correction step since the predicted electric fieldẼ n+1 is replaced by the true electric field E n+1 at time t n+1 , the solution to the Poisson equation at time t n+1 . Let us remark that the evaluation of the electric field at time
that does not necessarily belong to the mesh is performed thanks to a linear approximation. This algorithm may be iterated so that the predicted electric fieldẼ n+1 becomes sufficiently close to the true electric field E n+1 at time t n+1 . In practice, one iteration of this algorithm already gives enough accuracy.
Local Spline Interpolation
In this section, we present our interpolation technique based on a cubic spline method (DeBoor, 1978; Hammerlin and Hoffmann, 1991; Sonnendrücker E. et al., 1999) . Even if the cubic spline approach is quite standard for solving Vlasov equations, it remains a global method since it requires the values of the distribution function in the whole domain, which is inconvenient from a parallelization point of view. Our approach avoids this globality. Indeed, we decompose the phase space into several patches, each being assigned to one processor. The strategy is based on adapted boundary conditions which yield a C 1 reconstructed solution on the global phase space domain even on the patch boundaries.
We first present the interpolation on one patch in a one-dimensional context before focusing on the twodimensional case.
Local Spline Interpolation in One Dimension.
Consider a function f which is defined on a global do-
. Each subdomain will be assigned to a processor. In the following, we will use the notation
Let us now restrict the study of f :
, N ∈ N, where x 0 and x N are to be chosen according to the decomposition domain. The projection s of f onto the cubic spline basis is
where the cubic B-spline B ν is defined by
and the Hermite boundary conditions at both ends of the interval in order to obtain a C 1 global approximation,
The only cubic B-splines not vanishing at point x i are B i±1 (x i ) = 1/6 and B i (x i ) = 2/3. Hence, (8) yields
On the other hand, we have B i±1 (x i ) = ±1/(2h), and B (x i ) = 0. Thus, the Hermite boundary conditions (9) become
Hermite spline interpolation on patches for parallelly solving the Vlasov-Poisson equation
T is the solution of the (N + 3) × (N + 3) system Aη = F , where
(13) Bear in mind that f is a notation, and from a numerical point of view, the derivative of f has to be approximated in a well-defined sense. We will focus on this in the sequel of the paper.
Solving the linear system Aη = F . The matrix A of the linear system has a special structure. Its LU decomposition is of the following form:
where l i and d i can be computed from the following relations:
for each i = 2, . . . , N we have
The LU decomposition of A can then be performed only once. At each time step, a spline interpolant needs to be computed solving LU η = F into two steps: the solution of Lϕ = F , and then the solution of Lη = ϕ.
Local Spline Interpolation in Two Dimensions.
In a two-dimensional space, f is projected on a cubic spline basis for every
The same notation as that used in the previous section is employed and we have to compute the coefficients η νβ . For that purpose, we first solve N y + 1 systems
Each of the N y + 1 systems (15) satisfies N x + 1 interpolation conditions (at fixed j)
and the Hermite boundary conditions in the x-direction ∂f ∂x
We have
We have thus arrived at solving N y + 1 linear systems Aγ ν (y j ) = F (y j ), one for each value of j, involving the (N x + 3) × (N x + 3) matrix (13) and an (N x + 3) vector similar to (12) evaluated at y j . Following the procedure used previously (via the LU decomposition), we then obtain the (N x + 3) vector of unknown γ ν (y j ), for
340

N. Crouseilles et al.
The second step consists in solving a one dimensional problem given by (16) for each ν = −1, . . . , N x + 1. However, the left-hand side of this system is only known for values of y j , j = 0, . . . , N y (i.e., it is a vector of N y + 1 components) whereas the right-hand side is an (N y + 3) vector. Some boundary conditions are necessary to complete the system. Hermite boundary conditions are imposed for the first and last components of the vector (which correspond to j = −1 and j = N y , respectively), that is to say, we have to compute γ ν (y 0 ) and γ ν (y Ny ), ∀ν = −1, . . . , N x + 1. To achieve this task, we solve two systems: we first differentiate (16) with respect to y, and then evaluate the result at y j = y 0 and y j = y Ny . The Hermite boundary conditions have to be adapted to this particular case. Consequently, we have to solve the following two systems (associated with j = 0 and j = N y ):
where A is the matrix (13),
and the right-hand side is
Once we have computed γ ν (y 0 ) and γ ν (y Ny ), for all ν = −1, . . . , N x + 1, we solve the system (16), which here takes the form Aη ν,β = Γ νβ . The matrix A is given by (13) and the right-hand side is
Once the spline coefficients η ν,β have been computed for all ν and β, the value of f at the origin of the characteristics (X n , V n ) (determined following the algorithm of Section 3) is taken to be the value of the spline s(
where B ν and B β are given by (7). Computing s(X n , V n ) for all mesh points requires O(N x N y ) floating points operations. Remark 1. In summary, we have to solve
• 2 systems of size (N x + 3) × (N x + 3) (to get γ ν (y 0 ) and γ ν (y Ny )),
• N x + 3 systems of size (N y + 3) × (N y + 3) (to get η ν,β ).
From a computational cost point of view, the solution of a linear system of size N x using the LU decomposition needs O(N x ) operations. This procedure has to be performed N y times for the x-direction. The same is true for the y-direction. Finally, the two-dimensional interpolation leads to O (N x N y ) operations.
4.3.
Towards an Accurate Parallelization. In order to get accurate numerical simulations, one has to take account of boundary conditions for each local LU decomposition. Indeed, our strategy consists in being as close as possible to the corresponding sequential version. Hence, from a decomposition of the global domain into several patches, each processor being devoted to a patch, we want our local determination of cubic spline coefficients to recover in the best way a usual solution on the global domain. For that purpose, some efforts have to be made to approximate the derivatives of f in a particular way with respect to x and y. The points where derivatives must be computed are shared between two processors since x 0 and x N are both beginnings and ends of subdomains (x N of the target processor corresponds to x 0 of the adjacent processor). Hence, these derivatives of f join adjacent subdomains and play an important role in the quality of the numerical results (see Fig. 5 ).
Various ways have been explored to obtain the derivatives: finite differences of different orders, cubic spline approximation, etc. In order to reconstruct a smooth approximation (C 1 on the global domain, say), the cubic spline approximation has been chosen. Indeed, we remark that even in regions where f is smooth enough, a finitedifference approximation remains quite different from a cubic spline approximation given by (11). Hence, as we want to reconstruct the distribution function via a cubic spline approximation, the first line of the linear system whose matrix is given by (13) can introduce some numerical errors which can be propagated in the rest of the system. In the numerical experiments we have performed, the final results are incorrect, especially when one checks the mass conservation. Indeed, the finite-difference approximation leads to some variations in the mass conservation, which is inconvenient for the long-time behavior of the numerical solution. On the contrary, the approximation of the derivatives using cubic splines enables us to obtain a robust code with a relatively small number of discrete points.
By constructing an approximation of the derivatives using the cubic spline coefficients as well as Eqns. (10) and (11), we manage to overcome this kind of error (see Fig. 6 ). Moreover, the final global reconstructed numerical solution is consistent with a numerical solution which is computed through a sequential solution. We shall ex-plain it in the following, in the one-dimensional case (the multi-dimensional case can be easily deduced). First, (11) and (10) enable us to write
Substituting (17) in (18) to compute s (x i±1 ), we obtain
Then we get another expression for the derivative of s:
Thanks to (19), the evaluation of s (x i+2 ) and s (x i−2 ) leads to the following new approximation of s (x i ):
where α = (1 − 2/14 2 ). The last iteration allows us to obtain a high-order approximation of the derivative of s:
where the derivatives s (x i+8 ) and s (x i−8 ) are evaluated thanks to a finite-difference approximation of the fourth order. For example, s (x i+8 ) is approximated by
where h is the stepsize. Even if this choice may introduce some noise in the final evaluation of s (x i ), the resulting errors remain negligible since the use of the finite differences is now sufficiently far from the junction points. The final approximation of s (x i ) then becomes
since the coefficientω 0 is zero here. Note that ω − j and ω + j are computed only once. Other iterations can also be performed, but (21) gives satisfying results.
The coefficientsω j , j = −10, . . . , 10 are summarized in Table 1 . Theω + j coefficients are defined as ω 
Parallelization of Computations
In order to perform a parallelization of the interpolation step, data and computation have to be distributed onto processors. A classical technique of domain decomposition is used here to split the phase space in subdomains. Thus, a single processor works on local data and shares information located on the borders of its subdomain with adjacent processors. The set of values exchanged with the eight processors in the neighborhood of a given processor is named the ghost area. This area is needed because each processor has to know information belonging to others, in order to build the right-hand side matrix of Section 4.2.
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The values of the function f and some kind of derivatives are stored in the ghost zone in order to manage this step. From a parallel performance point of view, the number of values transmitted between processors must be minimal. Accordingly, the ghost zone should be chosen as small as possible.
Indeed, on the patch, only points (x i , y j ) for i = 0, . . . , N x − 1 and j = 0, . . . , N y − 1 are known, and the interpolation step requires the knowledge of values on the patch borders. Moreover, we have to evaluate the derivative at (x 0 , y j ) and (x Nx , y j ) for all j, (x i , y 0 ), and (x i , y Ny ) for all i, which requires (see the previous section) a linear combination of 21 points.
The knowledge of these points enables us to build and solve the LU systems, and to interpolate on
But we have to take into account the advected points that come from the targeted patch. As was mentioned in the introduction, we impose a restriction on the time step to enforce the displacement to be lower than the cell size. Hence, the interpolation area becomes [x 0 − Δx, x Nx + Δx] × [y 0 − Δy, y Ny + Δy] (here Δx and Δy denote the stepsizes) and additional cubic spline coefficients have to be computed.
For that purpose, the solution of the linear systems described in Section 4.2 takes into account the augmented right-hand side matrix (23) (the derivatives are approximated in accordance with (21)).
The solution in the x-direction is accomplished for all j, which yields the temporary spline coefficients γ ν (y j ), ν = −1, . . . , N x and j = −2, . . . , N y + 1. The coefficients corresponding to ν = −2 and ν = N x + 1 are deduced from (10) for i = −1 and i = N x .
In the same way, the solution in the y-direction is accomplished for all ν = −2, . . . , N x + 1, and gives the coefficients η ν,β for β = −1, . . . , N y + 1. The boundary values η ν,−2 and η ν,Ny+1 are obtained from (10).
The target processor has to gather all points needed to form the matrix (22). For that purpose, as the values of the distribution function are known at (x i , y j ) for i = 0, . . . , N x − 1 and j = 0, . . . , N y − 1, the local ghost zone received from other processors is
Moreover, some weighted sums of 10 points are computed on the neighboring processors to evaluate all derivatives.
Numerical Simulations
In this section, some numerical results obtained with the methodology we have exposed above are presented. We compare sequential and parallel simulations for two problems that occur in plasma physics: the Landau damping and the two-stream instability test cases.
Landau Damping.
In this section, we propose to validate the method against the standard test case of the Landau damping. We study the evolution of electrons whose distribution function is initially isotropic and Maxwellian of unit density and temperature. The plasma is then perturbed and a damped periodic wave is thus created. The purpose of this numerical test is the study of the evolution of this damped wave. To achieve this task, we consider the distribution function of electrons which is a solution to the Vlasov-Poisson system (1)-(2).
Linear Landau Damping. The initial condition associated with the scaled Vlasov-Poisson equation (1)- (2) has the following form:
with (x, v) ∈ [0, 2π/k] × R, where k is the wave number and α = 0.001 is the amplitude of the perturbation, so that we consider linear regimes here. To capture the Landau damping, the size of the velocity domain must be chosen greater than the phase velocity v φ . The phase velocity is equal to ω/k, where ω is the frequency related to k, which is approximated by
Then we set v max = 6 where the velocity domain spans from −v max to v max . We set the number of cells as N v = 32 or 64 for the velocity domain, and N x = 32 or 64 in the spatial direction. The time step is given by dt = 0.25. The boundary conditions for the distribution function are periodic in the space variable and compact in the velocity direction. Finally, the wave number is taken as k = 0.3 or 0.5. The final time is T = 60 ω −1 p , with ω p being the plasma frequency.
In this test, we are interested in the evolution of the square root of the electric energy approximated by
where Δx is the space step. According to Landau's theory, the amplitude of E h (t) is expected to be exponentially decreasing with frequency ω. Figure 1 presents the evolution of log(E h (t)) in the sequential case. Two different values of the wave number are shown, namely k = 0.3 and k = 0.5. The number of cells is equal to N x = N v = 32 or N x = N v = 64. We observe that E h (t) is always exponentially decreasing, and the damping rate becomes larger when k increases, as predicted by the Landau theory. The damping rates obtained are given by γ = 0.0127 for k = 0.3, and γ = 0.154 for k = 0.5, i.e., they are very similar to the predicted values available in the literature ((McKinstrie et al., 1999; Besse and Sonnendrücker, 2003; Filbet et al., 2001) ).
We also observe the "recurrence effect" (Manfredi, 1997) : for example, in Fig. 1 (b) with N x =N v =32 points, the amplitude of the electric energy increases at t 31 ω
−1
p , which appears to be in good agreement with the theoretical time T R ≈ 2π/(kΔv). This time is predicted from the free streaming case (Δv is the velocity step). This phenomenon is alleviated by taking more points in velocity (see Fig. 1 with N x = N v = 64 points).
In Fig. 2 , the same results are shown for the parallel case. The phase space domain is decomposed into 4 patches of the same size 32 × 32 points, so that the global domain involves 64 × 64 points. Moreover, Hermite boundary conditions are imposed at the boundary of each patch using the approximation (21). We can observe that the results are very similar to the sequential case since the damping rate is the same and the recurrence effect occurs at the correct time.
Strong Landau Damping. The initial datum is the following:
where (x, v) ∈ [0, 2π/k] × R, and the amplitude of the initial perturbation in the density is α = 0.5. Moreover, the wave number is k = 0.5, whereas v max is equal to 6.5 in order to take into account nonlinear effects. The number of cells will be equal to N x = N v = 128, whereas the time step is dt = 0.125. We are also interested in the evolution of log(E h (t)) (where E h (t) is given by (25)) as a function of time. The linear theory of the previous test cannot be applied in this case since the nonlinear effects have to be taken into account. Nevertheless, this test has been studied by several authors and comparisons can be made with numerical results available in the literature N. Crouseilles et al. nendrücker, 2003; Filbet et al., 2001; Filbet and Sonnendrücker, 2003; Manfredi, 1997) .
In Fig. 3 , we compare the evolution of the logarithm of electric energy between the sequential and parallel cases. We notice that first the amplitude of the electric energy exponentially decreases in time, and then oscillates around a constant for larger times for two simulations. As in the linear case, the sequential and parallel cases present quite good results compared with the results available in the literature. Moreover, until large times, the two cases are very similar, and only at t 50 ω −1 p do the two results become slightly different. In Fig. 3 , we also plot a reference solution computed using 512 × 1024 points.
Moreover, in Fig. 4 we can see the projection of the distribution function as a function of the velocity. We plot the quantity as a function of the velocity for different times in the parallel case. We observe that particles whose kinetic energy is smaller than the potential energy are trapped by electrostatic waves around the phase velocity v φ = ω/k, where small bumps appear preceded by small holes. Only the parallel case is presented since the sequential results are too close to discuss differences. We can first notice that the projection is symmetric with respect to the origin. This is a consequence of the centered approximation of the derivatives (see Section 4.3). Indeed, uncentered approximation using finite-difference formulas introduces some unsymmetry in the distribution function leading to a loss of accuracy. Moreover, we observe a good junction (similar to the sequential case) of the global reconstructed distribution function at v = 0 where a decomposition point of our parallelization is located. The patches are joined to each other by the Hermite boundary conditions, which preserves an accurate global numerical approximation, even though the distribution function is very unstable (see, e.g., Fig. 4 at t = 35 ω −1 p ). Moreover, to emphasize the influence of the approximation of the derivative on the results, in Figs. 5 and 6 we plot the time evolution of the total relative mass. Comparisons between the parallel and sequential cases are presented in two different contexts. In Fig. 5 , all the derivatives are approximated through the following fourth-order finite-difference operator:
where h is the step corresponding to the derivative direction. In Fig. 6 , the derivatives are replaced by the formula (21). We can observe that the finite-difference approximation is not well suited for the parallel implementation 
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since the total mass presents some important oscillations from t 20 ω −1 p . These fluctuations become more significant when time increases. On the contrary, the use of cubic spline approximation with 21 points leads to a mass conservation which is very similar to the mass conservation occuring in the sequential case. Let us remark that the use of finite-difference or cubic spline approximation does not affect the mass conservation in the sequential case. 
with (x, v) ∈ [0, 2π/k] × R, where the amplitude of the perturbation is α = 0.05, the wave number is k = 0.5, and v max equals 9. To get a good accuracy, the number of mesh points is N x = 128 in space and N v = 128 in velocity. The final time is T = 500 ω −1
p . In this model, two streams of charged particles encounter each other in the physical space with opposite velocities (see (Birdsall and Langdon, 1991) for more details). When evolving in time, a perturbation occurs and grows rapidly. In the phase space, this perturbation corresponds to a vortex creation at the center of the computational domain.
In Figs. 6 and 7, we plot the time evolution of the distribution function in the phase space in the parallel case (4 patches equally decompose the phase space domain). At time t 10 ω −1 p (where ω p is the plasma frequency) we observe vortex creation which is associated with trapped particles. From t 10 ω
p , the instability grows rapidly and a hole appears. After t 20 ω −1 p , the trapped particles oscillate in the electrostatic potential and the vortex rotates periodically. These remarks are in good agreement with the results available in (Besse and Sonnendrücker, 2003; Filbet and Sonnendrücker, 2003) .
This simulation is quite interesting since the hole has to stay in the middle of the computational domain during all the simulations. A displacement of this centered vortex can occur due to a failed numerical solution for large times. Here again, the good mass conservation depends on the derivative approximation, as explained previously. In particular, we remarked that finite-difference approximations (even centered ones) lead to uncorrect results for large times (the hole comes out early). Moreover, the inherent precision of the cubic spline interpolation allows us to follow thin filaments developed by the solution. Even if the methodology which enables the parallelization is slightly different from the sequential version, we observe that the parallelization does not affect the precision due to the spline interpolation.
Finally, several tests have been implemented to evaluate the influence of the number of processors on the numerical results and on the simulation time. The number of points in each patch has to be substantial (for small patches, the overhead in computations to estimate the derivatives becomes too large). The performance of the parallel algorithm is summarized in Tables 2 and 3 for 
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N. Crouseilles et al. machines: a cluster 1 of 11 IBM nodes (16-way Power5 processors at 1.9 GHz) and a shared memory SGI machine 2 of 512 processors (Origin 3800 with 500 MHz processors). Let us mention that the results presented in Tables 2 and 3 do not take into account the diagnostics computations.
Our speedup is quite good since it takes into account the numerical solution of the Poisson equation. Indeed, after each two-dimensional advection in the phase space, the Poisson equation has to be globally solved (the corrector part of the algorithm, c.f. Section 3). This step is time consuming when the number of processor increases. Nevertheless, our methodology focuses on the interpolation step. In particular, we believe that higher-dimensional problems will improve the speedup since we will perform communication-computation overlap easily in the fourdimensional cases. Let us remark that the decomposition of the global domain affects neither the numerical results, nor the length of the simulation.
Conclusion
In this paper, we introduced a local semi-Lagrangian method which has been applied to the Vlasov-Poisson equation. The methodology seems to present a good behaviour when tested on standard plasma configurations. Indeed, the numerical results demonstrade the good efficiency of our code for the two-dimensional case and its good scalability with up to 64 processors.
Using the method introduced here, we developed a Fortran 90 module to locally interpolate any advected function on a two-dimensional domain. This module will then enable us to deal with many problems occuring in plasma physics using the semi-Lagrangian methodology. Future extensions will be devoted to the paraxial Vlasov model. Moreover, coupling this methodology with the moving grid strategy can also be envisaged. Finally, a new algorithm that overcomes the restriction on the time step has to be developed later on.
