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ABSTRACT
The goal of this research is the design, development, and experimental verification
of a continuous processing system for the production of microcellular polymer sheets.
Microcellular polymers are an innovative cellular polymer technology characterized by cell
sizes on the order of 0.1 to 10 microns and cell densities on the order of 109 to 1015 cells
per cubic centimeter. Due to their extreme cell densities and minute cell size, these
materials require advanced process technologies which surpass the capabilities of
conventional foam processes.
The continuous processing of microcellular sheets is based on three sub-processes
which include the processing of the polymer matrix, the processing of the microcellular
structure, and the processing the net shape. The creation of a microcellular structure is
achieved by dissolving large gas concentrations into a polymer tnatrix and subjecting the
saturated system to a rapid thermodynamic stale change. This creates an unstable or
supersaturated matrix which drives the nucleation of biU.ions of microcells. Stable cells
then grow as gas diffuses into the cells reducing the bulk density of the m3.teriaL Based on
these fundamental processing requirements, a hierarchical design strategy is used to
synthesize the overall production system such that each of the processing functions is
independently satisfied by a unique design parameter or process variable.
In order to develop the microcellular sheet processing system, a detailed batch
processing characterization of amorphous and semi-crystalline polymers is performed.
This characterization identifies viable process variables for continuous processing and
demonstrates some of the fundamental processing differences of anlorphollS and semi-
crystalline polymers. Based on the batch processing characterization, a detailed systern
design is presented. The basic concept·of this design is the use of a plaslicating extruder to
process the polymer matrix, the use of staged pressure losses to produce a microcellular
structure, and the use of a foaming/shaping die to produce the net dimensions. In
satisfying the later two requirements, three of the critical continuous processing functions
are addressed in detail: continuous nucleation, cell growth control, and shaping. Here the
concepts of near-net shape nucleation and shaping of a nucleated polymer/gas solution flow
are presented and experimentally verified. As an integral part of this development, various
processing models and design criteria are C:eveloped to aid in the design process. In
general, these models and criteria are found to agree well with the experimental results.
Moreover, the results of the critical eJ:periments verify the overall performance of the
microcellular sheet extrusion system.
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volume of the cluster or nucleus [m3]
velocity of the polymer melt along screw axis [mls]
volume fraction of voids or cells
velocity magnitude of the polymer fJ.1m shear flow [mls]
total volume of the gas phase
molar volume of a mixture [m3!gmole]
width of the screw channel em]
width of the slit em]
Weber number (ratio of shear to surface forces)
shaft work performed on the system [1]
coordinate along the thickness direction em]
width of the solid bed [m]
incremental distance along the flow channel (UN) em]
total entrance angle [rad]
rate molecules leave a cluster containing i molecules [l/s]
monochromatic extinction or absorption coefficient [11m]
rate molecules join a cluster containing i molecules [lis]
mass fraction of crystalline polymer
complex modulus phase angle [rad]
characteristic spacing between stable nuclei [m]
screwlbarrel clearance [m]
solubility parameter of constituent i
tensile strain [mlm]
volume fraction of constituent i
volume fraction of polymer
ratio of the volume of material in the cell wall to that in the cell struts
volume fraction of gas phase
stretching ratio of the gas component
sutface energy of the polymerlbubhle interface [N/m]
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'Yij surface tension of interface between phases i and j [N/m]
y rate-of-strain tensor [lis]
'"'Y rate-of strain tensor [lis]
lw shear rate at the wall [lis]
" non-Newtonian viscosity [Pa s}
11g dynamic viscosity of the gas CPa s]
1'1p dynamic viscosity of the polymer [p? 5]
J.l dynamic viscosity of the fluid [Pa s]
J.1f viscosity across the screw flight [pa s]
9 wetting angle of the polymer-additive-gas interface [rad]
0b screw helix at the barrel [rad]
e wide angle x-ray scattering diffraction angle [degrees]
Pc cell density relative to unfoamed material [cells/em3]
Pc density of the foam [kglm3]
Pp density of polymer [kglm3]
Pm polymer melt density [kglm3]
CJ tensile stress [N/m2]
t characteristic time [s]
tw wall shear stress [N/m2]
tij shear stress in the j plane along i [N/m2]
'tii Donnal compressive stress component along the i-th coordinate [N/m2]
~ compressive stress tensor [N/m2]
n probability that a given state will exist
subscripts
1 gas or solvent
2 polymer
b gas molecule cluster or bubble
g gas
number of gas molecules in a cluster
k critical number of gas molecules in a cluster
p polymer
s solid second phase particle
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INTRODUCTION
1.0 Prologue
The development of advanced materials and manufacturing systems is an integral
component in strengthening the international competitiveness of American industry. The
market for advanced materials is expected to grow at an annual rate of 10% throughout the
decade. As new advanced materials are developed and brought into the marketplace, the
demand for new and innovative manufacturing systems intensifies. The issues arising in
the design and development of manufacturing systems encompass two broad fields of
industrial and academic pursuits. First, a broad knowledge of manufacturing and
processing is needed including forming, shaping, liquid and melt processing, surface
processing, material addit.ion, material removal, joining processes, and economic
justification. Secondly, detailed scientific knowledge of physical systems is needed such
as fluid dynamics, thermodynamics, solid mechanics, materials science, mass transport,
tribology, and kinematics. Only through the integration of broad manufacturing process
knowledge and basic scientific knowledge can competitive manufacturing systems be
developed.
In this thesis, the design, development, and experimental verification of an
advanced polymer processing system for the production of microcellular sheets is presented
as a case study of manufacturing system design. The design of manufacturing systems is a
complex task requiring engineering expertise in numerous disciplines as illustrated by the
engineering and technological problems encountered in microcellular sheet processing. The
problems include real time gas/polymer solution fonnation, microcell nucleation, premature
cell growth, cell over-expansion, cell collapse, cell morphology control, sheet shaping,
sheet dimensional stability, sheet surface finish, as well as the significant problem of
system start-up and transient effects.
Microcellular polymers are an innovative cellular polymer technolugy characterized
by cell sizes on the order of 0.1 to 10 microns and cell densities on the order of 109 to 1015
cells per cubic centimeter. Due to their extreme cell densities and minute cell size, these
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materials require advanced process technologies which surpass the capabilities of
conventional foam processes.
The continuous processing of microceUular sheets developed in this work is based
on three sub-processes which include the precessing of the polymer matrix, the processing
of the microcellular structure, and the processing the net shape. The creation of ,a
microcellular structure is achieved by dissolving large gas concentrations into a polymer
matrix and subjecting the saturated system to a rapid theJl1l,odynamic stale change. This
creates an unstable or supersaturated matrix which drives the nucleation of billions of
microcells. Stable cells then grow as gas diffuses into the cells reducing the bulk density of
the material. Baseci on these fundamental processing requirements, a hierarchical design
strategy is used to synthesize the overall production system such that each of the processing
functions is independently satisfied by a unique design parameter or process variable.
In order to develop the microcellular sheet processing system, a detailed batch
processing characterization of amorphous and semi-crystalline polymers is performed.
This characterization identifies viable process variables for cuntinuous processing and
demonstrates some of the fundamental processing differences of amorphous and semi-
crystalline polymers. Based on the batch processing characterization, a detziled system
design is presented. The basic concept of this design is the use of a plasticating extruder to
process the polymer matrix, the use of staged pressure losses to produce a microcellular
structure, and the use of a foaming/shaping die to produce the net dimensions. In
satisfying the latter two requirements, three of the critical continuous processing functions
are addressed in detail: continuous nucleation, cell growth control, and shaping. Here the
concepts of near-net shape nucleation and shaping of a nucleated polymer/gas solution flow
are presented arid experimentally verified. As an integral part of this development, various
processing models and design criteria are developed to aid in the design process. In
general, these models and criteria are found to agree well with the experimental resul~.
Moreover, the results of the critical experiments verify the overall performance of the
microcellular sheet extrusion system.
1.1 Objectives of Research
Since their invention over a decade ago, microcellular plastics have received
considerable attention from both an industrial standpoint and a fundamental research and
development perspective. However, there is a great deal about the processing and physical
interactions of these innovative materials which are not yet understood.
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The objectives of this research are two-fold. First, the research seeks to design,
develop, and experimentally verify a processing system for the continuous production of
microcellular thennoplastic sheets. In order for this process technology to be successfully
scaled to industrial levels, a second goal of this research is to build upon the scientific
knowledge base underlying the continuous processing of microcellular polymers.
Throughout this research, a deliberate attempt is made to develop a generic microcellular
processing technology that will have a wide applicability to a variety of industrial
processes. Through the advanced development of this generic technology, numerous
applied processes can be developed to meet the needs of .specific product applications.
Since the polymer processing technology and system detailed in this thesis is
intended to have industrial appl\cations, it is important to first set the framework of
conventional polymer foam processes as a basis of comparison.
1.2 Conventional Polymer Foam Process Technology
Conventional polymer foams or cellular polymers are commonly made from
thennoplastics, thermosets, and elastomers. These lightweight materials were originally
developed for their thermal and mechanical properties, but more recently have found
applications as a result of their unique dielectric pro~rties. The most common foams
include polyurethanes, polystyrene, poly(vinyl chloride), polyethylene, polypropylene,
phenolics, urea-formaldehyde resins, silicones, natural rubber, and synthetic rubber.
Polymer foams can be classified into two morphological categories: open-cell and closed-
cell. Open-cell foams have a co-continuous, three-dimensional network of voids and
polymer. Closed-cell foams have discrete bubbles randomly dispersed throughout a
polymer matrix (e.g., typical microcellular foams are closed cell). Conventional polymer
foams can be further classified based on five processing techniques; the first fOUf are the
predominant commercial foam processes.
(1) Cellular polymers processed by dispersing gases into the polymer matrix
(polymerized, partially polymerized, or in solution) by mechanical mixing,
frothing, whipping, agitation, or bubbling.
(2) Polymer foams in which gas bubbles are formed within the polymer matrix,
generally a melt or a mixture, by heating and/or decreasing the pressure of a
gas or volatile liquid and polymer solution. This is cORlmonly called a physical
blowing agent technique.
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(3) Polymer foams in which gas bubbles are created in the polymer matrix as a
result of the decomposition of a second phase material in the pDlymer which
generates gases and bubble foonation. This is called a chemical blowing agent
technique.
(4) Polymer foams in which gas bubbles are created in the polymer matrix as a
result of a chemical reaction of a second phase material in the polymer which
creates gaseous by-products. This is also called a chemical blowing agent
technique.
(5) Cellular polymers processed by first fonning a polymer/solvent solution and
phase separating out the solvent forming a precursor consisting of a discrete or
co-continuous network of polymer and solvent. The precursor is subsequently
dried to extract the solvent leaving a cellular polymer matrix.
Conventional polymer foams typically have cells ranging in size from 100 J.lrn to 2
mm and have relative densities ot 0.7 to 0.8 for structural applications and less than 0.25
for insulation applications. The following sections present a representative cross section of
conventional polymer foam process technologies while comprehensive reviews of
convellllonal cellular polymers and conventional polymer foam technology are presented by
Berins (1991), Gibson and Ashby (1988), Hilyard (1982), and Suh and Webb (1985).
1.2.1 Polyurethane Foam Processing
Polyurethane foams are made in rigid and flexible fonns depending on the polyol
and polyisocyanate constituents and the processing conditions. Typically, polY\lrethane
foams are p,""oduced using chemical blowing agents or physical blowing agents. 'The
chemically blown foams uses a secondary reaction of isocyanate and water (added to the
polyol) which yields a intennediate carbonic acid that decomposes to fonn carbon dioxide.
The carbon dioxide serves as a blowing agent for the foaming process. The physical
blowing agent technique uses the volatilization of a low boiling point fluid to produce gas
and provide for expansion. In this case, volatilization of the fluid occurs during the
exothennic reaction of the polyol and isocyanate which increases the fluid temperature to
achieve boiling of the volatile fluid.
Polyurethane foam processing requires the pumping and the metering of proper
ratios of polyol, isocyanate, blowing agent, and additives. The pressurized, metered flow
is thoroughly mixed to prOl~ote a uniform chemical reaction and foaming process. The
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reacting solution is fonned into shape by pouring the mixture into a cavity, spraying it onto
a surface, injecting it into a mold, or casting it onto a conveyer. The foam expansion is
stabilized during cross-linking as the polymer viscosity and the stiffness increase. A
critical step in polyurethane foam processing is the mixing of the cons~ituents. This is
accomplished by mechanical mixing techniques commonly l'-Sed in pouring and casting
processes or by high Reynolds number impingement mixing commonly used in spraying
and injection processes. For example, automotive pans such as glove compartments and
fascias use impingement m1xing as part of a reaction injection molding (RIM) process.
RIM foams typically have a sandwich-like structure consisting of a solid unfoa..rned surface
and a low-density cellular core. Typically, the sandwich structure improves mechanical
properties over standard polyurethane foams.
1.2.2 Latex Rubbev Foams
Latex rubber foams are produced using a carefully metered mixture of rubber latex
(i.e., comprised of a stabilized 'emulsion with rubber particles), a soap solution, an
antioxidant, a vulcanizing or cross-linking agent, and a foam stabilizer (such as Na2SiF4).
The process consists of agitating the m~!ure to promote random phase distributions
followed by an aeration step typically accomplished using a rotating set of intermeshing
teeth which whip air, carbon dioxide, or nitrogen into the liquid dispersion fonning a froth.
The mixture is heated using steam to vulcanize the rubber latex while it is molded into
shape. Once molded, the remaining water is squeezed out of the part and the part is dried.
The processing of latex rubber foams is very similar to that of plastisol foam processing.
1.2.3 Plastisol Foam Processing
Plastisol foams are commonly used as carpet backing, air filters, gaskets, vinyl
flooring, weathei-stripping, and artificial leather. Plastisols are vinyl d~~pcrsions
consisting of fluid suspensions of fine-particle-size poly(vinyl ch:uride) resins in small
amounts of volatile liquid plasticizer or d~!uc;nl systems. Plastisols generally ill,elude
particulate pvr ~e~~ii~, piasticizers, stabilizers, fillers, and pigments. A frequently used
piasticizer in plastisols is di-2-ethylhexyl phthalate (DOP). There are two processing
techniques used to produce plastisol foams: (1) a chemical blowing process and (2) a
mechanical frothing process. Chemical blown plastisol foams are processed using an
emulsion of PVC, a plasticizer, and a chemical blowing agent. The metered mixture is
transferred under pressure into a mold so that the mold is completely full. The mold is held
under pressure and heated resulting in the fusion of the plastisol and the reaction of the
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blowing agent fonning a gaseous prodlJct. Under p~ure, the gas disperses in the melt as
small bubbles. Parts are then cooled and demolded followed by a secondary heating
process to expand the part to the desired density. A second plastisol foam molding process
consists of injecting the mixture into a low pressure mold at high temperaiures. The high
temperatures result in plastisol fusion and the decomposition of the blowing agent which
expands the material to fill the vented mold. Both moldin,l! processes produce low-density,
closed-cell foam components.
Additional plastisol foam processes inc!ude spread coating and calendering
processes. For spread coating, a thin plastisol coating is applied to a release paper and
partially fused in an convection oven. The product is coated a second time with a plastisol
containing a blowing agent The film is then proces.~ed through a higher temperature oven
to fuse the plastisol and expand the blowing agent for foaming. The paper backing is then
removed from the foam using winding rolls. In the calendering process, the plastisol and
blowing agent are blendGd at temperatur~,s promoting dissolution of the plasticizer in the
PVC resin. The mixture is transferred into a Banbury mill which fonns a homogeneous
mass of vinyl compound.. The compound is fed into an extruder and is subsequently
processed through calender rolls to obtain an expandable sheet. The sheet can then be
laminated with vinyl films and passed through an oven to expand the sheet to fonn a low-
density foam having an integral skin.
Yet another plastisol foam processing method uses a mechanical frothing process to
disperse a fine bubble structure in a plastisol emulsion containing surfactants. Rotating sets
of intenneshing teeth can be used to whip air, C02, or N2 in the liquid plastisol. The
frothed mixture can then be cast into shape and cured to fuse the plastisol matrix creating an
open cell foam structure. Open cell plastisol foam can also be created by fusing the
plasticized PVC particles using excess plasticizer. The plasticizer remaining in the
dispersion is then removed or dried yielding a relatively weak open-cell PVC matrix.
1.2.4 Expanded Polystyrene Foams
Expanded polystyrene foams are commonly used as insulation panels, flotation
devices, insulated coolers, protective packaging, and insulated food and beverage
containers. Expandable polystyrene resins (EPS) are prepared either by allo\ving a
blowing agent (i.e., typically pentane, isopentane, hexane, or other halocarbons) to
penetrate PS particles at elevated temperatures or by polymerizing the styrene monomer in
the presents of a blowing agent such that the blowing agent is dispersed in the polymerized
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PS particles. Expanded polystyrene foams are produced in t'~"o forms: (1) mold expanded
polystyrene (MEPS) 11sed for insulation and consumer goods and (2) loosed-filled
polystyrene foam used for insulation and protective packaging.
The processing of MEPS parts involves first expanding polystyrene beads to an
intennediate density using steam. Next. the partially expanded beads are aged to allow
stabilization and drying. Finally. the beads are molded in a steam heated mold resulting in
the expansion of the beads and in the fusion of beads to fonn a shaped (Jart. The molding
step plays a major role in detennining the mechanical perfonnancc and appearance of the
final part. To insure a uniform fusion process, the molds are commonly evacuated of air
using a vacuum. Next. a low pressure steam heating is used to soften the beads. and
fmally, a high pressure steam heating is used to fuse the beads. The molded parts are then
cooled to promote a stable structure.
Loose-filled EPS is produced by either processing an expandable polystyrene shape
created during polymerization (such as a hollow shell or peanut) or extruding an
expandable polystyrene preform (such as a figure eight). The expandable preforms are
then expanded using multiple steam heating steps resulting in a low-density loose-filled
material.
1.2.5 l'hermoplastic Structural Foams
Another conventional foam processing technology is that of structural foams.
Structural foams are characterized as having integral high density skins. a cellular core, and
a sufficiently high strength-to-weight ratio to be utilized in load-bearing applications. A
number of thermoplastic structural foam materials are produced including ABS, acetal,
acrylic, polystyrene, polyethylene, nylon, vinyl, polycarbonate, polyphenylene oxide,
polypropylene, polysulfone, thermoplastic polyester, and various glass-reinforced resins.
One common technique for producing thennoplastic structural foams is a modified
injection molding process. Advantages of structural foam molding are the reduction of sink
marks in thick sections, the increase in strength-to-weight ratio perfonnance. and the
reduction in tooling costs due to lower mold pressures. There are three widely used
industrial structural foam molding process: low-pressure, high-pressure. and gas-assisted
injection molding processes (Berins, 1991; Hilyard. 1982; Hobbs. 1976; Suh and Webb.
1985). These techniques produce foams characterized by non-unifonn cell size
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distributions ranging from 50 LO 500 microns. For a comprehensive review of
thennoplastic structural foam molding, the reader is referred to Throne (1977).
Low-pressure foam moldings are processed using either physical or chemical
blowing agents. The physical blowing agent process involves first extruding a polymer
and injecting a blowing agent, such as nitrogen, into a molten polymer stream. The
polymer and blowing agent system is mixed and pumped into an accumulator where it is
held under pressure. Ooce filled, the accumulator is further pressurized and a nozzle valve
opened. The back pressure of thl, clCcumulator forces the mixture into a mold maintained at
low pressure. The mold is only partially filled and the foam expands to fill the mold cavity.
The molds require low clamp forces, thus the tenn low-pressure foam molding; however,
the resulting parts generally have a poor surface finish due to the surface cells which
collapse during foam expansion creating a characteristic swirl pattern.
In contrast, the low-pressure chemical blowing agent process is accomplished in
much the same manner as conventional injection molding. In this process, the chemical
blowing agent is either compounded into the plastic pellets, mixed with the plastic pellets,
or supplied as a blowing agent/resin concentrate. The moldings are processed using
conventional injection molding equipment with minor modifications such as injection
boosters for rapid injection rates. In this process, a metered short shot is rapidly injected
into mold partially filling the cavity. During injection, the blowing agent decomposes due
to heating and releases gas in the polymer melt. The polymer then expands filling the
mold. In both low-pressure foam molding processes, the resulting parts have a swirl
surface pattern yielding a poor surface finish and a non-uniform cell size distribution
yielding poor mechanical perfonnance. These effects can be reduced using a mold
pressurized with an inert gas during the filling process (i.e., counter-pressure). The
counter-pressure minimizes the expansion of the gas/polymer mixture at the flow front
thereby reducing the collapse of surface cells and promoting even expansion pressures and
unifonn cell structures.
High-pressure foam molding is a less common process and is accomplished by
injecting a high-pressure polymerlblowing agent mixture into a mold. This is accomplished
using systems similar to low-pressure foam molding. In high pressure molding, the
injected shot completely fills the mold. The mold can also be counter pressurized to
enhance the surface fmish of the fmal product or an integral unfoamed skin can be co··inject
over the foam core. Foam expansion is accomplished by expanding the mold cavity
volume (i.e. removing the mold pressure at a controlled rate) by outwardly displacing the
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mold segments and removing the counter-pressure. In this way, the density of the final
product can be controlled accurately and consistently. However, it is difficult to achieve
unifonn expansions of complicated shapes unless multi-segment moldg are used. The cell
size distribution achieved by high pressure molding is generally better than that of the low-
pressure foam molding.
A final process for producing structural foam moldings is gas-assisted injection
molding. Gas-assisted injection molding is a process for manufacturing hollow parts. The
basic concept is to inject inert gas into the poiymer melt during or post molding. Since the
gas does not immediately mix with the polymer, it tends to fonn continuous channels
through the hotter, less viscous, sections of the molded plastic (i.e. the center sections).
The gas maintains pressure throughout the molding cycle thus reducing sink marks,
promoting a good surface finish, and producing a lower density part with a high strength-
to-weight ratio.
1.2.6 Thermoplastic Foani Extrusion
There are a number of extrusion processes used for the continuous production of
foamed sheets and profiles. These processes are commonly used to produce polystyrene,
polyolefin, and poly(vinyl chloride) foams. Typical applications include production of
sandwich panel cores, insulation panels, artificial wood panels, window and door frames,
building siding, and fence posts.
On~ of the first polystyrene foam extrusion processes involved extruding a high
pressure solution of a physical blowing agent and molten polymer through an orifice onto a
moving belt at ambient temperature and pressure. The blowing agent vaporizes at low
pressures causing the polymer matrix to expand. The expansion process is stabilized by
the viscosity and elasticity of the polymer matrix which increases during cooling. Typical
blowing agents used are fluorocarbons. Cellulose acetate foams are extruded using a
similar process.
The majority of cellular polyolefins including polyethylene and polypropylene are
extruded using chemical blowing agents. One of the frrst commercial processes developed
for high density polyethylene foam was a wire coating process for insulation of electrical
conductors. In this case, a mixture of polyethylene and a chemical blowing agent are
extruded over a wire. During extrusion, the mixture is heated and the blowing agent
decomposes, liberating gas. Relatively low die pressures are used to prevent expansion of
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the foam prior exiting the die. Upon exiting the die, the polyethylene coats and expands
around the wire creating an insulated conductor. The expansion process is stabilized by the
rapid crystallization of the polyethylene matrix.
Low density polyethylene (LOPE) foams can also be extruded by blending, under
pressure, a polyethylene melt and a physical blowing agent (e.g., a halogenated
hydrocarbon gas). The process uses either two sequential extruders or a two-stage
extruder. The blending process is accomplished in the first extruder for sequential
extrusion or in the first stage of a two-stage extruder. The second extruder or extruder
stage is used to stabilize and meter the mixture. Under close temperature control, the
mixture is extruded through a die and onto a conveyer at atmospheric pressure. Upon
emerging from the die, the polymer/gas system expands fonning a foamed sheet. Similar
to the \\'ire coating process, the expansion is stabilized by the rapid crystallization of the
LOPE matrix.
Cross-linking is another technique used for manufacturing stable low-density
polyethylene foams. Since low-density polyethylene has very low melt viscosity, it is
commonly crosslinked prior to foaming yielding a stiffer polymer matrix with a higher
viscosity. This helps stabilize the foaming process. Cross-linking is accomplished using
radiation for thin cross-sections or chemical reaction for thick cross-sections. In chemical
cross-linking processes, precise proportions of low density polyethylene, cross-linking
agent (e.g., dicumyl peroxide), blowing agent (e.g., azodicarbonamide), and olller
additives are extruded into a sheet. The sheet then passes through a two-stage oven. In the
first stage, the sheet is heated to a temperature activating chemical cross-linking. In the
seco;Jd stage, the sh·eet is heated to a higher temperature resulting in the decomposition of
the blowing agent and the expa..,sion of the foamed sheet. The sheet is then post-processed
to impart surface finish and dimensional control. In an irradiation cross-linking process,
the extrusion process takes a similar fonn except an irradiation step (e.g., using an electron
beam) is substituted for the frrst heating stage, and no chemical cross-linking agel'!t is used.
Yet another foam extrusion process is used for poly(vinyl chloride) resins. Closed
cell rigid PVC foams can be extruded using volatile plasticizers such as acetone. The
extrusion process incorporates a two-stage extruder where L~e volatile plasticizer is injected
in the decompression section of t}te screw and mixed into the polymer melt. The second
extruder stage is used to meter the flow and increase the temperature resulting in the
volatilization of the plasticizer under pressure. The material is then passed through an
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orifice to a low pressure where expansion takes place. Stabilization of the foam occurs as
the material L4i cooled.
For higher density structural foams, foam extrusion prueesses typically use a
controlled expansion technique. One common process is the Celuka process. l1tis process
incorporates two sequential or tandem extruders; although, a two-stage extruder can be
used. A dry rnixture of polymer pellets and a nucleating agent is fed into the first extruder.
After the mixture has been melted in the first extruder's compression zone, a high pressure
physical blowing agent (typically a low molecular weight fluorocarbon or hydrocarbon) is
injected into the polymer melt along the extruder barrel. The polymerlblowing agent melt is
intensely mixed in the metering zone of the first extruder. The mixture flows into the
second extruder which provides further mixing and meters the flow. At the e~it of the
extruder is a die (typically a annular or a sheet profile) which perfonns the primary shaping
of the sheet. At the exit of the die, the expanding sheet is surface cooled using a gas jet
cooling ring. While the sheet expands, it is drawn over or through a mandrel to hold shape
and stabilize expansion. Commonly used resins for this process include polystyrene,
PVC, and polyolefins.
1.2.7 Comparison with Microcellular Processing
Microcellular polymer processing differs considerably from conventional foam
processing, and indeed conventional processes cannot be used to produce microcellular
structures. In general, microcellular processing requires large concentrations of inert gas
such as carbon dioxide or nitrogen. Concentrations can be ten times that of conventional
foam processing. Conventional processes are not capable of achiev ~ng such high gas
concentrations in single phase polymer/gas solutions. In addition, microcellular processing
requires the nucleation of at least three orders of magnitude more cells compared with
conventional foams. This requires nucleation rates beyond the capability of conventional
processes (as is shown in chapter 8). Finally, microcellular processing requ3res the
controlled growth of cells having a final sizes 100 times smaller than conventional foams.
At this scale, the growth of cells can occur in less than one hundredth of a second which
requires cell growth control techniques beyond that of conventional foam processing.
A fmal important aspect of the microcellular sheet processing system, as developed
in this work, is the independent control of the major processing functions including
polymer/gas solution formation, microcellular nucleation, cell growth, and sheet shaping.
In conventional industrial processes, many of these functions are coupled in that no set of
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process variables or design parameters exist for independently satisfying these major
functions.
1.3 Thesis Overview
This thesis begins with an introduction and review of microcellular plastics
technology presented in chapter 2. This comprehensive review looks at the innovations
and advances in microcellular plastics technology since its invention in the early 1980's.
Chapter 2 flCSt explores recent advances in microcellular materials technology fonowed by a
review of existing process technology. This chapter concludes with a discussion of tbe
relatively unique mechanical properties exhibited by these innovative materials. To provide
a foundation for the development of a continuous sheet processing system, chapter 3
presents the fundamental principles of microcellular processing. First, the fundamentals of
polymer/gas solution fonnation are explained. Next, the principles of microcellular
nucleation and a general discussion of phase separation mechanisms are presented. Since
the design of a continuous processing system is a major portion of this thesis, chapter 4
briefly introduces to the axiomatic design principles which are utilized throughout this work
as a framework (or the system design.
In order to develop the microcellular sheet processing system, a detailed batch
processing characterization of amorphous and semi-crystalline polymers is presented in
chapter 5. This characterization identifies viable process variables for the continuous
process and demonstrates some of the fundamental processing differences betweeil
amorphous and semi-crystalline polymers.
The design of the continuous microcellular sheet processing system begins with a
presentation of three conceptual designs in chapter 6. In chapter 7, these system concepts
are compared based on various system design cliteria. One of the conceptual system
designs is then discussed in detail. The system design is fashioned in a hierarchical
structure using the axiomatic design principles. The basic strategy of the design is to use a
plasticating extruder to process the polymer nlatrix, a staged pressure losses to produce a
microcellular structure, and a foaming/shaping die to produce the nei: dimensions.
In chapter 8, the design and analysis of cOD.tinuous microcellular nucleation systelns
is presented. Chapter 8 introduces a new concept for continuous nucleation called near-net
shape nucleation and provides experimental verification of various nucleation system
designs. Moreo·,er, various design criteria are developed to evaluate the relative
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perfonnance of continuous nucleation devices. The critical processing functions of shaping
and ceil growth control are addressed in chapter 9. Here the concept of shaping of a
nucleated polymer/gas solution flow is presented and experimentally verified using various
foaming die designs. The design of these dies is based on a processing model for
predicting the pressure loss and volumetric flow rate in nucleated polymer/gas solution
flows. The overall performance of the microcellular sheet extrusion system is verified
using a series of critical experiments presented in chapters 8 and 9. Finally, in chapters 10
and 11, the conclusions of this work and the recommendations for future research are
presented.
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REVIEW OF MICROCELLULAR
PLASTICS TECHNOLOGY
2.0 Introduction
In the early 1980's, an important process for making a new class of polymeric
materials called microcellular plastics was invented at the Massachusetts Institute of
Technology under the sponsorship of the MIT-Industry Polymer Processing Program with
continued research support from the MIT-Industry Microcellular Plastics Consortium
(Martini-Vvedensky et aI., 1984). In many cases, these innovative materials have superior
thennal, mechanical, and electrical properties when compared to the neat polymer (i.e., the
unmodified polymer prior to microcellular processing), and are often found to have
improved perfonnance relative to conventional structural foams. Moreover, microcellular
processing technology has advantages over many conventional polymer foam processes
because it uses environmentally sound gases as blowing agents, rather than hydrocarbons,
chlorofluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), or toxic chemical
blowing agents.
The MIT' process consists of first forming a polymer/gas solution followed by th.e
inducement of a rapid thennodyoamic instability which simultaneously nucleates a very
large number of microvoids (Martini-Vvedensky et a1., 1984; Cha et al., 1992; Colton and
Suh, 1992; Suh et aI., 1993). This can be done at room temperature as well as at higher
temperatures (Cha and Suh, 1992). A scanning electron microscope (SEM) micrograph of
a typical microcellular polymer cross section is shown in Figure 2.1. The sample shown
has an average cell diameter (or cell size) of 10 J.lrn and a cell density of 109 cells/cm3
which translates into a specific gravity of approximately 0.5. Notice the unifonn cell
structure across the core which is typical of these materials. After microcellular processing,
transparent polymers become an opaque white and have a glossy surface finish. The
glossy surface finish is due to a characteristic unfoamed surface layer, typically one to five
cell diameters in thickness (Martini et al., 1982; Martini-Vvedensky et al., 1984;
Hardenbrook et al. 1988). A model for predicting this integr~l skin thickness has been
proposed by Kumar and Weller (1991b).
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Figure 2.1: Scanning electron microscope micrograph ofa typical nucrocel!u./ar
poly(ethylene terephthillate) fracture surface.
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This chapter is intended to provide an introduction to these innovative materials for
a general audience, as well as, an overview of the current state of the technology with
respect to research and development. First, some general background and history are
presented followed by a discussion of the recent advances in microcellular materials
technology. Next, a review of the current microcellular processing technology is
presented. Finally, the mechanical properties exhibited by these unique materials is
discussed. In the next chapter, the fundamental physical phenomena underlying
microcellular processing are presented.
Microcellular plastics are characterized by cell sizes in the range of 0.1 to 10
micrometers, cell densities in the range of 109 to lOtS cells per cubic centimeter, and
specific density reductions in the range of 5 to 98 percent Typically, microcellular plastics
exhibit high impact strength (i.e., up to a five-fold increase over the neat plastic), high
toughness (i.e., up to a five-fold increase over the neat plastic), high stiffness-to-weight
ratio (i.e., three to five times larger than the neat plastic), high fatigue life (i.e., up to a
fourteen-fold increase over the neat plastic), high thennal stability, low dielectric constant,
and low thermal conductivity. Microcellular plastics technology has been applied to most
polymers including amorphous thennoplastics, semi-crystalline thermoplastics, liquid
crystal polymers, elastomers, and L'1ennosets.
The process technology for microcellular plastics was developed at MIT to address
material cost and performance requirements of the Eastman Kodak Company. Kodak
desired to reduce material consumption without adversely affecting the mechanical
performance of a high volume plastic product. The rationale was the nucleation of voids
smaller than the pre-existing flaws in the processed plastic (i.e., for the Kodak products,
the flaws were carbon black particles 10 Jlrn in size). The creation of rnicrovoids results in
a reduction in material consumption and cost without compromising the mechanical
perfonnarace since failure will tend to initiate at the pre-existing flaw rather than at the
nucleated microvoids.
The first stage of microcellular polymer processing involves dissolving an inelt gas,
such as nitrogen or carbon dioxide, under high pressure (i.e., the saturation pressure) into
a polymer matrix to create a solution having a high gas concentration (typically 3 to 20
percent gas by weight). The equilibrium gas concentration, Ceq, can be expressed as a
thermodynamic function of temperature, T, and pressure, p, as gi'~'en by equation (2-1).
40
Review ofMicrocellular Plastics Technology
(2-1)
The next phase of microcellular processing is the rapid nucleation of billions of
microvoids. Rapid nucleation promotes the even distribution of the dissolved gas,
precipitating from the polymer matrix, over a multitude of cells. Nucleation is initiated by
inducing a large thennodynamic instability. The thermodynamic instability is accomplished
by quickly changing the solubility of gas in the polymer matrix. As seen in Figure 2.2 for
typical processing ranges, the solubility of gas increases with pressure and decreases with
temperature. The thermodynamic state must change quickly due to the competing
phenomena of cell nucleation and cell growth. Without a rapid thermodynamic state
change, the nucleation of cells occurs ovet a finite length of time, and the gas in solution
will preferentially diffuse to cells whir!' nave already nucleated, rather than nucleating
additional voids. Thus, the overall. cell density is reduced compared with rapid
thennodynamic stale changes. In general, gradual thermodynamic state changes result in
large cells and non-uniform cell size distributions which is the case for conventional foam
processing. To promote the large cell densities characteristic of microcellular polymers,
homogeneous cell nucleation is preferred over heterogeneous cell nucleation, but is not
always possible. This follows since cells will preferentially nucleate at the limited number
of high energy interfaces such as additive particles, cl)·stalline phases, contaminants, and
pigments.
The final phase of microcellular processing is the growth of stable nuclei. To allow
growth of nucleated micro\'oids and to decrease the bulk density of the material, the
polymer/gas solution is typically heated to near its glass transition temperature. This
lowers the polymer's flow strength and allows the cells to grow as gas diffuses into the
cells. The temperature of the foaming process (i.e., the foaming temperature) can be used
to control the rate of cell growth. Higher temperatures enhance cell growth because of the
lower flow strength of the polymer and because of the higher gas diffusivity. Cell growth
subsides when the system temperature is lowered to a critical value such that the polymer
matrix is stiff enough to suppress further expansion and/of the gas has completely diffused
out of solution.
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Figure 2.2: Typical equilibrium gas concentration in polymers as a.function
oftemperature and pressure.
2.1 Advances and Potential Impact of the Technology
The initial development of microcellular plastics centered around styrenic resins and
was perfonned by Martini (1981). Since it inception, advances in microcellular plastics
technology have resulted in new generatio~ of materials including supennicrocellular and,
in the near future, ultra-microcellular plastics. Moreover, microcellular plastics tr.£hnology
has been applied to new polymer/gas systems including amorphous thennoplastics, semi-
crystalline thermoplastics, and thermosets. Such material innovations will undoubtedly
lead to numerous commercial applications of microcellular polymers.
2.1.1 Advances in the Material Technology
supennicrocellular Plastics
The development of supermicrocellular plastics and the supporting process
technologies represent a significant advancement in microcellular material technology (eha
et al., 1992). To produce supennicrocellular plastics, supercritical fluids such as carbon
dioxide are used for the fonnation of the polymer/gas solution (by definition, a fluid is in a
supercritical state when the tempe~ature is higher than the critical temperature and the
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pressure is higher than the critical pressure). ~ with the original microceUular technology,
a thennodynamic instability is used to initiate microvoid nucleation and cell growth occurs
as the gaslsupercritical fluid difflJSeS into the cells from solution.
Supennicrocellular plastics are characterized by cells on the order of 0.1 to 1.0 J..U11
and cell densities on the order of 1012 to 1015 cells/em3 (Cha et al., 1992; Suh et al.,
1993). Characteristic cell morphologies of some supennicrocellular polymers are shown in
Figure 2.3 (Suh et al., 1993). In addition to the initial work at MIT, an early study of
microcellular poly(methyl methacrylate) foamed using supercritical carbon dioxide is
reported by Goel and Beckman (1992). Although supermicrocellular plastics have
extremely small cell sizes, high volume expansions can be achieved due to the large cell
densities produced in these materials. Therefore, density reductions can range from 5 to 98
percent.
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Figure 2.3: Characteristic cell morphologies ofsupermicrocellular polymers.
Using supercritical fluids for saturation, provides two advantages over
microcellular processing using gas. The first advantage is a reduction in the saturation
time, and the second advantage is an increase in the nucleated cell density. The saturation
time can be reduced by increasing the saturation pressure and the saturation temperature.
High saturation temperatures reduce the saturati(\n time by increasing the d~ffusivity.
Based on an order-of-magnitude estimate, the saturation time is approximately halved by a
10°C increasing in the saturation temperature. Tile reduction in solubility associated with
the higher temperatures can be compensated for by increasing the saturation pressure. This
is possible because there is no limiting value of the saturation pressure in the supercritical
43
Chapler2
state (i.e., no limiting vapor pressure). The second advantage of supercritical fluids is an
increase in the nucleated cell density. The higher nucleated cell density follows from the
higher &1turation pressures which can be achieved in the supercritical state. Processing at
higher saturation pressures results in a greater thermodynamic instability (i.e., a larger
solubility change), leading to larger nucleated cell densities.
Wtra-microceUular Plastics
The extension of sllpermicrocellular technology into the next generation of
microcellular materials has been proposed by Suh et at. (1993). This new class of
microceUular material is cailed ultra-microcellular plastics and is characterired by extremely
small (,ell siws (on the order of 0.01 to 0.1 micrometers) and very large cell densities (on
the order of 1018 to 1015 cells/cm3). Ultra-microcellular plastics are currently under
development at MIT. Development of ultra-microcellular plastics may result in many
important industrial applications because of the superior properties attainable with such a
microstructure. Potential areas of application include medical, industrial, and consumer
products. Among the uses envisioned are optically transparent foams, enhanced electrical
and thenna! insulation materials, high impact strength plastics, energy saving transparent-
window glazing, and "dye-able" plastic sheets.
A unique characteristic of ultra-microcellular plastic~ is its potential as a transparent
material. By definition, the cell size of ultra-microcellular plastics is smaller tllan the
wavelength of visible light (between 0.4 to 0.7 micrometers). Thus 9 the majority of light
will tran~mit through the ultra-foamed polymer without being reflected provided that the
cell density is not too large. The feasibility of producing such a transparent material is
supported by microporous aerogels exhibiting varying degrees of transparency (LeMay et
al., 1990, Pekala et aI., 1992).
Low Temperature and Semi-Solid Stale Foamiol:
Changes in polymer viscoelastic behavior due to the presence of high gas
concentrations have led to another advance in microcellular material technology. By
fonning high g8S concentration solutions, it is possible to process microcellular polymers at
low-temperatures (i.e. at temperatures considerably below the glass transition temperature,
Tg, of the neat polymer) such that the polymer is in a semi-solid state. Kumar and Weller
(1991a) report microceUular polycarbonate foamed at 60 °C which is 90 °C below the Tg of
neat PC. Moreover, Cha and Suh (1992) report on the room-temperature microcellular
foaming of plasticized poly(vinyl chloride) (PVC), poly(methyl methacrylate) (PMMA),
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and glycol modified poly(ethylene terephthalate) (PETG). The pa~nt by Cha et ale (1992)
also outlines a process by which this unique class of microcellular polymers CaIl be formed
into a three-dimensional shape without thermal processing. In general, low temperature
microcellular processing is attributed to the large glass transition temperature depressions
which can result from the presence of dissolved gas. Glass transition temperature
depressions during microcellular prrocessing of poly(ethylerJe terephthalate) have been
reported by Baldwin et al. (1993). Baldwin et ale report Tg depressions as high as 75 °c
during the microcellular processing of poly(ethylene terephthalate) using carbon dioxide.
DevelQpmepts in Semi-CO'stalline Polymers
Significant advances in microcellular materials have been Dlade in the area of semi-
crystalline thennoplastics, including a recent patent of Colton mId Suh (1992). Colton and
Suh (1992) report successful application of the microcellular technology to polypropylene,
nucleated polypropylene, and an ethylene/propylene copolymer using nitrogen as the
foaming agent. The process utilized by Colton and Suh (1992) involves saturation and
foaming a polymer at temperatures above the melting point (Le., in an amorphous state).
Colton (1989) has also presents a study of the nucleation characteristics of the saOle
polymer systems showing results paralleling amorphous thennoplastics.
Baldwin and Suh (1992) have reported producing semi-crystalline microcellular
poly(ethylene terephthalate) (pET) and nucleated poly(ethylene terephthalate) (CPET) using
carbon dioxide. In contrast to Colton and Suh, the process utilized by Baldwin and Suh
(1992) involves saturation and foaming below the melting point (i.e., in a semi-crystalline
state). More recently, Baldwin et ale (1992, 1994) have discussed some of the unique
aspects of processing semi-crystalline resins compared to amorphous resins. The authors
present experimental results indicating predominantly heterogeneous nucleation in
crystalline polymers and further propose that the cell growth mechanisms differ in the
crystalline systems due to their ·viscoelastic behavior (see chapter 5). Application of
supermicrocellular processing to semi-crystalline polymers has been reported by Cha et ale
(1992) and Suh et ale (1993). The authors discuss supermicrocellular processing of low
and high density polyethylene (LDPE and HDPE) and PET using supercritical carbon
dioxide. Yet another significant advancement in semi-crystalline microcellular polymers is
the extrusion of microcellular polypropylene filaments reported by Park and Suh (1992a)
using nitrogen and carbon dioxide.
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InyestiiatiQD Qf New Polymer/oas Systems
Although the initial research involved only polystyrene and nitrogen systems,
microceUular processing has been demonstrated in a number of new polymer/gas systems.
Kumar and Weller (1991ab) have reported on the batch processing of microcellular
polycarbonate using carbon dioxide. Kumar and Weller's study also presents a
characterization of the batch processing variables. Cha el al. (1992) report on the
successful implementation of the supermicrocellular foaming process on PVC and PETG
using supercritical carbon dioxide while Goel and Beckman (1992) report on PMMA
foamed using supercritical carbon dioxide. In addition, Suh et al. (1993) repons the
application of supennicrocellular processing to impact grade polystyrene (HIPS) and
acrylonitritle-butadiene-styrene (ABS). Kumar et a1. (1992) have also reported on the
production and batch processing characteristics of microcellular PVC. Both
supermicrocellular and microcellular processing have also been applied to a number of
other thermoplastics including PMMA, styrene-acrylonittile (SAN), polymethylpentane
(TPX), and PC.
Microcellular TheDDosets
Microcellular technology has also been applied to short fiber reinforced polyester
composites as reported by Youn and Suh (1985) and by Youn (1984). Such microcellular
composites represent another significant extension of microceIlular material te.chnology
namely into thermosetting polymers. Microcellular thennosets may have wide applicability
in sheet molding compound (SMC) and bulk molding compound (BMC) applications,
allowing for reduced-weight wi,hout significant mechanical property degradation compared
w~th similar composites filled with solid particles.
2.1.2 Additional Microcellular Polymer Technologies
There are other microcellular polymer technologies which have been developed in
addition to the materials and processes discussed in this chapter. LeMay et al. (1990)
review various low-density microcellular material technologies developed at U.S.
Department of Energy National Laboratories. These technologies use either phase
separation of polymer or polymer-like solutions or replication of sacrificial pore networks.
Both techniques produce liquid-filled precursors which are dried to form a ITlicrocellular
morphology, typically an open cell structure. The microcellular materials developed
include aerogels (Pekala et aI., 1992), carbons (Aubert and Sylwester, 1991), and various
polymers systems (Aubert and Clough, 1985; Young, 1987; Williams and Wilkerson,
46
Review ofMicrocellular Plastics Technology
1990). The creation of microcellular polymers using phase separation is also reported by
Jackson and Shaw (1990), who discuss a microcellular technology for nrigid rod"
polymers using a thermally-induced phase separation process producing open cell
morphologies.
Literature is also rich with various cellular polymer technologies for polyurethane
systems which are commonly tenned microcellular. A recent patent by Stone et at. (1990)
di~loses various blowing agents for polyurethane foams including the use of supercritical
carbon dioxide. Some representative articles include Harasin (1985) who presents an
introduction to reaction injection molding technology including applications in polyurethane
foam processing, Andrew and Smith (1987) who describe a study illustrating the effects of
catalysts and surfactants in polyurethane foam processing, and Kogelnik et al. (1992) who
discuss the use of cellular polyurethane elastomers as damping components.
Finally, there exist extensive technologies for producing microporous materials
consisting of a three-dimensional open network of micropores. One process for producing
amorphous polytetrafluoroethylene (PTFE) foamed films is presented by Tang and Kong
(1991) for creating 0.1 to 0.21Jm pores in 150 Jlm PTFE films. This process consists of
sintering polymer particles to form a microporous network. Gore (1980) describes a
material and process where a porous PTFE matrix is generated using common PTFE
pasted-fonning technology followed by stretching of the dried, un-sintered paste to fonn a
fibril structure that interconnects a matrix of solid nodes. Cellulose is yet another
microporous material.
While these microcellular and microporous materials are of great commercial and
technical interest, they are not the focus of this chapter and will not be addressed further.
2.1.3 Potential Impact of the Technology
In high-volume plastic products, such as pens, shavers, packaging, syringes,
interior automobile components, food packaging, etc., the raw material costs account for
up to 70 percent of the total manufacturing cost. Any savings in material consumption per
unit can result in enonnolJs overall cost savings. Microcellular plastics technology can
reduce material weight, and hence consumption, by as much as 80 percent, without
compromising structural properties to a large extent. This has the potential to provide
manufacturers with a tremendous competitive advantage.
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History has repeatedly shown that substantial competitive advantages arise from
new lnaterial innovations, thus the impact of microcellular plastics technology on the
manufacturing sector can be tremendous. Microcellular plastics exhibit high impact
strength, high toughness, high stiffness to weight ratio, high fatigue life, high thermal
stability, low dielr,ctric constant, and low thermal conductivity. With such unique
properties, there are seemingly infinite new and innovative applications of the materials
including micro-technology insulation, telecommunications wire insulation, electric and
dielectric insulation, fuel cells, and biomedical materials. Additional applications include
aerospace and automotive parts which benefit from microcellular plastics' high specific
strength and acoustic dampening properties, sporting equipment where weight reduction
and energy absorption are critical, cold-weather clothing made from microcellular fiber
fabrics for insulation, molecular grade filters for separation processes, and surface
modifiers for low friction applications.
Moreover, the process technology used to produce microcellular plastics utilizes
environmentally safe gases such as carbon dioxide and nitrogen as blowing agents. Thus,
as environmental protection laws eliminate the use of CFCs and HCFCs as blowing agents
for conventional polymer foam processing, microcellular processing technology can be
used to replace these existing technologies.
As with many new technologies, the advanced development of microcellular
plastics will lead to new scientific discoveries. For example, the formation of solutions
where gas is the solvent and the polymer the solute creates many interesting questions
about intermolecular forces, thermodynamics of solutions, kinetics of dissolution, and
permeation of gases through polymeric solids. It also raises many technological issues
which need to be answered to implement these non-conventional polymer processing
techniques in large-scale production. As the underlying physical phenomena become better
understood and experience working with these new materials becomes widespread, the
unique characteristics of polymer/gas systems will become more apparent and innovative
processing techniques will emerge. For example, one may be able to take advantage of the
plasticizing effect of gas to process polymers historically difficult or impossible to process
using conventional melt processing.
It is worth mentioning that many of the existing microcellular plastic processes as
well as certain variations are currently being implemented in industry. Eastman Kodak
developed a variation of the MIT process that is expected to give KO,dak a major
competitive advantage in its product over its Japanese competitors. The new product is
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scheduled to be introduced to the market in the near future. Another active microcellular
plastics group in industry is at the Axiomatics COf1A>ration in Woburn, MA. Axiomatics
has recently purchased a microcellular patent license and has set up an internal R&D
program dedicated to the development of microcellular processing technology. In addition,
Microcellular Plastics Technology, Inc. in New lAlndon, NH is reportedly commercializing
Kodak's initial microcellular processing patents (Gaspari,. 1993).
2.2 Process Technologies
Early work in cellular polymer processing utilizing dissolved gases to nucleate
voids dates back to the 1920's. Ptleummer (German Patent #249,777) discloses the
development of a unicellular rubber process using high pressure nitrogen as a blowing
agent (Collias and Baird, 1992). In 1942,. Alderson of the E.I. du Pont de Nemours
Company patented a process for producing cork-like products using ethylene as a blowing
agent to produce polyethylene foams having cell sizes on the order of 25 to 100 Jlrn. Using
a process similar to Pfleummer, Gent and Tompkins (1969) present an experimental study
of the ronnation and growth of microbubbles in crosslinked elastomers using dissolved
gases as physical blowing agents. While these processes are similar to MIT's microcellular
processing technology, they differ substantially in a number of ways. These conventional
methods do not achieve either the level of supersaturation nor the control over nucleation
necessary for producing microcellular plastics. In general, conventional processes result in
non-uniform cell nucleation and large cell sizes. The MIT process circumvents these
problems by (1) saturating the polymer with relatively large uniform gas concentrations to
promote large cell densities and small cell sizes and (2) rapidly inducing a thermodynamic
instability to insure uniform nucleation of voids.
To facilitate the transfer of microcellular polymer technology from research and
development into commercial use, a number of process technologies have been developed,.
including a major part of this research, that integrate the creation of a microcellular structure
with shaping operations in a viable manner. Recent work has focused on the design of
continuous and semi-continuous processes. Current processes for making microcellular
plastics include batch processes,. a sheet extrusion process,. a mono-filament extrusion
process, a room-temperature forming and foaming process, and a modified thelIDofonning
process.
Many of the developed process technologies are intended to be generic in nature.
That is, the technologies were developed to have wide applicability for industrial
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processing requirements. The generic nature of the current processes, including the sheet
processing system presented in this thesis, allows them to be tailored to specific
applications. Moreover, the physical processing knowledge gained with each generation of
technology will help promote flexibility and robustness in future generations.
2.2.1 Batch Processing
Batch microcellular processing of pellet, sheet, and pre-fonned parts is an effective
means for producing samples for laboratory testing, materials characterization, and critical
process variable evaluation. Although, the cycle times are too long for most commercial
production, the precise control of process variables and the repeatability of process results
are defmite advantages of batch processing. Additional advantages include the simplicity of
the process, the relatively well understood nature of the process, and the potential for
processing pre-fonned three-dimensional parts provided that certain precautions are taken
to preserve the fonned shape. In general, there are two basic batch processing techniques
used in microceUular processing.
Martini et at. (1982) and Martini-Vvedensky ~t al. (1984) describe the original
microcellular batch processing technique which involves three steps. First, a polymer is
placed in a pressure chamber and exposed to a high-pressure gas for a fIXed saturation time
at 8lnbient temperature. Next, a thennodynamic instability is induced by reducing the
pressure, removing the polymer from the chamber, and rapidly increasing the temperature.
The rapid decompression and temperature increase result in a solubility drop forming a
supersaturated state. The supersaturation provides a driving force for nucleation of billions
of microvoids. Heating the polymer/gas system above the glass transition temperature,
also promotes cell growth by diffusion of gas into nucleated cells and relaxation of the
polymer matrix.
AI!ematively, the batch process can be carried out at elevated temperatures as
disclosed by Colton (1989) and Colton and Sub (1992). In this case, the sample and
chamber are heated during the pressurized saturation time. When the pressure is released
and the system quenched, a foamed microstructure is produced. The advantages of this
high temperature process variation are increased gas diffusivity and reduced saturation time
both of which lead to unifonn temperature profiles across the part during foaming helping
to promote a unifonn microcellular morphology. However with this process, the initial gas
concentration available for foaming is less because gas solubility decreases with increasing
temperature (see equation 3-7). The high temperature processing is preferable for some
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semi-crystalline polymers. For example, the gas saturation and foaming of polypropylene
should be done near the melting point, Tm, because it is difficult to dissolve gas into the
crystallites (Colton and Sub, 1992; Colton, 1989).
2.2.2 Continuous Melt Processing
The first continuous micrccellular polymer extrusion processing concepts were
proposed by Waldman (1982) and further'disclosed by Martini-Vvedensky et al. (1984),
while a similar process was patented by Hardenbrook et al. (1988) of the Eastman Kodak
Company. The Hardenbrook et al. patent describes a process where a web (i.e., a sheet)
of plastic material, impregnated with an inert gas, is quenched using a complex die
arrangement to form a saturated web of unfoalned material. Next, the surface gas is
diffused out of the web in a co~trolled manner to promote an integral skin. The saturated
web is then re-heated at a station external to the extruder to induce foaming. During the
foaming step, the temperature and duration of the foaming process are controlled to
produce the desired cell morphology. The process is designed to produce a foamed plastic
web with an integral unmodified skin.
The significant limitation of this process is that only thin profiles (on the order of
0.020 inches in thickness) can be processed due to the limits of thermal cycling in
producing thick walled microcellular webs. Yet another complication with this process is
the use of potentially invasive lubricants and coolants in the die system which can degrade
the sheet properties and surface finish. In addition, the die configuration used in the Kodak
process is quite complicated and expansive. In contrast, the process developed in this
work uses a relatively simple die arrangement having considerably lower capital costs.
Moreover, the process developed here decouples cell nucleation, cell growth, and sheet
shaping. A fmal difference between the process ,of this work and the Kodak process is that
a staged pressure cycle is used to control microcellular processing in this work while the
Kodak process uses a thermal cycle. In general, pressure cycles are far easier to control
then thennal cycles.
Recently, Park and Sub (1992a, 1993) and Park et al. (1993) discuss the
polymer/gas solution fonnation and nucleation aspects of an extrusion process for
microcellular and supermicrocellular polymer mono-filaments. In order to make use of
microcellular polymer technology in a continuous manner, Park and Suh (1992a, 1993)
discuss two major process steps: (1) continuous fonnation of a polymer/gas solution and
(2) microvoid nucleation by thennodynamic instability in the polymer/gas solution. The
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main strategy for this process was to integrate these two steps in the extrusion process in
such a way that the o\'erall process was de-coupled. The basic process is shown in Figure
2.4 and proceeds as follows.
Polymer/gas solutions are produced continuously in the extruder barrel by injecting
a metered amount of gas such as carbon dioxide or nitrogen into a stream of molten
polymer. The gas flow is metered by varying the injection pressure of the gas as it passes
through a porous material which restricts the flow rate. The metered gas is then delivered
to an extrusion barrel where it is mixed with the molten polymer to form a two-phase
mixture.
The gas then diffuses into the polymer melt in a convective diffusion device (see
sr£tion 3.2) which intensely mixes the materials, resulting in the formation of a single-
phase solution. Once the single-phase solution is fonned, the pressure is rapidly lowered
to induce a thennodynamic instability thus promoting a high rate of bubble nucleation. The
pressure drop is accomplished using a fl1ament die or nozzle. Typical pressure-drop rates
used in this process are above 0.9 GPals. The nucleated filament emerges from the die and
expands nearly instantaneously. No external cell growth control is needed since the
microcellular flIament quenches rapidly at ambient temperatures due to its small diameter.
2.2.3 Forming Processes and Operations
Three forming and/or molding processes have been discussed in literature for
producing three-dimensional microcellular parts. Kumar and Suh (1990) and Kumar
(1988) were the first to develop a forming process for creating three-dimensional
microcellular parts. The basic idea of their modified thermoforming process is to pre-
saturate a polymer sheet with gas. The sheet is then subjected to a thermocycle where it is
first heated to a forming temperature (above the glass transition remperature). At that point
cell nucleation occurs, and the part is vacuum/pressure formed into a mold. Next, the
fanned part is heated to a foaming temperature (above the fonning temperature) where cell
growth occurs. Finally, the microcellular foamed part is cooled and removed from the
mold. In general, this process is limited to those polymer/gas systems having relatively
slow cell growth rates (i.e., styrenic resins processed with nitrogen) such that cell
nucleation and part fonning can be accomplished prior to cell growth. Ifcell growth occurs
at nearly the same temperature required for forming then highly elongated cell structures
result in the fonned part
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Figure 2.4: Schematic ofthe .mono-filament extrusion process. (Park, 1993)
A room-temperature or semi-solid-state fonning and foaming process is disclosed
by Cha et aI. (1992) for creating three-dimensional plastic parts. The basic idea is to take
advantage of the plasticizing effect of the gas to form and loam polymers at low or room-
temperature (see section 2.1.1). The process consists of saturating a polymer sheet willi a
gas while fixtured over a mold. Once the sheet is saturated, resulting in significant
plasticization of the polymer matrix, the gas pressure on both sides of the sheet is lowered
to allow cell nucleation to occur under pressure. Next, the gas pressure on the female mold
side. is removed and/or a matching mold plug is depressed, causing the sheet to fonn to the
mold surface. Slowly, the remaining gas pressure is removed allowing cell growth to
occur, resuiting in a three-dimensional microceliular plastic part having uniform cell
stnlctures. This process is limited to polymers which foam at low or room-temperatures
and experience significant plasticization during gas saturation.
A third molding process proposed by Clark and Seeler (1991) encompassed
sintering microcellular foam parts as an alternative to injection molding. The potential
advantages of sintering and foaming loose-pal,ked gr~ular polystyrene, compared with
injection molding, are independent control of mold filling· and foaming along with shorter
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saturation times. Unfortunately, gas desorption occurs rapidly with the small granular
polymers leading to low density reductions. In addition, such sintered microcellular parts
have low densities at the surface, as opposed to high density integral skins typic11 of
microrellular foams, resulting in poor mechanical performance since bending stresses are
greatest at the surface (Clark and Seeler, 1991).
While the process technologies for microcellular plastics have progressed rapidly
over the past decade with the advent of forming processes, extrusion processes, and
continuous solution formation systems, there are a number of significant i"rocessing issues
which need to b~ addressed. These include, molding and injection molding technology,
scaling of the existing processes to industrial processes, stability and robustness of existing
processes, and identification of markets supporting the high value added processes. Next,
lets look at the unique mechanical properties exhibited by microcellular plastics.
2.3 Material Property Characterization
Early studies by Martini (1981) showed that while microcellular polystyrene has
strengths below the neat polymer, its specific strength was considerably higher. Later,
Waldman (1982) characterized microcellular foamed impact grade polystyrene in an effort
to predict the conditions which produce microcellular structures and to understand the
relationship between structure and mechanical properties. Results indicated higher specific
strengths compared to the neat polymer. In addition, the specific strength was found to
reached a maximum at a 30% void fraction with an average cell size of 8 Jlrn. Fracture
toughness measurements showed a four-fold increase over the neat polymer. Moreover,
notched Charpy impact tests and Gardner drop tests were performed to determine the
contributions of craze initiation and crack blunting in fracture mechanisms. The notchr.d
Charpy impact tests showed a 200% improvernent in crack propagation resistance believed
to be the result of crack tip blunting at the microcells; the falling weight tests had a wide
variation in values attributed to surface defects and non-unifonn skin thickness.
Since these early studies, a number of investigations have been perfonned to
ascertain the material properties of microcellular plastics. These studies include
investigations of the flexural properties, the tensile modulus, the toughness, the fatigue life,
and the viscoelastic behavior.
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2.3.1 Flexural Properties of Microcellular Composites
A preliminary flexural property study of microcellular polyester composites was
performed by Youn and Suh (1985) with further detaIls presented by Youo (1984). This
study compared the flexural properties of a sheet molding compound (SMC) and a
microcellular composite having a 42% lower density. The flexural strength of the
microcellular composite was shown to be nearly equal to the SMC. The specific strength
was nearly 78% larger for the microcellular composite, and the flexural toughness of the
microcellular composite was three times that of the SMC.
2.3.2 Tensile Modulus and Theoretical Developments
In 1991, Kumar and Vander WeI proposed a model for predicting the tensile
modulus of microcellular foam based on the Gibson and Ashby (1982, 1988) model for
closed-cell foam materials. From Gibson and Ashby (1982), the ratio of the foam tensile
modulus to that of the polymer matrix is given by
(2-2)
where He is the tensile modulus of the foam, Em is the tensile modulus of the pojymer, Pc is
the foam density, p is the polymer density, and cI> is the ratio of the volume of material in
the cell walls to that in the cell struts. Equation (2-2) accounts for the bending of the cell
struts and stretching of the cell walls and neglects contributions from the compressibility or
incompressibility of the fluid within the cells. Because the distribution of material in the
cell .'ValJs decreases as the relative density decreases, Kumar and Vander WeI proposed that
~ is proportional to the relative density of the foam, i.e.,
«I> oc Prp . (2-3)
With this assumption the relationship between foam modulus and relative density is given
by:
(2-4)
This equation was found to be in good agreement with experimental data for microcellular
polycarbonate processed with carbon dioxide (Kumar and Vander WeI, 1991). In
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accordance with equation (2-4), the tensile modulus of the microcellular polycarbonare
decreased with relative density to a greater extent then predicted by the rule of mixtures.
Kumar and Vander Wei also showed that the microcellular polycarbonate has relative
moduli comparable to structural foams.
In 1992, Weller and Kumar presented two micro-mechanical models for predicting
the effective tensile modulus of microcellular polymers. The rust was a dilute model based
on Eshelby's equivalent inclusion method and Eshelby's solution for an ellipsoidal
inhomogeneity in an infinite matrix. This model assumes that the concentration of voids is
dilute enough that interactions among the voids may be neglected. A second model
combines Eshelby's equivalent inclusion method and Mori-Tanaka's mean field theory as
derived b~/ Taya and Chou (Weller and Kumar, 1992) to predict the effective stiffness of an
elastic bey containing ellipsoid~ inhomogeneities. Using available experimental data, the
authors show that the dilute model over predicts the experimental data while the Morl-
Tanaka's model agrees well between relative densities of 0.50 and 0.90 where the spherical
void assumption holds.
2.3.3 Effects of Microcellular Processing on Toughness
In 1992, Collias and Baird studied the tensile properties of microcellular PS, SAN,
and PC processed with nitrogen, in an attempt to determine the effect of various
microcellular processing steps on the fracture toughness. Tests were perfomled on
samples with three processing histories: (1) supersaturated with nitrogen, (2) heated in an
oil bath at temperatures comparable to microcellular processing, and (3) microcellular
processed. For PS, the results show a slight increase in ultimate strength and a substantial
increase in the elongations at yield and break for the supersaturated polystyrene compared
to the neat PS and compared to saturated polysiyrene allowed to desorb nitrogen for three
days. An increa~ in toughness over the neat polymer was also found for PS samples
allowed to desorb gas for three days. The toughness for the thennally processed PS
samples was equal to the neat polymer. Microcellular PS was found to have lower ultimate
strength and elastic modulus, but higher elongations at yield and break compared to the neat
polymer. The same series of experiments was carried out with samples of SAN. The
supersaturated material experienced an increase in toughness which was not present after
five days of desorption. Microcellular SAN showed no improvement in tensile properties
compared to the neat polymer. In addition, neither the supersaturated nor the microceilular
polycarbonate showed any increase in tensile properties compared to the neat polytner.
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2.3.4 Fatiglle Properties
Seeler and Kumar (1992, 1993) have investigated the fatigue of tnicrocellular
polycarbonate. In general, they found that the fatigue life increased with increasing relative
density'. Milcrocellular polycarbonate was also found to be less notch sensitive than solid
polycarbonCllte at low stress amplitudes, but the notch sensitivity exceeded that of the solid
material at high stress amplitudes. In this study, the fatigue life of microcellular
polycarbonllte was compared to the as-received sheet, samples thermally processed similar
to microcellular processing, and samples which were saturated with gas and desorbed. The
authors re~tort that saturation of solid polycarbonate with carbon dioxide decreases tensile
strength bJ' 20 percent and increases fatigue life up to 10 times (similar to annealing metal
which als() decreases tensile strength and increases fatigue life). Below the maximum
tensile sLr(:sses of 40 MPa, the fatigue life of microcellular polycarbonate having a relative
density of 0.897 was approximately equal to that of unprocessed polycarbonate. Above
this relative density, fatigue life increased up to 17 times that of the as-received material
(Seeler and Kumar, 1993, 1992).
2.3.5 Viscoelastic Behavior
S,himbo et cl. (1992, 1993ab) investigated the viscoelastic behavior and mechanical
properti(~ of microcellular poly(ethylene terephthalate) (PET) and a polyolefin nucleated
PET (CJPET). Using dynamic mechanical analysis, the authors found that the storage
moduli f)f the microce~\Iu1ar PET and CPET relieve at a slower rate at temperatures near Tg
compared to the neal polymer. Moreover for CPET, this effect was enhanced by increasing
cell sizt~. The microcel~ularCPET having varying cell size was also reported to ~follow the
time-te:mperature corre:spondence principle at low strain amplitudes (i.e., approximately
.0015 linlm presumably in the IUlear range). The authors surmise that microcellular CPET
samples having varying', cell sizes and constant cell densities, may be used to estimate the
viscoelastic behavior nlicrocellular CPET having the same cell density but arbitrary cell
sizes. Shimbo et a1. (1993a) also report semi-crystalline microcellular CPET having tensile
strengths equal to the neat CPET and a 16% lower density. In addition, they found that the
SpecifilC strength of the microceUular CPET exceeded the neat polymer and increased with
increai)ing cell size.
Kumar et at. (1993) have studied the linear and nonlinear viscoelastic behavior of
micr()(:ell~larpolycarbonate processed with carbon dioxide. This research also focused on
predicting the creep in neat polycarbonate based on Schapery's single integral theory of
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nonlinear viocoolastic behavior. The eventual hope of the authors is to combine Schapery's
theory with a mictu-rnechanical model (section 2.3.2) to predict non-linear viscoelastic
behavior in microcellular polycarbonate. The authors report that microcellular
polycarbonate samples with relative densities of 0.97 and 0.83 exhibited nonlinear
viscoelastic/viscoplastic behavior over the strains studied based on creep and recovery
experiments. Compared to neat polycarbonate, creep in microcellular polycarbonate
initiated at lower stresses, and creep strains exhibited greater viscoplastic response. In
addition, it was possible to subject mlcrocellular polycarbonate to creep strains exceeding
the tensile strain at creep rupture for neat polycarbonate. This implies that the microcellular
polycarbonate shows a higher strain to failure then is possible in the neat polycarbonate
(Kumar et al., 1993).
Finally, it is worth noting that some morphology characterization techniques for
microcellular polymers are emerging. Aubert (1988) has proposed a method of objective
characterization of open cell microcellular foams. Although the characterization is for open
cell materials, it seems to have applicability to th~ characteristic closed cell microcellular
foams discussed in this chapter. Ramesh et aI. (1992) briefly discuss a digital image
analysis technique for analyzing SEM micrographs of ~icrocellularpolymers. Moreover,
Garbini (1992) discuss a proposed sensor and error analysis of an impedance based sensor
for non-destructive characterization of core void fraction and skin thickness in microcellular
foams.
2.4 Summary
The innovative new class of polymeric materials called microcellular plastics seem
to possess the potential to substantially impact the use and manuiacture of polymer
products and polymer foams. These materials posses superior thennal, mechanical, and
electrical properties which can expand the application of foamed polymers into new areas.
In current structural foam applications, microcellular materials can reduce material
consumption and costs without substantial performance ~oss. Additionally, microcellular
plastics processing technology has advantages over con~entional foam processes because it
uses environmentally safe gases as blowing agents, rather than hydrocarbons, CFCs,
HCFCs, or toxic chemical blowing agents.
With many unique properties, microcellular plastics have a large number of
potential applications in high value-added products. These include aerospace and
automotive parts which could benefit from microcellular plastics' high specific strengtJl ana
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acoustic dampening properties, sporting equipment where weight reduction and energy
absorption are critical, cojd-weather clothing made from microcellular fabrics, molecular
grade filters for separation processes, and surface modifiers for low friction applications.
Since its initial development, microcellular plastics technology has been applied to
new polymer/gas systems including amorphous thermoplastics, semi-crystalline
thermoplastics, liquid crystal polymers, elastomers, and thermosets. Moreover,
microcellular plastics technology has been advanced into new generations of materials and
processes including supennicrocelluIar plastics, low-temperature microcellular processing,
mono-filament extrusion, and with this research a new microcellular sheet extrusion
process.
As with many new technologies, the advanced development of microcellular
plastics will lead to new scientific discoveries. For example, the formation of solutions
where gas is the solvent and the polymer the solute creates many interesting questions
about intermolecular forces, thermodynamics of solutions, kinetics of dissolution, and
penneation of gases through polymeric solids. It also raises many technological issues
such as non-conventional processing techniques, mixing of gases and polymers, etc.
In the next chapter, the fundamentals of microcellular processing are presented.
This chapter includes a discussion of the basic theory underling polymer/gas solution
formation, microcellular processing, and cell growth.
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. .
FUNDAMENTALS OF
MICROCELLULAR POLYMER
PROCES1SlNG
3.0 Introduction
Now that a brief introduction to microcellular plastics has been given along with
recent material advances and potential applications, it is useful to explore further the critical
processing steps common to all microcellular processing and develop the theoretical
fundamentals of each processing step. First the formation of gas/polymer solutions will be
discussed, followed by microcellular nucleation (a fonn of phase separation) and cell
growth. The theoretical treatment of this chap~r will be used throughout the remainder of
the thesis.
3.1 Formation of GaslPolymer Solutions
Mixing plays a dominant role in the fOfIT_ation of a gas and polymer solution for
microcellular polymer processing, and can take two fonns. The first is spontaneous simple
mixing where under proper conditions gas molecules diffuse into the polymer matrix
creating what appears to be a molecular level dispersion. Such a dispersion is considered
to be a single phase solution. The second is a dispersive mixing where gas is injected into
a molten polymer and mixed by breaking down large gas bubbles into smaller bubbles and
shearing these bubbles to promote diffusional mixing. In both cases, the fOlmation of
solutions and mixing can be understood from a macroscopic point of view in terms of
thermodynamics. The following thennodynamic discussion is treated in detail by Flory
(1953), Gutowski and Suh (1982), and Young and Lovell (1991).
3.1.1 Basic Thermodynamics of Mixing
At a given thennodynamic state, the system consisting of a polymer and a gas will
try to minimize its free energy until equilibrium is reached. If the fonnation of a solution
by mixing of the constituents lowers the system free energy, a solution will form
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spontaneously. Otherwise, the constituents will remain in separate phases and no
spontaneous mixing will occur. By defmition, the Gibbs free energy is given by:
G=H-TS (3.1-1)
When two constituents are mixed, the Gibbs free energy of mixing, L\Gm, is given by the
difference of the free energy of the mixture and the total free energy of the individual
constituents and is described by equation (3.1-2). Under the conditions of constant
temperature T and pressure p, the Gibbs free energy of mixing is given by equation (3.1-3)
where MIm and ASm are the enthalpy and entropy of mixing, respectively.
AGm =GlaT,p,nI,n:z) - "GY(T,p,nI) - G~T,p,n:z)
~Gm=MIm - TASm
(3.1-2)
(3.1-3)
Mixing and solution formation occurs only if the free energy of the system decreases, that
is AGm < O. Therefore, spontaneous mixing will occur provided that the enthalpy of
mixing is negative and/or the entropy 'of mixing is positive and sufficiently large. In many
cases, the Flory-Huggins theory can be used to approximate the Gibbs free energy of
mixing for polymer and solvent solutions (Flory, 1953; Gutowski and Suh, 1980; Young
and Lovell, 1991) although this detailed discussion is not given here.
A large enthalpy of mixing is characteristic of systems in which the constituents
chemically react and/or bond at the molecular level. Enthalpy contributions also occur due
to general intermolecular interactions. If AHm > 0, then mixing is endothermic; if
AHm< 0, then mixing is exothermic; and if ~Iim = 0, then mixing is athermic. Flory-
Huggins theory accounts for the enthalpy of mixing by approximating the Gibhs free
energy of contact interactions between molecules. However, for dilute polymer solutions,
the enthalpy of mixing can be estimated using the solubility parameter approach as given by
equation (3.1-4) where Vm is the molar volume of the mixture, q. is the volume fraction of
the polymer or solvent, and Bis the solubility parameter of a constituent and equal to the
square root of the cohesive energy density (i.e., a parameter that characterizes the strength
of attraction between molecules). The solubility parameter approximation holds at ambient
temperature for systems of non-polar molecules, negligible hydrogen bonding, and
negligible charge transfer interactions. The solubility parameter approach is typically used
as a guide to misc;ibility, and within its limiting assumptions, can be used to estimate the
enthalpy of mixing (i.e., predicting values greater than or equal to zero only).
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(3.1-4)
The extent to which the enthalpy of mixing contributes to microcellular processing
is not known at this time. In general, the enthalpy of mixing comprises contributions from
secondary bonding between gas and polymer molecules such as hydrogen bonding and
from chemical reactions between gas and polymer molecules. Researchers are currently
studying the issue of secondary bonding during microcellular processing.
Spontaneous mixing will occur during athermic mixing, such as for ideal solutions,
provided that TASm ~ 0 also called entropic mixing. Historically, the entropy of mixing
has been viewed as having two contributions: (1) a combinatorial component due to
geometric rearrangement of molecules and (~) a non-combinatorial component due to the
entropy of specific molecules in a given environment. t The entropy of mixing can then be
written as
~m =AScomb +~nc (3.1-5)
where l\Scomb is given hy Boltzmann's equation such that l\Scomb =k in (0) and n is the
probability that a given state will exist. Substituting in equation (3.1-5), equation (3.1-3)
can be rewritten as:
(3.1-6)
At low temperatures, the enthalpy term dominates the mixing process and can be
estimated for some systems using equation (3.1-4). At moderate temperatures, the entropy
tenn dominates mixing through the combinatorial component. As the system progresses to
a randomly distributed configuration, the combinatorial entropy increases such that AScomb
> O. However, as the temperature is increased further, the non-combinatorial entropy
component can dominate due to entropy contributions from intennolecular contacts and
volume changes upon mixing. Both of these situations can reduce the available vibration
states of the molecules thereby reducing the non-combinatorial entropy such that L\Snc < O.
Thus at sufficiently high tempera~ures, mixing will worsen do to ASnc contributions and
two phase mixtures will prevail. Based on equation (3.1-6), it appears that the mixing of a
gas and polymer to fonn a single phase solution is best perfonned at moderate temperatures
such that the mixing process is driven by combinatorial entropy effects.
t In some ways, the term non-eombinatorial entropy is a misnomer since all entropy contributions are
ultimately related to geometric distributions and thus are combinatorial.
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In some microcellular processing systems particularly melt processing, solution
fonnation is accomplished by dispersive mixing accompanied by diffusion of gas into the
polymer matrix. Both dispersive mixing and gas diffusion increase AScomb. The most
notable example of such a system is the continuous polymer/gas solution fonnation system
developed by Park and Suh (1992a) which is discussed in section 2.5. In this case, the
constituents have fmite surface energy, 1, over a surface area, A, resulting from the injected
gas bubbles in the polymer melt Another common element in dispersive mixing systems is
shaft work, Ws, which is done on the system. In the extrusion process, the shaft work is
input through the screw rotation. Under constant temperature and pressure conditions,
mixing will occur provided that the Gibbs free energy of mixing is less than or equal to
interfacial energy and shaft work contributions and takes the form of equation (3.1-7)
(Suh, 1986). From equation (3.1-7), it is clear that mixing can be enhanced by mechanical
shaft work to overcome the interfacial energy barrier which suppresses spontaneous
mixing. It is also important to note that mechanical mixing will tend to disperse the
constituents into smaller domains thus increasing the overall intetfacial energy of the
system. From equation (3.1-7), one can see that mixing will occur if the Gibbs free energy
is less than the interfacial energy increase resulting from extensive mixing associated with
the mechanical Sllaft work. I
(3.1-7)
3.1.2 Solution Formation in Microcellular Polymer Processing
Batch Processing
During batch processing, polynler/gas solution formation is accomplished by
saturating a polymer under a high pressure gas. In this case, the solution formation is
governed solely by gas diffusion into the polymer matrix (i.e., simple mixing). As the gas
molecules diffuse into the solid polymer matrix, the polymer/gas system proceeds from a
highly ordered state composed of two discrete phases (the gas phase and the polymer
matrix phase) to a state of greater disorder where the two constituents are co-mingling at the
molecular scale. Therefore, the diffusion process increases the entropy of the system and
lowers the overall free energy of the system. Since the diffusion process is critical to
understanding polymer/gas solution formation in microcellular batch and continuous
f Extensive mixing involves the shearing of the constituents which tends to increase the interfacial surface
area-Io-volume ratio of the mixture.
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processing, it is worthy of some additional discussion. The following discussion is
adapted from the extensive mathematical treatment of diffusion by Crank (1975).
In mid 1800's, Fick recognized that, like conduction heat transfer, diffusion is due
to the random motions of molecules. Fick's rust law states that the rate of diffusion (i.e.,
the transfer of gas through a unit area of a section) is proportional to the concentration
gradient r"ormal to the section (equation 3.1-8). Fick's second law gives the rate of change
of conCf.;ntration with respect to time (equation 3.1-9).
F=-DVc
de
-=Ve(DVc)
at
(3.1-8)
(3.1-9)
In equations (3.1-8) and (3.1-9), c is the gas concentration, D is the diffusivity, and F is
the gas flux. For some isothermal systems, the diffusivity can be assumed constant;
however, in many polymer/gas systems, D depends strongly on concentration. Various
solutions to equation (3.1-9) and method~ of determining the diffusion coefficient from
experimental data are found in Crank (1975). For the sorption of gas by an infinite plwle
sheet of thickness 2/. with constant diffusivity, the solution to equation (3.1-9) is given by
c-co 1 4 ~ (_1)° ~-D(2n+l}2n:2) (2n+l}1tx
--= - - ~ ex t cos-------......;"",.--
c.-co 1t o =020+1 41 2 21 (3.1-10)
where the sheet is initially at unifonn concentration Co, and the surfaces x = ± I are held at
Ct for time t > O. If Henry's law is assumed to hold true for the polymer/gas system then
the surface concentration is given by, Ct =Kg Psat where Psat is the saturation gas pressure
(see equation 3.1-14). The ratio of the total amount of diffusing gas dissolved in the sheet
after time t (MJ to the equilibrium value (Moo) is determined by integrating equation
(3.1-10) over the sheet thickness, and is given by
"'---
Equations (3.1-10) and (3.1-11) serve as useful approximations for many systems
encountered in microcellular processing. Extensions of the above solutions to more
complicated cases, which are also encountered in microcellul:,r processing, sut;h as
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sorption causing the sheet to swell or concentration dependent diffusivities, are discussed
in Crank (1975).
Coptiguous Processin&
Diffusion processes encountered in batch microcellular processing are typically
slow, resulting in long cycle times. Thus a critical step in continuous microcellular plastics
processing is the creation of polymer/gas solutions at industrial rates. Solution fannatian
in continuous processing can be accomplished in one of the following ways: (I) saturating
pellets and extruding at high processing rates, (2) injecting gas into the polymer melt and
promoting mixing to form a single phase solution, or (3) extruding a precursor such as a
filament or sheet which is then saturated with gas before post-processing into the net shape.
Recently, ,a continuous solution formation process implementing gas injection was
developed b~, Park and Suh (1992a) with additional refinements presented by Park (1993).
In this case, solution fonnation is achieved through two processes: (a) dispersive mixing of
a supercritical fluid/gas and molten polymer aIld (b) diffusion of the supercritical fluid/gas
into the polymer. In Park and Suh's system, real time solution fonnation is achieved by
intense mixing of tile polyiner/gas system, decreasing the mean gas diffusion distance. The
result is an increase in the solution fannatian rate and processing rate. At this point, it is
worth exploring the elnbodiments of the continuous solution formation system presented
by Park and Suh (1992a) since this technology is utilized in the microcellular sheet
processing system developed in this work..
In general, continUal'S processing of microcellular plastics involves two solution
formation steps: cl-eation of tile two-phase mixture in a polymer melt, and completion of
the dissolution process using various mixing techniques to form a high-gas-concentration
single phase polymer/gas solution. Figure 3.1 shows the morphology change of the
polymer and gas phases during the process. Initially, a soluble amount of gas is injected
into a polymer melt fonning a two-phase polymer/gas mixture. The injected gas bubbles
are then broken into small bubbles creating a fine bubble dispersion, followed by stretching
via shear mixing to form high-aspect-ratio stretched bubble structures. Since the mean
diffusion dist1Dce over which the gas must diffuse is decreased substahtially, the gas
diffuses into the polymer matrix fanning a single-phase solution in real time.
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Figure 3.1: Morphology change ofa pOl)lmer melt and gas system during a
continuous SOlUtiOll formation process.
The basic strategies for rapid solution formation are increasing the diffusion
coefficient and inducing convective diffusion (a form of laminar mixing). Since the
diffusion coefficient increases as the temperature increases, the rate of gas diffusion is
enhanced by processing the mixture at elevated temperatures. Convective diffusion results
in an increase in the interfacial area per unit volume, a reduction of the diffusion distance,
and a redistribution of the local gas concentration profile in polymer matrix.
Convective diffusion enhances the diffusion rate by bringing polymer melt with a
low gas concentration into contact with a source of high gas concentration (i.e., the injected
gas bubbles). Two convective-diffusion techniques are used by Park (1993) in the
continuous process. One technique employs the shearing action of the extrusion screw to
draw small bubbles of gas into the molten polymer shear field. fhe mixing action of the
shear field continuously disperses the gas bubbles uniformly throughout the polymer
matrix. A second convective diffusion technique was to enhance mixing effectiveness
through laminar reorientation of the mixture by introducing various rnixing sections in the
extrusion process. Park and Suh (1992a) and Park (1993) present an approximate model
for detennining the time necessary for polymer/gas solution formation in continuous melt
processing which is summarized in the following.
The theory of mixing for highly viscous fluids describes the growth of interfacial
areas in different types of shear flows. The interfacial area per unit volume, NV, a key
parameter in quantifying mixing, is related to the striation thickness, s, by equation
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(3.1-12) where the striation thickness is defined by ilie average distance between interfaces
of the same component in the mixture.
(3.1-12)
Based on equation (3.1-12), the theory of laminar mixing can be used to derive the striation
thickness in shear flow. Using developments of Mohr et al. (1957) and Kim et. al. (1972),
the striation thickness in shear flow is given by
(3.1-13)
where db is the average diameter of the dispersed bubbles, «!»v is the volume fraction of the
gas, and '1 is the mean stretching ratio of the gas component. Since the striation thickness
is the average distance between gas and polymer interfaces, it follows that the average time
necessary for the gas in the bubbles to diffuse into the polymer melt, during convective
diffusion can be estimated from equation (3.1-14).
(3.1-14)
In general, the diffusivity D is temperature, pressure, and gas concentration dependent
(Dunil and Griskey, 1966 and 1969; Koros and Paul, 1980; Newitt and WeaIe, 1948, Van
Krevelen, 1976); however, it can be approximated as:
(3.1-15)
where Do is a reference diffusivity and ABD is the activation energy for diffusion.
In order to estimate the striation thickness, the bubble stretching ratio, defined by
equation (3.1-16), is taken to be the mean stretching ratio of the gas component, "(, which
holds provided the stretching ratio is not to large (i.e., where molecular relaxation and
surface tension instabilit\es can dominate).
(3.1-16)
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In equation (3.1-16), dmax is the maximum diameter of elongated bubbles in the shear field
which was experimentally estimated by Park and Suh (1992a).
According to Park and Suh (1992a), the dispersed bubble size can be estimated by
assuming the mixing behavior of a gas in a polymer melt follows dispersive mixint~ theory
for shear flow. When the shear stretching exceeds the critical value of the ~vVeber number,
We (i.e., given by equation 3.1-17) disintegration of the bubbles takes place due to surface
tension effects fonning a finer dispersion of bubbles.
where
We =ydb l1p (~ = shear forces
2 'v sutface forces
'bp
f~q)= 19 q + 16 and q =l1g
16q + 16 Tlp
(3.1-17)
(3.1-18)
In equations (3.1-17) and (3.1-18), i' is the shear rate in the mixture, TIp is the dynamic
viscosity of polymer matrix, l1g is the dynamic viscosity of gas, and Ybp is the surface
tension of the polymer/gas interface.
Using available literature data for the critical Weber number, equations (3.1.-17) and
(3.1-18) can be used to estimate the average bubble diameter, db. The stretching: ratio of
the gas bubble and the striation thickness can then be estimated using equations (3.1-16)
and (3.1-13), respectfully. Finally, using available data for the diffusivity via equation
(3.1-15), the time required for solution fonnation can be estimated from equation (3.1-14).
Based on an order-of-magnitude analysis, Park (1993) estimates that the fonnation of a
polystyrene solution containing 10 % carbon dioxide can be completed in one minute at a
melt temperature of 200 °c.
Furthermore, Park and Suh (1992a) demonstrated that continuous solution
formation can be achieved in an extrusion system without substantially degrading the
processing rates of the extruder. They emphasize that only a soluble amount of gas ShOllld
be injected into the polymer melt because excessive gas would result in the formation of
undesirable voids and non-unifonn cell structures. Park (1993) estimates the soluble
amounts of CO2 and N2 in many thennoplastic melts (i.e., at 200 °C and 4000 psi) to be on
the order of 10% and 2% by weight, respectively.
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The equilibrium concentration of gas in a polymer is an impOIti:nt consideration in
microcellular processing. Generally, the equilibrium concentration is expressed as a
function of temperature and pressure (Durril and Griskey, 1966 and 1969; Koros and Paul,
1980; Lundberg et al., 1966; Newitt and Weale, 1948; Vall Krevelen, 1976; Veith et al.,
1966; Weinkauf and Paul, 1990) as indicated in equation (2-1). Henry's law, equation
(3.1-19) valid for dilute solutions, can be used to estimate the equilibrium concentration of
gas in a polymer as a function of pressure. In general, Henry's law predicts that the partial
pressure of an ideal solute is proportional to the mole fraction in the solution. Henry's law
constant is temperature dependent and is typically given by an Arrhenius relation, equation
(3.1-20). Combining equations (3.1-19) and (3.1-20), an approximate relation fo~ the
equilibrium solubility of gas in a polymer is given by equation (3.1-21). Note that equation
(3.1-21) predicts the general shape of the equilibrium concentration surface in Figure 2.2.
Ceq:::: Ks Psat
Ceq .., Kso Psatex~- 'i::;)
(3.1-19)
(3.1-20)
(3.1-21)
It should be noted that Henry's law is only an approximate relation which holds for
some polymer/gas systems over a limited ternperarure and pressure range. Numerous other
relations exist describing the partial pressure of a solute and the concentration in solution
such as the Langmuir equation and elements of the Flory-Huggins theory (Cornyn, 1985;
Koros and Paul, 1980). Nevertheless, Henry's law is a convenient relation for estimating
the equilibrium concentration of gases in polymers over the temperature and pressure
ranges typically used in microceUular processing.
Another significant consirleration of high gas concentration solutions found in
microcellular processing is the effect of dissolved gases on the viscoelastic behavior of
polymers. For many polymer/gas systems, the glass transition temperature has been
sh()wn to be a strong function of tile gas concentration (Baldwin, et al. 1993 and 1992;
Chiou et al., 1985; Condo et al., 1992; Koros and Paul, 1980; Wang et aI., 1982). In
general, an increase in dissolved gas concentration decreases the glass transition
temperature. Baldwin et al. (1993) indicate that Tg depressions as high as 75°C can occur
during the microcellular processing of poly(ethylene terephthalate) using carbon dioxide.
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3.2 Phase Separation ,and Nucleation of Microvoids
Once a single phase polymer/gas solution is formed during microcellular
processing, the gas is then separated into a second pI-lase in a controlled manner by
subjecting the solution to a rapid thermodynamic instability. The phase separation is
accomplished with what appears to be nucleation and growth phenomena. Nucleation is
achieved by quickly lowering the soluble gas concer:ttration through temperature and/or
pressure changes. The system now seeks a ,state of lower free energy which results in the
clustering of gas molecules in the form of cell nuclei. The formation of stable nuclei
provides a relatively small mean free distance for the gas molecules in solution to diffuse
through before reaching a cell nucleus (Le., the gas phase). As the gas diffuses into and
expands the cells, the free energy of the system is lowered. The cell nucleation process is
very important in microcellular processing in that it governs the cell density, dominates the
overall foa..~ morphology, and detennines the properties of the material.
3.2.1 Phase Separation Processes
However, phase separation in polymer solutions is a general phenomenon which
encompasses nucleation and, in partially miscible solutions, spinodal decomposition (see
Guto\\'ski and Suh, 1982; Young and Lovell, 1991; and Zettlemoyer, 1969 for detailed
reviews). In general, phase separation at high temperatures is a rare phenomenon for
mixtures of similar size molecules. However; the unique structure of polymer/solvent and
polymer/gas systems allows for phase separation at high temperatures due to the large free
volume difference between th~ two species. During low temperature solution formation, a
solvent vapor or gas experiences a large voillme contraction as it diffuses into the polymer
matrix. This restricts the vibrati~nal motions of the solvent or gas molecules increasing the
molecular order and decreasing the non-combinatorial entropy tenn. If the temperature of
the system is increased, then the contribution of the non-combinatorial entropy tenn
dominates the Gibbs free ener~y of mixing forcing the system to phase separate, where the
solvent or gas "condenses" in the polymer matrix.
A typical equilibrium phase diagram is sketched in I.he upper portion of Figure 3.2
for a partially-miscible, binary polymer/solvent system at constant pressure. The figure
shows a system characterized by a lower critical solution temperature, Tc (LeST) which
occurs in systems having negative enthalpy of mixing and/or large volume contractions of
the solvent or gas during mixing. Below the critical ,temperature, Tc, the polymer and
solvent are miscible in all proportions forming a single phase solution. It should be noted
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that ronny polymer/solvent systems also expelience an upper critical solution temperature
(UCS1) where the binodal and spinodal curves are concave down. For more detailed
discuss~ion of polymer/solvent phase separation and the related thermodynamics, readers
are reft~rred to Flory (1953), Gutowski and Suh (1982), and Young and Lovell (1991).
The equilibrium phase diagram of Figure 3.2 shows four regions bounded by the
sI,inodal (dashed curve) and the binodal (solid curve)~ Outside of the binodal, the binary
s'ystem is completely miscible consisting of stable single phase solutions. At Tt, the Gibbs
free ellergy curve indicates stable single phase behavior for 0 < ep2 < et»'2b and
q.1I2b <~ < 1. In the second region, within the spinodal, tile binary system is immiscible,
consisting of two phases in equilibrium.. The condition for equilibrium for two co-existing
phases is that the chemical potentials for both phases are equal for each constituent. This
follows since the chemical potential of constituent i is equal to (dGldnj)nj,T,p where nj is the
numbeJr of rrloles of constituent i. In the Gibbs fr~ energy graph of Figure 3.2, phase
equilibrium corresponds to two ph~s sharing a common tangent, defined as the binodal
compo,sitions (i.e., given by cf»12b and ct»"2b at T~). Single phase solutions within the
spinodal ace unstable and will spontaneously phase-separate via spinodal decomposition
into two phases having binodal compositions. At TI, this unstable phase behavior holds
for ej)'2Ji, < '2 < C1»"2s.
The regions between the binodal and spinodal are of the greatest interest to
microoellular processing and correspond to metastable solutions which will tend to phase-
separate (via nucleation and growth) if a finite energy barrier can be overcome. At TI' the
Gibbs free energy curve indicates metastable single phase behavior for tj)12b < 4>2 < q,'2s and
,1128 < ~~ < tj)1I2b. This follows 'since the points at .p'2s and '''2s correspond to the inflection
poin,- ,taj the Gibbs free energy curve where ({)2~Gm/{)~2)1=({)2L\Gm/dcft22)" =O. In the
ranges of cf»'2b < 4>2 < <l»12s and cf»u2s <~ < epll2b' the initial stages of phase separation give
rise to Ian increase in the Gibbs free energy (i.e., the Gibbs free energy barrier). A~ phase
separation proceeds further until the binodal compositions are achiev~d, the Gibbs free
energy of the system decreases below that of the initial metastable solution. The Inetastable
solutions tend to phase separate via nucleation and growth. In order for the nucleation of a
phase to occur, a Gibbs free energy barrier must be overcome for the system to reach a
final lower free energy state. Once nucleation haS occurred, free energy differences drive
the growth of the nucleated phase via mass transport of the nucleated phase which
commonly occurs by a diffusion process.
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Figure 3.2: Typical phase diagram and its relation to the Gibbs free energy ofmixing for a
partially miscible binary system at constant pressure.
The relation between the polymer/solvent system phase separation and the phase
separation which occurs during micl"ocellular processing of polymer/gas systems is unclear
at this point in time. It is widely accepted that the phase separation occurring in
microcellular processing is of the nucleation and growth t~pe. However, the specific shape
of the phase diagram for typical polymer/gas systems is as yet undetermined. It appears
that phase separation in microcellular processing is represented by something similar to the
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right hand side of Figure 3.2, in particular the metastable region. Nucleation and growth of
microcells is commonly reported indicating the existence of a binodal phase boundary. No
experimental evidence has yet been published indicating a spinodal boundary (with the
accompanying spinodal decomposition phase separation) in polymer/gas systems typical of
microcellular processing. Moreover, common polyethylene fractionation techniques using
supercitical carbon dioxide indicate the existence of a binodal boundary at low polymer
concentrations. t
To illustrate common nucleation techniques in microcellular processing using
Figure 3.2, consider a closed system with a high polymer concentration, «P2 at low
temperatures. An increase in temperature will force the system to enter a metastable state
where nucleation and growth are favored provided the energy barrier is overcome.
Temperature driven nucleation has been observed in both batch and continuous
microcellular processing (Kumar et al., 1992; Park and Suh, 1992b; Ramesh et aI., 1993;
Ramesh et a1., 1992; Kweeder et al., 1991). If a spinodal bOllndary exists, one would
expect that a sufficiently large temperature increase would place the system in a unstable
stale where spinodal decomposition is favored. Another way of forcing the polymer
system into a metastable state is via a pressure change. In Figure 3.2, pressure changes are
typified by translations of the critical point, spinodal curve, and binodal curve along the
temperature and concentration axis. For a pressure decrease, one might expect the critical
point to tranSlate to a lower temperature and a lower polymer concentration. In the case of
polymer/gas systems, the binodal boundary would seem to decrease with a pressure
decrease. Thus, a pressure change can force the system into a metastable region where cell
nucleation and growth can occur. Pressure driven nucleation is commonly observed in
microcellular processing (Baldwin and Suh, 1992; Baldwin et al., 1992; Cha and Suh,
1992; Colton and Suh, 1987abc; Kumar and Weller, 1991a; Martini et al., 1982; Park et
al., 1993; Youn and Suh, 1985). In addition, Figure 3.2 indicates that, provided a
spinodal exists, a sufficiently large decompression will force a polymer/gas system into an
unstable state where spinodal decomposition is favored. While the existence of a spinodal
in polymer/gas systems is unknown at this time, microcellular foams generated in this
manner may tend to have an open cell structure due to the unique interpenetrating phase
network nonnally associated with spinodal decomposition. In this case, the systems would
have to be stabilized quickly to maintain the open cell structure.
t In the fractionation process, the solubility of polyethylene in supercritical carbon dioxide is a function of
molecular weight, pressure, and temperature. By controlling the solubility through the solution pressure or
temperature, various mol~ular weight polyethylenes can be separated (i.e., precipitated) oul from the
solution. In this case, the highest molar mass species nucleate rlfst followed by lo,vcr molar mass species.
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3.2.2 Classical Nucleation Theory
The nucleation of microvoids is a process by which microscopic fluctuations
resulting from thennodynamic state changes fonn clusters of gas molecules. TIle nucleated
clusters will spontaneously grow if they exceed a critical size. Clusters smaller than the
~ I " •
critical si~ will dissolve back into solution. This implies the existence of a finite energy
barrier for stable cluster fonnalion. The nucleation process can occur homogeneously
throughout the material or heterogeneously at high energy regions such as phase
boundaries. The ronnalion of microvoids in the supersaturated solution can be quantified
using elements of classical nucl~ation theory derived by Becker and Doring (1935) and by
Zeldovich (1943) which are reviewed by Zettlemoyer and others (1969). The basic concept
underlying classical nucleation kinetics theory is that supersaturated systems contain
clusters of molecules that fonn discrete interfaces. A nucleated cluster grows by capturing
additional molecules through an interface, and shrinks by the losing molecules through the
interface. Agglomeration and other factors which can affect the detectable number of nuclei
are neglected in the I)asic theoretical treatment. The cluster growth rate can be expressed as
the difference between the rate molecules join a cluster containing i molecules and the rate
they leave a cluster containing i+1 moleculcs.
(3.2-1)
In equation (3.2-1), fJi is the frequency molecules impinge and join a cluster with i
molecules per unit area, CXi+l is the frequency molecules evaporate and leave a cluster with
i+1 molecules per unit area>Ai is the surface area of the cluster with i molecules, and n is
the size distribution of clusters per unit volume such that nj is the number of clusters
containing i molecules. By definition, the cluster growth rate J is zero at equilibrium.
From the cluster growth rate, the rate of cluster fonnation (i.e., the nucleation rate)
can be derived within a multiplicative constant (called the Zeldovich factor) by summing the
growth rates over the nuclei distribution and substituting in the Gibbs-Thomson equation
(Dunning, 1969). The classical form of the rate of nucleation takes the form of an
Arrhenius relation:
(3.2-2)
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where Z is the Zeldovich factor, Pk is the frequency molecules are captured at the critical
cluster size, nl is the number of possible nucleated clusters, AFt is the Helmholtz free
energy of critical cluster fonnation, and k is Boltzmann's constant
3.2.3 Nucleation in Microcellular Processing
The first theories to predict homogeneous, and heterogeneous nucleation during
microcellular processing were developed by Martini et al. (1982, also see Martini, 1981),
YOUD and Suh (1985, also see Youn, 1984), and Colton and Suh (1987abc, also see
Colton, 1985). The theories developed by Martini et 111. (1982) and YOUD and Suh (1985)
were based on classical nucleation theory while the theory of Colton and Suh (1987abc)
extended classical nucleation theory to account for the free volume effects due to additives
and gases in solution.
A more recent model predicting heterogeneous nucleation during microcellular
processing is proposed and studied by Kweeder et al. (1991) with further refinements by
Ramesh et at. (1993). For the polystyrene and nitrogen system studied, Kweeder et al.
(1991) find that the thermal history of PS can affect the nucleation cell \1ensity by nearly
two orders of magnitude and hypothesized that micro-damage caused by.processing
strongly influences the nucleation proc~ss. The ~uthors state that the microcellular
nucleation theories developed by Martini et al. (1982), Youn and Suh (1985), and Colton
and Suh (1987abc) predict negligible nucleation rates over the processing conditions
studied, and propose a model based on the hypothesis that there exists a population of
microvoids within the polymer matrix promoting heterogeneous nucleation. The authors
present model predictions and experimental results for microcellular polystyrene processed
with nitrogen which show reasonable agreement o'ver a limited range of data. However,
the model does not predict the exponential var~ation in cell density over increasing
saturation gas pressure as depicted by their experimental data. Ramesh et al. (1992)
present a further study of heterogeneous nucleation in impact grade polystyrene processed
"dth nitrogen and carbon dioxide. These preliminary results indicate that the heterogeneous
domain size strongly influences nucleation rrAechanisms and ~hat the number of
heterogeneous microvoids may increase with saturation gas pressure due to the volumetric
changes associated with large decompressions. Recently, Ramesh et al. (1993) has
presented further extensions of the heterogeneous nucleation theory presented by Kweeder
et al. (1991) specifically tailored to a polystyrene system containing low glass transition
particles. The authors show good agreement between the model fdld experimental results
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for microcellular polystyrene containing polybutadiene particles processed with nitrogen.
In addition, Kumar and Weller (1992) present nucleation results for microcellular
polycarbonate processed with carbon dioxide which they assert deviate from classical
nucleation theory. For example, the authors state that existing classical microcellular
nucleation theories require twenty times larger pressure changes to predict nucleation
densities comparable with experimental data although no details on the theoretical
calculations are given.
Even though there is lack of consensus as to the predictive capability of classical
nucleation models for microcellular processing, it is useful to present some of the basic
elements underlying these classical nucleation theories as applied to microcellular
processing. While the quantitative pred~ctions of classical nucleation theory are conflicting
for various polymer/gas systems, it appears that the qualitative trends exhibited by the
classical models agree with most of the microcellular data available in literature. The most
notable presentation of microcellular nucleation behavior with supporting theoretical
developments are by Colton (1985), Colton and Suh (1987abc), and Colton (1989). In
these studies, the authors present both homogeneous and heterogeneous microcellular
nucleation data for polystyrene and zinc stearate systems as well as polyolefin systems
processed with nitrogen which show good agreement with the predictions of their extended
classical nucleation theory. Therefore, the theory of Colton and Suh will be summarized
here for illustrative purposes.
Colton and Suh model three possible mechanisms for cell nucleation in
thennoplastic polymers: homogeneous, heterogeneous, and mixed mode nucleation. In
general, the fonnation of a gas cluster has an associated excess energy equal to the Gibbs
free energy of bubble formation. Assuming a reversible, isothermal thermodynamic
process, the change in Gibbs free energy during cluster formation is given by the energy
associated with fonning a new interface plus the volumetric work perfonned to generate the
cluster volume. For homogeneous nucleation this is given by:
(3.2-3)
where Vb is the volume of the cluster, l\p is the difference in the pressure of the gas in the
cluster and the environmental nucleation pressure, and YbP is the surface energy of the
polymer/cluster interface. For a sp'herical cluster of radius, r, equation (3.2-3) can be
written as:
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AGbom = - ~ ,-n3 tap + 4n r2 'Ybp (3.2-4)
To detennine the critical cluster size, we impose the requirement that the Gibbs free
energy of the system be a maximum where
d(AGhoml =0
dr
yielding r* =2 'YbpAp - (3.2-5)
Since the system will naturally seek a lower free energy state, gas clusters smaller than the
critical radius will tend to dissolve back into the [JOlymer matrix and gas clusters larger than
the critical radius will tend to grow spontaneously. Both processes tend to lower the
system free energy_ The Gibbs free energy barrier necessary to form a critical cluster
during homogeneous nucleation is given by substituting equation (3.2-5) into (3.2-4)
• 16 n 'Ybp3
aGbom = 23 L\p
(3.2-6)
Colton and Sllh (1987abc) a!so discuss modifications to the Gibbs free energy of
cluster formation associated with the free volume changes occurring when large amounts of
gas and/or additives are mixed into the polymer matrix. In this discussion, these
contributions are neglected. Following the same lin~s as classical nucleation theory by
assuming a Boltzmannls distribution of gas clusters, the homogeneous nucleation rate,
Nbom, is given by
~ .)-AGhomNhom =Ccloex kT (3.2-7)
where Co is the concentration of ~vailable homogeneous nucleation sites, fo is the
frequency factor of gas molecules joining the nucleus, and k is Boltzmann's constant.
Equation (3.2-7) predicts increasing homogeneous nucleation rates with higher saturation
gas pressures (i.e., higher gas concentrations), lower surface tensions, and higher
temperatures. Colton and Suh (1987abc) also show that the homogeneous nucleation rate
can Increase with an increase in soluble additives thro,ugh surface tension effects.
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Heterogeneous nucleation occurs wilen a gas cluster fonns at an interface between
two phases such as a polymer and an additive. Cor~sider the nucleation of a gas bubble at
the interface of a polymer and a solid particle. One can show that at .equilibrium the
interfacial surface tensions must balance where
Ysp = 'Ybp + lsb cose (3.2-8)
where Ysp is the surface tension of the second phase particle and the polymer interface, Ysb
is the surface tension of the second phase particle and the gas interface, and 8 is the wetting
angle of the polymer-additive-gas interfa~ on a flat surface. The Gibbs free energy
associated with fonning a cluster at an interface is given by
AGbet =-Vb Lip + Abp Ybp + Asb 'Ysb - Asp Ysp (3.2-9)
Substituting in equation (3.2-9) for a cluster taking the form of a spherical cap yields
where (
' l (2+cosaXi -<:058)2
S OJ= 4 < O.
(3.2-10)
(3.2-11)
Similar to the homogeneous nucleation case,. the rate of heterogeneous nucleation, Nhet, is
given by
where the Gibbs free energy associated with fonning a critical cluster is
161t "" 3AG• = 'bp Sea)
bet 3Ap2
(3.2-12)
(3.2-13)
Cl is the concentration of heterogeneous nucleation sites, anoft is the frequency factor of
gas molecules joining the nucleus. Relatively speaking, the Gibbs free energy of fonnatian
is lower for heterogeneous nucleation than for homogeneous nucleation due to the surface
energy effects. This implies that in any given system, heterogeneous nucleation will tend
to activate first, before homogeneous nucleation, resulting in the preferential growth of
heterogeneously nucleated cells over the homogeneous nucleation of additional cells.
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Moreover, systems experiencing heterogeneous nucleation will have lower cell densities
since the number of heterogeneities is typically much lower than the number of available
homogeneous sites (i.e., C. « Co).
It is apparent from equations (3.2-7) and (3.2-12) that supersaturation (given by
~p) and surface tension play dominant roles in governing nucleatifJn rates and cell density.
Increasing the degree of supersaturation by lowering the system surface tension or
increasing saturation pressure, decreases the Gibbs free energy barrier for nucleation, thus
increasing the nucleation rate and cell density. Temperature increases can also increase the
nucleation rate by increasing the frequency molecules join nuclei and increasing the
distribution of potential stable nuclei (i.e., through the exponential tenn). It is important to
note that the temperatures at th~ point of nucleation and during cell growth are not
necessarily equal during microcellular processing, and this fact must be accounted for when
evaluating processes characteristics.
In many cases nucleation occurs in a mixed mode fashion where both homogeneous
and heterogeneous nucleation occur. As a first order approximation, the contributions of
homogeneous and heterogeneous nucleation are additive as given by equation (3.2-14)
(Colton and Suh, 1987abc). For mixed mode nucleation, it is assumed that heterogeneous
nucleation initiates prior to homogeneous nucleation. Therefore, some of the available gas
for nucleation is dissolved from the solution due to growth of existing nucleated clusters.
This results in fewer gas molecules available for homogen~ous nucleation. An expression
for homogeneous nucleation in the presence of heterogeneous nucleation is given by
equation (3.2-15) where th~ rate of homogeneous nucleation is decreased by the
heterogeneously nucleated clusters.
(3.2-14)
(3.2-15)
In equation (3.2-15), "b is the average number of gas molecules in a stable nuclei and t is
the time elapsed from the first heterogeneous cluster nucleation.
Based on the experimental and model results presented by Colton and Suh
(1987abc), they conclude that the greatest number of microcells can be produced through
homogeneous nucleation. To accomplish this, one should dissolve an additive into a
polymer at levels slightly less than the solubiliLy limit and saturate at high gas pressures to
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fonn a solution. This will reduce the activation energy barrier to nucleation by reducing the
surface tension and increasing supersaturation. The resulting system will have high
nucleation rates and a large cell density.
3.2.4 Additional Observations in Microcellular Nucleation
In most foam processing techniques, one would expect some degree of
heterogeneous nucleation due to inherent impurities in the polymer matrix. However, in
the production of microcellular plastics, it is believed that both homogeneous and
heterogeneous nucleation occur in relative amounts which depend on the specific
processing conditions. This follows since free energy changes are instigated by
equilibrium solubility changes (i.e., supersaturation). These free energy cl1anges are
typically very rapid (i.e., t is small in equation 3.2-15) when instigated via rapid pressure
changes which can propagate near the speed of sound within the medium. Since
decompressions are substantial in microcellular processing [i.e., as high as 41.3 MPa
(6000 psi)], both homogeneous and heterogeneous nucleation may occur simultaneously.
Numerous factors point to Ilomogeneous nucleation contributions. Experimental evidence
indicates increasing cell density with saturation gas pressures through 41.3 MPa (6000 psi)
tor both N2 and CO2, unlike the nucleation density plateau common in heterogeneous
nucleation (Colton and Suh, 1987abc). In addition, current microcellular technology is
capable of nucleating 1015 cells/em3 (Cha, et a1., 1992). It would appear that nucleation at
this scale must entail significant homogeneous contributions since it is unlikely that 1015
heterogeneities exist in a cubic centimeter of polymer.
Although not specifically detailed in current microcellular nucleation theories, it is
believed physical limitations exist bounding the total number of microvoids that can be
nucleated and thus the ultimate cell density of microcellular polymers. For a typical
polymer with a molecular weight of 100,000 g1mole and a mass density of 1 g1cm3, the
polymer molecule density is on the order of 1018 molecules/em3. Current microcellular
technology is capable of nucleating 1015 celIs/cm3 (see Cha et al., 1992) and is likely to be
extended to produce cell densities on the order of 1018 eells/cm3. A cell densit.y of 1018
cells/em3 corresponds to cell sizes which are just one order-oC-magnitude smaller than
supermicrocellular foams currently produced (i.e., 0.01 Ilm compared to 0.1 flln).
Nucleating 1018 cells/em3 implies that a single void or "cell" is nucleated for every polymer
molecule. This is the target range for the ultra-microcellular polymers proposed by Suh et
al. (1993). At this scale, differences between homogeneous and heterogeneous nucleation
become increasingly subtle and perhaps indistinguishable.
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Finally, it should be mentioned that some interesting techniques for enhancing cell
nucleation have been proposed for conventional foam processing. One such method is the
use of ultrasound to enhance cell nucleation. Byon and Youn (1990) discuss its use in the
processing of thermoplastic foams, Park and 'Youn (1993) discuss its use in polyurethane
processing, and Cho et al. (1992) discuss its use in pulyurethane RIM applications. In
addition, Rarnesh et al. (1992) propose the use of micro\-vave heating to induce higher
nucleation densities in microcelluIar processing. Here the authors show preliminary results
for impact grade polystyrene processed wi~ carbon dioxide. An interesting nucleation
technique is also presented by Hansen and Martin (1965), who discuss the use of finely-
divided metals to enhance the nucleation of dissolved gas in various polymers. This
method uses the differential heat capacities between the polymer and metal to promote local
thennally activated bubble nucleation.
3.3 Growth of Cells and Density Reduction
Once stable microcells have nucleated, they continue to grow reducing the overall
density of the polymer matrix. During cell growth, gas molecules diffuse into the nucleated
cells from the polymer matrix (a distance on the order of 10 microns). The rate at which
the cells grow is limited by the gas diffusion rate and the stiffness of the viscoelastic
polymer/gas matrix. If the stiffness of the matrix is high, cell growth is extremely slow.
In this case, the solution temperature can be increased to lower the matrix stiffness and the
flow strength of the polymer. In general, the cell growth process is conn·olied by the time
cells are allowed to grow, the temperature during growth, the state of supersaturation, the
hydrostatic pressure or stress applied to the polymer matrix, the interfacial surface energy,
and the viscoelastic properties of the polymer/gas solution.
To understand the driving fl)rce of cell growth, one can use the Gibbs free energy
as given for a spherical bubble by equations (3.2-4) and (3.2-10) for homogeneous and
heterogeneous nucleation, respectively. A plot of the Gibbs free energy is given in Figure
3.3 which shows the individual contributions of the interfacial energy tenn, the volumetric
work term, and the total Gibbs free energy change as a function of cell radius. Below the
critical radius size, r·, nucleated clusters are unstable and will dissolve back into solution to
lower ,the free energy of the system. This is evident from Figure 3.3 because below the
critical radius, the interfacial energy tenn dominates. At the critical radius clusters are
metastable since the Gibbs free energy is a maximum. Above the critical radius, clusters
are stable. Since the system will naturally seek a state of lower free energy, stable cells will
tend to grow, increasing the dominant volumetric work tenn and lowering the overall
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system free energy. While thennodynamics can explain the general trends associated with
the growth of microvoids in a solution, cell growth ill polymer foams is a kinetic process
involving the dynamic growth of microvoids in a viscoelastic medium.
o
volumeiric energy oc r3
· ..c..al 2mlellacl energy oc r
r+.
r
Figure 3.3: Typical Gibbs free energy QJld individual energy contributions associated
with the nucleation ofa spherical cluster ofradius r.
The principles which govern the growth of microvoids in a viscoelastic medium are
the diffusion of gas into the expanding cell and the dynamic growth of the cell due -to
pressure difference of the gas in the cell and the surrounding polymer/gas matrix.
At this point it is useful to present some of the basic underlying theory governing
the growth of a microcell in a pJlymer matrix. In this treahnent, relaxation phenomenon
associated with cell growth such as coalescence of cells and bulk motion of the expanding
matrix are neglected; however, these phenomenon are important in some systems,
particularly in melt processing. Fir~t, the cells are approximated as spherical, the polymer
matrix is modeled as a viscous fluid (both Newtonian and Non-Newtonian), the growth
process is approximated as isothermal, and the polymer matrix is taken to be
incompressible. The basic system under consideration is shown in Figure 3.4.
Consider a single cell having a fIXed frame of reference at the center of the cell (i.e.,
in spherical coordinates) and negligible bulk motion of the fluid. For an incompressible
fluid, continuity requires that the radial v"elocity of the fluid surrounding the cell, Vet follow
equation (3.3-1). Due to symmetry, the va and v, velocity components are zero.
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(3.3-1)
11te boundary conditions of the system require that the radial velocity component, Vr, at the
bubble interface and the bubble interface radial velocity, R be equal: vr<R) =R. Integrating
eQuation (3.3-1) then yields
(3.3-2)
Figure 3.4: Schematic ofgrflw;ng microcells in a polymer/gas solution.
In order to mode:~ the dynamic nature of the growing cell, the radial component of
the equation of motion is employed given by:
p (avr +vravr) =J.l. i. (rl tal _ too + 'rqMll] _apat ar 1rl ar r ar
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where ~ii is the Donnal compressive stress component along the i-th coordinate, p is the
density of the polymer, and p. is the pressure of the system. Due to symmetry, the non-
radial velocity components and the shear stress tenns are zero.
Next, a constitutive equation must be employed to relate the flow stress to the shear
rate. For Newtonian fluids, the constitutive relation is given by equation (3.3-4). For a
non-Newtonian fluid which experiences shear thinning, the power-law constitutive
equation is given by equation (3.3-5).
(3.3-4)
(3.3-5)
where l is the compressive stress tensor, y is the rate-oC-strain tensor, Jl is the dynamic
viscosity, " is the non-Newtonian viscosity, n is the power-law factor, m is the power-law
constant, and 1 is the magnitude of the rate-DC-strain tensor. While polymer flows are
typically non-Newtonian, the Newtonian fluid approximation serves as a useful
comparison. Moreover, even though Lhe· power-law fluid model neglects the viscoelastic
behavior of polymer flows, it does account for shear thinning behavior and is found to be a
good approximation for predicting flow behavior in many polymer systems (Bird et aI.,
1987).
It is interesting to note that according to equation (3.3-3), the cell growth dynamics
involves no shear flow. That is to say that the fluid surrounding a cell experiences pure
biaxial elongational flow. This would seem to imply that the elongational fluid viscosity
should be employe.d when formulating the constitutive equation,. However, it can be
shown that the elongational viscosity contributions reduce to zero for incompressible fluids
(Potter and Foss, 1982).
Subst;.tuting in the constitutive equations (3.3-4) and (3.3-5) as well as the
geometric relations relaticg the rate-of-strain to the velocity gradients yields equa,tions (3.3-
6) and (3.3-7), respectively.
(3.3-6)
(3.3-7)
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Next, thf~ radial velocity expression (3.3-2) is substituted into equations (3.3-6) and
(3.3-7) and the pressure is integrated from r =R+ to r ~ 00 where R+ is the radius just
outside the cell interface. Here, an infinite media approximation has been used which
neglects pressure and flow interactions between adjacent cells. In order to relate the
pressure in the cell p(R-) = Pg to that just outside the cell interface p(R+), a force
equilibrium is applied to the interface of the cell hemisphere. This mandates that
p(R+) =Pg - 2lbpIR - trr(R+) where Ybp is the surface tension of the polymer/gas interface
and ~rr(R+) = -l1 lyJR+}. Simplifying the resulting relations yields equatjons (3.3-8) and
(3.3-9) for Newtonian and non-Newtonian fluids, respectively.
(3.3-8)
(3.~-9)
In equations (3.3-8) and (3.3-9), poo is the hydrostatic pressure of the polymer at large
distances from the cell. The initial conditions of cell growth are Pg(O) =Pgo =the gas
pres~ure of a stable cluster and R(O) =r* =radius of a stable cluster. It is interesting to
note that while the viscous force tenns in equations (3.3-6) and (3.3-7) cancel out, as
expected for the pure extensional flow, there are viscous force terms present in equations
(3.3-8) and (3.3-9). These viscous force tenus result from the dynamics of the expanding
interface and appear in equations (3.3-8) and (3.3-9) due to the 'trr(R+) tenn in the interface
force balance.
The differential equations of (3.3-8) and (3.3-9) relate the radius of the growing cell
to the gas pressure within the cell. In order to solve for the radius of the cell and the cell
gas pressure, a second relation is needed. This can be 'lerived by applying conservation of
mass for the diffusing species (Le., the gas) at the cell iuterface. The gas within the cell is
assumed to be ideal, and it is assumed that no pressure gradients exist within a cell. In
addition, diffusion of polymer molecules into the cell is neglected and the polymer/gas
solution is assumed to have the same density as the polymer (i.e., negligible swelling).
Applying continuity for the gas to the cell interface ;,ields:
(3.3-10)
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where R is the gas constant, T is the temperature, D is the diffusivity, Pp is the polymer
density, and c is the local concentration of gas in the polymer. Since the local gas
concentration surrounding a cell depends on the rate gas diffuses towards the cell and the
rate at which the cell expands, the local gas concentration is governed by:
de + v de =.!. ~ (r2 D de)
at r Clr r2 ar ar· (3.3-11)
The boundary conditions for equation (3.3-11) are c(R,t) =Ks Pg and (aC/ar)l,r--+oo =O.
The initial condition is c(r,O) =Ks Psat.
By simultaneously solving equations (3.3-2), (3.3-8), (3.3-10), and (3.3-11) for a
Newtonian fluid, the cell radius, the radial velocity distribution, the cell gas pressure, and
the gas concentration distribution can be determined as functions of time relative to the
instant a stable cluster is fonned. Likewise, by simultaneously solving equations (3.3-2),
(3.3-9), (3.3-10), and (3.3-11), these variables can be detennined as functions of time for
a non-Newtonian fluid.
Numerical simulations of both of these cases are presented by Ramesh et at. (1991)
and compared with experimental results for microcellular polystyrene processed with
nitrogen and carbon dioxide. Literature is rich with other theoretical, and to a lesser extent,
experimental treatments of cell growth in viscous, viscoelastic, and elastic media. For
example, Epstein and Plesset (1950) present one of the first theoretical treatments of cell
growth in a supersaturated liquid-gas solution. Gent and Tompkins (1969) and Hobbs
(1976) present theoretical and experimental treatmenls of cell growth in clastomeric
materials. Martini (1981) discusses -an initial cell growth model for microcellular
processing that accounts for the competition between stable nuclei for ,the limited amount of
available gas in solution. Amon and Denson (1984) also present a cell growth model to
predict cell growth where neighboring cells compete for available gas. Youn and Suh
(1985) present a basic model for estimating the cell growth during processing of
microcellular composites. Arefmanesh et aI. (1990) have extended Amon and Denson's
analysis by relaxing the assumption that a single cell is representative of all cells.
86
CHAPTER 4
INTRODUCTION TO THE
AXIOMATIC DESIGN PRINCIPLES
4.0 Introduction
Design is the central tie inter-linking all engineering disciplines and is the process
by which "loosely defined" societal needs are translated into physical systems, structured
infonnation, or organizational frameworks. There are numerous strategies and methods
which are commonly used for engineering systems design. Commonly used strategies
include concurrent engineering, q'uality function deployment, design for X (rnanufacture,
assembly, maintenance, quality, etc.), Taguchi methods, "total" design methods, and the
axiomatic design principles. Most of the fonner strategies stress one or two critical issues
in the design process. For example, quality function deployment stresses the voice of the
customer and quality (Hauser and Clausing, 1988; Clausing, 1988); Taguchi methods
stress robust designs and optimization (Taguchi, 1987; Taguchi an~ Phadke, 1984); II total"
design stresses the concept~al desi~n stage (Pugh, 1991); and concurrent engineering
stresses the simultaneous execution of princip~edesign tasks (Nevins and Whitney, 1989).
In contrast, the axiomatic design principles (Suh, 1990) abstract the design process to a
level higher.. The axiomatic design principles, in general, provide a slructuff.,d framework
from which to approach and evaluate designs on a fundamental basis, stressing both th~
independence of design functions and the hierarchical nature of design. Moreover, the
framework is amenable to the major elements of most other design strategies and I[let.hods.
In this thesis, the axiomatic design principles are effectively utilized as a structured
framework from which to formulate an innovative microcellular polymer sheet extrusion
system. The design axioms serve as essential guidelines in approaching the problem,
synthesizing a solution, determining critical process parameters, and evaluating system
performance. This chapter is intended to present a brief introduction to the axiomatic
design principles focusing on their application to manufacturing systems designs which
span multiple hierarchy levels. Such physical systems have received relatively little detailed
treatment to date.
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4.1 Design and the Design Axioms
By definition, design is the process of mapping requirements of the functional
design space into specifications of the physical design space. In other words, design
encompasses the mapping between "what we want to achieve ll and "how we want to
achieve it. II This mapping process can be :;ccn as spanning four domains, the first two
residing in the functional design space and the SC(;()Juj l'-lO residing in the physical design
space. First, the "customer" needs must be formalized in a set of requirements (CRs).
These needs must then be mapped into the functional domain by specifying a non-unique
but complete set of independent functional requirements (FRs) of the design. The
functions are next mapped into the physical domain through design parameters (DPs)
which specify the physical embodiments for satisfying the functional requirements.
FinallY1 the design parameters must be mapped into the process domain by specifying a
non-unique set of process variables (PVs). This mapping process is shown
diagrammatically in Figure 4.1.
Mapping
Physical Design Space
Custo}ner Functional
Domain Domain
Functional Design Space
Physical Design
Domain
Process
Domain
Figure 4.1: Mapping from the functional space to the physical space during
the design process.
The design principles are based on two axioms (Suh, 1990). The first axiom deals
with the fundamental relationship between the design functions and the physical
implementations. The second axiom addresses the acceptable complexities of designs.
These axioms are stated as follows:
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Axiom 2:
Introduction to the Axiomatic Design Principles
Th€tlndependence Axiom:
Maintain independence of the functional requirements (FRs)
of the design.
The IpfoOJ)atioD Axiom:
Minimize the infonnation content of the design.
Axiom One staleS that the independence of the design's functional requirements must be
maintained by the design parameters and process variables selected to satisfy the FRs.
Axiom Two states that the best design of those satisfying Axiom One is that which contains
the least "infonnation" content. Simply interpreted, this means the simpler the design, the
better. By synthesizing a design that satisfies the Independence Axiom, the designer is
insured feasibility and manufacturability of the design. In addition, satisfying Axiom One
guaranrees a robust design. By sa·isfying the Information Axiom, Ithe designer is insured
that the resulting design is the best among those satisfying the Independence Axiom
particularly with regard to the robustness issue. It should be noted that in this thesis, the
design of a continuous microcellular sheet processing system is analyzed using only the
Independence Axiom.
The natural mapping process of design from the functional sipace into the physical
space can be represented mathematically using design equations (Suh, 1990). First, the
design is characterized using a set of customer requirements specified as a vector CR, a set
of functional requirements specified as a vector FR, a set of design parameters specified as
a vector DP, and a set of process variables specified as a vector PV. The mapping
between the functional space and the design space is then given in the form of design
matrices, A, B, and C. TIie design can then be represented by matrix equations as
follows:
{FR}n =[B]nxr{DP}r
{DP}r =[C]rxs {PV}s
whe[Y~ the design matrix elem~nls are given by
(4-1)
(4-2)
(4-3)
dCR·A - Iij - aFR.
J
dDP·
Cij =apv~
J
(4-4)
89
Chapter 4
Using this mathematical representation of the design, a convenient form of the
Independence Axiom can be Cannulated. By definition, the Independence Axiom requires
that the design matrices be square to maintain independence of the FRs. Moreover, the
Independence Axiom mandates that the design parameters a.TJd process variables be selected
such that independence of the FRs is maintained. This requires that the design equations
have diagonal or triangular matrices. In the case of a decoupled design, the design matrices
are triangular as shown in equations (4-6) and (4-7). For decoupled designs, the DPs and
PVs must be selected in successive rows beginning with row one so that the independence
between the FRs is maintained. In equations (4-6) and (4-7), the 'X's represent a strong
dependence of the FR on perturbations in the respective DPs, and the 'O's represent a
relatively weak dependence. The functional dependence is weak provided that
aFR· aFR·aDP~ «aDP~J I (4-5)
implying that aFRi/aDPj is on the order of zero compared with aFRj/aDPi. If the design
matrix were diagonal (i.e., with XiS only on the diagonal), then the design would be
uncoupled. By definition, uncoupled and decoupled designs satisfy Axiom One and are
feasible.
FR1 [X 00] DP]FR2 = XXO DP2
FR2 XXX DP3
DP t [X 00] PV1DP2 = xxo PV2
DP3 XXX PV3
(4-6)
(4-7)
4.2 Hlierarchical Design of Systems
Unlike piece-part design, the design of large-scale engineering systems requires the
specification of hundreds if not thousands of functional requirements. Attempting tCJ
satisfy all of these requirements simultaneously is certainly an insurmountable task. As a
result, large scale systems are commonly decomposed into smaller subsystems. In the
context of the axiom'-ttic design framework, the design of large scale systems transcends
numerous levels of specification forming a functional hierarchy. However, the main
difference between decomposing a system into subsystems and designing a system using a
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functional/physical hierarchy is that the hierarchical design structure forces the designer to
synthesize the system from top-down rather than the typical approach of bottom-up design.
The common bottom-up approach follows since designers naturally fOrmlJlate concepts
which solve low-level design problems first. Only later are the system design concepts and
interactions integrated around the specific subsystems designed.
A hieran;hical design strategy is an integral component of the design principles and
is a very powerful tool. It provides a structured means of synthesizing the design problem
in smaller, more manageable elements. In addition, it provides a fonnal guide to redesigns
and trouh!eshooting. The true power of using the hierarchical design strategy follows from
the Independence Axiom. When at a given hierarchy level, the independence of the FRs is
maintained, in accordance with Axiom One, the designer is assured that subsequent levels
of the design hierarchy are independent. Therefore, sub-systems can be designed without
consideration of the effects of these design decisions on other sub-systems at the same
hierarchy level.
When using the axiomatic design principles in the context of a hierarchical design,
the mapping process must be perfonned by alternating between the functional spaC'~ and the
physical space as shown in Figure 4.2. The functional requirements at a given ~"'~!erarchy
level must first be independently satisfied by a physical embodiment specified by a set of
design parameters. At this point, the next level of functional requiren'l~nts can be
Connulated. These functional requirements must be based on the physical embodim~lit
specified by the previous hierarchy level (i.e., th~ parent design pararrteters). In other
words, the design process require~ zigzagging from the functional space to the physical
space and back again at each hierarchy level.
4.3 Constraints in Design
Another inlportant element of the design principles are constraints which represent
bounds on feasible design solutions. In the context of axiomatic design, constraints are
classified as input constraints which are constraints in design specifications and system
constraints which are constraints imposed by systems which interact ~with the design. The
input constraints represent bounds on the design specifications such as cost, materials,
weight, size. The system constraints represent bounds on the interactions between the
specific design and the 3ystems in which the design operates. Sy~;tem constraints are
typically limits on geometric shape, machine capacity, control signals, etc.
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Hierarchical
Mapping
Functional
Domain
Physical Design
Domain
Figure 4.2: Mapping .from the functional domain into the phyj'ical domain in a hierarchical
tksign which involves propagating tksign decisions and physical embodiments
through sub-hierarchy levels.
It is often difficult to dislinguish and identify whether design specifications should
be classified as functional requirements or constraints. The major difference between the
two kinds of specifications are that constraints can be satisfied by one or all of the
DPslPVs. FRs must be satisfied independently. Constraints also are specified as limits or
inequalities. Therefore, constraints are satisfied provided the DPs and PVs are chosen such
that the system operates within the constraint limits. In contrast, FRs are specified as finite
values having tolerances. To satisfy the FRs, the DPs/PVs must be selected such that the
FRs fall within their tolerance band.
In addition, it is worth noting that the hierarchical nature of systems design also
imposes system constraints during the design process. As the design hierarchy is built by
zigzagging between the functional space and the physical space, design parameters (i.e.,
the physical embodiment) of parent levels impose system constraints on all subsequent
levels. This follows since a physical embodiment has been specified for the sub-system by
the parent levels. r'fhis embodiment must be propagated into the lower levels, constraining
the system in shape, form, dimension, etc. For example, the highest functional
requirement for the system design of this thesis is to develop a process for continuously
producing microcellular polymer sheets. It so happens that the physical processing
systems selected to satisfy this requirement is an extrusion process. Therefore, all of the
subsequent FRs are formulated under the constraint that an extrusion process is to be used.
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MICROCELLULAR PROCESSING
CHARACTERIZATION OF
AMORPHOUS AND
SEMI-CRYSTALLINE POLYMERS
5.0 Introduction
Semi-crystalline microcellular polymers have the potential to impact a large market
sector for microcellular plastics where lightweight materials are needed in load-bearing
applications. Such applications could range from high-strength, light-weight conduit for
the aerospace industry to sandwich panel cores in automobile body panels. However, very
little work has been reported on the microcellular processing of semi-crystalline polymers.
Therefore, in this chapter, a characterization of the microcellular processing of amorphous
and semi-crystalline polymers is presented.
l·he goals of this work are (1) to characterize the microcellular processing of an
engineering thermoplastic in an amorphous and semi-crystalline form so as to identify
critical process parameters that may be relevant in the continuous sheet processing system
and (2) to discern the effects of crystallization and crystallinity in microcellular processing.
The microcellular processing technique adopted in this analysis is that of the low-
temperature batch processing technique detailed in section 2.2.1.
While numerous aspects of microcellular processing have been studied over the last
decade (as discussed in chapter 2), very little work has been done on semi-crystalline
polymers, and no studies have been presented specifically comparing the microcellular
processing of amorphous and semi-crystalline polymer. Colton (1989) and C()lton and
Suh (1992) were the fust to apply the microcellular processing technique to semi-crystalline
polymers where Colton's (1989) analysis concerned namely the pucleation aspects of semi-
crystalline polymers. However, the process employed in these works involved the use of
high temperature gas saturation and foam~ng where the temperatures were in excess of the
me~ting point of the neat polymer. The main reason for using such high temperatures was
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to promote gas saturation since in semi-crystalline polymers Llte solubility decreases with
the degree of crystallinity. Therefore, these previous works would tend to parallel the;
microcelluJar processing of amorphous polymers. In contrast, the microcellular processing
technique employed in this chapter uses te~peratures below the melting point thlls
processing the polymers in a semi-cl)·stalline state. The resulting microcellular semi-
crystalline polymers process in a manner notably different from that of the ~n)orphous
polymer. In this particular study, carbon dioxide was selected as the gas. ~·'he polymer
selected was poly(ethylene terephthalate) (PEn because (1) it cab be processed in either an
amorphous or sem; ·-crystalline polymer, and (2) it exhibits some interesting gas dissolution
and crystallization behavior.
In the first part of this study (section 5.2), the formation of a gas and semi-
crystalline thermoplastic solution is studied in the presence of a crystallizing matrix \vith
particular emphasis on the ultimate effects of crystallinity on microcellular processing. *
Polymer/gas solution formation is the precursor to nucleation and growth. In batch
processing, solution fonnation is typically accomplished by placing a polymer sample in a
high pressure gas environment resulting in the diffusion of gas into the polymer matrix.
For semi-crystalline thennoplaslic systems, the solution [onnation process is notably more
complex. In particular, PET crystallizes in the presence of high C02 solution
concentrations (Baldwin and Suh, 1991 and 1992; Chiou et al., 1985; Kumar and
Gebizlioglu, 1991 and 1992; Mizoguchi et aI., 1987). The crystallization results in a
solution that is relatively difficult to microceliular process requiring relatively high
temperatures as compared to amorphous polymer/gas solutions. However, the resulling
crystalline foam has a superior microcellular morphology.
In the second part of this study (~ec~~on 5.3), the microcelildar processinr
characteristics of amorphous and semi-crystalline polymers are (;l)1I1pared with respect to
each of the three basic processing steps (i.e., polymer/gas solution formation, microcell
nucleation, and cell growth), and are analyzed with respect to the relevant process variables
and material characteristics. The process variables studied include saturation time,
saturation pressure, foaming time, and foaming temperature.
*This work was initially prcscntOO at the 1992 American Society of Mechanical Engineers VJintcr Annual
Meeting (Baldwin et aI., 1992) and subsequcnUy published by ASME (Baldwin ct aI., 1994).
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5.1 Experimentation
The experimental characterization of amorphous and semi-crystalline PET includes
four elemerjts. First, polymer/gas solution formation was studied by dissolution of C02
into PET over varying times and gas concentrations. Second, the samples crystallized
during gas dissolution Y/ere studied to detennine the degree of crystallinity using thermal
analysis techniques and to determine the crystalline morphology using x-ray scattering
techniques. Third, the viscoelas.tic behavior of polyoler/gas solutions was studied using
dynamic mechanical analysis to determine the influence of gas concentration and
crystallinity. Fourt..h t microcellular foam processing experiments were perfonned on both
amorphous and semi-crystalline polyesters to detennine the effects of the major process
variables on the cell morphology.
Materials
Three different PET resins were studied during the course of this investigation. A
PET homopolymer (subsequently referred to as PET t) and a polyolefin modified PET
(subsequently referred to as CPET) were supplied by Unitika Co. Ltd. in the form of 0.4
mm thick extruded sheets. The Unitika PET samples were experimentally processed in an
as-received condition. The third PET resin was supplied by the Eastman Chemical Co. in
pellet fonn. The Eastman PET was extruded, according to manufacturers specifications,
into 0.6 mm thick sheets having a melt stretch ratio of approximately 1.5 to 1. All Eastman
PET samples were experimentally processed in an as-processed condition and are
subsequently referred to as K-PET. While the polyester samples were not annealed prior to
experimental processing, it is believed that some degree of molecular relaxation occurred
during the gas dissolution process due to the plasticizing effect of the gas as discussed in
the following sections. Table 5.1 presents the as-received and as-processed material
characteristics of the PET materials.
Gas ojs,c1l!- Jioo....Proccdure
The CO2-induced crystallizatio~jof PET was investigated using the following high
pressure gas saturation technique. The samples were cleaned, cut into two centimeter
squares, and weif~hed using a Mettler balance model H51AR. r~ext, the samples were
placed in a pressure vessel. Th\) preSSU1": vessel was then charged with the saturation gas,
98% pure cachon dioxide, to a constant saturation pressure (reported in the experime.ntal
t The abbreviation PET will also be used to refer generally to all lhennoplastic polyesters studied. The
usage should be clear from the context.
95
•Chapter 5
plots) using a Matheson model 3-320 pressure regulator. The pressure regulator
maintained isobaric conditions throughout sample saturation, and the samples were
maintained at room-temperature during saturation (i..~., approximately constant at 20°C).
Once the required saturation time (reported in the experimental plots) was reached, the
pressure vessel \vas discharged, the samples removed, cleaned, and weighed vJithin a tjme
reported as the release time.
Table 5.1: The as-received and as-processed material characteristicsfor the thertrJOplartic
polye.ster materials usedfor experimental sample.f.
Material
Characteristic UniLika PET Unitika CPET Ea<;tman 9921 PET
data symbol PET CPET K-PET
density (g/cm3) 1.34 1.34 1.34
intrinsic viscosity 0.83 0.79 0.70
....... A6........~
molecular weight, Mn 38,000 36,()(){J 23,000
_ c!1stallinity (% mass)· <2 <5 <5
-~.".,.,...---.........--...,......................
TJl (OC)·· 71 73 7()
Tm (OC)·· 235 238 230
transparency Clear Semi-Opi ue Clear
nucteaung agent
.~~ ................~ ............................ -.......:.a........
weight percent N/A =0.5 % N/A
(polyolefin)
sheet thickness (mm) 0.4 0.4 ().6
Detennined using a DSC analysis with a heat of fusion enthalpy value of 125.6 JIg.
•• Detennincd using an onset value from a DSC analysis with a scan rate of 2{) °C/min.
To further study the gas dissolution process, desorption experiments were
conducted at room-temperature on amorphous and crystalline (having lT~ass fraction
crystallinities of 8 and 28%, respectfully) PET/C02 solutions with 7.70/0 and 6.6%) C02 by
mass, respectfully. The solutions were generated using the high pressure gas saturation
technique outlined above. The samples were weighed before and after saturation u~~ing the
Mettler balance. After saturation, the samples were weighed at various time intervals (lVer a
thirty day period. After the thirty day degassing r,eriod, the samples h,ad no measurable ga~
concentration (within a tolerance of (J.(j5% mass fraction).
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c[ystalljnjty Measurement Procedure
To measure the degree of crystallinity due to CO2 dissolution, the polyester samples
were thermally analyzed using a Perkin-Elmer DSC-7 differential scanning calorimeter
(with a PC series thennal analyzer) at a 20°C/minute scan rate. Prior to analysis, the PET
samples were allowed to desorb gas for at least 30 days. The desorption ex~riments run
on the PET/C02 systems verified that sufficient time was allowed for the samples to
cornpletely degas prior to analysis. The desorption experiments indicated that a thirty day
desorption period is sufficiently long to allow all of the measurable ga:J concentration
(within a tolerance of 0.05% mass fraction) LO desorb from the sheets. The effects of any
trace gas concentration on the DSC scans was not considered in this study; however, it is
expected any trace amount would have little influence on the analysis data due to the small
amount in question. The degree of crystallinity reported is a inass f~action relative to a
maximum PET heat of fusion of 125.6 JIg.
To further verify the C02 induced crystallization, \vide angle x-ray scattering
(WAXS) analysis was pt:rformed on Unitika PET samples crystallized using the gas
saturation technique outlined above. The WAXS analysis was performed using a Rigaku
model RU300 x-ray diffraction analyzer. The PET samples were allowed to de,liocb gas for
30 days prior to analysis to insure that appreciably all of the initial gas had diffused out of
the sample before analysis.
viscoelastic Behavior Measurements
The viscoelastic behavivr characterization of PETIC02 solutions vias p~rfonned
using a Seiko Instruments, model DMS-200, dynamic material aflalyzer (DMA). The DMA
was used to measure the dynamic tensile storage modulus, E I , and dynamic tensile l0ss
tangent, EIIE", of Unitika PET and PET/C02 solutions. The solutions were fonned using
the technique described above. After determining the C02 concentrations, the soll~tions
were analyzed using a dynamic tensile loading over a temperature range from -50°C to 50
°C. l'he tests were conducted on 10 mm by 30 mm rectangular test specimens at
atmospheric pressure conditions, a frequency of I Hz., a tempera.ture ~:amp rate of 2
°C/minute, a extension amplitude of JO Jlffi, and a gage length of 20 ..nm~ The 50°C
temperature limit was selected as an upper bound since the samples began to foam at
analysis I~emperatures greater than 50°C [see Baldwin et al. (1993) for further disc~ssion].
The time oelween saturation gas pressure release and DMA analysis was held constant at 20
minutes. Based on the desorption experiments conducted at 20°C for these hIgh
concentration PET/CO2 solutions, an estimated 7.7% of the gas diffuses out of a sample in
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the twenty minute period prior to analysis. This estimate was formulated UShlg the gas
concentration immediately after satu~.tltion and the gas concentration after degassing twenty
minutes. The amorphous and senIi-crystalline PET samples were a.~alyzed using the same
DMA technique.
~n:Gll.u1arFoam Processingh:Cf~
The microcellular processing experiments used the following prc)Cedure. First, a
PET/CO2 solution was formed USillg tll~ gas saturation procedure outlined above. The time
between the pressure vessel dis(:harge and sample foaming was held constailt and is
reported as t~l~ tioje to foaming. ~rhe majorit}' of specimens were foame()~ unconstrained,
in a glycerill balll controlled at the foaming temperature using a Comin~; hot plate model
PC-300. In ell few inSL'UlCes, a temperature controlled hot press (Carver :Laboratory Press
Model H wid' Carver M0\.1el49 proportioning platen temperature controllers) was 11sed as a
foaming medium. After the foaming ti!11e had elapsed, the samples were quenched in a
water bath.
Tile characterization of the foamed samples was accomplished using scanning
electron microscope (SEM) micrographs. The SEM samples were prepared by free;zing the
foam samples in liquid nitrogen and fracturing them. The fractured cross-section was then
gold-coa~~d and analyzed in an SEM. The SEM micrographs were then used to measure an
average cell di2l1leter or size, Dc. RIld an average two-dimensional density of cells.. This
two-dimensional cell densit}· (relative to the foamed material) was then extrapolated into
three dimensions. T!~~ extrapolated cell density, Ne, represents the average nlJrnber of cells
per unit volume of foamed polymer. Equations (5-1) and (5-2) were then used to calculate
the· cell density normalized relative to the unfoam~dmaterial, Pc. In equation (5-1), V f is
the void fraction of the foamed matelial.
(5-1)
(5-2)
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5.2 Gas Dissolution and Induced Crystallization in Microcellular
Polymer Processing
In this section, a systematic study of the gas dissolution process in semi-crystalline
polymers is presented in an attempt to provide further insight and engineering analysis into
the roles of gas dissolution with induced crystallization, viscoelastic behavior, and
crystallinity ;n microcellular processing. We have chosen a PET/CO2 system for study due
to the diverse applications of PET as an engineering plastic and the solution's unique gas
dissolution and crystallization characteristics. Our analysis includes (1) an experimental
characterization of the carbon dioxide-induced crystallization occuning during microcellular
polymer processing, (2) an experimental estimation of the viscoelastic behavior of
amorphous and semi-crystalline PET/CO2 solutions, and (3) an experimental investigation
of the effects of crystallinity on microcellular processing and the resulting cell morphology.
5.2.1 Background
The phenomenon of solvent-induced crystallization is well known, and is
commonly observed during sorption of low molecular weight, interactive penetrants (Desai
and Wilkes, 1974; Durning and Russel 1985; Durning et al., 1986; Jameel et aI., 1981; Lin
~
and Koenig, 1983; and Moore and Sheldon, 1961). Solvent-induced crystallization
involves the sorption and diffusion of an interactive penetrant into the polymer, resulting in
plasticization. Concurrent with plasticization is an increase in the rates of polymer chain-
segment motions such that crystallization is kinetically feasible through the realignment of
the chains. The author and others (Baldwin and Suh, 1991 and 1992; Chiou et aI., 1985;
Kumar and Gebizlioglu, 1991 and 1992; and Mizoguchi et al., 1987) have observed a
similar phenomenon with sorption of gases in various polymer/gas syst.ems, such as
carbon dioxide (C02) and poly(ethylene terephthalate) (PET). This implies a coupling
betw~n gas diffusion, solubility, and polymer crystallization.
Chiou et a1. (1985) have reported on the plasticizing effect of C02 dissolved in PET
and the resulting crystallization. Their results indicate that the presence of C02 decreases
the glass transition temperature, T8' and that higher degrees of crystallinity result from
longer CO2 exposure times along with limited data showing the effect of saturation gas
pressure. Mizoguchi et al. (1987) have reported on the plasticizing effect of C02, on the
effect of crystallization resulting from longer C02 exposure times, and on increased
crystallization rates for PET/C02 solutions above Tg compared with thennally crystallized
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PET. Baldwin and Suh (1991 and 1992) and Kumar and Gebizliogl1l1 (1991 and 1992)
have both reported on the crystallizatio:n of PEl' Gue to sorption of C02 during
micrc>eellular processing. Their results sh(JJw a distinctive knee in the C02 mass uptake
cwve indicating that PET matrix rejects CO2 during Cf1]stallization.
In addition, it is relatively well kno'wn that the sorption of vapors and liquids by
polymers can result in significant plasticization and the depression of the glass transition
temperature (Chiou et al., 1985; Chow, 19BO; Condo et al., 1992; Korc)s and Paul, 1980;
Mizoguchi et al., 1987; Wang et al., 1982; Wissinger and Paulaitis, 1987, 1991).
However, it is not as widely known that the sorption of gases can also result in the
plasticization of polymers since equilibril1ffi gas concentrations are relatively low at
moderate gas pressures (Chiou et al., 1985; Condo et aI., 1992; :(oros and Paul, 19RO;
Mizoguchi et al., 1987; Wang et al., 1982; Wissinger and Paulaitis, 1987, 1991). In
microcellular plastics production, gas concentrations are relatively high, typically seven to
ten percent by weight. The result is a gas and polymer solution having a much lower glass
transition temperature than the pure homopol~nner.
A number of studies have been perfonned showing the plasti,;ization and glass
transition temperature depression resulting frt)ffi sorption of high pressure gases (Chiou et
al., 1985; Koros and Paul, 1980; Mizoguchi et' al., 1987; Wang et aI., 19~92; Wissinger and
Paulaitis, 1987, 1991). In these studies, CO2 was used as the plastici2er in polystyrene
(PS), polycarbonate~ poly(vinyl chloride), :.nd .poly(methyl methacrylalte) and its blends
with poly(vinylidene fluoride). However, relatively little work has been dione on PET/CO2
systems (Chiou et aI., 1985; Mizoguchi et al., 1987).
5.2.2 Results
This investigation of gas dissolution and induced cr)'stallization of microcellular
,thennoplastics involved three steps. First, the C02-induced crystallization of tllennoplastic
polyesters was quantified through experimentation. Here, the degree of crystallinity as a
function of gas saturation time and gas concentration was investigated using differential
scanning calorimetry (DSC). In addition, the crystalline microstructure of the PET was
verified using wide angle x-ray scattering (WAXS). Second, the viscoelastic behavior of
PET/C02 solutions was investigated to determine the effects of dissolved C02 on the
mechanical characteristics of PET, with particular emphasis on comparing amorphous and
semi-crystalline polymer/gas s}'stems. Finally, the role crystallinity plays in the
microcellular foaming process was studied by producing amorphous and crystalline foam~
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under the same processing conditions and by varying the foaming temperature of the
crystalline systems. For consistency, polymers with crystallinities less than or equal to
10% by weight will be considered amorphous, and polymers with crystalH.nities higher
than 10% by weight will be considered crystalline. This classification was selected
arbitrarily; however crystallinities are typicall~1 greater than 20% for the crystalline
polymers and less than 6% for the amorphous polymers.
Figure 5.1 (a) shows the CO2 uptake for PET and CPET sheets as a function of
saturation time, and Figure 5.1 (b) shows the C02 uptake for all three 'lET resins as a
function of dimensionless saturation time, Dtll 2. The mean diffusion coefilcient at 20°C,
D =8xlo-9 cm2/s., was estiinated from the time required for half of the C02 to be absorbed
by the PET. Using a technique outlined by Crank (1975), the mean diffusivity can be
estim.ated from the relation 0 =0.196 (1 2 / t1/2) where tl/2 is the time required for half of
the CO2 to diffuse into a sheet of thickness 21 [i.e., from Figure 5.1 (a), til:! =2.7 hours].
Note that this diffusion coefficient is eight times larger than that typicall~( reported for
PET/C02 systems at low gas concentrations. For example, Van K.revelen (1976) reports
D =1.5xIO-9 cm2/s for PET/CO2 systems at 20°C, and Koros and Paul (1980) report
D =1.0xlO-9"cm2/s for PET/CO2 systems at 35°C. Based on Pick's second l~Aw, equation
(5-3), the approximate time required for gas diffusion and saturation can be delnved and is
given by equation (5-4). If the diffusion coefficient is on the order of 10-9 cm2/s, then an
approximate lower bound on saturation time for a 0.4 mm .sheet is III hours.
de
at = V·(DVc) (5-3)
(5-4)
Based on the diffusivity estimated from the d~,ta of Figure 5.1 (a), D =8 x 10-9
cm2/s, an approximate 10\1l'er bound on the saturation time is 13.9 hours. From the mass
uptake data of Figure 5.1 (a) showing a maximum uptake at approximately 12 hours, the
stated mean diffusion coefficient seems to be an appropriate estimate for use in this
analysis. One possible reason for the higher diffusivity value is the concentration
dependence of the diffusivity at temperatures below Tg. Concentration dependent diffusion
coefficients have been reported by Koros and Paul (1980) for PET/C02 systems. For 3
CO2 concentration of 0.0089 kg(C02)/kg(PET) (which ar,~ an order of magnitude smaller
than the maximum concentration in Figure 5.1), Koros and Paul report a diffusivity of
2.0 x 10-9 cm2/s at 35°C.
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Figure 5.1'(a): Mass uptake ofC02 in 0.4 nun thick Unitika PET and CPEf samples versus
gas saturation time.
The distinctive knee in the mass uptake curves of Figure 5.1 is a preliminary
indication of crystallization and has been observed by Kumar and Gebizlioglu (1991 and
1992). The knee indicates that during C02 dissolution the PET sheet rejects CO2. The
rejection of C02 is indicative of the fact that the solubility of gas in a polymer is
approximately a linear function of crystallinity, and to a frrst order approximation is given
by the relation, Ksc =Ksa (I-X), where Ksc and Ksa are the equilibrium solubility
coefficients of crystalline and amorphous polymers, and Xis the mass fraction crystallinity
(Van Krevelen, 1976). Thus, as the PET crystallizes in the presence of high C02
concentrations, the system solubility decreases, resulting in the rejection of C02 from the
PET matrix via diffusion. As a result, the d~fference in mass uptake between the peak and
post-peak values in Figure 5.1 (b) can be used to estimate the change in solubility and
therefore the change in crystallinity. From Figure 5.1 (b), the maximum gas concentration
is 8.5% and occurs at Dtll 2 =: 1. An average post peak gas concentration falling between
Dt/I 2 =2 aJ:tQ 4 is 6.5%. This post-peak range was selected based on Figure 5.2 which
indicates tJlal crystallization has completed within this time period. Using the above
equation, the PET crystallinity haS increased an estimated 23%. The actual cllange in
crystalli'l1ity can be calculated from the DSC data of l'at,le 5.1 and Figures 5.2 and 5.3
where the change in crystallinity during gas dissolution with CO2 at 5.51 MPa (800 psi) is
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on average 25'% for the PET, Cl'ET, and K-PET. Notice that the estimated change in
crystallinity e7~TS by only 8 percent'. Thus, the relative magnitude of the knee in the mass
uptake curve; gives a reasonable. estimate of the change in crystallinity due to gas
dissolution.
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2.0 a PET Gas: (:02
o CPET Sat. Pres.: 5.51 MPa (800 psig)
.Sat. Temp.: 20 O(~
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Figure 5.1(b): Mass uptake O/C02 i1l the 0.4 mm thick Unitika PEl' and CPEl'samples
and in the 0.6 mm thick Eastman PEr (K-PEr) samples plotted versus
dimensionless saturation tin1e. Here an average diffusivity value of
8x10-9 cm2/s WllJ' used to compute DtIl 2. Note that crystallization
begins at approximately DtIl 2 =0.6 as shown in Figure 5.2.
Figure 5.2 shows the change in crystallinity of the Eastman PET samples as a
function of dimensionless CO2 saturation time. These results are similar to those reported
by Kumar and Gebizlioglu (1991 and 1992). The ge~eral shape of the crystallization CUlVe
has the same fonn as that for thermally crystallized PE'.T. Figure 5.2 shows that the
crystallization begins during the primary gas saturation process, and proceeds after a
maximum concentration is reached. This indicates that sufficiently high gas concentrations
are required before crystallization can occur within the experimental time scale. It is
interesting to note in Figure 5.2 that the CO2 mass uptake tends to decrease well after the
crystallization process has completed. This non-steady state behavior co~ld be a result of
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tile crystalline regions which may tend to slow the diffusion rate of the displaced or rejected
gas or a result of molecular relaxation in the am'orphous domains which. may tend to
decrease gas solubility through reductions in free volume between amorphous chains. The
specific causes for this behavior have not been ascertained at this point.
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Figure 5.2: Comparison ofthe C02 mass uptake and gas-induced crystallization for the 0.6
nun thick Eastman PEl'(K-PEl') plotted as afunction afdimensionless saturation
time. Here an average d~;vity value of8 x 10-9 cm2/s was llsed to compute
DtIl 2. Note that crystallization begins at approximately Dt/l 2 =0.6 and
approaches a maximum at Dt/l 2 =3.
Figure 5.3 shows the change in crystallinity of the Unitika PET and CPET as a
function of gas concentration. The purpose of the analysis was to determine the degree of
C02-induced crystallization which occurs during the time scale associated with
microcellular processing. The gas concentration data reported in Figure 5.3 was obtained
by allowing the samples to saturate with gas at a given saturation pressure until they
reached a constant mass uptake value (i.e., within an gas concentration measurement
variation of ± 2%) suggesting that an approximately uniform gas concentration was
reached. The saturation time did not exceed five days in any case. Once the constant mass
uptake was reached, the samples were removed and allowed to degas prior to DSC
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analysis. The crystallinities reported are not necess~trily equilibrium values since the
kinetics of the crystallization process, particularly at low gas concentrations, are far longer
than the experimental time scale (Chiou et al., 1985; Mizc\guchi et a1., 1987).
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Figure 5.3: Effect ofunifonn C02 concentration on the gas-induced crystallization
occunjng during microcellular processing of0.·4 mnl thick
Unitika PEl'and CPEl'samples.
Figure 5.3 indicates that a critical gas concentration is necessary for the
crystallization kinetics to proceed during the microcellular processing window. Above the
critical gas concentration, crystallization kinetics are favorable allowing the pvlymer chains
to realign into crystalline phases. As will be discussed later, the gas-induced crystallization
proce~s occurring during microcellular processing can have a great impa~t on the resulting
foam morphologies and change the nlechanisms governing cell nucleation and growth.
The CO2-induced crystallization of PET was further examined by wide angle x-ray
scattering (WAXS) analysis yielding results ~at support the findings of Mizoguchi et al.
(1987). Intensity peaks were observed at 28 angles of 17 t 22.5, and 25.5 degrees
corresponding to the reflections from the (100), (010), and (110) crystallographic planes.
respectively, indicating crystalline phases comparable to thermally crystallized PET
(Johnson, 1959). The WAXS analysis did not verify any additional intensity peaks
corresponding to a second crystalline phase in the CO2 induced crystallized PET. Note no
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second crystalline phase .va~~ TtiJol1ed by r~izogu~hi et al. (1987) for C02-induced
crystallization of PET or by ':1l\ming and P.tJssel (1985) and Durning et al. (1986) for the
interc.J:tive penetrate-induced cry~tallization of PET.
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Figure 5.4: Temperature dependence o/dynamic tensile storage nwdulus (E')!or the
Unitika PEr and PEr/C02 solutions, measured at 1 Hz. See Table 5.2
for sample nomenclature, specifications, and measured characteristics.
Figure 5.4 shows the storage modulus, E', for both amorphous and crystalline PET
and PET/CO2 solutions over varying temperatures measured at 1 Hz. Figure 5.5 shows
the loss tangent, tan 8 = E"/EO, for amorphous and crystalline PET and PET/CO2 solutions
measured at 1 Hz. For a relative comparison, we can define the peak temperature of the
loss tangent curve as the glass transition temperature, Tg where the correlation with thennal
analysis measurements is reasonably. good. A summary of the sample nomenclature used
in Figures 5.4 and 5.5 is given in Table 5."2 along with a summary of the respective TgS.
In Figure 5.4, the storage modulus of the amorphous PET, PETa, is not reported above
125°C since crystallization of the PET sample occur during dynamic mechanical analysis
above this temperature. Based on the trends shown in the PETa curve, it is believed that
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the storage modulus for the amorphous PET in the rubbery region is on the order of 20
MPa. From desorption experiments for the PET/CO2 solutions, it is estimated that up to
20% of the initial gas concentration is lost during the total 70 minute DMA analysis time
(including post-saturation sample preparation and DMA testing).
Additional viscoelastic data for various amorphous PET/C02 solutions is sho\vn in
Figures 5.6 and 5.7 measured at 1 Hz (also ~,e Baldwin et al., 1993). Figure 5.6 shows a
plot of the relative storage moduli versus telnperature for the Unitika PET solutions of
Table 5.3, and Figure 5.7 shows a plot of the loss tangent versus temperature. In Figure
5.6, the relative storage modulus is defined as the ratio of the storage modulus to the glassy
storage modulus (the storage modulus at -50°C given in Table 5.3). It is evident from
Figures 5.4 through 5.7 that as the gas concentration increases the temperature marking the
onset of the transition zone decreases or shifts to the left. This shifting effect indicates a
decrease in the glass transition temperature and a plasticization of the polymer due to the
dissolved gas.
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Figure 5.5: Temperature dependence ofthe dynamic tensile loss tangent (E''/E') for the
Unitika PEl' and PEl'/C02 solutions, measured at 1 Hz. See Table 5.2 for sample
nomenclature, specifications, m:zd measured characteristics.
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Table 5.2: Nomenclature and glass transition temperatures a/viscoelastic test specimens
used in Figure 5.4 and 5.5.
Sample CO2 Concentr~tion Crystallinity Tg (OC)by Weight (%) (% mac;s fraction)
PETa 0 <2 80
PETe 0 28 105
CQzlPETat 9.2 <6 5
C02/PETa2 6.3 <6 27
CQzlPETc 6.6 28 45
10~---------------------..
100755025o-25
.1
C02 Concentration
0.0%
----- 1.1 %
_._._._.- 2.7 %
4.7%
""""" 6.3 %
8.6%
----- 9.2 %
.01 ......-.----.--......--..--...--.----......-.......- .........-....--..................
-50
Figure 5.6: Relative storage moduli ofPEr/C02 solutions as afunction oftemperature
(at 1 Hz). See Table 5.3 for the sample characteristics.
In Figure 5.8, the glass transition temperatures of the amorphous PET/C0 2
solutions are plotted as a function of C02 concentration. The TgS represent the
temperatures of the loss tangent peaks shown in Figure 5.7. Figure 5.8 clearly exhibits the
plasticizing effect of CO2 dissolved in PET. This figure shows a nearly linear relationship
between the glass transition temperature and CO2 concentration. The plasticizing nature of
the gas results primarily from a decrease in the intennolecular forces in the polymer matrix.
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The intemlolecular forces decrease because the spacing between adjacent polymer chains
increases during gas sorption as evidenced by the polymer swelling (Wissinger and
Paulaitis, 1987). As the spacing betweell adjacent chain increases, the interinolecular
forces decrease resulting in an increase in molecular Inobility and a plasticizing effect. In
general, the .higher the CO2 concentration the higher the molecular mobility and the lower
the solution Tg.
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Figure 5.7: lnss tangent ofamorphous PET/C02 solutions as ajunction of temperature
(at 1 Hz). See Table 5.3 for sample characteristics.
Table 5.3: Gas concentrations and glassy modulus o/the amorphous Unitika PEr used in
Figures 5.6 through 5.8.
Sample Sat. Pressure Saturauon Gas Concentrauon Storage Modulus
(MPal psi) Time (hrs) (Weight %) @ -50°C (GPa)
A 5.511 800 10 6.3 3.38
B 4.83/700 20 9.2 2.45
C 3.45/500 48 4.7 2.32
D 2.07/300 48 2.7 2.57
E 0.69/100 48 1.1 2.40
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Figure 5.8: Effect O/C02 concentration on the glass transition temperature
ofamorphous Un;tika PET.
The final set of experimental results presented is intended to demonstrate the role
gas-induced crystallization plays in microcellular processing. In order to illustrate the
difference between amorphous and semi-erystalline microcellular plastics, Unitika PET and
CPET samples with various degrees of crystallinity were processed under identical foaming
conditions. Each sample was saturated with a mean CO2 concentration of 6% by weight
and foamed in a glycerin bath at 150°C for 10 seconds. The PET micrographs are shown
in Figure 5.9 (a) and (b) and have mass fraction crystallinities of 6% and 28%, respectively
(as measured by DSC analysis). The CPET micrographs are shown in Figure 5.9 (c) and
(d) and have mass fraction crystallinities of 10% and 35%, respectively.
In Figures 5.10 and 5.11, the microcellular morphology of semi-cl)·stalline Unitika
PET and CPET samples are shown processed at various foaming temperatures. Figure
5.10 shows micrographs of PET samples with crystallinities of 28%, foamed under the
conditions of a rnean C02 concentration of 6.5%, a time to foaming of 5 minutes, a
foaming time of In seconds, and foaming temperatures from 80 to 230°C. The fracture
surfaces shown in Figure 5.1~ are of the center sections of the PET samples. Figure 5.11
shows the cell morphology of 35% crystalline CPET microcellular f02l1TlS. The processing
conditions were a mean gas concentration of 6%, a time to foaming of 5 minutes, a
foaming time of 10 seconds, and foaming temperatures from 100 to 200 °c.
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((J) An1()I"!J!JOI/S PET
(I)) Semi-crystalline PET
Figure 5.9: Micrographs ofaln(}/phous anti semi-crystalline UnifiktJ PET anti CPET
micr(}cellular processell Un{Jl~r equivalent con{/itions each ,vafur(Jt{){I'rl';th
appr(J.timafely 6% C02 b.y weight.
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Figure 5. 9: Micr(}~r(Jl)hs o.f (/ll1()11J!JouS alltl s(J/11i-cry,\'lallinfl UnitikfJ PET 011t/ (,~P/~--/~
Inicr{)c(J/IIi/ar J)r{)ceSS{J{ll"llJ{~r (Jqui va /lJ111 contlitions each ,\'(Jtli raflJ(J \1 'i!"
approrill1llflJ /y 0% C02!JY 'r1 1l'iRht.
112
NI i('r(JCI~lllll{1r 1)f(Jcl~ssillg Chllr{U'rl~ ri:alion
l
",,'
"~.~ (
t,· .. I
, ' ~
.'
,..,.,
(0) l() pin (h)
(c)
I----~
I() fJlTI ((f)
Figure 5. Ji).' Microgra/J"s o/.\'{'l1li-CI)'S(a/lil1lJ Ul1itika PE1~ 'fi'ilh nu/.\',\'.!i"ac(;o/l cl)'.\'(a//iniril's
(~f28% /Jroce.\'Sl'l/ fI( varioll.\'.fo(lI11ing fl'111/Jel"all1r(-'J. FO(l1ning fl'111/'t'1"afllrl',\' l"l'rl' (a) 8()()(-',
(h) / ()() DC, (c) /25 DC, (lJ) / 5() DC, (l') /75 DC, (fJ 2(){) DC, (g) 23() nc.
Sl'l' Tal)li' 5.4 .{t)I" cl'llln("lJ"O/O~Y c/1arf/cll'ri.\'licJ,
111
Chll/Jft'r 5
(e) I() pnl (l)
I () pill
(g)
Figur/. J 5.1(}: Microgrf1/Jhs OlSCI11i-crVSffllli1lI' Ullirika PET ~vir" I1UI'\·'\·.rrt/criol1 crys!alli"iries
(~f2N'Y(J !Jr()(.'lJ,\',\'l't} (/1 \,(Jrioll,\',fotlJJling It'JJ1/}('r(/IUrfS. FO(IJ1Jing ft'JJ1/}(']'(Jlure,\' H'(JJ'e (0) ~()()C,
(h) / ()() O(~~, (c) /25 DC, ((I) /5{) O('~, (I') /75°(,', (I) 2()() O(~, (g) 23{) n(.~.
St'l' 7'(1/,11' 5.4 for cl'II11101lJhology Chllr(u'1t J r;s(;c,\'.
114
Microcc/lu/(/r ProclI.\'s;ll).: Chllrllcter;7111;OIl
(a) I() pm (/7)
(c) 1() t-tITI (,I)
Figllrl~ 5. J I: Microgra!Jh.\' (~f.\·l~/ni-(,I~V.\'I(Jllille Unilika CPET 'r1'ilh Inr/ss.fr(Jctiol1
c'~Y.\'lallil1ities of3.5% !JrOClJ.\'Sll{J (/1 variouJ.{t}{/111inM tl}n'!}l~r(Jfllrt.Js. FO(J/l1in(r:
tel11/7lJ ratllres U'(Jre ((l) J()() DC, (h) J5() DC, (c) /75°C, «(1) 2i)() DC.
See TabltJ .5.4 .fiJ" e(111 ,n(J11}h(}I(}(~y cha r{/('f(Jri.\'lics.
115
Chaptei 5
Table 5.4: Cell morphology characteristics ofthe semi-crystalline PETand CPET samples
shown in Figures 5.10 and 5.11. Standard deviations are indicated/or the cell size values
and standard measurement errors are indicated/or the cell density values.
PET (for center sections) CPET (for cross sections)
Foaming Cell Sjze Cell Density Cell Size Cell DensityTemperature
(CC) {JJ.m) (cells/em3) (J.lm) (cells/em3)
80 0 N1A - -
100 0 N1A 1.5 ± 0.7 9.8 ± 2 x 109
125 0 N1A - -
150 0.63 ± 0.4 2.2 ± 1 x 1011 3.0 ± I 8.4 ± 3 x 109
175 1.0 ± 0.4 7.4 ±3 x 1011 4.3 ± 2 10.0 ± 5 x 109
200 1.5 ± 0.5 3.3 ± 2 x 1011 5.7 ± 2 11.0±9xl09
230 2.3 ± 0.5 4.4±4x lOll - -
5.2.3 Discussion
cO2 Induced PET c[ystallization
The data presented in Figure 5.2 indicates that the gas dissolution process and the
crystallization process are uncoupled at low temperatures which agrees with the fmdings of
Kumar and Gebizlioglu (1991 and 1992). Figure 5.2 shows that the gas-induced
crystallization process does not complete until after the majority of the mass uptake has
occurred indicating that the crystalli~ation kinetics lag behind the gas diffusioI' kinetics.
However, at higher temperatures typical of polymer melt processing (i.e., 100 to 200 °C),
this may not be the case. When processing at high temperatures, the gas diffusion kinetics
and the crystallization kinetics may be on the same time scale. In fact, Mizoguchi et al.
(1987) reported higher crystallization rates of PET/CO2 solutions at temperatures above Tg
compared with neat PET. In general, the polymer/gas-solution crystallization kinetics are
composed of two parts: thermally-activated crystallization and solvent-activated
crystallization.
During the course of microcellular plastics production (e.g., by extrusion or
injection molding), the situation may arise where high pressure gas is introduced into a
molten crystallizable polymer to form a single phase polymer/gas solution (Park and Suh,
1992; Park et al., 1993). In general, the polymer is plasticized resulting in a lower glass
transition temperature (i.e., for Unitika PET with 6.3% dissolved CO2, Tg decreases 53
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°C, see Figures 5.4 and 5.5) and a higher degree of molecular mobility. As the polymer
temperature is lowered below the melting point, Tm, crystallization occurs to achieve an
energetically favorable state. For polymers with stiff backbone chains (such as PET),
thermal crystallization kinetics are typically slow such that amorphous samples can easily
be cast from a melt. However, in the presence of high gas concentrations as used in
microcellular processing, the crystallization kinetics can be enhanced. Preliminary evidence
of this is presented by Mizoguchi et al. (1987), who shov.' increased crystallization rates of
PET/CO2 solutions above Tg. Therefore, dwing m.lcrocellular plastic,~ production of semi-
crystalline polymers, crystallization enhanced b:y gas dissolution may occur during
microcellular processing resulting in cellular morphologies vastly different from those
expected of the amorphO\1S material.
The CO2-induced crystallization data presented in Figures 5.1 through 5.3 leads to
the conclusion that during the microcellular processing window, detectable crystallization
occurs once a critical gas concentration level is reached. Using the data of Figure 5.3, the
critical gas concentration found for the PET/C02 systems studied was approximately
0.045 kg(C02)/kg(PET) at 20°C. During gas dissolution, the gas molecules occupy the
free volume of the polymer, and in some cases, secondary bonding between the gas and
polymer molecules may occur. As the gas concentration is increased, the polymer begins
to swell corresponding to an increase in the mean spacing between polymer chain
segments. Once a critical gas concentration is reached, the mean distance between polymer
chain segments reaches a critical value. Above this critical spacing, chain segments have
sufficient energy and mobility such that molecular relaxation and/or realignment form,ing
crystalline structures is feasible during the time scale associated with microcellular
processing. If secondary bonding is prevalent in the system, an additional energy
contribution \vould be required to sever the secondary bonds and displace the gas
molecules prior to molecular alignment and crystallization. Gas molecules remaining in the
crystalline domains rna)· tend to act as crystal defects or may playa role ill fr J new
crystalline microstructures.
viscoelastic Behayior of PET/CO2 Solutions
The plasticizing effect of gas dissolved in a polymer during microcellular
processing is clearly exhibited by Figures 5.4 through 5.8 and has been observed in other
studies (Baldwin et al., 1993; Baldwin et al., 1992; Chiou et al., 1985; Mizoguchi et al.,
1987). The effect of the gas, as seen in Figure 5.4, is to shift the storage modulus curve
along the temperature axis representing a depression in the glass transition temperature. In
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gent~ral, the higher the CO2 concentration, the lower the solution Tg, and the increased
molf~ularmobility of the PET molecules. An important result of this study, exhibited in
Figure 5.4, is that the crystalline PET/CO2 solution has a higher stiffness in the transition
region and a broader transition region relative to a comparable amorphous PET/C02
solution. This fact is evidenced by the smaller negative slope of the storage modulus curve
in the transition region for the crystalline solutions compared with the amorphous
solutions. In contrast, the unmodified crystalline and amorphous curves show similar
slopes in the transition region. In the case of the amorphr as and crystalline solutions with
comparable gas concentrations (i.e., the C02/PETa2 and CovPETc curves), the crystalline
SOlutiOfll storage modulus (at 50°C) is over twice that of the amorphous solution. In the
next section, it will be shown that this increase in matrix ~tiffness plays a major role in
microcellular processing through its effects on cell growth.
While it is true that C02 continuously diffused out of the PET during the DMA
analysis, the data of Figures 5.4 through 5.7 gives a good estimation of the effect of the
CO2 and induced crystallization on the polymer/gas solution matrix stiffness. This follows
since three quarters of the total testing time of each sam)lle was carried out at temperatures
between -50°C and 20°C where diffusivities are: relatively lo\\r. Based on the desorption
experiments conducted at 20 DC for high concentration F·ET/COZ solutions, onlY 19.2% of
the gas diffuses out of the polymer over the tlotal 7,Q minute testing time. A very
conservative upper bound on the amount of gas thal had (Iiffused out of the sample up to a
20 °C DM)~ testing temperature is 15.4%. Therefore, when interpreting the results of
Figures 5.4 \through 5.8, it is important to account for thte fact tllat up to 15% of the gas
diffuses out c'~ •ue samples prior to reaching a testing tempt~rature (If 20 DC and on the order
of 20% of the gas diffuses out by the time the testing temperature lreaches 50°C. This can
be done using a conservative gas concentration estimate over the testing time. For
example, the viscoelastic behavior of sample C02/PETc (Fr,gure 5.·~) should be interpreted
as having a minimum gas concentration during analysis of 5.3%. I
Next, it is interesting to compare the glass transition temperature change shown in
Figure 5.8 with available theoretical models predicting Tg as a function of a diluent
concentration. Chow (1980) has developer' .f- lattice modi~! predllcting Tg depressions
resulting from the sorption of a diluent. Chow's model estimates the glass transition
temperature as follows
t It should be further not.ed that a concentration profLIe exists over the sample thickness due to the surface
gas diffusion dt'.:ing testing. Although 'iumerous surface coatings where tied to prevent lhe degassing, no
effective coatings WLTe found.
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Ir{:;)=p[{I-O} 11(1- O} + aInO] (5-5)
where
M
9=-P--J!L
zMdl-ro and
p= zR
MpAcp · (5-6)
In equations (5-5) and (5-6), TgO is the glass transition temperature of the pure polymer, Tg
is the glass transition temperature when the weight fracf.ion of the gas is CO, Md is the
molecular weight of the gas, Mp is the molecular weight of the polymer repeat unit, and
Acp is the change in specific heat of the polymer at its glass transition temperature. The
coordination number z is usually given as one or two, and R is the gas constant. For
comparison, Figure 5.8 shows the theoretical predictions of equations (5-5) and (5-6) for
PET/CO2 systems with coordination numbers of one and two. It is clear from Figure 5.8
that Chow's model under predicts the Tg depression for C02 concentrations above 1%.
This contrasts the results of Chiou et al. (1985), who found good experimental agreement
with Chow's model for various poly(vinylidene fluoride)/poly(methyl methacrylate) blends
containing dissolved CO2.
Additionally, semi-empirical Tg depression models have been develop by Condo et
ale (1992) and Wissinger and Paulaitis (1987, 1991). Both models predict nearly linear Tg
depressions with gas concentration, and have been shown to agree well with a
polystyrene/CO2 system and a poly(methyl methacrylate)/C02 system, respectively. While
the semi-empirical nature of these models makes direct comparisons difficult, the nearly
linear variation in Tg with gas concentration is encouraging in that the PET/C02 data in
Figure 5.8 shows a linear trend.
Effect of Crystallinity on Microcellu1ar PET Foaming
One of the major fmdings of this work was to determine, the effect cr']stallinity has
on the microcellular foaming process which is clearly illustrated in Figure 5.9. For both
the PET homopolymer (pET) and polyolefm modified PET (CPET), the average cell size is
smaller and the cell densit.y is ha·ger for the crystalline foams compared to the amorphous
foams. In the case of PET, the cell size decreased feom 115 J.lrn to 7 Jlm. In the case of
CPET, the cell size decreased from 24 Jlrn to 4.5 J.1rn. Moreover, the polymer
crystallization has increased the cell density of the polyester foams. The amorphous PET
had a cell density of Pc =1.1 x 1()6 cells/em3, and the crystalline PET had a cell density of
Pc =1.0 x lOS cells/em3. For the CPET, the effect is less pronounced where the
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amorphous foam had Pc = 1.2 x lOS cells/em3 and the crystalline foam had Pc =3.7 x 109
cellslcm3• Since the amorphous and crystalline materials were processed under equivalent
foaming conditions, one could conclude that crystallization results in higher cell nucleation
densities and smaller cell sizes.
First, consider the effects of additive particles on cell density and the mechanisms
governing microcellular nucleation. In general, the amorphous CPET material has a higher
cell density over the thickness of the specimen than that of the PET. This results from the
polyolefm nucleating particles in the CPET, primarily used for rapid crystallization, which
act as heterogeneous nucleation sites for microvoid nucleation. Figure 5.11 (a) shows cells
nucleated and grown around small partiCles that ~Ie believed to be polyolefin particles
and/or PET crystalline domains. In general, th~ interface between a polyolefin particle and
the PET is a high energy region resulting from interfacial surface effects. In these regions,
the Gibbs free energy necessary to nucleate a stable microvoid is less than that for
homogeneous nucleation, resulting in the preferential nucleation of mic~'l '''uids at the
interface. If sufficiently large numbers of particles are added, then heteroger I~OUS
nucleation can dominate as would seem to be the case for the CPET systems shewn it'
Figure 5.11 (a).
Next, consider the effects of crystallinity on cell density and the mechanisms
governing microcellular nucleation. It is believed that the increased cell densit~ of the
crystalline foams results from increased heterogeneous nucleation contributions. This
follows since the interface between the crystalline and amorphous regions is a higher
energy region resulting in a lower free energy barrier for microvoid nucleation and the
preferential nucleation of microvoids at these interfaces. The "web" structure with~n the
large cells shown in Figure 5.10 (c) might be characteristic of nucleation occuning at
crystalline/amorphous interfaces. Qualitatively, the nucleation results agree with the
microcellular nucleation model developed by Colton and Suh (1987) where for
heterogeneous systems, the nucleation rate is given by equations (5-7) and (5-8) (see
section 3.2.3). Only a qualitative comparisan is given here since quantitative predictions
have large variances due partly to the uncertainty associated with surface te.nsion values for
gas and polymer solutions and for crystalline interfaces. Quantitative comparison with
heterogeneous systems having additive particles have been reported by Colton and Suh
(1987) and Colton (1989) with some success.
Nt =Ctft exp{-aG:ctl kT)
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where (5-8)
In general, microvoid nucleation may occur both homogeneously and
heterogeneously; the relative contributions depending on the processing conditions. For
the amorphous PET homopolymer, it is expected that nucleation occurs both
homogeneously due to rapid free energy changes and heterogeneously due to inherent
impurities. The amorphous CPET is believed to experience primarily heterogeneous
nucleation as is exhibited in Figure 5.11 (a) where the· majority of cells have nucleated
around isolated particles. The crystalline PET horllopolymer appears to experience
simultaneous homogeneous and heterogeneous nucleation in its amorphous regions similar
to its amorphous counterpart and a substantial heterogeneous nucleation component at the
amorphous/crystal interfaces. The effects of homogeneous and heterogeneous nucleation
are largely additive resulting in the higher cell density of the crystalline PET foams. For the
crystalline CPET, heterogeneous nucleation occurs at both the interface of the nucleation
particles and the amorphous/crystal interface. From equations (5-7) and (5-8) as the
number of heterogeneous nucleation sites, Cl, is increased, the nucleation rate, N1 is
increased. Assuming instantaneous nucleation to a first order approximation, it follows
that the total number of nucleated microvoids should increase with crystallization.
Finally, it should be noted that the heterogeneous nucleation phenomenon observed
for the semi-crystalline systems may be further influenced by the possible formation of
microcavities [as discussed by Mizoguchi et al. (1987)] at the crystalline interfaces in PET
systems crystallized using CO2. Mizoguchi et al. (1987) argue that such microcavities
Conn as the CO2 diffuses out of the system due to the hindering of volumetric relaxation by
th~ crystalline regions. However, during microCellular processing, the nucleation of voids
occurs while the majority of gas remains in solution. Therefore, these potential
microcavities may not have a chance to form prior to cell nucleation and may not influence
the nucleation process.
At this point, consider the effects of crystallinity on cell size and the mechanisms
governing cell growth. It is important to first account for the influence of cell nucleation
density on cell size. In general, cell density and cell size follow a cubic relation derivable
from equations (5-1) and (5-2) where, for a fixed void fraction, an order of magnitude
decrease in cell size increases the cell density by a factor of 103. With an increase in cell
nucleation density due to crystallization, a respective decrease in cell size is expected.
However, the cell morphologies in Figures 5.9, 5.10, and 5.11 exhibit even smaller cell
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sizes than one would expect or predict from the cell density effects. Notice that the
amorphous foams in Figure 5.9 have honeycomb cell structures while the crystalline foams
have spherical type cells with relatively large distances, compared with the average cell
size, between cells. If crystallinity did not affect cell growth mechanisms, one would
expect a honeycomb structure in the crystalline foams. Tnis <.:an be shown using a first
order approximation, given by the ratio of the total gas amount available for cell growth and
the gas amount required to expand the cells. This ratio predicts that a sufficient solution
gas supply is available to expand a given nucleation cell density to a fixed void fraction.
Since the semi-crystalline foams have much lower void fractions compared to the
amorphous foams, it follows that the cell growth mechanisms are different in these
systems. In the following, it will be shown that the decreased cell size of the crystalline
foam is due primarily to the increased matrix stiffness associated with crystallization.
In order to study the effect of crystallinity on microcellular processing particularly
with respect to cell growth, a series of experiments were conducted where all processing
variables were held constant except the foaming temperature resulting in the microcellular
PETs shown in Figures 5.10 and 5.11. For a microcellular foaming process having
varying temperature, two major mechanisms controlling cell growth and cell size are the
rate of gas diffusio(i into the cells (Le., diffusion controlled growth) and the physical
constraint imposed by the polymer matrix stiffness surrounding the cells (i.e., viscoelastic
controlled growth). For the systems studied, a consideration of the relative importance of
these factors is presented in the following.
First, consider the possibility of diffusion controlled cell growth being the dominant
mechanism experienced during the microcellular processing yielding Figures 5.10 and
5.11. For diffusion controlled cell growth, the growing cells would tend to expand against
minimal external constraints since the surrounding polymer matrix has a low stiffness.
Therefore, the limiting kinetic process for growth is gas diffusion into the matrix such that
the size of the cells is governed by the time allowed for gas diffusion. In this case, an
increase in foaming time would result in larger cell sizes since more gas is allowed to
diffuse into the cells driving the expansion. To determine if the gas diffusion rate is
dominant for the semi-crystalline microcellular foams in Figures 5.10 and 5.11, an upper
bound for the gas diffusion time during cell growth must be detelmined.
An upper bound on the gas diffusion time can be detennined using equation (5-4)
where the characteristic diffusion length of tbe gas during microcellular foaming is on the
order of half of the average cell size. For the crystalline PET systems studied, the
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maximum average cell size, taken from Table 5.4, is Dc =6 Jlffi, therefore 1- Dd2 = 3 tJID.
An estimate of the diffusivity for use in equation (5-4) is given by the values reported by
Koros and Paul (1980) for thennally softened PET/C02, systems. Since cell growth was
not evident at temperatures below 100 °C, a conservative estimate of the diffusivity is given
by the value reported by Koros and Paul (1980) at 95°C, D =3.1 x 10..8 cm2/s. An upper
bound on the total diffusion time for diffusion cell growth is then on the order of
l2/D = 2.9 seconds. Moreover, at still higher temperatures, Koros and Paul (1980) report
a diffusivity of D =8.5 x 10-8 cm2/s (at 115°C) from which the estimated total diffusion
time is one second. From these estimates, it is apparent that the foams in Figures 5.10 and
5.11 were allowed sufficient foaming time for appreciably all of the available solution gas
to diffuse into the cells. Therefore, if ~iffusion controlled cell growth were the dominant
mechanism governing the microcellular foams shown in Figures 5.10 and 5.11, one
would expect to see a relatively constant cell size with increasing temperature which is not
the case in Figures 5.10 and 5.11. It is interesting to note that for comparable amorphous
PET foams processed over varying foaming temperatures, a constant cell size has been
reported indicating that the amorphous sy~tems experience diffusion controlled cell growth
(see section 5.3.1).
It appears that the foaming temperature effect on cell size demonstrated in Figures
5.10 and 5.11 can not be attributed to diffusion controlled cell growth since in each case all
of the available solution gas has sufficient time to diffuse into the cells during the allotted
foaming time of 10 seconds. To further confinn that foaming times were sufficient to
observe any diffusional controlled cell growth, CPET samples were foamed for 20 to 90
seconds. These microcellular CPET samples were found to have no appreciable change in
cell morphology compared with the samples foamed for 10 seconds.
Therefore, it would seem that the physical constraint imposed by the polymer
matrix stiffness surrounding the cells dominates over the gas diffusion rate on controlling
the growth of the cells and the cell size. In systems experiencing constrained cell growth,
gas diffusion is the driving force for growth by increasing the gas pressure within the cells.
While gas diffusion may occur throughout the cell growth process, it is not the limiting
factor dominating the cell growth rate or cell size. In this case, the viscoelastic constraint
resulting from the stiff polymer matrix is the dominant mechanism. Here, the large matrix
stiffness imposes a stringent boundary condition on the diffusion process by requiring
larger gas pressures in the cells for a given amount of expansion. Viscoelastic controlled
cell growth would be typified by larger cell sizes as the foaming temperature is increased.
This follows since the matrix stiffness typically decreases with temperature. Note that
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Figures 5.10 and 5.11 clearly show an increase in cell size with foaming tenlperature.
Therefore, the constraint or viscoelastic behavior of the semi-crystalline systems would
seem to govern the cell growth process occurring in these foams due to the boundary
condition imposed on the diffusion process. This is a noteworthy result of this study and
warrants further discussion.
The cell morphology of Figures 5.10 and 5.11 are summarized in Table 5.4. The
foaming behavior exhibited in Figures 5.10 and 5.11 for the semi-crystalline thermoplastic
polyesters can be explained primarily by the role in which solution matrix stiffness plays in
the cell growth process. Figure 5.10 shows that PET foaming begins at 150°C, and the
cell density is nearly constant at 6 x 1011 cellfJcm3 through foaming temperatures of 230°C
so that cell density effects on cell size are negligible. Moreover, Figure 5.10 shows that the
cell size increases with increasing foaming temperature. From Figure 5.4, it is evident that
the crystalline solutions have higher storage moduli in the transition region than the
amorphous solutions (i.e., approximately twice as large as the amorphous solutions).
Furthennore, from the unsaturated PET samples, PETa and PETe, we can reasonably
conclude that the cryslalline solutions have an order of magnitude larger storage modulus in
the rubbery region ~omparedwith the amorphous sl\lutions (Le., approximately 2 x 107 Pa
for the amorphous solutions and 2 x lOS Pa fur the crystalline solutions *). The role matrix
stiffness plays in cell gro'lwth becomes clear when we consider the energy required to
expand the cells over a fIXed foaming time. During the first instance of foaming while the
cell gas pressures increase to overcome the matrix stiffness, cell growth is a diffusion
controlled process. In the later stages, cell growth is governed by the viscoelastic nature of
the polymer/gas solution. The work required to expand the cell by a fixed amount
increases as the matrix stiffness increases. This follows since the expansional work
performed by the cell, must overcome the additional stress result:~~g from a high matrix
stiffness.
To qualitatively understand the effects of increased matrix stiffness, we can use
equation (5-9), relating stress and strain to the time and temperature dependent. telaxation
modulus, Er (an analogous property to the storage modulus E'). For ttiC case of cell
growth, (J can be thought of as a hoop stress and £ as a hoop strain. The initial diffusional
growth of a cell results in an approximately equal tensile hoop stress, CJ around the cell
induced from the increased pressure of gas in the cell. The hoop stress is roughly constant
*During foaming, the PET samples do not aystaUize (i.e., mass fraction crystallinity varied less than 2%
before and after microcellular foaming). Therefore, it is expected that the storage modulus for the
amorphous C02IPEf solution in the rubbery region is about 2 x 107 Pa.
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throughout the later foaming stages since appreciably all of the available solution gas has
diffused into the cells. For an increasing foaming temperature, T, and a constant foaming
time, t, Figure 5.4 indicates a decrease in the 30lution matrix stiffness corresponding to a
decreasing value of E-r- As Er decreases under a constant hoop stress, the hoop strain £
must increase corresponding to an increase in cell size v..,ith foaming temperature. An
increasing cell size with temperature is exhibited in Figure 5.10.
cr
[= I;,(t,TJ (5-9)
Thus, one could conclude that crystalline PET experiences cell growili governed by
the viscoelastic behavior of the polymer/gas solution. These results are contrasted by those
for amorphous PET foams presented in section 5.3 which indicate cell growth is diffusion
controlled. For amorphous PET foams processed under comparable conditions, fully
grown honeycomb cells are achieved within a two second foaming time at foaming
temperatures of 150°C and a change in foalning time does not appreciably change the cell
morphology. This is expected for the amorphous PET foams since their cell growth is
weakly constrained by the amorphous matrix and governed by the gas diffusion rate. The
diffusion controlled growth of the amorphous foams follows since they have an order of
magnitude lower storage modulus in the rubbery region compared with the crystalline
foams (see Figure 5.4).
The effect of foaming temperature on the crystalline CPET is shown in Figure 5.11,
and its cell morphology is summarized in Table 5.4. The crystalline CPET exhibits the
same general trends as the crystalline PET homopolymer where the cell density is roughly
constant and the cell size increases with foaming temperature. While the specific
viscoelastic data for this material was not presented, it is believed that the cell growth
process is governed by the matrix stiffness in a similar fashion to the crystalline PET
homopolymer.
5.2.4 Summary
One of the critical steps in the production of microcellular polymers is the
dissolution of gas into a polymer matrix. In this sec.tion, the formation of a gas and semi-
crystalline thennoplastic solution was studied in the presence of a crystallizing matrix with
particular emphasis on the ultimate effects of crystallinity on microcellular polymer
processing. Based on the experimental characterization of gas dissolution with induced
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crystallization, it appears that the degree of crystallinity can be controlled by the gas
saturation time and the g!lS concentration further supporting the findings of Chiou et al.
(1985) and Mizoguchi et al. (1987). Furthermore, this study has revealed that the gas-
indl_ced crystallization process tends to occur within the microcellular processing window
once a critical gas concentration is reached. For the microcellular processing of PET/CO2
systems, the critical gas concentration was approximately 0.045 kg(C02)/kg(PET) at 20
DC. Therefore, during microcellular processing, it is important to consider the effects of
gas-induced cl)'stallization if the gas concentrations achieved during saturation are in excess
of the critical concentration. The crystallization resulting from gas dissolution can have a
major impact on microcellular processing as summarized below.
Based on the viscoelastic behavior characterization of polymer/gas solutions, this
study has found that solutions of crystalline polynler and gas tend to have higher storage
moduli compared with their amorphous counterparts. In the transition region at 50°C,
solutions of crystalline PET and CO2 have a storage modulus twice that of comparable
solutions of amorphous PET and CO2.
For the polymer/gas systems studied, the crystallization and the resulting change in
viscoelastic behavior tends to playa major role in microceUular processing. Knowledge of
the mechanisms controlling both cell nucleation and cell growth are important for the proper
functional design of microcellular processing equipment. In this study, it is found that
crystallization influences microcellular processing through its effects on (1) cell nucleation
mechanisms resulting in larger cell densities and (2) cell growth mechanisms resulting in
smaller cell sizes. The renults indicate that polymer crystallization increases the number of
microvoids nucleated which is attributed to the additional contributions of heterogeneous
nucleation at the amorphous/crystal interfaces. The semi-crystalline PET/CO2 systems
studied showed an increase in cell density of two orders-oC-magnitude compared with the
amorphous systems while the semi-crystalline CPET/C02 systems showed an order-of-
magnitude larger cell density. Additionally, this study presents results indlcating that the
cell growth process of the semi-crystalline PET systems tends to be dominated by the
viscoelastic behavior of the PET/CO2 solution due to the relatively large matrix stiffness
associated with the semi-crystalline systems. Moreover, the large matrix stiffness appears
to be a major contributor to the smaller cell sizes observed in the semi-crystalline PET
resins. In contrast, the amorphous PET foams appear to have cell growth processes that
are dominated by the gas diffusion rate due to the lower matrix stiffness associated with
these systems.
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5.3 Microcellular Processing Comparison of Semi-Crystalline
and Amorphous Polymers
From the gas dissolution study presented in the pervious section, it is clear that
crystallization can influence microcellular processing through its effects on solution
formation, cell nucleation, and cel~ growth. In !.his section, the processing of amorphous
and semi-crystalline PET is investigated funher so as to discern the process phenomena
which dominate each step of microcellular processing. The goal of this sec~jon is to present
a systematic study comparing the microcellular processing of amorphous and semi-
crystalline polymers. Specifically, cell nucleation and growL'l are studied with respect to
four major process variables: saturaLion time, saturation pressure, foaming time, and
foaming temperature.
5.3.1 Results
This microcellular processing investigation of amorphous and semi-crystalline
polyesters centered around the nucleation and growth stages of batch processing. First,
microcell nucleation was studied with respect to the process variables of gas saturation
time, gas saturation pressure, foaming time, and foaming temperature. Second, the cell
growth process was investigate.d with respect to the same process variables. Similar to
section 5.2, the foams are considered to be amorphous if they have less than 10%
crystallinity by mass, and semi-erystalline if they have crystallinities greater than 10%.
Figures 5.12 and 5.16 show the effect of C02 saturation time on the cell density
3Jld cell size, respectively, of Unitika PET and CPET. These samples correspond to those
of Figure 5.1 (a) which were saturated at 20°C and a pressure of 5.51 MPa (800 psi) over
varying saturation times. The plot uses the same dimensionless saturation time, Dtll 2 as
Figure 5.1 (a) where the diffusivity is D =8 x 10-9 cm2/s (jneasured at 20°C). These
samples were foamed five minutes after saturation in a glycerin bath at a foaming
temperature of 130°C for 20 seconds. In the later stages of primary gas saturation, the
Unitika PET samples crystallized. As indicated in Figure 5.2, it is expected that
crystallization begins at Dtll 2 === 0.6 and approaches a maximum at Dtll 2 =1.2. The
resulting microcellular morpho~ogy of the semi-crystalline Unitika PET showed a bimodal
cell structure having large cells along the surfaces and small cells in the center core while
the semi-crystalline Unitika CPET showed a unifonn cell structure (Baldwin et aI., 1992).
The PET's bimodal structure initiated at Dtll 2 :=:: 0.8. In Figures 5.12 and 5.16, the cell
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morphology given for Dt/l 2 > 0.8 is of the center sections. Note further tha~ the cell
morphologies of the amorphous foams (i.e., for Df/I 2 < 0.8) wert~ unifonn over the cross
section.
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Figure 5.12: Effect ofC02 saturation time on the cell density of
Unitika PEl'and CPET.
Figures 5.13 and 5.17 show the effect of CO2 saturation pressure on the cell
density and cell size, respectively, of amorphous and semi-crystalline Unitika PET and
CPET. The data symbols 'PET' and 'CPET' correspond to tt~~e samples of Figure 5.3
which were saturated at 20°C over various saturation pressures. The samples were largely
amorphous except at the highest saturation pressures where crystallization was prevalent..
These samples were saturated with CO2 over sufficient times to reach a constant mass
uptake then foamed ten minutes after saturation in a glycerin bath at 150 °C for 10 sec:Jnds.
As indicated in Figure 5.3, the amorphous samples had begUll to crystallize at the higher
sablration pressures where at 5.51 MPa the PET and CPET were 28% and 35% crystalline
by mass, respectively. Por comparison, semi-crystalline PET and CPET samples were
prepared by saturating amorphous specimens at 6.20 MPa (900 psi) for 46.5 hours. The
samples were then allowed to degas COl at least 11 days. This gas dissolution technique
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resulted in 32% crystalline PET samples and 33% crystalline CPET samples. The
crystalline samples were again saturated with CO2 at various pressures until a constant
mass uptake was reached. The samples were then foamed five minlJtes after saturation in
the Carver hot press at 200 °C for 30 seconds. To verify no further crystall:izalion occurred
during the second saturation process and the foaming process, DSC scans were taken on
various samples and indicated a maximum variation of one percent crystallinity after the
second saturation and/or foaming process. Here again, the semi-crystalline Unitika PET
samples showed a bimodal cell structure having large cells along the surfaces and small
cells in the center core while th~ CPET samples showed unifonn cell structures (Baldwin et
a1., 1992). Both surface and center cells show the same trends, and the curves in Figures
5.13 and 5.17 show the cell morphology of the center core.
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Figure 5.13: EfJ'f'ect ofC02 saturation pressure on the cell density ofamorphous and semi-
crystalline Un;tika PETand CPET.
Figures 5.14 and 5.18 show the effect of foaming time on the cell density and cell
size, respectively, of amorphous Unitika PE.T and CPET and semi-crystalline CPET. The
amorphous PET and CPET resins were saturated witll CO2 for 10 hours at 5.51 MPa (800
psi) and 20°C such that the crystallinity ~as less than 10%. The samples were foamed 10
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minutes after saturation in a glycerin bath at 150°C over various foaming times. To fonn
the semi-crystalline CPET samples, amorphous CPET was saturated with CO2 for 24
hours at 6.20 MPa (900 psi) and 20°C resulting in CPET samples having 33% crystallinity
by mass. These gas saturated semi-crystalline samples were foamed witllin 5 minutes of
the saturation pressure release in the Carver hot press at 200 °C over various foaming
times.
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Figure 5.14: Effect offoaming time on the cell density ofamorphous and semi-crystalline
Unitika PETand CPEl'processed with C02.
Figures 5.15 and 5.19 show the effect of foaming temperature on the cell density
and cell size, respectively, of amorphous and semi-erystalline Unitika PET and CPET. The
amorphous PET and CPET samples were saturated with CO2 for 10 hours at 5.51 MPa
(800 psi) and 20°C. The samples were foamed five minutes after saturation in a glycerin
bath for 10 seconds over varying foaming temperatures. The semi-crystalline PET and one
set of semi-crystalline CPET samples (data symbol CPET-800/10) were fonned by
saturating amorphous PET and CPET with CO2 for at least 24 hours at 5.51 MPa (800 psi)
and 20°C resulting in average crystallinities of 28% and 35% for the PET and CPET,
respectively. The samples were foamed five minutes after saturation in a glycerin bath for
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10 seconds over varying foaming temperatures. Here again, the crystalline Unitika PET
was found to have a bimodal cell slnlclure ,'lith larger ceUs on the surface and smaller cells
in the center core (Baldwin et al., 1992). In Figures 5.15 and 5.19, this bimodal cell
structure is shown using curves correspondintg the surface cells and center cells. A second
set of crystalline CPET samples (data symbol CPET-900/30) was generated by saturating
amorphous CPET with CO2 for 24 hours at 6.20 MPa (900 psi) and 20°C resulting in an
average crystallinity of 34% by mass. These samples were foamed five minutes after
saturation in the Carver hot press for 30 seconds over varying foaming temperatures.
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Figure 5.15: Effect offoaming temperature on the cell density ofamorphous and semi-
crystalline Unitika PEl' and CPErprocessed with C02.
At this point, some general obselVations of the PET and CPET foams presented in
Figures 5.15 and 5.19 are in order. The amorphous PET and CPET samples foamed at 50
°C which is approximately 20°C below the neat polymer's glass transition temperature. In
some cases, the amorphous PET and CPET samples were observed to foam at room-
temperature, some 45°C below the glass transition temperature. Such low temperature
foaming is feasible because of the plasticizing effect of the dissolved CO2 on the PET
matrix which can lower the glass transition temperature by as much as 75°C (see Figure
5.8, Baldwin et aI., 1993). On the other hand, the semi-crystalline PET samples showed
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no detectable cell structures (i.e., within a resolution of 0.3 J.lm) when foamed at or helow
100 ac. The bimodal ceil structure in the semi-crystalline PET was observed only at
fonning temperatures of 150 ac and higher. Fin9Jly, the semi-crystalline CPET samples
showed no detectable cell strJclures when foamed at or below 80 ac.
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Figure 5.16: Effect ofC02 saturation time on the cell size ofUnitika PET and CPEf.
5.3.2 Discussion
The microcellular processing characterization presented in Figures 5.12 through
5.19 shows some very interesting processing differences between the amorphous and
semi-crystalline polyesters. Moreover, the results suggest considerably different process
design strategies for the amorphous and semi-crystalline systems. In this discussion, the
focus will be on the nucleation and cell grow~ functions of microcellular processing. Each
of these process functions will be analyzed with respect to the four major processing
variables studied: saturation time, saturation pressure, foaming time, and foaming
temperature. In addition, a basic engineering analysis will be used to help identify the
dominant physical mechanisms underlying the cell nucleation and growth effects exhibited
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by the amorphous and semi-crystalline polymers. Finally, the process design implications
of the results will be discussed.
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MicroceU NucleatioD
"j
In general, saturation time is a process variable with limited scope namely because
uniform cell nucleation is achieved provided that unifonn gas concentrations are presellt.
Unifonn gas concentrations are achieved only if sufficient gas diffusion time is allowed.
Therefore, unless non-unifonn cell structures are desired, saturation times selected should
be the minimum necessary to achieve an approximately uniform gas concentration. For
crystallizable polymers, the so~ution formation function has the added complexity of a
poiymer matrix that can crystallize during gas dissolution as discussed in section 5.2. The
crystallization process and resulting change in microstructure alter the mechanisms by
which cell nucleation and cell growth occur leading to a coupled process design unless the
appropriate processing window is selected. Thus, it is important to realize the
crystallization potential of the polymer matrix during processing, and to design the process
accordingly.
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Although saturation time is not an effective process variable for controlling cell
nucleation or cell growth, the results of Figure 5.J2 illustrate some important differences ill
the nucleation of amorphous and semi-crystalline microceUular foams. Looking flfSl at the
amorphous PET and CPET data (i.e., for Dtll 2 < 0.8), it is apparent that both resins have
a sttong concentration dependence on cell nucleation. This result is expected and follows
since the maximum mass uptake of gas is achieved at Dtll 2 = 1. The strong concentration
dependence seems to indicate considerable homogeneous nucleation contributions and/or
the activation of additional nucleation sites at higher gas concentrations. t In addition, the
CPET samples show cell densities nearly two orders of magnitude larger than the PET
samples. Since the gas concentrations in these PET and CPET samples was comparable
[see Figu~ 5.1(a)], the larger cell density of the amorphous CPET is attributed to a lower
surface tension and/or heterogeneous nucleation contribu:ions resulting from the polyolefm
modifier. Nex~ consider the results in Figure 5~12 for the crystallized polymers (i.e., for
Dtll 2 > 0.8).
t The p>8sible adivation of additional nucleation sites could result from matri~ swelling and free volume
clJan~es acoompailying the gas dis.tKllution proce8r,.
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When the PET and CPET samples crystallize due to gas dissolution, the nucleation
behavior changes dramatically, resulting in lOOO-fold cell density increases. Moreover, the
increase in cell nucleation density occurs despite the fact that the gas solubility decreases
with crystallinity. This suggests that the nucleation mechanisms differ between the
amorphous and semi-crystalline polymers further supporting the hypothesis of section 5.2.
In general, the increase in cell density is attributed to the predominant heterogeneous
nucleation at the newly formed amorphous/crystalline illterfaces. These interfacial regions
are not necessarily distinct surfaces, as is the case with additive particles, but may
encompass transition regions of finite thickness. Nonetheless, the interfacial regions have
a fmite free energy differential across ihe thickness due to changes in the magnitude of
secondary bonding. The higher energy crystalline interfaces reduce the free energy barrier
for nucleation increasing the probability of forming a stable nuclei and more importantly
increase the number of potential nucleation sites.
Next, con:;ider the influence of a changing saturation gas pressure on the cell
nucleation mechanisms. Saturation pressure is the most commonly cited process variable
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for controlling nucleation and cell density, and is typically the most appropriate for this
function. Changes in saturation pressure can influence microcell nucleation and cell density
through two primary effects: (1) a decrease in the free energy barrier for the formation of
stable nuclei and/or (2) the activation of additional nucleation sites due to matrix swelling,
free volume changes, and/or the fonnation of crystalline interfaces all accompanying the
gas dissolution process. Figure 5.13 shows that the cell density of amorphous PET and
CPET can be varied over a wide domain (i.e., by a factor of 105 ard 1()4 for PET and
CPET, respectively) using the saturation pressure. Likewise, the cell density of the semi-
crystalline PET and CPET can be controlled using the saturation pressure. However, the
influence of saturation pressure on the semi-crystalline polymers is far weaker producing
only an order of magnitude change in cell density.
The results of Figure 5.13 also indicate some very interesting nucleation
characteristics for the amorphous and semi-crystalline materials. Looking first at the
amorphous PET and CPET curves, the cell density is relatively independent of saturation
pressures between 0.69 MPa (100 psi) and 2.06 MPa (300 psi). This indicates that
nucleation is independent of saturation pressure and suggests predominant heterogeneous
nucleation of a fixed number of potential sites. In the case of the PET, these
heterogeneities are likely the inherent flaws and contaminants which result from
conventional extrusion ilrocessing. The CPET has heterogeneities resulting from the
polyolefm modifier as well as inherent flaws and contaminants which account for the nearly
100 fold higher cell densities of the amorphous CPET samples.
Above 2.06 MPa (300 psi), the mechanisms governing nucleation in the amorphous
polyesters appear to change such that heterogeneous nucleation of the inherent inclusions
no longer dominates. The exponential increase in cell density with saturation pressure
suggests that the amorphous polyesters experience large homogeneous nucleation
contributions and/or the activation of additional heterogeneous nucleation sites. Moreover,
the comparable slopes of the PET and CPET above 2.06 MPa (300 psi) indicate that the
saturation pressure contributions to the nucleation activation energy are nearly the same for
both resins. The equal activation energy contributions imply: (I) that the underlying
nucleation mechanisms are the same for the PET and CPET resins even though the CPET
resin contains polyolefin partials and (2) the" presence of the polyolefin modifier in the
CPET consistently maintains a 100 fold larger cell density. The latter finding suggests the
amorphous CPET contains approximately 100 times as many (potential) nucleation sites as
the amorphous PET. The pclyolefin additive certainly contributes to this larger number of
nucleation sites. Furthermore, SEM micrographs of various CPET samples processed at
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5.51 MPa (800 psi) showed clear signs of cell nucleation around small particles suggesting
primarily heterogeneous nucleation. Since the CPET and PET samples in Figure 5.13
show similar activation energies and nucleation mechanisms, the implication is that the PET
samples of Figure 5.13 also experience significant heterogeneous nucleation. While the
PET samples are largely amorphous, they do have a finite degree of crystallinity ranging
from one to ten percent by mass which could account for heterogeneous nucleation.
Irt contrast to the amorphous material, the crystalline PET and CPET resins in
Figure 5.13 show considerably different nucleation behavior. The semi-crystalline PET
and CPET resins show a much weaker relationship between saturation pressure and cell
density. l"he relatively weak dependence of cell densi~y on saturation pressure indicates
predominant heterogeneous nucleation and the activation of these sites at far lower
saturation pressures than for the amorphous polymers. Moreover, the comparable slopes
for the semi-erystalline PET and CPET indicate similar saturation pressure contributions to
the nucleation activation energy. Therefore, the same nucleation mechanism are active in
the semi-crystalline PET and CPET resins. Notice further that the semi-crystalline
polymers have far weaker saturation pressure contributions to the nucleation activation
energy as indicated by the smaller slopes relative to the amorphous resins. It is also
interesting to note that the semi-erystallinc PET showed cell densities 100 times larger than
the CPET which is the opposite effect shown for the amorphous materials. Therefore, the
crystallization of the PET matrix can increase the number of potential heterogeneous
nucleation sites by 1()4 fold. The higher cell densities of the semi-crystalline PET may
indicate finer crystalline microstructures in the PET compared with the CPET.
At this point, it is illustrative to compare the nucleation ~esults of Figure 5.13 with
the trends predicted by classical nucleation theory (equations 5-5 and 5-6). Classical
nucleation theory predicts an inverse square relationship for the saturation pressure with the
log of the nucleation rate. Since the cell nucleation density is a weak function of the
foaming time, as shown in Figure 5.14, the cell density should follow the same trends as
the nucleation rate. Figure 5.20 shows the cell density plotted versus the square of the
reciprocal saturation pressure [for pressures above 200 psi (1.38 MPa)]. The linear
regression curves shown in Figure 5.20 have correlation coefficients of 0.10 for the
crystalline PET, 0.84 for the crystalline CP~T, 0.83 for the amorphous PET, and 0.96 for
the amorphous CYET. For comparison, the regression curves of Figure 5.13 [for
pressures above 200 psi (1.38 MPa)] have correlation coefficients of 0.44, 0.97, 0.969 und
0.96, respectively. Therefore, it is not clear from the data of Figure 5.13 that classical
nucleation theory can provide more than a qualitative explanation of the polyester nucleation
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data. The activation energy appears to show more of a\ linear dependence on saturation
pressure rather then an inverse square dependence. It is ulteresting to 110te that Kumar and
Weller (1991) and Kweeder et al. (1991) also present data for polycarbonate and
polystyrene, respectively, showing a nearly linear dependence of cell density on saturation
pres-sure. Neither classical nucleation theory nor recent heterogeneous nucleation theories
(Kweeder et al., 1991; Ramesh et al., 1993) are capable of predicting this linear trend.
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Figure 5.20: Comparison ofsaturation pressure results with trend,; expectedfrom classical
nucleation theory.
The imporiBllt conclusion to draw from this cell density data is that the nucleation
mechanism of the amorphous and semi-crystalline polymers differ considerably and
necessitate the use of different process design strategies. Specific process design strategies
will be discussed belowa Next, consider the effect of foaming time on cell nucleation.
Foaming time can influence cell nucleation if the nucleation kinetics and growth
kinetics are on the same time scale or if the cell morphology relaxes through cell
coalescence and related effects during the growth process. In the former case, the cell
density tends to increase with foaming time, and in the latter case, the cell density tends to
decrease with foaming t1-ne. However, it is desirable to have a nearly constant cell density
over the foaming time because foaming time is a potential process variable for controlling
cell growth and cell size. The amorphous PET and CPE"r foams in Figure 510 14 show
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signs of cell morphology relaxation during the early stages of growth. Between 10 and 20
seconds, the relaxation process subsides and a relatively constant cell density is achieved.
In order to produce the higllest possible cell densities, it is desirable to minimize cell
morphology relaxation. Therefore, the foaming times for the amorphous polymers should
be kept as short as possible. In this study, the shortest foaming times achieved were two
seconds.
The semi-crystalline CPET shows an essentially constant cell density over the
foaming times studied. No relaxation phenomenon was observed for the semi-crystalline
polymers. However, foaming times less than ~n seconds were not achieved since a hot
press was used as the foaming medium.
From the results of Figures 5.14 and 5.18, it can be concluded that the cell
nucleation kinetics occur over a relatively short time scale compared with the cell growth
kinetics. Al1il0ugh not surprising, this is a noteworthy finding for batch processing which
indicates that the cell nucleation process and cell growth proc,ess are uncoupled over the
processing window studied. The independence of the cell nucleation and' cell growth
suggests that nucleation occurs during the saturation pressure release and/or during tlle first
seconds the foaming temperature is applied. To understand the effect of foamillg
temperature on cell nucleation consider the results presented in Figure 5.15.
Based on classical nucleation theory (equations 5-7 and 5..8), one would expect an
Arrhenius-type relationship between cell density and the nucleation temperature.
Therefore, the nucleation temperature could p(\tentially be an effective process variable for
controllinJ the cell density. For the amorphous PET and CPET in Figure 5.15, the
potential of controlling the cell density is evident at processing temperatures below 100 °c,
suggesting that some detectable nucleation occurs during the application of the foaming
temperature. In general, Figure 5.15 indicates that the cell density of the amorphous
materials iJ a strong function of tentperature below 100 °C and is relatively independent of
temperature above 100 °C. However, the cell density range is considerably lower than is
required for microcellular foams. In contrast, the cell densities of the semi-crystalline PET
and CPET are relatively constant over the temperatures studied. This indicates that the cell
density is reiatively independent of foaming temperature. The only exception is the surface
cells of the remi-crystalline PET which show some temperature dependence.
The results for the amorphous PET and CPET shown in Figure 5.15 suggest tllese
materials experience some degree of thennally activated nucleation. In general, microceU
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nucleation is induced by generating a rapid thermodynamic instability in a polymer/gas
solution. Therefore, thennally induced nucleation can be understood by considering the
effects of temperature on the solubility of gas in the polymer matrix. When a gas is
dissolved in a polymer at lower teraperatures, the gas molecules experience large free
volume contractions which restrict the vibrational motions of the molecules whereby
decreasing the entropy and free energy of the system. As the temperature is increased, the
gas molecules attempt to activate ad·ditional vibrational modes but are restricted by the
confines of the polymer matrix. This results in a negative entropy change and an increase
in the system free energy, eventually forcing gas molecules to form stable nuclei whereby
lowering the system free energy.
It is interesting to compare the results of the amorph'cJus polyesters,oiD Figure 5.15
with the trends predicted by classical nucleation theory for thermally activated nucleation.
This is accomplished by plotting the cell density data for the amorphous PET and CPET on
a semi-log glaph against the ratio of the surface tension cubed to the absolute foaming
temperature (shown in Figure 5.21). I In constructing this plOl, the surface tension is taken
as a linear function of temperature and estimated froln the PET-melt surface tension data of
presented by Wu (1982). Notice in Figure 5.21 that neither the PET nor CPET data
sho\ved a clear linear trend as predicted from classical nucleation theory. This suggests that
classical nucleation theory does not adequately model the physical mechanisms promoting
thennally activated nucleation in the amorphous polyesters.
Next, consider the foaming temperature effects on nucleation for the semi-
crystalline PET and CPET shown in Figure 5.15. The center cells of the PET and both
CPET samples show a nearly constant cell density over the higher foaming temperatures.
Notice further that the CPET samples saturated at 5.51 MPa (800 psi) and 6.20 MPa
(900 psi) (i.e., samples CPET-800/10 and CPET-900/30, respectively) showed an increase
in cell density from 1010 to 3 x 1010 cells/em3 as expected "~ith the increase in saturation
pressure. At the lower foaming temperatures, none of the semi-crystalline materials
showed detectable cell structures. This effect mayor may not be a result of thermally
activated nucleation as may be the case for the amorphous polymers. The lack of detectable
cell structures at the lower foaming temperatures could be attributed to the cell growth
behavior of the semi-crystalline polymers.
I Strictly speaking, Ibis comparison is nol far in that classical nucleation Iheory assumes an isothennal
nucleation process which is not the case when solubility changes are generated by thennal effects.
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Figure 5.21: Comparison ofthe cell density results for amorphous PEl'and CPEl' with
trends expectedfrom classical nucleation theory.
A strong cell size dependence on foaming temperature is shown in Figure 5.19 for
the semi-crystalline polyesters where at ISO °C the PET (center) had 0.6 Jlm cells and at
100 °C the CPET had 1.5 J..Lm cells. At lower foaming temperatures, the matrix stiffness
may be sufficiently iarge to prevent nucleated cells from growing to detectable sizes even
though the allotted foaming time was sufficient to allow all of the available gas to diffuse
into the cells. This would account for the negligible cell densities observed at the lower
foaming temperatures. In this study, the resolution of detectable cells was 0.3 Jlrn which is
half the size of the smallest PET cells and one fifth that of the smallest CPET cells. Further
evidence supporting this hypothes.s is given by estimates of the critical stable nuclei size.
The critical stable nuclei size can be estimated using equation (5-10) [also see equation
(3.2-5)] and the PET surface tension data ofWu (1982). At Ap =5.51 MPa (800 psi), the
estimated critical sizes range from 0.02 J.lrn to 0.03 J.lm (i.e., an order of magnitude smaller
then the detectable 1esolution) for a melt temperature of 270°C and a glassy temperature of
20 OCt respectively. Therefore, nucleation may have occurred in the low temperature
samples, but the growth of the stabl~ nuclei is not sufficient for them to be detected,
(5-10)
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If this is the case, then the constant cell density effects for the semi-crystalline
materials shown in Figure 5.15 would seem to indicate that the foaming stage of
microcellular processing is independent of the nucleation process. In other words the
nucleation and foaming of these materials are uncoupled. This implies that the nucleation
process occurs primarily during the initial thennodynamic instabili:y generated by the
saturation gas pressure release (occurring at a constant temperature of 20°C). If nucleation
occurred at a constant temperature, then the constant cell density results shown in Figure
5.15 follow because the foaming temperature is applied subsequently to the nucleation
process and therefore would not influence the detectable"cell deilSity.
cell Growth
Next, consider the effects of the major processing variables on cell size and the
mechanisms governing cell growth. In genera~, cell growth is controlled by the degree of
supersaturation, rate of gas diffusion into the cells, the hydrostatic pressure or stress
applied to the polymer matrix, the interfacial surface energy, and the viscoelastic properties
of the polymer/gas solution. It is also important to acknowledge the influence of cell
nucleation density on cell size. Cell density and cell size follow an inverse cubic relation
for constant void fraction foams which is derivable from equations (5-1) and (5-2). In
general, a factor of 1000 increase in the cell density decreases the cell size by a factor of
ten. In the following paragraphs, the cell size results and cell growth characteristics are
discussed with respect to the process variables of saturation time, saturation pressure,
foaming time, and foaming temperature.
Similar to the case of cell nucleation, the gas saturation time is an inappropriate
process variable for controlling cell size. In general, saturation times should be selected as
the minimum necessary to achieve an approximately uniform gas concentration whereby
controlling the solution formation step. However, the results shown in Figure 5.16
illustrate some important characteristics that must be integrated into the process design
strategies.
Looking first at the amorphous materials (Le., for Dtll 2 < 0.8), the data indicates a
decreasing cell size with saturation pressure. Since, 'these materials had fully grown cells
(i.e., a dodecahedron geometry) and similar void fractions, the decrease in cell size is
attributed namely to the increase in cell density resulting from the increasing gas
concentration during saturation.
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At saturation times greater than Dtll 2 1:$ 0.8, the PET and CPET experience
significant crystallization. The crystallization results in a tOO-fold decrease in cell size for
the PET and IO-fold decrease in cell size for the CPET. In this case, the majority of the cell
size decrease can be attributed to the increase in cell density associated with crystallization.
However, the ~mi-crystalline PET and CPET did not exhibit fully grown cells (i.e.,
having a dodecahedron geometry), and these microcelluIar foams have considerably higher
specific densities than the amorphous foams. Therefore, the cell growtll mechanisms
dominating in the semi-crystalline polymers differ from that of the amorphous materials,
further supporting the hypothesis of section 5.2. In general, the amorphous foams
experience diffusional controlled cell growth while the semi-erystalline foams experience
viscoelastic controlled cell growth. To better understand the differences between the cell
growth mechanisms of the amorphous and semi-crystal!ine polymers next consider the
influence of the saturation pressure.
The cell size results of Figure 5.17 show some stark contrasts between the
amorphous and the semi-crystalline PET and CPET resins. Based on Figure 5.12, the
saturation pressure was detennined to be an effective process variable for controlling cell
den~ity. Therefore, to insure an uncoupled process, it is desirable to have a relatively
independent cell size with varying saturation pressure. In Figure 5.17, the semi-crystalline
PET and CPET show an independent cell size with saturation pressure illustrating the
potential for a decoupled process. In contrast, the amorphous materials show a strong cell
size dependence on saturation pressure.
To understand the growth mechanisms which govern the cell size results of Figure
5.17, first consider the amorphous PET and CPET samples. These foams had fully grown
cell struc~ures with a characteristic dodecahedron geometry and similar void fractions.
Therefore, the decreasing cell size is attributed primarily to the exponential increase in cell
density of these amorphous foams.
In contrast, the semi-crystalline PET and CPET microcellular foams showed no
appreciable change in cell size with saturation pressure even though the cell density varies
by a factor of ten over this range. In addition, these microcellular foams did not exhibited
fully grown cell structures. The lack of such cell structures could indicate cell growth
which is governed by the gas diffusion rate. Using equation (5-4) and a diffusivity of
D = 8.5 x 10-8 cm2/s (reported by Koros and Paul, 1980, at 115°C), the gas diffusion time
necessary for diffusion limited cell growth can be estimated where the characteristic
diffusion length is taken as I =Dcl2. The semi-crystalline PET and CPET foams have cell
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sizes of 1.5 Jlrn and 5 J.lrn yielding estimated diffusion, times of t :::: 0.3 and 1.4 seconds,
respectively. Since these materials were allowed to foam at 200 °C for 10 seconds, the cell
growth characteristics shown in Figure 6 are not the result of diffusion limited growL'l.
The relatively constant cell size and lack of a fully grown cell structure is attributed
to the viscoelastic behavior of the semi-erystalline polymer matrix. While it is expected that
the tensile modulus of the neat semi-crystalline polymer is larger than that of the neat
amorphous polymer, this does not necessarily follow for polymer/gas solutions which
exhibit significant plasticization. However, Figure 5.5 clearly shows higher moduli in the
transition region for the semi-crystalline polymer/gas solutions compared to similar
amorphous polymer/gas solutions. Since the semi-crystalline polymer/gas system has a
high modulus and the modulus is a strong functi~n of temperature, it is expected that the
constant cell size results shown in Figure 5.17 are governed by the influence of temperature
on cell growth. The semi-crystalline polymers where all foamed at a constant 200 °C
resulting in similar moduli and viscoelastic behavior during cell growth. In that the semi-
crystalline polymers seem to experience viscoel~ticcontrolled cell growth, the constant
foaming temperature results in a nearly constant cell size despite saturation pressure
changes.
The next process variable studied was the foaming time. In general, foaming time
is a potential process variable for controlling the cell size because under some
circumstances cell growth is governed by the rate of gas diffusion into the cells. The
longer the gas is allowed to diffuse, into the cells (i.e., the foaming time) the larger the cell
siz~.
To understand the results of Figure 5.18, it is useful to consider the possible kinetic
mechanisms that contribute to the cell growth process for a varying foaming time which are
(1) the rate of gas diffusion into the cells, (2) the flow/relaxation of the viscoelastic matrix,
and (3) the coalescence of cells. To estimate the contribution of the gas diffusion rate,
equation (5-4) is used with D =8.5 x 10-8 cm2/s (reported by Koros and Paul, 1980 at
115°C). For the amorphous PET, the estimated cell growth time is t ~ 12/D =89 seconds
where l == 55/21lJ11. For the amorphous CPET, l == 13/2 Jlm, and the estimated growth time
is 5 seconds. The semi-crystalline CPET foams have a typical cell size of 7 IlJ11 yielding an
estimated diffusion time of t = 1.4 seconds. Thus, it is not surprising that the amorphous
polyesters show an increasing cell size during the shorter foaming ti~es due in part to
limiting gas diffusion rates. In contrast, the estimated diffusion time of the selni-erystalline
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CPET, would suggest that the foaming time has very little influence on cell growth which
is supported by the data of Figure 5.18.
. The initial increase in cell size with foaming time for the amorphous polyesters may
also be influenced by the decrease in cell density over this range of foaming time (see
Figure 5.14). The initial decrease in cell density was attributed to relaXation of the cell
structures through cell coalescence. Since the amorphous foams of Figure 5.18 exhibited
fully grown cell structures and similar void fractions, some degree of the cell size increase
over the shorter foaming times is likely due to the relaxation of the cell, structure and the
system's natural tendency to seek a lower free energy stale through cell coalescence. One
can conclude then that the foaming time is a relatively poor process variable for controlling
cell growth and the cell size for both amorphous and semi-erystalline polyesters.
The foaming temperature is also a potential process variable for controlling cell
growth and cell size during microcellular processing. The results of Figure 5.19 show
some very interesting contrasts between the cell growth characteristics of the amorphous
and semi-crystalline polyester resins. The first is the relatively independent cell size with
changing foaming temperature for the amorphous PET and CPET. In contrast, the semi-
crystalline PET and CPET show a strong positive relationship between the foaming
temperature and the cell size. These results suggest a process strategy for the semi-
crystalline polymers where the foaming temperature is used to control cell growth and the
cell size. However, the foaming temperature cannot be used to control "the cell size of the
amorphous polymers.
At this point, it is worth exploring the mechanisms which govern cell growth and
cell size in more detail. In general, the foaming temperature can affect cell growth through
the gas diffusion rate, the interfacial surface energy (i.e., surface tension), and the
viscoelastic behavior of the polymer/gas matrix.
The anlorphous PET and CPET foams processed above 50°C showed a fully
grown cell morphology (i.e., a dodecahedron geometry) and a nearly constant cell Si1..e.
However, the amorphous foams processed at 50°C did not show a fully grown cell
structure, and the cell density of these materials is considerably lower than those processed
above 50°C. At the lower temperature, it is possible that both the gas diffusion rate and the
viscoelastic behavior of the polymer/gas matrix are responsible for the cell growth
characteristics. To estimate the extent of the gas diffusion rate contribution at the lower
temperatures, an approximate gas diffusion time can be obtained from equation (5-4) using
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a diffusivity of D = 8 x 10-9 cm2/s [at 20°C from the data of Figure 5.1(a)]. Using
characteristic diffusion distances of I =70/2 Jlm and I s::: 20/2 J.1m, the estimated gas
diffusion times for the amorphous PET and CPET are 25 mi~utes and 2 minutes,
respectively. Therefore, it is likely that amorphous foams experience primarily diffusion
limited growt_1l at lower temperatures.
In contrast, the semi-crystall~PET and CPET show a strong eel) size dependence
on foaming temperature over the range studied. The contributions of diffusion controlled
cell growth can be estimated using equation (5-4) with D=8.5 x 10-8 cm2/s [reported by
Koros and Paul for PET/CO2 systems at 115 °el. For the PET surface cells, the estimated
cell growth time is 10 seconds, while for the center cells, the estimated diffusion time is 0.1
seconds. For the CPET microcellular foams, the estimated cell growth time is 2.9 seconds.
These diffusion limited growth times are compared with the 10 second foaming time for
these samples. Therefore, it seems that the gas diffusion kinetics are sufficiently rapid such
thai the growth phenomenon observed for the semi-crystalline materials in Figure 5.19 are
not the result of diffusion limited growth rates.
Another factor that can contribute to the cell size effect as the foaming temperature
changes is the surface tension. To a first order approximation, the surface tension
contributions to the equilibrium (spherical) cell size are proportional to the factor of
equation (5-11), and the relative contributions are given by equation (5-10).
(5-11)
(5-12)
Next, since -(drbplanp is proportional to the entropy, it follows from the second law of
thermody~amicsthat the surface tension must decrease with an increasing temperature.
From equation (5-12), this implies the surface tensio,D effects tend to decrease the
equilibrium cell size when the foaming" temperature is increased. Using the PET surface
tension data presented by Wu (198~), the estimated surface tension contribution is a 22%
decrease in equilibrium cell size when the foaming temperature increases from 100 to
230 ac. It is clear then that the surface tension effects do not account for the cell growth
mechanisms exhibited by the semi-crystalline polymers in Figure 5.19 (i.e., an increasing
cell size with foaming temperature).
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Therefore, the cell growth effects demonstrated by the semi-crystalline 'polymers in
Figure 5.19 seem to result primarily from the viscoelastic behavior o'f the polymer/gas
matrix, further supporting the hypothesis of section 5.2.:1: In general, the viscoelastic
behavior of the semi-crystalline polymer matrix is a strong function of temperature and
time. Moreover, the modulus of semi-crystalline PET has been shown to be an order of
magnitude larger than that of the amorphous PET, at temperatures above the glass transition
(see Figure 5.4 and Shimbo et al., 1993). It is not surprising that the amorphous PET and
CPET show little cell size dependence at the higher foaming temperatures. Whereas the
higher modulus of the semi-crystalline material helps to explain the cell size dependence.
As the foaming temperature increases, the stiffness of the semi-crystalline matrix relaxes,
promoting larger strains and cell sizes for a given stress level [see equation (5-9)].
To conclude this discussion, some final observations are in order. From the data of
Figures 5.12 through 5.19, it is clear that: (1) the amorphous CPET foams show a much
finer cell structure than the amorphous PET, (2) the semi-crystalline PET foams show a
finer cell structure (in the center regions) than the semi-crystalline CPET (i.e., the inverse
behavior of the amorphous resins), and (3) the aemi-crystalline PET and CPET foams
show fmer cell morphologies than the amorphous materials.
5.3.3 Process Design Implications
From the microcellular processing characterization shown in Figures 5.12 through
5.19, it is concluded that (1) for the crystallizable polymers studied, multiple processing
windows exist which cover unique process variables ranges and (2) different process
design strategies must be derived within these processing windows to ins'Jre independent
control of the process functions (i.e., solution fonnalion, cell nucleation, and cell growth).
In general, the feasible processing windows for the amorphous anf] semi-crystalline
polyesters differ considerably. These differences must be integrated into the process
design strategies for the respective materials so as to take advantage of their unique
processing characteristics. Strictly speaking, the process strategies presented below hold
only for the amorphous and semi-crystalline polyesters,studied. However, it is expected
that comparable process strategies apply for other crystallizable polymers that exhibit
similar gas dissolution and crystallization behavior [e.g., poly(vinylidene fluoride) I
poly(methyl methacrylate) blends, Chiou et at. (1985)].
* SEM miaograpbs of tbese microcellular poiymers are shown in Figures 5.10 and 5.11. These foams
exhibited spberical cell geomebies indicating only partially grown cell structures. The exception is at the
highest processing temperntures where the cells were fully grown having a dodecahedron geometry.
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The process design strategies derived from this study are presented in the fonn of
matrix equations where the matrix elements indicate the relative dependence of the major
process functions (i.e., solution fonnation, microcell nucleation, and cell growth) on the
process variables (i.e., saturation time, satu~ation pressure, foaming time, and foaming
temperature). The matrix elements consist of an 'X' indicating a relativ~ly strong
dependence, an '(8)' indicating a relatively weak dependence, and an '0' indicating a nearly
independent behavior between the process function and the process variable.
The data of Figures 5.12 through 5.19 suggest a number of processing domains or
windows for tile polyester m~terials. For each. separate processing window, an
independent process design strategy was derived under the assumption that homogeneous
foams are to be produced. In the case of the amorphous polymers, three processing
windows are suggested by the data. The first applies for foaming temperatures near the
glass transition (of the neat PET) and for higher saturation pressures (i.e., ~ 2.07 MPa or
300 psi). In this processing domain, the design strategy for the amorphous materials is
given by equation (5-13). Since equation (5-13) can be reatTanged into a triangular form, it
is clear that at least one independent process variable exists for satisfying or controlling
each of the process functions provided that the processing variables are set in a specific
order. In the case of equation (5-13), the foaming temperature should be selected first at a
value near the glass transition temperature. Next, the saturation pressure should be selected
to achieve the required cell nucleation density. Finally, the saturation time and foaming
time can be selected to achieve the required solution fonnation and cell growth (i.e., cell
size) requirements, respectively. It is important to realize that the saturation time must be
long enough to achieve a uniform gas concentration but ShOft enough to minimize
crystallization.
{
Solution FOrmatiOn} [X X0 0]
Cell Nucleation = 0 X 0 X
Cell Growth 0 X ® 0
Saturation Time
Saturation Pressure
Foaming Time
Foaming Tempe~ature
(5-13)
StrictI)' speaking, equation (5-13) is a redundant process design since it has more
process variables than functional requirements. Rearranging equation (5-13) and
eliminating one of the redundant process variables yields a decoupled process design
strategy given by equation (5-14). N'otice in equation (5-14) that the matrix is diagonal
suggesting the specification of saturation pressure first to satisfy the cell growth
requirement followed by specification of the saturation time and foaming time, to satisfy the
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solution formation and cell nucleation requirements. respectively. This is an alternate
process control strategy than that stated for equation (5-13). However, non-redundant
process design equations are sometimes misleading in that the effects of the redundant
process variables are not explicitly.stated. This sometimes leads to the common mistake of
assnming these redundant proCess variables can be set arbitrarily. In fact, the redundant
process variables must be specified prior to the process variables used to satisfy the
functions. For the remaining process design strategies, the redundant form of the
equations are presentp.,d rather than the non-redundant fonns so as to explicitly show the
effect of the major process variables.
{
Cell Growth } [X 0 0l(Saturation Pressure }
Cel~ Nucleatio~ = X X 0 Foaming Temperature
Solution Fonnauon X 0 X Saturation Time
~
(5-14)
F:!; the amorphous polyesters at foanting temperatures above the glass transition
and at higher saturation pressures, the results suggests the following process design
strategy:
{
Solution FOnnatiOn} [X X0 0l
Cell Nucleation = 0 X 0 0
Cell Growth 0 X 0 0
Saturation Time
Saturation Pressure
Foaming Time
Foaming Temperature
(5-15)
Notice at the higher foaming temperatures, cell nucleation is independent of the foaming
temperature, and therefore, the process strategies given for equations (5-13) and (5-14)
hold except the foaming temperature can be selected arbitrarily above the glass transition
without influencing any of the process functions.
A third process design strategy applies for the amorphous PET and CPET at
relatively low saturation pressures and is given by equation (5-16). In this case, the
process variables studied were not sufficient to satisfy each of the process functions
indicating an uncontrollable process. Notice that none of the process variables influence
cell nucleation. At low saturation pressures, the amorphous PET and CPET experience
predominant heterogeneous nucleation governed by the inherent flaws, .inclusions, and/or
process additives. In order to satisfy the cell nucleation function within this processing
window, an additional process variable is needed. One potential process variable for
controlling cell nucleation in this domain would be a specified concentration of second
phase particles to act as heteroge:leous nucleation sites.
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.. Saturation Time ,
( SolutIon Fonnauon}lr X X 0 0 I · ,~ Cell Nucleation = 0 0 0 0 Saturati~n ~ssure )l Cell Groy,th 0 0 <8> 0 Foaming Time
Foaming Temperature
(5-16)
A significant implication of equations (5-13) through (5-16) for the amorphous
materials is that only limited control over cell growth can be achieved once the saturation
pressure has been selected. In general, the saturation pressure limits the ultimate size of the
cells. Within this limit, the cell size can be'varie4 using the foaming time. However, in
order to span the full size range, foaming times less~ two seconds are needed which are
difficult to achieved due to limits in the heat transfer kinetics. Moreover, the relaxation of
the cell structure through cell coalescence limits the repeatability of cell growth control.
Therefore, cell growth is a relatively difficult process function to satisfy for the amorphous
polyesters within the scope of process variables studied.
At sufficiently high saturation pressures and over sufficiently long saturation times,
the PET and CPET resins crystallize. The crystallization process changes both the cell
nucleation and cell growth mechanisms through its .effects on interfacial energy and
viscoelastic behavior, respectively. This results in a coupled foaming process as given by
equation (5-17) which holds during any processing window encompassing the
crystallization process. During the crystallization process, solution fonnation and cell
nucleation cannot be satisfied independently. Therefore, the process design strategies for
the amorphous and semi-crystalline must be specified independently.
{
Solution FOrmatiOn} [X X0 0I
Cell Nucleation = X X 0 0
Cell Growth X X t8> X
Saturation Time
Saturation Pressure
Foaming Time
Foaming Temperature
(5-17)
In contrast to the amorphous materials, the results for the eemi-crystalline PET and
CPET sugge~t a single process design strategy given by equation (5-18). The gas
saturation pressure should be selected first to satisfy the cell nucleation function followed
by the selection of the saturation time to satisfy the solution fonnation function. Finally,
the foaming temperature should be selected to satisfy the cell growth function, and the
foaming time can be selected arbitrarily without influencing the resulting cell morphoIQgi~s.
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{
Solution FOrmatiOn} [X X 0 0 jl
Cell Nucleation = 0 X 0 0
Cell Growth 0 0 0 X
Saturation Time
Saturation Pressure
Foaming Time
Foaming Temperature
(5-18)
Controlling cell growth using the roaming temperature rather than the foaming time
is an important difference between the processing of the semi-crystalline polymers and
amorphous polymers. Moreover, it is important to realize that although cell DtTIcleation can
be controlled for the semi-crystalline polymers using the saturation pressure, ttle range of
this control is significantly less than that of the amorphous foams. The somewhat limited
cell nucleation control for the semi-crystalline polymers results from the additional
heterogeneous nucleation contributions at the amorphous/crystalline interfaces. Finally,
notice that the process design strategy for the semi-crystalline polymers is decoupled
allowing for independent control over each of ilie process functions.
5.3.4 Summary
The findings of this study clearly illust,rate significant differences in the
microcellular processing characteristics of amorphous and semi-crystalline polymers.
Moreover, these differences in processing characteristics require the specification of
independent process design strategies for the amorphous and semi-crystalline polymers
since the crystallization process was found to couple the solution formation and cell
nucleation requirements. The amorphous poly'esters studied revealed three separate
processing windows and process design strategies. Within these processing domains, the
amorphous CPET exhibited primarily microceilular morphologies whereas the amorphous
PET showed larger cell structures. In contrast, all of the semi-crystalline polymers
exhibited microcellular morphologies and showed a very broad procc~ing window over
the spectrum of the process variables studied suggesting a single process design strategy.
Furthennore, the results presented give considerable insight into the mechanj ~ms
which govern cell nucleation and cell growth during the microcellular processing of
amorphous and semi-crystalline polymers. While the amorphous CPET showed additional
heterogeneous nucleation contributions resulting from· the polyolefin additive, both the
amorphous PET and CPET exhibited similar nucleation characteristics and therefore
nucleation mechanisms. At low saturation pressures, these materials appear to experience
heterogeneous nucleatioll due to inherent flaws. At higher pressures, both the amorphous
PET and CPET showed a strong cell density dependence indicating the activation of
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additional nucleation sites and/or hom~geneous nucleation contributions. The semi-
crystalline polymers also showed similar nucleation mechanisms and a cell density
dependence on the saturation pressure that was considerably less than the amorphous
materials. In general, the semi-crystalline polymers exhibited considerably higher cell
densities t..'iCiJ, t..'ie 4Juoiphous polymeis which is attributed to the significant cont..ributions
of heterogeneous nucleation in the amorphous/crystalline int.erfacial regions. Moreover, it
was found that classical nucleation theory was not adequate to quantitatively predict the
effects of saturation pressure on cell nucleation for either the amorphous or semi-crystalline
polymers.
In addition, the foaming, time was found to have a relatively weak influence on cell
nucleation and cell growth for both the amorphous and semi-crystalline polyesters. This
contrasts the strong cell size dependence on foaming tinJe reported for styrenic resins
(Martini, 1981; Kumar, 1988; Ramesh et al., 1991).
For the amorphous polymers, foaming temperatures near the glass transition were
fOlmd to influence the cell density, indicating thennally activated nucleation. Moreover, the
cell density dependence on foaming temperature was found not to follow the quantitative
trends predicted by classical nucleation theory. In contrast, the semi-crystalline polymers
exhibited a strong cell size dependence on foaming temperature and a relatively independent
cell density. The foaming temperature depC:.J1~cience on the cell size is attributed to the
viscoelastic behavior of the semi-crys~line polymers.
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MICROCELLULAR SHEET
PROCESSING SYSTEM DE~SIGN
CONCEPTS
6.0 Introduction
The results of the microcellular processing characterization described in chapter 5
provide some invaluable insights into the design of a continuous sheet processing system,
particularly with respect to the selection of feasible process variables. For instance, the
foaming time was shown to be an ineffective process variable for controlling cell growth at
temperatures appreciably above the glass transition temperature. An effective process
variable for controlling cel~ nucleation was shown to be the saturation pressure. Moreover,
the foaming temperature was shown to be an effective process variable for controlling cell
growth. Using the basic knowledge derived from the microcellular processing
characterization of chapter 5, three conceptual system designs were synthesized for the
continuous production of microcellular s~eets.
In the design of any processing system, it is important to first identify the
customers and their requirements. The customers for the continuous microcellular sheet
processing system were the member companies of the MIT-Industry Microcellular Plastics
Con~ortium. These companies expressed a need for processing technology capable of
large-scale production of microcellular thin fIlms and sheets. Since these companies had a
number of undisclosed applications for which microcellular plastics were being considered,
it was decided that the sheet processing system be d~signed and developed as a generic
technology platform which could be later tailored to meet the requirements of specific
applications. This customer requireruent was translated into a top-level functional
requirement: FR = the development of a prototype processing system for the continuous
production of microcellular polymer sheets. To map this functional requirement into the
physical domain, a means for cont~nuous polymer processing must be selected. For this
research, an extrusion based system was selected.
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Based on an extrusion system, the top-level functional requirement was expanded
into three level-two functional requirements.
FR1 = Processing a polymer melt
FR2 = Processing a microcellular structure
FR3 = Processing a thin fllm or sheet t
These functional requirements were selected so as to isolate the major processing stages
required in continuous microcellular polymer sheet processing. The mapping of these FRs
into the physical domain was relatively simple at this hierarchy level, resembling something
like a "black box II. The design parameters selected to satisfy the lev,el-two functional
requirements are given below.
OPt = Single screw plasticating extrusion system
DP2 = Microcellular processing system
DP3 = Sheet processing system
Notice here that the top-level requirement of an extrusion based process has been
propagated as a system constraint into the level-two DPs. The effects of this constraint
appear explicitly in DPt which specifies the use of a single screw plasticating extrusion
system.
The top-level design equation for the continuous microcellular shee~ processing
system is given in equation (6-1).
{FR
1} [X XXl{DPt}FR2 = 0 XX DP2
FR3 0 0 X DP3
(6-1)
Equation (6-1) can also be represented graphically as shown in Figure 6.1. In this
convenient graphical fonn, the functional and physical hierarchy are represented as trees,
and the influence of the selected DPs on the FRs is shown as directed lines. Notice that the
microcellular sheet extrusion system design is decoupled. The decoupled nature of
equation (6-1) mandates that sheet processing SYSlelll be specified first, followed by
specification of the microcellular processing system, and finally specification of the
polymer processing system. In the following chapters, it will be shown that the decQupled
nature of the design results from the physical interlink created by the continuous flow (e.g.,
from pressure effects).
t Not~ here that the subscripts indicate the hierarchy path where FRijk has a grandparent requirement i, a
parent requiremenlj, and the current requirement k.
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The dl")sign equation (6-1) is formulated based on a simple thought experiment.
Assuming the functional requirement is satisfactorily achieved, will a perturbation in the
design parameter force the functional requirement outside its tolerance band? Admittedly,
at such a high level in the hierarchy, without more detailed embodiments in the physical
design, the form of the design equation is not guaranteed. Therefore, it is treated as a
guideline for the next hierarchy levels. Design equation (6-1) must be constantly revisited
at subsequent hierarchy levels to insure the system design remains decoupled.
In the next sections, three conceptual designs for the microcellular sheet extrusion
system will be discussed. These concepts are based on design equation (6-1). § It is
important to realize that the following sections present conceptual designs which
incorporate fundamental processing strategies for microcellular sheet extrusion. The
specific hardware shown is intended to illustrate the ,major processing functions in a
conceptually simple manner and does not necessarily correspond to the actual hardware
used. This hardware is discussed in chapters 7, 8 t and 9.
Processing Microcellular
Structure
-
, _...... ,
" - -........ ,
"-- - - - -1--- - - - - -~ -.;::,- - --,.-1"'--;:-.:-~ --;------t - - - - - _..
I'------------------- ......,----------....-.:-S---------,
MicrocelluIar Processing Sheet Processing
System System
Microcellular Polymer Sheet
Extrusion System Physical
Domain
,-------------------------------------------- ~I
'~------------------------------------------------~
, Functional
Continuous Production of Domain
Microcellular Polymer Sheet or Film
Figure 6.1: Graphical view ofthe top level microcellular sheet
processing system design equation.
f Note that the processing system concepts discussed here were initially disclosed by Ihe author as part of
recent MIT patents (Cba et 31., 1992; Suh et a1., 1994).
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6.1 Post Saturation sod Expansion Concept
The basic idea underlying this concept is to extrude a thin film or sheet which is
then saturated with gas and foamed using a thennodynamic instability generated by a rapid
decompression and, if necessary, a temperature increase to soften the polymer and allow
the cells to grow. A schematic view of this conceptual processing system is shown in
Figure 6.2.
. .
In this process, neat polymer pellets are fed by gravity into a plasticating single
screw extruder via a hopper. The pellets are transported forward and compacted in the feed
zone of the screw by the high frictional force between the pellets and the barrel. In the
tapered section of the screw, also called the melting zone, the solid bed of polymer within
the screw flights is slowly melted at the barrel/solid bed interface due to mechanical shear
work and heat transfer from the temperature controlled barrel. About two-thirds of the way
down the screw length, the solid bed is completely molten, and the polymer is further
homogenized and pumped in the metering zone of the screw. The polymer then exits the
extruder under sufficient pressure to overcome the flow resistance imposed by the
downstream components. In the case of Figure 6.2, the flow resistance consists mainly of
a standard sheet die.
The sheet emerges from the die into a saturation chamber where, under isothennal
conditions, a pressurized gas is diffused into the polymer. At the conceptual level,
isothennal conditions are maintained using a series of rollers as shown in Figure 6.2. For
a preselected polymer flow rate, the residence time of the sheet in the saturation chamber
(i.e., the saturation time) is controlled by the sheet length within the chamber. This length
can be preselected at an appropriate value for the sheet. thickness or varied using a
positionable roller. The pressurized saturation gas (preferably in a supercritical state) is
supplied by a compressor. The saturated sheet passes from the saturation chamber into the
foaming chamber through a dynamic seal which maintain~'i isobaric saturation conditions.
The decompression occurring as the .,heet exits the dynamic seal induces a
sufficiently rapid thennodynamic instability to nucleate the cells. The nucleated sheet is
then quenched to maintain the proper cell density. Conceptually, Figure 6.2 sltows chilled
rolls as a means of quenching the sheet. The cell growth and expansion stage of
microcellular processing is achieved by passing the nucleated sheet through a heating
process where the temperature of the sheet i~ raised to near the glass transition temperature.
This softens the polymer matrix and allows the cells to grow to a selected size.
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Figure 6.2: Schematic ofmicrocellular sheet extrusion system concept
implementing post-saturation and expansion.
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Finally, post-processing operations can be performed using standard sheet line
equipment not shown in Figure 6.2. Such operations could include annealing to impart
crystallinity for improved mechanical properties, surface treatments to impart a surface
finish for aesthetic appearance, and/or stretching operations to impart molecular orientation
for improved mechanical properties.
6.2 Melt Saturation and Thermal Expansion Concept
As, an alternative design concept, consider the microceUular sheet processing system
shown in Figure 6.3. The basic idea of this microcellular extrusion system is the formation
of a polymer/gas solution in the polymer melt. Microcell nucleation is achieved using a
thermodynamic instability generated by a rapid decompression, and independent cell
growth is achieved using a thennally activated process to control the viscoelasticity of the
polymer matrix.
In the conceptual design of Figure 6.3, the polymer pellets are fed into the extruder
via a hopper. As discussed above, the relative motion of the screw and barrel plasticates
and pumps the polymer matrix. Within a select region of the metering zone, a metered
amount of gas or supercritical fluid is injected into the molten polymer stream forming a
two-phase mixture. Mixing of the polymer/gas system and the fonnation of a single-phase
solution is achieved by the shearing action of the screw and a secondary mixing system
which promotes gas diffusion into the polymer matrix. Next, the single phase polymer/gas
solution is shaped in a near-net fonn via a die. As the solution flows through the die, it
experiences a rapid decompression resulting in microcell nucleation due to the
thennodynamic instability associated with the pressure change. The nucleated sheet is now
quenched and stabilized. In Figure 6.3, this is shown conceptually using a series of chilled
rollers. The sheet is next heated to a temperature near the glass transition allowing the
nucleated cells expand to a selected size. In addition, by controlling the residence time of
the sheet between the quenching step and the cell growth step, an integral unfoamed skin
can be generated on the microcellular sheet. This follows since the gas will continuously
diffuse out of the sheet as it moves from the nucleation step to the cell growth step. As in
the previous design, various post-processing operations can be perfonned on the foamed
sheet so as to improve the surface finish, molecular orientation, etc.
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Figure 6.3: Schematic ofmicrocellular sheet extrusion system concept
implementing melt saturation and thermal expansion.
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6.3 Melt Saturation and Pressurized Expansion Concept
A third conceptual ,jesign for the microcellular sheet extrusion system is shown in
Figure 6.4. The basic idea of this system is to fonn a polymer/gas solution in the polymer
meit. Microcell nucleation is achieved using a thennodynamic instability generated by a,
rapid decompression. A pressurized environment is used to maintain iiie nucleated cells
followed by a secondary decompression which controls and stabilizes cell growth.
As in the previous concepts, an extruder is used to melt aJld pump the polymer
matrix. The polymer/gas solution is formed by injecting gas into the molten polymer
matrix along the metering zone of the screw. This two-phase polymer/gas system is then
mixed and the gas is allowed to diffuse into the polymer matrix to form a single-phase
solution. Next, the polymer/gas solution is fonned into a near-net shape using a die. This
prefonn is then nucleated as it flows through the die system and the solution pressure
rapidly decreases. The nucleated sheet emerges into a secondary chamber which is
pressurized. If this chamber is maintained at a pressure substantially the same as the
saturation pressure, then the surface gas will diffuse out of the sheet forming an integral
skin. In this case, nucleation and growth occur as the sheet passes through the dynamic
seal.
Alternately, the secondary chamber can be maintained at ambient pressures so lbat
the fannalion of an integral skin is minimized. In this case nucleation occurs as the
solution pressure drops during flow through the die system. Cell gro\vth occurs as the
sheet exits from the die.
Yet another configuration for the secondary chamber is to maintain a sufficient
pressure to prevent appreciable cell growth while aliowing nucleation to occur as the near-
net shape passes through the die and into the secondary chamber. In this case, cell growth
occurs as the sheet passes though the dynamic seal and is stabilized by quickly cooling the
sheet.
As in the previous processing concepts, post-processing of the microcellular sheet
can be performed after the expanding cells are stabilized.
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Figure 6.4: Schematic ofmicrocellular sheet extrusion system concept
implementing melt saturation and pressurized expansion.
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6.4 Discussion of Design Concepts
The conceptual microcellular processing systems presented here have a number of
advantages over conventional foam extrusion techniques. The first is the use of dissolved
gases rather than chemical blowing agents. As discussed in chapter one, conventional
foam extrusion is typically accomplished using either chemical blowing agents or physical
blowing agents. The use of chemical blowing agents has a distinct disadvantage in that
they are generally low molecular weight organic compounds which decompose when
heated to a critical temperature (i.e., usually above the polymer melt or flow temperature).
Decomposition of the blowing agent generates both gaseous and solid by-products. While
it is possible to dissolve sufficieht gas concentrations for microcellular processing using a
chemical blowing agent, it is virtually impossible to gene.rate microcellular structures
spanning the cell density range of 109 to 1015 cellslcln3. T1his follows since the typical
solid by-products range in size form 0.5 to 1 J.U1l. This results in heterogeneous nucleation
of the polymer/gas solution at the phase interfaces thereby limiting the number and
distribution of the nucleated cells to the number and distribution of the by-product phase.
The result is large cell foams having non-uniform cell distributions.
The conceptual designs presented here also have advantages over the conventional
foam extrusi~n processes which use physical blowing agents. In general, the conventional
processes cannot dissolve sufficient gas concentrations for microcellular processing nor can
they nucleate polymer/gas solution flows at the rates nec,essary for microcellular
processing.
A final advantage of these concept~al designs over conventional precesses is the
decoupling of the primary functional requirements: solution fannation, cell nucleation, cell
growth, and shaping. In conventional foam extrusion, the nucleation and growih
requirements are treated as a single operation (Le., foaming) and are therefore coupled.
The conceptual designs presented here provide- for independent control of cell nucleation
and cell growth as well as independent control of solution fonnation and shaping.
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DETAILED SYSTEM DESIGN
7.0 Introduction and Concept Selection
In order to proceed with the detailed system design, a selection between the
conceptual designs of chapter 6 must be made. After a feasible design concept is selected,
the detailed design of the microcellular sheet extrusion system will be presented. The
selection of a feasible design concept is based on two criteria:
Cl = The process should be capable of medium volume industrial
production rates (e.g., a linear sheet velocity of 2 cm/s).
C2 = The process should maintain safety requirements when scaled-up.
Of particular interest is the production rate constraint since it makes some major distinctions
between the process concepts.
First, letls look at the post-saturation and expansion design concept of Figure 6.2.
In this process, a thin sheet or film is extruded though a die and post-saturated wiLh gas
under high pressure. Here the processing rate is limited by the gas saturation step since
diffusion processes are inherently slow. To determine the gas saturation rate or time, the
diffusion rate can be estimated using a generalized form of Fick's law given by equation
(7-1). From this equation, an approximate relation can be derived for the gas diffusion
time (equation 7-2) base on a characteristic diffusion length, I. To estimate an upper bound
on the gas diffusion time in the post-saturatiolB process, equations (7-2) and (7-3) can be
used where the characteristic diffusion distance l is taken as the half sheet thickness. As a
typical case, consider the extrusion of polystyrene (PS) which has a recommended
extrusion temperature of 200 °C. The constants in equation (7-3) for PS are adopted from
Stannett (1968), Do =0.128 cm2/s and J!EoIR =4381 K (resulting in diffusivities for
thennally softened PS which agree favorably with the data of Newilt and Weale, 1948).
The estimated sheet saturation times at various temperatures are shown in Figure 7.1 as a
function of the half sheet thickness.
Dc =Ve(DVc)
Dt
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Figure 7.1: Estimated saturation times for saturating a continuous sheet PS having
thickness 2·1.
In order to keep the production rates within an acceptable range, the saturation
process should take less than one minute.:~ Based on Figure 7.1, it is evident that the post-
saturation technique is feasible only if film\s under 0.3 mm are used (at temperatures above
150°C). Although thicker sheets can be saturated within one minute at temperatures near
200 °C, the polymer matrix is exceedingly weak at these elevated temperatures, resulting in
large scale relaxation and the loss of dimensional stability. The inability to microcellular
process cross-sectiolls thicker than 0.5 mm is a decisive drawback of the post-saturation
and expansion concept.
* For the case where the sheet saturation takes approximately one minute and the sheet bas a linear
velocity of 2 cm/s, the required sbeet length within the saturation chamber is 1.2 m. This is an excessive
sbeellength requiring a large, bigh-pressure saturation chamber. Such chambers are relatively unsafe
compared with a melt saturation technique. Therefore, the saturation time should be kept under one minute
to reduce the saturation cbamber size.
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Another potential limiting factor of both the post-saturation/expansion concept
(Figure 6.2) and the melt saturationlthennal expansion concept (Figure 6.3) is the use of a
thermal cycle to activate the cell growth process. In general, polymers have )()w thermal
conductivities and are classified as insulators. Therefore, the heat conduction times
necessary to unifonnly soften the polymer sheet and allow for cell growth can be relatively
long, resulting in large temperature gradients across the sheet thickness. ~f large therrnal
gradients exist, then cell growth occurs unevenly over the sheet {_~ross-section where the
cells closest to the surface expand first The expansion of the surface cells depletes the gas
available for expanding tile cells of the center core, resulting j,.1 Jarger cells towards the
surface and smaller cells in the center. Such cell morphologies are undesirable since ~'ide
cell size distributions degrade mechanical performance (Martini et aI., 1932, \\'aldman,
1982).
In order to bound the production rate of the thennally activated expansion process,
an estimate of the heating time necessary to achieve unifonn temperatures is needed. As a
frrst order approximation, the heat conduction time will be taken as the limiting heat transfer
process. Starting with the heat conduction equation (7-4), an estimate of the heating time
can be derived and is given by equation (7-5) \N'here 1is the half sheet thickness, Pp is the
polymer density, cp is the polymer specific heat, and k is the polymer thennal conductivity.
Figure 7.2 shows the heating time of a PS sheet as a function of the half sheet thickness
and various temperatures where: PP =1.05 g1cm3; cp =1850, 1950, and 2040 Jlkg·K; and
k = 0.100, 0.138, and 0.160 J/m·s·K at temperatures of 100, 150, and 200 °c,
respectively (Hall, 1989; Kline and Hansen, 1970; Tadmor and Gogos t 1979). Figure 7.2
clearly shows a limiting sheet thickness exists for a maximum foaming time of one minute.
At 200 °C, the sheet must be less than 1.5 mm, and at 100 °C, the sheet must be less then
1.1 mm.
p c DT =V • (k VT)PDt
pcp 2
t=-lk
(7-4)
(7-5)
Since polymers absorb electromagnetic radiation in a limited band of the infrared
spectrum, another possible heating method for thennally activated expansion is infrared
radiation. For incident radiation along a single axis, the radiation absorption rate is
nonnally cbaracterized by a monochromatic extinction coefficient, p. Using a variation of
Beer's law, the rate at which energy is absorbed can be shown to follow equation (7-6)
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(Holman, 1981). For thennoplastics, the extinction coefficient is on the orde:~ of 250 em-I.
Due to the exponential nature of the heat absorption, it is clear that at characteristic
distances, x, greater than 1== 0.12 mra, the magnitude of absorbed energy is negligible and
the heat transfer problem simplifies to a conduction problem as discussed above. One can
conclude then that thermally activated expansioll processes cannot meet the production rate
constraint except for relatively thin sheets.
CJrad = 10 e- Px (7-6)
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Figure 7.2: Estimated heat conduction times for foaming a continuous PS sheet having
thickness 2-1. '
Safety is another important criteria/constraint to consider when selecting a feasible
desil~n concept, particularly since the rnicrocellular extrusion process involves the use of
high pressure gas (i.e., on the order of 20.7 to 41.4 MPa). The safety issues involved
with high pressure gas stem from the fact that gas i;-j highly compressive and has the ability
to, store a great deal of energy. In oraer to relieve a high pressure, large volumetric
expansions are needed. In contrast, liquids such as polymer melts require rela'.ively small
I~xpansions to relieve large pressures since they have low compressibilities.. Taking a
closer look at the post-saturation and expansion process (Figure 6.2), a particular concern
is the high pressure saturation chamber which is sized based on the dimensions of the final
sheet While the use of a suitable roller system can reduce the height and Lo some extent the
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length of :he saturation chamber, the width of the chamber is mandated by the width of the
sheet. If the specific application requires narrow ~\heets on tile order of 10 em '''fide, then
the construction of a suitable pressure chamber for high-temperature, corrosive
environments is feasible. However, if the application requires wider sheets, then the
required pressure chambers become unreasonably heavy and bulky in order to meet safety
requirements. For wide sheets and high productiun rates, the liability involved in using the
post-saturation technique is !f)O large to justify its use over the other microcellular sheet
extrusion concepts.
Based on this first order analysis of the design concepts, it is clear that both the
post-saturation/expansion (Figure 6.2) and the melt saturation/thermal expansion (Figure
6,,3) concepts satisfy constraints Ct and C2 within only a limited range of cross-sectional
sheet dimensions. Such dimensional constraints put undo limitation on the prototype
microcellular processing system particularly with respect to potential industrial applications.
Therefore, it was decided not to pursue these concepts further in the detailed design stage.
The following detail design is based on the melt saturation and pressurized
expansion concept shown in Figure 6.4. The key advantage of this concept is that it
provides a relatively convenient technique for controlling alld stabilizing the microcellular
foaming process by UEing a staged pressure drop.
7.1 Hierarc.hical System Design
In the detailed syste,m design, the melt sat.uration and pressurized expansion concept
presented in section 6.3 !s expanded into a functional and physical hierarchy consisting of
five levels. The scope of the system design is shown in the functional requirement, design
parameter, and process variable design trees of Figures 7.3, 7.4, and 7.5. These design
trees represent the expanded functional and physical hierarchy of equation (6-1). The
decoupled nature of equation (6-1) implies that each of the level-two functional
requirements can be expanded in1ependently. In the next three sections, detailed sub-
system designs tor processing the polymer matrix, processing the microcellular structure,
and processing the sheet will be presented with the use of a basic engineering analysis.
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7.2 Polymer Processing System Design
First, consider FRt which is the functional requirement to process the polymer
matrix. This requirement is satisfied by a plasticating single screw extruder (Figure 7.6).
There are two functional requirements for the extrusion system in continuous microcellular
processing: (1) to soften or melt the polymer and (2) to transport or pump the polymer so
that a continuous supply exists for shaping and microcellular processing operations. Based
on these functional requirements, the physical design parameters and process variables
specified for the extrusion system are given in equations (7-5) and (7-6).
{ FR}1 = Melting} _ [X 0]{ DPt ) = Heated Barrel }FR12 =Pumping - X X DP12 = Friction at BarreVPolymer Interface
{
DP11 = Heated Barrel } _ [X 0] { PV11 = Melt Zone Temp. }
DP12 =Friction at Interface - X X PV12 = Metering Zone Length
.J, Polymer
, Pellets
(7-5)
(7-6)
Hopper
Screw Barrel Vent
CIampi
Breaker Plate!
Screen Packs
I I
I IBarrel.Heaters I I
'''' "'1I11III ""'" "'1
Feed Melting Metering
Zone Zone Zone
Figure 7.6: Schematic ofa pLasticating single screw extruder.
The decoupled nature of equations (7-5) and (7-6) follows from a basic analysis of
the plasticating extrusion process. Such an analysis was perfonned by Tadmor (1966) and
Tadmor and Klein (1970) to reveal the physical mechanisms that underlie the plasticating
extrusion process. Consider first the melting process. A cross-sectional view of the
melting zone in Figure 7.6 is shown in Figure 7.7 illustrating a single channel of the barrel,
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screw, and polymer system. In gener-al, the compacting process of the feed zone transports
a solid polymer bed into the melting zone. A combination of the shear work done at the
barreVsolid interface and the heat transferred from the barrel melt the polymer near the
barrel surface. The wiping motion of the trailing screw flight transports the film of molten
polymer at the barrel interface towards the front side of the channel fonning a pool of
molten poiymer in front of the solid bed. The thickness of the molten polymer film remains
constant throughout the melting zone while the width of the solid bed decreases as the
polymer melts. Within the molten pool, the polymer experiences a vortex inotion. The
vortex flow enhances the homogeneity of the polymer melt through laminar mixin.g. Upon
exiting the melting zone, a unifonn polymer melt is produced.
Flight
Circulatory Flow
of I-reviollsly
Melted Polymer
'liliiii
Flow Direction
Molten
Polymer
Film @ T m
Barrel
Surface
@T b
Solid-Melt
Interface
H
Figure 7.7: Idealized cross-section ofthe melting process in a single screw extruder.
A number of basic assumptions are made for the analysis of the melting process.
First, it is assumed that the entire process is at steady stale conditions. The solid polymer
bed is assumed to be deformable and continuous, and the width of the solid bed is assumed
to decrease gradually. The deformable nature of the polymer bed is evident by the fact that
the molten polymer film maintains a constant thickness even though melting occurs at the
barrel interface. In order to raise the temperature of the solid polymer interface to the
ll1elting or softening point and to supply the heat of fusion, AH, there are two contributing
heating sources: (1) the viscous shear work of the molten polymer film and (2) the heat
transferred from the barrel. Using an energy balance, the melting rate per length along the
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melting zone of the screw, Qz, for an incompressible Newtonian flow is given by (Tadrnor
and Klein, 1970):
_(VbX Pm [km (Tb - ToJ + J.1(T) Vf /2] X)1/2
qz- .2[AIl ~ cp(Tm - Tsol] (7-7)
where Vbx =7t N Db sin9), and is the velocity along the barrel axis of the molten polymer
film across the screw channel, Pm is the melt density, km is the polymer thermal
conductivity, Jl is the viscosity at the average temperature of the polymer tilm, Vj is the
scalar velocity of the polymer-film in shear flow, X is the width of the solid bed, cp is the
heat capacity of the polymer, Tm is the polymer melt temperature, Tb is the barrel
temperature, Tso is the solid-bed core tempt.:ature, N is the screw speed, Db is the barrel
diameter, and 9b is the screw helix angle at the barrel.
Equation (7-7) illustrates that the barrel temperature in the melting zone, Tb, can be
used to control the heat flux into the solid bed, qz, whereby satisfying the melting
requirement, FR11. It should be noted that equation (7-7) also indicates that the shear work
is a very effective means of melting the polymer. In general, the shear work provides the
majority of the heat for melting. However, the shear work (governed by the magnitude of
the relative shear velocity, Vj) was not chosen as the design parameter to satisfy the melting
requirements since it is a strong function of the screw speed, N. As will be shown
momentarily, the screw speed is a design parameter utilized to satisfy the polymer/gas
solution formation requirements of the system. The dependence of both melting and
solution fonnation requirements on the screw speed is one of the primary reasons that DP2
is shown to influence FR) in design equation (6-1) (i.e., a decoupled process).
The pumping requirement of the polymer pr~cessing system mandates that a
continuous, stable supply of molten polymer be delivered by the extruder within a pressure
range suitable for downstream processing equipment To understand the pumping stage of
the extrusion process, consider the flow of the molten polymer in the metering zone. Here
the polymer flow is controlled by (I) the drag effect of the barrel on polymer melt which
acts as a positive displacement mechanism and (2) the backward flow down the channel
and the leakage flow over the screw flights resulting from the pressure increase along the
screw. Approximating the now along a screw of constant channel depth as isothermal,
incompressible, and Newtonian yields an extrusion flow rate, Q, given by equation (7-8)
(see Tadmor and Gogos, 1979 for a derivation).
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(7-8)
In equation (7-8), the leakage flow factor is
t,
the drag flow shape factor is
the pressure flow shape factor is
F =1 - 192 H f 1. tanh (i 1t W)
P 1t2 W i odd i5 2 H •
'v is the channel width, H is the channel depth, AP is the pressure differential across the
metering zone, L is the metering zone length, 5 is the clearance of the screw flight and
barrel, e is the width of the screw flight, 8 is the screw helix angle, and J.lf is the viscosity
across the flight (i.e., at a higher shear rate than i., the channel).
While equation (7-8) is somewhat cumbersome, it illustrates that the length of the
metering zone L can be used to control the pumping requirement, such that the polymer
melt is maintained as a stable high pressure flow. In other words, by using a longer
metering zone in the extruder, it is possible to reduce the sensitivity of the polymer flow
rate to perturbations in the pumping pressure. An alternate design would be to use a gear
pump at the head of the extruder to satisfy the pumping requirement. In general, gear
pumps provide a better means of maintaining independence between the pressure and the
flow rate. However, resource constraints pr~~luded the use of a gear pump in this work.
Since the length of the metering zone is constant for a given screw design, it is also
convenient to specify a secondary process variable which can be controlled during the
process to satisfy the pumping requirement. From equation (7-8), it is apparent that the
t While it is very difficult to evaluate the leakage flow in a screw pump, Tadmor and Gagos (1979) present
this modified leakage now factor fL for isothennal Newtonian now in rectangular channels (i.e., oon-
helical) as an approximation for me leakage flow in a screw pump.
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viscosity of the polymer melt, J.!, has a similar effect to the metering zone length. In the
context of the extruder, the viscosity can be controlled u~ing the barrel temperature, Tb.
Therefore, the metering-zone barrel temperature can be specified as an altell1ate design
parameter for satisfying the pumping requirement during processing.
In addition to the melting and pumping functional requirements, there are three
constraints associated with the polymer processing requirenlent:
Ct 1 =Minimize the decomposition of the polymer.
C12 =Minimize the molecular weight breakdown of the polymer.
C13 =Homogenize the temperature of the polymer melt.
The necessity of these constraints follows from the macromolt;Cule structure of the polymer
matrix. The two fonner constraints relate to the microstructure of the final polymer matrix
and its influence on mechanical performance. The latter constraint relates to the
macrostructure of the final sheet influencing dimensional stability and aesthetic appearance.
In either case, if these constraints are not satisfied, then the resulting polymer sheet will
have poor, non-unifonn mechanical properties.
In order to minimize the decomposition or degradation of the polymer during
processing, the flow channels must be streamlined to minimize the fannatian of stagnation
points and vortex flows. Such flow phenomena can occur as a result of abrupt changes in
the flow cross-section. Stagnation points and vortex flows result in long residence times of
polymer flow particles at elevated temperatures, leading to the thermal degradation of the
polymer matrix and poor mechanical properties.
Many hygroscopic polymers, which are typically polymerized by a
polycondensation technique, can suffer from severe breakdown of the poiymer chains at
high temperatures in the presence of water. The breakdown of molecular chains results
from a reverse polymerization process where the water molecules react with the polymer
chains fonning some precursor monomers and dinlinishing the molecular \veight of the
polymer matrix. In order to minimize this problem and satisfy C12, the pellets of
hygroscopic polymers are dried in a forced-air dehumidifying dryer utilizing a desiccant
material. The drying requirements for commercial thennoplastics are typically supplied by
the material manufacturers.
Finally in order to insure the molten polymer supplied by the extruder is
homogeneous having a uniform temperature, it is important to promote the vortex motion
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of the polymer melt in the melting zone (i.e., the melt pools) so that the melt experiences
laminar mixing to homogenize the flow. In order to prolnote the vortex motion in the
melting zone, a minimum head pressure at the extruder discharge is necessary. Typical
microcellular extrusion pressures are on the order of thousands of pounds per square inch
and fall well within the pressure rarJge necessary for satisfying constraint C13. In addition,
the polymer/gas solution fonllation system includes an intense mixing phase. These
mixing operations also promote homogeneity of the polymer melt. Therefore, constraint
C13 is met by the inherent nature of the microcellular extrusion process.
7.3 Microcellular Processing System Design
The next level-two functional requirements that must be satisfied relate to
continuously producing a microcellular structure. As discussed in detail in chapter 3,
microcellular processing must incorporate three elements: (1) the formation of a
polymer/gas solution, (2) the nucleation of billions of microcells t and (3) the growth of
stable nuclei to reduce the bulk density. Figure 7.3 presents these processing functional
requirements over the span of two hierarchjl levels. The first two functional requirements
that must be satisfied by the microceUular processing system are:
FR21 = Formation of a polymer/gas solution.
FR22 =Processing of a microcellular foam structure.
To satisfy these FRs, the following DPs and PVs were selected and are given in design
equations (7-9) and (7-10).
DP = Polymer Melt
21 Solution Formation
{
FR21 =Solution Fomation } _ [X Xl
FR22 = Microcellular Foaming - 0 X DP22 = Foaming Die System
(7-9)
{
DP21 =Melt Solution Formation} =[X X] {PV21 =Saturation Parameters \
DP22 =Foaming Die System 0 X PV22 =Foaming Parameters I (7-10)
The solution formation requirement is satisfied using a continuous solution
formation technique where the gas is injected directly into the polymer melt during the
extrusion process. The particular solution fonnation system used was developed by Park
(1993), and the basic principles are presented in section 3.1.2. The design aspects of this
system are presented here so as to demonstrate an integrated system design. In general, the
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configuration of the solution fonnation system is such that within a finite processing
window, variations in the saturation parameters will have relatively little influence on the
microcellular foaming requirements. This fact will become clearer as the design hierarchy
is expanded further.
The microcellular foaming requirement is satisfied by a foaming die system which
performs the cell nucleation and growth functions. In order to better understand the
decoupled nature of the design equations (7~9) and (7-10), it is useful to expand these
requirements into the next hierarchy level.
Once a polymer/gas solution is formed, microcellular processing proceeds by first
nucleating stable microcells followed by the growth of the stable nuclei. Nucleation is
initiated using a rapid thermodynainic stale change which creates a supersaturated
polymer/gas matrix (see chapter 3). In this design, a rapid pressure loss was chosen as a
means for generating the thenTlodynamic instability. The rationale for this selection can be
seen by looking back at equations (3.2-6) and (3.2-7). From these equations, it is apparent
that a pressure change, Ap, is a dominant factor in controlling the nucleation rate and
therefore cell nucleation density. The xcond stage of the foaming process is the growth of
stable nuclei. Based on the cell growth analysis of section 3.3 and equations (3.3-8) and
(3.3-9)~ it is apparent that the pressure of the polymer matrix surrounding the expanding
cells, poo, can be used to suppress the growtll rate and control the expansion process.
Based on this first order analysis, design equations (7-11) and (7-12) were
formulated to satisfy the functional requirements of cell nucleation and cell growth. The
nucleation requirement is satisfied by subjecting the polymer/gas solution to a large flow
resistance creating a rapid pressure loss. Cell growth control is achieved using a set of
expansion parameters to implement a pressurized, two-stage expansion process. The
decoupled nature of equations (7-11) and (7-12) follows from the fact that in a continuous
processing system (i.e., a continuous flow stream), downstream pressure changes will
always influence upstream pressures. I On the other hand, the decompression used to
satisfy the nucleation requirement does not influence the growth of the cells. lbe specific
embodiments designed to satisfy the cell nucleation and cell growth requirements will be
presented in chapters 8 and 9.
§ SlrictJy speaking, this is not always true, since in compressible fluid fiows approaching Mach one,
changes in downstream pressure are isolated fonn the upstream conditions. This follows since the pressure
waves which "feedback" the downstream conditions propagate at the same speed as the fluid now and
therefore can not reach the upstream.
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{
FR221 =Cell NUCleatiOn} =[X X] { DP221 :: Rapid Pressure Lo~s }
FR222 =Cell Growth 0 X DP222 =Staged Expansion Pressure (7-11)
{
DP221 =Rapid Pressure Loss } _[X X] { PV221 =Flow Resistance }
DP222 = Staged Expansion Pressure - 0 X PV222 = Expansion Parameters (7-12)
Next, let's look at the solution fonnation requirements for the extrusion system.
The analysis of this system is presented by Park (1993) and summarized in section 3.1.2.
Three functional requirements must be independently satisfied when using a saturation
technique where gas is injected directly into the melt
FR211 =Inject a metered amount of gas into the polymer melt.
FR212 =Minimize the striation thickness.
FR213 =Form a single-phase polymer/gas solution.
Metering of the gas is necessary, since only a soluble amount of gas should be injected into
the polymer melt. If gas is injected beyond the soluble limit, as esti.mated from equation
(3.1-21), then a single-phase solution cannot be fonned thereby preventing microcellular
nucleation. The second requirement for solution formation is to minimize the striation
thickness. The striation thickness is a measurement of mixing effectiveness and represents
the characteristic distance between discrete phases. For the polymer/gas solution fonnation
process, the striation thickness is twice the characteristic diffusion distance of the gas
molecules. Therefore, minimizing the striation thickness minimizes the gas diffusion time
for saturation. Finally, to form a sin~le-phase solution, the gas must completely diffuse
into the polymer matrix. Based on these FRs, the DPs and PVs selected for the solution
formation system are given in equations (7-13) and (7-14) with the corresponding
hardware shown in Figure 7.8.
{
FR211 =Metered Gas } [X 0 0I{DP211 =Polyrner/Gas RatiO}
FR212 =Striation Thickness = X X 0 DP212 =Mixing System
FR213 =Single Phase Solution X X X DP213 ~ Difiusion Chamber
(7-13)
{
DP211 = Polymer/Gas RatiO} [X 001{PV211 =Polynler/Gas Flow RateS}
DP212 =Mixing System = XX 0 PV212 =Mixing Parameters (7-14)
DP213 =Diffusion Cham.ber X X X PV213 = Flow Length
As shown in Figures 7.3 through 7.5, the metered gas requirement is expanded into
functional requirements governing the mass of the gas injected and the mass of the polymer
178
Detailed System Design
supplied to the solution formation system. These requirements are satisfied by the physical
design parameters of gas flow rate and polymer flow rate, respectively (equation 7-15).
The process variables UF00 to control these DPs are the pressure of the gas supplied to the
metering system, Pi, and the rotation speed of the screw, N, as shown in Figure 7.8
(equation 7-16). Equation (7-8) illustrates the functional dependence of the screw speed,
N, to the polymer flow rate, Q. The metering system for supplying the required gas flow
rate is discussed by Park (1993). The metering is accomplished using a porou!; flow
resistance and a high pressure gas supply. By controlling the gas pressure supplied to the
porous material, Pit the flow rate of the gas, Qg, can be controlled (i.e., Pi - Pb ~ Rp Qg
where Rp is tile flow resistance of the porous material). The decoupled nature of equations
(7.. 15) and (7-16) follow from the fact that the polymer flow rate can influence the barrel
pressure Pb at the point of gas injection [see equation (7-8)] and therefore affects the gas
flow rate. In contrast, the gas flow rate does not appreciably influence the poiymer flow
rate proviued it is maintained within a narrow range. If the gas flow rate is outside this
acceptable range, then design equations (7-15) and (7-16) are coupled due to (1) backtlow
instabilities generated if the gas flow rate is too large and (2) clogging instabilities which
occur if the gas flow rate is too small. These issues will be discussed further in chapter 8.
{
FR2111 =Gas Amount } _[X X] { DP2111 = Gas Flow Rate }
FR2112 =Polymer Amount - 0 X DP2112 =Polymer Flow Rate (7-15)
{
DP2111 =Gas Flow Rate } =-l~X X] {PV2111 = Gas I~jection pressure}
DP2112=Po)ymerAowRate OX PV2112 = Screw RPM (7-16)
The final functional requirements governing the solution fOmlation system relate to
minimiziIlg tb.e striation thickness (i.e., reducing the gas diffusion time for saturati()n). The
striation thickrless is minimized in two stages. First, a gas injection port is used which
consists of a large number of small holes. This multi-port injection device reduces the
initial bubble size injected into the polymer melt and minimizes the initial striation thickness
(see Figure 3.1). Second, staged mixing operations are used to disperse the injected
bubbles and shear L'te bubbles. The dispersive mixing operation creates a fine bubble
morphology within the polymer matrix. The laminar mixing operation creates a shear flow
which increases the surface area to volume ratio of the bubbles (see Figure 3.]). These
mixing operations reduce the striation thickness and minimize the gas diffusion time. As
shown in Figure 7.8, the staged mixing operations are perfonned by the shear flow in the
metering zon·e. the mixing pins located at the end of the screw (i.e., a continuous mixer),
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and a static mixer. This mixing technique results in a d~A)upled solution foonation system
as given by eq.uations (7-17) and (7-18).
porous
flow resistance
gas
injection
111 1I-..cI
mixing
Figure 7.8: Polymer/gas solutionfonnation in the extrusion barrel.
FR = l\1inimize Initial
2121 Striation Thickness
FR =Reduce Striation Thickness!
2122 Diffusion Distance
DP = Multi-Port Gas
2121 Injection
FR " =Staged
21.2 Mixers
(7-17)
{
DP2121 = Multi-Port Gas Injection} =[X 0] { PV212J =Number ofPorts }
DP2122 =Staged Mixers X X PV2122 = Mixing Parameters (7-18)
7.4 Sheet Processing System. Design
The fif~~l set of functional requirements that must he satisfied for the continuous
production of microcellular sheets relate to the processing specifications for the sheet
shown in Figures 7.3 through 7.5. DUling processing, it is necessary to produce a sheet
having controllable dimensioru; which are spec~fied through geometric requirements and an
oriented Inolecular SUlIcture in order to meet the mechanical performance specifications.
1be fu.nctional requirements, design parameters, process variables, and design matlices are
presented in equations (7-19) and (7-20).
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{
FR31 =Sheet Geometry } _[X X] { DP31 =Shaping Elements}
FR32 =Molecular Orientation - 0 X DP32 =Stretching (7-19)
{
DP31 =Shaping Elements } = [X X] {PV31 =Cross Sectional DirnenSions}
DP32 = Stretching Equipment 0 X PV32 = Stretching Ratio (7-20)
The geometric requirements are satisfied by the appropriate specification of the
cross-sectional dimensions of various shaping elements. The detailed design of the
shaping elements will be presented in chapteT 9. The molecular orientation requireLnents
are satisfied using a stretching process. Depending on the die configuration, the stretching
process can occur as an integral part of shaping, or it must occnr as a secondary processing
step post-shaping. In the case of plane sheet extrusion, the stretching process must be
pelfolmed after the extrudate has been shaped into a sheel Extrusion of tubes, on the other
haud, alIo,v for the integration of the geometric and orientation requirements due to the
symmetry of the tube configuration. The decoupled nature of equations (7-19) and (7-~20)
follows from the intimate interdependence of stretching operations antj the sheet geometry
which follows from the continuity relation.
This completes the detailed microcellular sheet extrusion system design. The
components of this system were manufactured and assernbled for experimental verification
which is presented in chapters 8 a..lld 9. The microcellular sheet extrusion system is shown
s~hematically in Figure 7.9, aJld a u~~l~ed description is presented in appendix A. The
design equations presented above, along with the basic analysis, illustrate that the overall
system is decoupled. The decoupled nature of the design mandates that the functional
requirements be satisfied in a fixed. order. From the level-two design equation (6-1), it is
clear that the sheet processing parameters must be satisfied first, followed by the
microcellular processing parallieters, and finally the· polymer processing parameters.
To conclude this .;hapter, the f()llowing section addresses some of the complexities
a~sociated with the design of large scale systems.
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7.5 Complexities of Large Scale System Design
In this section, two complexities associated with tlle design of large-scale systems
are discussed. The first deals with the inadvertent coupling which can occur as lower level
DPs and PVs are selected to satisfy the FRs of the hierarchy. The second concerns start-up
transients which are common in continuous systems and in some circumstances mandate
the specification of additional functional requirements.
7.5.1 Inadvertent Coupling
The design of systems involves the identification of a few critical functional
requirements and the expansion of these requirements into lower-level requirements as
physical embodiments are identified in greater detail. Since the high-Ie\'el FRs are typically
broad in scope, it is sometimes difficult to insure the uncoupled or decoupled nature of the
design equations. Therefore, these top-level design equations should be treated as system
design guidelines. As the functional hierarchy is expanded into lower levels, specific
design parameters and process variables are selected. Within the context of a local detail
design, DPs and PVs are selected to locally satisfy the Independence Axiom. However,
the selection of these physical parameters can lead to the inadvertent coupling of the higher
level design equations.
To detennine if inadvertent coupling has occurred and to illustrate the potential for
inadvertent coupling, it is useful to compose a system design equation with includes the
leaf nodes of the functional and physical hierarchy trees shown in Figures 7.3 and 7.4.
Equation (7-21) presents one such system design equation for the lnicrocellular sheet
extrusion process. The major diagonal of the design matrix contains the design matrices of
the lowest level requirements shown in Figures 7.3 and 7.4 and is partitioned accordingly.
The system design matrix has been organized into an upper triangular configuration
representing a decQupled design. Based on the design equation (6-1), all of the lower
triangular elements are presumed to be 'O's. However, if anyone of the DPs is chosen
inappropriately, then a lower triangular element could be an 'X' representing a slr()ng
interaction and coupling the system design. For example, if the shear work was chosen as
the melting control variable instead of using a heated ban-el to control polymer melting, lhen
the design V/ould be coupled since both the shear work and the polymer flow rate arc
functions of the screw speed. This poor design paranleter choice would yield a non-
triangular design nlatrix in (7-21), do to inadvertent coupling.
183
Pumping
Melting
Single-PhaseSolution
Reduce Striationlbickness
Initial Slriation Thickness
Gas Amount
PolymerAmount
Cell Nucleation
Cell Growth
Geometry
OrientaLion
=
Chapler 7
Friction
Healed Barrel
DiffusionChamber
Staged Mixers
Injection Ports
GasAow Rate
PolymerFlow Rate
Decompression
PreSfiUlC
Die
Stretching
(7-21)
To minimize the potential of inadvertent coupling and to allow for quick
identification of coupling problems, it is useful to identify some common situations where
inadvertent coupling can occur in continuous systems. A short list is given below.
(I) Physically integrated components which satisfy multiple functions on
the process flow.
(2) A single component which satisfies multiple functions.
(3) Pressure "feedback" to upstream flow.
(4) Feedforward of absolute pressure.
(5) Feedforward and feedback of local temperature settings to the
downstream and upstream flow.
(6) Instabilities in non-robust designs.
(7) Separate processing steps which influence microstructure or
macrostructure.
Whenever mechanical components are physically integrated, performing multiple
functions on a single process flow, there is always the potential for coupling. This follows
since the integration components themselves provide a "communication" path through
which local stresses, strains, heat transfer, mass transfer, etc. can be transferred to mating
components. A second possible coupling mechanism is the use of a single component to
satisfy multiple functions. While the Information Axiom encourages the integration of
compOnenl4i into a single component, this can lead to inadvertent coupling of the sygtcm
particularly if the functions satisfied by the single component faU within different functional
hierarchy branches. An example of this type of coupling occurred in the nlicroccllular
extrusion system design since a single die was used to sa~isfy both the cell growth and
shaping requirements. Fortunately, this coupling resulted in just a dccoupled design since
the die cross-sectiona! dimensions affects the total pressure loss of the flow and therefore
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microcellular nucleation. A final mechanism which can couple the system design is the
microstructure and macrostnlCk.ure of the material. For example, the molecular orientation
functional requirement and sheet geometry requirement can potentially be coupled via the
interdependence of microstructure and macrostructure.
7.5.2 Transient Functional Requirements
An additional issue arising in continuous systems is the complexities associated
with system start-up. This design complexity arises when systems experience large
transients. Such transients can force the FRs outside their tolerance band to an extent that
cannot be compensated for by adjustments in the DPs and PVs. This situation may occur
despite the fact that the design satisfies the Independence Axiom for steady-state operation
and for minor operating perturbations. In' order to solve this problem, many continuous
system desigils require the specification of transient functional requirements which must be
satisfied only over a brief period during the process start-up. As the process approaches
steady-state operation, the transient FRs no longer need to be satisfied independently and
become system constraints.
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CONTINUOUS NUCLEATION
SYSTEM
8.0 Introduction
Now that the basic design of the microcellular sheet extrusion system has been
presented, it is appropriate to look at a ke}' aspect of the overall system design: a
continuous nucleation system. This chapter will frrst review the thennodynamic and kinetic
aspects of nucleation and develop prin"tary design criteria for comparing and evaluating the
nucleation device designs. The second part of this chapter will present three continuous
nucleation device designs including supporting analyses and critical experiments verifying
the designs. Finally, this chapter presents a series of secondary design criteria which must
be satisfied by the nucleation devices. These design criteria are particularly relevant to the
scale-up of the various nucleation device designs.
Nucleation is a complex phenomenon where a single-phase solution is separated
into lWO discrete phases. The process proceeds when a saturated polymer/gas system is
subject to a rapid thennodynamic state change. To understand the process, consider the
Gibbs free energy of mixing given by equatilln (3.1-6). This equation relates the change in
free energy of a system from an initial state having two discrete phases (i.e.., two separate
constituents) to a final state consisting of a single-phase solution. SJ)ontaneous solution
fonnatian occurs for a two-phase system if the Gibbs free energy of Inixing is negative.
Spontaneous phase separation occurs for a single-phase solution if the Gibbs free encrg,y of
mixing is positive (i.e., the free energy of fonnation barrier is overcome).
Nucleation can be understood based on a solubility argument by relating the change
in thennodynamic state to a typical phase diagram as shown in Figure 8.1 for a panially
miscible, binary polymer/solvent system.:I: Figure 8~ 1 shows three thennodynamic states:
state 1 at (PI, TI, 412,1), state 2 at (P2, Tt, tP2,1), and st2te 3 at (PI, T3, $2,1) where
* In polymel/gas sysLems, tile gas experiences a ~arge specific volume contraction upon diffusion into the
polymer matrix which leads to a phase diagram characterized hy a lower critical solution temperature
(LCSn as shO\VD in Figures 3.2 and 8.1.
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P2 > PI, T! > T3, and cf»2.1 is the constant volume· fraction of polymer. Phase separation
through nucleation can be illustrated in Figure 8.1 via two different thennodynamic process
paths. Beginning at state 3, an isobaric pro...:ess on a closed system which increases the
temperature from T3 to Tl (i.e., to state 1) creates a positive Gibbs free energy change.
The positive free energy change follows from the enthalpy contributions associated with the
free volume differences of the polymer and ga~ constituents. In the initial state, 3, the
system is in a single-phase equilibrium. The temperature increa~ forces the system into a
two-phase equilibrium at state I. In stale 1, the polymer/gas system is supersaturated
promoting the nucleation and growth of the gas phase. A second process hy which
nucleation and growth can be induced is through a pressure cycle. Beginning at stat~ 2
under high pressure P2, the system is in a single-phase equilibrium. Subjectin~ the closed
system to an isothennal process where the pressure is lowered to PI (i.e., to stale 1) results
in the nucleation and growth of the gas phase.
nucleation and growth region
T
single-phase region
I stability boundary
--. 3 (spinodal)
Itwo-phase boundary
I (binodal)
I
«P 21,
Volume Fraction of the Polymer
Figure 8. J: Typical phase diagrams for a partially miscible binary system at pressures of
PJ and P2 where P2 > PJ.
Based on this thennfldynamic argument, it is clear that microcell nucleation can be
induced in continuous processes by thermodynamic state changes through either
temperature, pressure, or a combination thereof. In continuous melt processing., there are
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distinct drawbacks to using temperature increases to induce nucleation. First, polymers
have limited thermal stability and can degrade at t.ypical processing rates when subject to
elevated temperatures. For example, PVC and PMMA are highly heat sensitive polymers
and degrade within minutes of reaching their melt processing temperatures. A second
problem associated with using thermally activated nucleation is the difficulty associated
with isolating heat transfer in continuous flow processes making close control of the melt
temperature difficult. The preheating of the flow and the inability to accurately control the
heat transfer limit the practical implementation of thermally activated nucleation in melt
processing.
In contrast, pressure is a very effective mechanism for inducing phase separation
via nucieation, and it was the method of choice for the microcellular sheet extrusion
process. Pressure changes in fluid flows can he initiated by frictional effects, as is the case
in viscous flows, or by Bernoulli effects, as is the case in inviscid flows. Through proper
design of the flow field it is relatively ealiY to instigate a large pressure decrease over a
relatively short distance. This increases production rates. Another advantage of pressure
induced nucleation ~s that pressure changes within a material propagate by compression and
rarefaction waves at approximately the speed of sound. Therefore, pressure changes arc
transmit very quickly compared to the diffusion process associated with temperature
changes by heat conduction. The ability to induce rapid thermodynamic state changes
promotes uniform cell nucleation and cell morphologies.
8.1 Competition Between Cell Nucleation and Growth
In addition to the thermodynamic equilibrium effects discussed above, it is also
important to consider the kinetic aspects of nucleation when designing continuow)
nucleation devices. Nucleation is a kinetic process whereby gas molecules cluster together
to form stahle discrete interfaces. As discussed in chapter 3, this process has been modeled
using classical nucleation theory (Becker and Doring, 1935; Colton, 1985; Martini, 1981;
Youn, 1984; Zeldovich, 1943). In general, the Gibbs free energy of stahle nuclei
formation is given hy equation (3 :-6), and the homogeneous nucleation rate is given hy
equation (3.2-7). Typical nucleation rates arc presented by Colton (1989) and Colton and
Suh (1987) and arc on the order of 109 to 1013 cells/cm3s. From equations (3.2-6) and
(3.2-7), it is clear that increased nucleation rates can be achieved hy higher nucleation
temperatures and larger saturation pressure changes.
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• 161t1b/
L1Gbom = 23Ap
(3.2-7)
It is also important to study the kinetic aspects of nucleation in the context of cell
growth and gas diffusion. The competition between cell nucleation and cell growth is
inherent to all microcellular processing and is of particular importance in melt processing.
The basic concept is as follows. During a so!ubility drop, which instigates the
thennodynamic instability, some stable cells .1ucleate dUling the initial solubility decrease.
The gas in solution will preferentially diffuse to the nucleated cells. The diffusion process
is driven by concentration gradients and the system free energy. ~J\s the gas diffuses to
these cells, low gas concentration regions having insufficient gas to nucleate additional cells
are generated adjacent to the stable nuclei as shown in Figure 8.2. As the solubility drops
further, the system will nucleate additional nlicrocells and/or expand the existing cells by
ga~ diffusion. To determine whether further microcells are nucleated, one must look
closely at the depleted gas regions around the previously nucleated cells. If the spacing
between adjacent stable nuclei is on tile same order as the characteristic thickness of the
depleted gas region, then no further nucleation will occur. This follows since the gas has
preferentially diffused to existing cells, depleting the gas between cells which is needed for
further nucleation. However, if the size of the depleted gas regions is less than the
characteristic spacing between cells, then additional cells will tend to nucleate between
existing cells increasing the cell density.
In order to better understand the competition between cell nucleation and growth,
consider the following analysis. In this analysis, expressions for determining the relative
contributions of cell nucleation and cell growth arc derived based on dimensional analysis.
These expressions provide a means of conlparing, evaluating, and synthesizing new
nucleation device designs. Moreover, such expressions provide considerable insight into
the phenomena governing continuous nucleation systems. The analysis presented contrasl')
previous treatments of the subject which concentrated on detailed analyses (Martini, 1981;
Shafi and Flumerfelt, 1992). The focus here is to develop simple expressions for
estitnating the relative contributions of celluucleation and cell growth kinetics.
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Figure 8.2: Schematic ()f growing microcells in (J [)(}/ymer/gas S()/ut;(}I1.
The cornpctition hetwccn cell nucleation and growth can he understood using two
expressions which represent limiL~ of the nucleation kinetics at (I) the instant of cell
nucleation and (2) over time when existing cells hcgin to grow. The first expression relates
the characteristic time of nlicroccll nucleation and gas diffusion during initial cell
nucleation. The sccond ~xprcssion compares the length over which the kinetics occur
within a characteristic nucleation time. To develop the former expression, it is useful to
perform a dimensional analysis on the characteristic time associated with microceJl
nucleation, ~tn, where adjacent cells compete for finite gas. This characteristic nucleation
time is a function of the characteristic length in microccllular nucleation, I ~ Dc Of
alternately /::::; pc-II) the nucleation ratc, N ~ NhoJn, and the gas diffusivity, 0 [i.e.,
~tn =.f(l, N, D)J (.~Is() sec appendix B for the details of the dimensional analysis.). Using
the fundamental unil() of lenglh and timc, a dimensionless form of this functional
dependence can he formulated where Lltn + = L1tn N/l =.f(D/N/5). Therefore, the
characteristic nucleation time is on the order of tiln -.. I/N/l, and the characleristic diffusion
time is on the order of ~td - (lID. The competition hctwccn nuclcaLion and growth is
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minimized provided that the nucleation time is much shorter tJlan the diffusion time. The
mathematical form of this criteria is given in equations (8-1) through (8-3). § The
din~ensionlessratios of these equations are of particular interest when designing nucleation
devices. In general, equations (8-2) and (8-3) state that under conditions where the gas
diffusivity is high, such as melt processing, the nucleation rate must be equally large so as
to minimize the competition between cell nucle(\tion and growth (i.e., to maintain the
nucleated cell density or microcell size). From equations (3.2-6) and (3.2-7), this implies
that the nucleation pressure drop must be sufficiently large to overcome the effects of the
higher diffusivity.. As a 3eneral rule, equations (8-2) and (8..3) indicate that nucleation
device designs should provide for high nucleation rates and low diffusivities.
Characteristic Nucleation Time « 1
Characteristic Diffusion l·ime (8-1)
(8-2)
-l2-« 1
NDsc
or
D pS/3
____c_« I
N (8-3)
A second bound on the competition between microcelJ nucleation and cell growt.h
can be formulated from an estimate of the length associated with the nucleation and growth
of cells over finite processing times. The mean diffusion distance of gas molecules can be
estimated using equation (8..4) where 1is L'Ac mean molecular diffusion distance, D is the
diffusivity, and t is the characteristic diffusion time during nucleation.
l =/Di (8-4)
The mean diffusion distance is approximately the characteristic thickness of the gas
depleted regions in Figure 8.1. Therefore, comp(~tition between microcell nucleation and
cell growth is negligible provided that:
or
l «0/2
JD t « 1 p-1132 c
(8-5)
(8-6)
f Notice here that a constant of one has been used to compare me tirne of nucleation and growlh. This
represents the theoretical limit. However, the practical magnitude for this conSlaI1t is not known and
reouires cousiderably more analysis and experimentation to detemline than will be presented in this work.
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where 0 is the average spacing between stable nuclei, and Pc is the instantaneous cell
density. In equation (8-6), the average spacing between cells is based on a cubic packing
of characteristic volumes surrounding each nucleus~ In dimensionless form equation (8-6)
becomes:
Characteristic Gas I)iffusion Distance « 1
Characteristic Spacing Between Stable ~luclei (8-7)
(8-8)
In confinuous melt processing of microcellular polymers, the competition between
cell nucleation and growth is prominent due to the high diffusivities of polymer melts.
Preliminary evide·nce of this was illustrated by the pressure drop rate effects discussed by
Park et ale (1993). Therefore in Inelt processing, it is important to consider the cornpetition
between cell nucleation and cell growth when designing nucleation devices. The design
implications of equation (8-8) are that the time over which solubility changes (i.e., pressure
changes) are instigated shoul~ be increased in proportion with the increase in diffusivity
associated with melt processing. As a general rule~ equation (8-8) indicates that nucleation
device designs should provide for low diffusivities and short characteristic nucleation
times.
Furthermore, equations (8-3) and (8-8) give considerable insight into the major
differences ill the melt processing requirements of microcellular poly'mers compared with
conventional foams. Looking first at equation (8-3), the diffusivities of microcelluiar and
conventional melt processing are typically on the same order of magnitude.. The
diffusivities of polymer melts range in magnitude from 10-6 to 10-5 cln2/s (Durril and
Griskey, 1966, 1969; Newill and Weale, 1943; Stannett, 1968; Van Krevelen~ 1976). The
characteristic fully grown cell size, Dc of microcellular polymers range from I to I0 ~lm
whereas conventional polymer foams have cell sizes ranging from 100 to ! 000 Jlrn. From
equation (8-3), it is apparent that the nucleation rates in microcellular processing must be·
six to ten orders of magnitude larger than those of conventional processes in order to
mainltwtin comparable competition between cell nucleation and growth. Similar trends are
also indicated by equation (8-8)~ In microceliular processing, cell densjt~es range from 109
to 1012 cells/em3 wherea.€i iu conventional processing, cell densities range from 103 to 106
cells/cm3• From equation (8-8), the characteristic nucleation times for microcellular
processing must be a factor of 104 smaller than for conventional processes. This is further
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evidence of the substantial technological differences between microcellular and
conventional foam processing.
In the remainder of this chapter, the design of three nucleation de\'ices will be
presented. The basic concept of each design will be presented along with a supporting
analysis. In addition~ criticai eX~'eriments will be presented for each d~sign \vhich verify
the nucleation technique.
8.2 Microcell Nucleation Via Decompression
To illustrate the use of a rapid pressure loss for c·'Jntinuous microcell nUlcleation, it
is useful to look at the simplest configuration for accor(l~~~ishing the task in a viscous flow
field: a nozzle. A nozzle configuration was·utilized by Park (1993) to pertonn p1reliminary
~tudies on the effects of the gas concentration, the saturation pressure, and the pressure
drop rate on irapact grade polystyrene (HIPS) and carbon dioxide systerns. It should be
noted that the results of Park (1993) apply to a heterogeneous polymer system in that the
HIPS contains polybutadiene rubber particles on the order of 2 to 4 Jlrn. Therefore, the
nucleation phenomenon observed by Park (1993) was predominantly hett~rogl~neous in
nature due to the phase boundaries present in the polybutadiene modified polystyrene
matrix. In contrast, the system of interest here is a pure homopolymer, namely atactic
polystyrene. f\1oreover, studying microcellular nucleation in nozzles will provlde baseline
cases from which two new nucleation techniques are compared in section 8.3.
In order to provide sufficient pressure losses, the nozzle must be sized based on the
fricLional flow losses in the nozzle. For the purposes of design, the flow of a polymer
through a nozzle can be adequately modeled as steady, incompressible, and fully-
developed. As a first order approximation, the flow will be assumed isothermal and
entrance effects will be neglected. I Based on these assumptions, the momentum equation
reduces to:
dp 1 dO=-----(rtrJdz r dr (8-9)
I The fanner assumption neglects any viscous shear work which can raise Ule flow telnperaturc. For tbe
nozzle flows presented bere, the viscous dissipation locaJized near the nozzle walls can increase the melt
temperature by 10 to 15 K. The later assunlption can lead to large pressure errors in some flow fields
(Tadmor and Oogos, 1979; While et al., 1987). Since the validity of these assumptions is not assured, me
n07,Zle designs will be experimentally calibrated to insure 1M necessary pressure losses ar~ generated.
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where p is i.he pressure of L'1e flow and ~rz is tile shear stress along the flow direction in the
radial plane (see Figure 8.3). integrating equation (8-9) ci..~d imposing a finite shear stress
boundarJ condition (along the center flow) yields equation (8-10).
(8-10)
Next, the shear stress can be r;;lated to the velocity gradient, dvzldr, using the noo-
Ne\\flOnian viscosity, il, through equatit)o (S.. 11). l1te non-Ne\\'tonian flow of a polymer
(Le., the shear thinning) can be modeled USiltg Ostwald (1925) and de Waele's (1923)
power law constitutive ~uation which relates the viscosity, 11, to the shear rate, 'Y. For a
power law fluid, the viscosity is given by equation (8-12) where m and n are the
temperat.ure dependent power law parameters. Substituting equation (8-12) into (8-11)
yields the differential equation of (~-13).
Pl..
~..........~~~~
....---~-- -----------_a__
L
Figure 8.3: Flow of'a Ilon-Newtonianjluid through a nozzle.for a pOlver law coefficient of
n =1 (Newlonianjluid) and n =0.2.
(8-11)
(8-12)
(8-13)
The velocity distribution i3 oblained by integrating equation (8-13) over the nozzle radius
(from 0 to R) anrj applying the no s:iil boundary cOLdition at lhe wall, vz{R) =Q.
'J =(R ~~)11n J_ r1_(L)l+lln]
z 2 m {oJ 1+ lIn l R
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Finally, the relationship between the volume flow rate, Q, and pressure gradient can be
detennine by integrating the velocity profde over the nozzle cross-sectiunal area (equation
8-15) resulting in equation (8-16) where L is the nozzle length and AP is the pressure loss
over the nozzle (dP =Po - IlL).
( R M> )IJn R l R [ ( r )1+11n]Q= 2 1t 2m L 1 + lin 0 1 - R r dr (8-15)
(8-16)
Equation (8-16) represents a design equation for the nozzle which CUll be used to size the
appropriate flow channel.
In equation (8-16), it is apparent that the design variable most sensitive to the
pressure loss is the nozzle radius, R. Therefore, the nozzle radius is selected as the process
variable for satisfying the pressure loss requirement in the design Ilierarchy of Figure 7.3.
In addition, the nozzle length can be used to redu':e the characteristic nucleation time in
order to minimize the competition between cell nucleation and growth. A typical example is
plotted in Figure 8.4' showing the pressure loss of polystyrene in a nozzle of length
6.35 mm for a flow rate of Q =31 cm3/min. The power law parameters used were
determine from rheology data of Novacor Chemicals Inc. for Novacor 103 polystyrene. l'
The minimum pressure drop necessary for continuous nucleation is detennined by
the solubility of gas in the polymer. Based on the available batch processing data, it is
known that the gas solubility levels necessary for producing microcellular nucleation vary
for different polymer/gas systems and are in the range of 2 to 10 percent by mass. Using
equation (3.1-21), estimates of gas solubility in molten polymers were compiled by Park
(1993). These estimates indicate, at typical polymer nlelt temperatures of 200 °C, the
required gas saturation pressures range between 13.79 and 34.46 MPa (2000 and
5000 psi).
Using Figure 8.4 and equation (8-16) as design guides, nucleation nozzles having
diameters of 0.508 mm and 0.533 mm and length to diameter ratios (UD's) of 25 and 11.9
were machined. A typical nozzle l;onfiguration is shown in Figure 8.5. The pressure
losses of these nozzles were calibrated using the extrusion system shown in Figure 8.6
t The po~;er law constants for Novacor 103 PS are: n = .286 and m = 40,747 Pa sn at 190°C; n = .255
and m =33,543 Fa ~n at 210°C; and n =.290 and m = 18,518 Pa SO at 230 °C.
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with the gas injection system turned off. For example, unmodified polystyrene flow in the
0.533 mm nozzle had a total pressure drop (AP = Pn) of ~4.81MPa (3600 psi) at 230°C at
a flow rate of 32 g1min which compares favorably with the predicted pressure loss of
I
21.03 MPa (3100 psi). The slightly higher pressure loss in the actual flow is attributed to
entrance effects in the nozzle flow and the finite pressure loss between the nozzle pressure
tap, Po, and the nozzle entrance.
1900C
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2300C
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tOO.....------..-------------.
0.50.40.30.20.1
O+--.......- .......- ......-~......- .....-----.....-.--.......--...----II
0.0
Nozzle Radius (mm)
Figure 8.4: Analysis ofpressure loss in a nozzle o/length 6.35 mmfor an incompressible
polystyrene flow.
In order to verify the solution fonnation system and the use of a rapid pressure loss
to nucleate a homopolymer such as polystyrene, a series of experiments was performed
using the microcellular extrusion system configuration of Figure 8.6. The results of these
experiments provide a baseline from which new microcellular nucleation, shaping, and cell
growth control concepts can be compared. The solution fonnationlnucleation experiments
were conducted using Novacor 101 atactic polystyrene (commonly called "crystal" PS in
industry) and Novacor 3350 impact grade polystyrene (HIPS). A typical scanning electron
microscope micrograph of an extruded microcellular PS filament (run C) is shown in
Figure 8.7, and a summary of the experiments is presented in Table 8.1.
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Figure 8.5: Configuration ofa nozzle, design usedfor continuous nucleation.
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Figure 8.6: Schematic of the microcellular extrusion system configuration usedfor the
nucleation experiments. (See appendix A lor system details.)
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Table 8.1: Results from microcellular filament extrusion experirnents.
R Nozzle Flow No:t:zle Est-Gas Nozzle Cell CtU
u Polymer Diameter lJD Rate Temp. Amount Pressure Size Density
n (mm) (g1min) (OC) (%) (MPa) (Jlm) (cells 109
fem3)
A PS 0.508 25 27 277 4 24.12 10.5 1.8
B PS 0.533 11.9 32 213 3 20.68 1:?O 2.1
C PS 0.533 11.9 32 193 3 20.68 5.0 12.0
i
D HIPS 0.508 25 12 232 8 37.91 10.7 3.1
E HIPS 0.533 11.9 19 210 6 31.71 7.2 5.7
_.
The results of Table 8.1 verify the operation of the solution fonnation syste'm.
Moreover, they demonstrate the feasibjlity of using rapid pressure loss nozzles for
continuous microcellular nucleation in homopolymers such as polystyrene. Notice eac}l of
the extruded filaments had cell densities well within the microcellular range (greater than
109 cells/em3). The nucleation results of Table 8.1 also illustrate the importance of the
nucleation nozzle temperature. Notice for the PS runs A, B, and C having nozzle
temperatures of 277, 213, and 193°C, respectively, the extruded filaments have increasing
cell densities spanning nearly an order of magnitude. This increase in cell density is
observed despite the fact that the total pressure drop and gas concentration is highest for
run A which eX:libits the lowest cell density. Equation (8-8) can be used to better
understand the influence of the nucleation temperature. As the nucleation temperature
increases, the diffusivity, D, increases exponentially as given by equation (7-3). The time
factor in equation (8-8) can be interpreted as the characteristic nucleation time which for the
nozzle flow is approximately the mean residence time of a polymer element in the nozzle
given by:
(8-17)
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For runs A, B, and C, Ute average noz:Je flow velocities, v, are approxim,ately equal
(240 cm/s). Therefore, the characteristic nucleatio:J time in run A is approximately twice
that of runs B anc; C. The net effect of the ilicreased diffusivity and nucleation time is a
longer characteristic diffusion dist~ce, I, durilJg the course of nucleation. This depletes
the available gas surrounding existing c~lls resulting in lower ceil nucleation densities
despite the fact that the polymer/gas solution favors higher cell densities. One can conclude
then that the nucleation rlie temperature is a critical process paramerer.
8.3 Nucleating in a Near-Net Shape
While nucleation using a nozzle provides a proven way of generating rapid pressure
losses for continuous microcellular nucleation, the use of nozzles has a number of
drawbacks. The small nozzles necessary for microcellular nucleation tend to clog easily
requiring frequent system shutdo~'n. Morecver, the final geometry of the nucleated
solution is in the form of a filament whi!~h has very limited use as a final product. Finally,
Lie nucleated nozzle flow is 110t necessarily f0nt13ble into a sheet using standard extrusion
dies without serious degradation of the cell morphology. t Therefore, it is important to
explore new concep:.s for conrinuous nucleation.
The concept explored here is the nucleation of a near-net shape. This process
involves the simultaneous shap~ng and nucleation of the polymer/gas solution flow into a
form having dimensions as close as possible to the desired product. In the next sections,
two such nl~cleationdevices will be designed and verified: a planar sheet configuration and
a tubular fum configuration. The ma;n advantages of near-net shape nucleation devices are
that they reduce the complexity of secondary shaping devices and that they overcome some
of the flow instabilities which can occur in nozzle flows (which are discussed in section
8.4). Moreover, near-net shape nucleation is capable of producing final products with
considerable utility compared with nozzle nucleation, particularly in the case where the final
product is a microcellular film or thin sheet
8.3.1 Plane Sheet Case
The first near-net shape nucleation concept investigated was the use of a thin planar
slit flow to continuously nucleate a polymer/gas solution resulting in a thin microcellular
sheet. To design an appropriate flow channel for microcellular nucleation, it is critical to
t The shaping of nucleated flows wiU be discussed in chapter 9.
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produce a large, rapid pressure loss in thf~ flowing polymer. Typical pressure instabilities
range from 20.68 to 34.46 MPa (30()() to 5000 psi) corresponding to soluble gas
concentrations of 8% to 14% by weight at 200 °C (Park, 1993). Similar to the nozzle
nucleation design, it is necessary to size the flow channel to produce the required pressure
losses. The flow oi a non-Newtonian fluid through a thin slit can be adequately modeled
as steady, incompressible, and fully developed \vith negligible edge effects. Based on
these approximations and the sl;t flow configuration of Figure 8.8, the momentum equation
reduces to equation (8-18). Following a derivation similar to the nozzle flow equations, the
pressure loss for a power law fluid in a slit of length L and width 2·B is given by equation
(8-19) (Bird et al., 1987).
(8-18)
(8-19)
L
Figure 8.8: Flow ofa non-Newtonian fluid through a thin slit for a power law coefficient
oln =1 (Newtonian fluid) and n =0.2.
To design the planar near-net shape nucleation device, the flow of PS at 230°C
through a slit of width 25.4 mm and length 20.32 mm was used in conjunction with
equation (8-19). For example, the estimated pressure losses for a flow rate of 21 cm3/min
in slits of height 0.254 and 0.508 mm are 28.06 and 9.39 MPa (4100 and 1400 psi),
respectively. Notice the extreme sensitivity of the pressure loss to the slit height. Using
this type of first order analysis, the planar sheet nucleation die sketched in Figure 8.9 was
designed and manufactured. The she.et die was then calibrated without gas injection. The
calibration experiments indicated a pressure drop of 26.88 MPa (3900 psi) at a flow rate of
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21 cm3/rnin which is in reasonable agreement with the estimated pressure loss of
28.06 MPa (4100 psi).
Next a critical experiment was run to verify the near-net shape nucleation concept
using the extrusion system configuration shown in Figure 8.6. In the experimental
configuration, the planar sheet die of Figure 8.9 was substituted for the nozzle. The
process parameters for the experiment were: material =Novacor ]03 PS, slit height =
0.254 mm, slit width =25.4 mm, slit length = 20.3 mm, flow rate = 47 g/min, die
temperature = 166°C, estimated gas concentration =3%, nucleation pressure =22.75 MPa
(3300 psi). The critical experiment was successful in demonstrating the feasibility of
continuous near-net shape nucleation. A typical scanning electron microscope micrograph
of the microcellular polystyrene sheet is shown in Figure 8.10 exhibiting an average cell
size of 14 J.1rn and an average cell density of 0.5 x 109 cellslcm3.
Planar Sheet Nucleation Die
Polymer/Gas
Solution
Width: 25.4 mm
A-A: Attached to Breaker PlatelAow Stabilizer
Figure 8.9: Planer sheet nucleation die design used to verify near-net shape nucleation
concept.
~i: is interesting to note that like the nozzle case, the nucleation die temperature was
found to be a critical process variable. During the state-up of the extrusion system, the die
temperature was maintained at about 230°C to prevent over-pressurization of the system.
Mter the solution fonnation system began to stabilize, the emerging foamed sheet was
observed to have a large average cell size (on the order of 100 J,1m) and a poor cell density
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(on the order of 1()6 cel~s1cm3). Moreover, the emerging sheet illustrated that at the high
nuclea~ion (J,ie te)npera,~ures, ~~ll nucleation and growth were not stable. In order to
improv~ the foam morphology and produc.;. a microcellula.r structure, the die temperature
wa~", ste2rJily lowered. As the die \enlperature decreased, the cell morphology steadily
impro'lled. The be;.;{ microcellular morphology resulted at the lowest die temperature for
Wh1Ch the solutf()n fon-nation system remained stable (see Figure 8.10). This was at a die
temperature of approx~.:nately ~ 66°C. Notice that this die temperature is 30 to 60 °C lower
than ~ecomm.~nJed processing tempr"ratures of the Novacor polystyrene. This is an
int{'~resting fact Whl .~ is lielieved to result from the decrease in apparent viscosity of the
polymer/gas :~Qlution.
Itt this point, it i~ appropriate to r~iscuss some of the interesting elements of these
critical experiments and their relation to the systeln design of chapter 7. During the start-up
o( the process when the gas is initially injected into the melt flow, the extrusion system
pressures ar~·~ comparable with those of the nucleation die calibration experiments (i.e.,
without gas injection). Once !.tIe system pressurizes, the gas is injected into the polymer
melt and flows through the mixing system forming a single-phase mixture. As the
polymer/gas solution reaches the nucleation device, the extrusion pressures decrease. For
example, the initial start-up pressures of the extrusion system with the planar nucleation die
(Figure 8.9) were approximately 31.02 MPa (4500 psi). The extrusion pressures during
stable microcellular foam processing were approximately 22.75 MPa (3300 psi). This
8.27 MPa (1200 psi) reduction in extruder head pressure is attributed to two effects. First,
the stable injection of gas tends to decrease the pumping effectiveness of the second
extrusion screw stage due to the heterogeneous nature of the polymer/gas mixture which
sustains lower shear stresses than the neat polymer. Second.. the polymer/gas systeln may
tend to have a lower apparent viscosity than the neat polymer resulting in lower die
pressure losses. Supporting evidence of this hypothesis is presented by Blyler and Kwei
(1971). Blyler and Kwei report 20 to 22% apparent viscosity reductions in capillary
rheometer flows of HDPE and LOPE containing dissolved gas from a chemical blowing
agent.
Another imponant aspect of the microcellular extrusion system is the stabilization of
the solution formation system which was a particular problem with the near-net shape
nucleation experiments due to the higher flow rates used in these experiments. The general
issue is as follows. When pressure fluctuations (namely low pressure cycles) occur in the
first extrusion screw stage, the constant high pressure gas injection flow increases. This
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resuits in backflow of the molten polymer through the screw channels driven by the higher
pressure gas flow. Pressurized ,gas pockets then escape through the extruder hopper. The
high temperature gas tends to fuse the polymer pellets and clog the hopper causing further
pressure fluctuations in the extruder flow and resulting in a cascading instability of the
solution fonnalion system. As discussed in chapter 7, the process variable controlling the
pumping requirement was the length of the first metering zone of the venting screw. By
increasing the metering zone length, the barrel pressure at the gas injection port becomes
less sensitive to flow rate fluctuations, which would tend to minimize the instabilities
associated with the solution fonnation system. Due to limited resources, venting screws
having longer metering zones were not utilized during the experimental trials. However,
the secondary process variable suggested in chapter 7, the barrel temperature in the melting
zone, was adjusted to aid solution fonnation system stabilization. Lowering the melting
zone barrel temperature by 20 to 50°C, once a foamed extrudate formed, helped to stabilize
the solution fonnation system.
8.3.2 Tubular Film Case
A second near-net shape nucleation strategy was investigated for the continuous
production of microcellular rums. The ability to produce foamed rums is one of the major
advantages of microcellular technology over conventional foam technology which produces
large cell structures and precludes film processing. The near-net shape nucleation strategy
developed to produce microcellular fIlms implemented a tubular film nucleation die. The
use of a tubular film die configuration promotes uniform flow rates and therefore uniform
nucleation across the circumference of the film. In contrast, planar film dies have noo-
unifonn flow rates across the width of the sheet due to the longer flow paths at the edges Ol
the die. The longer flow paths can lead to non-unifonn cell nucleation over the film width.
In an analogous manner to the planar sheet case, the design of a continuous
microceUular nucleation device must accommodate the production of large, rapid pressure
losses on the order of 20.68 to 34.46 MPa (3000 to 5000 psi). To estimate the necessary
dinlensions for an annular flow geometry, it is appropriate to begin with momentum
equation of (8-9). However, the flow geometry expected for producing such high pressure
losses will likely have VB »1. Therefore, a simplifying assumption in deriving the
pressure loss relation is to model the flow as a thin tubular slit which follows equation
(8-19). In this case, the sheet width, W, is taken as the circumference of the tube annulus,
W =1t Dl where Dl is the diameter of the annulu~. Thus, the pressure loss in a steady,
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incompressible, non-Newtonian fluid through a tubular slit of length L and height 2·B is
given by equatio:1 (8-20).
Ml =m L [ (l/n) + 2 ]0 QO
B 27t D B2t
(8-20)
To design the microcellular film nucleation device, the flow of PS at 230°C through
an annulus slit of diameter 26.1 mm and length 12.7 mm was used in conjunction with
equation (8-20). The estimated pressure losses for a flow rate of 31 cm3/min in slits of
height 0.127 and 0.254 mm are 41.79 and 14.17 ~1Pa (6100 and 2100 psi), respectively.
Notice again the extreme sensitivity of the pressure loss to the slit height, 2·B. Based on
this type of first order analysis, the tubular film nucleation die sketched in Figure 8.11 was
manufactured. The tubular film die was then calibrated without gas injection. The
calibration experirnents indicated a pressure drop of 33.46 MPa (4900 psi) at a flow rate of
31 cm3/min. NOtif~ that this value is considerably lower than the predicted pressure loss of
41.79 MPa (6100 psi); this is attributed to (1) the viscous heating in the slit flow which
tends to decrease the viscosity and (2) the out-of-round tolerance on the tubular die (i.e.,
about ±0.0254 mnl) which can increase the effective slit height
Tubular Film Nucleation Die
Expansion I
Gas ,
A------
A------
A-A: Attached to Breaker PlatelF10w Stabilizer
Figure 8.11: Tubular film nucleation die design used/or extrusion ofmicrocellularfilms
and to verify concept o/near-net shape nucleation.
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Next a critical experiment was run to verify the near-net shape nucleation concept
using the extrusion system configuration of Figure 8.6 with the tubular film nucleation die
of Figure 8.11 in place of the nozzle. The process parameters for the experiment were:
material = Novacor 103 PS, slit Leight = 0.127 mm, annulus diameter =26.1 rom, slit
length = 12.7 mm, flow rate = 15 g1min, die temperature = 199°C, estimated gas
concentration =4 %, nucleation pressure =31.71 MPa (4600 psi). The critical experiment
was successful in demonstrating the feasibility of continuous near-net shape nucleation.
Moreover, this experiment demonstrated feasibility of continuous microcellular film
extrusion. A typical scanning electron microscope micrograph of the microcellular
polystyrene sheet is shown in Figure 8.12 exhibiting an average cell size of 7 11m and an
average cell density of 2 x 109 cellslcm3.
8.3.3 Limitations on Nucleating Thick Cross-Sections
The basic concept of near-net shape nucleation is to instigate a pressure driven
instability in a shaped form :Nhich is as close as possible to the final desired sheet
dimension. However, when using frictional pressure losses to generate the solubility
change and microcell nucleation, there is a limitation in the feasible size of the near-net
shape sheet. This limitation can be seen for a planar slit flow by rearranging equation
(8-19), yielding equation (8-21). Taking a typical power law coefficient of n =0.25, and
the criteria of produciklg equal pressure losses over a constant width, W, equation (8-21)
reduces to equation (8-22). In order to generate equal pressure losses for a factor of two
increase in the slit height and in the land length, a factor of four increase in tIle flow rate is
required. A factor of four increase in the height and a factor of two increase in the length
requires a flow rate increase of a factor of 256. The latter flow rate requirement is beyond
plasticating extrusion capability. The fClrmer flow rate increase can be achieved by
extrusion, however such increases require significant redesign of the solution formation
system.
QL lin 2 W (Ml)lln
B::~lIn =2 + 1/n m
QL4 4
__ =W (L\P) =Constant
B6 3 m
(8-21)
(8-22)
It is clear then that the near-net shape nucleation of film geometries is feasible.
However, the near-net shape nucleation of thick cross-sections has only limited feasibility
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due to the sensitivity of the frictional pressure loss to the slit height It is recommended that
future research explore new nucleation methcds which are not as dimensionally sensitive.
8.4 Additional Nucleation Device Design Criteria
Additional design criteria which must be considered in the design of nucleation
devices center around the flow instabilities that are inherent to high viscosity frictional
pressure loss flows. Four such design considerations/criteria are discussed in this section.
The first design criteria centers around the fact that rapid pressure loss flows can
result in very high shear rates leading to shear work, viscous heating, and decomposition
of the polymer. In polymer processing, it is desirable to limit shear rates to 1()4 (l/s).
High shear rates, on tile order of 103 to 1()4 (I/s), are characteristic of injection molding,
and fall in the upper processing limit for polymers. In the design of continuous nucleation
devices, it is necessary to consider the shear rates experienced in the rapid pressure loss
flows. The maximum shear rate in nozzle flow, as shown in Figure 8.3, occurs at the
wall, r =R, and is given by:
dvz I (All )110
'Yw = dr R =- 4 m(UD) · (8-21 )
For processing conditions typical of microcellular PS filament extrusion, 230 °c,
AP =24.81 MPa, un =11.9 and 230 °C, AP =34.46 MPa, un =25, the shear rates are
Yw =-1 x 105 (I/s) and 'Yw =-2 x 1()4 (I/s), respectfully. These high shear rates are at the
limiting values for polymer processing.
Likewise for thin slit flows, the maximum shear rate is given by:
dvz I (AP )110
'Yw =dx B =-- m (UB) · (8-22)
For processing conditions typical of microcellular PS thin sheet nucleation, 230 °c,
AP =22.75 MPa, LIB = 160, the shear rates are 'Yw = -1100 (lIs). For processing
conditions typical of microcellular PS tubular film nucleation, 230 °C, L\P =31.71 MPa,
UB =200, the shear rates are Yw =-1600 (lIs). Notice that while both the nozzle and near-
net shape nucleation devices produce comparable nucleation cell densities, tile near-net
shape nucleation configurations are much less susceptible to viscous heating and polymer
dec~mposition,which is very advantageous.
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Another design consideration is the possibility of turbulent "jef' flow emerging
from the rapid pressure loss devices used for nucleation (nozzle or near-net shape devices).
If a microcellular extrusion system is configured such that a nucleated flow is to be shaped
in a secondary foaming die, then a turbulent jet flow, as shown in Figure 8.13, can lead to
the loss of stable nuclei through cell coalescence in the eddy flow regions (i.e., through
turbulent mixing). Since cell coalescence leads to a decrease in the nucleation cell density t
turbulent jet flows couple cell nucleation, shaping, and cell growth.
The transition from a laminar to a turbulent jet occurs for Reynolds numbers greater
than 30, Re > 30 (Andrade, 1939). Using the Reynolds nUlnber suggested by Dodge and
Metzner (1959) for non-Newtonian, power law flows (equation 8-23), the Reynolds
number for nozzle flow (equation 8-24) can be used to determine whether the laminar to
turbulent transition occurs in typical nozzle nucleation flows. Using the experimental data
of run C in Table 8.1 for PS having a pre-nozzle melt temperature of 230°C, Reo = 0.1.
23-0
Pp ( D )0 - 2-0Reo = m 3 + lin Vz
2
3
-n P 0 ( 4 Q )2-11Re - P D
11- m (3+ lin) 1tD2
(8-23)
(8-24)
In equations (8-23) and (8-24), Pp is the polymer density and Vz is the average axial flow
velocity.
For slit flow, the Reynolds number is given by equation (8-25). The Reynolds
number of the planar sheet nucleation die is Reo - 10-7, and the Reynolds number for the
tubular film nucleation die is Reo - 10-8, both well within the laminar flow regin.e. While
turbulent jets did not occur with the decompression flo\vs implemented in this study, it is
important to acknowledge the possibility of such flows when scaling-up the microcellular
extrusion process to higher flow rates typical of industrial processing, particularly for
nozzle nucleation devices. Such a jetting phenomenon could result in poor cell densities
due to the mixing effect of the eddy flow even if the proper solution fonnation and pressure
drop instabilities have been designed into the system.
_ 2
3
-n Pp ( 2 B )n ( Q )2-11
Reo - m 3 + lin 2 W B
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turbulent flow transition flow
Figure 8.13: Turbulent jet flow emerging from a rapid decompression flow with Re > 30.
A third design consideration of rapid pressure loss flows is the entrance effects
characteristic of polymer flow through a contraction. Typical streamlines for polymer
entrance flows are shown in Figure 8.14. The vortex flows at the large enttance angles, (x,
entrap polymer particles which can I~ad to thermal degradation over time. Solid
degradation particles can reduce the mechanical perfonnance of the final product. More
importantly, in the case of nozzle flows, the solid particles can clog the nozzle resulting in
large back-pressures necessitating system shut-down. Streamlining the rapid contraction
regions can reduce vortex formation. In general, the entrance pressure loss through a
contraction is a strong function of the total entrance :logIe, Cl. Han '!1973) has sho\vn for
high density polyethylene flows that the entrance flow head loss and vortex scale is
constant for entrance angles from 1800 to 60°. For a < 60°, the head loss and vortex size
decrease with entrance angle. Although it is necessary, streamlining the entrance regions
can significantly iricrease the effective pressure loss length of the nucleation d~vice leading
to longer nucleation times and promoting greater competition between cell nucleation and
growth (as illustrated by equation 8-8 for longer characteristic times, t). Such effects must
be accounted for in the design of nucleation devices.
To reduce the entrance flow effects in the nozzle designs presented above, entrance
angles of 1180 were used. In the case of the planar sheet die and tubular film die designs,
entrance angles of 90° and 45°, respectively, were used to reduce the formation of vortex
flow patterns in the entrance regions and reduce the entrance losses.
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Figure 8.14: Entrance flow panerns in molten polymers.
A final consideration in the design of rapid pressure loss flow devices is the
potential of instigating the flow instabilities of "melt fracture". Typically, melt fracture
occurs once a critical shear stress value of 105 N/m2 is reached in a polymer flow field
(Tadmor and Gogos, 1979). The melt fracture phenomenon of particular interest in the
design of nucleation devices results from the destabilization of entrance region vortex
flows. Above the critical shear stress level, the entrance vortex flows, characteristic of
these high shear stresses, become unstable and are entrained into the nozzle flow. The
emerging nozzle flow then contains secondary vortex flow patterns creating an
unstable/turbulent flow region at the nozzle exit. In such a flow field, the stabilization of
nucleated cells is hampered and the potential of cell coalescence is greatly increase due to
the inherent mixing promoted by the vortex motions. The resulting situation is similar to
that of turbulent jet flow; however, the characteristic size of the vortex flow in the case of
melt fracture is considerably larger than that for a turbulent jet flow.
To determine the potential for melt fracture in nucleation flows, the maximum shear
stress must be estimated. The maximum shear stress for nozzle flow can be derived from
(~uation (8-10) and is given by equation (8-26). At conditions common to microcellular
noz7Je nucleation, AP = 24.81 MPa, un = 11.9 ond AP =34.46 MPa, un =25, the wall
shear stresses are 5 x 105 N/m2 and 3 x 105 N/m2, respectively. These shear stresses are
in the critic&1 range for melt fracture. Melt fracture was experiln~ntally observed during the
nozzle calibration experiments of PS without gas injection. However, during the
microcellular nucleation (''''periments (runs A through E), melt fracture was observed only
when low gas concentrations were dissolved into the polymer matrix (i.e., on the order of
1% CO2). The use of higher flow rates and higher gas concentrations appeared to suppress
the melt fractur~ phenomenon. It is interesting to note that Blyler and Kwei (1971) also
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report suppression of melt fracture in capillary flows of HDPE containing dissolved gases
produced by a chemic:l1 blowing agent
tw=tJR): 4~) (8-26)
In the case of slit flows like the planar sheet nucleation die and the tubular film
nucleation die, the wall shear stress is given by equation (8-27). In these systems, the flow
length to height ratio is typically one order of magnitude larger than for nozzJ~s producing
comparable pressure drops. At conditions common to near-net shape nucleation, the
processing conditions for planar sheet case and tubular film case are AP = 22.75 MPa,
UB =160 and AP =31.71 MPa, UB = 200, respectively. The respective wall shear
stresses are 1.4 x 105 N/m2 and 1.6 x 105 N/m2. The characteristically lower shear
stresses involved with slit flow, help to minimize melt fracture during nucleation. No melt
fracture was observed in the neat polystyrene calibration experiments of the planar sheet
nucleation die and the tubular film nucleation die. Moreover, melt fracture was not
observed in the critical experiments used to verify near-net shape mi.~rocellular nucleation.
This result is not surprising since Vlachopoulos and Chan (1979) have shown that the
critical shear stress for melt fracture instabilities in slit flows is typically larger than that for
nozzle flows.
(8-27)
8.5 Summary
A critical element of the microcellular sheet extrusion system is the design of a
continuous microcellular nucleation system. The principle of the nucleation system is to
continuously nucleate a high pressure polymer/gas solution flow. In this chapter, two
design strategies for satisfying this requirement were presented. The first design used
nozzle configurations to rapidly decrease the solution pressure. Based on the critical
experiments presented, this design configuration is very effective for continuously
nucleating homopolymer/gas solutions. However, nozzle nucleation designs suffer from a
number of drawbacks including high shear rates, potential turbulent jet flow, entrance
vortex flow, and the flow instabilities associated with melt fracture. Furthennore, the final
filament shape of the nozzle flow has very limited uses as a fmal product and is not readily
shaped into a desired geometry using stand~d extrusion dies. Such shaping operations
result in serious degradation of the cell morphology.
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For this reason, a second design concept for continuous nucleation was deve!oped:
near-net shape nucleation. The basic principle of near-net shape nucleation is to
simultaneously shape and nucleate a polymer/gas solu~on flow having dimensions as close
as possible to the final product. Two near-net shape nucleation designs were presented in
this chapter: a thin sheet nucleation die and a tubular film nucleation die. The critical
experiments presented verified the near-net shape nucleation concept. Both the thin sheet
and tubular film experiments produced continuous microcellular polystyrene having cell
densities on the order of 109 cells/cm3 and cell sizes on the order of 10 f..U11. Moreover, the
results of the tubular film nucleation experiments demonstrated for the first time a
technology for continuously manufacturing microcellular films. This represents a
significant advancement in microcellular processing technology and paves the way for
microcellular product applications requiring thin, lightweight insulation or barrier
components. It is important to note that the near-net shape nucleation concepts did not
suffer from the same drawbacks as the nozzle nucleation configurations. The near-net
shape nucleation dies had substantially lower shear rates, Reynolds numbers, and shear
stresses.
Finally, this chapter presented a series of criteria by which nucleation device
designs can be evaluated on a relative basis.. Such criteria will prove to be instrumental in
scaling up the prototype microceUular extrusion system to industrial levels.
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CONTINUOUS SHAPING AND
CELL GROWTH CONTROL
9.0 Introduction
In the previous chapter, the concept of near-ntt shape nucleation was introduced
and experimentally verified using the microcellular extrusion system. Near-net sha(m
nucleation is an initial step towards continuous microcellular sheet processing, although as
the name implies, the limiting dimensions of the technology may not produce net shapes
meeting specifications (see section 8.3.3). Therefore, in this chapter, the potential of
shaping and controlling cell growth of a nucleated polymer/gas solution is investigated with
the goal of designing a device (or devices) to accomplish the task. To this end, the design
of a shaping and cell growth control device is discussed in the context of the overall SySlelD
design with particular ~mphasis in the system level functional requirements of cell
nucleation, cell growth, and shaping. Next, the basic design concepts and strategy
underlying the shaping and cell growth control device are presented. These concepts are
then used to develop a process model which provides reasonable estimates ot the critical
design parameters based on the system process variables. Finally, two shaping/cell growth
control devices (or dies) are presented along with critical experiments which verify the
feasibility of shaping a nucleated polymer/gas solution flow.
9.1 Basic Concepts and Design Strategy
The basic premise of the shaping and cell growth control die (also called the
foaming die) design is to devise a way of handling and shaping a nucleated polymer/gas
solution using cell growth control such that the nucleated cell density is not diminished. In
other words, the design must maintain the functional independence of cell nucleation, cell
growth, and shaping. The design strategy utilize~ ~11 this work was to use close
temperature control and staged pressure changes, as shown in Figure 9.1. Since cell
nucleation, cell growth, and shaping are so integrated in continuous microcellular
processing, it is helpful to consider these functional requirements in a single design
equation, even though they span different hierarchy levels and functional branches.
215
Chapter 9
Looking at these requirements in a single design matrix provides a useful frame of
reference for the design of a shaping and cell growth control device. Based on the
developments of chapters 6 and 7, the overall design equation for these requirements is
given by
{
Cell Nucleation } [X X Xl{ Rapid Pressure Loss }
Cell Growth = 0 X X Staged Expansion Pressure
Geometry/Shaping 0 0 X Shaping Elements
(9-1)
venti
gas injection
+
15}
extruder Ihead, I nucleation
, device
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....
Axial Distance Along Flow Path
Figure 9.1: Representative pressure prOfile along the polymer flow field.
The decoupled nature of equation (9-1) follows from the physical link of these
functions by the polymer/gas solution flow which allows pressure changes to be
transmitted throughout the flow. In general, the solution pressure links shaping to cell
growth and cell growth to nucleation. In order to satisfy the functional independence of
equation (9-1), the shaping elements must be specified first, followed by the staged
expansion pressure, and finally specification of the rapid pressure loss. The physical
coupling of equation (9-1) can be interpreted as follows. Specification changes in the
shaping die can change the flow resistance which alters the inlet presslJ,re of the shaping
die. This in tum influences cell nucleation and cell growth by changing the upstream
pressures. To achieve the proper the cell growth, the expansion pressure can be adjusted
independently of the shaping operation. Similarly, changes in the expansion pressure will
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influence cell nucleation by changing the upstream nucleation pressure, L\Pnuc == Po - Ps.
The cell nucleation requirement can then be satisfied by adjusting the rapid pressure loss
parameter, Po, without influencing the cell grow1h or shaping requirements.
To maintain functional independence from cell nucleation and shaping, the cell
growth requirement is expanded into three subordinate requirements. These functional
requirements include controlling cell growth prior to shaping, controlling cell growth after
shaping, and stabilizing the growing cells. The design parameters chosen to satisfy these
requirements are the nucleated solution pressure during shaping, Ps, a mechanical
constraint, and the die temperature, Tdie. The basic concept is sketched in Figure 9.2 and
the design equations are presented in equations (9-2) and (9-3).
{
Pre-Shaping Growth } [X 0 Xl{ Shaping Pressure ,
Post-Die Shaping Growth = 0 X X Mechanical Constraint ~
Stabilize Cell Growth 0 0 X Die Temperature )
(9-2)
{
Shaping Pressure } [X 0 Xl{ Die Lip Length }
Mechanical Constraint = 0 X 0 Surface Temperature
Die Temperature 0 0 X Die Lip Cooling
(9-3)
Foaming Die
Final Shaping
Cooled
Rolls With
Fi,,;ed Gap
Cooling
Ports Constraint Consisting
of a Conveyor Assembly
Shaping Die
Initial Shaping
Nucleated
Polymer/Gas
Solution
Figure 9.2: Foaming die conceptfor shaping and controlling cell growth o/nucleated
polymer/gas solutions.
As implied in Figure 9.2, the geometry/shaping functional requirement is expanded
into two subordinate functional requirements. The design equations (9-4) and (9-5) present
the basic strategy for satisfying the shaping requirement. Notice that the shaping
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requirement is satisfied in two stages. The initial shaping is perfonned by the die, while
the final dimensions are fiXed by a physical constraint. In Figure 9.2, the constraint is
shown as a conveyor assembly. The cross-sectional dimensions of the conveyor fix the
fmal dimension of the sheet while the cooled rolls control the surface temperature and
provides for the post-shaping cell growth control.
{ Initial cross-section} _ [X 0] { Shaping Die }Final Cross-Section - X X Shape Constraint
{ Shaping Die } _ [X 0] { Die Cross-Sectional Dimensions }Shape Constraint - X X Constraint Cross-Sectional Dimensions
(9-4)
(9-5)
Perhaps the most important aspect of the designs presented in equations (9-1)
through (9-5) is the ability to control the shaping and cell growth functions independently
of cell nucleation. The ability to achieve functional independence centers around three
functional requirements: the control of pre-shaping cell growth, the stabilization of the
growing cells, and the initial shaping requirement. These three functional requireme'lts will
be the focus of the remainder of the chapter.
The need for pre-shaping cell growth control stems from the affinity of nucleated
cells to agglomerate and coalesce during shaping operations. This follows since the
agglomeration of cells is promoted by the compression, extension, and shear flow
associated with shaping operations. The coalescence of cells leads to a deterioration of the
nucleated cell density and couples cell nucleation, cell growth, and shaping. Cell
coalescence occurs when adjacent cells agglomerate, at which point the cells merge into a
single cell. The coalescence of cells is driven by the system free energy which must
decrease for this spontaneous process. For coalescing ceUs of similar size, the free energy
decreases due to surface energy contributions (i.e., a decrease in the surface area). If the
agglomerated cells are of sufficiently different sizes, then coalescence is driven by a rupture
of the membrane common to both cells. The rupture of the cell membrane occurs due to the
differential gas pressure between cells of different size. To minimize the effects of
coalescence, the agglomeration of the cells must be minimized, which can be achieved by
increasing the mean interfacial distance between adjacent cells.
The pre-shaping cell growth control is also important in reducing the effects of
~hear on the nucle&ted polymer/gas solution flow. In general, viscous, non-Newtonian
flow generates large shear stresses and shear rates near the boundary walls. The shear
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thinning behavior of the non-Newtonian flow localizes the shear effects to the wall (i.e.,
much like boundary layer flow) while the core regions experience relatively little shear
effects (i.e., plug flow). Cells within the shear field are elongated, fonning needle-like
structures. The elongation of the cells near the boundary can lead to dispersive mixing
which is discussed in section 3.1.2. When a cell is highly stretched, its surface becomes
unstable resulting in the fonnation of one or more new cells and increasing the number of
cells in a given volume (i.e., the cell density). However, the shear flow at the boundary
can also lead to the coalescence of cells. The shear defonnation of the cells increases the
surface to volume ratio of each cell. This decreases the interfacial distance between cells
(i.e., the striation thickness as given by equation 3.1-12) promoting agglomeration and cell
coalescence. It is clear that the shear field generates competing mechanisms which can
affect the cell density: dispersive mixing which increases the number of cells and cell
coalescence which decreases the number of cells. In the design that follows, no attempt is
made to reduce the dispersive mixing aspects of the shear flow. Instead, the design
provides for minimization of cell coalescence so as to decouple cell nucleation, cell growth,
and shaping. Ultimately, the critical experiments will give some indication whether the
dispersive mixing aspects of shear flows must be addressed in the design of foaming dies.
In general, dispersive mixing effects '.'lill influence the cell morphology along the surface of
the extrud::te.
To understand the rationale underlying the shaping pressure design parameter
which satisfies the pre-shaping cell growth requirement, consider the following.
Specifying relatively large shaping pressures, Ps, maintains relatively small cells in the
nucleated polymer/gas solution. Provided that the cells are small enough during shaping
(i.e., die flow), the cells will not tend to agglomerate, and the effects of cell coalescence
and boundary shear flow will be minimized. For nucleated solutions having equal cell
densities, sma!ler cell sizes imply larger interfacial distances between adjacent cells
(striation thickness). This reduces the probability that adjacent cells will come in contact
leading to coalescence and cell density deterioration. Note however, that the smaller cell
size at high shaping pressures does not necessarily reduce the effects of dispersive mixing
in the boundary shear field.
The use of the shaping pressure to maintain relatively small cells in the nucleated
solution can be understood with the aid of Figure 9.3. In equilibrium, the gas phase
pressure in the cells, Pg, is a function of the solution pressure surrounding the cells, P, and
the surface energy, 'Ybp, where from Laplace's equation, Pg = P + 2'YbpIR. Likewise, the
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specific volume of the gas, vg, varies inversely with the gas phase pressure based on the
ideal gas law (see Figure 9.3). Therefore, as the solution pressure or shaping pressure is
increased, the specific volume of the gas decreases leading to smaller cell sizes.
Figure 9.3: Schematic ofgrowing microceLLs in a poLymer/gas solution.
A final cell growth control requirement that deserves mention is that of cell" growth
stabilization. The importance of cell gro\\th stabilization follows from the tendency of the
nucleated solution now to expclience unstable cell growth and over-expansion of the cells,
particularly when exiting the foaming d~e. When cell growth occurs without constraint, it
becomes unstable and can lead to cell wall rupture and a deterioration of the cell density.
This problem is pronounced at the elevated temperatures of melt processing due to the low
melt strength of the polymer matrix, the relatively high specific volume of the gas phase,
iliad the low surface tension of the polymer/cell interface. One might expect that the over-
expansion of cells is pronounced at the surfaces of the foaming sheet, which is typically the
case in microcellular sheet extrusion. In order to minimize the over-expansion of cells,
lower temperatures can be employed (see equations 9-2 and 9-3) which increase the melt
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strength or stiffness of the viscoelastic matrix, decrease the specific volume of the gas
phase, and increase the surface tension.
9.2 Analysis of a Nucleated Solution Flow During Shaping
To satisfy the pre-shaping cell growth control requirement, it is necessary to design
a shaping and cell growth control die which can maintain the required shaping pressures.
Therefore, the design of a shaping and cell growth die requires knowledge of the pressure
loss effects of nucleated polymer/gas solutions. In general, the flow of a nucleated
polymer/gas solution is complex and involves a heterogeneous system consisting of a
polyme-r melt with dispersed cells having relatively large center-to-center spacing compared
with the average cell diameters (see Figure 9.4). The pressure loss in the flow results from
frictional effects at the die walls. As the pressure decreases along the die channel, the
nucleated cells grow resulting in an increase in (1) the specific volume (or the decrease of
density) of the two-phase system and (2) the volumetric flow rate. Cell growth is driven
bylhe pressure within the cells and diffusion of solution gas into the cells. Gas diffusion
into the cells results from the decrease in solubility as the solution pressure decreases along
the aie channel. As the heterogeneous system expands, there is less polymer across any
given area of the flow channel to support the shear stresses generated by the wall friction.
This implies that the expanding solution has a lower apparent viscosity. The apparent
viscosity also tends to decrease due to shear thinning as the volumetric flow rate increases.
The flow of a nucleated polymer/gas solution in a slit of height 2·B is sketched in
Figure 9.4 where Ps is the nucleated solution pressure entering the die slit, Pexit is the
system presslIre at the die exit, and L is the die slit length. Figure 9.4 also illusll'ates the
influence of the high shear regions near the die walls which tend to elongate the expanding
cells near the walls. The shear thinning nature of the polyruer flow leads to relatively flat
velocity profiles in the center characteristic of plug fJow. Similar two-phase fiow
morphologies are presented by Han and Villamizar (1978) for HDPE anJ PS flo\ys blown
with chemical agents.
For the purposes of designing foaming dies to satisfy the shaping and cell growth
control requirements, it is necessary to develop models to estimate the pressure loss and
flow mte of a nucleated polymer/gas solution during die flow. The problem can be divided
into fOUf limiting cases which span the range of possible flow configurations. The first
case accounts for the fact that gas diffuses into the cells as the solution pressure decreases
such that cell growth dwing the die flow is driven by both the gas pressure in the cells and
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the diffusion of gas into the cells. The second case assumes tl-.at negligible gas diffuses
into the cells after nuc~eation such that cell growth during the die flo\'.' is driven by the gas
pressure in the cells post-nucleation. This case represents an upper limit on the pressure
loss during die flow. The third case assumes that all of the available solution gas diffuses
into the cells prior to flowing into the die slit such that cell growth is driven by the gas
pressure in the cells. This case represents a lower limit on the pressure loss in the die flow.
The fourth case is similar to case two but accounts for the diffusion of gas into the cells
prior to entering the foaming die and neglects gas diffusion during die flow.
o 1 2 3
o Q 0 0
1x 0 0
'
0 0
p .
eXit
L
Figure 9.4: RepreSelJtative view ofthe cell morpholo._gy during the flow ofa nucleated
polymer/gas solution in a slit.
While the following analysis incorporates a number of simplifying assumptions, it
is important to keep in mind the intent of the analysis which is to develop an approximate
design model for predicting the pressure loss and flow rates of nucleated polymer/gas
solutions. In this analysis, the model is kept as simple as possible while capturing the
major physics of the complex two-phase flow. Such a model has great utility in the design
of prototype shaping and cell growth control devices, and more importantly provides a
reasocable guide to the basic interactions of the major processing variables involved in
continuous shapillg and cell growth control operacons.
9.2.1 Nucleated Flow With Concurrent Gas Diffusion
For case one where the gas diffuses into the cells as the pressure decreases (i.e., the
concurrent diffusion case), the pressure loss and volumetric flow rate of a nucleated
polymer/gas solution can be estimated based on the friCtiOilallosses at the die walls. This
is accomplished by treating the nucleated solution as a non-Newtonian fluid having a bulk
viscosity and flow rate which are dependent on the volume fraction of cells (voids) in the
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polymer matrix (given by equations 9-6 and 9-7 , respectively, where cl»v is the volume
fraction of voids).
(9-6)
(9-7)
Based on the apparent viscosity measurements of Oyanagi and White (1979), the
rheological behavior of polymeric foams follows similar shear thinning behavior to the neat
polymer. Moreover, Oyanagi and White's results indicate that the presence of a blowing
agent tends to decrease the apparent viscosity by a multiplicative constant (i.e., showing
equivalent power law factors, n). The developments of Kraynik (1981) in polymer foam
rheology also indicate decreases in apparent viscosity for many thennoplastic foam flow
fields. Therefore, as a first order approximation, the non-Newtonian viscosity of the
nucleation solution, 1'1f, will be given by. the modified power law relation of equation (9-8)
where mt is the power law constant of the foam.
(9-8)
The ability of the nucleated solution ~ resist shear forces is a strong function of the
solution void fraction wllere the presence of cells or voids reduces the effective area of
polymer resisting shear. Moreover, the viscosity of the gas within the voids is negligible
compared with the viscosity of the polymer matrix. Therefore, the non-Newtonian
viscosity of the nucleated solution can be approximated by equation (9-9). For the case
where the mass fraction of gas is relatively sm:ul, equation (9-9) simplifies to equation
(9-10) where Pp is the polymer density and vg/p is the specific volume of the gas phase
relative to the polymer mass. In this analysis, the possible decrease in the apparent
viscosity due to the presence of di.ssolved gas in the polymer matrix has been neglected
since reliable estimates for polystyrene/CO2 systems are not available. However, Blyler
and Kwei (1971) have reported viscosity decreases of 20% and 22% in low and high
density polyethylene containing 0.32% dissolved gas from the decomposition of a chemical
blowing agent
mf· ~l - CZ-vl
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Using the power law approximation of equations (9-8) and (9-10), the bulk flow of
a nucleated polymer/gas solution can be described by equation (9-11) for steady, fully-
developed, non..Newtonian flow through a constant cross-section slit of height 2·D and
width w. *
_ dp =[ 2 + lIn Q]D mf
dz 2WB2 B (9-11)
The total pressure loss can then be obtained by integrating equation (9-11) over the slit
length, L, where Ps is the solution pressure at the slit entrance and Pexit is the solution
pressure at the slit exit. In equation (9-12), the volumetric flow rate, Q, and the power law
coefficient, me, are both functions of the local presSU1'e, p.
r· dP=f.L[2+ ll~ Q(p)lD mlP) dzJpcIII 0 2 W B J B (9-12)
In order to integrate equation (9-12), the pressure dependence of the volumetric
flow .ate and power law factor must be detennined. The volumetric flow rate of the
nucleated solution can be determined by accounting for the specific volume of the
polymer/gas system, Vm, which is a strong function of the local pressure. In the case of
relatively low gas concentrations, the volumetric flow rate is given by equation (9-13),
where rhp is the polymer mass flow rate.
Q = ril vm == rilpvm (9-13)
Again using the approximation that the gas concentration is relatively low, the specific
volume of the polymer/gas system is given by the sum of the specific volume of the gas
phase relative to the polymer mass, vg/p;, plus the specific volume of the polymer matrix.
Neglecting any swelling of the polymer matrix due to the dissolved gas, the specific
volume of the polymer is given by the inverse of the neat polymer density, pp. In this
case, the volumetric flow rate is given by
(9-14)
*Altbough using tbe lubrication approximation, this analysis can be modified to accommodate gradual
tapers in aoss-sectional area where W=W(z) and D= B(z).
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To detennine vgIp, the gas within the cells can be meated as being in quasi-static
equilibrium and approximated as a perfect gas such that the total volume of the gas phase.
Vg, is given by
(9-15)
where mg is the mass of gas phase, R is the gas constant (equal to the universal gas
constant divided by the molecular weight of the gas), T is the absolute temperature. and Po
is the pressure of the gas phase. Here the gas phase in each cell is treated unifonnly
throughout the polymer/gas system. Mass conservation of the gas maintains that the mass
of gas phase must equal the mass of the total gas initially dissolved into the polymer, mT
less the mass of gas remaining in solution, Ms- Equation (9-15) then becomes
vg=(mT-mJRpT
8
(9-16)
The initial mass of dissolved gas is given by the initial gas concentration times the
polymer mass. The mass of the remaining dissolved gas can be approximated using
Henry's law (equation 3.1-21) assuming at any given instant the solution gas concentration
is unifonn and the system is in quasi-static equilibrium. Normalizing equation (9-16)
relative to the polymer mass then yields
v
vg/p= mg =(c.. - KJT) Pg) RpT
P . g
(9-17)
where Coo is the initial gas concentration and Kg is Henry's law constant. Inherent to
equation (9-17) is the assumption that at any given instant., a sufficient amOullt of gas has
diffused into the cells to establish a quasi-static equilibrium. Such a stale is typified by
uniform solution gas concentrations (i.e., no gas depleted regions around the cells).
Strictly spe~ing, this assumption does not hold, although it pro\·ides a useful
approximation in ob~ing an estimate of the pressure loss and flow rates in the nucleation
solution flows.
Based on the quasi-static approximation, the pressure of the gas phase can be
related to the local solution pressure using Laplace's equation (9-18) where the cells are
treated as having a uniform radius R, P is· the solution pressure. and 'Ybp is the surface
tension of the gas/polymer interface. Note that the unifonn cell radius is typically a
reasonable assumption in microcellular processing due to the narrow cell size distributions
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achieved with this technology. Inherent to equation (9.. 18) is the assumption that the cell
growth dynamics (as described by equations 3.3-8 through 3.3-11) are sufficiently rapid to
allow near-equilibrium conditions to be achieved at any given instanL In addition. it should
be noted that equation (9-18) treats the flow field as a viscous medium and neglects the
elastic energy of the polymer matrix. At higher melt temperatures, this is a reasonable
approximation f()r many polymers. An alternate to equation (9-18) would be to treat the
expanding matri:( as neo-Hookean and use the developments of Denecour and Gent (1968)
and Gent and Tc)mpkins (1969ab). t
(9-18)
Next, it is necessary to relate the radius of the cells back to the specific volume of
the gas phase;. 'fhis can be achieved using equation (9-19) for a known density of
nucleated cells, Pc (Remember that the cell density is determined by an independent
processing step.). Rearranging equation (9-19) yields the average cell radius given by
equation (9-J'!O).
[ 3P 1
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R= p v
4 7t Pc gIp
(9-19)
(9-20)
By combining equations (9-17), (9-18), and (9-20), an expression relating the gas phase
pressure and the solution pressure is derived and given by equation (9-21).
(9-21)
Calculating !he gas phase pressure for a given solution pressure, requires equation
(9-21) to be solved iteratively. precluding a closed form solution of equation (9-12).
t If tbe expanding cells are treated as baving thin shells of thickness, to, supporting the extensional
stresses, then Ihe relationship between the cell pressure and radius is given by (where G is the shear
modulus and Ro is the initial cell radius)
P/G=(2 tJRoX (RJR) - (lVRf) .
If the expanding ceDs are approximated as baving Ibick or infmire waIls, then the cell pressure is given by
P/G =5/2 - 2(RJR) - (112) (RJR)4 .
See Gent and Tompkins (1969ab) for similar expressions acrounting for tlIe pressure surrounding the cells.
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Therefore, a fmite difference technique can be used to solve equation (9-12). Using
Figure 9.4 as a reference, the slit flow can be divided into N elements of length Az. The
incremental pressure drop AP over element i+1 is then given by
API RI1 [ 2 + lin. Q.lD mfi Ii.z
1+1 2WB2 ~ B
and the total pressure at i+l is given by
Pi+1= Pi +APi+1
(9-22)
(9-23)
Equations (9-22) and (9-23) can be solved using the boundary condition that at the
slit exit, the solution pressure is given by P(x =L) =Pexit = PN. The solution to equations
(9-22) and (9-23) is accomplished by detennining the local gas phase pressure, Pg at the
solution pressure Pi via equation (9-21). Equations (9-10), (9-14), and (9-17) can then be
used to calculate the local power law coefficient, mfi, and the local flow r~te, Qi. The
values of mfi and Qi are then used to calculate the local pressure drop, APi+1, and the local
pressure, Pi+l, using equations (9-22) and (9-23). This iterative solution proceeds until
i equals N-l.
Pressure loss and flow rate estimates typical of nucleated solution flows during
shaping and cell growth operations are presented in Figure 9.5. The model parameters
used where for a polystyrene/C02 system having T = 150°C, Pp = 1.04 g1cm3,
Ybp = 0.0314 N/m (Wu, 1982), Pc = 1.5 x 109 cells/em3 , Ks = 0.003986
kg(C02)/kg(PS)MPa (Park, 1993), Coo = 0.05, rDp = 26 g1min, n = 0.29, and
m = 40750 Pa so. The slit dimensions used were B =0.3175 mm, W = 25.4 mm,
L =20.32 mm, and N =20 (i.e., L1z = 1.02 mm). The boundary condition used was
Pexit = 0.965 MPa (140 psi). This boundary condition is based on the findings of Han et
a1. (1976) and Han and Villamizar (1978). Han and coworkers measured pressure profiles
of polymer foam flows through various die geometries. Tllese measurements revealed exit
pressure losses equal to nearly 10% of the die entrance pressures.
Figure 9.5 demonstrates some of the important aspects of nucleated solution flows
during shaping and cell growth operations. Notice that the volumetric flow rate i~creases
parabolically along the slit length, and the solution pressure decreases non-linearly along
the slit leng~. In contrast, the neat polymer flow demonstrates a constant flow rate and a
linear decrease in pressure over the slit length. The pressure loss trends of Figure 9.5 can
be understood by looking back at equation (9-11). The decrease in pressure gradient along
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the slit length results from the decrease in the effective viscosity of the heterogeneous
polymer/gas matrix along the slit length. The viscosity decrease follows from the
expansion of the nucleated solution which reduces the effective area supporting the shear
stresses. In this case, the viscosity decrease is sufficiently large to overcome the
contributions of the increasing flow mte along the slit length. Notice from equation (9-11)
that an increasing flow rate tends to increase the pressure loss. The non-linear pressure
profiles predicted by this macroscopic treaunent of nucleated solution flow are supported
by the experimental findings of Han et ale (1976) and Han and Villamizar (1978). Han and
coworkers present pressure profile measurements in polymer foam flows indicating nOD-'
linear trends similar to those of Figure 9.5 with the exception of the pressure profiles near
the exit reported by Han et ale (1976) which show increased pressure gradients near the die
exit.
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Figure 9.5: Pressure loss andflow rate estimatesfor theflow ofa nucleated polymer/gas
solution through a slit.
9.2.2 Nucleated Flow With Post Gas Diffusion
In addition to the concurrent diffusion case presented above, it is important to
understand the limiting cases for the flow of nucleation polymer/gas solutions. Predicting
the limiting cases will provide a useful comparison for the intennediate models and will
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further illustrate the critical processing characteristics that need to be addressed in the
design of shaping and cell growth control devices.
As a limiting case, consider the flow of a nucleated polymer/gas system in which
only the gas present in the stable nuclei is available for expanding the cells (i.e., the post-
diffusion case). In this case, gas diffusion into the cells is treated as being very slow
compared with the flow rate during shaping' operations. All 'of the appreciable gas
diffusion occurs post-shaping. The analysis follows the same lines and is restricted by the
same assumptions of section 9.2.1. Again, the flow field of interest is a planar slit flow of
a nucleated polymer/gas solution as shown in Figure 9.4.
The gas phase present in the stable. nuclei can be detennined based on classical
nucleation theory (equations 3.2-4 and ~.2-5). For spherical nuclei, the critical radius size,
Rot is given by
• 21bp
R -r ---0 - APnuc (9-24)
where APnuc is the pressure change used to instigate the thermodynamic instability for
nucleation. The mass of the gas phase can then be determined by equating equations (9-15)
and (9-19) and substituting equation (9-24) for the solution conditions post-nucleation.
Immediately after nucleation, the solution temperature is Tn and the pressure of the gas
phase in the cells is Pgo =APnuc- The mass of the gas phase immediately after nucleation
is then given by
m = 4 1t Pc APDue [ 2 YbP]3 m
g 3 Pc R Tn APDue p. (9-25)
Substituting equation (9-25) into equation (9-15) yields the specific volume of the
gas phase relative to the polymer mass given by equation (9-26). The specific gas volume
applies at any point along the flow field under the assumption that the gas amount is fixed
at the nucleation stage.
(9-26)
In equation (9-26), T is the solution temperature during the slit flow which can be different
from the solution temperature at nucleation.
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Finally, an expression for the gas phase pressure as a function of the solution
pressure can be obtained by substituting equation (9-20) and (9-26) inro equation (9-18)0
p = p +AP [~ .MJDucfll3
g DUC T P
D 8
Equation (9-27) can then be used to evaluate the pressure of the gas phase as a function of
the local solution pressure. In order to determine' the local pressure change and the local
solution pressure via equations (9-22) and (9-23), equation (9-27) can be used to evaluate
the local gas phase pressure, Pg• Equation (9-26) can then be used to calculate the local
specific volume of the gas. The local volumetric flow rate and the local power law
coefficient can then be determined from equations (9-14) and (9-10). Finally, the pressure
loss and the volumetric flow rate profiles along the slit can be determined using the finite
difference technique discussed in section 9.2.1.
9.2.3 Nucleated Solution Flow With Complete Gas Diffusion
As a second limiting case, consider the flow of a nucleated polymer/gas system in
which all of the available gas has diffused into the cells prior to shaping or cell growth
operations (i.e., the pre-diffusion case)..In this case, gas diffusion into the cells is treated
as being very rapid compared with the flow rate, such that all of the available gas diffuses
into the cells prior to shaping. The analysis follows the same lines and restrictions of
section 9.2.1. Again, the flow field of interest is a planar slit flow of a nucleated
polymer/gas solution as shown in Figure 9.4.
By assumption, all of the available gas has diffused into the cells prior to the slit
flow. Therefore, the mass of the gas phase is constant throughout the shaping process. In
this case, the initial gas concentration is detennined independently by the solution fonnation
system, such that the mass of the gas is given by
(9-28)
The specific volume of the gas phase relative to the polymer mass is obtained by
substituting eq.uation (9-28) into equation (9-15).
V -c R TgIp- _p-
I
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In the case of complete ga~ diffusion, the local gas phase pressure can be obtained by
substituting equation (9-29) and (9-20) into equation (9-18) yielding
[ 3P rt13P=P+2~ pRT cg lop 4 11: P P 00 •c g (9-30)
Equation (9-31) Call then be used to evaluate the pressure of the gas phase as a
function of the local solution pressure. In order to determine the local pressure change and
the local solution pressure via equations (9-22) and (9-23), equation (9-30) can be used to
evaluate the local gas phase pressure, Pg. Equation (9-29) can then be used to calculate the
local specific volume of the gas. The local volumetric flow rate and the local power law
coefficient can then be determined from equations (9-14) and (9-10). Finally, the pressure
loss and the volumetric flow rate profiles along the slit can be determined using the finite
difference technique discussed in section 9.2.1.
9.2.4 Nuc;eated Solution Flow With ·Partial Gas Diffusion
A fmal case to consider for the flow of a nucleated polymer/gas solution is a
variation of that presented in section 9.2.2. In this case, the gas is assumed to diffuse into
the cells prior to slit flow creating a quasi-static equilibrium stale where the gas
concentrations are uoifonn and the mass of gas in the cells is uniquely determined by the
solution pressure at the inlet to the slit, Ps (i.e., the partial pre-diffusion case).
First, the gas mass available prior to entering the slit flow must be detennined. To
accomplish this, it is assumed that a quasi-static equilibrium condition is reached just
upstream of the slit where and equilibrium mass of gas has diffused into the cells and
unifonn gas concentrations have been achieved in the solution. Using Henry's law and an
initial gas phase pressure, Pgo, just upstream of the slit, the constant mass of the gas phase
is given by
(9-31)
Substituting equation (9-31) into equation (9-15) gives th~ specific volume of the gas
phase.
V
vg/p=ml ={Coo-KJT)Pgo)Rp TP g
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Using an analogous derivation of too gas phase pressure presented in section 9.2.1,
the initial gas phase pressure just upstream of the slit is given by equation (9-33) where Pa
is the solution pressure just upstream of the sliL Equation (9-33) can be used to detennine
the gas phase pressure when the inlet solution pressure, ~8' is known.
(9-33)
Similarly, the gas phase pressure at any point in the slit flow field is given by equation
(9-34).
(9-34)
Equation (9-33) can be used to evaluate the initial pressure of the gas phase at the
slit inlet using an estimated solution pressure at the slit inlet. Equation (9-34) can then be
used to evaluate the pressure of the gas phase as a function of the local solution pressure.
In order to detennine the local pressure change and the local solution pressure via equations
(9-22) and (9-23), equation (9-34) can be used to evaluate the local gas phase pressure, Pg.
Equation (9-32) can then be used to calculate the local specific volume of the gas. The local
volumetric flow rate and the local power law coefficient can then be detennined from
equations (9-14) and (9-10). Finally, the pressure loss and the volumetric flow rate
profIles along the die slit can be determined using the finite difference technique discussed
in section 9.2.1.
9.2.5 Comparison 01 Nucleated Solution Flow Models
In order to compare these four models, the parameters given in Table 9.1 for a
polystyreneJCCh system typical of microcellular polymer sheet extrusion were used. The
pressure profile results from the concurrent diffusion model (section 9.2.1), the post-
diffusion model (section 9.2.2), the pre-diffusion model (section 9.2.3), and the partial
pre-diffusion model (section 9.2.4) are plotted in Figure 9.6. Notice first that the post-
diffusion case (i.e., where only the nucleated gas phase is present during slit flow) and the
pre-diffusion case (i.e., where all of the solution gas is present in the gas phase) give the
upper and lower pressure loss limits for the nucleated solution flow. The total pressure
losses predicted by these limiting cases differ by 63%. The post-diffusion case is
interesting in that it has a constant pressure gradient similar to the neat polymer flow. From
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closer inspection of this case, it is found that the post-diffusio:! case and the neat polymer
flow are identical. This results from the assumption that the only the nucleated gas phase is
available for expanding the cells during slit flow. Since the nucleated gas phase has very
little volume, the initial cell size is quite small, which leads to large surface tension
contributions and negligible cell growth as the solution pressure decreases.
Table 9.1: Parameters used in the nucleated solution flow models.
On 1.04 wcm3
-
Yhn 0.0314 N/m
K" 0.004 k2(COVIk2(PS) MPa
n 0.29
m 40750 Pa SD
o~ 1.5 X 109 cells/em3
rhn 26wmin
Pexil 0.965 MPa (140 psi)
T 1500C
Tn 20Q°C
APnnc 22.75 MPa (3300 psi)
P~ 9.65 MPa (1400 psi)
Coo 0.05 k~(C02)Ik~(PS)
B 0.3175 mm
W 25.4mm
L 20.32 mm
A.z 1.02 mm
A similar situation holds for the partial pre-diffusion case where it is assumed
equilibrium concentrations exist prior to sJ.it flow and gas diffusion during slit flow is
negligible. This case also demonstrates a nearly constant pressure gradient. In addition,
notice that the pressure gradient is less than that of the post-diffusion case (the neat polymer
flow). The lower pressure gradient results from the finite cell size and specific volume of
gas phase existing upstream of the slit. The presence of these ceUs tends to lower the bulk
viscosity of the nucleated solution flow, which decreases the effective pressure gradient
over the slit. NotiCe further that initial signs of non-linearity are shown near the slit exit
where the pressure is low and cells expand quickly.
The pressure loss results for the concurrent diffusion and pre-diffusion cases both
show non-linear behavior with decreasing pressure gradients along the slit length. The
decreasing pressure gradients are indicative of the fact that the viscosity changes dominate
the pressure loss despite the fact that the flow rates increase along the slit length.
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f"igure 9.6: Pressure loss profiles for a planar slitpredict~d by the four nucleated solution
flow models.
Since the rationale of designing the die is to maintain small cell sizes during shaping
operations, it is important to compare the estimated average cell sizes for the four models.
The post-diffusion model estimates an average ceD radius at the slit inlet of 0.0021 JlID. At
the other limit, the pre-diffusion case estimates a cell radius of 4.0 J.lrn. The current
diffusion and partial pre-diffusion cases estimate entrance cell radii of 1.9 JlID and 2.2 Jlm,
respectively. Since the final cell size range for microcellular polymers is 10 to 20 Jlm,
initial shaping cell sizes around 2 Jlm should be sufficient to prevent degradation of the cell
density and therefore satisfy the pre-shaping cell growth control functional requirement.
The volumetric flow rate results for the four the nucleated polymer/gas solution
flow models are shown in Figure 9.7. Notice first, the limiting flow rates given by the
post-diffusion case and the pre-diffusion case. JOe post-diffusion case demonstrates a
constant flow rate equal to the neat polymer flow which results form the negligible
expansion of the nucleated gas phase during slit flow. In contrast, the pre-diffusion case
shows a rapid increase in flow rate over the slit length resulting from the expanding cells
which contain all the available gas. Notice further that the pre-diffusion case has an initial
flow rate which is twice that of the neat polym~r due to the larger initial cell size at the slit
entrance. The interntediate case of concurrent diffusion shows flow rate trends similar to
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the pre-diffusion case with slightly hager gradients near the slit exit due to the larger
expansion rates occurring for simultaneous gas diffusion. The other intermediate case of
partial pre-diffusion, where equilibrium conditions are reached prior to entering the slit and
no diffusion occurs in the slit, shows a more gradual change in the flow rate over the slit
length since the gas available to expand the cells is limited.
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Figure 9.7: Volumetric flow rate profiles for a planar slit predicted by the four nucleated
solution flow models.
The estimates of Figure 9.6 and 9.7 have a number of implications on the design of
shaping and cell growth control devices. In general, each of these cases can be associated
with a particular type of die design and system flow depending on a dimensionless
parameter consisting of the characteristic flow rate and the characteristic gas diffusion rate.
The characteristic flow rate of a fluid particle is given by
v Q
-1:::1-
L LA (9-35)
where L is the channel length and A is the c~annel cross-sectional area. The characteristic
diffusion rate is given by
(9-36)
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where the characteristic diffusion dista..~ is approximated by the center-to-center distance
between cells, Pc-2J3•
In general, one can associate the different flow cases with a particular foaming die
configuration ~ summarized in Table 9.2. Notice t at very high processing rates~ the
nucleated solution flow would tend to behave more like the post-diffusion flow of Figures
9.6 and 9.7.. This follows since at very high processing rates, the die flow occurs over a
much shorter time frame then that of gas diffusion into the cells. Por foaming die designs
having large post-nucleation channel volumes (Lpn Apn) and relatively small shaping
channel volumes (Ls As), the nucleated solution flow would tend to behave like the partial
pre-diffusion case. In this case, enough time is allowed for gas diffusion to equilibrate
prior to slit flow. However, during slit flow, velocities are sufficiently large to inhibit
appreciable gas diffusion. If the flow rates and diffusion rates are on the same order, then
the concurrent diffusion case would tend to estimate the correct pressure loss and flow
rates. Finally, under conditions where the flow rates are low and the flow channel volumes
(L A) are high, the-pre diffusion case wou.ld tend to estimate the correct pressure losses and
flow rates of nucleated polymer/gas solutions.
Table 9.2: Characteriza.ion ofnucleatedpolymer/gas solution flows for various foaming
die configurations. (Lpn andApn are the post-nucleation flow length and area
Ls and As are the post-shaping flow length and area.)
Characteristic Flow Rate
Characteristic Diffusion Rate Nucleated Solution Flow Case
Q »1 Post-Diffusion CaseLADp~
Q Q »12J3 «1 and Partial Pre-Diffusion CaseLpn Apn Dpe LsAIDp~
Q -1 Concurrent Diffusion CaseLADp~
Q «1 Pre-Diffusion CaseLADp~
Finally, it should be mentioned that the analysis of sections 9.2.1 through 9.2.4
applies equally well for tube flows. In this case, equation (9-37) is substituted for (9-11)
where D is the diameter of the tube. The so~ution to equation (9-37) proceeds in a similar
manner to me slit flow case where a finite difference technique is used to locally solve the
relative pressure loss and solution pressure. .
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(9-37)
9.2.7 Potential Cooling During Cell G~owth
A final consideration in modeling the shaping and cell growth of nucleated
polymer/gas solution flows is the potential of adiabatic cooling of the gas phase during free
expansion. The emerging polymer/gas solution flow from the die slit maintains a finite exit
pressure, Pexit, due to the stored elastic energy of the polymer matrix. Once outside the
die, the polymer matrix can relax allowing the pressure of the system to approach
atmospheric. These relatively small pressure chariges lead to significant specific volume
increases and can lead to adiabatic cooling of the gas phase. In order to estimate the
maximum cooling effect of the gas, this expansion process can be modeled as reversible
and adiabatic. For an ideal gas, this yields equation (9-38) where T is the absolute
temperature, v is the specific volume of the gas at the exit and fmal states, and k =Cplcv and
is the specific heat ratio of the gas. Based on the model estimates of section 9.2.5 for the
pre-diffusion and concurrent diffusion cases (with k = 1.29 for CO2), the 3diabatic gas
phase temperatures are -58°C and -63 °C for sn exit melt temperature of 150°C. For an
exit temperature of 200 °C, the adiabatic gas phase temperatures are -32°C and -38 °C for
the pre-diffusion and concurrent diffusion cases. Since the actual expansion process is not
reversible and is not likely to be adiabatic, these rough estimates represent lower limits and
serve only to demonstrate that some internal cooling can result from the final expansion
process which helps f.O constrain the post-shaping cell growth.
1" k 1 -final = ( Vexit) -
T -t VrmalCD
9.3 Shaping and Cell Growth 01 a Thick Filament
(9-38)
In order to verify the concept of shaping a nucleated polymer/gas solution flow, a
relatively simple geometry was selected capable of producing large diameter fllaments. The
predictions of the previous section indicate that shaping pressures on the order of 6.9 to
14 MPa (1000 to 2000 psi) are required to satisfy the pre-shaping ceil glliVlt~ c,\)ntro!
requirement. Using this pressure range as an acceptable design parameter range, a
nucleated flow analysis was performed for tube flow following the same lines as that of
section 9.2. Based on this analysis, the shaping and cell growth control die design of
Figure 9.8 was manufactured. This design consists of a nozzle nucleation device and a
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fIlament shaping die. This staged nozzle configuration provides for the necessary staged
pressure losses to maintairr: functional independence of the nucleation, cell growth, and
shaping requirements.
Next a critical experiment was run to verify the concept of shaping a nucleated
solution flow· using the extrusion system configuration of Figure 9.9 and the foaming die
of Figure 9.8. The process parameters for the experiment were: material =Novacor 101
PS, nozzle diameter =0.533 mm, nozzle length =6.35 mm, filament die diameter =1.04
mm, filament die length =12.7 mm, flow rate =23 glmin, die temperature =149°C,
estimated gas concentration = 6 %, nucleation pressure = 28.28 MPa (4100 psi), shaping
pressure = 6.89 MPa (1000 psi). The critical experiment was successful in demonstrating
the feasibility of continuous shaping of a nucleated polymer/gas solution. A typical
scanning electron microscope micrograph of the microcellular polystyrene thick filament is
shown in Figure 9.10 exhibiting an average cell size of 10 J.1rn and an average cell density
of 1 x IffJ cells/em3• The repeatability of these results was also experimentally verified.
A~--
A..--.--
Nucleation Nozzle
0.533 x 6.35 nun
Filament
Foaming Die
1.04 x 12.7 nun
A-A: Attached to Breaker PlatelFlow Stabilizer
Figure 9.8: Filament die and nozzJe design configuration used to v~rify the feasibility of
shaping a nucleatedpolymer/gas solution.
Finally for better understanding, the filament die result was categorized based on
Table 9.2. The thick fllament flow had a characteristic flow rate to diffusion rate ratio equal
to 9 (during shaping). Therefore, this die flow configuration tended to follow the post-
diffusion or the partial pre-diffusion case. Since the post-nucleation channel volume is
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re}atively large in this case, it is likely that the nucleated solution flow followed the partial
pre-diffusion case.
Foaming
IShaping
Die
Nucleation
Nozzle
----Regulated
Gas Supply
GasiSupercritical Fluid
Metering System
Polymer
Processing
System
--..--------....... ... ....
GaslPolymer
Solution Fonnation
System
Hopper
with
Pellets
Screw
Figure 9.9: Schematic a/the microcellular extrusion system usedfor the shaping and cell
growth control experiments.
9.4 Shaping and Cell Growth of a Planar Sheet
To further verify the concept of shaping a nucleated polymer/gas solution flow and
to demonstrate continuous microcellular sheet extrusion, a planer sh~t foaming die was
used. The die design was based on the analysis if section 9.2 which resulted in the
configuration shown in Figure 9.11.' This design consisted of a nozzle nucleation device
and a planar sheet foaming die. In this case, the nozzle provided the rapid pressure loss for
controlling cell nucleation and the die provided the initial sheet shaping and the shaping
pressure control. The foaming die design of Figure 9.11 also included a technique for
stabilizing cell growth. Cell growth stahilization is satisfied by maintaining close
temperature control of the die lips using the cooling pons located near the upper and lower
die lips.
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9. J(): Scanning l'/l'ctroll ,nicro.\'co/}(' nlicrographs (~r thl' exrru(/l'(/Illicro(.'{'//u/(/r
[J()/y.\'tyrlJ lll' thick. fila/ni'nt.
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Planar Sheet Foaming Die
A~-'"
A------
Nucleation Nozzle
Po 0.533 x 6.35 mm
Width: 25.4 mm
A-A: Attached to Breaker PlatelFlow Stabilizer
Figure 9.11: Planar sheet die and nozzle design configuration used to produce
microcellular sheets.
Next a critical experiment was run to verify the planar sheet processing system
using the extrusion system configuration of Figure 9.9 with the foaming sheet die of Figure
9.11. The process parameters for the experiment were: material =Novacor 103 PS, nozzle
diameter = 0.533 mm, nozzle length = 6.35 mm, slit heig~ht = 0.635 mm, slit
length = 20.32 mm, slit width =25.4 mm, flow rate ::: 26 g1min, die temperature = 150°C,
estimated gas concentration =5 %, Ducleation pressure =32.40 MPa (4700 psi), shaping
pressure = 9.65 MPa (1400 psi). The cooling medium used was a low pressure carbon
dioxide. The critical experiment was successful in demonstrating the feasibility of
continuous shaping of a nucleated polymer/gas solution. A typical scanning electron
microscope micrograrh of the microcellular polystyrene sheet is shown in Figure 9.12
exhibiting an aver&ge cell size 'If 11 Jlrn and an average cell density of 1.5 x 1()9 cellslcrn3.
The repeatability of these results was also experimentally verified.
Finally. it was interesting to compare the flow raie results of this foanling die
configuration with the analysis results of section 9.2. Figures 9.5 through 9.7
corresponding to the same flow parameters as the planar sheet extn1sion experiments
presented above. The comparison was made with the aid of Table 9.2. For the
microceUular sheet extrusion configuration,
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Figure 9./2: Scanning elt'ctroll microscope micrographs ofthe extmded microcel/ular
pol.v.\"tyrene p!anflr shlJet.
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Q -0.2LADp~
Therefore, the nucleated sheet die flow fell between the concurrent diffusion case and the
pre-diffusion case. Furthermore, notice that the shaping pressure achieved by the foaming
die, Ps = 9.65 MPa (1400 psi), was in reasonable agreement with the predicted values of
10 MPa and 11.5 MPa (1450 psi and 1670 psi) for the pre-diffusion and concurrent
diffusion flow configurations. Also, notice the predictions based on the neat polymer flow
over-predicted the actual pressure loss by 66%. Thus, the pressure loss estimates from the
nucleated solution flow models appeared to capture the major physics of the shaping and
cell growth processes to provide reasonable estimates for foaming die designs.
9.5 Summary
In this chapter, the shaping and cell growth control functions of the microcellular
sheet extrusion system design of chapter 7 were addressed. The principle of the basic
design was to shape a nucleated polymer/gas solution flow under pressure and close
temperature control. In this way, the initial cell growth was controlled so as to prevent
degradation of the nucleated cell density du~ing shaping. Two foaming die designs for
satisfying the initial shaping and cell growth requirements were presented. Critical
experiments were then performed which verified the concept of shaping a nucleated
polymer/gas solution. Moreover, these experiments demonstrated the feasibility of the
overall microcellular polymer sheet extrusion system design.
The feasibility of shaping a nucleated polymer/gas solution represenlCi a significant
advancement for microcellular plastics process technology. Through proper design of the
foaming die, nucleated solution flows can be shaped to arbitrary dimensions while
maintaining the functional independence of cell nucleation, cell growth and shaping. To
maintain functional independence, stringent pressure and temperature design specifications,
which supersede those of conventioni-ll foam processing, must be met by the foaming die
design. As a means of aiding the design process, a series of models were developed for
predicting pressure losses and flow rates of nucleated polymer/gas solutions. A
comparison of the model predictions and the actual foaming die design perfonnance
showed good agreement for limited data. Moreover, these relatively simple models capture
the major physics of the complicated two-phase flow field and Jlrovide a sound base from
which scale-up of the foaming die concept to industrial levels can be achieved.
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CONCLUSIONS
The goal of this work has been the design and development of a prototype
microcellular sheet extrusion system. As a first step, a comprehensive microcellular
processing characterization of amorphous and semi-crystalline polymers was performed
using a batch processing technique. This study demonstrated a new process technology for
semi-erystalline polymers which utilized processing temperatures below the melting point.
In the first phase of this process characterization~ the fonnalian of a gas and semi-
crystalline polymer solution was studied in the presence of a crystallizing matrix with
particular emphasis on the effects of viscoelasticity and crystallinity on microcellular
processing.
Based on the experimental characterization of gas dissolution with induced
crystallization, it appears that the degree of crystallinity can be controlled by the gas
saturation time and the gas concentration. Furthermore, it was revealed that the gas-
induced crystallization process occurs within the microcellular processing window once a
critical gas concentration is reached. For the PET/C02 systems studied, the critical gas
concentration was approximately 0.045 kg(C02)/kg(PET) at 20°C. Therefore, during
microcellular processing, it is important to consider the effects of gas-induced
crystallization if the gas concentrations achieved during saturation are in excess of a critical
concentration.
The visco~lastic .behavior characterization of polymer/gas solutions showed that
solutions of crystalline polymer and gas tend to have higher storage moduli compared with
their amorphous counterparts. In the transition region at 50°C, solutions of crystalline
PET and CO2 had a storage modulus twice that of comparable solutions of amorphous PET
and CO2. Moreover, it was found that for the PET/C02 systems the glass transition
temperature decreases linearly with gas concentration.
The gas-induced crystallization and the resulting change in viscoelastic behavior
played a major role in microcellular processing. This study showed that crystallization
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influences microcellular processing through its effects on (1) cell nucleation mechanisms
resulting in larger cell densities and (2) cell growth mechanisms resulting in smaller cell
sizes. In general, polymer crystallization increases the number of microvoids nucleated
which is attributed to heterogeneous nucleation contributions at the amorphous/crystal
interfaces. The semi-crystalline PET/C02 systems studied showed an increase in cell
density of two orders-oC-magnitude compared with the amorphous systems while the semi-
crystalline CPET/C02 systems showed an order-oC-magnitude larger cell density.
Additionally, it is shown that the cell growth process of the semi-crystalline PET systems
tends to be dominated by the viscoelastic behavior oC the PET/C02 solution due to the
relatively large matrix stiffness associated with the semi-crystalline systems. Moreover, the
large matrix stiffness appeared to be a major contributor to the smaller cell sizes observed in
the semi-crystalline PET resins. In contrast, the amorphous PET foams appeared to have
cell growth processes that are dominated by the gas diffusion rate due to the lower matrix
stiffness associated with these systems.
In the second phase of this batch processing characterization, the influence of the
major microcellular processing variables was studied for amorphous and semi-crystalline
polyiners. These results illustrated significant differences in the microcellular processing
characteristics of amorphous and semi-crystalline polymers. Moreover, these differences
in processing characteristics required the specification of independent process design
strategies. The amorphous polyesters studied revealed three narrow processing windows
and process design strategies. In contrast, the semi-crystalline polymers showed a broad
processing window suggesting a single process design strategy.
Specifically, it was found that both the amorphous PET and CPET exhibited similar
nucleation characteristics and therefore nucleation mechanisms. At low saturation
pressure£, these materials appeared to experience heterogeneous nucleation due to inherent
flaws. At higher pressures, both the amorphous PET and CPET showed a strong cell
density dependenCe indicating the activatiol! of additional nucleation sites and/or
homogeneous nucleation contributions. The semi-crystalline polymers also showed similar
nucleation mechanisms; however, the cell density dependence on the saturation pressure
was considerably less for the amorphous materials. In general, the semi-crystalline
polymers exhibited considerably higher cell densities than the amorphous polymers over
the range of saturation pressures studied.
Finally, it was found for the amorphous polymers that foaming temperatures near
the glass transition influenced the cell density, indicating thennally activated nucleation. In
245
Chapter 10
contrast, the semi-crystalline polymers exhibited a strong cell size dependence on foaming
temperature and a relatively independent cell density. The foaming temperature dependence
on the cell size is attributed to the v~oelastic behavior of the semi-crystalline polymers.
Using this batell processing characterization as a guide, a microcellular polymer
sheet processing system was synthesized based on a plasticating exLnJsion technique. In
this work, the axiomatic design principles were utilized to facilitate the design process.
These prinCIples provided an effective framework for synthesizing the system and
identifying tilt: critical process functions. The microcellular sheet extrusion system
represents one of the first reported applications of the axiomatic design principles to larger
scale physical systems (i.e., which span multiple hierarchy levels). In addition, this work
has identified some of the complexities involved in the design of large scale physical
systems such as inadvertent coupling of functional requirements and transient functional
requirements (i.e., the complexities associated with system start-up).
The hierarchical design of the microcellular sheet extrusion system was structured
such that each major process function was independently satisfied by a unique design
parameter or process variable. During the overall system design, three major process
functions were identified and considered in detail: (1) microcellular nucleation, (2) cell
growth control, and (3) shaping.
The principle of the microcellular nucleation system was to continuously nucleate a
high-pressure polymer/gas solution flow using a rapid pressure drop. Two design
strategies for satisfying this process requirement were presented. The first design used
nozzle configurations to rapidly decrease the solution pressure (frrst implemented by Park,
1993). Based on the critical experiments presented, this design configuration was very
effective for continuously nucleating homopolymer/gas solutions. Howevert designs
incorporating nozzle nucleation can suffer from a number of drawbacks including high
shear rates, potential turbulent jet flow, entrance vortex flow, and the flow instabilities
associated with melt fracture. Furthennore, the final shape of the nozzle flow (a filament)
has limited use as a final product and is not readily shaped into a desired geometry using
standard extrusion dies. The application of such conventional shaping operations can result
in serious degradation of the cell morphology.
For this reason, a new nucleation technique was developed called near-net shape
nucleation. The basic principle was to simultaneousl}' shape and nucleate a polymer/gas
solution flow having dimensions as close as possible to the final product. Two near-net
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shape nucleation designs were developed including a thin shee.t nucleation die and a tubular
film nucleation die. In addition, critical experiments were preformed which verified the
concept of near-net shape nucleation. Both the thin sheet and tubular film experiments
produced continuous microcellular polystyrene having cell densities on the order of 109
cells/cm3 and cell sizes on the order of 10 J.1II1. Moreover, the results of the tubular film
nucleation experiments demonstrated for the first time a technology for continuously
manufacturing microcellular films. The continuous production of films represents a
significant advancement in microcellular processing technology and paves the way for
product applications requiring thin, lightweight insulation or barrier components. It is also
important to note that the near-net shape nucleation concepts did not suffer from the same
flow instabilities associated with nozzle designs.
To aid in the design of a continuous nucleation system, two dimensionless groups
were derived. These dimensionless groups compare the kinetics of cell nucleation and cell
growth and provide a means for detennining the relative importance of these competing
mechanisms. In continuous melt processing, competition between cell nucleation and
growth can be significant, resulting in a decrease in the nucleated cell density. The
dimensionless groups derived serve as useful design criteria indicating that nucleation rates
should be maximized and diffusivities should be minimized. From a physical design
standpoint, these criteria translate into the use of rapid pressure losses Md low nucleation
temperatures. Moreover, these dimensionless groups illustrate the significant physical and
technological differences between Inicrocellular processing and conventional foam
processing, clearly demonstrating that conventional processing systems cannot be used for
producing microcellular structures.
Lastly, the critical microcellular foam processing functions of shaping and cell
growth control were addressed. The design of foaming dies was based on the principle of
shaping a nucleated polymer/gas solution flow under pressure and close temperature
control so as to minimize initial cell growth and prevent degradation of the nucleated cell
density. Secondary mechanical constraints, such as a conveyor assembly, can then be used
to impart post-shaping cell growth control and dimensional stability. Two foaming die
designs were presented including a filament shaping die and a planar sheet die. Critical
experiments were performed which verify th,~ concept of shaping a nucleated polymer/gas
solution using a staged pressure drop for cen growth control. Moreover, these experiments
demonstrated the feasibility of the overall microcellular polymer sheet extrusion system
design.
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The feasibility of shaping a nucleated polymer/gas solution represents a significant
advancement for microcellular plastics process technology. Through proper design of the
foaming die, nucleated solution flows can be shaped to arbitrary dimensions while
maintaining the functional independence of cell nucleation, cell growth, and shaping. To
maintain functional independence, stringent pressure and temperature design specifications
must be met by L;e foaming die design. As a mea-iS of aiding u'ie design process, a series
of models were developed for predicting pressure losses and flow rates of nucleated
polymer/gas solutions. A comparison of the model predictions and the actual foaming die
design perfonnance showed good agreement for limited data.
The importance of the design criteria and process models developed during the
course of this work should be emphasized. Although relatively simple, they capture the
critical physics which dominate 11ucleation, cell growth, and shaping operations in
continuous melt processing. Thert~fore, these models and criteria provide a means of
scaling the prototype process to industrial levels. Moreover, these criteria and models
provide considerable insight into the effects of the major design parameters and process
variables. Thus, they provide the necessary fou,it, jation for further design refinements,
analysis, and innovation.
In conclusion, the design and development of the prototype microcellular sheet
extrusion system represents a significant advancement in microcellular plastics technology
and may lead to the industrial production and commercialization of these innovative
materials in the near future. Moreover, this extrusion system provides a flexible
technology platfonn from which new microcellular processing technologies can be
developed.
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RECOMMENDATIONS
/
I
/
/
/
/
/
/
Based on the developments of this research, four areas for future work fe
recommended. The first concerns extending existing microcellular liucleation theorie to
achieve more accurate predictions of commonly observed in microcellular proce sing
characteristics. Secondly, the design and development of a system for controlling pst-die
cell growth and final sheet dimensions should be undertaken. Thirdly, the abilityfO scale
the microcellular extrusion system needs to be verified. Finally, it is recommended that the
microcellular extrusion technology platfonn, presented in this work, be extende1to include
other polymer processing techniques. .I
I
/
While existing microcellular nucleation theories, based on the cl~lcal approach,
provide a reasonable qualitative understanding of the effects of the majo'~ microcellular
processing variables, these theories do not yield reliable qltalltitative predictions nor do they
necessarily predict the trends shown by experimental results. For example, chapter five
illustrates that the current theories do not reflect the actual functional relationships between
the cell density, pressure, and temperature. In particular, for varying saturation pressure,
the experimental results show a linear trend while the theory predicts non-linear behavior.
It is clear that further contributions could be made in this area.
Some of the issues that must be addressed are that existing nucleation theories
assume the thermodynamic state change driving nucleation is isothermal. However, it is
not uncommon to change both the temperature and pressure to promote nucleation. This
should be reflected in microcellular nucleation theories. Moreover, existing theories
assume the polymer/gas system is saturated at nucleation. However, in continuous
processing, gas concentrations below the solubility limit can be injected into the flow.
Therefore, microcellular nucleation theories should be extended to better reflect the gas
solubility or gas concentration dependence on nucleation. Finally, it is necessary to
address the kinetics of nucleation with the understanding that nucleation is not
instantaneous as is typically assumed. In contrast, nucleation can take place over a finite
time period which is closely related to the time over which the solubility change occurs.
Moreover, the transient nucleation kinetics must be addressed where the number of stable
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nuclei fonned may differ from the number of detectable Aluclei. For example, Shi and
Seinfeld (1991) have presented a theoretical treatment of this subject which relates the
1lumber of stable nuclei fonned to the number of nuclei that grow to detectable sizes.
Next, to complete the overall microcellular sheet extrusion system, it is
recommended that the functional requirements of post-die cell growth control and final
cross-sectional dimension control be addressed. To satisfy these requirements, the used of
a conveyer assembly was suggested in chapter 9. The principle here is to use a mechanical
constraint to stabilize tile final cell growth and to impart the required dimensions on the
sheet.
Figure 11.1 demonstrates the need for post-die cell growth control and final cross-
sectional ciimension control. These micrographs demonstrate a characteristic buckling
which occurred for all of the microcellular sheets produced in this work. The buckling
creates a sinusoidal curving in the sheet over the width and results in a rippling of the sheet
surface. This structure is created when the sheet exits the die and expands in width (as well
as in thickness) generating transverse stresses in the polymer matrix. These stresses
exceed the local buckling limit. Using a mechanical constraint such as a conveyor
assembly would prevent this problem by constraining dimensional changes to the sheet
plane. By using cooling f(!lls, the stiffness of the polymer matrix can be increased and the
sheet dimensions stabilized.
Figure 11.1 also shows some evidence of over-expansion of the surface cells
resulting from the lack of post-die cell growth control. Again, a mechanical constraint can
be used to limit the expansion of surface cells by applying a surface pressure and by rapidly
cooling the sheet as it emerges from the foaming die~
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Figu.re JJ. J: &.~cann;ng electro/llllicr()graphs of the cross slJctions n.f near-nl" sho/Je (a)
sheet llnl/ (!J) flint
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Another important aspect of the sheet extrusion system that deserves serious
attention is the scaling of this technology to industrial levels. While current microcellular
technologies might be sufficient for some low-volume, high-value-added applications such
as specialty wire coatings, they do not meet the production requirements of high-volume,
low-value-added products. It is the authors opinion that significant contributions can be
made by addressing the complexities invol\'ed in scaling microcellular technologies to
industrial levels. For example, scale-up of the microcellular extrusion process requires
knowledge of the major processing functions and their relation to the critical process
variables and design parameters. It was the deliberate attempt in this work to develop
process models and design criteria which can be used as a foundation from which the
design vf larger scale microcellular processing systems can be developed.
Finally, it is recommended that the microcellular process technology platform be
extended to other widely used commercial polymer processing techniques. In this thesis, a
number of critical process variables and design parameters have been identified for
microcellular processing of polymer melts. This basic knowledge along with the process
models and design criteria form a knowledge base which can be used to extend the
microcellular processing platfonn to include molding, injection molding, and blow molding
to name just a few.
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APPENDIX A
EXPERIMENTAL
CONFIGURATION
OF THE MICROCELLULAR
EXTRUSION SYSTEM
The following page presents an itemized description of the microcellular extf!Jsion
system which was use used for the critical experiments of chapters 8 and 9.
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Item Description
1 Dayton Variable Speed DC Motor (lhp), Drive (208 rpm max.)
and Gears (-2:1 output to input)
2 C.W. Brabender 3/4 in., 25:1lJD, Model 2523, Vented Extruder with 3 Barrel Zones
3 C.W. Brabender Venting Screw Model 05-00-048A or Mixing Screw Model 05-00-051
4 Heaters with Temperature Controllers
5 Standard Barrel Vent (see item 2)
6 Porous Metal Flow Resistance Assembly Using a Mott Metallurgical Encapsulated
Restrictor # 5ססoo32
7 High Pressure Stainless Steal Shut-Off Valve
8 Chilled Stainless Steal Pressure Chamber (see Park, 1993)
9 Nupro Model SS-4TF-O.5 In-Line Gas Filter
10 Regulated Supply of Carbon Dioxide or Nitrogen
11 Omega Model FMX8441S Stainless Steel Static Mixer
12 Diffusion Chamber (see Park, 1993)
13 Flow Stabilizer ElemenVBreaker Plate
14 Nozzle
Ph Barrel Pressure Tap
Pd Diffusion Chamber Pressure Tap
Td Diffusion Chamber Melt Temperature
Po Inlet Nozzle Pressure
Tn Nozzle Melt Temperature
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APPENDIX B
DIMENSIONAL ANALYSIS OF
CELL NUCLEATION i.4ND
GROWTH KINETICS
B.l Competition Between Cell Nucleation and Growth
In this analysis, we are interested in determining the characteristic time for
nucleating additional cells subject to the competition for available gas while previously
nucleated cells grow, Atn. It is expected that the characteristic nucleation time is uniquely
d~tennined by:
atu =f (l ,N, D) (B-1)
where l is a characteristic distance over which adjacent nuclei compete for available gas, N
is the cell nucleation rate, and D is the gas diffusivity.
Next taking the units of time, t, and length, L, as a fundamental set, equations (B-
2) and (B-3) are obtained where the symbol [ ] is used to indicate the units of the quantity
enclosed. Equation (B-3) indicates that I and N have independent unites.
2
[I] =L. [N] =L~ t • [0] =~
(B-2)
(B-3)
The units of the remaining variable D can be expressed as a combination of the independent
set and is given by equation (B-4). Similarly, the units of the l:haracteristic nucleation time
are given by equation (B-5).
(8-4)
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(B-5)
Based on equations (B-4) and (B-5), the dimensionless fonns of the diffusivity and
characteristic nucleation time are given by equations (B-6) and (B-7), respectively. It
follows that the characteristic nucleation time is function of a single dimensionless quantity
ofDlNl5.
D·=~
N I 5 (B-6)
(B-7)
A physical interpretation of the dimensionless quantity, DlNl5, can be obtained by
looking at two characteristic time factors. For nucleation, a characteristic time factor is
derived from equation (B-7) and given by equation (B-8).
1~ln---
N 1 3
(B-8)
The second characteristic time is for gas diffusion over the length 1and is given by equation
(B-9).
(8-9)
Taking the ratio of these time factors yields the relation of (B-10) for the situation where
this is negligible competition between cell nucleation and growth.
(8-10)
It follows then that the physical interpretation of the functional dependence of Atp (equation
B-7) is given by:
Characteristic Nucleation Time « 1
Characteristic Diffusion Time ·
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(B-1 1)
BIOGRAPHICAL NOTE
Daniel F. Baldwin was born in Fort Collins, Colorado in 1965. He received the
B.S.E. degree in Mechanical Engineering from Arizona State University in 1988 and the
S.M. degree in Mechanical Engineering from the Massachusetts Institute of Technology in
1990. His master's research dealt with the development of algorithms and software tools
for the generation of mechanical assembly sequences. He began his doctoral studies in
Mechanical Engineering at MIT in 1990 with a minor in computer science.
He has worked as a software analyst for Colorado Stat~ University critiquing
educational software packages and as a research assistant at Colorado State University on
robotic assembly systems. In 1987, he worke·d as an engineering intern for Mitsubishi
Electric, Yokohama Japan, on Japan's fifth generation computer project. In addition, he
served as the research manager for the MIT-Industry Microcellular Plastics Consortium and
Research Group during his doctoral studies.
After completing his doctoral studies, Daniel Baldwin will be joining the faculty of
The George W. Woodruff School of Mechanical Engineering at the Georgia Institute of
Technology. In 1994, prior to joining the Georgia Tech faculty, he will be on the technical
staff of AT&T Bell Laboratories in Princeton, New Jersey working in the area of
microelectronics miniaturization and assembly.
Daniel Baldwin is a member of Tau Beta Pi, Pi Tau Sigma, Phi Kappa Phi, Sigma
Xi, SME, SPE, IEEE, ASEE, and ASME, and he is a registered engineer-in-training in
:.~..
Arizona. He is also holds one patent and has three pending ·patents.
267
