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ABSTRACT. A version of mirror symmetry predicts a ring isomorphism between quan-
tum cohomology of a symplectic manifold and Jacobian algebra of the Landau-Ginzburg
mirror, and for toric manifolds Fukaya-Oh-Ohta-Ono constructed such a map called
Kodaira-Spencer map using Lagrangian Floer theory. We discuss a general construction
of Kodaira-Spencer ring homomorphism when LG mirror potential W is given by J-
holomorphic discs with boundary on a Lagrangian L: We find an A∞-algebraB whose
m1-complex is a Koszul complex for W under mild assumptions on L. Closed-open
map gives a ring homomorphism from quantum cohomology to cohomology algebra of
B which is Jacobian algebra of W .
We also construct an equivariant version for orbifold LG mirror (W, H). We construct
a Kodaira-Spencer map from quantum cohomology to another A∞-algebra (BoH)H
whose cohomology algebra is isomorphic to the orbifold Jacobian algebra of (W, H) un-
der an assumption. For the 2-torus whose mirror is an orbifold LG model given by Fer-
mat cubic with a Z/3-action, we compute an explicit Kodaira-Spencer isomorphism.
1. INTRODUCTION
Let X be a symplectic manifold with a possibly immersed Lagrangian submanifold L
on it. Fukaya, Oh, Ohta and Ono defined an A∞-algebra for L in [17] (Akaho-Joyce [2]
for immersed case) as well as a potential function WL : Y →Λ on its deformation space
Y using J-holomorphic discs. Suppose L is essential in X in the sense that it generates
Fukaya category of X , or more informally L is a representing Lagrangian object for the
skeleton of X \D for a choice of anti-canonical divisor D of X . Then WL may be taken as
a mirror Landau-Ginzburg model for X ([3]). Main examples are Lagrangian torus fibers
in toric manifolds [14], [17], and Seidel Lagrangian in orbi-sphere P1a,b,c [28],[20], [9].
Higher dimensional analogue of the latter example is an immersed sphere constructed
by Sheridan in higher dimensional pair of pants [29] or in Fermat type hypersurfaces
[30] although weakly unobstructedness of L in these cases are not yet proved in general.
Once WL is constructed from Maurer-Cartan equation of L⊂ X , the first author with
Hong and Lau constructed a canonical A∞-functor from Fukaya category of X to the
matrix factorization A∞-category of W , called a localized mirror functor [9, 10]. This
functor is constructed as a curved version of Yoneda embedding relative to a fixed La-
grangian L, called reference Lagrangian. Hence the construction of the functor is based
on Fukaya category operations and provides a geometric way to understand homologi-
cal mirror symmetry between these mirror pairs at hand.
Let us turn our attention to closed string mirror symmetry. Historically, closed string
mirror symmetry between quantum cohomology and Jacobian algebra of W (or their
Frobienius manifolds) has been proved much earlier (Batyrev [4], Givental [21], Iritani
[23] and so on) than homological mirror symmetry. These approaches are based on
study of Gromov-Witten invariants and Picard-Fuchs equations.
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Fukaya, Oh, Ohta and Ono [18] introduced a Lagrangian Floer theoretic approach to
study closed string mirror symmetry. Namely, they constructed a geometric map, called
Kodaira-Spencer map from quantum cohomology to Jacobian algebra of W in the case
of toric manifolds, and T n-action plays an essential role there. Here Jacobian algebra of
W (which is also called Milnor ring) is a polynomial algebra modulo the ideal generated
by the partial derivatives of WL. Recently, Amorim, Hong, Lau and the first author [1]
generalized their construction to the case of P1a,b,c orbifold by using Z/2-action instead
of T n-action.
In this paper, we define Kodaira-Spencer ring homomorphism in much more gener-
ality, including the case of any weakly unobstructed Lagrangian torus L in a symplec-
tic manifold M with Lagrangian Floer potential WL. The main idea is to replace Jaco-
bian ring with the Koszul complex of WL, which can be geometrically constructed from
Maurer-Cartan theory of the Lagrangian submanifold.
Kodaira-Spencer map provides a nice geometric explanation for the isomorphism
between complicated quantum multiplication and a trivial multiplication in Jacobian
algebra, which can be easily extended for bulk deformations. Also, as shown in [18],
this provides a natural setting to compare Poincaré duality pairing of symplectic mani-
folds and residue pairing of WL in complex geometry. More recently, we have shown in
[13] that these two pairings are conformally equivalent with conformal factor given by
the ratio of quantum volume form and classical volume form of L. The results of [13]
was restricted to the case of toric manifolds and P1a,b,c due to the absence of general
Kodaira-Spencer map. Therefore, the construction in this paper can be used to prove a
generalization of the results in [13] for the cases of (M ,L) satisfying Cardy relations.
Often mirror symmetry involves a finite group symmetry. In the very first example of
Fermat quintic 3-folds [8] as well as in more recent works of Seidel [27], [28] and Sheri-
dan [29] such symmetry plays an important role for the proof of HMS conjecture. In
this paper, we will consider a closed string mirror symmetry between QH∗(X ) and orb-
ifold Jacobian algebra Jac(W,Ĝ). As far as the authors know, there has been no known
examples, partly because the product structure of Jac(W,Ĝ) is just beginning to be un-
derstood. Let us suppose that Ĝ is a finite abelian group acting linearly on variables and
W is a Ĝ-invariant polynomial. Orbifold Jacobian algebra Jac(W,Ĝ) is easy to describe
as a module, which is given by the Jacobian algebra of W restricted to the fixed part of
χ-action for each χ ∈ Ĝ (see Definition 3.2). But it has quite an interesting and mysteri-
ous product structure, which has been the focus of several interesting recent works (see
[6], [7], [22], [32]).
In this paper, we will define an equivariant version of Kodaira-Spencer map, namely a
ring homomorphism from quantum cohomology to the orbifold Jacobian algebra under
some assumption on the Lagrangian. We will describe an explicit equivariant Kodaira-
Spencer isomorphism for T 2 at the end.
Let us give more detailed summary of our construction and precise theorems. We
first recall the idea behind the construction of Kodaira-Spencer map by Fukaya-Oh-
Ohta-Ono. Recall that closed-open map in A-model usually defines a map from quan-
tum cohomology of X to a Hochschild cohomology of Fukaya category of X . Fukaya-
Oh-Ohta-Ono observed that instead of the full Hochschild cochains, one may focus
on the cochains with no input and one output, coming from holomorphic discs with
boundary on a Lagrangian torus fiber L. Since Lagrangian L is given by an orbit of T n-
action, there is a free T n-action on the moduli space of holomorphic discs with at least
one boundary marked point. Given α ∈QH∗(X ), the (virtual) evaluation image on L of
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J-holomorphic discs which intersect α ∈QH∗(X ) in the interior is always a multiple of
fundamental class [L] (from T n-action) and ks : QH∗(X )→ Jac(WL) is defined by read-
ing the coefficient of [L]. But unfortunately simple dimension counting of closed-open
map shows that the image of a closed-open map is not expected to become a multiple
of [L] in general and this was the main obstacle to define Kodaira-Spencer map beyond
the above examples.
A key idea is to replace Jacobian algebra by an associated Koszul complex and to ob-
serve that MC formalism of L provides such a complex under a mild assumption on
Lagrangian L. More precisely, given an A∞-algebraA of L, we define a new A∞-algebra
B by tensoring Λ[x1, · · · , xn] and by considering an A∞-operation mbk for the family of
weak MC elements b =∑xi Xi . The cohomology ofB is isomorphic to Jacobian ring of
WL under a simple assumption 4.4, which states that for A∞-algebraA , degree one co-
homology classes X1, · · · , Xn generate the cohomology algebra H∗(A ) of rank 2n . This
assumption is satisfied for any Lagrangian torus in a symplectic manifold or Seidel La-
grangian in P1a,b,c .
With this setup, we use the closed-open map with boundary deformation by MC ele-
ments b to define a ring homomorphism
ks : QH∗(X )→H∗(B)al g .
Here we denote by H∗(B)al g the cohomology algebra of the complex (B,mb1 ) with an
associative product v ·w := (−1)|v |mb2 (v, w).
Our setup enables us to apply the construction of Fukaya, Oh, Ohta and Ono [18]
( small modification of [1]) to define a general (localized) Kodaira-Spencer map. Note
that we do not require any symmetry on L other than its weakly unobstructedness.
Theorem 1.1 (Theorem 8.1). Let L be an object of Fukaya category of M and letA (L) be
its Fukaya algebra, with bounding cochain b and potential function W . Denote byB(L)
the A∞-algebra constructed in Definition 4.1. There is a Kodaira-Spencer map which is a
ring homomorphism
ks : QH∗(M ,Λ)→H∗(B(L))al g .
Under the Assumption 4.4, H∗(B(L))al g is isomorphic to Jac(WL) by Proposition 4.8.
We remark that further geometric investigation is needed to show that ks is an iso-
morphism. In the case of [17], the images of toric divisors under ks is analyzed to
prove an isomorphism property. In [1], authors had to enlarge the domain of Landau-
Ginzburg mirror (valuations of variables in a Novikov field) to make ks an isomorphism.
Let us move on to the equivariant cases. Let X be a symplectic manifold with a finite
symmetry group G . Then the quotient [X /G] is a symplectic orbifold. Suppose we have
a possibly immersed Lagrangian submanifold L on [X /G] such that it has embedded
Lagrangian lifts L˜ in X . By applying the previous construction on L ⊂ [X /G], we obtain
a Fukaya A∞-algebra for L with a potential function WL : Y → Λ. Dual group Ĝ natu-
rally acts on Y leaving W invariant and we obtain the mirror Landau-Ginzburg orbifold
(WL ,Ĝ). Here the action of χ ∈ Ĝ on the mirror variable xi is determined by the change
of branchs of L˜ for the corresponding Lagrangian intersection Xi (Definition 6.16).
Now, suppose L¯ is essential in [X /G] and then the mirror of the orbifold [X /G] should
be the LG model W := WL . Also the mirror of X should be the orbifold LG model
(W,Ĝ). In this setup, the first author together with Hong and Lau constructed homolog-
ical mirror symmetry functor ([9],[12]). Namely, there exist a localized mirror functor
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F L¯ : Fu([X /G])→MF A∞ (W ). Here we define Fu([X /G]) to be G-invariant part Fu(X )G .
There is also an upstairs localized mirror functor
F L˜ : Fu(X )→MF A∞
Ĝ
(W )
to the Ĝ-equivariant matrix factorization category of W (see [12] for more details).
In this paper, we find a direct connection of orbifold Jacobian algebra to symplectic
geometry. Namely, we define a Kodaira-Spencer map from quantum cohomology to the
orbifold Jacobian algebra, which is an equivariant version of Theorem 1.1. We will define
an A∞-algebra B(L)o Ĝ and an additional Ĝ-action on it and define an equivariant
version of Kodaira-Spencer map.
Theorem 1.2 (Theorem 8.2). Suppose the Lagrangian L ⊂ [X /G] and its potential func-
tion W is given as above. There is a Kodaira-Spencer map which is a ring homomorphism
ks : QH∗(M ,Λ)→H∗((B(L)oĜ)Ĝ )al g . (1.1)
We prove that under suitable assumption, H∗
(
(B(L)oĜ)Ĝ
)
al g is isomorphic to orb-
ifold Jacobian algebra.
Theorem 1.3 (Theorem 7.1). We have
H∗
(
(B(L)oĜ)Ĝ
)
al g
∼= Jac(W,Ĝ).
under the following Assumption 5.1 on a reference Lagrangian L (which is L in this case)with
potential function W (x):(
C F (L,L)⊗Λ[x1, · · · , xn , y1, · · · , yn],mb(x),b(y)1
)
(1.2)
defines a matrix factorization of W (y)−W (x) and it is isomorphic to the Koszul matrix
factorization for the regular sequence (y1−x1, · · · , yn −xn).
Let us first explain the Assumption 5.1. Conjecturally, the Assumption 5.1 for an es-
sential Lagrangian L ⊂ M may be formulated as a correspondence between geometric
diagonal ∆ ⊂ M−×M and an algebraic diagonal of W (y)−W (x) which is the kernel of
identity functor of matrix factorization category MF (W ). Therefore, we expect this as-
sumption to hold in such cases. We hope to discuss this in more detail elsewhere. In
this paper, we show that monotone Lagrangian tori in a symplectic manifold as well as
Seidel Lagrangian in P1a,b,c satisfies this assumption 5.1 more directly.
Let us also briefly explain the idea of the proof of the above theorem 7.1. The semi-
direct product A∞-algebra (B(L)o Ĝ) concerns Maurer-Cartan data of the Lagrangian
lifts L˜, while keeping the same variables (x1, · · · , xn). We apply localized mirror functor
relative to the reference (L,b(y)) to obtain the matrix factorization (1.2) of W (y)−W (x).
The rest of the construction is to consider the additional Ĝ-action to compare it with
the equivariant Kernel ∆Ĝ×ĜW for matrix factorization category.
We give an explicit example. It turns out that ks for a symplectic torus T 2 is already
non-trivial. Recall that Polishchuk-Zaslow [25] explained the HMS of T 2 from the point
of view of Strominger-Yau-Zaslow formalism[33] that mirror pairs are obtained as dual
torus fibrations. In [9] (following the work of Seidel [28]), the Z/3-quotient of T 2 and a
Seidel Lagrangian L ∈ [T 2/Z/3] was considered. In [9], L is shown to be weakly unob-
structed with a potential function
W =−φ(q)i (x31 +x32 +x33)+ψ(q)i x1x2x3.
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Here φ,ψ are power series in q given in (10.1). Localized mirror functor provides an
explicit HMS equivalence in this case.
We prove the following theorem, by computing the Kodaira-Spencer map and com-
paring with the algebraic generators of orbifold Jacobian algebra by Shklyarov [32].
Theorem 1.4. A Kodaira-Spencer ring isomorphism ks : QH∗(T 2,Λ) → Jac(W,Z/3) is
given by
ptT 2 7→
1
24
q
∂W
∂q
,
lχ :=−iγ · [Ch]− χˇ[Cv ]
χˇ−1 7→ ξχ,
lχ2 :=−iγ ·
[Cv ]− χˇ[Ch]
χˇ−1 7→ ξχ2 .
Here γ is a modular form
γ= ∑
k∈Z
(−1)k i q (6k+1)2 .
The organization of this paper is as follows. We first review the notion of a ker-
nel for a functor between categories of matrix factorizations in Section 2. The kernel
∆W for the identity functor id : MF (W ) → MF (W ) is a Koszul matrix factorization and
Hom(∆W ,∆W ) describes the Hochschild cohomology of MF (W ), or the Jacobian ring
of W . We review the algebraic definition of orbifold Jacobian algebras in Section 3 fol-
lowing Shklyarov [32]. In section 4, we explain how to use Maurer-Cartan formalism of
A∞-algebra A by Fukaya-Oh-Ohta-Ono to define a new A∞-algebra B. We describe
Assumption 4.4 which implies that the cohomology algebra of B is isomorphic to Ja-
cobian algebra of the superpotential W ofA . And we define Floer theoretic kernel ∆F l
using assumption 5.1. In section 5, we show that monotone Lagrangian torus as well as
Seidel Lagrangian inP1a,b,c satisfies this assumption 5.1 (which implies 4.4). In section 6,
we give an equivariant analogue of the construction in section 4. From an A∞-algebra
A˜ with finite group G-action, we define a new A∞-algebraBoĜ , by studying equivari-
ant version of Maurer-Cartan formalism. In section 7, we show that H∗
(
(BoĜ)Ĝ
)
al g is
quasi-isomorphic to orbifold Jacobian algebra under the assumption 5.1. For the proof,
we use the notion of equivariant Kernel∆Ĝ×ĜW and show that the A∞-algebra (BoĜ)
Ĝ is
shown to be A∞-quasi-isomorphic to homMF A∞ (W (y)−W (x))(∆Ĝ×ĜW ,∆
Ĝ×Ĝ
W ) whose coho-
mology algebra (in dg sign convention) is isomorphic to the orbifold Jacobian algebra.
In section 8, we construct Kodaira-Spencer map from quantum cohomology to coho-
mology algebra ofB or (BoĜ)Ĝ . In section 9, we review the construction of Shklyarov
so that we can match our construction to that of [32]. In section 10, we illustrate our con-
struction to compute the Kodaira-Spencer map for T 2 using geometric construction. In
Appendix A, we write the algebraic computation of the orbifold Jacobian algebra for the
mirror of T 2.
Notation 1.5. We introduce a few notations. Here k is a base field. For mirror symmetry
k is Novikov field Λ over Cwhich is algebraically closed with a valuation ν :Λ→R.
R := k[x1, · · · , xn],
Re := k[x1, · · · , xn , y1, · · · , yn],
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Λ0 :=
{ ∞∑
j=1
a j T
λ j | a j ∈C, λ j ∈R≥0, lim
j→∞
λ j =∞
}
,
Λ :=Λ0[T−1], Λ+ :=
{ ∞∑
j=1
a j T
λ j ∈Λ0 |λ j > 0
}
,
ν(
∞∑
j=1
a j T
λ j ) :=min
j
(λ j ).
Here R and Re are suitably completed when k =Λ. For example R (for k =Λ) is the
convergent power series ring which is the set of elements∑
i1,··· ,in≥0
ci1,··· ,in x
i1
1 · · ·xinn
such that the elements ci1,··· ,in ∈Λ satisfies limi1+···+in→∞ν(ci1,··· ,in )=∞.
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2. KERNELS FOR MATRIX FACTORIZATIONS
Let us recall our basic set-up for matrix factorization category. Let W be an element
in R = k[x1, · · · , xn] for an algebraic closed field k of characteristic 0. We assume that W
has only isolated singularity at the origin.
Definition 2.1. A matrix factorization of W is a Z/2-graded projective R-module P =
P0⊕P1 together with a morphism d = (d0,d1) of degree 1 such that
d 2 =W · id.
A morphism φ : (P,d) → (Q,d ′) of degree j ∈ Z/2 is a map of Z/2-graded R-modules of
degree j . Define
Dφ := d ′ ◦φ− (−1)|φ|φ◦d
and define the composition of morphisms in the usual sense. This defines a dg-category
of matrix factorizations (MF (W ),D,◦).
This dg category can be turned into an A∞-category MF A∞ (W ) as follows:
Definition 2.2. The A∞-category MF A∞ (W ) has the same set of objects as (MF (W ),D,◦).
homMF A∞ (W )(E ,F ) := homMF (W )(F,E),
m1(Φ) :=DΦ, m2(Φ,Ψ) := (−1)|Φ|Φ◦Ψ, (2.1)
and mk = 0 for any other k.
We still denote a morphism Φ ∈ homMF A∞ (W )(E ,F ) as Φ : F → E .
Remark 2.3. Conversely, given an A∞-algebraC with m0 = 0, its m1-cohomology H∗(C )
has an induced associative algebra structure ◦ given by
Φ◦Ψ := (−1)|Φ|m2(Φ,Ψ).
To emphasize that we need this additional sign, we will denote such cohomology alge-
bra as H∗(C )al g .
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There is a class of matrix factorizations, called Koszul matrix factorizations, which
play a central role in the theory. Let I be an ideal of R generated by a regular sequence
(b1, · · · ,bn), and suppose that W ∈ I . Let (a1, · · · , an) be elements of R such that
W =
n∑
i=1
ai ·bi .
Definition 2.4. The n-th graded Clifford algebra is
Cln := k[θ1, · · · ,θn ,∂θ1 , · · · ,∂θn ], |θi | = −1, |∂θi | = 1 for all i
together with relations
θiθ j =−θ jθi , ∂θi ∂θ j =−∂θ j ∂θi , ∂θi θ j =−θ j∂θi +δi j . (2.2)
From the regular sequence {~b}, the associated Koszul complex is defined as follows.
K • = (k[θ1, · · · ,θn]⊗R, s0), with s0 =∑
j
b j∂θ j . (2.3)
The Koszul matrix factorization for {~a,~b} is defined as (K •,δ
)
, where
δ= s0+ s1, with s1(α)=
n∑
j=1
a jθ j ·α.
It is a result of Eisenbud that this Koszul matrix factorization corresponds to the stabi-
lization of R/W -module R/I (see Proposition 2.3.1 of [26] for example). Note that corre-
sponding module R/I does not depend on the choice of a regular sequence~b generating
I nor ~a.
We recall a few results using derived Morita theory of matrix factorizations.
Definition 2.5 ([34]). LetA be a dg category. The Hochschild cochain complex of A is
defined as
C∗(A ,A ) := homRHomc (A ,A )(IdA , IdA )
where RHomc (A ,A ) is the dg category of continuous functors fromA to itself.
By modifying results in [34] for differentialZ/2-graded categories and applying them
to matrix factorizations, Dyckerhoff showed the following.
Theorem 2.6 ([15]). There is a quasi-equivalence between two dg categories
RHomc (MF (R,W ), MF (R
′,W ′))'MF (R⊗k R ′,−W ⊗1+1⊗W ′). (2.4)
In the case that (R ′,W ′) = (R,W ), identity functor IdMF (R,W ) corresponds via the above
quasi-equivalence to a matrix factorization, that is given by a resolution of
R ∼=Re /(y1−x1, · · · , yn −xn)
as an Re /(W (y1, · · · , yn)−W (x1, · · · , xn))-module.
Definition 2.7. ForF ∈RHomc (MF (R,W ), MF (R ′,W ′)), the corresponding matrix fac-
torization under the quasi-equivalence (2.4) is called a kernel forF .
We remark that a kernel for identity functor is not unique. We take the following
Koszul matrix factorization and denote it by ∆W . For j = 1, · · · ,n, define polynomials
∆ j W ∈Re (also written as ∇x→(x,y)j (W ) later) by
∆ j W :=
W (x1, · · · , x j−1, y j , · · · , yn)−W (x1, · · · , x j , y j+1, · · · , yn)
y j −x j
.
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Then we have
W (y1, · · · , yn)−W (x1, · · · , xn)=
n∑
j=1
∆ j W · (y j −x j ), (2.5)
From now on, we write W (x)=W (x1, · · · , xn), W (y)=W (y1, · · · , yn) for simplicity.
Corollary 2.8. We have
C∗(MF (R,W ), MF (R,W ))' homMF (Re ,W (y)−W (x))(∆W ,∆W ).
Now, let us recall the notion of equivariant matrix factorizations. Let H be a finite
group, and suppose H acts on R and that W is invariant under this action.
Definition 2.9. An H-equivariant matrix factorization of W is a matrix factorization
(P,d) where P is equipped with an H-action, and d is H-equivariant. An H-equivariant
morphism φ between two H-equivariant matrix factorizations (P,d) and (Q,d ′) is an
H-equivariant morphism of Z/2-graded R-modules P and Q.
It is well-known that H-equivariant matrix factorizations with H-equivariant mor-
phisms also form a differential Z/2-graded category MFH (W ).
Example 2.10. Let R =C[z] with the polynomial W = zn . Define aZ/n-action by setting
[1] · z = ξz for an nth root of unity ξ and [1] ∈Z/n, which preserves W . For any k (where
0 ≤ k ≤ n), we can define a matrix factorization given by P0 = R〈e〉 and P1 = R〈o〉 with
d0(e)= zk o,d1(o)= zn−k e. For any 0≤ l < n, we can set
[1] ·e = ξk+l e, [1] ·o = ξl o
to give a Z/n-equivariant structure to this matrix factorization (P•,d•).
Let us explain the equivariant structure of ∆W following Section 2.5 of [26]. Suppose
a finite group H acts on R = k[x1, · · · , xn], hence H also acts diagonally on Re . ∆W can
be modified to produce a H-equivariant matrix factorization ∆HW as follows. Define H-
action on θ1, · · · ,θn to be the same as that on x1, · · · , xn which induces H-action on {∂θi }.
This defines an action on the module part of∆W . For δ= s0+s1, note that the expression
s0 =∑i (yi − xi )∂θi is H-invariant. Taking H-averaging of s1 =∑ j (∆ j W )θ j , we obtain a
new s1, which defines an H-equivariant modification ∆HW . Observe that if we forget the
H-action, then it is isomorphic to ∆W .
Now ∆HW can be used to produce an H ×H-equivariant matrix factorization (analo-
gous to diagonal {(x, y) | x = y} versus orbifold diagonal⋃h∈H {(x, y) | hx = y}).
Theorem 2.11. [26] Let ∆W be a kernel for IdMF (W ) and ∆HW = (Re [θ1, · · · ,θn],d(x, y)) be
its H-equivariant modification. Then the following is a kernel for IdMF HA∞ (W )
;
∆H×HW :=
⊕
h∈H
(
Re [θ1, · · · ,θn],d(hx, y)
)
which is an H ×H-equivariant matrix factorization of W (y)−W (x).
Notation 2.12. For an R-module M , Let r v be an element in M with r ∈ R. We distin-
guish the action on the generator v by ρ as follows:
h · (r v)= (h · r )ρ(h)v.
We explain H ×H-equivariant structure of ∆H×HW by describing the action of h1×h2.
Denote each summand of ∆H×HW by
∆hW :=
(
Re [θ1, · · · ,θn],d(hx, y)
)
.
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For an element r (x, y)v ∈∆hW ,
(h1×h2) · (r (x, y)v) := r (h1x,h2 y)ρ(h2)v ∈∆h1hh
−1
2
W . (2.6)
Then the H ×H-equivariance of ∆H×HW is verified as follows:
(h1×h2) ·
(
d(hx, y)(r (x, y)v)
)= (h1hh−12 ×1) · (h2×h2) · (h−1×1) · (d(hx, y)(r (x, y)v))
= (h1hh−12 ×1) · (h2×h2) ·
(
d(x, y)(r (h−1x, y)v)
)
= (h1hh−12 ×1) ·
(
d(x, y)
(
(h2×h2) · (r (h−1x, y)v)
))
= (h1hh−12 ×1) ·
(
d(x, y)
(
(r (h2h
−1x,h2 y)ρ(h2)v)
))
= d(h1hh−12 x, y)
(
r (h1x,h2 y)ρ(h2)v
)
= d(h1hh−12 x, y)
(
(h1×h2) · (r (x, y)v)
)
.
Note that we essentially used H-equivariance of d(x, y) for the third equality.
Remark 2.13. The description of a kernel for IdMFH (W ) does not depend on the above
specific construction of ∆HW . The proof of the Theorem 2.11 is based on facts that ∆
H
W is
H-equivariant, and that the cokernel of ∆HW is isomorphic to R
e /(y1−x1, · · · , yn −xn) as
a maximal Cohen-Macaulay module over Re /(W (y)−W (x)). The latter fact implies that
the cokernel of∆H×HW is isomorphic to
⊕
h∈H Re /(y1−h·x1, · · · , yn−h·xn) as a MCM mod-
ule. Any matrix factorization P which is also H-equivariant and isomorphic to ∆W as a
nonequivariant matrix factorization can be used to construct a kernel for IdMFH (W ) in
the same way as in Theorem 2.11. We will appeal to this point later when we encounter
a matrix factorization of W (y)−W (x) from Floer theory.
3. PRELIMINARIES ON ORBIFOLD JACOBIAN ALGEBRAS
Consider a finite abelian group H acting on the commutative algebra R = k[x1, · · · , xn].
Let W be a H-invariant element in R. Then the triple (R,W, H) is called an orbifold
Landau-Ginzburg model, and we are interested in closed string theory of it as a B-
model. It is given by an orbifold Jacobian algebra or equivalently defined as Hochschild
cohomology of G-equivariant matrix factorization category of W .
Let us recall the definition of orbifold Jacobian algebra following [32]. In fact it has
simple description as aZ/2-graded module, but its product structure is quite non-trivial
and interesting. Recall that Jacobian algebra of W is k-algebra defined by
Jac(W )= k[x1, · · · , xn]
( ∂W∂x1 , · · · ,
∂W
∂xn
)
.
For mirror symmetry applications, we take k =Λ. We remark that R =Λ[x1, · · · , xn] is a
Tate algebra and hence any ideal is closed.
We assume H acts on R diagonally. Namely, for h ∈H , h·(x1, · · · , xn)= (h1x1, · · · ,hn xn)
for hi ∈ k∗. We set
I h := {i | hi = 1}, Ih = {i | hi 6= 1}, dh = |Ih |.
Hence dh is the codimension of fixed subspace by h, Fix(h)⊂ kn .
Denote by W h the restriction of W to Fix(h).
Definition 3.1. [7, 32] The twisted Jacobian algebra of (R,W, H) is a Z/2-graded algebra
Jac′(R,W, H)=⊕
h∈H
Jac(W h) ·ξh
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where ξh is a formal generator of degree dh mod 2. Its product structure is defined as
follows. For g ,h ∈ H and φg ∈ Jac(W g ),φh ∈ Jac(W h), we consider their restriction to
Fix(g h) denoted as φg hg ,φ
g h
h and define
φgξg •φhξh :=φg hg ·φg hh ·σg ,h ·ξg h
where the definition of σg ,h ∈ Jac(W g h) will be explained in Definition 3.4. We have
σg ,h = 0 if dg +dh −dg h ∉ 2Z (3.1)
which implies that the twisted Jacobian algebra Jac′(R,W, H) is Z/2-graded.
Definition 3.2. Define the H-action on {ξg | g ∈G} by
h ·ξg :=
∏
i∈Ih
h−1i ξg
where h = (h1, · · · ,hn). The orbifold Jacobian algebra Jac(R,W, H) is the H-invariant part
of Jac′(R,W, H).
Theorem 3.3 ([32]). Jac(R,W, H) is a Z/2-graded commutative algebra.
Let us explain the definition of the products between ξh following [32]. The construc-
tion is based on an explicit relation between bar resolution and Koszul resolution and
we refer readers to the references for the details. Consider a morphism
∆0 : R
⊗2⊗k[θ1, · · · ,θn]→R⊗3⊗k[θ1, · · · ,θn]⊗2,
f (x, y) ·p(θ1, · · · ,θn) 7→ f (x, z) ·p(θ1⊗1+1⊗θ1, · · · ,θn ⊗1+1⊗θn)
and ∆ := eHW ·∆0, where HW is an element in R⊗3⊗k[θ1, · · · ,θn]⊗2 defined by
HW (x, y, z) :=
∑
1≤ j≤i≤n
∇y→(y,z)j ∇
x→(x,y)
i (W )θi ⊗θ j .
Identifying R⊗2[θ1, · · · ,θn]⊗R R⊗2[θ1, · · · ,θn]∼=R⊗3⊗k[θ1, · · · ,θn]⊗2 ∼= via
f1(x, y)p1(θ)⊗ f2(y, z)p2(θ)↔ f1(x, y) f2(y, z)⊗p1(θ)⊗p2(θ).
Definition 3.4. [32] The structure coefficient σg ,h ∈ Jac(W |Fix(g h)) of the product be-
tween g - and h-sectors is given by the coefficient of ∂θIg h :=
∏
i∈Ig h ∂θi in the following
expression
1
dg ,h !
Υ
(
(bHW (x, g ·x, x)cg h+bHW,g (x)cg h⊗1+1⊗bHW,h(g ·x)cg h)dg ,h⊗∂θIg ⊗∂θIh
)
. (3.2)
We explain various notations in (3.2).
• HW,g :=
∑
i , j∈Ig , j<i
1
1− g j
∇x→(x,xg )j ∇
x→(x,g ·x)
i (W )θ jθi ∈ R[θ1, · · · ,θn] where x
g
i = xi
if i ∈ I g and xgi = 0 if i ∈ Ig . The operations ∇
x→(x,g ·x)
i and ∇x→(x,x
g )
i are com-
puted by ∇x→(x,y)i followed by substitutions y = g · x and y = xg , respectively.
• b f cg := [ f |Fix(g )] ∈ Jac(W |Fix(g )).
• dg ,h := dg+dh−dg h2 . We define σg ,h = 0 if dg ,h is not an integer.
• The map Υ is defined as
Υ : R[θ1, · · · ,θn]⊗2⊗R[∂θ1 , · · · ,∂θn ]⊗2 →R[∂θ1 , · · · ,∂θn ],
p1(θ)⊗p2(θ)⊗q1(∂θ)⊗q2(∂θ) 7→ (−1)|q1||p2|p1(q1) ·p2(q2),
where pi (qi ) means the action of pi (θ) on qi (∂θ) on Cln/Cln · 〈θ1, · · · ,θn〉 via
(2.2).
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Then the product structure on Jac′(R,W, H) is defined as follows:
b f1cg ·ξg •b f2ch ·ξh := b f1 f2cg h ·σg ,hξg h .
We end this section by mentioning the following important theorem.
Theorem 3.5 ([32]). Orbifold Jacobian algebra is isomorphic to Hochschild cohomology
algebra of H-equivariant matrix factorization category.
Jac(R,W, H)∼=H∗(MFH (W ), MFH (W )).
4. MC FORMALISM OF A∞-ALGEBRAA AND A NEW A∞-ALGEBRAB
Let A := (V , {mk }) is a unital gapped filtered A∞-algebra over Λ . In this section, we
use a Maurer-Cartan formalism ofA [17] to give a definition of a new A∞-algebraB. If
A is weakly unobstructed with a potential function W , m1-cohomology ofB is shown
to be isomorphic to Jacobian ring of W .
4.1. Maurer-Cartan setup. We briefly recall Maurer-Cartan formalism of A∞-algebra
from [17] to set the notations. Here V be a Z/2-graded module over Λ0 equipped with
Λ0-multi-linear A∞-operation mk : V ⊗k →V of degree 2−k. We assume that it is gapped
filtered (which means mk =
∑
β∈G mk,β for a monoid G ⊂R≥0 such that {x ∈G | x ≤N } is
finite for any N ∈N), and V ⊗Λ0 Λ defines the A∞-algebra. We denote by 1 a unit of A∞-
algebra. For an element b ∈ F+V with positive valuation, weak Maurer-Cartan equation
is given by
m0+m1(b)+m2(b,b)+·· · =W (b)1,
The sum in the left hand side converges in T -adic sense and it is sometimes written as
m(eb). Given b0, · · · ,bk , we can deform an A∞-operation mk to
mb0,··· ,bkk (w1, · · · , wk ) :=
∑
l0,··· ,lk≥0
mk+l0+···+lk (b
l0
0 , w1,b
l1
1 , · · · ,b
lk−1
k−1 , wk ,b
lk
k ). (4.1)
For the case b0 = ·· · = bk = b, we write mbk := mb,··· ,bk . Maurer-Cartan equation can be
restated as mb0 =W (b)1. If b satisfies MC equation, mb1 defines a chain complex, and
this was used to define Floer cohomology of a Lagrangian L with m0 6= 0 in [17].
We will decorate the A∞-algebra with formal parameters of deformation as follows.
Take e1, · · · ,en ∈ V 1. Assume that any b :=∑xi ei ∈Λ+〈e1, · · · ,en〉 satisfies the weak MC
equation m(eb)=W (b) ·1. Here, xi ’s are (formal) dual variables to ei ’s and may be con-
sidered as coordinate functions of Maurer-Cartan solution space.
In applications, one may take either {xi } or {exi } as local mirror coordinates. In mir-
ror symmetry, the former corresponds to immersed Lagrangians, and the latter for La-
grangian torus. In this paper, we will develop the theory for the variables {xi }. The
theory for exponentiated variables can be constructed analogously following the local-
ized mirror construction of [10] of Lagrangian torus. We refer readers to Section 3.3 and
Lemma 4.2 of [13] to see the summary and basic constructions for the case of exponen-
tiated variables.
4.2. Jac(W ) from MC theory. Now, we set k =Λ and still denote by R =Λ[x1, · · · , xn] the
completion of the polynomial ring with respect to the valuation ν of Λ.
For a gapped filtered A∞-algebra A = (V , {mk }), we assume that at least its coho-
mology is finite dimensional: If Λ0-module V itself is not finitely generated, we take
its canonical model following [24] and [19]. We choose a finite dimensional subspace
H ⊂ V , pi : V → H , i : H → V as well as the contraction homotopy Q such that id−pi =
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−(m1Q +Qm1). Then, it is well known that we can transfer the A∞-structure on H and
find A∞-quasi-isomorphisms between them in a combinatorial way.
Definition 4.1. We take a tensor product V ⊗Λ0 R. By linearly extending A∞-operation
over formal variables x1, · · · , xn (with b = ∑ni=1 xi Xi ), {mbk } defines an A∞-algebra on
V ⊗Λ0 R. We denote
B := (V ⊗Λ0 R, {mbk }).
If b satisfies the Maurer-Cartan equation mb0 = W (b) · 1, and (B,mb1 ) defines a chain
complex, and mb2 defines a product on its cohomology
Remark 4.2. Cohomology of A∞-algebrasA andB are quite different. In mirror sym-
metry applications,A is A∞-algebra for a Lagrangian L (open string theory), but associ-
ated mb1 cohomologyB will be Jacobian ring of the potential WL (closed string theory).
Remark 4.3. The process of taking canonical model, and tensoring R can be taken at the
same time (which was used in Section 4.2 [1]). Namely, we may carry out the same con-
struction of canonical model for H⊗Λ0[x1, · · · , xn]⊂V ⊗Λ0[x1, · · · , xn] and transfer A∞-
structure {mbk } on the latter to the former. We can construct A∞-quasi-isomorphisms
between them as before.
We find a sufficient condition that cohomology ofB becomes Jacobian ring. We first
define e I ,ebI for a subset I ⊂ {1, · · · ,n}, which are successive m2 or mb2 products. For any
I = {i1, · · · , ik } with i1 < i2 < ·· · < ik , we set e; = eb; = 1 and denote
e I = m2(ei1 ,m2(ei2 ,m2(· · · ,eik ) · · · )) (4.2)
ebI = mb2 (ei1 ,mb2 (ei2 ,mb2 (· · · ,eik ) · · · )). (4.3)
Assumption 4.4. R-module V ⊗Λ0 R is generated by {ebI }I⊂{1,···n}.
We compare the generation of e I and ebI . From the gapped filtered condition (with
the valuation ν on Λ-modules) we obtain the following lemma.
Lemma 4.5. Suppose Λ-module V ⊗Λ0 Λ is generated by {e I }I⊂{1,···n} and that
ν(mb2 (v, w)−m2(v, w))> ²
for some positive ²> 0 for any v, w. Then V ⊗Λ0 R satisfies the Assumption 4.4.
4.3. Examples satisfying Assumption 4.4.
Lemma 4.6. Any Lagrangian torus L (at critical points of the potential WL) satisfies the
Assumption 4.4.
Proof. We will show that e I generate V = H∗(L,Λ) and use it to show that ebI gener-
ate V ⊗Λ0 R. Let L be a Lagrangian torus, with exponential coordinates zi = exi on
MC space. Assume that the potential function WL(z) has a critical point at (1, · · · ,1)
(which can be achieved for any critical point by change of coordinates). It is well-
known that in this case L with b = 0 has non-trivial Floer cohomology, isomorphic to
singular cohomology of L (see [10] for example). For degree one generators e1, · · · ,en
of singular cohomology, m2,0 products generate the whole cohomology classes, and
therefore so do their m2 products (because of the filtration). We argue that their mb2
product generate H∗(L;Λ)⊗Λ[x1, · · · , xn]. To see this, first we may take a canonical
model mcank of A∞-algebra. We may further assume that classical part m
can
k,0 = 0 for
k ≥ 3 since L is a torus. Here we write mk = mk,0 +mk,+ where mk,0 is the classical
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A∞-structure on L, and mk,+ are defined using non-constant holomorphic discs. Then,
mb2,0(v, w) =
∑
mk,0(e
b , v,eb , w,eb) = m2,0(v, w). Therefore, ebI − e I has strictly positive
energy. We apply the previous lemma to obtain the claim. 
Lemma 4.7. The A∞-algebra of Seidel Lagrangian [28] in P1a,b,c satisfies the above as-
sumption.
Proof. We check the assumptions of Lemma 4.5 in this case. Recall that we consider
an immersed Lagrangian L (called Seidel Lagrangian) in the orbi-sphere P1a,b,c . First,
m2 products for Seidel Lagrangian are computed in [28]: Recall that C F (L,L) is gen-
erated by six immersed sectors X1, X2, X3, X¯1, X¯2, X¯3 as well as two Morse generators
e, p. We have m2(Xi , Xi+1)= T c X¯i+2 =−m2(Xi+1, Xi ) for the area c of minimal triangle.
Also, m2(Xi , X¯i ) = p = −m2(X¯i , Xi ), and e is the unit for m2 multiplication. Other m2
products are shown to vanish by grading considerations (it is shown for (5,5,5) but it
is straightforward to generalize it for general (a,b,c)). Therefore {e I } generate V . Note
that only non-trivial holomorphic curve contribution comes from minimal triangle en-
closed by Seidel Lagrangian. It is immediate that any other holomorphic polygons has
strictly larger area. Therefore, we have ν(mb2 (v, w)−m2(v, w))> ² for any v, w for some
²< c. This proves the lemma. 
Let us further assume that W has isolated singularity at 0. i.e. (∂x1W, · · · ,∂xn W ) de-
fines a regular sequence and an associated Koszul complex (K •, s0) from (2.3).
Proposition 4.8. Suppose an A∞-algebraA satisfies the Assumption 4.4. The chain com-
plex (V ⊗R,mb1 ) is isomorphic to the Koszul complex (K •, s0) for the regular sequence
(∂x1W, · · · ,∂xn W ). More precisely, a chain map
Ψ : (V ⊗Λ0 R,mb1 )→ (K •, s0)
defined by
Ψ(ebI )= θi1 · · ·θik
gives an isomorphism. Moreover mb1 -cohomology ofB with the product given by m
b
2 , is
isomorphic to Jac(W ) as an algebra.
Remark 4.9. If W does not have isolated singularity,Ψdefines an isomorphism to Koszul
cohomology. But this may not be an algebra isomorphism.
Proof. By taking ∂∂xi of the equation m(e
b)=W (b) ·1, we obtain
mb1 (ei )= ∂xi W ·1
Recall that m2(1,?)= (−1)|?|m2(?,1)=?. Then the claim follows from Leibniz rule for
mb1 ,m
b
2 . For example, consider the identity
mb1 (ei1i2···ik )
=−mb2
(
mb1 (ei1 ),m
b
2 (ei2 ,m
b
2 (· · · ,eik ) · · · )
)−mb2 (ei1 ,mb1 (mb2 (ei2 ,mb2 (· · · ,eik ) · · · )))
where the first term equals (−∂xi1 W )mb2 (ei2 ,mb2 (· · · ,eik ) · · · ). In this way, we can prove
the claim inductively.
For the products, we show that the induced product structure on cohomology are
the same. Recall that the homology of the Koszul complex, Jac(W ) is concentrated at
the 0-th wedge product, and the product structure of Jacobian ring is induced from that
of R. Correspondingly, mb1 -cohomology comes from R ·e; =R ·1. Then mb2 is just given
by the products of the coefficients in R. This proves the proposition. 
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Thus, B provides a chain complex model for Jacobian ring of W . In Section 8, we
will define a Kodaira-Spencer ring homomorphism from quantum cohomology to mb1
cohomology ofB.
5. KERNEL FROM MC FORMALISM OF FLOER THEORY
In this section, we will propose a new assumption, the Assumption 5.1. This iden-
tifies Floer theoretic construction of matrix factorization and the kernel for matrix fac-
torization category. Therefore we call the former Floer theoretic Kernel. We show that
monotone Lagrangian torus as well as Seidel Lagrangian in the orbisphere P1a,b,c satisfy
the Assumption 5.1.
Let us first construct Floer Kernel. For an A∞-algebraA = (V , {mk }) we consider two
set of Maurer-Cartan elements which are the same except the naming of variables.
b(x)=
n∑
i=1
xi ei , b(y)=
n∑
i=1
yi ei .
We denote by R =Λ[x1, · · · , xn],R ′ =Λ[y1, · · · , yn] and
Re =R⊗ˆΛR ′ =Λ[x1, · · · , xn , y1, · · · , yn]
Let us also write W (y) = W (b(y)),W (x) = W (b(x)). Then, we have degree one opera-
tion mb(x),b(y)1 (defined in (4.1)) on Z/2-graded finitely generated R
e -module V ⊗Λ0 Re
satisfying (
mb(x),b(y)1
)2 = (W (y)−W (x)) · id.
Let us call this matrix factorization a Floer kernel ∆F L .
Assumption 5.1. We assume that(
V ⊗Λ0 Re [n],mb(x),b(y)1
) ∼= (Re [θ1, · · · ,θn],∑
i
(yi −xi )∂θi +
∑
i
∇x→(x,y)i W ·θi
)
.
Namely, Floer kernel ∆F L is quasi-isomorphic to a Koszul matrix factorization ∆W of
W (y)−W (x) (see (2.5)) up to shift of Z/2 grading by [n].
Remark 5.2. Here is an equivalent version without the shift [n].(
V ⊗Λ0 Re ,mb(x),b(y)1
) ∼= (Re [∂θ1 , · · · ,∂θn ],∑
i
(yi −xi )∂θi +
∑
i
∇x→(x,y)i W ·θi
)
. (5.1)
We use this in Section 9 for comparison of orbifold Jacobian algebra and Floer theory
Let us give another conjectural explanation of the above assumption. If a symplectic
manifold M is mirror to W , one may expect that the product symplectic manifold M−×
M is mirror to −W (x)+W (y). The diagonal Lagrangian ∆M ⊂ M− ×M gives identify
functor on Fukaya category in the language of Lagrangian correspondence. Hence it is
natural to expect that ∆M and ∆W should be mirror to each other under homological
mirror symmetry.
Given a localized mirror functorF L : Fukaya(M)→MF (W ), there should be a local-
ized mirror functor for the productF L×L that send the diagonal ∆M in Fukaya category
to the diagonal ∆W in matrix factorization category. Now, let us explain how it is related
to the Assumption 5.1. The functor F L×L sends ∆M to the following decorated Floer
complex (which becomes a matrix factorization)
F L×L(∆M )=
(
C F (∆,L×L)⊗Re ,m0,b(x)⊗1+1⊗b(y)1
)
.
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We conjecture that this is isomorphic to matrix factorization
(
C F (L,L)⊗Re ,−mb(x),b(y)1
)
.
We hope to explore this in more detail elsewhere.
Therefore, we expect this assumption 5.1 to hold in general but we are only able to
check this for two set of examples in the rest of this section.
5.1. Monotone Lagrangian torus satisfy Assumption 5.1.
Proposition 5.3. Fukaya A∞-algebra for a monotone Lagrangian torus satisfies Assump-
tion 5.1.
Proof. We prove this lemma following Theorem 9.1 [9]. Let us recall that A∞-algebra for
monotone Lagrangian torus L has the following structure. First, without the holomor-
phic disc contribution, the classical cochain algebra is quasi-isomorphic to the exterior
algebra ∧•W for
W =H 1(L,Λ0)=Λ0〈e1, · · · ,en〉.
Therefore we can transfer its A∞-structure to (
∧•W, {mk }) such that
mk =
∑
µ∈2Z,µ≥0
T µmk,µ.
m1,0 = mk,0 = 0 for k 6= 2, and (−1)|u1|m2,0(u1,u2) for u1,u2 ∈ ∧•W corresponds to the
exterior algebra structure. Here mk,µ records the quantum contribution from Maslov
index µ holomorphic discs, and monotone condition guarantees that µ > 0 for non-
trivial holomorphic disc contributions.
This A∞-algebra is only Z/2-graded, but in terms of the degree of exterior algebra,
mk,µ has degree 2−k−µ. For example, we have m1 =m1,0+Tm1,2+T 2m1,4+·· · where
m1,µ :
∧•W →∧•+1−µW.
Hence, wedge grading is an enhancement of Z/2-grading. Also, from weak Maurer-
Cartan equation, the potential W (b) comes from Maslov index two disc contribution
(namely, {mk,2})
Let us assume n is even so that the shift [n] is trivial. The case of odd n is similar and
omitted. We set
mb(x),b(y)1,µ (w) :=
∑
mk+1+l ,µ
(
b(x), · · · ,b(x)︸ ︷︷ ︸
k
, w,b(y), · · · ,b(y)︸ ︷︷ ︸
l
)
.
Then, degree of mb(x),b(y)1,µ (w) is the same as deg(w)+1−µ, and we have
mb(x),b(y)1,0 (e I )=m2,0(b(x),e I )+m2,0(e I ,b(y))=
∑
i
(yi −xi )ei ∧e I .
Therefore, mb(x),b(y)1,0 is given by wedge operation
∑
i (yi −xi )ei ∧·.
Now, consider the shift [n] in Z/2-grading of
(∧•W ⊗Λ0 Re [n],mb(x),b(y)1,0 ), which can
be realized by the suitable dual complex. Namely, we consider the same complex(∧•W ⊗Λ0 Re ,d b(x),b(y)1,0 ) (5.2)
but we replace wedge operation of mb(x),b(y)1,0 by contraction operation and denote it by
d b(x),b(y)1,0 =
∑
i
(yi −xi )ιei .
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We denote by dk,µ the operations corresponding to mk,µ. In this way, (5.2) defines a
Koszul complex for the regular sequence (y1− x1, · · · , yn − xn). Let I be the ideal of Re
generated by this regular sequence.
Recall that for a matrix factorization (P•,δ) of W , the corresponding sheaf (via Orlov
equivalence) in the singularity category is given by the cokernel of δ : P odd → P even .
Polishchuk-Vaintrob computes this cokernel of Koszul matrix factorization using a spec-
tral sequence in Proposition 2.3.1 [26]. We will use this spectral sequence following [10]
to prove our claim. The bi-complex L•,• is concentrated on two diagonals i + j = 0 and
i + j =−1 given by
L−i ,i =∧2i W,L−i ,i−1 =∧2i−1 W
with the differentials
d b(x),b(y)1,µ : L
−i ,i−1 → L−(i−1+ µ2 ),i−1+ µ2 .
Consider the spectral sequence of this bi-complex coming from horizontal filtration. It
is shown in [26] that this spectral sequence has an E2-page (after taking homology with
d b(x),b(y)1,0 ) with E
0,0
2 = Re /I , E
i , j
2 = 0 for i 6= − j , and E−i ,i2 becomes zero in the singularity
category for i 6= 0. Hence, the cokernel is isomorphic to Re /I . Note that higher Maslov
index contribution d b(x),b(y)1,µ with µ≥ 4 becomes trivial since E2-page is only non-trivial
on the diagonal i + j = 0. Therefore our spectral sequence degenerates at E2-page also
and the cokernel for the matrix factorization
(∧•W ⊗Λ0 Re [n],mb(x),b(y)1 ) is isomorphic
to R/I in the singularity category. Hence it is isomorphic to the desired Koszul matrix
factorization. 
In fact, we can strengthen Theorem 9.1 [9] if we apply the similar argument as in the
above proof and we write the result for reader’s convenience.
Proposition 5.4. For a monotone Lagrangian torus L with a potential function W , the
localized mirror functor of L sends L to the Koszul matrix factorization of W obtained by
classical and Maslov index two contributions
5.2. Orbi-spheres P1a,b,c satisfy Assumption 5.1. The Seidel Lagrangian L in the orbi-
sphere P1a,b,c with bounding cochain b = x1X1 + x2X2 + x3X3 for three degree one im-
mersed sectors X1, X2, X3 are shown to be weakly unobstructed and localized mirror
functor with reference L provides homological mirror symmetry in elliptic and hyper-
bolic cases [9]. Recall that we equip L a complex line bundle with holonomy (−1) which
is uniformly distributed (as in [12]). We prove
Proposition 5.5. Fukaya A∞-algebra for the Seidel Lagrangian L in P1a,b,c , satisfies As-
sumption 5.1.
Proof. We will show that the matrix factorization C F
(
(L,b(x)), (L,b(y))
)
is a Koszul ma-
trix factorization for (y − x, ~w) for some ~w = (w1, · · · , wn) (see (2.3)). As mentioned in
the proof of Lemma 4.7, C F (L,L) has 8 generators and its m2 product structure may
be identified with an exterior algebra
∧•〈X1, X2, X3〉 by setting T c X¯i+2 = Xi ∧ Xi+1 for
i = 0,1,2 mod 3 and T c p = X1∧X2∧X3. It turns out we need a quantum correction to
this identification to match with a Koszul matrix factorization.
Proposition 5.6. There exist γe ∈Λ[x1, x2, x3, y1, y2, y3] (to be defined in (5.5)) such that
in terms of a basis
{pnew , X1, X2, X3,e, X¯1
new
, X¯2
new
, X¯3
new
}, (5.3)
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with X¯i
new
:= γe X¯i and pnew := γe p, the map mb(x),b(y)1 on C F
(
(L,b(x)), (L,b(y))
)
can be
written as the following linear transformation
0 0 0 0 0 y1−x1 y2−x2 y3−x3
0 0 0 0 y1−x1 0 c12 c13
0 0 0 0 y2−x2 −c12 0 c23
0 0 0 0 y3−x3 −c13 −c23 0
0 f1 f2 f3 0 0 0 0
f1 0 y3−x3 −(y2−x2) 0 0 0 0
f2 −(y3−x3) 0 y1−x1 0 0 0 0
f3 y2−x2 −(y1−x1) 0 0 0 0 0

.
(5.4)
Remark 5.7. Recall that in [9], the matrix factorization of W (y) that is mirror to L was
shown to be Koszul. We also needed quantum change of variables for C F
(
L, (L,b(y))
)
with γ playing the role of γe here. In fact, we have γe |x1=x2=x3=0= γ.
Corollary 5.8. We have
c12 = f3,c23 = f1,c31 = f2.
Therefore, C F
(
(L,b(x)), (L,b(y))
)
defines a Koszul matrix factorization for (y −x, ~w) with
wi = fi = ci+1,i+2 for i = 1,2,3 mod 3.
Proof. Let us first prove the corollary. Using the fact that (5.4) defines a matrix factoriz-
tion for W (y)−W (x), we obtain that
W (y)−W (x)=
3∑
i=1
(yi −xi ) fi =
3∑
i=1
(yi −xi )ci+1,i+2
and
− f2c12+ f3c31 = 0, f1c12− f3c23 = 0,− f1c31+ f2c23 = 0

Proof. Let us prove Proposition 5.6. By unital property of A∞-algebra
mb(x),b(y)1 (e)=m2(e,b(y))+m2(b(x),e)= b(y)−b(x)
and this explains the case of input e. The map from X¯i to p has only constant disc (with
Morse trajectory) contribution, and we omit the details.
For the rest of the proof, reflection symmetry along the equator of P1a,b,c plays the
main role. Recall that L is preserved by reflection and e, p are switched to each other.
The coefficients from Xi to e is the same as the coefficient from p to X¯i using reflection
argument in (iv) of Theorem [9]. Furthermore, we have the following skew-symmetry
from reflection.
Lemma 5.9. Let ci j be the coeffcient of X j in m
b(x),b(y)
1 (γ
e X¯i ). We have ci j =−c j i .
Proof. We check the sign following Lemma 7.4 [9]. Let P be a polygon contributing to
the coeffcient ci j , and then its reflection image P op contribute to the coefficient c j i (see
Figure 1). As observed in Lemma 7.4 [9], ∂P and ∂P op evenly covers L, say l times. Since
L consists of 6 minimal edges, we may assume that ∂P and ∂P op each covers 3l minimal
edges.
For polygon P , denote by a1 (resp. a2) the number of corners that lies between
the output corner to the input corner when we walk along ∂P counter-clockwise (resp.
clockwise) way. From the combinatorial sign convention, it is easy to see that the sign
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FIGURE 1. Reflection symmetry of holomorphic polygons.
difference of A∞-operation for P and P op differ by (−1)a1+a2+1 : If L is oriented as in the
Figure, then P carries signs (−1)a2+1 and P op carries signs (−1)a1 . Extra (−1) factor for P
comes from the output degree |X j |.
One can also observe that for the holomorphic polygon P , the length of minimal
edge between corners of same parity is odd, and the corners of different parity is even.
Therefore, we can see that the parity of the number of edges of P is given by (a1−1)+
(a2−1)= a1+a2. Hence, a1+a2 ≡ l modulo 2.
The additional sign difference from the non-trivial spin structure of L for P and P op is
given by (−1)l = (−1)a1+a2 . Combining these two contributions (−1)a1+a2+1× (−1)a1+a2 ,
we obtain the result. 
The following lemma can be proved in a similar way and we omit the proof.
Lemma 5.10. Denote by hi j ∈ Re the coefficient of X¯ j in mb(x),b(y)1 (Xi ) as hi j . Then,
hi j =−h j i .
Now, let us explain the definition of γe . The coefficient of p in
(
mb(x),b(y)1
)2(Xi ) should
vanish (from A∞-identity) for i = 1,2,3 and this gives
(y2−x2)h12+ (y3−x3)h13 = 0,
(y1−x1)h21+ (y3−x3)h23 = 0,
(y1−x1)h31+ (y2−x2)h32 = 0.
Using Lemma 5.10, we have the following equality and we denote it by γe ∈Re .
h12
y3−x3
= h23
y1−x1
= h31
y2−x2
=: γe . (5.5)
Here h12 is divisible by y3− x3 by the above A∞ equation. Therefore, the coefficient of
X¯2
new
(= γe X¯2) in mb(x),b(y)1 (X1) is just (y3−x3) and so on. This proves the lemma.

Thus, identifying the basis (5.3) with the basis of exterior algebra, we have shown
that the matrix factorization mb(x),b(y)1 is a Koszul MF for (y − x,~f ). After shifting [3] in
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Z/2-grading, we obtain a Koszul MF for (~f , y − x), hence obtaining a Koszul resolution
of W (y)−W (x) for the diagonal ∆. 
A priori, γe ∈Re and γ ∈R are different. But for P13,3,3 they are the same.
Lemma 5.11. For P13,3,3, γ
e = γ is a scalar in Λ given by a modular form given in (10.3).
Proof. One can check that hi j is linear, hence γe is scalar. Therefore it equals γ by the
remark 5.7. 
6. EQUIVARIANT CONSTRUCTION AND A∞-ALGEBRA (BoĜ)Ĝ
In this section, we give an equivariant construction of Section 4. When a finite abelian
group G acts on an A∞-category, we look at the quotient A∞-category and for a refer-
ence object O, we construct a new A∞-algebraB by studying Maurer-Cartan equation
in the quotient. Then we construct the theory for the original category by developing an
equivariant construction for the dual group Ĝ-action
LetC be a filtered unital Z/2-graded A∞-category overΛwith a strict G-action. This
means that G acts on the set of objects Ob(C ) and morphisms such that
g : homC (O1,O2)→ homC (gO1, gO2),
and for composable morphisms w1, · · · , wk , we have
mk (g w1, · · · , g wk )= g mk (w1, · · · , wk ).
We introduce the following notation.
Definition 6.1. Define O˜ :=⊕g∈G gO for any object O of C , and
homC (O˜,O˜) :=
⊕
g1,g2∈G
homC (g1O, g2O).
This has an induced A∞-structure {mk } where mk is defined to be 0 if not composable.
It has the strict diagonal G-action.
One can define a (quotient) A∞-cateoryC G as follows. Let us discuss this for the case
of single object for simplicity and let O ∈Ob(C ) be an object with g1O 6= g2O for g1 6= g2.
Definition 6.2. We define an A∞-algebraA (for the quotient object O) on
homC G (O,O) :=
⊕
g∈G
homC (O, gO).
Let us denote an element v ∈ homC (O, gO) as vg to keep track of the indices. An A∞-
structure on homC G (O,O) is defined as
mk ((w1)g1 , · · · , (wk )gk )=mk (w1, g1 · (w2), (g1g2) · (w3), · · · , (g1, · · · , gk−1) ·wk ) (6.1)
One may check that the above mk operation is composable, and satisfies A∞-equations.
Let Ĝ =Hom(G ,U (1)) be the character group of the finite abelian group G . We define
Ĝ-action on quotient morphism spaces.
Definition 6.3. We define Ĝ-action on homC G (O,O) by
χ(vg )=χ(g−1)vg , vg ∈ homC (O, gO). (6.2)
Remark 6.4. In [27], action was defined to be χ(g )vg . Our convention has the advantage
that the A∞-isomorphism in Lemma 6.7 preserves the eigen-spaces of G-action.
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Let us denote the action by ρ(χ). We may call this the first Ĝ-action, which we use to
define the following semi-direct product. Later, the second Ĝ-action will be defined in
Definition 6.16.
Definition 6.5. [27] A semi-direct product A∞-algebra
homCG (O,O)oĜ
is an A∞-structure defined on homCG (O,O)⊗Λ[Ĝ] with its A∞-operation is defined as
mk (w1⊗χ1, · · · , wk ⊗χk )
:=mk
(
ρ(χ2 · · ·χk )(w1),ρ(χ3 · · ·χk )(w2), · · · ,ρ(χk )(wk−1), wk
)⊗χ1 · · ·χk . (6.3)
Remark 6.6. This convention makes more sense after reversing the order of inputs of
mk . This is analogous to the setup in Definition 2.2 that to make dg-algebra into an
A∞-algebra, we take the opposite hom spaces.
Seidel observed the following isomorphism. For later use, we describe an explicit
isomorphism as follows (taking a sum over G-orbit twisted by a character χ).
Lemma 6.7. We have an isomorphism of two A∞-algebras given by Φ. We set Φk≥2 = 0
and define
Φ1 : homC G (O,O)oĜ → homC (O˜,O˜)
Φ1 : v ⊗χ 7→
∑
g∈G
χ(g−1)(g · v).
Furthermore,Φ1 is G-equivariant map where G-action on the domain ofΦ1 is defined by
g · (v ⊗χ) :=χ(g )(v ⊗χ).
Proof. G-equivariance is due to the following:
Φ1(h · (v ⊗χ))=Φ1(χ(h)v ⊗χ)=
∑
g∈G
χ(g−1h)g v = h · ∑
g∈G
χ(g−1h)h−1g v = h ·Φ1(v ⊗χ).
To prove that it is an A∞-morphism, consider the following projection map for g ∈G .
pig :
⊕
g1,g2∈G
homC (g1O, g2O)→
⊕
h∈G
homC (gO, g hO).
Then for vi ∈ homC (O, gi O) and for g ∈G ,
pig ◦
(
mk
(
Φ1(v1⊗χ1), · · · ,Φ1(vk ⊗χk )
))
=mk
(
χ1(g
−1)g v1,χ2((g g1)−1)g g1v2, · · · ,χk ((g g1 · · ·gk−1)−1)g g1 · · ·gk−1vk
)
=(χ1 · · ·χk )(g−1) · (χ2 · · ·χk )(g−11 ) · (χ3 · · ·χk )(g−12 ) · · ·χk (g−1k−1)mk (g v1, g g1v2, · · · , g g1 · · ·gk−1vk )
=(χ1 · · ·χk )(g−1) · (χ2 · · ·χk )(g−11 ) · (χ3 · · ·χk )(g−12 ) · · ·χk (g−1k−1)g ·mk (v1, g1v2, · · · , g1 · · ·gk−1vk )
=(χ1 · · ·χk )(g−1) · g ·mk
(
(χ2 · · ·χk )(g−11 )v1, · · · ,χk (g−1k−1)vk−1, vk
)
=(χ1 · · ·χk )(g−1) · g ·mk (ρ(χ2 · · ·χk )(v1), · · · ,ρ(χk )(vk−1), vk )
=pig ◦
(
Φ1(mk (v1⊗χ1, · · · , vk ⊗χk ))
)
.
The map is clearly injective. For g v ∈ homC (gO, g hO), we observe that
Φ1
( ∑
χ∈Ĝ
χ(g )v ⊗χ
|Ĝ|
)
= ∑
χ∈Ĝ
∑
g ′∈G
χ(g g ′−1)g ′v
|Ĝ| .
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When g ′ = g , the summand is g v . If g ′ 6= g , then the summand is zero due to∑
χ∈Ĝ
χ(g g ′−1)= 0.
Hence, Φ1 is also surjective. 
Since G is finite abelian, homC (O˜,O˜) has eigenspace decomposition for the G-action.
Corollary 6.8. Φ1 sends homCG (O,O)⊗χ to a χ-eigenspace of homC (O˜,O˜).
6.1. Bounding cochains. We consider Maurer-Cartan theory for the semi-direct prod-
uct, and the corresponding deformation of A∞-structure. The following observation is
easy but important for further development. It also appeared in Sheridan’s work [31].
Lemma 6.9. If b satisfies weak Mauer-Cartan equation with potential W for the A∞-
algebra homC G (O,O), then so does b⊗1 for the semi-direct product homC G (O,O)oĜ.
In particular, we can define deformed A∞-maps {mb⊗1} on homC G (O,O)o Ĝ . Note
that mb⊗11 preserves χ-eigenspace homC G (O,O)⊗χ for any χ. Namely, for a1⊗χ,
mb⊗11 (a1⊗χ) =
∞∑
k=0
mk+1(b⊗1, · · · ,b⊗1, a1⊗,b⊗1, · · ·b⊗1)
=
∞∑
k=0
mk+1(ρ(χ)(b), · · · ,ρ(χ)(b), a1,b, · · · ,b)⊗χ
Here ρ(χ)(b) is a χ action defined in (6.2), and therefore acts only on Xi ’s. We pretend
that χ−1 acts on variables xi ’s instead and not on Xi ’s and make the following definition.
Definition 6.10. For b =∑i xi Xi , we set
b(χ−1) :=∑
i
χ−1(xi )Xi
We have b(χ−1)=∑i xiχ(Xi )= ρ(χ)b.
Therefore, mb⊗11 (a1⊗χ) for Floer theory uses contributions of J-holomorphic discs
with the following inputs and write the output on the χ-sector.
a1 out
b
b
b
b(χ−1)
b(χ−1)
b(χ−1)
FIGURE 2. Geometric description of mb(χ
−1),b
1 (a1⊗χ)
Lemma 6.11. We have an isomorphism sending w ⊗χ→w.(
homCG (O,O)⊗χ,mb⊗11
)∼= (homC G (O,O),mb(χ−1),b1 ).
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In general, mb⊗1k is given by
mb⊗1k (a1⊗χ1, · · · , ak ⊗χk ) (6.4)
=mρ(χ1···χk )b,ρ(χ2···χk )b,··· ,ρ(χk )b,bk
(
ρ(χ2 · · ·χk )a1,ρ(χ3 · · ·χk )a2, · · · , ak
)⊗χ1 · · ·χk .
In particular, mb2 product of χ1 and χ2-eigenvectors goes to χ1χ2-eigenspace.
Sometimes it is convenient to work on homC (O˜,O˜).
Definition 6.12. For a bounding cochain b, we set
b˜ := (Φ)∗(b)=Φ1(b)
In particular, for b(x)=∑i xi Xi ⊗1, we get
b˜(x)=∑
i
xi
( ∑
g∈G
g (Xi )
)
As we assumed that g1O 6= g2O for g1 6= g2, G-action permutes the output of mk -
operation in hom(O˜,O˜) and one can observe that W (b˜)=W (b).
We remark that in [9], the following localized mirror functor has been defined.
Theorem 6.13 ([9]). We have an A∞-functorF O˜ (resp. FO) which are cohomologically
injective on Hom’s with O˜ (resp. O).
C
F˜ O˜ //
quotient by G

MF A∞
Ĝ
(W )
C G
FO // MF A∞ (W )
quotient by Ĝ
OO
6.2. A∞-algebraBoĜ and its Ĝ-quotient. Recall that in non-equivariant case, we de-
fined a new A∞-algebraB by tensoring R =Λ[x1, · · · , xn] to an A∞-algebraA .
Definition 6.14. An A∞-algebraBoĜ is the data(
(homCG (O,O)oĜ)⊗R, {mb⊗1k }
)
where mk is the R-linear extension of mk on homCG (O,O)oĜ , and b⊗1=
∑
xi Xi ⊗1 is
a Maurer-Cartan element forBoĜ .
Lemma 6.15. Using Lemma 6.7 (tensoring R), we can identify the following two A∞-
algebras via A∞-isomorphism Φ.(
BoĜ , {mb⊗1k }
)' (homC (O˜,O˜)⊗R, {mb˜k }).
We now define the second Ĝ-action onBoĜ (which is strict).
Definition 6.16. First, for Xi ∈ homC (O, gi O), recall from (6.2)
χ ·Xi = ρ(χ)(Xi )=χ(g−1i )Xi .
For the dual variable, we set
χ · xi :=χ(gi )xi .
Then we define the Ĝ-action onBoĜ by
χ · (r (x)v ⊗η) := r (χ · x)ρ(χ)v ⊗η.
Remark 6.17. On oĜ part, Ĝ is supposed to act by conjugation in previous literatures,
but since Ĝ is abelian, our action on Ĝ-part is trivial.
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For this second Ĝ action, we have χ · (b ⊗ 1) = (b ⊗ 1), where χ-action on xi and Xi
cancels each other.
Remark 6.18. Two Ĝ-actions in Definition 6.3 and in Definition 6.16 are different. The
first Ĝ-action in Definition 6.3 only acts on hom(O,O) and is used to define semi-direct
productBoĜ . The second actions in Definition 6.16 is an action onBoĜ , and we will
mostly use the second action from now on.
Proposition 6.19. The Ĝ-action onBoĜ is compatible with the A∞-structure {mb⊗1k }.
Proof. Let fi vi ⊗χi ∈Bo Ĝ for i = 1, · · · ,k, where fi ∈ R and vi ∈ homC (O, gi O). Let
η ∈ Ĝ . Then,
mk (η · ( f1v1⊗χ1), · · · ,η · ( fk vk ⊗χk ))= (η · ( f1 · · · fk ))mk (η(g−11 )v1⊗χ1, · · · ,η(g−1k )vk ⊗χk )
= (η · ( f1 · · · fk ))η(g−11 · · ·g−1k )mk (v1⊗χ1, · · · , vk ⊗χk )
= (η · ( f1 · · · fk ))η ·mk (v1⊗χ1, · · · , vk ⊗χk )
= η ·mk ( f1v1⊗χ1, · · · , fk vk ⊗χk ).
The third equality comes from the fact
mk
(
(v1)g1 , · · · , (vk )gk
) ∈ homC (O, g1 · · ·gkO)
and the definition of Ĝ-action (6.2). Since b⊗1 is invariant under Ĝ-action, mb⊗1k is also
compatible with the action. 
Corollary 6.20. Ĝ-invariant part of Bo Ĝ, denoted as (Bo Ĝ)Ĝ , has an induced A∞-
structure {mb⊗1k }.
7. COHOMOLOGY ALGEBRA OFBoĜ AND ORBIFOLD JACOBIAN RING
From an A∞-algebra homC G (O,O) with potential function W , we constructed an
A∞-algebra Bo Ĝ and its Ĝ-quotient (Bo Ĝ)Ĝ in the previous section. We find the
relation to the orbifold Jacobian ring of (W,Ĝ).
Theorem 7.1. Assume that W has an isolated singularity at the origin. Suppose an
A∞-algebra homCG (O,O) satisfies an Assumption 5.1. Then we have an algebra isomor-
phism:
H∗
(
(BoĜ)Ĝ
)
al g
∼= Jac(W,Ĝ).
Proof of the Theorem. We will use the fact that
Jac(W,Ĝ)∼=HomMFĜ×Ĝ (W (y)−W (x))(∆Ĝ×ĜW ,∆Ĝ×ĜW ).
Let us briefly explain this. By Shklyarov, Jac(W,Ĝ) is isomorphic to the Hochschild co-
homology H∗(MFĜ (W ), MFĜ (W )) which is (from Definition 2.5)
homRHomc (MFĜ (W ),MFĜ (W ))(IdMFĜ (W ), IdMFĜ (W )).
On the other hand, Polishchuk-Vaintrob [26] showed that
RHomc (MFĜ (W ), MFĜ (W ))
∼=MFĜ×Ĝ (W (y)−W (x))
such that identity functor IdMFĜ (W ) corresponds to a kernel ∆
Ĝ×Ĝ
W .
To prove the main theorem, we will show how to relate ∆Ĝ×ĜW andBoĜ using local-
ized mirror functor of [9]. Let us make the following shorthand notation.
O
x
:= (O,b(x)),O˜y := (O˜, b˜(y)).
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Extend the Ĝ-action on Re by
χ · yi :=χ(gi )yi
when Xi ∈Hom(O, gi O).
Lemma 7.2. With respect to the Ĝ-action on homC G (O,O) and R
e ,
homCG (O
x
,O
y
)⊗Re ,mb(x),b(y)1 ) (7.1)
is a Ĝ-equivariant matrix factorization of W (y)−W (x).
Proof of the Lemma. Let v ∈ homCG (O
x
,O
y
)⊗Re . By Proposition 6.19,
χ ·mb(x),b(y)1 (v)=m
χ·b(x),χ·b(y)
1 (χ · v).
Since χ ·b(x)= b(x) and χ ·b(y)= b(y), mb(x),b(y)1 is Ĝ-equivariant. 
From Assumption 5.1 and by Theorem 2.11 (and appealing to Remark 2.13), we can
obtain ∆Ĝ×ĜW from the matrix factorization (7.1).
∆Ĝ×ĜW :=
⊕
χ∈Ĝ
(
homCG (O
χ·x
,O
y
)⊗Re ,mb(χ·x),b(y)1
)
.
Using Lemma 6.11, we rewrite the kernel as
∆Ĝ×ĜW =
⊕
χ∈Ĝ
(
(homCG (O
x
,O
y
)⊗χ)⊗Re ,mb(x)⊗1,b(y)⊗11
)
.
Then the Ĝ×Ĝ-action on ∆Ĝ×ĜW in (2.6) translates into
(χ1×χ2) · (r (x, y)v ⊗χ)= r (χ1 · x,χ2 · y)ρ(χ2)(v)⊗χ2χχ−11 .
Observe that if we restrict the action to the diagonal subgroup Ĝ , then it coincides with
the action in Definition 6.16.
The following two propositions will prove the main theorem.
Proposition 7.3. There is an A∞-homomorphism between two A∞-algebras
F :BoĜ → homMF A∞ (W (y)−W (x))(∆Ĝ×ĜW ,∆Ĝ×ĜW ). (7.2)
Moreover,F1 is injective in cohomology.
Proposition 7.4. The cohomological image of Bo Ĝ under F1 are exactly morphisms
that are (1×Ĝ)-equivariant, hence given by
HomMF A∞
1×Ĝ (W (y)−W (x))
(∆Ĝ×ĜW ,∆
Ĝ×Ĝ
W ). (7.3)
The cohomological image of (BoĜ)Ĝ are exactly Ĝ×Ĝ-equivariant morphisms given by
HomMF A∞
Ĝ×Ĝ (W (y)−W (x))
(∆Ĝ×ĜW ,∆
Ĝ×Ĝ
W ).
Proof of Proposition 7.3. We use the idea of localized mirror functor in [9] to define an
A∞-functorF to matrix factorizations. Recall from [9] that given an A∞-algebra hom(O˜,O˜)
with bounding cochains b˜(y) and potential function W (y), an A∞-functor
F O˜
y
:C →MF (W (y))
(relative to (O˜, b˜(y))) is defined by sending an object K of C to the matrix factorization(
hom(K ,O˜),−m0,b˜(y)1
)
. Higher part of the functor is defined as
F O˜
y
k (p1, · · · , pk )=mk+1(p1, · · · , pk , ·).
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Lemma 7.19 of [9] states that this functor is cohomologically injective. This was shown
by constructing an explicit right inverse using the unit of A∞-algebra. We remark that
we use the sign convention of [12] by taking hom(·,O˜) instead of hom(O˜, ·).
For the proof, we will use the following variation of the above construction. Namely,
we can apply the functor F O˜
y
to the same object O˜ but equipped with a bounding
cochain b˜(x). In this case, (O˜, b˜(x)) is mapped byF O˜
y
to(
homC (O˜
x ,O˜y )⊗Re ,−mb˜(x),b˜(y)1
)
,
which is a matrix factorization of W (y)−W (x). Also, k-th part of the A∞-functor in this
case is given as follows.
(F O˜
y
)k :
(
homC (O˜
x ,O˜x )⊗Re)⊗k
→homMF A∞ (W (y)−W (x))
(
(homC (O˜
x ,O˜y )⊗Re ,−mb˜(x),b˜(y)1 ), (homC (O˜x ,O˜y )⊗Re ,−m
b˜(x),b˜(y)
1 )
)
,
(p1, · · · , pk ) 7→mb˜(x),··· ,b˜(x),b˜(y)k+1 (p1, · · · , pk ,•).
We can show that this defines an A∞-homomorphim by the same argument in [9]
(hence omit the proof). The injectivity can be also shown as in [9].
We modify the sign for matrix factorization category using the following simple lemma
Lemma 7.5. For an A∞-algebra (A,m1,m2,m≥3 = 0), there is an A∞-isomorphism
(A,m1,m2)' (A,−m1,m2), a 7→ (−1)|a|a.
Applying this to the object (homC (O˜x ,O˜y )⊗Re ,−mb˜(x),b˜(y)1 ), we remove the negative
sign. Using the isomorphism in Lemma 6.15, we have
∆Ĝ×ĜW =
(
(homC G (O
x
,O
y
)oĜ)⊗Re ,mb(x)⊗1,b(y)⊗11
)' (homC (O˜x ,O˜y )⊗Re ,mb˜(x),b˜(y)1 ).
Combining these isomorphisms, we get the desired A∞-morphism
F :BoĜ → homMF A∞ (W (y)−W (x))(∆Ĝ×ĜW ,∆Ĝ×ĜW ). 
Now, it remains to verify the assertions about equivariance of morphisms.
Proof of Proposition 7.4. We first prove that the image ofF1 is included in
homMF A∞
1×Ĝ (W (y)−W (x))
(∆Ĝ×ĜW ,∆
Ĝ×Ĝ
W ).
Let
f (x)p⊗η ∈ (homC G (O
x
,O
x
)⊗η)⊗R,
and
r (x, y)v ⊗χ ∈ (homC G (O
x
,O
y
)⊗χ)⊗Re .
By definition of Ĝ×Ĝ-action,
(χ1×χ2) ·
(
mb(x)⊗1,b(x)⊗1,b(y)⊗12 ( f (x)p⊗η,r (x, y)v ⊗χ)
)
(7.4)
=ρ(χ2)
(
mρ(ηχ)b(χ1·x),ρ(χ)b(χ1·x),b(χ2·y)2
(
ρ(χ)( f (χ1 · x)p),r (χ1 · x,χ2 · y)v
))⊗χ2ηχχ−11
=mρ(χ2ηχ)b(χ1·x),ρ(χ2χ)b(χ1·x),ρ(χ2)b(χ2·y)2
(
ρ(χ2χ)( f (χ1 · x)p),ρ(χ2)(r (χ1 · x,χ2 · y)v)
)⊗χ2ηχχ−11
=mρ(χ2ηχχ
−1
1 )b(x),ρ(χ2χχ
−1
1 )b(x),b(y)
2
(
ρ(χ2χ)( f (χ1 · x)p),ρ(χ2)(r (χ1 · x,χ2 · y)v)
)⊗χ2ηχχ−11 .
On the other hand,
mb(x)⊗1,b(x)⊗1,b(y)⊗12
(
f (x)p⊗η, (χ1×χ2) · (r (x, y)v ⊗χ)
)
(7.5)
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=mb(x)⊗1,b(x)⊗1,b(y)⊗12
(
f (x)p⊗η,r (χ1 · x,χ2 · y)ρ(χ2)v ⊗χ2χχ−11
)
=mρ(ηχ2χχ
−1
1 )b(x),ρ(χ2χχ
−1
1 )b(x),b(y)
2
(
ρ(χ2χχ
−1
1 )( f (x)p),r (χ1 · x,χ2 · y)ρ(χ2)v
)⊗ηχ2χχ−11 .
If χ1 = 1, then (7.4)=(7.5), so the morphism
F1( f (x)p⊗η)=mb(x)⊗1,b(x)⊗1,b(y)⊗12 ( f (x)p⊗η,•)
is 1×Ĝ-equivariant for any f (x)p⊗η.
F1( f (x)p)⊗η is a Ĝ × Ĝ-equivariant morphism if and only if (7.4)=(7.5) for general
χ1×χ2. It is equivalent to
f (χ1 · x)p = ρ(χ−11 )( f (x)p),
if and only if f (x)p is Ĝ-invariant.
Since we have an injectivity result by Proposition 7.2, it suffices to show that any
cohomology class of a 1× Ĝ-invariant morphism is an image ofF1. Then it proves not
only the first but also the second statement, because any Ĝ × Ĝ-equivariant morphism
is a 1×Ĝ-equivariant morphism. For this, we show the following isomorphism of chain
complexes
(homC G (O,O)oĜ)⊗R ' homMF A∞
1×Ĝ (W (y)−W (x))
(∆Ĝ×ĜW ,∆
Ĝ×Ĝ
W ),
which implies that
H∗(BoĜ)∼=HomMF A∞
1×Ĝ (W (y)−W (x))
(∆Ĝ×ĜW ,∆
Ĝ×Ĝ
W ).
Let φ ∈ homMF A∞
1×Ĝ (W (y)−W (x))
(∆Ĝ×ĜW ,∆
Ĝ×Ĝ
W ). Then the equivariance of φ gives us
(1×χ−1) ·φ(r v ⊗χ)=φ((1×χ−1) · (r v ⊗χ))=φ(r (x,χ−1 · y)ρ(χ−1)v ⊗1).
We conclude that a 1× Ĝ-equivariant morphism φ is completely determined by its re-
striction to hom(O
x
,O
y
)⊗1. Therefore,
homMF A∞
1×Ĝ (W (y)−W (x))
(∆Ĝ×ĜW ,∆
Ĝ×Ĝ
W )
'homRe
(
(homC G (O
x
,O
y
)⊗1)⊗Re ,⊕
χ∈Ĝ
(homC G (O
x
,O
y
)⊗χ)⊗Re)
'homRe
(
homC G (O
x
,O
y
)⊗Re ,⊕
χ∈Ĝ
homC G (O
χ·x
,O
y
)⊗Re)
'homRe
(
homC G (O
x
,O
y
)⊗Re ,⊕
χ∈Ĝ
Re /(y −χ · x))
'⊕
χ∈Ĝ
(homC G (O
x
,O
χ·x
)⊗R)∨.
By Assumption 5.1, the differential of homC G (O
x
,O
χ·x
)⊗R is a sum of Koszul differen-
tials. By self-duality of Koszul complexes, we have
(homC G (O
x
,O
χ·x
)⊗R)∨ '⊕
χ∈Ĝ
homCG (O
x
,O
χ·x
)⊗R.
On each χ-summand, we take coordinate change x 7→χ−1 · x. Then we have
homC G (O
x
,O
χ·x
)⊗R ' homC G (O
χ−1·x
,O
x
)⊗R,
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hence
homMF A∞
1×Ĝ (W (y)−W (x))
(∆Ĝ×ĜW ,∆
Ĝ×Ĝ
W )'
⊕
χ∈Ĝ
homC G (O
χ−1·x
,O
x
)⊗R ' (homCG (O,O)oĜ)⊗R,
and we finish the proof of the Proposition. 
Let us finish the proof of the Theorem 7.1. By Proposition 7.4, we have
H∗((BoĜ)Ĝ )∼=HomMF A∞
Ĝ×Ĝ (W (y)−W (x))
(∆Ĝ×ĜW ,∆
Ĝ×Ĝ
W ).
Modifying sign to the dg-setting,
H∗((BoĜ)Ĝ )al g ∼=HomMFĜ×Ĝ (W (y)−W (x))(∆Ĝ×ĜW ,∆Ĝ×ĜW )∼= Jac(W,Ĝ). 
It is natural to conjecture that the theorem holds before taking Ĝ-quotient.
Conjecture 7.6. With the same assumptions as in Theorem 7.1, we have
H∗(BoĜ)al g ∼= Jac′(W,Ĝ).
Although we have proved that left hand side equals (7.3), we do not know whether
this is isomorphic to twisted Jacobian algebra defined by [7, 32].
8. KODAIRA-SPENCER MAP
In this section, we construct a general Kodaira-Spencer map from small quantum co-
homology QH∗(M) to a cohomology of an A∞-algebra, which is isomorphic to Jacobian
ring of W for a non-equivariant case and orbifold Jacobian algebra of (W,Ĝ) for an equi-
variant case. The construction should extend to the case of big quantum cohomology
using bulk-deformations by following [18] but we omit it for simplicity.
Recall that Fukaya-Oh-Ohta-Ono[18] defined a geometric map ks : QH∗(M)→ Jac(W )
for general toric manifolds (with bulk-deformations) and showed that the map is a ring
isomorphism. Such a construction was generalized to the case of orbi-sphere P1a,b,c
[1]. The former construction uses T n-action in an essential way. For example, for the
Fukaya algebra A (L) of a Lagrangian torus L, it uses the observation that the output
of the closed-open map (using a J-holomorphic disc with one interior input and one
boundary output)
CO0 : QH
∗(M)→H∗(A (L))al g
is always a multiple of the unit 1 = [L] from T n-action. In this case, we can just read
the coefficient of the unit with boundary Maurer-Cartan deformation and this gives an
element of the algebra Jac(W ). The construction of [1] is similar, but uses Z/2-action
(and low dimensionality of L) instead of T n-action and show that CO0 always maps to
the multiple of 1.
But in general, the image of the map CO0 is not expected to be a multiple of 1. For
example, its virtual dimension is n+µ(β)−degM (A) which is not necessarily n = dim(L).
Our simple but important idea is that we replace Jac(W ) by its associated Koszul
complex. Also, we find a mild assumption 4.4 with which the A∞-algebra (B,mb1 ) from
L defines such a Koszul complex. In fact, CO0 naturally has an output inB (see Figure
3 (a)) by decorating L with bounding cochain b. Here, we work in the setting of local-
ized mirror in the sense that we only look at the part of the mirror given by the formal
neighborhood of the reference Lagrangian L.
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FIGURE 3. (a) Kodaira-Spencer map ks(A), (b) Σ12, (c) Σ0
Theorem 8.1. LetA (L) be Fukaya A∞-algebra of Lagrangian L, with bounding cochain
b and potential function W . Denote byB(L) another A∞-algebra defined in Definition
4.1. There is a Kodaira-Spencer map which is a ring homomorphism
ks : QH∗(M ,Λ)→H∗(B(L))al g .
In particular for f1, f2 ∈QH∗(M), we have
ks( f1∗Q f2)= (−1)degks( f1)m2(ks( f1),ks( f2)).
Under the Assumption 4.4, the target is isomorphic to Jac(WL) by Proposition 4.8.
Most of the construction of Fukaya-Oh-Ohta-Ono[18], and its modifications [1] car-
ries over to this setting and we give a sketch of proof later in the section (explaining
which parts of [18] and [1] have to be modified).
Let us explain an equivariant version of Kodaira-Spencer map. Let G be a finite
abelian group and M be a symplectic manifold with an effective G-action. Fukaya cate-
gory of M can be given as a filteredZ/2-graded unital A∞-category with a strict G-action
(using de Rham version of the work of Fukaya-Oh-Ohta-Ono but any other technical
setting will be okay). Therefore, we can apply the construction of Section 5. Suppose
the Lagrangian L ⊂ [M/G] satisfies the assumptions of Section 5 so that it has an A∞-
algebra A (L) as well as the A∞-category A˜ whose objects are |G| embedded lifts of L.
b =∑xi Xi satisfies a Maurer-Cartan equation forA (L).
Theorem 8.2. There is a Kodaira-Spencer map which is a ring homomorphism
ks : QH∗(M ,Λ)→H∗((B(L)oĜ)Ĝ )al g . (8.1)
Under the Assumption 5.1, the target of ks is isomorphic to the orbifold Jacobian algebra
Jac(WL ,Ĝ) by Theorem 7.1.
Remark 8.3. If we restrict the above ks map to the G-invariant part (χ = 1 case), it
may be regarded as a map from untwisted sector of the quotient orbifold H∗([M/G])
to H∗
(
B(L)Ĝ ,mb1
)
. This should be a part of orbifold version of
ks : QH∗or b([M/G],Λ)→H∗(B(L))al g .
We can define the map when the input is a fundamental class of a twisted sector fol-
lowing [1], but there is a technical difficulty to define it in general cases. We will not
consider this map in this paper.
Now, let us prove Theorem 8.1 and Theorem 8.2.
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8.1. Proof of Theorem 8.1. We will mainly follow the construction of [18], [1]. We con-
struct a Kodaira-Spencer map using J-holomorphic discs as in Figure 3. As explained
before, the main difference in our case is that we do not need to make an output a mul-
tiple of the fundamental class. This is why we can consider a general case. T n-action of
[18] or Z/2-symmetry of [1] was used to achieve this. But we still need the Lagrangian L
to be weakly unobstructed. After this adjustment, it is almost straightforward to adapt
the proof of [18], [1] to our setup, and we only give a brief sketch, and refer readers to
these references for the full construction. Also we are considering a general case where
QH∗(M) may have odd degree elements (like T 2), our formula involves a sign. We ex-
plain the sign computation at the end.
For a moduli space of J-holomorphic discs Mk+1,1(β) for β ∈ H2(M ,L) and a cycle
A ⊂M , we define a Kodaira-Spencer map as follows. LetMk+1,1(β, A)=Mk+1,1(β)×M A
and consider their evaluation maps evki : Mk+1,1(β, A) → L at i -th marked point. We
define
ks(PD[A])=
∞∑
k=0
(evk0 )!((ev
k
1 )
∗b∧·· ·∧ (evkk )∗b) (8.2)
From now on, we omit Poincaré dual from PD[A] and just write A. Gromov compact-
ness shows that ks(A) ∈B. We first check that this map is well-defined in cohomology.
Lemma 8.4 (c.f. Proposition 2.4.15 [18]). If A−B = ∂R, then ks(A)− ks(B)=mb1,can H.
Proof. We define H := ks(R), and consider its codimension one boundary contributions.
One of the strata is ks(∂R) which corresponds to ks(A)− ks(B). The others come from
disc bubbling. If the boundary marked point z0 and interior marked point z+1 are in
the same component, then the contribution from the bubble component is mb0 which
is a multiple of unit. Therefore such contribution vanishes by the usual argument. The
other case that z0 lies in a different disc component than z+1 , then it can be written
as mb1 (ks(R)). We may take the projection to cohomology. Namely, we have a quasi-
isomorphism from (B, {mbk }) to Bcan , {m
b
k,can} and denote its linear component (part
with one input) by
∏b . We have∏b ◦mb1 =mb1,can∏b and hence we obtain the result. 
Now, let us show that ks is a ring homomorphism. The geometric idea behind this is
rather well-known. In the language of 2-dimensional open-closed topological confor-
mal field theory, the closed-open map is a ring homomorphism. But the actual proof
of this in [18] becomes rather technical. One of the issue there is that T n-equivariance
is essential to define ks-map, but the moduli space of J-holomorphic spheres does not
have T n-equivariant perturbation so they need to find a way to accommodate both. In
[1], a simplified construction without such T n-equivariance is given. We follow closely
the construction in [1]. The main simplification is that we can use a uniform Kuran-
ishi perturbation scheme, namely, a component-wise compatible continuous family of
multi-section by Fukaya [16] for every moduli spaces involved.
Consider the map
forget :Mmai nk+1,2 (β, A⊗B)→Mmai n1,2
of forgetting the map and the boundary marked points except the first one. We are in-
terested in forget−1(Σ0), forget−1(Σ12) where Σ0 is a stable disc with a sphere attached at
the interior, and Σ12 is a disc with two disc bubble each of which contains an interior
marked point (See Figure 3). The fiber product
forget−1(Σ) (ev+1 ,ev+2 )×(M×M) ( f1× f2) (8.3)
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For Σ=Σ0, the above expression gives ks( f1∗Q f2), and for Σ=Σ12, the above expression
gives (−1)degks( f1)m2(ks( f1),ks( f2)). For an interval I ⊂Mmai n1,2 connecting Σ0,Σ12, (8.3)
with Σ = I should give us the cobordism connecting these two operations. The rest
of the proof is the same as [1, Section 6.2] and [18] and we omit the details. But the
sign (−1)degks( f1) did not appear previously due to even dimensionality of cohomology
classes, and we will explain this later in the section.
8.2. Proof of Theorem 8.2. We label one of the embedded lift of L as L˜1 and label the
rest of the lift by L˜g = g · (L˜1). Denote by L˜ =⊕g∈G L˜g . Th idea is to consider the moduli
space of J-holomorphic stable polygon in M (similar to Figure 3) with interior insertion
of A with boundary on L˜. We write it as Mk+1,1(β, A) for β ∈ H2(M , L˜). From Lemma
(6.15), we have a G-equivariant A∞-isomorphism between(
BoĜ , {mb⊗1k }
)' (C F (L˜, L˜)⊗Λ[x1, · · · , xn], {mb˜k }).
Thus we can define ks following (8.2) as a map to the cohomology of the right hand side.
We can prove that ks is well-defined in cohomology following Lemma 8.4.
Now, G acts on the moduli space Mk+1,0(β) freely and we consider a G-equivariant
Kuranishi structure and perturbations. This defines a Fukaya A∞-algebra of Lagrangians
C F (L˜, L˜) with a strict G-action on it, and its G-invariant part defines an A∞-algebra of
L. Suppose that ambient cycle A is G-invariant. then moduli space for the Kodaira-
Spencer map Mk+1,1(β, A) has a G-action on it, and the output of ks(A) become G-
invariant as well. By Φ−1, it corresponds to an element in the trivial sector B ⊗ 1. In
terms of Jac(W,Ĝ), for a G-invariant cycle A, ks(A) should lie in the trivial sector of
Jac(W,Ĝ) which is Jac(W )Ĝ . Since H∗([M/G],Λ) ∼= H∗(M ,Λ)G (we consider Λ with C-
coefficient as usual) A may be considered as an element of H∗([M/G]). Therefore, this
moduli space gives two associated maps, one from QH∗(M) and one from H∗([M/G]).
Now, let us consider more interesting case that A is not G-invariant. Roughly ks(A)
will be in non-trivial sectors of Jac(W,Ĝ). From finite abelian G-action, we can de-
compose H∗(M) according to each character χ ∈ Ĝ . Namely if A is in χ-eigenspace,
g · A =χ(g )A. By considering G-equivariant perturbations of the moduli space⋃
g∈G
M (g ·β, g · A),
we observe that ks(A) lies in χ-eigenspace as well. Namely, we have
Φ−1(ks(A)) ∈B⊗χ.
Now, we consider the second Ĝ-action onB (see Definition 6.16).
Lemma 8.5. We claim that
Φ−1(ks(A)) ∈ (B⊗χ)Ĝ .
Proof. Recall that Ĝ-action acts on both Lagrangian Floer generators (by recording dif-
ference of branches of L˜) and on variables (from its action on the associated immersed
sector at the quotient), but not on χ. Now, Ĝ-action on ks(A) come from two sources,
one is the variables corresponding to b’s, and the other is the output Floer generator
in C F (L˜, L˜). Given a J-holomorphic polygon u with k +1 boundary marked points, the
boundary is given by L˜ contributing to ks(A). Let us choose g0, · · · , gk ∈G such that j -th
marked point z j maps to the Lagrangian intersection Lgi ∩Lgi+1 for i = 0, · · · ,k mod k.
At j -th marked point, the next branch of lagrangian is obtained by the multiplication of
g−1i gi+1 ∈G of the previous branch (in a counter-clockwise order), hence χ ∈ Ĝ action
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on the dual variable will give χ(g−1i gi+1) for each i = 0,1, · · · ,k −1. Hence χ-action on
resulting variables on ks(A) is
χ(g−10 g1) · · ·χ(g−1k−1gk )=χ(g−10 gk ).
On the other hand, the output of ks(A) lies in C F (Lg0 ,Lgk ) and by Definition 6.16, χ
action on the output is given by the multiplication of χ
(
(g−10 gk )
−1). Therefore, these two
actions cancel each other out and ks(A) is invariant under this additional Ĝ-action. 
8.3. Sign computation. Let us explain the sign in the theorem 8.1.
ks( f1∗Q f2)= (−1)degks( f1)m2(ks( f1),ks( f2))
One can check degL(ks( f ))= degM ( f ). In [18], the above sign did not appear since non-
trivial cohomology classes of toric manifolds (which are (C∗)n-invariant) are of even
degree.
Note that (8.3) can be identified with (by orientation formulae of [17, Chapter 8])(
forget−1(Σ0) ev+1 ×M f1
)
ev+2 ×M f2
Let us consider the sign for forget−1(Σ12). We start by recalling the following orienta-
tion formula for disk bubbling.
Proposition 8.6. [17, Proposition 8.3.3] We have an isomorphism
∂M
r eg
m+1(β)=
⋃
β=β′+β′′
(−1)(m1−1)(m2−1)+(n+m1)M r egm1+1(β
′) ev1 ×ev0M r egm2+1(β
′′)
as oriented Kuranishi spaces where m =m1+m2−1 and n = dim(L).
By applying the above formula twice, we identify a stratum in ∂2M r egm+1(β) (as ori-
ented Kuranishi spaces) given by⋃
β=β1+β2+β3
(
M
r eg
3 (β1) ev1 ×ev0M
r eg
1 (β2)
)
ev2 ×ev0M r eg1 (β2)
There is an analogous formula with interior marked points⋃
β=β1+β2+β3
(
M
r eg
3 (β1) ev1 ×ev0M
r eg
1,1 (β2)
)
ev2 ×ev0M r eg1,1 (β2)
We take a fiber product
(• ev+×M f1) ev+×M f2 of the above from the right and after some
yoga of moving around fiber products (which we leave as an exercise, but this does not
bring any additional sign mainly because M is even dimensional), we get the following⋃
β1
(
M
r eg
3 (β1) ev1 ×ev0 ks( f1)
)
ev2 ×ev0 ks( f2)
Fukaya-Oh-Ohta-Ono defined m2-product to be the above with an additional sign.
(−1)degL ks( f1)m2(ks( f1),ks( f2))
Here degL ks( f1) = degM f1. Now we can argue as in [18] to find a cobordism between
forget−1(Σ0) and forget−1(Σ12).
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9. MATCHING ALGEBRAIC AND GEOMETRIC GENERATORS FOR ORBIFOLD JACOBIAN
ALGEBRA
We have shown in Theorem 7.1 under the Assumption 5.1 that we can use Floer the-
ory to construct an A∞-algebra whose cohomology algebra is Jac(W,Ĝ). But the proof
thereof does not specify the precise isomorphism. In this section, we will describe more
precise correspondence and identify geometric generators corresponding to the formal
generators ξh of orbifold Jacobian algebra in Definition 3.1.
For this, let us recall briefly the construction of [32]. For a curved algebra RW , and
its bimodule M (which means it is an R-bimodule whose left and right action by W
agree), we have a mixed complex (K ∗(RW , M)) whose total cohomology is Hochschild
cohomology H∗(RW , M): To define this, we set K∗(R) = Re ⊗ k[θ1, · · · ,θn] which is a
mixed complex with degree 1 differential δKos and degree (−1) differential δcurv given by
δKos :=
n∑
i=1
(xi − yi )∂θi ,δcurv :=
n∑
i=1
∇x→(x,y)i (W ) ·θi
Also bimodule M may be considered as a Re -module with xi acting on the left and yi
acting on the right. Then mixed complex (K ∗(RW , M)) is defined as(
homRe (K−∗(R), M),∂Kos = δ∨Kos,∂curv = δ∨curv
)
.
This mixed complex can be identified (see (4.10) [32]) with the following(
M [∂θ1 , · · · ,∂θn ],∂Kos :=
n∑
i=1
(xi − yi )∂θi ,∂curv :=−
n∑
i=1
∇x→(x,y)i (W ) ·θi
)
In the case of M =R (or RW ), left and right action agree and hence we may set xi = yi .
Also, note that
∇x→(x,y)i (W ) |x=y= ∂i W (x).
Hence,K ∗(RW ,RW ) computing Hochschild cohomology H∗(RW ,RW ) equals(
R[∂θ1 , · · · ,∂θn ],∂Kos = 0,∂curv :=−
n∑
i=1
∂xi W (x) ·θi
)
whose cohomology is Jac(W ) if W has isolated singularities.
For Ĝ-equivariant setting, consider the semi-direct product RW [Ĝ]=RW ⊗k[Ĝ] with
product structure
(r ⊗ g ) · (r ′⊗ g ′) := r (g · r ′)⊗ g g ′.
It is an R-bimodule. On RW⊗χ, x acts on the right byχ·x. Henceχ-sector of the complex
K ∗(RW ,RW [Ĝ]) can be identified with(
R[∂θ1 , · · · ,∂θn ],δKos(χ) :=
n∑
i=1
(xi −χ·xi )∂θi ,δcurv(χ) :=−
n∑
i=1
∇x→(x,y)i (W ) |y=χ·x ·θi
)
(9.1)
Let us consider the wedge degree of R[∂θ1 , · · · ,∂θn ] (here ∂θi has degree one). Shklyarov
showed that the total cohomology of (9.1) is isomorphic to Jac(W |Fix(χ)) · ξχ and 1 · ξχ
corresponds to a cohomology generator whose highest wedge degree term is
∏
i∈Iχ ∂θi .
More precisely, in [32], Shklyarov finds a quasi-isomorphic complex whose cohomol-
ogy is generated by the above term only, and the quasi-isomorphism (to the original
complex) is given by expt HW,χ . Since HW,χ action lowers the wedge degree, we obtain
the above claim.
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On the other hand, we can compare (9.1) to the geometric setting via Assumption
5.1. Given
(
V ⊗Λ0 Re ,mb(x),b(y)1
)
(which is a matrix factorization of W (y)−W (x)), by
restricting it to (χ−1x, x), on which we have a chain complex due to
W (x)−W (χ−1 · x)= 0,
we obtain the following isomorphism of the complex.(
V⊗Λ0 Re ,mb(x),b(y)1
) |(χ−1x,x)' (R[∂θ1 , · · · ,∂θn ],∑
i
(xi−χ−1·xi )∂θi+
∑
i
∇x→(x,y)i W |(χ−1x,x) ·θi
)
.
(9.2)
By change of variables χ−1xi → xi , we have an isomorphism(
V ⊗Λ0 R,mb(χ
−1·x),b(x)
1
)' (R[∂θ1 , · · · ,∂θn ],∑
i
(χ · xi −xi )∂θi +
∑
i
∇x→(x,y)i W |y=χ·x ·θi
)
.
From these observations, we obtain the following.
Proposition 9.1. Given assumption 5.1, H∗(B⊗χ,mb⊗11 ) is isomorphic as a module to
χ-sector of Hochschild cohomology H∗(RW ,RW [Ĝ]). In this isomorphism, ξχ corresponds
to a cohomology generator in (B⊗χ,mb⊗11 ) whose highest wedge degree term (in the iso-
morphism (9.2)) is
∏
i∈Iχ (−∂θi ).
Remark 9.2. The sign (−1)|Iχ| in the identification also appeared in the construction of
(7.2). See Lemma 7.5.
10. ORBIFOLD JACOBIAN ALGEBRA FOR T 2
Take T 2 which is obtained by identifying opposite sides of a regular hexagon. There
is a Z/3-action given by rotation, and the quotient is an orbifold sphere P13,3,3. We can
consider an immersed Lagrangian L ⊂ P13,3,3 equipped with a non-trivial spin structure
(for the symmetry, we follow [12] to equip Lwith a unitary line bundle whose holonomy
is (−1) which is equally distributed). This is the Seidel Lagrangian [28] (see also Efimov
[20]). L lifts to embedded circles in T 2, which are denoted by L1,Lg ,Lg 2 where {1, g , g
2}
denote elements of Z/3. See Figure 4.
Define q := Tω(∆), where ω(∆) is the area of minimal triangle. In [9],[12], L is shown
to be weakly unobstructed and the potential W of L is computed as follows.
W =−φ(q)i (x31 +x32 +x33)+ψ(q)i x1x2x3
where φ and ψ are elements of Novikov ring as follows
φ(q) := ∑
k∈Z
(−1)k+1(k+ 1
2
)q (6k+3)
2
, ψ(q) := ∑
k∈Z
(−1)k+1(6k+1)q (6k+1)2 . (10.1)
Dual group Ĝ-action are given as follows. Define
χˇ := e2pii /3,
and denote elements of Ĝ by {1,χ,χ2} where χ · xi = χˇxi . We remark that the mirror
potential given in [20] and [28] is just Wal g = xn1 + xn2 + xn3 + x1x2x3 whereas the disc
potentials in [9] and [11] are quantum corrected ones and they are infinite series for
hyperbolic cases. Orbifold Jacobian algebra structure for Jac(Wal g ,Z/n) has been com-
puted in the appendix of [32].
We are interested in the Kodaira-Spencer map from QH∗(T 2) to Jac(W,Z/3) (includ-
ing the quantum corrections). Define an A∞-algebra
B :=C F ((L,b(x)), (L,b(x)))⊗Λ[x1, x2, x3].
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FIGURE 4. Dotted lines are embedded Lagrangians L1, Lg and Lg 2 . Ar-
rows indicate how to move a point to one of the critical points of the
Morse functions.
Since the Seidel Lagrangian forP13,3,3 = [T 2/Z/3] satisfies Assumption 5.1, we have shown
the following sequence of isomorphisms (except the first map).
QH∗(T 2) ks→H∗((BoZ/3)Z/3)al g ∼=H∗(MFZ/3(W ), MFZ/3(W ))∼= Jac(W,Z/3). (10.2)
We will show that ks is an isomorphism and furthermore we will find a precise corre-
spondence as follows. First, let us introduce some notations for QH∗(T 2) (which equals
H∗(T 2) since there are no non-trivial holomorphic spheres). Let 1T 2 be the fundamental
class and ptT 2 be the Poincaré dual of the point class in QH
∗(T 2). In addition, we de-
note Poincaré duals of the meridian Ch and longitude Cv by [Ch], [Cv ] respectively. We
will take them as in the above Figure 4. Note that g · [Ch] = [Cv ], g · [Cv ] = −[Ch]− [Cv ].
Therefore, [Ch]−χˇ[Cv ], [Cv ]−χˇ[Ch] are cohomology classes inχ andχ2-sector of H∗(T 2)
respectively.
Theorem 10.1. Let the composition map be called ks, by abuse of notation. Then
ks : QH∗(T 2)→ Jac(W,Z/3)
in (10.2) is given by
1T 2 7→ 1
ptT 2 7→
1
24
q
∂WL
∂q
lχ :=−iγ · [Ch]− χˇ[Cv ]
χˇ−1 7→ ξχ
lχ2 :=−iγ ·
[Cv ]− χˇ[Ch]
χˇ−1 7→ ξχ2 .
Here, γ is a modular form
γ= ∑
k∈Z
(−1)k+1i q (6k+1)2 . (10.3)
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Proof. Let us first compute the products in Jac(W,Z/3).
Lemma 10.2. In Jac(W,Z/3), we have the following product
ξχ •ξχ2 =σχ,χ2 ·1
where σχ,χ2 can be computed (following the definition in [32]) to be
σχ,χ2 =
(27φ3−ψ3)i
(1− χˇ)3 x1x2x3 ∈ Jac(W ).
We have ξχ •ξχ = 0, ξχ2 •ξχ2 = 0 from the degree condition (3.1).
We will prove this lemma in Appendix A.
On the other hand, one can easily check that lχ∪ lχ = 0, lχ2 ∪ lχ2 = 0. Also, it is easy to
compute that
lχ∪ lχ2 =−γ2 ·
(
1+ χˇ
1− χˇ
)
·ptT 2 . (10.4)
Now, we are ready to check that ks is a ring isomorphism. Observe that the Jacobian
relation identifies monomials x1x2x3, x31 , x
3
2 , x
3
3 up to scaling and we can use it to show
that
1
24
q
∂W
∂q
= i q
24
(− ψ
φ
∂φ
∂q
+ ∂ψ
∂q
)
x1x2x3 ∈ Jac(W ).
Also, we need the following identity of modular forms, which is proved in [13].
γ2q
(
−ψ∂φ
∂q
+φ∂ψ
∂q
)
=−8φ(27φ3−ψ3). (10.5)
By this identity, we can show the most nontrivial part
ks(lχ∪ lχ2 )= ks(lχ)• ks(lχ2 )
as follows:
ks(lχ∪ lχ2 )=−γ2 ·
(
1+ χˇ
1− χˇ
)
ks(ptT 2 )
=−γ2 ·
(
1+ χˇ
1− χˇ
)
i
q
24
(− ψ
φ
∂φ
∂q
+ ∂ψ
∂q
)
x1x2x3
=
(
1+ χˇ
1− χˇ
)
i
8(27φ3−ψ3)
24
x1x2x3
= i (27φ
3−ψ3)
(1− χˇ)3 x1x2x3 = ξχ •ξχ2 .
It finishes the proof of Theorem 10.1. 
Now, let us explain each map in (10.2) to justify our choice of lχ and lχ2 .
First we will investigate images of ks in H∗((BoZ/3)Z/3). Recall that mb1 preserves
eigenspaces of Ĝ-action. Let us first consider the trivial sector 1 ∈ Ĝ whose mb1 coho-
mology is given by
H∗
(
(B⊗1)Z/3,mb1
)∼=H∗(B,mb1 )Z/3 ∼= Jac(W )Z/3
Note that Jac(W ) is generated by 8 elements 1, x1, x21 , x2, x
2
2 , x3, x
2
3 , x1x2x3 and Z/3 acts
on variables by multiplication of 3rd root of unity. Hence Jac(W )Z/3 is generated by 1
and x1x2x3.
In fact, we can choose a specific generator using the ks map. Since ks is a ring ho-
momorphism, it sends the unit of quantum cohomology to the unit 1L ⊗1. The class of
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x1x2x3 comes from ks map of the point class of T 2. In [1], they showed that ks map is an
isomorphism for P13,3,3 and computed ks(ptP13,3,3
). The same computation applies to our
case and we have
ks(ptT 2 )=
1
24
q
∂W
∂q
· (1L ⊗1).
To prove this, one divides a point class into 1/24 point classes each of which lies in dif-
ferent pieces of T 2 separated by the Seidel Lagrangian. Since each piece is set to have
equal area q , count of disks with a point insertion can be compared to the area of the
corresponding disc. This gives the above result.
To find cohomology classes in χ,χ2-sectors of QH∗(T 2) that matches with ξχ,ξχ2 , we
start with Kodaira-Spencer images of two circles [Ch], [Cv ] generating QH
1(T 2). Note
that Ch intersect L at 4 points and hence ks([Ch]) is given by Poincare duals of these 4
points(see Figure 4). We wish to compare these points, but one should note that two
different points in L are not mb,b1 cohomologous in general. Let us argue in terms of
singular chains(which can be made into that of differential forms). For a line segment I
connecting two points p, p ′ in L (in the domain of immersion and oriented as L), mb,b1 (I )
should have the classical term ∂I = p ′ − p as well as the constant disc contributions
coming from m2(b, I ),m2(I ,b). Since b comes from immersed sector, only one of these
two are composable, and the composable ones can be computed following the case of
the unit identity
m2(b,1L)=−b, m2(1L,b)= b.
Using this idea, we compare each of 4 intersection points of Ch ∩L,Cv ∩L with chosen
minimum points p, g · p, g 2 · p of the Morse function on L1,Lg ,Lg 2 respectively (see
Figure 4). From the Figure 4, it is not hard to obtain the following.
Proposition 10.3. We have
ks([Ch])= 2g ·p−p− g 2 ·p+x2(g 2 ·X2−X2)+x3(g ·X3−X3),
ks([Cv ])= 2g 2 ·p−p− g ·p+x2(X2− g ·X2)+x3(g 2 ·X3− g ·X3).
Then, by Lemma 6.7, we have
Φ−11
(
ks([Ch])
)= χˇp⊗χ+ χˇ2p⊗χ2
+
(
(χˇ2−1)x2X2+ (χˇ−1)x3X3
)⊗χ+ ((χˇ−1)x2X2+ (χˇ2−1)x3X3)⊗χ2
3
,
Φ−11
(
ks([Cv ])
)= χˇ2p⊗χ+ χˇp⊗χ2
+
(
(1− χˇ)x2X2+ (χˇ2− χˇ)x3X3
)⊗χ+ ((1− χˇ2)x2X2+ (χˇ− χˇ2)x3X3)⊗χ2
3
.
Hence, we have
Φ−11
(
ks
( [Ch]− χˇ[Cv ]
χˇ−1
))= (p+ χˇ2
χˇ−1 x2X2−
1
χˇ−1 x3X3
)⊗χ (10.6)
Φ−11
(
ks
( [Cv ]− χˇ[Ch]
χˇ−1
))= (p− χˇ2
χˇ−1 x2X2+
χˇ
χˇ−1 x3X3
)⊗χ2. (10.7)
Note that ([Ch]− χˇ[Cv ]) and ([Cv ]− χˇ[Ch]) are in fact χ and χ2-eigenvectors for Z/3-
action on H 1(T 2), and the above illustrates that ks preserves eigenspaces.
Let us check that (10.6) and (10.7) are indeed nontrivial cocycles in BoZ/3. From
Lemma 6.11, we may consider the chain complex
(
hom(L,L)⊗R,mb(χ−1),b1
)
.
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By (5.4) with substitution (x, y) 7→ (χ−1 · x, y), we have
mb(χ
−1),b
1 (e)=
∑
1≤i≤3
(1− χˇ2)xi Xi ,
mb(χ
−1),b
1 (X¯
new
1 )= (1− χˇ2)x1pnew − c12X2− c13X3,
mb(χ
−1),b
1 (X¯
new
2 )= (1− χˇ2)x2pnew + c12X1− c23X3,
mb(χ
−1),b
1 (X¯
new
3 )= (1− χˇ2)x3pnew + c13X1+ c23X2.
Thus, for any linear combination of {e, X¯ new1 , X¯
new
2 , X¯
new
3 }, its image of m
b(χ−1),b
1 cannot
be p+ χˇ2χˇ−1 x2X2− 1χˇ−1 x3X3, because the coefficient of p of the image is always a polyno-
mial with zero constant term. In the same way, we can also prove that p − χˇ2χˇ−1 x2X2+
χˇ
χˇ−1 x3X3 is not an image of m
b(χ−2),b
1 . This proves that (10.6) and (10.7) are nontrivial
cocycles.
Since Jac(W,Ĝ)χ and Jac(W,Ĝ)χ2 are 1-dimensional in this case, and same is true for
χ and χ2-eigenspaces of H 1(T 2). Therefore, we find that Kodaira-Spencer map sends χ
and χ2-sector of QH∗(T 2) to the following spaces as a bijection.
H∗(B⊗χ,mb⊗11 )∼= Jac(W,Ĝ)χ, H∗(B⊗χ2,mb⊗11 )∼= Jac(W,Ĝ)χ2 .
To find an exact generator that matches with ξχ and ξχ2 , we use Proposition 9.1.
Namely, we look for cocycles in
(
hom(L,L),mb(χ
−1),b
1
)
and
(
hom(L,L),mb(χ
−2),b
1
)
respec-
tively that has the highest wedge degree terms given by−pnew =−γp. (The sign appears
because |Iχ| = |Iχ2 | = 3.) Therefore, we modify (10.6) and (10.7) to obtain
−γ · [Ch]− χˇ[Cv ]
χˇ−1 , −γ ·
[Cv ]− χˇ[Ch]
χˇ−1 ∈H
∗(T 2)
respectively. It concludes the explanation of the choice of lχ and lχ2 in Theorem 10.1.
Remark 10.4. We can remove i = p−1 in the statement of the theorem if we consider
H∗(T 2)al g (or alternatively Jac(W,Z/3)op ).
APPENDIX A. ALGEBRAIC COMPUTATION OF ORBIFOLD JACOBIAN PRODUCT
In [32, Appendix A], Shklyarov computed orbifold Jacobian algebra structures for
W := x2g+11 +x
2g+1
2 +x
2g+1
3 −x1x2x3,
with the action by
G := {(ζ,ζ,ζ−2) ∈ (C∗)3 | ζ2g+1 = 1}.
Following his computation, we compute products of Jac(W,Z/3) for the quantum cor-
rected potential
W =−φ(q)i (x31 +x32 +x33)+ψ(q)i x1x2x3
where Z/3= {1,χ,χ2} acts on Λ[x1, x2, x3] by χ · xi = e2pii /3xi . Hence χˇ := e2pii /3.
To compute σχ,χ′ , we first compute HW (x,χ · x, x) and HW,χ(x) for χ ∈ Ĝ . Recall that
HW (x, y, z)=
∑
1≤i≤ j≤3
(∇y→(y,z)i ∇x→(x,y)j W )θ j ⊗θi .
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The constant σ1,χ is easily computed as follows. One can check that d1,χ = 0.
σ1,χ = 1
d1,χ!
Υ
(
(bHW (x,χ · x, x)cχ+bHW,1(x)cχ⊗1+1⊗bHW,χ(χ · x)cχ)d1,χ ⊗∂θI1 ⊗∂θIχ
)
=Υ((1⊗1)⊗ (1⊗∂θIχ ))=Υ(1 ·∂θIχ )= 1
where the last identity is due to the definition of Υ. We conclude that ξ1 is the multi-
plicative identity of Jac′(W,Z/3).
Now we computeσχ,χ′ for both χ and χ
′ are not 1. We haveσχ,χ = 0 for χ 6= 1, because
dχ,χ =
dχ+dχ−dχ2
2
= 3
2
∉Z
Let us compute σχ,χ2 . From the definition of differences, we have (for j = 1,2,3)(∇y→(y,z)i ∇x→(x,y)i W )(x,χ · x, x)θ j ⊗θ j =−3φi x j1− χˇ θ j ⊗θ j ,∑
1≤i< j≤3
(∇y→(y,z)i ∇x→(x,y)j W )(x,χ ·x, x)θ j ⊗θi =ψi x3θ2⊗θ1+ χˇψi x2θ3⊗θ1+ψi x1θ3⊗θ2.
So we have
HW (x,χ · x, x)=− 3φi x1
1− χˇ θ1⊗θ1−
3φi x2
1− χˇ θ2⊗θ2−
3φi x3
1− χˇ θ3⊗θ3
+ψi x3θ2⊗θ1+ χˇψi x2θ3⊗θ1+ψi x1θ3⊗θ2.
(A.1)
We also compute
HW,χ(x)=− χˇψi x3
1− χˇ θ1θ2−
χˇ2ψi x2
1− χˇ θ1θ3, (A.2)
HW,χ2 (χ · x)=−
ψi x3
1− χˇ2 θ1θ2−
χˇ2ψi x2
1− χˇ2 θ1θ3, (A.3)
Then σχ,χ2 is the constant coefficient of the expression
1
3!
Υ
(
(bHW (x,χ · x, x)c1+bHW,χ(x)c1⊗1+1⊗bHW,χ2 (χ · x)c1)3⊗∂θ1∂θ2∂θ3 ⊗∂θ1∂θ2∂θ3
)
.
If we denote coefficients of (A.1), (A.2) and (A.3) by
HW (x,χ ·x, x)= A11θ1⊗θ1+A22θ2⊗θ2+A33θ3⊗θ3+A21θ2⊗θ1+A31θ3⊗θ1+A32θ3⊗θ2
and
HW,χ(x)=B12θ1θ2+B13θ1θ3, HW,χ2 (χ · x)=C12θ1θ2+C13θ1θ3,
then by definition of Υ, we have
σχ,χ2 = bA11 A22 A33− A22B13C13− A33B12C12+ A32B12C13c1.
Up to the relation
3φi x31 = 3φi x32 = 3φi x33 =ψi x1x2x3
given by Jacobian ideal of W , we can check that
σχ,χ2 =
(27φ3−ψ3)i
(1− χˇ)3 x1x2x3 ∈ Jac(W ).
Hence, we obtain
ξχ •ξχ2 =
(27φ3−ψ3)i
(1− χˇ)3 x1x2x3.
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