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Abstract
For a given complex square matrix A with constant row sum, we establish two new eigenvalue
inclusion sets. Using these bounds, first we derive bounds for the second largest and smallest
eigenvalues of adjacency matrices of k-regular graphs. Then, we establish some bounds for the
second largest and the smallest eigenvalues of the normalized adjacency matrices of graphs and
the second smallest eigenvalue and the largest eigenvalue of the Laplacian matrices of graphs.
Sharpness of these bounds are verified by examples.
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1 Introduction
In this paper we consider simple, connected, finite and undirected graphs. Let G = (V,E) be a
graph with the vertex set V = {1, 2, . . . , n} and the edge set E. If two vertices i and j of G are
adjacent, we denote it by i ∼ j. For each vertex i, let di denote the degree of the vertex i. A graph
is said to be d-regular, if di = d for all i. The average degree of a graph G, denoted by ∆, defined
as
∑n
i=1 di
n
. A vertex i is said to be a dominating vertex if it is adjacent to all other vertices, i.e.,
di = n−1. We use N(i, j) to denote the number of common neighbors of the vertices i, j ∈ V, i 6= j.
For more of graph theoretic terminology, we refer to [2].
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The (0, 1)-adjacency matrix A = [aij ] of a graph G, on n vertices, is an n×n matrix defined by
aij =
{
1, if i ∼ j,
0, otherwise.
Let D denote the diagonal matrix whose (i, i)th entry is di. Then the matrix L = D −A is called
the Laplacian matrix of the graph G, and the matrix A = D−1A is called the normalized adjacency
matrix (or the transition matrix) of G . For more details we refer to [5, 8, 9]. The matrix A is
similar to the Randic´ matrix [4]. For any real number α, the general Randic´ index Rα(G)[14, 3] of
G is defined by
Rα(G) =
∑
i∼j
dαi d
α
j .
All the matrices A, L and A have real eigenvalues and reflect various interesting properties of the
underlying graphG. Each of them comes with a set of strengths and weaknesses, which are discussed
elaborately in [7]. Various bounds for the normalized adjacency matrix of a graph can be found in
[1, 8, 12, 15]. In [16], the author surveys eigenvalue bounds for different types of matrices associated
with a graph viz., adjacency matrix, Laplacian matrix, signless Laplacian matrix, etc. In this paper,
we provide some new bounds for the eigenvalues of adjacency matrix, normalized adjacency matrix
and Laplacian matrix including the algebraic connectivity(second smallest eigenvalue [11]).
Let A = [aij ] be an n × n complex square matrix. The i-deleted absolute row sum of A is
defined by
ri(A) =
∑
j∈I\{i}
|aij |, ∀i ∈ I,
where I = {1, 2, . . . , n}. Gersˇgorin(1931) proved the following result. It is now well known as the
Gersˇgorin circle theorem.
Theorem 1.1. Let A = [aij ] be an n × n complex matrix. Then the eigenvalues of A lie in the
region
GA =
n⋃
i=1
Γi(A),
where
Γi(A) = {z ∈ C : |z − aii| ≤ ri(A) =
∑
j 6=i
|aij |}.
The set Γi(A) is called the i
th Gersˇgorin disk of A, and GA is called the Gersˇgorin region of A.
In the same vein, Ostrowski (1937) and Brauer (1947) proved the following result.
Theorem 1.2. Let A = [aij ] be an n × n complex matrix. Then the eigenvalues of A lie in the
region
KA =
⋃
i,j∈I
i 6=j
Kij(A),
where for i 6= j, Kij(A) is defined by
Kij(A) = {z ∈ C : |z − aii||z − ajj| ≤ ri(A)rj(A)}.
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The set Kij(A) is called the (i, j)
th-Brauer-Cassini oval for the matrix A and KA is called the
Brauer region. For more details about the localization of eigenvalues, we refer to [17]. In [1], the
following property of irreducible row-stochastic matrices established:
Theorem 1.3. Let A = [aij ] be an irreducible row-stochastic square matrix of order n. Then all
eigenvalues of A other than 1 are eigenvalues of
A(k) = A(k|k)− jn−1a(k), k = 1, 2, . . . , n,
where A(k|k) is the kth principal submatrix, a(k)T = [ ak1 · · · ak,k−1 ak,k+1 · · · akn ] is the
k-deleted row of A and jn−1 is the n− 1 component row vector with all entries equal to 1.
In [13], the authors obtained results similar to the above theorem for the real matrices. In this
paper we extend this result for any complex square matrix A with constant row sum. If A is a
complex square matrix with the constant row sum γ, then γ is always an eigenvalue of A. We
construct n number of block upper diagonal complex square matrices each of them is similar to A.
Then, we apply Gersˇgorin and Brauer theorems to these n matrices to get some new eigenvalue
inclusion regions.
Let A be an n × n complex matrix with real eigenvalues and the eigenvalues are ordered as
follows: λ1 ≥ λ2 ≥ · · · ≥ λn. Next, we recall the eigenvalue inequalities for this class of matrices.
Theorem 1.4. [18] Let B be an n× n complex matrix with real eigenvalues and let
m =
trace B
n
and s2 =
trace B2
n
−m2,
then
m− s(n− 1) 12 ≤ λn ≤ m− s/(n− 1)
1
2 , (1)
m+ s/(n− 1) 12 ≤ λ1 ≤ m+ s(n− 1)
1
2 . (2)
Equality holds on the left (right) of (1) if and only if equality holds on the left (right) of (2) if and
only if the n− 1 largest (smallest) eigenvalues are equal.
Using some of the extensions of Theorem 1.3 and Theorem 1.4, we obtain bounds for the eigen-
values of adjacency matrix(of d-regular graph), normalized adjacency matrix and Laplacian matrix.
Tightness of these bounds are illustrated with examples.
This article is organized as follows: In Section 2, we establish some eigenvalue localizing the-
orems for a complex square matrix with constant row sum. In Section 3, we derive bounds for
the second largest eigenvalue and the least eigenvalue of the adjacency matrix of a regular graph.
In Section 4, we establish some bounds for the second largest eigenvalue and the least eigenvalue
of the normalized adjacency matrix of any connected graph. Finally, we provide bounds for the
second smallest eigenvalue(algebraic connectivity) and largest eigenvalue of the Laplacian matrix
of any connected graph. This is done in Section 5.
3
2 Some eigenvalue inclusion sets for complex matrices with con-
stant row sum
For an n × n complex matrix A, let A(k|k) denote the kth principal submatrix of A obtained by
deleting the kth row and the kth column of A. Let jn denote row vector of size n, with all entries
equal to 1 and e denote the column vector of appropriate size with all entries are 1.
Theorem 2.1. Let A = [aij ] be an n× n complex matrix with the constant row sum γ. Then γ is
an eigenvalue of A. Furthermore, A is similar to the complex block upper triangular matrix[
γ a(k)T
0 A(k)
]
,
where A(k) = A(k|k)−jn−1a(k), k = 1, 2, . . . , n, and a(k)T =
[
ak1 · · · ak,k−1 ak,k+1 · · · akn
]
is the k-deleted row of A.
Proof. Let ei denote the column vector with 1 at the i
th position and 0 elsewhere. Let P1 = In and
for k > 1, consider the permutation matrix Pk =
[
e2 e3 · · · ek e1 ek+1 · · · en
]
.
Therefore, the matrix A is similar to the matrix
Ak = P
−1
k APk =
[
akk a(k)
T
y A(k|k)
]
, ∀k = 1, 2, . . . , n,
where y =
[
a1k a2k · · · ak−1,k ak+1,k · · · ank
]T
.
Let P =
[
e e2 e3 · · · ek ek+1 · · · en
]
. Then P is non singular with
P−1 =
[
e′ e2 e3 · · · ek ek+1 · · · en
]
,
where e′ is the column vector with the first entry equals to 1 and all other entries are −1. Now,
P−1AkP = P
−1
[
γ a(k)T
γjn−1 A(k|k)
]
=
[
γ a(k)T
0 A(k|k)− jn−1a(k)
]
,
for k = 1, 2 . . . , n. This shows that the matrices A and
[
γ a(k)T
0 A(k|k) − jn−1a(k)
]
are similar.
Using Theorem 2.1 and the Gersˇgorin circle theorem, next we establish a localization theorem
for eigenvalues of a complex matrix.
Theorem 2.2. Let A = [aij ] be an n× n complex matrix with the constant row sum γ. Then the
eigenvalues of A lie in the region
n⋂
i=1
[
GA(i) ∪ {γ}
]
,
where GA(i) =
⋃
k 6=iGA(i)(k) , with GA(i)(k) = {z ∈ C : |z − akk + aik| ≤
∑
j 6=k |akj − aij |}.
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Proof. By Gersˇgorin circle theorem, each eigenvalue of A(i), i = 1, 2, . . . , n lies in the region GA(i).
Now, using Theorem 2.1, we get
GA(i) =
n⋃
k=1
k 6=i
{z ∈ C : |z −A(i)kk| ≤
∑
j 6=k
|A(i)kj |},
=
n⋃
k=1
k 6=i
{z ∈ C|z − akk + aik| ≤
∑
j 6=k
|akj − aij |}.
Since A is similar to the matrix
[
γ a(i)T
0 A(i)
]
, i = 1, 2, . . . , n, all eigenvalues of A lie in the region
GA(i) ∪ {γ}, for all i = 1, 2, . . . , n. Hence the eigenvalues of A lie in the region
n⋂
i=1
[
GA(i) ∪ {γ}
]
.
Remark 2.1. For the following example the eigenvalue region obtained in the above theorem is
smaller than the eigenvalue region obtained by Gersˇgorin circle theorem. Consider the matrix,
A =

 1 1 + i ii 2 + i 0
2 i i


By Gersˇgorin circle theorem, all the eigenvalues of A lie in the union of three Gersˇgorin discs, say,
σ1(A), σ2(A) and σ3(A), i.e.,
GA = σ1(A) ∪ σ2(A) ∪ σ3(A),
where
σ1(A) = {z ∈ C : |z − 1| ≤ 1 +
√
2},
σ2(A) = {z ∈ C : |z − 2− i| ≤ 1},
and
σ3(A) = {z ∈ C : |z − i| ≤ 3}.
Now using Theorem 2.1, we have
A(1) =
[
1 −i
−1 0
]
Let GA(1) = σ1(A(1)) ∪ σ2(A(1)), where
σ1(A(1)) = {z ∈ C : |z − 1| ≤ 1},
and
σ2(A(1)) = {z ∈ C : |z| ≤ 1}.
It is clear that, GA(1) is a proper subset of GA. Hence
⋂3
i=1
[
GA(i) ∪{2+2i}
]
is properly contained
in GA.
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In the following theorem, using Theorem 2.1 and Theorem 1.2, we establish a localization
theorem for eigenvalues of a complex matrix.
Theorem 2.3. Let A = [aij ] be an n× n complex matrix with the constant row sum γ. Then the
eigenvalues of A lie in the region
n⋂
i=1
[
KA(i) ∪ {γ}
]
,
where KA(i) is given by⋃
j,k 6=i
j 6=k
{
z ∈ C : |z − ajj + aij ||z − akk + aik| ≤
(∑
l 6=j
|ajl − ail|
)(∑
m6=k
|akm − aim|
)}
.
Proof. By Theorem 1.2, each eigenvalue of A(i), i = 1, 2, . . . , n lies in the region KA(i). Now, using
Theorem 2.1, we get
KA(i) =
⋃
j,k∈I\{i}
j 6=k
{
z ∈ C : |z −A(i)jj ||z −A(i)kk| ≤
(∑
l 6=j
|A(i)jl|
)( ∑
m6=k
|A(i)km|
)}
,
=
n⋃
j,k 6=i
j 6=k
{
z ∈ C : |z − ajj + aij ||z − akk + aik| ≤
(∑
l 6=j
|ajl − ail|
)(∑
m6=k
|akm − aim|
)}
.
Since A is similar to the matrix
[
γ a(i)T
0 A(i)
]
, i = 1, 2, . . . , n, all eigenvalues of A lie in the region
KA(i) ∪ {γ}, for all i = 1, 2, . . . , n. Hence the eigenvalues of A lie in the region
n⋂
i=1
[
KA(i) ∪ {γ}
]
.
3 Eigenvalue bounds for the adjacency matrix of regular graphs
For a graph G, let A denote the adjacency matrix of G. Let λ1 ≥ λ2 ≥ . . . λn be the eigenvalues
of A. In this section, we derive bounds for the eigenvalues of the adjacency matrix of d-regular
graphs.
Theorem 3.1. Let G be a connected d-regular graph on n vertices. Then
− d
n− 1 −
1
n− 1
√
(n− 2)[nd(n − d− 1)] ≤ λn ≤ − d
n− 1 −
1
n− 1
√
nd(n− d− 1)
n− 2
and
− d
n− 1 +
1
n− 1
√
nd(n− d− 1)
n− 2 ≤ λ2 ≤ −
d
n− 1 +
1
n− 1
√
(n − 2)[nd(n − d− 1)].
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Proof. By Theorem 1.3, all the eigenvalues of the adjacency matrix of G other than d are also
eigenvalues of A(k) for k = 1, 2, . . . , n. Now for any k ∈ {1, . . . , n},
trace A(k) = −λ1 = −d,
and
trace A(k)2 =
∑
λ2i − λ21 = nd− d2.
Now, using Theorem 1.4, we establish the required bounds. Since A(k) is a matrix of order n− 1,
we have
m =
trace A(k)
n− 1 = −
d
n− 1 and s
2 =
trace A(k)2
n− 1 −m
2 =
nd(n− d− 1)
(n− 1)2 .
Therefore, by Theorem 1.4,
− d
n− 1 −
1
n− 1
√
(n− 2)[nd(n − d− 1)] ≤ λn ≤ − d
n− 1 −
1
n− 1
√
nd(n− d− 1)
n− 2 ,
and
− d
n− 1 +
1
n− 1
√
nd(n− d− 1)
n− 2 ≤ λ2 ≤ −
d
n− 1 +
1
n− 1
√
(n − 2)[nd(n − d− 1)].
The following result is known for the Laplacian matrix of connected graph.
Theorem 3.2. [10] Let G be a simple connected graph with n ≥ 3 vertices and let 0 = λn < λn−1 ≤
· · · ≤ λ1 be the Laplacian eigenvalues of G. Then
(i) λn−1 = λn−2 = · · · = λ2 if and only if G is a complete graph or a star graph or a regular
complete bipartite graph.
(ii) λn−2 = · · · = λ2 = λ1 if and only if G is a complete graph or a graph Kn − e, where e is any
edge.
Remark 3.1. It is well known that, a connected graph G has two distinct eigenvalues if and only
if G is complete, and a connected d-regular graph has three distinct eigenvalues if and only if the
graph is strongly regular[5]. Now, for d-regular graphs, we have A = dIn − L. For a connected
graph G, using Theorem 3.2, we can observe that the following are equivalent:
1. G is d-regular and G has three distinct eigenvalues with multiplicity of one eigenvalue is n−2,
2. G is strongly regular with degree of each vertex is d and multiplicity of one eigenvalue is n−2,
3. G is d-regular complete bipartite.
Now considering the equality conditions in Theorem 1.4 we observe that, for equality in the in-
equalities of Theorem 3.1, A must have at most three distinct eigenvalues with multiplicity of one
eigenvalue is at least n− 2. Thus, using Theorem 1.4 and the above argument, we conclude that
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(i) Equality hold in the right hand side of the inequalities in Theorem 3.1 holds if and only if
the graph is complete.
(ii) Equality hold in the left hand side of the inequalities in Theorem 3.1 holds if and only if the
graph is complete or regular complete bipartite.
A bipartite graph G is said to be (c, d)-biregular, if all vertices on one side of the bipartition
have degree c and all vertices on the other side have degree d. In the next theorem, we derive
bounds for the second largest eigenvalue of the (c, d)-biregular bipartite graphs.
Theorem 3.3. Let G be a connected bipartite graph on n(≥ 4) vertices whose vertex set is parti-
tioned as V = (X,Y ). Let di = c for all i ∈ X and di = d for all i ∈ Y , then√
2(|E| − cd)
(n− 2)(n − 3) ≤ λ2 ≤
√
2(n − 3)(|E| − cd)
n− 2 .
Proof. Since G is (c, d)-biregular bipartite, we have λ1 =
√
cd and λn = −
√
cd. Let B be a square
matrix of order n − 2 with eigenvalues µn−2 ≤ µn−3 ≤ . . . ≤ µ1 such that µi ∈ σ(A) \ {±
√
cd}.
Then µ1 = λ2 = −λn−1 = −µn−2. Now, by applying Theorem 1.4, we get
m =
trace B
n− 2 =
trace A
n− 2 = 0,
and
s2 =
trace B2
n− 2 −m
2 =
trace A2 − (λ21 + λ2n)
n− 2 =
2|E| − 2cd
n− 2 .
Therefore, √
(2|E| − 2cd)
(n− 2)(n − 3) ≤ µ1 ≤
√
(n− 3)(2|E| − 2cd)
n− 2 .
Remark 3.2. To prove Theorem 3.3, we applied Theorem 1.4 to a square matrix B of order n− 2.
Now using the equality conditions of Theorem 1.4, we conclude that equality in Theorem 3.3 holds
if and only if G has an eigenvalue other than ±
√
cd with multiplicity at least n− 3. Now since the
eigenvalues of bipartite graphs are symmetric about 0, we conclude that the equality in both side
of Theorem 3.3 holds if and only if G = Kc,d.
Corollary 3.1. Let G be a connected d-regular bipartite graph on n(≥ 4) vertices. Then√
d(n− 2d)
(n− 2)(n − 3) ≤ λ2 ≤
√
d(n − 3)(n − 2d)
n− 2 .
Proof. Since G is d-regular bipartite graph on n vertices, we have
|E| = nd
2
.
Now the result follows from Theorem 3.3 by taking c = d.
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In the next theorem, we establish bounds for the second largest and the smallest eigenvalue of
any d-regular graph in terms of the number of common neighbors of its vertices using Theorem 2.2.
Theorem 3.4. Let G be a connected d-regular graph on n vertices. Then
−2d+max
i∈G
{min
k 6=i
{αik}, d} ≤ λn ≤ λ2 ≤ 2d−max
i∈G
{min
k 6=i
{βik}, d},
where, for k 6= i, αik and βik are given by
αik =
{
1 + 2N(i, k), if k ∼ i
2N(i, k), if k ≁ i
and
βik =
{
3 + 2N(i, k), if k ∼ i
2N(i, k), if k ≁ i.
Proof. Let λ be any eigenvalue of A other than d. Then by Theorem 1.3, λ is also an eigenvalue of
A(i) = A(i|i) − j n−1a(i)T , where a(i)T =
[
ai1 · · · ai,i−1 ai,i+1 · · · ain
]
, for i = 1, 2, . . . , n.
So, by Theorem 2.2, λ lies in the region GA(i) with
GA(i) =
n⋃
k=1
k 6=i
{
z ∈ C : |z + aik| ≤
∑
j 6=k
j 6=i
|akj − aij |
}
=
n⋃
k=1
k 6=i
GA(i)(k).
Now, for the vertex k ∈ G, k 6= i, we calculate the center and the radius of GA(i)(k) :
Case I: Let k ∼ i. Then the disc GA(i)(k) is given by
|z + 1| ≤
∑
j 6=i,k
|akj − aij|
=
∑
j∼i,
j∼k
|akj − aij|+
∑
j≁i,
j∼k
|akj − aij|+
∑
j∼i,
j≁k
|akj − aij|+
∑
j≁i,
j≁k
|akj − aij |
= 0 + d−N(i, k) − 1 + d−N(i, k)− 1 + 0
= 2d− 2N(i, k) − 2.
Case II: Let k ≁ i. Then aik = 0 and aki = 0. Thus, we have
|z| ≤
∑
j 6=i,k
|akj − aij|
=
∑
j∼i,
j∼k
|akj − aij |+
∑
j≁i,
j∼k
|akj − aij |+
∑
j∼i,
j≁k
|akj − aij |+
∑
j≁i,
j≁k
|akj − aij |
= 0 + d−N(i, k) + d−N(i, k) + 0
= 2d− 2N(i, k).
Now, by combining Case I and Case II, we can conclude that any eigenvalue λ 6= d of A must satisfy
−2d+min
k 6=i
{αik} ≤ λ ≤ 2d−min
k 6=i
{βik},
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for all i = 1, 2, . . . , n.
Since d is the spectral radius of A and the above result is true for all i = 1, 2, . . . , n, we have,
−2d+max
i∈G
{min
k 6=i
{αik}, d} ≤ λn ≤ λ2 ≤ 2d−max
i∈G
{min
k 6=i
{βik}, d}.
Remark 3.3. Let G = Kn, the complete graph on n vertices, then di = n − 1 for all i ∈ G and
N(i, k) = n− 2 for all i, k ∈ G. Therefore αik = 2n− 3 and βik = 2n− 1. By Theorem 3.4, we have
−1 ≤ λn ≤ λ2 ≤ −1.
Thus the bounds obtained in Theorem 3.4 are sharp for the complete graphs.
In the next theorem, we establish bounds for the second largest and the smallest eigenvalue of
any d-regular graph in terms of the number of common neighbors of its vertices using Theorem 2.3.
Theorem 3.5. Let G be a connected d-regular graph on n vertices. Then
max
i∈G
min
j,k∈I\{i}
j 6=k
{αijk} ≤ λn ≤ λ2 ≤ min
i∈G
max
j,k∈I\{i}
j 6=k
{βijk}.
where, for j, k 6= I \ {i}, j 6= k,
αijk =


−1− 2
√
(d−N(i, j) − 1)(d−N(i, k) − 1), if j ∼ i, k ∼ i,
−2
√
(d−N(i, j))(d −N(i, k)), if j ≁ i, k ≁ i,
−12 −
√
1
4 + 4(d −N(i, j) − 1)(d−N(i, k)), if j ∼ i, k ≁ i
and
βijk =


−1 + 2√(d−N(i, j) − 1)(d−N(i, k) − 1), if j ∼ k, j ∼ i,
2
√
(d−N(i, j))(d −N(i, k)), if j ≁ i, k ≁ i,
−12 +
√
1
4 + 4(d −N(i, j) − 1)(d−N(i, k)), if j ∼ i, k ≁ i.
Proof. SinceG is a connected d regular graph, each eigenvalue of A other than d is also an eigenvalue
of A(i), for i ∈ I. Let λ 6= d be any eigenvalue of A, then
λ ∈ KA(i) =
⋃
j,k∈I\{i}
j 6=k
Kij(A(i)), ∀i ∈ I,
where Kij(A(i)) =
⋃
k∈I\{i}
{
z ∈ C : |z −A(i)jj ||z − A(i)kk| ≤
(∑
l 6=j |A(i)jl|
)(∑
m6=k |A(i)km|
)}
.
Now, for j 6= i, the jdeleted absolute row sum of A(i) is given by:
rj(A(i)) =
{
2d− 2N(i, j) − 2, if i ∼ j,
2d− 2N(i, j), if i ≁ j.
Let us compute the regions Kjk(A(i)). Here three cases arises:
Case I. If j ∼ i, k ∼ i. Then the region Kjk(A(i)) is given by
|z + 1|2 ≤ (2d − 2N(i, j) − 2)(2d − 2N(i, k) − 2)
= 4(d −N(i, j) − 1)(d−N(i, k) − 1).
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Case II. If j ≁ i, k ≁ i. Then the region Kjk(A(i)) is given by
|z|2 ≤ (2d− 2N(i, j))(2d − 2N(i, k))
= 4(d−N(i, j))(d −N(i, k)).
Case III. If the vertex i is adjacent to exactly one of the vertices j and k. Let i ∼ j and i ≁ k.
Then the region Kjk(A(i)) is given by
|z(z + 1)| ≤ (2d − 2N(i, j) − 2)(2d − 2N(i, k))
= 4(d −N(i, j) − 1)(d−N(i, k)).
This gives
|z + 1
2
|2 ≤ 1
4
+ 4(d−N(i, j) − 1)(d −N(i, k)).
Since the eigenvalues of A are real, combining all these cases, we get
min
j,k∈I\{i}
j 6=k
{αijk} ≤ λ ≤ max
j,k∈I\{i}
j 6=k
{βijk}, ∀i ∈ I.
Since the above result is true for i = 1, 2, . . . n. Therefore
max
i∈G
min
j,k∈I\{i}
j 6=k
{αijk} ≤ λ ≤ min
i∈G
max
j,k∈I\{i}
j 6=k
{βijk}.
Remark 3.4. If G = Kn then αijk = −1 and βijk = −1 for all j, k ∈ I \ {i}, j 6= k. Thus, when
G = Kn, Theorem 3.5 provides sharp bound for eigenvalues of G.
4 Eigenvalue bounds for normalized adjacency matrix
Let A denote the normalized adjacency matrix of the graph G, and let λ1 ≥ λ2 ≥ · · · ≥ λn be
the eigenvalues of A. In this section, we establish bounds for the eigenvalues of the normalized
adjacency matrix connected graphs.
Theorem 4.1. Let G be a connected graph on n vertices. Then the smallest and the second largest
eigenvalue of the normalized adjacency matrix satisfy
− 1
n− 1 −
1
n− 1
√
(n− 2)[2(n − 1)R−1(G) − n] ≤ λn ≤ − 1
n− 1 −
1
n− 1
√
2(n− 1)R−1(G) − n
n− 2 ,
and
− 1
n− 1 +
1
n− 1
√
2(n − 1)R−1(G)− n
n− 2 ≤ λ2 ≤ −
1
n− 1 +
1
n− 1
√
(n − 2)[2(n − 1)R−1(G) − n].
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Proof. By Theorem 1.3, any eigenvalue of A other than 1 is also an eigenvalue of A(k). Therefore
trace A(k) = trace A− 1 and trace A(k)2 = trace A2 − 1,
for all k = 1, 2, . . . , n.
Thus, for any k, we have
m =
trace A(k)
n− 1 = −
1
n− 1
and
s2 =
trace A(k)2
n− 1 −m
2 =
∑
i∼j
1
didj
− 1
n− 1 −
1
(n− 1)2 =
2(n− 1)R−1(G) − n
(n− 1)2 .
Therefore, by Theorem 1.4, we have
− 1
n− 1 −
1
n− 1
√
(n− 2)[2(n − 1)R−1(G)− n] ≤ λn ≤ − 1
n− 1 −
1
n− 1
√
2(n − 1)R−1(G)− n
n− 2
and
− 1
n− 1 +
1
n− 1
√
2(n − 1)R−1(G)− n
n− 2 ≤ λ2 ≤ −
1
n− 1 +
1
n− 1
√
(n − 2)[2(n − 1)R−1(G) − n].
Remark 4.1. If equality holds in Theorem 4.1, then the graph Gmust have at most three normalized
adjacency eigenvalues such that multiplicity of one eigenvalue at least n−2. Now recall that, G = Kn
is the only graph with multiplicity of λ2(=
−1
n−1) is n− 2(5.4), and G = Kp,q is the only graph with
three eigenvalues (see Remark 2.6.5, [6]) with multiplicity of the eigenvalue is n − 2. Thus using
the equality conditions of Theorem 1.4, we conclude that
(i) equality holds in the right hand side of both inequalities in Theorem 4.1 if and only if the
graph is a complete graph, and
(ii) equality holds in the left hand side of both inequalities in Theorem 4.1 if and only if the graph
is a complete graph or a complete bipartite graph.
Now, let us establish bounds for the eigenvalues of bipartite graphs.
Theorem 4.2. Let G be a connected bipartite graph on n vertices. Then√
2(R−1(G)− 1)
(n− 2)(n − 3) ≤ λ2 ≤
√
2(n− 3)(R−1(G)− 1)
(n− 2) .
Proof. Since G is bipartite, we have λn = −1. Let B be a square matrix of order n − 2 with
eigenvalues µn−2 ≤ µn−3 ≤ . . . ≤ µ1 such that µi ∈ σ(A)\{±1}. Then µ1 = λ2 = −λn−1 = −µn−2.
By Theorem 1.4, we have
m =
trace B
n− 2 =
trace A
n− 2 = 0,
and
s2 =
trace B2
n− 2 −m
2 =
trace A2 − (λ21 + λ2n)
n− 2 =
2R−1(G)− 2
n− 2 .
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Therefore, √
(2R−1(G)− 2)
(n− 2)(n − 3) ≤ µ1 ≤
√
(n− 3)(2R−1(G)− 2)
n− 2 .
Hence, we get √
2(R−1(G)− 1)
(n− 2)(n − 3) ≤ λ2 ≤
√
2(n− 3)(R−1(G)− 1)
(n− 2) .
Remark 4.2. By a similar reason as in Remark 3.2, we conclude that, the equality on both side of
Theorem 4.2 holds if and only if the graph is a complete bipartite graph.
Theorem 4.3. Let G be a simple connected graph of order n with dominating vertex. If di = n−1,
for some i ∈ G, then
−2− 2
n− 1 + mink 6=i
{ 1
dk
+
2dk
n− 1
} ≤ λn ≤ λ2 ≤ 2−min
k 6=i
{ 1
dk
+
2dk
n− 1
}
.
Proof. Since the vertex i is a dominating vertex, therefore aij =
1
n−1 for all j 6= i, we have
rk(A(i)) =
∑
j∈I\{i,k}
|A(i)kj |
=
∑
j∈I\{i,k}
|ajk − 1
n− 1 |
=
∑
j∼k,
j 6=i
|ajk − 1
n− 1 |+
∑
j≁k,
j 6=i
|ajk − 1
n− 1 |
= (
1
dk
− 1
n− 1)(dk − 1) +
1
n− 1(n− dk − 1)
= 2− 1
dk
− 2dk − 1
n− 1 .
Let λ be any eigenvalue of A(i), then, by Gersˇgorin circle theorem, there exists k 6= i such that λ
satisfies
|λ+ 1
n− 1 | ≤ 2−
1
dk
− 2dk − 1
n− 1 .
Since, the eigenvalues of A are real and each eigenvalue of A other than 1 is also an eigenvalue of
A(i). Thus the required inequality follows by considering all possibilities in the above inequality.
Remark 4.3. The bounds in Theorem 4.3 are sharp for complete graph.
Theorem 4.4. Let G be a simple connected graph with a dominating vertex i. Then
λn ≥ − 1
n− 1 − maxj,k∈I\{i}
j 6=k
√(
2− 1
dj
− 2dj − 1
n− 1
)(
2− 1
dk
− 2dk − 1
n− 1
)
,
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and
λ2 ≤ − 1
n− 1 + maxj,k∈I\{i}
j 6=k
√(
2− 1
dj
− 2dj − 1
n− 1
)(
2− 1
dk
− 2dk − 1
n− 1
)
.
Proof. We use Theorem 1.2 to A(i) to establish above inequalities. Since aij = 1n−1 for all j 6= i,
we have
rk(A(i)) = 2− 1
dk
− 2dk − 1
n− 1
Let λ be an eigenvalue of A other than 1. Then λ must satisfy
|λ− 1
n− 1 |
2 ≤
(
2− 1
dj
− 2dj − 1
n− 1
)(
2− 1
dk
− 2dk − 1
n− 1
)
for some j, k ∈ I \ {i}, j 6= k.
Now since all the eigenvalues of A are real, the result follows from the above inequality.
Remark 4.4. Equality on both side of Theorem 4.4 holds if the graph is a complete graph.
5 Eigenvalue bounds for Laplacian matrix
In this section, we establish bounds for eigenvalues of Laplacian matrices of connected graphs.
First, we observe the following result about the nonzero eigenvalues of the Laplacian matrix of
connected graphs.
Theorem 5.1. Let G be a connected graph with n vertices. Then any non-zero eigenvalue of
L = [lij ] is also an eigenvalue of the matrix
L(k) = L(k|k) − jn−1l(k), k = 1, 2, . . . , n,
where l(k)T =
[
lk1 · · · lk,k−1 lk,k+1 · · · lkn
]
.
Proof. Since G is connected, so 0 is a simple eigenvalue of L. Therefore the result follows from
Theorem 2.1.
Using the above result and Theorem 1.4, let us derive bounds for the largest and the second
smallest eigenvalues of Laplacian matrix of a connected graph.
Theorem 5.2. Let G be a connected graph on n vertices. Then the second smallest eigenvalue
λn−1 and the largest eigenvalue λ1 of the Laplacian matrix satisfy
n
n− 1∆−
√√√√n− 2
n− 1
[∑
d2i + n∆−
n2∆2
n− 1
]
≤ λn−1 ≤ n
n− 1∆−
√∑
d2i + n∆− n
2∆2
n−1
(n− 1)(n − 2)
and
n
n− 1∆ +
√∑
d2i + n∆− n
2∆2
n−1
(n− 1)(n − 2) ≤ λ1 ≤
n
n− 1∆ +
√√√√n− 2
n− 1
[∑
d2i + n∆−
n2∆2
n− 1
]
.
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Proof. Since any nonzero eigenvalue of L is also an eigenvalue of L(k). Therefore
trace L(k) = trace L and trace L(k)2 = trace L2,
for all k = 1, 2, . . . , n.
Thus, for any k, we have
m =
trace L(k)
n− 1 =
∑
di
n− 1 =
n
n− 1∆
and
s2 =
trace A(k)2
n− 1 −m
2 =
∑
d2i −
∑
di
n− 1 −∆
2 =
∑
di
n− 1 −
n
n− 1∆−
n2
(n− 1)2∆
2.
The required result can be obtained by using these in Theorem 1.4.
Remark 5.1. If equality holds in Theorem 5.2, then the graph G must have at most three Laplacian
eigenvalues with multiplicity of one eigenvalue at least n−2. Thus, using Theorem 1.4 and Theorem
3.2, we conclude that:
(i) equality holds in the right hand side of both inequalities in Theorem 4.1 if and only if the
graph is a complete graph or a star graph or a regular complete bipartite graph, and
(ii) equality holds in the left hand side of both inequalities in Theorem 4.1 holds if and only if
the graph is a complete graph or a graph Kn − e, graph obtained by deleting an edge e from
the complete graph.
Next, we derive bounds for the eigenvalues of connected graphs in terms of the number of
common neighbors of its vertices using Theorem 5.1.
Theorem 5.3. Let G be a connected graph on n vertices. Then the largest eigenvalue λ1 and the
second smallest eigenvalue λn−1 of the Laplacian matrix satisfy
max
i∈G
min
k 6=i
αik ≤ λn−1 ≤ λ1 ≤ min
i∈G
max
k 6=i
βik,
where, for k 6= i, αik and βik are given by
αik =
{
−di + 2N(i, k) + 1, if k ∼ i,
−di + 2N(i, k), if k ≁ i,
and
βik =
{
2di + dk − 2N(i, k) − 1, if k ∼ i,
2di + dk − 2N(i, k), if k ≁ i.
Proof. By Theorem 5.1, each nonzero eigenvalue of L is also an eigenvalue of L(i), for i = 1, 2, . . . , n.
So, by Theorem 2.2, λ lies in the regions GL(i) with
GL(i) =
⋃
k 6=i
{
z ∈ C : |z − lkk + lik| ≤
∑
j 6=k
j 6=i
|lkj − lij |
}
=
n⋃
k=1
k 6=i
GL(i)(k).
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For the vertex k ∈ G, k 6= i, let us calculate the regions GL(i)(k):
Case I: If k ∼ i, then we have
|z − dk − 1| ≤
∑
j 6=i,k
|lkj − lij |
=
∑
j∼i,
j∼k
|lkj − lij |+
∑
j≁i,
j∼k
|lkj − lij |+
∑
j∼i,
j≁k
|lkj − lij |+
∑
j≁i,
j≁k
|lkj − lij |
= 0 + dk −N(i, k) − 1 + di −N(i, k)− 1 + 0
= di + dk − 2N(i, k) − 2.
Case II: If k ≁ i, then lik = 0 and lki = 0. Thus, we have
|z − dk| ≤
∑
j 6=i,k
|lkj − lij |
=
∑
j∼i,
j∼k
|lkj − lij|+
∑
j≁i,
j∼k
|lkj − lij |+
∑
j∼i,
j≁k
|lkj − lij |+
∑
j≁i,
j≁k
|lkj − lij |
= 0 + dk −N(i, k) + di −N(i, k) + 0
= di + dk − 2N(i, k).
Now, since the eigenvalues of L are real, from Case I and Case II we have
−di + 2N(i, k) + 1 ≤ λ ≤ di + 2dk − 2N(i, k) − 1, if i ∼ k,
and
−di + 2N(i, k) ≤ λ ≤ di + 2dk − 2N(i, k), if i ≁ k.
Now, by considering all possible discs, we get
min
k 6=i
αik ≤ λ ≤ max
k 6=i
βik.
Since the above inequality is true for all i = 1, 2, . . . n, therefore
max
i∈G
min
k 6=i
αik ≤ λ ≤ min
i∈G
max
k 6=i
βik.
Remark 5.2. The bounds in Theorem 3.2 are sharp for complete graphs.
Next, we derive bounds for the eigenvalues of connected graphs in terms of the degrees of its
vertices.
Theorem 5.4. Let G be a simple connected graph of order n with dominating vertex. If di = n−1,
for some i ∈ G, then
λn−1 ≥ 1
2
max
j,k∈I\{i}
j 6=k
{
dj + dk + 2−
√
(dj − dk)2 + 4(n − dj)(n− dk)
}
,
and
λ1 ≤ 1
2
max
j,k∈I\{i}
j 6=k
{
dj + dk + 2 +
√
(dj − dk)2 + 4(n− dj)(n− dk)
}
.
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Proof. Since lij = −1 for all j 6= i, we have
rk(L(i)) =
∑
j 6=k
|L(i)kj |
=
∑
j≁k,
j∼i
1
= n− dk
Let λ be any nonzero eigenvalue of L. Then λ is also an eigenvalue of L(i). By Theorem 1.2, there
exists j, k ∈ I \ {i}, j 6= k, such that λ lies in the region:
|z − dj − 1|.|z − dk − 1| ≤ (n− dj)(n− dk).
Since, eigenvalues of L are real we have
|λ− dj + dk + 2
2
|2 ≤ 1
4
(dj − dk)2 + (n− dj)(n− dk)
This gives,
λ ≤ dj + dk + 2
2
+
1
2
√
(dj − dk)2 + 4(n − dj)(n − dk),
and
λ ≥ dj + dk + 2
2
− 1
2
√
(dj − dk)2 + 4(n − dj)(n − dk).
Now considering all the possibilities in the above inequality, we get the required result.
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