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EXACT ASYMPTOTICS IN EIGENPROBLEMS FOR FRACTIONAL
BROWNIAN COVARIANCE OPERATORS
P. CHIGANSKY AND M. KLEPTSYNA
Abstract. Many results in the theory of Gaussian processes rely on the eigenstructure of
the covariance operator. However, eigenproblems are notoriously hard to solve explicitly
and closed form solutions are known only in a limited number of cases. In this paper we
set up a framework for the spectral analysis of the fractional type covariance operators,
corresponding to an important family of processes, which includes the fractional Brownian
motion and its noise. We obtain accurate asymptotic approximations for the eigenvalues
and the eigenfunctions. Our results provide a key to several problems, whose solution is
long known in the standard Brownian case, but was missing in the more general fractional
setting. This includes computation of the exact limits of L2-small ball probabilities and
asymptotic analysis of singularly perturbed integral equations, arising in mathematical
physics and applied probability.
1. Introduction
The eigenproblem for a centered random process X = (Xt; t ∈ [0, 1]) with covariance
function R(s, t) = EXtXs and the corresponding covariance operator
(Kf)(t) :=
∫ 1
0
R(s, t)f(s)ds, t ∈ [0, 1]
consists of finding all nontrivial pairs (λ, ϕ) satisfying the equation
Kϕ = λϕ. (1.1)
For a self adjoint positive definite operator K, compact in L2(0, 1), this problem is well
known to have countably many solutions: the eigenvalues λn are nonnegative and converge
to zero, when put in the decreasing order, and the normalized eigenfunctions ϕn form
an orthonormal basis in L2(0, 1). This fact has numerous applications in stochastic pro-
cesses: the Karhunen-Loe`ve series expansion [6], equivalence and orthogonality of Gaussian
measures [47], asymptotics of the small ball probabilities [30], sampling from heavy tailed
distributions [54], non-central limit theorems [29] are only a few problems to mention.
However the eigenvalues and eigenfunctions are notoriously hard to find explicitly.
One notable exception is the standard Brownian motion B = (Bt; t ∈ [0, 1]) for which
λn =
1
(n− 12 )2π2
and ϕn(t) =
√
2 sin
(
n− 12
)
πt, n = 1, 2, ... (1.2)
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These well known formulas are easily found by reducing (1.1) to a simple boundary value
problem for an ordinary differential equation. Similar reduction often works for other
processes, derived from the Brownian motion, such as the Brownian bridge, the Ornstein-
Uhlenbeck process, etc. In essence it puts the original eigenproblem into the framework of
Sturm-Liouville type theory for differential operators (see [38]).
This approach does not apply to covariance operators with a more complicated structure,
including processes with long range dependence. An important example is the fractional
Brownian motion BH = (BHt ; t ∈ [0, 1]), H ∈ (0, 1), that is, the centered Gaussian process
with covariance function
R(s, t) =
1
2
(
t2H + s2H − |t− s|2H
)
, s, t ∈ [0, 1]. (1.3)
The parameter H is the Hurst exponent of BH and the standard Brownian motion corre-
sponds to H = 12 . The fBm is a useful and interesting process, which has been extensively
studied since its introduction in [35]. It is the only self-similar Gaussian process with ex-
ponent H, whose increments are stationary. For H 6= 12 it is neither a semimartingale nor
a Markov process and for H > 12 its increments are positively correlated and have long
range dependence
∞∑
n=1
EBH1 (B
H
n −BHn−1) =∞.
The diversity of properties makes the fBm useful in modeling (see e.g. [7]), various aspects
of the related theory and applications can be found in [20], [8], [36], [41], [50].
The two main operators of interest in the fractional setting are
(Kf)(t) =
∫ 1
0
1
2
(
t2H + s2H − |t− s|2H)f(s)ds (1.4)
(K˜f)(t) =
d
dt
∫ 1
0
H|t− s|2H−1sign(t− s)f(s)ds. (1.5)
The first one is the covariance operator of the fBm itself and the second operator corre-
sponds to the fractional Brownian noise, that is, the formal derivative of the fBm. More
precisely, K˜ determines the correlation structure of stochastic integrals of deterministic
functions through the formula
E
∫ 1
0
fdBH
∫ 1
0
gdBH = 〈f, K˜g〉,
which makes it a useful tool in stochastic analysis.
For both operators the eigenproblem does not admit a closed form solution and turns
out to be more complicated than its standard Brownian counterpart; therefore accurate
approximations are of considerable interest. Finding asymptotics of the ordered sequence
of eigenvalues is a classical theme in functional analysis and the exact expression for the
leading asymptotic term can be often derived by a number of available techniques. Further
refinement is more specific to particular structure of the kernel and is usually much harder
to obtain. Even less common are results on asymptotic approximation of the corresponding
eigenfunctions. This is hardly surprising, since, as we will see, the latter requires sharp
estimates on the residual beyond the first order term in the eigenvalues asymptotics.
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For the operator K only the first order asymptotics of the eigenvalues is known for
all values of H ∈ (0, 1), see (2.1) below. The operator K˜ has been extensively studied
for H > 12 , in which case the derivative and integration in (1.5) are interchangeable.
Consequently K˜ reduces to the integral operator with the weakly singular kernel
(K˜f)(t) =
∫ 1
0
H(2H − 1)|s − t|2H−2f(s)ds. (1.6)
For such operators precise eigenvalues asymptotics is known up to the second order, see
(2.7). For H < 12 operator K˜ does not admit an integral form and its spectral properties
have never been studied before. In fact it is not entirely obvious at the outset that such
eigenproblem has (countably many) solutions. This is nevertheless the case, since the
inverse K˜−1 turns out to be an integral operator with a weakly singular kernel (see (6.33)
below).
In this paper we show how the eigenproblem (1.1) for the operators defined in (1.4) and
(1.5) can be reduced to an equivalent integro-algebraic system of equations, which turns
out to be more amenable to asymptotic analysis. The method is based on the technique,
used for solving the Riemann boundary value problems, rather than the more common
Sturm-Liouville type theory, mentioned above.
Specifically, for both operators and all values of H ∈ (0, 1)
(a) we derive asymptotic approximation for the eigenfunctions with respect to the
uniform norm
(b) we improve previously known asymptotics of the eigenvalues up to the second order
term
Our results can be useful in a variety of applications. To demonstrate the ideas, we
consider in this paper the following two problems:
(i) refinement of the exact asymptotics of L2-small ball probabilities for the fractional
Brownian motion, which was previously known only on the logarithmic scale ([10],
[39], [33]).
(ii) analysis of singularly perturbed integral equations, arising in mathematical physics
[51] and applied probability (e.g., stochastic analysis [14], [12], statistical inference
[15]).
The key to (i) is the exact formula for the second order asymptotic term of the fBm
eigenvalues; problem (ii) requires the exact asymptotics of the scalar products 〈h, ϕn〉 for
certain functions h, which becomes available through the approximation for the eigenfunc-
tions.
The analysis framework, set up in this paper, is applicable with some nontrivial ad-
justments to processes, related to the fBm, such as the corresponding bridge and the
Ornstein–Uhlenbeck process, integrated fractional Brownian motion, etc. The results in
this direction will be reported in the forthcoming work [16, 17].
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1.1. Frequently used notations. For numerical sequences an and bn, we write an ∝ bn
if an = cbn with a constant c 6= 0 and an ∼ bn and an ≃ bn if an ∝ bn(1 + o(1)) and
an = bn(1 + o(1)) respectively as n → ∞. Similarly, f(x) ∝ g(x) stands for the equality
f(x) = cg(x) with a constant c 6= 0, etc.
Our main reference for the boundary value problems is the text [21], where the particular
form of the Riemann problem used below is detailed in §43. Another reference on the
subject is the classic book [37]. Unless stated otherwise, standard principle branches of
the multivalued complex functions will be used. We will frequently work with functions,
sectionally holomorphic on the complex plane cut along the real line. For such a function
Ψ, we denote by Ψ+(t) and Ψ−(t) the limits of Ψ(z) as z approaches the point t on the
real line from above and below respectively:
Ψ±(t) := lim
z→t±
Ψ(z).
One of our main tools in what follows is the Sokhotski–Plemelj formula, which states
that the Cauchy-type integral
Φ(z) :=
1
2πi
∫ ∞
0
φ(τ)
τ − z dτ
of a Ho¨lder continuous function φ on R>0, possibly with integrable singularities at the
origin and infinity, defines a function, analytic on the cut plane C \ R≥0, whose limits
across the real axis satisfy
Φ±(t) =
1
2πi
−
∫ ∞
0
φ(τ)
τ − tdτ ±
1
2
φ(t), t ∈ R>0,
where the dash integral stands for the Cauchy principle value. In particular, Φ(z) is a
solution of the Riemann boundary value problem Φ+(t) − Φ−(t) = φ(t), t ∈ R>0, which
vanishes at infinity. This fact is the main building block in all boundary problems to be
encountered in this paper.
2. The main results
2.1. The fractional Brownian motion. The exact first order asymptotics for the eigen-
values of the fBm covariance operator K defined in (1.4) was found in [10, 11], where it is
shown that for any δ > 0
λn =
sin(πH)Γ(2H + 1)
(nπ)2H+1
+ o
(
n−
(2H+2)(4H+3)
4H+5
+δ
)
as n→∞, (2.1)
with Γ(·) being the standard gamma function. The leading asymptotic term in (2.1) was
also obtained in [39] and [33] using different methods. To the best of our knowledge,
nothing was known previously about the eigenfunctions.
The following theorem reveals a more detailed asymptotic structure of the solutions to
the eigenproblem (1.1) with the covariance operator (1.4):
Theorem 2.1.
1. For H ∈ (0, 1) the eigenvalues are given by the formula
λn = sin(πH)Γ(2H + 1)ν
−2H−1
n n = 1, 2, ... (2.2)
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where the sequence νn satisfies
νn =
(
n− 1
2
)
π +
1− 2H
4
π + arcsin
ℓH√
1 + ℓ2H
+O(n−1) as n→∞, (2.3)
with the constant ℓH :=
sin pi2
H−1/2
H+1/2
sin pi2
1
H+1/2
2. The corresponding normalized eigenfunctions admit the approximation
ϕn(x) =
√
2 sin
(
νnx+
2H − 1
8
π − arcsin ℓH√
1 + ℓ2H
)
+
√
2H + 1
π
∫ ∞
0
ρ0(u)
(
e−xνnu
u− ℓH√
1 + ℓ2H
− (−1)ne−(1−x)νnu
)
du+ ν−1n rn(x), (2.4)
where the residual rn(x) is bounded by a constant, depending only on H, and ρ0(u) is the
explicit function, defined in (5.54) below.
3. The eigenfunctions satisfy
ϕn(1) = −(−1)n
√
2H + 1
(
1 +O(n−1)
)
(2.5)
and their averages are given by∫ 1
0
ϕn(x)dx = −
√
2H + 1
1 + ℓ2H
ν−1n . (2.6)
Remark 2.2.
a) The expression (2.2) gives the asymptotics of λn, precise up to the second order term:
λn =
sin(πH)Γ(2H + 1)
(nπ)2H+1
(
1− CHn−1 +O(n−2)
)
as n→∞,
with the constant
CH = (2H + 2)
−1
2
+
1− 2H
4
+
1
π
arcsin
ℓH√
1 + ℓ2H
 .
In particular, the estimate of the residual in (2.1) is not sharp.
It is possible to derive an absolute numerical bound for the O(n−1) term in (2.3) and
a rough bookkeeping of the constants in the proof shows that it does not exceed 100n−1.
The left plot of Figure 1 gives an idea of its actual magnitude: the difference(
sin(πH)Γ(2H + 1)
λ˜n
) 1
2H+1
− ν̂n
is depicted here versus n = 1, ..., 40, where ν̂n is the expression on the right hand side of
(2.3) without the O(n−1) term and λ˜n is a sufficiently accurate numerical approximation of
λn, produced by the standard Nystrom method. It should be stressed that the numerical
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precision deteriorates rapidly with n and becomes unreliable for our purposes already for
n ≥ 50. This provides a practical motivation for exact asymptotic expansion, such as the
one obtained in this paper.
The plot on the right of Figure 1 depicts the relative errors of the first and second order
approximations:
λ˜n − λ̂(j)n
λ˜n
× 100% j = 1, 2
where λ̂
(1)
n and λ̂
(2)
n are the estimates, obtained by the formula (2.2), with νn from (2.3),
replaced by one and two of its leading terms respectively. Observe how drastic is the
accuracy improvement due to the second order correction!
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Figure 1. Left: numerical evaluation of the residual in (2.3): H = 3/4
(blue) and H = 1/4 (red). Right: the relative errors of the first (blue) and
second (red) order approximations, H = 3/4.
b) The formulas (2.5) and (2.6) are obtained as an integral part of the proof, rather than
being derived directly from the approximation (2.4). It is possible to obtain qualitative
information on the structure of the residual rn(x) and, in fact, to deduce further asymptotic
terms for the eigenfunctions. This would give an alternative way of finding the asymptotics
of scalar products with various functions of interest. Results in this direction will be
reported elsewhere.
c) The integral term in (2.4) introduces a boundary layer: for large νn its contribution
is negligible with respect to the oscillatory term in the interior of the interval [0, 1]. At
the boundaries x = 0 and x = 1, it is persistent, forcing the values ϕn(0) = 0 and
ϕn(1) ≃ (−1)n−1
√
2H + 1. Thus ϕn appears as a shifted sinusoidal, slightly perturbed
at the boundaries (see Figure 2). Note, however, that the contribution of the boundary
layer may not be asymptotically negligible on the level of scalar products 〈h, ϕn〉, being
comparable to that of the oscillatory term. For H = 12 the second term in (2.3), the
boundary layer and the shift in the oscillatory term in (2.4) all vanish, recovering the exact
expressions (1.2) up to O(n−1) residual.
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Figure 2. Typical eigenfunctions for the fBm: ϕ10 and ϕ11 are depicted
here in red and blue respectively for H = 14 (left) and H =
3
4 (right)
d) A simple calculation shows that adding a constant σ2 > 0 to the covariance function
of the standard Brownian motion, that is, starting it from a random initial condition with
variance σ2, introduces a shift of −π/2 in both the leading term of the eigenfunctions and
in the second order term of the eigenvalues, c.f. (1.2):
λn =
1
ν2n
and ϕn(x) =
√
2 cos(νnx) +
1
σ2νn
√
2 sin(νnx) n = 1, 2, ...
where the sequence νn satisfies
νn =
(
n− 1
2
)
π − π
2
+O(n−1), n→∞.
It can be seen from our proof, that a similar phenomenon occurs in the fractional case:
the second order constant term in (2.3) changes so that
νn =
(
n− 1
2
)
π +
1− 2H
4
π − π
2
+O(n−1) as n→∞.
The same quantity is added to the phase of the oscillatory term in (2.4). Moreover, the
values of the eigenfunctions at both endpoints of the interval approach ±(−1)n√2H + 1
and their averages vanish at a much faster rate ν−1−2Hn than in (2.6).
e) For H = 1 the fBm degenerates to the linear drift process B1t = ξt with N(0, 1) random
variable ξ. The eigenproblem (1.1) in this case admits a simple positive eigenvalue λ1 = 1/3
with the corresponding eigenfunction ϕ1(t) =
√
3t. The rest of the eigenvalues vanish and
an arbitrary orthogonal basic can be chosen to span the corresponding infinite dimensional
eigenspace. Note that formally this also fits the asymptotic formula (2.2).
f) An area of research, somewhat related to the subject of this paper, is approximation
of stochastic processes by series of deterministic functions. For a given norm ‖ · ‖ and a
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Gaussian process X = (Xt, t ∈ [0, 1]), define the approximation error
ℓn(X, ‖ · ‖) := inf

(
E
∥∥∥ ∞∑
k=n
ξkxk
∥∥∥2)1/2 : X = ∞∑
k=1
ξkxk a.s.

where ξk’s are i.i.d. N(0, 1) random variables and the infimum is taken over all sequences
of non-random functions (xk). It is required to estimate the decay rate of the error as
n→∞ and to identify a sequence, which attains the optimal rate. Such series expansions
are useful for computer simulations of stochastic processes.
Since the eigenfunctions form the basis which diagonalizes the covariance operator, the
solution for this problem with the Euclidean norm ‖·‖2 is provided by the Karhunen-Loe`ve
expansion. The corresponding optimal rate is
ℓn(B
H , ‖ · ‖2) ∼ n−H as n→∞.
The problem becomes more intricate for the uniform norm ‖ · ‖∞ and it was shown in [25]
that in this case the optimal rate for the fBm is
ℓn(B
H , ‖ · ‖∞) ∼ n−H
√
log n as n→∞.
Several optimal approximating sequences were found in [3], [19], [22].
g) The results of Theorem 2.1, of course, apply to non-Gaussian processes with the same
covariance function. One important family consists of the Hermite processes (see, e.g.
[34], for details). In this case, the coefficients in the Karhunen-Loe`ve expansion are non-
Gaussian and, still being orthogonal, are no longer independent in general.
2.2. The fractional Brownian noise. As mentioned above, for H > 12 the covariance
operator (1.5) reduces to the integral operator (1.6). The exact first order asymptotics of
the eigenvalues in this case was found in [23], [46], [55], [9] and improved in [51] (see also
[42, 43], [18]) up to the second order term:
λn = sin(πH)Γ(2H + 1)
((
n− 12
)
π +
1− 2H
4
π +O(n−1)
)1−2H
as n→∞. (2.7)
No results have been reported so far regarding the properties of the corresponding eigen-
functions.
The following theorem asserts that formula (2.7) remains valid for H < 12 as well and
gives an accurate approximation for the eigenfunctions for all H ∈ (0, 1) \ {12}:
Theorem 2.3.
1. For H ∈ (0, 1) \ {12}
λn = sin(πH)Γ(2H + 1)ν
1−2H
n , n = 1, 2, ...
where νn satisfies (c.f. (2.3))
νn =
(
n− 1
2
)
π +
1− 2H
4
π +O(n−1) as n→∞.
EIGENPROBLEMS FOR FRACTIONAL COVARIANCE OPERATORS 9
2. The corresponding normalized eigenfunctions satisfy
ϕn(x) =
√
2 sin
(
νnx+
2H + 1
8
π
)
+
√
|2H − 1|
π
∫ ∞
0
ρ0(u)
(
e−xνnu − (−1)ne−(1−x)νnu
)
du+ n−1rn(x), (2.8)
where the residual rn(x) is bounded by a constant, depending only on H, and ρ0(u) is the
explicit function, defined in (6.36).
3. The eigenfunctions with odd (even) indices are (anti)symmetric around the midpoint of
the interval:
ϕn(x) = (−1)n+1ϕn(1− x), n = 1, 2, ...
The averages of the symmetric eigenfunctions satisfy
〈1, ϕ2n−1〉 ∼ ν
−max
(
1, 1
2
+H
)
2n−1 as n→∞. (2.9)
Remark 2.4.
a) Note that for H < 12 the sequence of eigenvalues increases to +∞, in agreement with
noncompactness of K˜.
b) The expression (2.8) consists of the oscillatory and boundary layer terms (cf. (2.4)).
c) It can be seen from the proof, that for H > 12 the values of the eigenfunctions at the
endpoints of the interval converge to nonzero constants. For H < 12 , the explicit formula
(6.33) for the kernel of the inverse operator K˜−1 implies that in this case, the eigenfunctions
vanish at the endpoints.
3. Some applications
The asymptotic formulas from Theorems 2.1 and 2.3 can be useful in various problems
of applied probability, statistics and mathematical physics. Below we discuss a number of
such applications.
3.1. Small L2-ball probabilities. Given a Gaussian process X and a norm ‖ · ‖, the
small ball probability problem consists of computing the asymptotics of P(‖X‖ ≤ ε) as
ε→ 0. This problem inspired much research, some outcomes of which can be traced back
in the excellent survey [30]. For the L2-norm
‖X‖22 =
∫ 1
0
X(t)2dt =
∞∑
n=1
λnξ
2
n,
where ξn are i.i.d. N(0, 1) random variables, and the complete solution in this case was
found in [49] in terms of the eigenvalues λn. Computation of the precise asymptotics
for particular processes is possible if a sufficiently detailed asymptotic behavior of the
eigenvalues is known. Roughly speaking, the exact first order asymptotic term of λn
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suffices for the logarithmic asymptotics of logP(‖X‖ ≤ ε) and the exact second term gives
the asymptotics of P(‖X‖ ≤ ε) itself, usually precise up to the so called distortion constant
Cd =
∞∏
n=1
(
λ̂n
λn
) 1
2
(3.1)
where λ̂n is the sequence obtained from λn, by leaving out all but the first two asymptotic
terms. This constant can be found only in a few cases (see, e.g., [40]) and is typically left
to numerical approximation.
For the fBm the logarithmic asymptotics was found in [11] (see also [39])
lim
ε→0
ε
1
H log P(‖BH‖2 ≤ ε) = − H
(2H + 1)
2H+1
2H
 sin(πH)Γ(2H + 1)(
sin
(
pi
2H+1
))2H+1

1
2H
:= −β(H),
but the exact asymptotics remained unknown for H 6= 12 . The refinement (2.2)-(2.3),
plugged into the general result of Theorem 6.2 in [38], allows to fill this gap:
Proposition 3.1. For all H ∈ (0, 1),
P(‖BH‖2 ≤ ε) ≃ Cd(H)C(H)εγ(H) exp
(
−β(H)ε− 1H
)
, ε→ 0
where Cd(H) is the distortion constant, defined in (3.1), C(H) is an explicit constant
(given by (6.6) in [38]) and
γ(H) =
1
2H
(
3/4 +H2 − (1 + 2H) 1
π
arcsin
ℓH√
1 + ℓ2H
)
,
with ℓH defined in Theorem 2.1.
3.2. Singularly perturbed integral equations. Integral equations of the second kind
εuε(x) + (Kuε)(x) = f(x), x ∈ [0, 1] (3.2)
are well known to have unique solutions for any positive value of the constant ε, under
quite general assumptions on the self-adjoint operator K and the forcing function f (see,
e.g. [45]). On the other hand, equations of the first kind, formally obtained by setting
ε = 0 in (3.2)
(Ku0)(x) = f(x), x ∈ [0, 1] (3.3)
may have no solutions under the same conditions or, if a solution u0 exists, its properties
may be quite different from those of uε. The free term in (3.2) therefore has a regularizing
effect and can be viewed as a singular perturbation. It then makes sense to study the
asymptotic properties of uε as ε → 0. If the limit equation (3.3) does have a unique
solution, the natural questions are whether uε converges to u0 and if it does, in which
sense and how fast.
Singularly perturbed integral equations are frequently encountered in physics and engi-
neering applications and various ad-hoc approximation techniques have been proposed for
their solutions (see, e.g. [2, 1] and references therein). In general, asymptotic behavior of
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the solutions depends heavily on the singularities of the kernel. Rigorous results for kernels
with jump singularities can be found in [26, 27], [48] and, to the best of our knowledge,
the weakly singular case has never been addressed before.
Equation (3.2) with kernels (1.4) and (1.5) arises in the stochastic analysis and optimal
linear filtering problems involving fBm. As explained below, the particular forcing functions
of interest in such problems are f(u) := 1 and f(u) := R(u, 1) and the asymptotics of the
corresponding solutions determine the steady state behavior of the relevant probabilistic
quantities.
3.2.1. Mixed fractional Brownian motion. Equation (3.2) arises in stochastic analysis of
the mixture of independent standard and fractional Brownian motions B and BH :
B˜t = Bt +B
H
t , t ∈ [0, T ], T <∞.
The process B˜, called the mixed fBm, satisfies a number of curious properties with ap-
plications in mathematical finance, see [5]. In particular, as shown in [13, 14], it is a
semimartingale if and only if H ∈ {12}∪ (34 , 1] and, for H > 34 , the measure µB˜, induced by
B˜ on the space of continuous functions, is equivalent to the standard Wiener measure µB.
On the other hand, it follows from the results in [4], [53] that µB˜ and µB
H
are equivalent
if and only if H < 14 .
These and other properties of B˜ can be deduced from the canonical innovation repre-
sentation obtained in [12], which is based on the martingale Mt = E(Bt|FB˜t ), t ∈ [0, T ].
For any H ∈ (0, 1), this martingale satisfies
Mt =
∫ t
0
g(s, t)dB˜s and 〈M〉t =
∫ t
0
g(s, t)ds, t ∈ (0, T ], (3.4)
where g(s, t) is the solution of the Wiener-Hopf type integro-differential equation (c.f. (1.5))
g(s, t) +
d
ds
∫ t
0
g(r, t)H|s − r|2H−1sign(s − r)dr = 1, 0 < s < t ≤ T. (3.5)
The representation (3.4) is useful in statistical analysis of linear models driven by the
mixed fractional noise. As shown in [15], the large sample accuracy of parameter estimators
in such models is governed by the growth rate of the quadratic variation bracket 〈M〉T and
its derivative d〈M〉T /dT as T → ∞. Let us proceed with H > 12 , for which by (1.6) the
equation (3.5) takes the simpler integral form
g(s, t) +
∫ t
0
g(r, t)cH |r − s|2H−2dr = 1, 0 < s < t ≤ T,
with cH := H(2H − 1). It can be shown that its solution satisfies g(t, t) > 0 and
〈M〉t =
∫ t
0
g2(s, s)ds, t ≥ 0.
Let us define the small parameter ε := T 1−2H , then a simple calculation shows that the
function uε(x) := T
2H−1g(xT, T ) solves the singularly perturbed equation (c.f. (3.2)):
εuε(x) + (K˜uε)(x) = 1, x ∈ [0, 1] (3.6)
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with the operator K˜ in the form (1.6). Equations with such weakly singular kernels are
well known to have a unique solution for any ε > 0, which is continuous on the closed
interval [0, 1], smooth in its interior, but not differentiable at the endpoints (see, e.g., [52]).
The unique solution of the limit equation in this case exists and is known in a closed form,
[28]:
u0(x) = aHx
1
2
−H(1− x) 12−H , x ∈ (0, 1)
where aH is an explicit constant. Note that u0 explodes at the endpoints of the interval.
The martingale bracket and its derivative are related to the solutions of (3.6) by the
formulas:
〈M〉T = ε
2−2H
2H−1 〈uε, 1〉 (3.7)
d〈M〉T
dT
= ε2u2ε(1). (3.8)
In view of (3.7), we are particularly interested in the weak convergence
〈uε, ψ〉 ε→0−−−→ 〈u0, ψ〉, (3.9)
for test functions ψ from a large class, which contains constants. For (3.8) we need to
quantify the divergence rate of uε(1)→ +∞.
The following result gives a detailed description of both limits and reveal a curious phase
transition of the L2 convergence at H =
2
3 :
Proposition 3.2.
(i) uε → u0 in L2(0, 1) and as ε→ 0,
‖uε − u0‖2 ∼

ε
1−H
2H−1 H ∈ (23 , 1)
ε
√
log ε−1 H = 23
ε H ∈ (12 , 23)
(ii) The solution uε diverges to +∞ at the endpoints x ∈ {0, 1} and
uε(0) = uε(1) ∼ ε−
1
2 , ε→ 0.
The proof, deferred to Section 7, relies on the asymptotics from Theorem 2.3.
3.2.2. Optimal linear filtering. The optimal filtering problem deals with estimation of sig-
nals from noisy observations. The standard linear setup (see, e.g., [31, 32]) in continuous
time consists of the signal process X and the observation process Y , generated by the
equation
Yt = a
∫ t
0
Xsds+Bt, t ∈ [0, T ]
where B is a Brownian motion, independent of X and a is a fixed gain constant. In
engineering literature this setup is known as the additive Gaussian white noise model.
The objective is to compute the optimal in the mean square sense estimator of Xt,
given the past observations Y[0,t] = {Ys, s ∈ [0, t]} for each time t ∈ [0, T ]. This amounts
to calculation of the conditional expectation X̂t := E(Xt|FYt ), where FYt is the filtration
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generated by Y . The other important objective is to compute the corresponding optimal
filtering error Pt := E(Xt − X̂t)2 and its steady state limit P∞ := limt→∞ Pt, if it exists.
For a Gaussian process X, a standard calculation yields the formula
X̂t =
1
a
∫ t
0
g(s, t)dYs
where g(s, t) is the solution of the Wiener-Hopf integral equation
g(s, t) +
∫ t
0
g(r, t)a2R(r, s)dr = a2R(s, t), 0 ≤ s ≤ t ≤ T, (3.10)
and the estimation error is given by
Pt =
1
a2
(
R(t, t)−
∫ t
0
g(s, t)R(s, t)ds
)
=
1
a2
g(t, t).
When X is a Gauss–Markov process, the equation (3.10) can be reduced to the Riccati
differential equation and in this case the optimal estimator X̂t and the corresponding error
Pt satisfy the celebrated Kalman–Bucy filtering equations. In particular, both the error
Pt, t ∈ [0, T ] and its steady state limit P∞ can be computed in closed forms. When the
signal process X is not Markov, no such convenient way of computing P∞ is available. If
the kernel R(s, t) belongs to L2[0, T ]2, the unique solution of the equation (3.10) can be
expanded into series of its eigenfunctions and much information about the filtering problem
can be extracted from their asymptotic behavior.
Let us now revisit this filtering problem for the fBm, that is, with X := BH . The
covariance function (1.3) satisfies the scaling property
R(xT, yT ) = T 2HR(x, y), x, y ∈ [0, 1]
and, if we define small parameter ε := a−2T−2H−1 and set uε(x) := Tg(xT, T ), the equation
(3.10) with t := T gives the singularly perturbed equation (3.2) with operator K from (1.4)
and the forcing f(x) = R(x, 1):
εuε(x) +
∫ 1
0
uε(y)R(y, x)dy = R(x, 1), x ∈ [0, 1].
Note that unlike in the problem discussed in the previous subsection, the limit equation in
this case does not have classical solution.
Proposition 3.3. The steady state filtering error is given by
lim
T→∞
PT =
(
sin(πH)Γ(2H + 1)
) 1
2H+1
sin pi2H+1
a−
4H
2H+1 .
Remark 3.4. Curiously, the worst steady state error at a = 1 is obtained for H = 23 .
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4. The proof outline
As mentioned in Introduction, the eigenproblems for processes related to the standard
Brownian motion are often solved by reduction to boundary value problems for differential
operators. For the fBm such reduction does not seem to be possible and we will take a
different route, based on analytic properties of the Laplace transform
ϕ̂(z) =
∫ 1
0
ϕ(x)e−zxdx, z ∈ C. (4.1)
In a nutshell, the idea is to consider the Laplace transform ϕ̂(z) as an analytic function on
the complex plane C. Using the particular structure of the eigenproblem, an expression for
ϕ̂(z) with singularities is derived and their removal produces an alternative characterization
for the eigenvalues and eigenfunctions. The proof is inspired by the approach in [51] to
asymptotic approximation of the eigenvalues for weakly singular integral operators.
As will become clear from the proof, the method, in principle, applies to operators with
the difference kernels satisfying
K(|x− y|) =
∫ ∞
0
κ(t)e−t|x−y|dt,
with some function κ(t), and their compositions with the integration operator. However,
the implementation of the method in each particular situation turns out to be very specific
to the fine structure of the kernel under consideration and, in our experience, often requires
different tricks and leads to entirely unexpected outcomes.
Let us sketch the main steps of the proof.
1) The Laplace transform. For both eigenproblems considered in this paper, it is possible
to find an expression for the Laplace transform (4.1), whose main ingredient has the form
1
Λ(z)
(
e−zΦ1(−z) + Φ0(z)
)
, z ∈ C (4.2)
where functions Φ1(z) and Φ0(z) are sectionally holomorphic on the cut plane C\R≥0 and
Λ(z) is an explicit function (see Lemmas 5.1, 5.10 and 6.1 below). Such a representation is
tailored to the particular structure of the operator and is constructed on the case to case
basis. The function Λ(z) has a jump discontinuity on the real line and a pair of purely
imaginary zeros at ±iν, where ν ∈ R>0 is related to λ through an explicit formula (see
(5.13) and (6.9) below).
2) Removal of singularities. Since, a priori, ϕ̂(z) is an entire function, both singularities
must be removable. Removal of the poles in (4.2) gives the algebraic conditions
e∓iνΦ1(∓iν) + Φ0(±iν) = 0. (4.3)
Removing the discontinuity on the real line produces the boundary conditions
Φ+0 (t)− e2iθ(t)Φ−0 (t) = 2ie−teiθ(t) sin θ(t)Φ1(−t)
Φ+1 (t)− e2iθ(t)Φ−1 (t) = 2ie−teiθ(t) sin θ(t)Φ0(−t)
t ∈ R>0 (4.4)
which bind together the limits of Φ0(z) and Φ1(z) across the positive real semiaxis R>0.
Here θ(t) is the argument of the limit Λ+(t) := limz→t+ Λ(z).
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Therefore the eigenproblem (1.1) reduces to finding a pair of functions Φ0(z) and Φ1(z),
sectionally holomorphic on the cut plane C \R≥0 satisfying the boundary conditions (4.4)
and the algebraic constraint (4.3). Indeed, any such pair and a number ν > 0 can be
used to construct a solution (λ, ϕ) to the eigenproblem by inverting the Laplace transform.
The next step is to find an equivalent formulation of this problem, using the techniques of
solving boundary value problems on the complex plane.
3) An equivalent formulation of the eigenproblem. The conditions (4.3) and (4.4) can be
rewritten as an integro-algebraic system of equations as follows.
a) The homogeneous Riemann boundary value problem is solved to find a nonvanishing
function X(z), which is sectionally holomorphic on C \ R≥0 and satisfies
X+(t)
X−(t)
= e2iθ(t), t ∈ R>0.
The solution is not unique and is fixed to match the particular properties of θ(t) and a
priori estimates on Φ0(z) and Φ1(z) in each eigenproblem.
b) The boundary conditions (4.4) can now be put into the decoupled form
S+(t) − S−(t) = 2ih0(t/ν)e−tS(−t)
D+(t)−D−(t) = −2ih0(t/ν)e−tD(−t)
(4.5)
where we defined
S(z) :=
Φ0(z) + Φ1(z)
2X(z)
D(z) :=
Φ0(z) −Φ1(z)
2X(z)
(4.6)
and the function
h0(t) := e
iθ(νt) sin θ(νt)
X(−νt)
X+(νt)
.
This function turns out to be real valued and independent of ν.
Applying the Sokhotski–Plemelj formula (see §43 in [21]), conditions (4.5) can be further
rewritten as
S(z) =
1
π
∫ ∞
0
h0(t/ν)e
−t
t− z S(−t)dt+ P1(z)
D(z) = − 1
π
∫ ∞
0
h0(t/ν)e
−t
t− z D(−t)dt+ P2(z)
(4.7)
where P1(z) and P2(z) are arbitrary polynomials. Their degrees are chosen to match the
a priori growth of S(z) and D(z) at infinity: S(z) − P1(z) → 0 and D(z) − P2(z) → 0 as
z → ∞. The coefficients of these polynomials are chosen later using the conditions (4.3),
which read
Im
{
eiν/2X(iν)D(iν)
}
= Re
{
eiν/2X(iν)S(iν)
}
= 0. (4.8)
At this point an equivalent characterization of the eigenvalues and eigenfunctions is
obtained: any nontrivial solution (λ, ϕ) of the eigenproblem (1.1) defines functions S(z)
and D(z) and a positive constant ν, which satisfy equations (4.7) and (4.8) and vice versa.
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4) The integro-algebraic system and its properties. By setting z := −t with t ∈ R>0 in
(4.7), a pair of integral equations for S(−t) and D(−t) is obtained
S(−t) = 1
π
∫ ∞
0
h0(s/ν)e
−s
s+ t
S(−s)ds+ P1(−t)
D(−t) = − 1
π
∫ ∞
0
h0(s/ν)e
−s
s+ t
D(−s)ds+ P2(−t)
t ∈ R>0 (4.9)
which together with (4.8) and (4.7) form an integro-algebraic system of equations.
By construction, both functions S −P1 and D−P2 are square integrable. On the other
hand, the integral equations (4.9) have unique solutions with such property, since the
operator on the right hand side is contracting on L2(0,∞) for all sufficiently large ν > 0.
Therefore, nontrivial solutions (D,S, ν) to the integro-algebraic system are at one-to-one
correspondence with the solutions (λ, ϕ) to the eigenproblem.
5) Inversion of the Laplace transform. The eigenfunctions are recovered by inverting the
Laplace transform:
ϕ(x) =
1
π
∫ ∞
0
sin θ(t)
|Λ+(t)|
(
e−t(1−x)Φ1(−t) + e−txΦ0(−t)
)
dt
− Res
{
ezx
Φ0(z)
Λ(z)
, iν
}
− Res
{
ezx
Φ0(z)
Λ(z)
,−iν
}
. (4.10)
Note that ϕ(x) is expressed here in terms of the solutions of integral equations (4.9), which
determine Φ1(z) and Φ0(z) through (4.6)
6) Asymptotic analysis. Enumerating solutions of the integro-algebraic system in a certain
convenient way, it is possible to find asymptotic approximation for their algebraic part ν >
0, which is precise up to the second order. The announced asymptotics of the eigenvalues is
then derived from the explicit relation between ν and λ. Plugging it back into the system
and using suitable estimates for the norm of the operator in the integral equations (4.9),
the eigenfunctions asymptotics is extracted from the formula (4.10).
7) Enumeration alignment. The enumeration chosen in the previous step may differ from
the “natural” enumeration, which puts the eigenvalues into decreasing order. This does
not affect the leading term asymptotics, but may change the second order term. Alignment
of the two enumerations is done through a calibration procedure, based on continuity of
the spectrum. This delicate part of the proof is also carried out differently in the two
eigenproblems under consideration.
5. Proof of Theorem 2.1
In this section we implement the above program for the eigenproblem with the fBm
covariance operator (1.4):∫ 1
0
1
2
(
t2H + s2H − |t− s|2H)ϕ(s)ds = λϕ(t), t ∈ [0, 1]. (5.1)
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It will be convenient to work with the parameter α := 2− 2H ∈ (0, 2) and to address the
case α < 1 first. The complementary case α > 1 can be treated along the same lines with
appropriate adjustments (see Section 5.2).
5.1. The case α < 1.
5.1.1. The Laplace transform. The following lemma gives a useful representation formula
for the Laplace transform (4.1) (c.f. (4.2)):
Lemma 5.1. For α ∈ (0, 1),
ϕ̂(z)− ϕ̂(0) = − 1
Λ(z)
(
e−zΦ1(−z) + Φ0(z)
)
, z ∈ C (5.2)
where the functions Φ0(z) and Φ1(z), defined in (5.11) below, are sectionally holomorphic
on C \ R≥0 and
Λ(z) :=
λΓ(α)
cα
z +
1
z
∫ ∞
0
2tα
t2 − z2 dt, (5.3)
with cα := (1− α2 )(1 − α).
Proof. Let us define ψ(x) :=
∫ 1
x
ϕ(y)dy and note that ψ(1) = 0, ψ′(0) = −ϕ(0) = 0 and
ψ(0) = ϕ̂(0). Integration by parts in (5.1) gives
λψ′(x) =
∫ 1
0
R(y, x)ψ′(y)dy = −
∫ 1
0
∂yR(y, x)ψ(y)dy
= −
∫ 1
0
(1− α2 )
(
y1−α + sign(x− y)|x− y|1−α)ψ(y)dy, (5.4)
and differentiating with respect to x, we get
λψ′′(x) = − d
dx
∫ 1
0
(1− α2 )sign(x− y)|x− y|1−αψ(y)dy = −
∫ 1
0
cα|x− y|−αψ(y)dy (5.5)
where interchanging integration and derivative is possible since α < 1 is assumed. Thus
the problem (5.1) is equivalent to the generalized eigenproblem∫ 1
0
cα|x− y|−αψ(y)dy = −λψ′′(x)
ψ(1) = 0, ψ′(0) = 0
(5.6)
Using the identity
|x− y|−α = 1
Γ(α)
∫ ∞
0
tα−1e−t|x−y|dt, α ∈ (0, 1) (5.7)
the equation (5.6) can be rewritten as
cα
Γ(α)
∫ ∞
0
tα−1
∫ 1
0
e−t|x−y|ψ(y)dydt = −λψ′′(x).
If we now define
u(x, t) :=
∫ 1
0
e−t|y−x|ψ(y)dy and u0(x) :=
∫ ∞
0
tα−1u(x, t)dt,
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we get
cα
Γ(α)
u0(x) = −λψ′′(x). (5.8)
Differentiating u(x, t) twice with respect to x gives the equation
u′′(x, t) = t2u(x, t) − 2tψ(x) (5.9)
subject to the boundary conditions
u′(0, t) = tu(0, t)
u′(1, t) = −tu(1, t). (5.10)
Let us compute the Laplace transform of both sides of (5.9). To this end, we have
û′′(z, t) :=
∫ 1
0
e−zxu′′(x, t)dx = e−zu′(1, t) − u′(0, t) + z
(
e−zu(1, t) − u(0, t) + zû(z, t)
)
= e−z
(
u′(1, t) + zu(1, t)
)
−
(
u′(0, t) + zu(0, t)
)
+ z2û(z, t).
After plugging in the boundary conditions (5.10), this becomes
û′′(z, t) = e−z(z − t)u(1, t) − (z + t)u(0, t) + z2û(z, t),
which, along with (5.9), gives
(z2 − t2)û(z, t) = u(0, t)(z + t)− e−zu(1, t)(z − t)− 2tψ̂(z).
Consequently, for all z ∈ C \ R,
û0(z) =
∫ ∞
0
tα−1û(z, t)dt
=
∫ ∞
0
tα−1
z − tu(0, t)dt − e
−z
∫ ∞
0
tα−1
z + t
u(1, t)dt− ψ̂(z)
∫ ∞
0
2tα
z2 − t2dt.
On the other hand, by (5.8) and the boundary conditions in (5.6)
û0(z) = −λΓ(α)
cα
ψ̂′′(z) = −λΓ(α)
cα
(
e−zψ′(1) + zψ̂′(z)
)
= −λΓ(α)
cα
(
z2ψ̂(z) + ψ′(1)e−z − zψ(0)
)
.
Combining the two expressions gives(
λ
Γ(α)
cα
z − 1
z
∫ ∞
0
2tα
z2 − t2 dt
)
zψ̂(z) =
λ
Γ(α)
cα
ψ(0)z +
∫ ∞
0
tα−1
t− zu(0, t)dt − e
−zλ
Γ(α)
cα
ψ′(1) + e−z
∫ ∞
0
tα−1
t+ z
u(1, t)dt.
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Note that zψ̂(z) = ψ̂′(z) + ψ(0) = −ϕ̂(z) + ϕ̂(0) and thus (5.2) is obtained if we define
Λ(z) as in (5.3) and set
Φ0(z) := λ
Γ(α)
cα
ψ(0)z +
∫ ∞
0
tα−1
t− zu(0, t)dt
Φ1(z) := −λΓ(α)
cα
ψ′(1) +
∫ ∞
0
tα−1
t− zu(1, t)dt.
(5.11)

Several useful properties of Λ(z) are summarized in the following lemma
Lemma 5.2.
a) The function Λ(z), defined in (5.3), admits the explicit expression
Λ(z) =
λΓ(α)
cα
z + zα−2
π
cos pi2α
{
e
1−α
2
pii arg(z) ∈ (0, π)
e−
1−α
2
pii arg(z) ∈ (−π, 0) (5.12)
which is discontinuous along the real axis and has two zeros at ±z0 = ±iν with
να−3 =
λΓ(α)
cα
cos pi2α
π
. (5.13)
b) The limits Λ±(t) := limz→t± Λ(z) are given by the expressions
Λ±(t) =
λΓ(α)
cα
t± |t|α−2 π
cos pi2α
e
1∓α
2
pii t > 0
e
1±α
2
pii t < 0
(5.14)
which admit the following symmetries
Λ+(t) = Λ−(t) (5.15)
Λ+(t)
Λ−(t)
=
Λ−(−t)
Λ+(−t) (5.16)∣∣Λ+(t)∣∣ = ∣∣Λ+(−t)∣∣ (5.17)
c) The argument θ(t) := arg{Λ+(t)} ∈ (−π, π] satisfies θ(−t) = π − θ(t) and
θ(t) = arctan
(t/ν)α−3 sin 1−α2 π
1 + (t/ν)α−3 cos 1−α2 π
, t > 0 (5.18)
decreasing continuously from θ(0+) := limt→0+ θ(t) =
1−α
2 π > 0 to θ(∞) := 0 as t → ∞.
Moreover,
1
π
∫ ∞
0
θ(t)dt = ν
sin
(
pi
3−α
1−α
2
)
sin pi3−α
=: νbα. (5.19)
Proof. The formula (5.12) follows from (5.3) and the identity∫ ∞
0
tα
t2 − z2 dt = z
α−1 1
2
π
cos pi2α
{
e
1−α
2
pii arg(z) ∈ (0, π)
e−
1−α
2
pii arg(z) ∈ (−π, 0) (5.20)
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which is obtained by integrating the function ξ 7→ ξα
ξ2−z2
over the circular contour, cut along
the negative real semiaxis. Properties (5.13)-(5.18) are deduced by direct calculations,
using (5.12). The integral in (5.19) reduces to∫ ∞
0
θ(t)dt = ν
(
sin 1−α2 π
) 1
α−3
∫ ∞
0
τ
1
3−α
1 + (τ + cot 1−α2 π)
2
dτ
through a change of variable and the claimed formula is obtained by an appropriate contour
integration.

5.1.2. Removal of singularities. Since ϕ̂(z) is a priori an entire function, all the singularities
must be removable. Note that Φi(−z0) = Φi(z0), i = 0, 1 and therefore the numerator in
(5.2) vanishes at ±z0 = ±iν if
e−z0Φ1(−z0) + Φ0(z0) = 0. (5.21)
Removal of discontinuity on the real line gives the condition
lim
z→t+
1
Λ(z)
(
e−zΦ1(−z) + Φ0(z)
)
= lim
z→t−
1
Λ(z)
(
e−zΦ1(−z) + Φ0(z)
)
. (5.22)
When −z approaches t ∈ R from below the real line, z approaches it from above, and
therefore, since both Φ0(z) and Φ1(z) do not have singularities on the negative real semiaxis,
the condition (5.22) is equivalent to
1
Λ+(t)
(
e−tΦ1(−t) + Φ+0 (t)
)
=
1
Λ−(t)
(
e−tΦ1(−t) + Φ−0 (t)
)
, t > 0
1
Λ+(t)
(
e−tΦ−1 (−t) + Φ0(t)
)
=
1
Λ−(t)
(
e−tΦ+1 (−t) + Φ0(t)
)
, t < 0
In view of (5.16) these two equations can be rewritten as
Φ+0 (t)−
Λ+(t)
Λ−(t)
Φ−0 (t) = e
−tΦ1(−t)
(
Λ+(t)
Λ−(t)
− 1
)
Φ+1 (t)−
Λ+(t)
Λ−(t)
Φ−1 (t) = e
−tΦ0(−t)
(
Λ+(t)
Λ−(t)
− 1
) t > 0. (5.23)
Since Λ+(t) and Λ−(t) are complex conjugates, it follows that Λ+(t)/Λ−(t) = e2iθ(t) and
Λ+(t)
Λ−(t)
− 1 = e2iθ(t) − 1 = 2ieiθ(t) sin θ(t).
Therefore (5.23) becomes
Φ+0 (t)− e2iθ(t)Φ−0 (t) = 2ie−teiθ(t) sin θ(t)Φ1(−t)
Φ+1 (t)− e2iθ(t)Φ−1 (t) = 2ie−teiθ(t) sin θ(t)Φ0(−t)
t > 0. (5.24)
Further, since tu(0, t) and tu(1, t) are uniformly bounded, the formulas (5.11) imply that
for any α ∈ (0, 1)
Φ0(z) ∼ z and Φ1(z) ∼ const. as z →∞ (5.25)
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and
|Φ0(z)| ∼ |z|α−1 and |Φ1(z)| ∼ |z|α−1 as z → 0. (5.26)
5.1.3. An equivalent formulation of the eigenproblem. At this point the eigenproblem (5.1)
reduces to finding functions Φ0(z) and Φ1(z), which are sectionally holomorphic on C\R≥0
and satisfy the boundary conditions (5.24), the constraint (5.21) and the growth conditions
(5.25) and (5.26). Following the program outlined in Section 4, we will construct such
functions as solutions of an integro-algebraic system of equations.
To this end, define
X0(z) = exp
(
1
π
∫ ∞
0
θ0(t)
t− z dt
)
, z ∈ C \R≥0 (5.27)
where the function θ0(t) := θ(νt) does not depend on ν, see (5.18). For any fixed ν > 0 let
p±(t) and q±(t) be solutions of the integral equations
p±(t) = ± 1
π
∫ ∞
0
h0(s)e
−νs
s+ t
p±(s)ds+ 1
q±(t) = ± 1
π
∫ ∞
0
h0(s)e
−νs
s+ t
q±(s)ds + t
t > 0 (5.28)
where the function
h0(t) := e
iθ0(t) sin θ0(t)
X0(−t)
X+0 (t)
is real valued, see (5.37) below. We will extend the definition of q± and p± to the cut
plane, setting
p±(z) := ± 1
π
∫ ∞
0
h0(s)e
−νs
s+ z
p±(s)ds + 1
q±(z) := ± 1
π
∫ ∞
0
h0(s)e
−νs
s+ z
q±(s)ds + z
z ∈ C \ R≤0
Finally let us define the functions
a±(z) = p+(z) ± p−(z)
b±(z) = q+(z)± q−(z) (5.29)
and the constants
ξ := eiν/2X0(i)
(
b+(−i)− bαa+(−i)
)
+ e−iν/2X0(−i)
(
b−(i)− bαa−(i)
)
η := eiν/2X0(i)a−(−i) + e−iν/2X0(−i)a+(i)
(5.30)
where bα is defined in (5.19).
The following lemma gives an equivalent formulation of the eigenproblem (5.1):
Lemma 5.3. Let (p±, q±, ν) with ν > 0 be a solution of the system, which consists of the
integral equations (5.28) and the algebraic equation
Im{ξη} = 0. (5.31)
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Let ϕ be defined by the Laplace transform (5.2), where
Φ0(z) := X0(z/ν)
(
b+(−z/ν)− bαa+(−z/ν)− ξ
η
a−(−z/ν)
)
Φ1(z) := X0(z/ν)
(
b−(−z/ν)− bαa−(−z/ν)− ξ
η
a+(−z/ν)
) (5.32)
and λ be defined by (5.13). Then the pair (λ, ϕ) solves the eigenproblem (5.1). Conversely,
any pair (λ, ϕ) satisfying (5.1) defines a solution of the above integro-algebraic system.
Proof. Suppose (λ, ϕ) is a solution of the eigenproblem and let us show that the functions
Φ0(z) and Φ1(z), defined in (5.11), and the real number ν > 0, defined by (5.13), solve the
aforementioned integro-algebraic system.
a) The first step is to find a nowhere vanishing sectionally holomorphic function X(z) on
C \ R≥0 satisfying the boundary condition
X+(t)
X−(t)
= e2iθ(t), t > 0. (5.33)
Since θ(t) is Ho¨lder on R≥0 and θ(t) ∼ tα−3 as t → ∞, such function can be obtained by
the Sokhotski–Plemelj formula
X(z) = exp
(
1
π
∫ ∞
0
θ(t)
t− z dt
)
, z ∈ C \R≥0
and it is unique up to a multiplicative factor zβ with an integer β. Any β ≤ 0 will suit
our purposes, rendering the functions S and D, defined in (5.35) below, to be square
integrable near the origin. This is needed, since the emerging integral equations (5.36) can
be guaranteed to have the unique solution in L2(0,∞). The particular choice β = 0 is
a matter of convenience: other values would introduce the multiplicative factor zβ in the
calculations below, which eventually cancels out, ultimately leading to the same integro-
algebraic system.
Since limt→0+ θ(t) =
1−α
2 π > 0, X(z) satisfies
X(z) ≃ 1− z−1ν bα as z →∞
X(z) ∼ z α−12 as z → 0
(5.34)
where bα is the constant defined in (5.19). Plugging (5.33) into the conditions (5.24) gives
Φ+0 (t)
X+(t)
− Φ
−
0 (t)
X−(t)
= 2ie−teiθ(t) sin θ(t)
X(−t)
X+(t)
Φ1(−t)
X(−t)
Φ+1 (t)
X+(t)
− Φ
−
1 (t)
X−(t)
= 2ie−teiθ(t) sin θ(t)
X(−t)
X+(t)
Φ0(−t)
X(−t)
t > 0
and therefore the functions
S(z) :=
Φ0(z) + Φ1(z)
2X(z)
D(z) :=
Φ0(z) −Φ1(z)
2X(z)
(5.35)
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satisfy the decoupled equations
S+(t)− S−(t) = 2ih(t)e−tS(−t)
D+(t)−D−(t) = −2ih(t)e−tD(−t) t > 0 (5.36)
where we defined
h(t) := eiθ(t) sin θ(t)
X(−t)
X+(t)
.
By the Sokhotski–Plemelj formula
X(−t)
X+(t)
= exp
(
1
π
∫ ∞
0
θ(s)
s+ t
ds− 1
π
−
∫ ∞
0
θ(s)
s− tds− iθ(t)
)
=
exp
(
−2t
π
−
∫ ∞
0
θ(s)
s2 − t2ds− iθ(t)
)
where the dash integral stands for the Cauchy principle value. Integration by parts gives
h(t) = eiθ(t)
X(−t)
X+(t)
sin θ(t) = exp
(
−2t
π
−
∫ ∞
0
θ(s)
s2 − t2ds
)
sin θ(t) =
exp
(
− 1
π
∫ ∞
0
θ′(s) log
∣∣∣∣ t+ st− s
∣∣∣∣ ds) sin θ(t), (5.37)
which shows that h(t) is a real valued function, Ho¨lder continuous on R≥0 and h(0) :=
sin θ(0+) = sin 1−α2 π.
b) By the estimates (5.25)-(5.26) and (5.34), the functions in the right hand sides of (5.36)
are Ho¨lder continuous and vanish as t→∞. Therefore by the Sokhotski–Plemelj formula
S(z) =
1
π
∫ ∞
0
h(t)e−t
t− z S(−t)dt+ P1(z)
D(z) = − 1
π
∫ ∞
0
h(t)e−t
t− z D(−t)dt+ P2(z),
(5.38)
where P1(z) and P2(z) are polynomials, to be chosen to match the growth of S(z) and
D(z) as z →∞ (see (4)(b) in Section 4).
The asymptotic formula (az + b)/(1 − c/z) ≃ a(z + c) + b as z →∞ and the estimates
(5.34) and (5.11) give
P1(z) := −c2(z + νbα) + c1
P2(z) := −c2(z + νbα)− c1
where we defined the constants
c1 = −1
2
λΓ(α)
cα
ψ′(1)
c2 = −1
2
λΓ(α)
cα
ψ(0).
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If we set z := −t in (5.38) with t ∈ R>0, the following integral equations for S(−t) and
D(−t) on the positive real semiaxis are obtained
S(−t) = 1
π
∫ ∞
0
h(s)e−s
s+ t
S(−s)ds+ c2(t− νbα) + c1
D(−t) = − 1
π
∫ ∞
0
h(s)e−s
s+ t
D(−s)ds+ c2(t− νbα)− c1
and by linearity
S(zν) = c2ν
(
q+(−z)− bαp+(−z)
)
+ c1p+(−z)
D(zν) = c2ν
(
q−(−z)− bαp−(−z)
)− c1p−(−z). (5.39)
Combining the definitions (5.29) and (5.35) with (5.39) gives
Φ0(zν) = c2νX0(z)
(
b+(−z)− bαa+(−z)
)
+ c1X0(z)a−(−z)
Φ1(zν) = c2νX0(z)
(
b−(−z)− bαa−(−z)
)
+ c1X0(z)a+(−z).
(5.40)
If we now plug (5.40) into condition (5.21), the linear equation
c2νξ + c1η = 0
with respect to the real valued coefficients c1 and c2 is obtained. This equation has non-
trivial solutions if and only if (5.31) holds, in which case c1 = −c2νξ/η. Plugging this back
into (5.40) and omitting multiplicative constants gives (5.32). To recap, starting with an
eigenvalue λ and the corresponding eigenfunction ϕ we have constructed a solution to the
integro-algebraic system defined in the lemma.
The other direction is shown by reverting all the operations: starting with (p±, q±, ν)
solving the system (5.28) and (5.31), a pair of sectionally holomorphic functions Φ0(z)
and Φ1(z) is constructed, so that the conditions (5.21) and (5.22) are met. Consequently,
inverting the Laplace transform, a function ϕ is obtained, so that the pair (λ, ϕ) with λ > 0
defined by the formula (5.13), solves the eigenproblem (5.1).

Remark 5.4. Note that b+(z) − 2z → 0 and a+(z) → 2, while b−(z) and a−(z) vanish as
z →∞. Therefore in view of (5.11) and (5.32), we also have∫ 1
0
ϕ(x)dx = ψ(0) =
cα
λΓ(α)
lim
z→∞
z−1Φ0(z) = − 2cα
λΓ(α)
ν−1 (5.41)
and
ϕ(1) = −ψ′(1) = cα
λΓ(α)
lim
z→∞
Φ1(z) = − 2cα
λΓ(α)
ξ
η
(5.42)
These formulas will be used to find the precise asymptotics for both quantities.
The value of X0(i) for the function X0(z) defined in (5.27), can be found in a closed
form and will be useful in calculations to follow:
Lemma 5.5.
arg {X0(i)} = 1− α
8
π and |X0(i)| =
√
3− α
2
.
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Proof. Define
Γ0(z) =
1
π
∫ ∞
0
θ0(t)
t− z du
and note that
Im{Γ0(i)} = 1
π
∫ ∞
0
θ0(t)
t2 + 1
dt =
1
π
∫ 1
0
θ0(u) + θ0(u
−1)
u2 + 1
du.
By (5.13) and (5.14)
θ0(u) + θ0(u
−1) = arg
{
Λ+(uν)Λ+(u−1ν)
}
=
arg
{(
1 + uα−3ie−
pi
2
iα
)(
1 + u3−αie−
pi
2
iα
)}
=
arg
{
ie−
pi
2
iα
(
1− u3−αiepi2 iα
)(
1 + u3−αie−
pi
2
iα
)}
=
arg
{
ie−
pi
2
iα
}
=
1− α
2
π = θ0(0+)
and θ0(u) + θ0(u
−1) = θ0(0+) by continuity. Hence
Im{Γ0(i)} = θ0(0+)
π
∫ 1
0
1
u2 + 1
du =
θ0(0+)
4
and arg {X0(i)} = arg
{
eiIm{Γ0(i)}
}
= θ0(0+)/4 as claimed.
Let us now compute the absolute value of X0(i). To this end note that
logX(z) =
1
π
∫ ∞
0
θ(t)
t− z dt =
1
2πi
∫ ∞
0
log Λ+(t)/Λ−(t)
t− z dt
and by (5.16)
logX(−z) = 1
2πi
∫ ∞
0
log Λ+(t)/Λ−(t)
t+ z
dt =
1
2πi
∫ 0
−∞
log Λ+(−t)/Λ−(−t)
−t+ z dt =
1
2πi
∫ 0
−∞
log Λ+(t)/Λ−(t)
t− z dt.
Therefore
logX(z) + logX(−z) = 1
2πi
∫ ∞
−∞
log Λ+(t)/Λ−(t)
t− z dt.
The function
Λ˜(z) :=
cα
λΓ(α)
zΛ(z)
z2 − z20
does not vanish on the cut plane and satisfies Λ˜+(t)/Λ˜−(t) = Λ+(t)/Λ−(t) and Λ˜±(t)→ 1
as t→ ±∞. Thus
logX(z) + logX(−z) = 1
2πi
∫ ∞
−∞
log Λ˜+(t)
t− z dt−
1
2πi
∫ ∞
−∞
log Λ˜−(t)
t− z dt,
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where both integrals are well defined and can be evaluated by integrating the function
g(ξ) := log Λ˜(ξ)/(ξ − z) over half circular contours in the upper and lower half-planes. For
z with Im(z) > 0,
1
2πi
∫ ∞
−∞
log Λ˜−(t)
t− z dt = 0
and
1
2πi
∫ ∞
−∞
log Λ˜+(t)
t− z dt = Res(g; z) = log Λ˜(z).
Similarly, for z with Im(z) < 0,
1
2πi
∫ ∞
−∞
log Λ˜+(t)
t− z dt = 0
and
1
2πi
∫ ∞
−∞
log Λ˜−(t)
t− z dt = −Res(g; z) = − log Λ˜(z).
Thus we obtain logX(z) + logX(−z) = log Λ˜(z) or
X(z)X(−z) = cα
λΓ(α)
zΛ(z)
z2 − z20
.
Taking z → z0 gives
X(z0)X(−z0) = cα
λΓ(α)
1
2
Λ′(z0).
Differentiating the expression in (5.12), we get
Λ′(z0) =
λΓ(α)
cα
+ (α− 2)(iν)α−3 πi
cos pi2α
e−
pi
2
αi =
λΓ(α)
cα
(3− α)
and consequently
|X0(i)| =
√
X0(i)X0(−i) =
√
3− α
2
.

5.1.4. Properties of the integro-algebraic system. So far we established only correspondence
between the solutions of the eigenproblem and the integro-algebraic system of equations.
Solvability of this system, proved in Lemma 5.9 below, relies essentially on the properties
of the operator
(Af)(t) :=
1
π
∫ ∞
0
h0(s)e
−νs
s+ t
f(s)ds, (5.43)
verified in this subsection.
Lemma 5.6. The operator A is a contraction on L2(0,∞) for all ν large enough. More
precisely, for any α0 ∈ (0, 1) there exist an ε > 0 and a constant ν ′ > 0, such that
‖A‖ ≤ 1− ε for all ν ≥ ν ′ and all α ∈ [α0, 1].
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Proof. The function h0(t) := h(tν) does not depend on ν, is continuous on (0,∞) and
satisfies limt→∞ h0(t) = 0 and h0(0+) = sin
1−α
2 π ∈ (0, 1). Moreover, a direct calculation
shows that θ0(t) decreases and |θ′0(t)|/3 ≤ t−3 ∧ 1 and hence by (5.37)
|h0(t)| ≤ g0(t)
∣∣ sin θ0(t)∣∣ =: h˜0(t)
where the function
g0(t) := exp
(
3
∫ ∞
0
(
s−3 ∧ 1) log ∣∣∣∣t+ st− s
∣∣∣∣ ds)
is continuous and bounded with g0(0) = 1 and limt→∞ g0(t) = 1. In particular, both norms
‖h0‖∞ and ‖h˜0‖∞ are uniformly bounded over α ∈ (0, 1].
Since |h˜0(0)| ≤ sin 1−α02 π =: 1− 2ε < 1, there exists a δ > 0 so that h˜0(t) ≤ 1− ε for all
t ≤ δ and therefore
|h0(t)|e−tν ≤ |h˜0(t)|e−tν ≤ (1− ε)1{t≤δ} + ‖h˜‖∞e−νδ1{t>δ} ≤ 1− ε, t ≥ 0,
for all ν ≥ ν ′ := 1δ log
(‖h˜‖∞/(1 − ε)) and all α ∈ [α0, 1]. Consequently, for any g, f ∈
L2(0,∞) and all such ν
|〈g,Af〉| ≤ 1− ε
π
∫ ∞
0
∫ ∞
0
|g(t)||f(s)| 1
s + t
dsdt ≤
1− ε
π
(∫ ∞
0
|f(s)|2
∫ ∞
0
(s/t)
1
2
s+ t
dtds
) 1
2
(∫ ∞
0
|g(t)|2
∫ ∞
0
(t/s)
1
2
s+ t
dsdt
) 1
2
≤ (1− ε)‖f‖‖g‖,
where the last inequality holds, since∫ ∞
0
(s/t)
1
2
s+ t
dt =
∫ ∞
0
u−
1
2
1 + u
du = π.
The claim now follows, since ‖Af‖2 = 〈Af,Af〉 ≤ (1− ε)‖f‖‖Af‖. 
The following lemma gathers several useful estimates:
Lemma 5.7. For any α0 ∈ (0, 1) there exist constants ν ′ and C, such that for all ν ≥ ν ′
and all α ∈ [α0, 1], ∣∣a−(±i)∣∣ ≤ Cν−1, ∣∣a+(±i)− 2| ≤ Cν−1∣∣b−(±i)∣∣ ≤ Cν−2, ∣∣b+(±i)∓ 2i| ≤ Cν−2 (5.44)
and for all τ > 0 ∣∣a−(τ)∣∣ ≤ Cν−1τ−1, ∣∣a+(τ)− 2| ≤ Cν−1τ−1∣∣b−(τ)∣∣ ≤ Cν−2τ−1, ∣∣b+(τ)− 2τ | ≤ Cν−2τ−1 (5.45)
Proof. The operator A maps functions 1 and t into L2(0,∞) and since, by Lemma 5.6,
for any α0 ∈ (0, 1), A is a contraction for all ν large enough, equations (5.28) have unique
solutions, satisfying
(
p±(t) − 1; t ≥ 0
) ∈ L2(0,∞) and (q±(t) − t; t ≥ 0) ∈ L2(0,∞). Let
us estimate the norms of the functions p±(t)− 1 and q±(t)− t. To this end, write
(q±(τ)− τ) = ± 1
π
∫ ∞
0
h0(u)e
−uν
u+ τ
(
q±(u)− u
)
du± 1
π
∫ ∞
0
h0(u)e
−uν
u+ τ
udu. (5.46)
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Re(z)
Im(z)
z0
−z0
C+R
C−R
+CR
−CR
Σ+
Σ−
+Σ
−Σ
L+δ,R
L−δ,R
Figure 3. Integration contour, used for the Laplace transform inversion:
the outer circular arcs are of radius R and the half circles around the poles
have radius δ
By the generalized Minkowski inequality, the L2(0,∞) norm of the last term on the right
satisfies(∫ ∞
0
(∫ ∞
0
1
π
h0(u)e
−uν
u+ τ
udu
)2
dτ
) 1
2
≤
∫ ∞
0
(∫ ∞
0
(
1
π
h0(u)e
−uν
u+ τ
u
)2
dτ
) 1
2
du ≤
1
π
‖h0‖∞
∫ ∞
0
ue−uν
(∫ ∞
0
1
(u+ τ)2
dτ
) 1
2
du =
1
π
‖h0‖∞
∫ ∞
0
√
ue−uνdu ≤ ‖h0‖∞ν−
3
2 .
The integral operator in (5.46) is contracting in L2(0,∞) with ‖A‖ < 1 − ε, where ε is
independent of ν. Therefore, the norm of q±(τ)−τ is bounded by ε−1‖h0‖∞ν− 32 . Similarly,
the norm of p±(τ)− 1 is bounded by ε−1‖h0‖∞ν− 12 . Using these estimates, we obtain∣∣q±(τ)− τ ∣∣ = ∣∣∣∣ 1π
∫ ∞
0
h0(u)e
−uν
u+ τ
q±(u)du
∣∣∣∣ ≤
1
π
∫ ∞
0
|h0(u)|e−uν
u+ τ
∣∣q±(u)− u∣∣du+ 1
π
∫ ∞
0
|h0(u)|e−uν
u+ τ
udu ≤
‖h0‖∞ 1
τ
(∫ ∞
0
e−2uνdu
)1/2(∫ ∞
0
(
q±(u)− u
)2
du
)1/2
+ ‖h0‖∞ 1
τ
∫ ∞
0
e−uνudu ≤ C
ν2τ
,
and, similarly,
∣∣p±(τ)− 1∣∣ ≤ Cν−1τ−1. Here constant C depends only on ‖h0‖∞ and ε and
therefore only on α0 (see Lemma 5.6). The bounds claimed in (5.45) now follow from the
definition of a±(τ) and b±(τ). The estimates (5.44) are obtained analogously. 
5.1.5. Inversion of the Laplace transform. The expression for the eigenfunctions is obtained
by inverting the Laplace transform, given by the formula (5.2):
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Lemma 5.8. Let
(
Φ0,Φ1, ν
)
satisfy the integro-algebraic system introduced in Lemma 5.3,
then the function
ϕ(x) = − 2
3− αRe
{
eiνxΦ0(iν)
}
+
1
π
∫ ∞
0
sin θ0(u)
γ0(u)
(
e−uν(1−x)Φ1(−uν)− e−uνxΦ0(−uν)
)
du (5.47)
where γ0(u) :=
cos pi
2
α
pi ν
2−α|Λ+(νu)| and λ defined by the formula (5.13) solve the eigen-
problem (5.1). Moreover,∫ 1
0
ϕ(x)dx = −2ν−1 and ϕ(1) = −2ξ
η
. (5.48)
Proof. For any ν solving the integro-algebraic system (5.28) and (5.31), ϕ̂(z) is an entire
function and we can carry out the inversion, integrating on the imaginary axis:
ϕ(x) =− 1
2πi
lim
R→∞
∫ iR
−iR
(
e−zΦ1(−z)
Λ(z)
+
Φ0(z)
Λ(z)
− ϕ̂(0)
)
ezxdz
=: − 1
2πi
∫ i∞
−i∞
(
f1(z) + f2(z)
)
dz,
(5.49)
where we defined
f1(z) = e
z(x−1)Φ1(−z)
Λ(z)
and f2(z) = e
zx
(
Φ0(z)
Λ(z)
− ϕ̂(0)
)
.
Note that for all x ∈ (0, 1), the functions f1(z) and f2(z) decrease exponentially as z →∞,
when Re(z) > 0 and Re(z) < 0 respectively. Hence integrating f1(z) over the contours,
depicted in Figure 3, which lie in the right half plane, we get∫
L+
δ,R
f1(z)dz +
∫
C+
R
f1(z)dz +
∫
Σ+
f1(z)dz = 0∫
L−
δ,R
f1(z)dz +
∫
C−
R
f1(z)dz +
∫
Σ−
f1(z)dz = 0
Similarly, integrating f2(z) over the contours in the left half plane gives∫
L+
δ,R
f2(z)dz +
∫
+CR
f2(z)dz +
∫
+Σ
f2(z)dz = 2πi Res(f2, z0)∫
L−
δ,R
f2(z)dz +
∫
−CR
f2(z)dz +
∫
−Σ
f2(z)dz = 2πi Res(f2,−z0)
Summing up these equations, taking R→∞ and δ → 0 and using Jordan’s lemma we get∫ i∞
−i∞
(
f1(z) + f2(dz)
)
dz =
∫ ∞
0
(
f+1 (t)− f−1 (t)
)
dt+
∫ ∞
0
(
f−2 (−t)− f+2 (−t)
)
dt
+ 2πi Res
(
f2, z0
)
+ 2πi Res
(
f2,−z0
)
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By the properties (5.15)-(5.17), for t > 0
f+1 (t)− f−1 (t) = et(x−1)Φ1(−t)
(
1
Λ+(t)
− 1
Λ−(t)
)
= −et(x−1)Φ1(−t)2i sin θ(t)
γ(t)
,
and
f−2 (−t)− f+2 (−t) = e−txΦ0(−t)
(
1
Λ−(−t) −
1
Λ+(−t)
)
= e−txΦ0(−t)2i sin θ(t)
γ(t)
,
where γ(t) = |Λ+(t)|. Plugging all these expressions into (5.49) gives
ϕ(x) =
1
π
∫ ∞
0
sin θ(t)
γ(t)
(
e−t(1−x)Φ1(−t)− e−txΦ0(−t)
)
dt− Res(f2, z0)− Res(f2,−z0).
The integral term on the right hand side can be rewritten as
1
π
∫ ∞
0
sin θ(t)
γ(t)
(
e−t(1−x)Φ1(−t)− e−txΦ0(−t)
)
dt =
cos pi2α
π
ν3−α
1
π
∫ ∞
0
sin θ0(u)
γ0(u)
(
e−uν(1−x)Φ1(−uν)− e−uνxΦ0(−uν)
)
du,
where we defined γ0(u)
γ(uν) = |Λ+(νu)| = π
cos pi2α
να−2
∣∣∣u+ uα−2epi2 i(1−α)∣∣∣ := π
cos pi2α
να−2γ0(u).
Let us now compute the residues, using the formula (5.12):
Res
(
f2, z0
)
=
ez0xΦ0(z0)
Λ′(z0)
= eiνxΦ0(iν)ν
3−α cos
pi
2α
π
1
3− α
Res
(
f2,−z0
)
= e−z0xΦ0(−z0) 1
Λ′(−z0) = e
−iνxΦ0(−iν)ν3−α
cos pi2α
π
1
3− α.
Hence
Res
(
f2, z0
)
+Res
(
f2,−z0
)
= ν3−α
cos pi2α
π
1
3− α
(
eiνxΦ0(iν) + e
−iνxΦ0(−iν)
)
=
ν3−α
cos pi2α
π
2
3− αRe
{
eiνxΦ0(iν)
}
.
Assembling all parts together, we obtain (5.47). The formulas (5.48) follow from (5.41)-
(5.42) and the definition (5.13).

5.1.6. Asymptotic analysis. The following lemma derives asymptotics for the algebraic part
of solutions of the system from Lemma 5.3:
Lemma 5.9. The integro-algebraic system (5.28) and (5.31) has countably many solutions,
which can be enumerated so that
νn = π
(
n+
1
2
)
− 1− α
4
π + arcsin
bα√
1 + b2α
+ n−1rn(α), n→∞, (5.50)
where bα is defined in (5.19) and the residual rn(α) is bounded, uniformly in n and α ∈
[α0, 1] for any α0 ∈ (0, 1).
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Proof. Let us rewrite (5.30) as
ξ := eiν/2X0(i)
(
b+(−i)− bαa+(−i)
)(
1 + e−iν
X0(−i)
(
b−(i)− bαa−(i)
)
X0(i)
(
b+(−i)− bαa+(−i)
))
η := eiν/2X0(i)a+(−i)
(
1 + e−iν
X0(−i)a−(i)
X0(i)a+(−i)
)
Then by Lemma 5.7 and Lemma 5.5
ξη = 4
3− α
2
√
1 + b2α exp
{
i
(
ν +
1− α
4
π − π + arg{i+ bα}
)}(
1 +R(ν)
)
where |R(ν)| ≤ C1ν−1 with a constant C1, depending only on α0. Consequently the
equation (5.31) becomes
ν +
1− α
4
π − π + arg{i+ bα} − πn+ arctan Im{R(ν)}
1 + Re{R(ν)} = 0, n ∈ Z. (5.51)
This defines a particular enumeration of all possible solutions
(
p±n, q±n, νn
)
of the integro-
algebraic system.
Calculations similar to those in the proof of Lemma 5.7 also show that |R′(ν)| ≤ C2ν−1
with a constant C2 and in view of Lemma 5.6, the integro-algebraic system is contracting
for all positive n large enough, so that the unique solution for such n is given by the
fixed-point iterations. The asymptotics (5.50) follows from (5.51). 
Let us now derive asymptotic approximation for the eigenfunctions. To this end, under
the enumeration fixed in Lemma 5.9,
ξ
η
=
ξη¯
|η|2 = (−1)
n |ξ|
|η| = (−1)
n
√
1 + b2α
(
1 +O(ν−1n )
)
, n→∞
where the second equality holds by condition (5.31) and the choice of n in (5.51) and the
asymptotics is obtained, applying the estimates (5.44) to the definitions (5.30). Plugging
(5.32) into (5.47) and using the bounds from Lemma 5.7, we obtain
ϕn(x) =
4
3− αRe
{
eiνnxX0(i)(i + bα)
}
+
2
π
∫ ∞
0
sin θ0(u)
γ0(u)
X0(−u)
(
− e−uνnx(u− bα)− (−1)n
√
1 + b2αe
−uνn(1−x)
)
du+ ν−1n r˜n(x),
with a uniformly bounded residual r˜n(x). By Lemma 5.5
Re
{
eiνnxX0(i)(i + bα)
}
=
√
1 + b2α
√
3− α
2
cos
(
νnx+
1− α
8
π + arg{i+ bα}
)
and therefore
ϕn(x) ∝
√
2 cos
(
νnx+
1− α
8
π + arg{i+ bα}
)
+
√
3− α
π
∫ ∞
0
ρ0(u)
(
− e−uνnx u− bα√
1 + b2α
− (−1)ne−uνn(1−x)
)
du+ ν−1n r˜n(x), (5.52)
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where we defined
ρ0(u) =
sin θ0(u)
γ0(u)
X0(−u) > 0.
Note that the integral in (5.52) is well defined for all x ∈ [0, 1] and α ∈ (0, 1) since
ρ0(u) ∼ u 12−α2 as u→ 0 and ρ0(u) ∼ uα−2 as u→∞.
The L2(0, 1) norm of the boundary layer term in (5.52) vanishes asymptotically∫ 1
0
(∫ ∞
0
ρ0(u)
(
e−uνn(1−x)(−1)n+1 + e−uνnx u− bα√
1 + b2α
)
du
)2
dx ≤
∫ ∞
0
ρ0(u)
∫ 1
0
(
e−uνn(1−x) + e−uνnx
u− bα√
1 + b2α
)2
dx
1/2 du

2
≤
4ν−1n
(∫ ∞
0
ρ0(u)
√
u−1 + u du
)2
,
and hence the norms of eigenfunctions in (2.4) are asymptotic to 1 as n → ∞. The
corresponding normalization of the expressions in (5.48) yields the formulas∫ 1
0
ϕn(x)dx = −
√
3− α
1 + b2α
ν−1n and ϕn(1) =
√
3− α (−1)n−1(1 +O(ν−1n )). (5.53)
5.1.7. Enumeration alignment. Let us denote by λ˜n, n = 1, 2, ... the sequence of the eigen-
values, put in the non-increasing order, that is, λ˜1 ≥ λ˜2 ≥ ..., or equivalently, ν˜1 ≤ ν˜2 ≤ ....
This enumeration, to which we refer as natural, does not necessarily coincide with the
enumeration, introduced in Lemma 5.9.
Lemma 5.9 guarantees existence of νn only for all n large enough. In our enumeration νn
ceases to be positive if n is too small and form a strictly increasing sequence for all n large
enough. Moreover, since the only accumulation point of the eigenvalues is the origin, there
can be only finitely many νn’s on any bounded interval. Therefore the two enumerations
can differ only by a constant shift, possibly dependent on α, that is, λ˜n := λn+kα with an
integer valued function α 7→ kα. Hence
ν˜n = νn+kα = π
(
n+
1
2
)
− 1− α
4
π +
π
2
− arg{i+ bα}+ kαπ + n−1rn(α), n→∞,
where, by Lemma 5.9, the residual term rn(α) is bounded, uniformly in α ∈ [α0, 1] and n
for any α0 ∈ (0, 1). Thus the leading order asymptotic term is not affected under passing
to the natural enumeration, while the second order term may change by an integer multiple
of π.
This uncertainty can be eliminated using continuity of the spectrum with respect to the
parameter α and the exact formula (1.2), corresponding to α = 1. Taking into account the
definition of bα in (5.19), for a fixed α
′ ∈ (α0, 1]
|kα′ − kα| ≤ |ν˜n(α′)− ν˜n(α)|+ 2|α′ − α|+ n−1
(|rn(α)|+ |rn(α′)|).
The last term on the right hand side can be made smaller than any ǫ > 0 uniformly over
α,α′ ∈ [α0, 1] by choosing n large enough. By Theorem 1.14 in [24] (see also Theorem 3 in
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[44]), ν˜n(α) is continuous for any fixed n and therefore each of the other two terms is smaller
than ǫ on an open neighborhood of α′. Therefore on this neighborhood |kα′ − kα| ≤ 3ǫ.
Consequently kα cannot have jumps on the interval (α0, 1], and in fact, on (0, 1] since
α0 ∈ (0, 1). Thus kα is constant with respect to α and therefore its value must equal k1.
In view of (1.2), k1 = −1 and hence the two enumerations are related by the formula
ν˜n = νn−1, n = 1, 2, ..., that is,
ν˜n = π
(
n− 1
2
)
− 1− α
4
π +
π
2
− arg{i+ bα}+O(n−1), n→∞.
This gives the eigenvalues asymptotics, claimed in (2.2), after replacing α with 2− 2H
and omitting tilde from the notation:
λn =ν
α−3
n
cα
Γ(α)
π
cos pi2α
= Γ(2H + 1) sin(πH)ν−1−2Hn
where we used the well known properties of the Γ function.
Similarly, under the natural enumeration, the formula (5.52) becomes
ϕ˜n(x) = ϕn−1(x) =
√
2 cos
(
ν˜nx+
1− α
8
π + arg{i+ bα}
)
+
√
3− α
π
∫ ∞
0
ρ0(u)
(
− e−uν˜nx u− bα√
1 + b2α
− (−1)n−1e−uν˜n(1−x)
)
du+ ν−1n r˜n(x).
Replacing α with 2− 2H, setting ℓH := b2−2H and removing tilde from the notation, (2.4)
is obtained with
ρ0(u) =
sin θ0(u)
γ0(u)
exp
{
1
π
∫ ∞
0
θ0(v)
v + u
dv
}
θ0(u) = − arctan cos(πH)
u2H+1 + sin(πH)
γ20(u) =
(
u+ u−2H sin(πH)
)2
+
(
u−2H cos(πH)
)2
(5.54)
and the formulas (2.5) and (2.6) follow from (5.53) by the corresponding normalization.
5.2. The case α > 1. Our main representation formula for the Laplace transform of
ϕ in Lemma 5.1 was derived using the fact that derivative and integration in (5.5) are
interchangeable. For α > 1 this is no longer possible and, though the same approach still
works, some of the calculations are made differently.
5.2.1. The Laplace transform. The following representation is the analog of Lemma 5.1:
Lemma 5.10. For α ∈ (1, 2),
ϕ̂(z)− ϕ̂(0) = − 1
Λ(z)
(
e−zΦ1(−z) + Φ0(z)
)
, z ∈ C
where the functions Φ0(z) and Φ1(z), defined in (5.58) below, are sectionally holomorphic
on C \ R≥0, and
Λ(z) := z
λΓ(α)
|cα| − z
∫ ∞
0
2tα−2
t2 − z2 dt. (5.55)
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Proof. The eigenproblem (5.1) can still be rewritten as (5.4), however this time the deriv-
ative and integration can no longer be interchanged and we get (c.f. (5.6))
d
dx
∫ 1
0
(1− α2 )sign(x− y)|x− y|1−αψ(y)dy = −λψ′′(x)
ψ(1) = 0, ψ′(0) = 0
(5.56)
Using the identity (c.f. (5.7))
|x− x′|−(α−1) = 1
Γ(α− 1)
∫ ∞
0
tα−2e−t|x−x
′|dt, α ∈ (1, 2)
we can rewrite the left hand side of (5.56) as
d
dx
∫ 1
0
(1− α2 )sign(x− y)|x− y|−(α−1)ψ(y)dy =
1− α2
Γ(α− 1)
d
dx
∫ ∞
0
tα−2
(∫ 1
0
sign(x− y)e−t|x−y|ψ(y)dy
)
dt.
If we define
u(x, t) :=
∫ 1
0
sign(x− y)e−t|x−y|ψ(y)dy and u0(x) :=
∫ ∞
0
tα−2u(x, t)dt,
the equation (5.56) reads
u′0(x) = −λ
Γ(α− 1)
1− α2
ψ′′(x), (5.57)
and u(x, t) solves the equation
u′′(x, t) = 2ψ′(x) + t2u(x, t),
subject to boundary conditions
u′(0, t) = tu(0, t) + 2ψ(0)
u′(1, t) = −tu(1, t).
On the other hand, the Laplace transform û′′(z, t) satisfies
û′′(z, t) = e−zu′(1, t) − u′(0, t) + ze−zu(1, t) − zu(0, t) + z2û(z, t) =
e−z(z − t)u(1, t) − (z + t)u(0, t) − 2ψ(0) + z2û(z, t),
and therefore
(z2 − t2)û(z, t) = −e−z(z − t)u(1, t) + (z + t)u(0, t) + 2(ψ̂′(z) + ψ(0)).
Multiplying both sides by tα−2/(z2 − t2) and integrating we obtain
û0(z) = −e−z
∫ ∞
0
tα−2
z + t
u(1, t)dt +
∫ ∞
0
tα−2
z − tu(0, t)dt + 2
(
ψ̂′(z) + ψ(0)
) ∫ ∞
0
tα−2
z2 − t2dt,
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and since û′0(z) = e
−zu0(1)− u0(0) + zû0(z),
û′0(z) = e
−zu0(1) − u0(0)
− ze−z
∫ ∞
0
tα−2
z + t
u(1, t)dt + z
∫ ∞
0
tα−2
z − tu(0, t)dt + z
2ψ̂(z)
∫ ∞
0
2tα−2
z2 − t2dt
= e−z
∫ ∞
0
tα−1
z + t
u(1, t)dt +
∫ ∞
0
tα−1
z − tu(0, t)dt + z
2ψ̂(z)
∫ ∞
0
2tα−2
z2 − t2dt.
On the other hand, by (5.57)
1
λ
1− α2
Γ(α− 1) û
′
0(z) = −ψ̂′′(z) = −e−zψ′(1)− zψ̂′(z) = −e−zψ′(1) + zψ(0) − z2ψ̂(z).
Combining the two expressions and noting that Γ(α−1)1−α
2
= − Γ(α)(1−α
2
)(1−α) =
Γ(α)
|cα|
, we get
−
(
λ
Γ(α)
|cα| z + z
∫ ∞
0
2tα−2
z2 − t2dt
)
zψ̂(z) =
λ
Γ(α)
|cα| e
−zψ′(1) + e−z
∫ ∞
0
tα−1
t+ z
u(1, t)dt − λΓ(α)|cα| zψ(0) −
∫ ∞
0
tα−1
t− zu(0, t)dt.
Since zψ̂(z) = −ϕ̂(z) + ϕ̂(0), the equation (5.2) is obtained, if we define Λ(z) as in (5.55)
and set
Φ0(z) := λ
Γ(α)
|cα| ψ(0)z +
∫ ∞
0
tα−1
t− zu(0, t)dt
Φ1(z) := −λΓ(α)|cα| ψ
′(1)−
∫ ∞
0
tα−1
t− zu(1, t)dt
(5.58)

While the expressions for Φ0(z) and Φ1(z) in (5.58) coincide with those in (5.11), the
growth of these functions near the origin and at infinity is different for α > 1 and α < 1.
Nevertheless, all further calculations can be carried out as before. Using the identity (5.20)
with α replaced by α− 2, we find that Λ(z) in this case is given by the formula
Λ(z) = λ
Γ(α)
|cα| z + z
α−2 π
| cos pi2α|
{
e
1−α
2
pii arg(z) ∈ (0, π)
e−
1−α
2
pii arg(z) ∈ (−π, 0)
which basically coincides with (5.12). Consequently, the rest of the proof and all the results
remain intact, after replacing cα and cos
pi
2α with their absolute values.
6. Proof of Theorem 2.3
In this section we give the details for the steps outlined in Section 4 for the eigenproblem
with the covariance operator (1.5):
d
dx
∫ 1
0
Cα|x− y|1−αsign(x− y)ϕ(y)dy = λϕ(x), x ∈ [0, 1], (6.1)
where Cα = 1 − α2 and α = 2 − 2H ∈ (0, 2) \ {1} as before. The exact second order
asymptotics of the eigenvalues was obtained in [51] for α ∈ (0, 1). We will derive the
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formulas (2.7) and (2.8) in the complementary case α ∈ (1, 2), leaving out similar derivation
of the eigenfunctions asymptotics for α ∈ (0, 1).
6.1. The case α > 1.
6.1.1. The Laplace transform. The first step is to find a useful representation for the
Laplace transform (4.1):
Lemma 6.1. For α ∈ (1, 2)
ϕ̂(z) =
λ−1Cα
Γ(α− 1)
1
Λ(z)
(
e−zΦ1(−z)− Φ0(z)
)
, (6.2)
where functions Φ0(z) and Φ1(z), defined in (6.7) below, are sectionally holomorphic on
C \ R≥0 and
Λ(z) := 1− 2λ
−1Cα
Γ(α− 1)z
2
∫ ∞
0
tα−2
z2 − t2dt. (6.3)
Proof. Let us define the functions
u(x, t) =
∫ 1
0
ϕ(x′)e−t|x−x
′|sign(x− x′)dx′
and
u0(x) =
∫ ∞
0
tα−2u(x, t)dt.
Using identity (5.7) with α replaced by α− 1 ∈ (0, 1) we get
(K˜ϕ)(x) =
Cα
Γ(α− 1)
d
dx
∫ ∞
0
tα−2
∫ 1
0
ϕ(x′)e−t|x−x
′|sign(x− x′)dx′dt =
Cα
Γ(α− 1)
d
dx
∫ ∞
0
tα−2u(x, t)dt =
Cα
Γ(α− 1)u
′
0(x),
and therefore
ϕ(x) =
λ−1Cα
Γ(α− 1)u
′
0(x), x ∈ [0, 1]. (6.4)
Differentiating u(x, t) with respect to x twice gives
u′(x, t) =
d
dx
(∫ x
0
ϕ(x′)e−t(x−x
′)dx′ −
∫ 1
x
ϕ(x′)e−t(x
′−x)dx′
)
=
2ϕ(x) − t
∫ x
0
ϕ(x′)e−t(x−x
′)dx′ − t
∫ 1
x
ϕ(x′)e−t(x
′−x)dx′, (6.5)
and
u′′(x, t) = 2ϕ′(x) + t2u(x, t), x ∈ (0, 1).
Let us stress that it is not clear at this stage whether ϕ′(x) exists at the endpoints x ∈ {0, 1}.
Thus we define
v(x, t) := u(x, t)− 2λ
−1Cα
Γ(α− 1)u0(x), x ∈ [0, 1],
which, for x ∈ (0, 1), satisfies v′(x, t) = u′(x, t) − 2ϕ(x). Hence the definition of v′(x, t)
extends continuously to [0, 1] and using (6.5), we obtain
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v′(1, t) = −tu(1, t) = −tv(1, t) − t 2λ
−1Cα
Γ(α− 1)u0(1)
v′(0, t) = tu(0, t) = tv(0, t) + t
2λ−1Cα
Γ(α− 1)u0(0).
(6.6)
The Laplace transform of v′′(x, t) satisfies
v̂′′(z, t) =
∫ 1
0
e−zxv′′(x, t)dx = e−zv′(1, t) − v′(0, t) + ze−zv(1, t) − zv(0, t) + z2v̂(z, t)
and since v′′(x, t) = t2u(x, t), using the boundary conditions (6.6),
t2û(z, t) = v̂′′(t, z) =
e−zv′(1, t) − v′(0, t) + ze−zv(1, t) − zv(0, t) + z2û(z, t)− z2 2λ
−1Cα
Γ(α− 1) û0(z) =
e−z(z − t)u(1, t) − (z + t)u(0, t)− 2λ
−1Cα
Γ(α− 1)z
(
e−zu0(1)− u0(0) + zû0(z)
)
+ z2û(z, t).
Rearranging, we obtain
(t2 − z2)û(z, t) = − 2λ
−1Cα
Γ(α− 1)z
2û0(z)− 2λ
−1Cα
Γ(α− 1)z
(
e−zu0(1)− u0(0)
)
+ e−z(z − t)u(1, t) − (z + t)u(0, t).
Multiplying by tα−2/(t2 − z2) and integrating gives
û0(z) = û0(z)
2λ−1Cα
Γ(α− 1)z
2
∫ ∞
0
tα−2
z2 − t2dt+
2λ−1Cα
Γ(α− 1)
(
e−zu0(1) − u0(0)
)
z
∫ ∞
0
tα−2
z2 − t2dt
− e−z
∫ ∞
0
tα−2
t+ z
u(1, t)dt −
∫ ∞
0
tα−2
t− zu(0, t)dt.
Using the definition of Λ(z) in (6.3), we get
Λ(z)û0(z) =
1− Λ(z)
z
(
e−zu0(1) − u0(0)
)
− e−z
∫ ∞
0
tα−2
t+ z
u(1, t)dt −
∫ ∞
0
tα−2
t− zu(0, t)dt.
Since û′0(z) = e
−zu0(1)− u0(0) + zû0(z) it follows that
Λ(z)û′0(z) = e
−zu0(1) − u0(0)− e−z
∫ ∞
0
ztα−2
t+ z
u(1, t)dt −
∫ ∞
0
ztα−2
t− z u(0, t)dt =
e−z
∫ ∞
0
tα−1
t+ z
u(1, t)dt −
∫ ∞
0
tα−1
t− zu(0, t)dt.
If we now define
Φ0(z) =
∫ ∞
0
tα−1
t− z u(0, t)dt
Φ1(z) =
∫ ∞
0
tα−1
t− z u(1, t)dt
(6.7)
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the following expression for the Laplace transform of u′0(x) is obtained
û′0(z) =
1
Λ(z)
(
e−zΦ1(−z)− Φ0(z)
)
,
and the claimed formula follows from (6.4).

The following lemma gives a simpler expression for Λ(z), which exhibits its singularities:
Lemma 6.2.
a) The function Λ(z), defined in (6.3), admits the following explicit expression
Λ(z) = 1− (z/ν)α−1
{
e−i
pi
2
(α−1) arg(z) ∈ (0, π)
ei
pi
2
(α−1) arg(z) ∈ (−π, 0) (6.8)
which is discontinuous along the real axis and has two zeros at ±z0 = ±iν with
να−1 =
Γ(α− 1) sin pi(α−1)2
πλ−1Cα
. (6.9)
b) The limits Λ±(t) = limz→t± Λ(z) are given by the formulas
Λ±(t) = 1− |t/ν|α−1
{
e∓i
pi
2
(α−1) t > 0
e±i
pi
2
(α−1) t < 0
and satisfy the symmetries (5.15)-(5.17).
c) The argument θ(t) := arg{Λ+(t)} ∈ (−π, π] is an odd function, θ(−t) = −θ(t), given by
θ(t) = arctan
(t/ν)α−1 sin pi(α−1)2
1− (t/ν)α−1 cos pi(α−1)2
, t ≥ 0 (6.10)
where the branches of arctan are chosen so that θ(t) increases continuously from θ(0) = 0
to θ(∞) := limt→∞ θ(t) = 3−α2 π as t→∞.
Proof. The claimed formulas follow from the identity (5.20) with α being replaced by α−2.

6.1.2. Removal of singularities. The inverse of K˜ is an integral operator with a weakly
singular kernel (see (6.33) below) and therefore its eigenfunctions are continuous on [0, 1]
and, consequently, the Laplace transform ϕ̂(z) is an entire function. Therefore both sin-
gularities must be removable. Since Φi(−z0) = Φi(z0), i = 0, 1 the poles at ±z0 = ±iν are
removed if
e−z0Φ1(−z0)− Φ0(z0) = 0. (6.11)
The discontinuity ϕ̂+(t) 6= ϕ̂−(t), t ∈ R vanishes if
1
Λ+(t)
(
e−tΦ1(−t)− Φ+0 (t)
)
=
1
Λ−(t)
(
e−tΦ1(−t)− Φ−0 (t)
)
, t > 0
1
Λ+(t)
(
e−tΦ−1 (−t)− Φ0(t)
)
=
1
Λ−(t)
(
e−tΦ+1 (−t)− Φ0(t)
)
, t < 0.
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Since θ(t) is antisymmetric around the origin, a rearrangement reduces these conditions to
Φ+0 (t)− e2iθ(t)Φ−0 (t) = −2ieiθ(t) sin θ(t)e−tΦ1(−t)
Φ+1 (t)− e2iθ(t)Φ−1 (t) = −2ieiθ(t) sin θ(t)e−tΦ0(−t)
t > 0 (6.12)
Moreover, definition (6.7) gives the estimates
Φi(z) =
{
O(zα−2) z →∞
O(1) z → 0 i = 0, 1 (6.13)
6.1.3. An equivalent formulation of the eigenproblem. Let us find functions Φ0(z) and
Φ1(z), which are sectionally holomorphic on C \ R≥0 and satisfy the boundary condi-
tion (6.12), the algebraic constraint (6.11) and the growth conditions (6.13). Following the
program outlined in Section 4, we will construct such functions as solutions to a certain
integro-algebraic system of equations. To this end, let us define (cf. (5.27))
X0(z) := (−z)−θ0(∞)/pi exp
(
1
π
∫ ∞
0
θ0(t)− θ0(∞)
t− z dt
)
(6.14)
where θ0(t) := θ(νt) does not depend on ν, see (6.10). For any ν > 0 let p±(t) be the
solutions of the integral equations
p±(t) = ± 1
π
∫ ∞
0
h0(τ)e
−ντ
τ + t
p±(τ)dτ + 1, t > 0, (6.15)
where the function
h0(t) = e
iθ0(t) sin θ0(t)
X0(−t)
X+0 (t)
, t > 0
takes real values. Let us extend the domain of p± to the cut plane by setting
p±(z) := ± 1
π
∫ ∞
0
h0(τ)e
−ντ
τ + z
p±(τ)dτ + 1, z ∈ C \R≤0 (6.16)
and define
ξ := e−iν/2X0(−i)p−(i)
η¯ := e−iν/2X0(−i)p+(i).
(6.17)
The following lemma gives an equivalent formulation of the eigenproblem (6.1):
Lemma 6.3. Let (p±, ν) with ν > 0 be a solution of the system, which consists of integral
equations (6.16) and algebraic equation
Im{ξ}Re{η¯} = 0. (6.18)
Let ϕ be defined by the Laplace transform (6.2), where
Φ1(z) = X0(z/ν)
(
Re{η}p−(−z/ν) + Im{ξ}p+(−z/ν)
)
Φ0(z) = X0(z/ν)
(
Re{η}p−(−z/ν) − Im{ξ}p+(−z/ν)
)
,
(6.19)
and λ be defined by (6.9). Then the pair (λ, ϕ) solves the eigenproblem (6.1). Conversely,
any pair (λ, ϕ) satisfying (6.1), defines a solution of the above integro-algebraic system.
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Proof.
a) Let us find a nonvanishing sectionally holomorphic function X(z) on the cut plane
C \ R≥0, satisfying the boundary condition
X+(t)
X−(t)
= e2iθ(t) t > 0. (6.20)
Since θ0(∞) = limt→∞ θ0(t) 6= 0, the appropriate choice in this case is
X(z) = (−z)−θ(∞)/pi exp
(
1
π
∫ ∞
0
θ(t)− θ(∞)
t− z dt
)
,
as can be readily checked by the Sokhotski–Plemelj formula. This function is unique up
to a multiplicative factor zβ with any integer β. Any β ≤ 1 will suit our purposes, that is,
render the functions in the right hand side of (6.23) below to be Ho¨lder on the positive real
line and vanish at infinity. Fixing β = 0 is a matter of convenience and any other choice
will not change the ultimate form of the integro-algebraic system.
Note that X(z) satisfies
|X(z)| ∼
{
|z|α−32 z →∞
1 z → 0 (6.21)
Plugging (6.20) into (6.12), we obtain
Φ+0 (t)
X+(t)
− Φ
−
0 (t)
X−(t)
= −2ieiθ(t) sin θ(t)e−tX(−t)
X+(t)
Φ1(−t)
X(−t)
Φ+1 (t)
X+(t)
− Φ
−
1 (t)
X−(t)
= −2ieiθ(t) sin θ(t)e−tX(−t)
X+(t)
Φ0(−t)
X(−t)
and hence the functions
S(z) =
Φ1(z) + Φ0(z)
2X(z)
D(z) =
Φ1(z)− Φ0(z)
2X(z)
(6.22)
solve the decoupled system
S+(t)− S−(t) = −2ie−th(t)S(−t)
D+(t)−D−(t) = 2ie−th(t)D(−t) (6.23)
where we defined
h(t) = eiθ(t) sin θ(t)
X(−t)
X+(t)
.
By the Sokhotski–Plemelj formula
X(−t)
X+(t)
= e−iθ(∞) exp
(
1
π
∫ ∞
0
θ(τ)− θ(∞)
τ + t
dτ − 1
π
−
∫ ∞
0
θ(τ)− θ(∞)
τ − t dτ
)
eiθ(∞)−iθ(t)
= exp
(
−2t
π
−
∫ ∞
0
θ(τ)− θ(∞)
τ2 − t2 dτ
)
e−iθ(t)
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and integration by parts shows that
h0(t) = h(νt) = exp
(
−2t
π
−
∫ ∞
0
θ0(τ)− θ0(∞)
τ2 − t2 dτ
)
sin θ0(t)
= exp
(
− 1
π
−
∫ ∞
0
θ′0(τ) log
∣∣∣∣t+ τt− τ
∣∣∣∣ dτ) sin θ0(t) ≥ 0, (6.24)
a real valued function.
b) By the estimates (6.13) and (6.21), the functions in the right hand sides of (6.23) are
Ho¨lder continuous and vanish at infinity. Therefore, applying the Plelemlj formula, we get
S(z) = − 1
π
∫ ∞
0
h(τ)e−τ
τ − z S(−τ)dτ + P1(z)
D(z) =
1
π
∫ ∞
0
h(τ)e−τ
τ − z D(−τ)dτ + P2(z)
(6.25)
where P1(z) and P2(z) are arbitrary polynomials. The same estimates imply that S(−t)
and D(−t) grow not faster than tα−12 as t → ∞. In fact, using the definitions of Φ1 and
Φ0, it can be seen that S(−t) and D(−t) are asymptotic to constants as t→∞, since the
exact formula for the inverse kernel (6.33) implies that the eigenfunctions vanish at the
endpoints of the interval. Therefore the polynomials must be of the zero degree, that is,
P1(z) := c1 and P2(z) := c2 with real constants c1 and c2.
If we set z := −t for t ∈ R>0 in (6.25), the integral equations for S(−t) and D(−t) are
obtained:
S(−t) = − 1
π
∫ ∞
0
h(τ)e−τ
τ + t
S(−τ)dτ + c1
D(−t) = 1
π
∫ ∞
0
h(τ)e−τ
τ + t
D(−τ)dτ + c2
and by linearity
S(−νt) = c1p−(t)
D(−νt) = c2p+(t)
Combining this with the definition (6.22) we get
Φ0(zν) = X0(z)
(
c1p−(−z)− c2p+(−z)
)
Φ1(zν) = X0(z)
(
c1p−(−z) + c2p+(−z)
) (6.26)
Plugging these expressions into (6.11) gives the equation(
ξ − ξ¯)c1 + (η¯ + η)c2 = 0,
where ξ and η are defined in (6.17). This equation has a nontrivial solution if and only
if the condition (6.18) is satisfied. The expressions (6.19) now follow from (6.26) after
discarding the multiplicative constants. Thus starting with a solution of the eigenproblem
we constructed a solution of the integro-algebraic system defined in above. The converse
construction is checked by reverting all the operations. 
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The value of X0(i) for the function defined in (6.14) can be found explicitly and will be
useful in the calculations to follow:
Lemma 6.4.
arg{X0(i)} = 3− α
8
π and
∣∣X0(i)∣∣ =√α− 1
2
(6.27)
Proof. Define
Γ0(z) =
1
π
∫ ∞
0
θ(t)− θ(∞)
t− νz dt =
1
π
∫ ∞
0
θ0(t)− θ0(∞)
t− z dt
where θ0(t) := θ(νt) does not depend on ν. Then
Im {Γ0(i)} = 1
π
∫ ∞
0
θ0(t)− θ0(∞)
t2 + 1
dt
=
1
π
∫ 1
0
θ0(u)− θ0(∞)
u2 + 1
dt+
1
π
∫ 1
0
θ0(u
−1)− θ0(∞)
u2 + 1
du
=
1
π
∫ 1
0
θ0(u) + θ0(u
−1)
u2 + 1
du− 2θ0(∞)
π
∫ 1
0
1
u2 + 1
du.
Further,
θ0(u) + θ0(u
−1) = arg
{
Λ+(νu)Λ+(νu−1)
}
=
arg
{(
1− uα−1e−ipi2 (α−1)
)(
1− u1−αe−ipi2 (α−1)
)}
=
arg
{
−uα−1e−ipi2 (α−1)
∣∣∣1− u1−αeipi2 (α−1)∣∣∣2} =
arg
{
−e−ipi2 (α−1)
}
= π − π
2
(α− 1) = θ0(∞)
and θ0(u) + θ0(u
−1) = θ0(∞) by continuity. Consequently
Im {Γ0(i)} = −θ0(∞)
π
∫ 1
0
1
u2 + 1
du = −θ0(∞)
4
which gives the expression claimed in (6.27):
arg
{
X0(i)
}
= arg
{
(−i)−θ0(∞)/piei Im{Γ0(i)}
}
= arg
{
ei
θ0(∞)
4
}
=
θ0(∞)
4
.
To compute the absolute value of X0(i), let us consider the product
X0(z)X0(−z) = (−z)−
θ(∞)
pi z−
θ(∞)
pi exp
(
1
π
∫ ∞
0
θ˜0(t)
t− z dt+
1
π
∫ ∞
0
θ˜0(t)
t+ z
dt
)
, (6.28)
where θ˜0(t) := θ0(t)− θ0(∞). Define the complex constant
C1 =
1
π
∫ ∞
0
θ˜0(t)
t− i dt+
1
π
∫ ∞
0
θ˜0(t)
t+ i
dt,
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then the expression in the exponent in (6.28) can be rewritten as
1
π
∫ ∞
0
θ˜0(t)
t− z dt+
1
π
∫ ∞
0
θ˜0(t)
t+ z
dt =
1
π
∫ ∞
0
θ˜0(t)
(
1
t− z −
1
t− i
)
dt+
1
π
∫ ∞
0
θ˜0(t)
(
1
t+ z
− 1
t+ i
)
dt+ C1 =
z − i
π
(∫ ∞
0
θ˜0(t)
(t− z)(t− i)dt−
∫ ∞
0
θ˜0(t)
(t+ z)(t+ i)
dt
)
+C1 =
z − i
π
(∫ ∞
0
θ0(t)
(t− z)(t− i)dt−
∫ ∞
0
θ0(t)
(t+ z)(t+ i)
dt
)
+ θ0(∞) 2
π
log
z
i
+ C1 =
z − i
π
∫ ∞
−∞
θ0(t)
(t− z)(t− i)dt+ θ0(∞)
2
π
log
z
i
+ C1
where we used the property θ0(−t) = −θ0(t) and the identity
z − i
π
(∫ ∞
0
θ0(∞)
(t− z)(t− i)dt−
∫ ∞
0
θ0(∞)
(t+ z)(t+ i)
dt
)
=
2
π
log
i
z
.
Plugging this back into (6.28) we obtain
X0(z)X0(−z) = C2 exp
(
z − i
2πi
∫ ∞
−∞
log Λ+0 (t)/Λ
−
0 (t)
(t− z)(t− i) dt
)
where C2 is a complex constant and Λ0(z) := Λ(zν). Define Λ˜0(z) := Λ0(z)/(z
2 +1), then∫ ∞
−∞
log Λ+0 (t)/Λ
−
0 (t)
(t− z)(t− i) dt =
∫ ∞
−∞
log Λ˜+0 (t)
(t− z)(t− i)dt−
∫ ∞
−∞
log Λ˜−0 (t)
(t− z)(t− i)dt.
Since ±i are the only roots of Λ0(z), the function Λ˜0(z) is analytic on C \R and therefore
the integrals in the right hand side can be computed by means of the residue theorem.
Integrating the function g(ξ) = log Λ˜0(ξ)/(ξ − z)(ξ − i) over half circle contours in the
upper and lower half planes, we get
1
2πi
∫ ∞
−∞
g+(t)dt− 1
2πi
∫ ∞
−∞
g−(t)dt = Res(g, z) + Res(g, i) =
log Λ˜0(z)
z − i +
log Λ′0(i)/2i
i− z
and consequently
X0(z)X0(−z) = C3Λ˜0(z) = C3 Λ0(z)
z2 + 1
.
Constant C3 can be identified through the limit
C3 = lim
z→∞,Im(z)>0
X0(z)X0(−z)(z2 + 1)
Λ0(z)
= 1
and the claimed formula follows
|X0(i)|2 = X0(i)X0(−i) = lim
z→i
C3
Λ0(z)
z2 + 1
= C3
Λ′0(i)
2i
=
α− 1
2
.

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6.1.4. Properties of the integro-algebraic system. Solvability of the equations in (6.15) again
depends on the properties of operator A defined in (5.43). The following analog of Lemma
5.6 shows that A is a contraction, but this time, uniformly over ν > 0:
Lemma 6.5. For any α0 ∈ (1, 2) there exists an ε > 0, such that ‖A‖ ≤ 1−ε for all ν > 0
and α ∈ (1, α0].
Proof. The function under the exponent in (6.24) is nonpositive, since θ′0(t) = dθ0(t)/dt ≥ 0
for all t > 0. Since sin θ0(0) = 0
h0(t) ≤ sin θ0(∞) = sin 3−α2 π < 1, t ≥ 0.
Hence by the same argument as in Lemma 5.6, we have ‖A‖ ≤ ‖h0‖∞ and the claim follows
since ‖h0‖∞ ≤ sin 3−α02 π := 1− ε. 
The following lemma gathers several useful estimates:
Lemma 6.6. For any α0 ∈ (1, 2) there exist a constant C, such that for all ν > 0 and all
α ∈ (1, α0) ∣∣p±(±i)− 1∣∣ ≤ Cν−1 and ∣∣p±(τ)− 1∣∣ ≤ Cν−1τ−1, τ > 0.
Proof. The operator A maps the unit function into L2(0,∞) and by Minkowski’s inequality
‖A 1‖2 ≤ ‖h0‖∞ν−
1
2 . (6.29)
Consequently equations (6.15) are uniquely solvable for any ν > 0 through the fixed-point
iterations and (p±(t)− 1; t ≥ 0) ∈ L2(0,∞). The rest of the proof is analogous to Lemma
5.7. 
6.1.5. Inversion of the Laplace transform. The solution to (6.1) is obtained by inverting
the Laplace transform ϕ̂(z):
Lemma 6.7. Let (Φ0,Φ1, ν) satisfy the integro-algebraic system from Lemma 6.3, then the
function
ϕ(x) =
2
α− 1Re
{
ieiνxΦ0(iν)
}
+
1
π
∫ ∞
0
sin θ0(u)
γ0(u)
(
e−uνxΦ0(−uν)− e−uν(1−x)Φ1(−uν)
)
du (6.30)
where γ0(u) := |Λ+(νu)|, and λ defined by the formula (6.9) solve the eigenproblem (6.1).
Proof. After removal of the singularities, the expression in (6.2) becomes an entire function
and hence
ϕ(x) ∝ 1
2πi
lim
R→∞
∫ Ri
−Ri
ezx
1
Λ(z)
(
e−zΦ1(−z)− Φ0(z)
)
dz =
1
2πi
∫ i∞
−i∞
(f1(z)− f2(z))dz,
where
f1(z) =
ez(x−1)Φ1(−z)
Λ(z)
and f2(z) =
ezxΦ0(z)
Λ(z)
.
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Integration over the contours depicted at Figure 3 yields
ϕ(x) ∝− Res(f2, z0)− Res(f2,−z0)
+
1
2πi
∫ ∞
0
(
f+1 (t)− f−1 (t)
)
dt+
1
2πi
∫ 0
−∞
(
f+2 (t)− f−2 (t)
)
dt.
Plugging the expressions for f1 and f2 we obtain
1
2πi
∫ ∞
0
(
f+1 (t)− f−1 (t)
)
dt =
1
2πi
∫ ∞
0
et(x−1)Φ1(−t)
(
1
Λ+(t)
− 1
Λ−(t)
)
dt
= − 1
π
∫ ∞
0
et(x−1)Φ1(−t)sin θ(t)
γ(t)
dt
and, similarly,
1
2πi
∫ 0
−∞
(
f+2 (t)− f−2 (t)
)
dt =
1
2πi
∫ ∞
0
(
f+2 (−t)− f−2 (−t)
)
dt =
1
2πi
∫ ∞
0
e−txΦ0(−t)
(
1
Λ+(−t) −
1
Λ−(−t)
)
dt =
1
π
∫ ∞
0
e−txΦ0(−t)sin θ(t)
γ(t)
dt.
Further,
Res(f2, z0) = lim
z→z0
(z − z0)e
zxΦ0(z)
Λ(z)
=
ez0xΦ0(z0)
Λ′(z0)
= − 1
α− 1e
z0xΦ0(z0)z0
where by the formula (6.8)
Λ′(z0) = −(α− 1)ν1−αzα−20 ie−i
piα
2 = −(α− 1)z−10 .
Similarly,
Res(f2,−z0) = lim
z→−z0
(z + z0)
ezxΦ0(z)
Λ(z)
=
e−z0xΦ0(−z0)
Λ′(−z0) =
1
α− 1e
−z0xΦ0(−z0)z0,
since
Λ′(−z0) = (α− 1)(−z0)−1(−z0)α−1ν1−αiei
pi
2
α = (α− 1)z−10 .
The formula (6.30) is obtained by gathering all parts together and using the conjugacies
Φ0(z0) = Φ0(−z0) and Φ1(z0) = Φ1(−z0).

6.1.6. Asymptotic analysis. The conditions Im{ξ} = 0 and Re{η¯} = 0 from (6.18) hold if
and only if
− ν
2
+ arg
{
X0(−i)
}
+ arg
{
p−(i)
}
+ πk = 0
− ν
2
+ arg
{
X0(−i)
}
+ arg
{
p+(i)
}
+ πm+
π
2
= 0
46 P. CHIGANSKY AND M. KLEPTSYNA
for some integers k and m respectively. Hence the integro-algebraic system (6.16) and
(6.18) decouples into two separate parts
p−(t) =− 1
π
∫ ∞
0
h0(τ)e
−ντ
τ + t
p−(τ)dτ + 1
ν =− π
2
+
α− 1
4
π + 2arctan
Im{p−(i)}
Re{p−(i)} + 2πn, n ∈ Z
(6.31)
and
p+(t) =
1
π
∫ ∞
0
h0(τ)e
−ντ
τ + t
p+(τ)dτ + 1
ν =− 3π
2
+
α− 1
4
π + 2arctan
Im{p+(i)}
Re{p+(i)} + 2πn, n ∈ Z
(6.32)
where we used the formulas from (6.27). The following lemma establishes solvability of
these systems in two relevant regimes:
Lemma 6.8.
(i) For any α ∈ (1, 2) there exists an integer nα such that for any n ≥ nα the systems
(6.31) and (6.32) have unique solutions
(ii) There exists a number α∗ > 1 such that for any α ∈ (1, α∗), the systems (6.31) and
(6.32) have unique solutions with positive algebraic parts if and only if n ≥ 1.
Proof. Let us consider the system (6.31), leaving out the similar proof for (6.32). The
unique solution can be constructed by means of fixed point iterations. Define
fα(ν) := arctan
Im{p−(i)}
Re{p−(i)} , ν > 0, α ∈ (1, 2).
By Lemma (6.5) the operator in the integral equation in (6.31) is contracting on L2(0,∞)
for any ν > 0 and any α ∈ (1, 2). Therefore it suffices to show that the map in the right
hand side of the algebraic equation
ν 7→ Fα,n(ν) := −π
2
+
α− 1
4
π + 2fα(ν) + 2πn
is a contraction as well. Denote δ(α) := ‖h0‖∞ = sin 3−α2 π. Below we show that
(a) for all α > 1 close enough to 1, any solution of (6.31) with positive algebraic part
satisfies ν ≥ 1
(b) |fα(ν)| ≤ δ(α)ν−1 for all ν ≥ 1
(c) there exists an absolute constant C such that for any ν > 0
|f ′α(ν)| ≤ Cδ(α)ν−1/2
Before checking these properties, let us explain how they imply assertions of the lemma.
Since ν = Fα,n(ν) ≥ 2π(n − 1) for any α ∈ (1, 2), property (c) implies that Fα,n is
contracting on its range for all sufficiently large n ≥ 1, which proves (i). To verify claim
(ii), note that by (a) and (b) for all α > 1 close enough to 1, Fα,n(ν) ≥ π/4 for all n ≥ 1 and
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consequently by (c) the map Fα,n is contracting uniformly over ν ≥ π/4. This guarantees
unique solution of the system (6.31) with n ≥ 1. On the other hand, (b) implies that
Fα,n(ν) ≤ −π/2 for all α small enough and n < 1 and hence no solution with ν > 0 exists.
To complete the proof we need to verify the properties (a)-(c). An a priori lower bound
for ν can be found by estimating the smallest eigenvalue λ1 of the operator K˜, or equiva-
lently, the largest eigenvalue of its inverse. By Theorem 5.1 in [12], K˜−1 takes the form of
integral operator with the kernel
κ(u, v) = βα(uv)
α−1
2
∫ 1
u∨v
r1−α(r − u)α−32 (r − v)α−32 dr, (6.33)
where βα =
sin
α−1
2 pi
pi
1
2−αB
(
α+1
2 ,
α−1
2
)−1
. This kernel is continuous off the diagonal, where
it has a weak singularity. Therefore
λ−11 =
∥∥K˜−1∥∥
2
≤ sup
v∈[0,1]
∫ 1
0
κ(u, v)du = βαB
(
α+1
2 ,
α−1
2
) 22−α
α− 1 =
sin α−12 π
π
22−α
(α− 1)(2 − α) .
Plugging this into (6.9) we obtain the bound in (a):
ν ≥
(
Γ(α− 1) sin pi(α−1)2
π(1− α2 )
λ1
) 1
α−1
≥ 2Γ(α) 1α−1 α→1−−−→ 2e̥(1) = 1.1229...
Further a direct calculation based on the estimate from Lemma 6.5 and the bound (6.29)
shows that
|Im{p−(i)}| ≤ ‖h0‖∞ν−1 and |Re{p−(i)} − 1| ≤ ‖h0‖∞ν−1
and (b) follows. The estimate in (c) is obtained similarly. 
From here on it will be convenient to enumerate all the solutions by a single index. To
this end, let us define ν2n = ν
−
n and ν2n−1 = ν
+
n for n = 1, 2, ..., where ν
−
n and ν
+
n are the
algebraic parts of the unique solutions of (6.31) and (6.32), whose existence is guaranteed
by Lemma 6.8, at least for all α close enough to 1. Plugging the estimates from Lemma
6.6 into the algebraic parts of (6.31) and (6.32), we obtain
νn = π(n − 1) + π
2
+
α− 1
4
π + n−1r˜n(α), n = 1, 2, ... (6.34)
where the residual r˜n(α) is bounded uniformly in n and α ∈ (1, α0) for any α0 ∈ (1, 2).
Further, in view of (6.26), solutions of (6.31) and (6.32) correspond to
Φ0(νz) = Φ1(νz) = c1ν
α−3
2 X0(z)p−(−z)
−Φ0(νz) = Φ1(νz) = c2ν
α−3
2 X0(z)p+(−z)
respectively and using the estimates of Lemma 6.6 in the formula (6.30), we obtain
ϕn(x) ∝ 2
α− 1Re
{
ieiνnxX0(i)
}
+
1
π
∫ ∞
0
sin θ0(u)
γ0(u)
X0(−u)
(
e−uνnx − (−1)ne−uνn(1−x)
)
du+ n−1r˜n(x),
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with residual r˜n(x), uniformly bounded in n ≥ 1 and x ∈ [0, 1], for any α ∈ (1, 2). Using
the formulas (6.27), we get
Re
{
ieiνnxX0(i)
}
=
∣∣X0(i)∣∣ cos(νnx+ π
2
+ arg{X0(i)}
)
= −
√
α− 1
2
cos
(
νnx− 1 + α
8
π
)
,
and consequently
ϕn(x) ∝
√
2 cos
(
νnx− 1 + α
8
π
)
−
√
α− 1
π
∫ ∞
0
ρ0(u)
(
e−uνnx − (−1)ne−uνn(1−x)
)
du+ n−1rn(x),
(6.35)
where we defined ρ0(u) :=
sin θ0(u)
γ0(u)
X0(−u) > 0. Under this normalization limn ‖ϕn‖2 = 1,
since the L2(0, 1)-norm of the integral term vanishes as n→∞.
6.1.7. Enumeration alignment. As mentioned above the inverse operator has weakly singu-
lar kernel (6.33) and therefore its spectrum is continuous with respect to α ∈ (1, 2). Since
the residual in (6.34) is uniformly bounded in α on any open subinterval of (1, 2), the same
argument as in subsection 5.1.7 implies that the “natural” enumeration and the one fixed
by Lemma 6.8 may differ only by an integer multiple of π, independent of α. In the case
of fractional Brownian motion, this additive constant could be identified by means of the
explicit formulas (1.2) for α = 1. For the fractional noise, the spectrum degenerates at
α = 1 and the identification is to be done otherwise. To this end we will use (ii) of Lemma
6.8, which asserts that for all α > 1 close enough to 1, the two enumerations coincide for
all n ≥ 1.
Replacing α := 2− 2H in (6.34) and (6.35), the expression (2.8) is obtained with
ρ0(u) =
sin θ0(u)
γ0(u)
u−θ0(∞)/pi exp
(
1
π
∫ ∞
0
θ0(t)− θ0(∞)
t+ u
dt
)
(6.36)
where θ0(∞) = 1+2H2 π and
θ0(u) = arctan
cos(πH)
u2H−1 − sin(πH)
γ20(u) =
(
1− u1−2H sin(πH))2 + (u1−2H cos(πH))2 .
6.2. Proof of (2.9). Asymptotic approximation (6.35) is not sufficiently accurate to imply
(2.9) directly. We will take an alternative route, based on the explicit solutions of certain
integral equations, as explained below. To this end, we will need the exact asymptotics
of scalar products with power functions having integrable singularities at the boundary
points:
Lemma 6.9. For any α ∈ (0, 2) \ {1} and β ∈ (0, 1),∫ 1
0
x−βϕn(x)dx = C(α, β)ν
β−1
n (1 + o(1)), as n→∞ (6.37)
with a constant C(α, β) 6= 0.
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Proof. We will give the detailed proof for α ∈ (0, 1), omitting similar calculations in the
complementary case α ∈ (1, 2). Clearly the residual in (6.35) is negligible on the scale
under consideration and
ν1−βn
∫ 1
0
x−β cos
(
νnx− 1 + α
8
π
)
dx =
∫ νn
0
y−β cos
(
y − 1 + α
8
π
)
dy =
cos
1 + α
8
π
∫ νn
0
y−β cos y dy + sin
1 + α
8
π
∫ νn
0
y−β sin y dy
n→∞−−−→
Γ(1− β)
(
cos
1 + α
8
π cos
1− β
2
π + sin
1 + α
8
π sin
1− β
2
π
)
=
Γ(1− β) cos
(
1 + α
8
π − 1− β
2
π
)
.
(6.38)
Further∫ 1
0
x−βe−νnxτdx = (νnτ)
β−1
∫ νnτ
0
y−βe−ydy∫ 1
0
x−βe−νn(1−x)τdx ≤ e− 12νnτ
∫ 1
2
0
x−βdx+ 2
∫ 1
1
2
e−νn(1−x)τdx ≤ e− 12νnτ + 2
νnτ
and hence by the dominated convergence
ν1−βn
∫ 1
0
x−β
∫ ∞
0
ρ0(τ)
(
e−νnxτ − (−1)ne−νn(1−x)τ
)
dτdx =∫ ∞
0
ρ0(τ)τ
β−1
∫ νnτ
0
u−βe−ududτ +O(n−1)
n→∞−−−→ Γ(1− β)
∫ ∞
0
ρ0(τ)τ
β−1dτ.
(6.39)
Though both constants in (6.38) and (6.39) are positive, it is not clear that they do not
cancel out in (6.35), so that the scalar product (6.37) vanishes. This is nevertheless the
case as the following calculation shows. The integral in (6.39) can be computed by means
of the residue theorem, integrating the function
g(z) :=
X0(−z)
Λ0(z)
zβ−1
over the half circle contours in the upper and lower half planes. Applying Jordan’s lemma
we obtain
2πiRes{g, i} =
∫ ∞
−∞
g+(t)dt =
∫ 0
−∞
X−0 (−t)
Λ+0 (t)
e(β−1)pii|t|β−1dt+
∫ ∞
0
X0(−t)
Λ+0 (t)
tβ−1dt
−2πiRes{g,−i} =
∫ ∞
−∞
g−(t)dt =
∫ 0
−∞
X+0 (−t)
Λ−0 (t)
e−(β−1)pii|t|β−1dt+
∫ ∞
0
X0(−t)
Λ−0 (t)
tβ−1dt
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and therefore
Res
{
g, i
}
+Res
{
g,−i} =
1
2πi
∫ ∞
0
(
X−0 (t)
Λ+0 (−t)
e(β−1)pii − X
+
0 (t)
Λ−0 (−t)
e−(β−1)pii
)
tβ−1dt
+
1
2πi
∫ ∞
0
X0(−t)
(
1
Λ+0 (t)
− 1
Λ−0 (t)
)
tβ−1dt =
sin(β − 1)π
π
∫ ∞
0
X−0 (t)
Λ+0 (−t)
tβ−1dt− 1
π
∫ ∞
0
ρ0(t)t
β−1dt,
where we used the property (5.16) and the definition
ρ0(t) =
sin θ0(t)
γ0(t)
X0(−t) = 1
2i
(
1
Λ−0 (t)
− 1
Λ+0 (t)
)
X0(−t), t > 0.
The residues can be readily computed
Res{g, i} =X0(−i)
Λ′0(i)
iβ−1 =
X0(−i)
α− 1 i
β−2
Res{g,−i} = X0(i)
Λ′0(−i)
(−i)β−1 = X0(i)
α− 1(−i)
β−2
and the following identity is obtained
Res{g, i} +Res{g,−i} = 2Re
{
X0(−i)
α− 1 i
β−2
}
=
2
α− 1
∣∣X0(−i)∣∣ cos(arg{X0(−i)} + π
2
(β − 2)
)
=√
2
α− 1 cos
(
−3− α
8
π +
π
2
(β − 2)
)
= −
√
2
α− 1 cos
(
1 + α
8
π − π
2
(1− β)
)
.
Assembling all parts together gives the asymptotics (6.37):
ν1−βn
∫ 1
0
x−βϕn(x)dx
n→∞−−−→Γ(1− β)sin(1− β)π
π
∫ ∞
0
X−0 (t)
Λ+0 (−t)
tβ−1dt =
Γ(1− β)sin(1− β)π
π
∫ ∞
0
ρ0(t)
h0(t)
dt > 0.

To derive asymptotics (2.9) for α ∈ (0, 1), consider the equation∫ 1
0
g0(y)cα|x− y|−αdy = 1, x ∈ (0, 1), (6.40)
which is known to have the explicit solution (see e.g. Lemma 3 in [28]):
g0(x) =
2
cα
1
Γ
(
1−α
2
)
Γ
(
1+α
2
)xα−12 (1− x)α−12 ,
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which is unique since the operator K˜ is positive definite. Applying Lemma 6.9 with β :=
1−α
2 , we find that scalar products of g0 with symmetric eigenfunctions satisfy
〈g0, ϕn〉 ∼ ν
1−α
2
−1
n
and, since g0 ∈ L2(0, 1), taking the scalar product of both sides of (6.40), we obtain (2.9):
〈1, ϕn〉 = λn〈g0, ϕn〉 ∼ να/2−3/2n , n→∞.
Similar approach works for α ∈ (1, 2): a direct calculation gives
(K˜1)(x) = x1−α + (1− x)1−α, x ∈ (0, 1),
and (2.9) is obtained, applying Lemma 6.9 with β := α− 1:
〈1, ϕn〉 = λ−1n 〈K˜1, ϕn〉 ∼ ν1−αn να−2n = ν−1n .

7. Applications: the proofs
In this section we prove the results from Section 3.
7.1. Proof of Proposition 3.2.
(i) Since uε, u0 ∈ L2(0, 1) are symmetric around 12 ,
‖uε − u0‖22 =
∑
n odd
(
ε〈1, ϕn〉
(ε+ λn)λn
)2
∼ ε2
∑
n odd
(
nH−
3
2
ε+ n1−2H
)2
,
where we used (2.9) and (2.7). For H < 23 the series in the right hand side is convergent
for any ε ≥ 0 and hence ‖uε−u0‖22 ∼ ε2. For H > 23 the series is convergent only for ε > 0,
and thus defines a function, which increases to ∞ as ε→ 0. To capture the rate note that∑
n odd
(
nH−
3
2
ε+ n1−2H
)2
∼
∫ ∞
1
(
xH−
3
2
ε+ x1−2H
)2
dx ∼ ε−3+ 12H−1
∫ ∞
0
y6H−5
(y2H−1 + 1)2
dy
and consequently ‖uε − u0‖22 ∼ ε
2−2H
2H−1 in this case. Similar calculation gives the claimed
rate for H = 23 .
(ii) Using Lemma 6.9 and the symmetry of eigenfunctions,
uε(1) = ε
−1
∫ 1
0
(
u0(x)− uε(x)
)
cH(1− x)2H−2dx =∑
n odd
〈1, ϕn〉 1
λn(ε+ λn)
∫ 1
0
ϕn(x)cH(1− x)2H−2dx ∼
∑
n odd
n−
1
2
−H
ε+ n1−2H
∼
∫ ∞
1
x−
1
2
−H
ε+ x1−2H
dx ∼ ε− 12
∫ ∞
0
yH−
3
2
y2H−1 + 1
dy.

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The convergence rate in L2(0, 1) norm, derived in Proposition 3.2(i), implies the weak
convergence (3.9) for ψ ∈ L2(0, 1) with at least the same rate, which does not exceed ε
and breaks down at H = 23 . Of course, the actual rate can be faster, depending on ψ. For
example, if ψ is such that K˜−1ψ exists, then for all H > 12
|〈uε − u0, ψ〉| ≤ 2ε‖K˜−1ψ‖2‖u0‖2. (7.1)
Indeed, subtracting equations (3.2) and (3.3), we see that δε = uε − u0 satisfies
εδε + K˜δε = −εu0.
Since K˜ is positive definite
ε‖δε‖22 ≤ ε‖δε‖22 + 〈δε, K˜δε〉 = −ε〈δε, u0〉 ≤ ε‖δε‖2‖u0‖2
and it follows that ‖δε‖2 ≤ ‖u0‖2. Consequently ‖uε‖2 ≤ ‖δε‖2 + ‖u0‖2 ≤ 2‖u0‖2 and
|〈δε, ψ〉| = |〈K˜δε, K˜−1ψ〉| ≤ ‖K˜δε‖2‖K˜−1ψ‖2 †= ε‖uε‖2‖K˜−1ψ‖2 ≤ 2ε‖u0‖2‖K̂−1ψ‖2,
where the equality holds, since εuε = −K˜δε. In particular, for ψ = 1, which is what we
need in (3.7), a sharper rate follows from (7.1) than from (i) of Proposition 3.2.
7.2. Proof of Proposition 3.3. Taking the scalar product of both sides with ϕn gives
〈uε, ϕn〉 = λnϕn(1)
ε+ λn
and therefore, letting C = sin(πH)Γ(2H + 1), we get
PT =
1
a2
g(T, T ) =
1
a2
1
T
uε(1) =
1
a2
1
T
∑
n≥1
〈uε, ϕn〉ϕn(1)
= a−
4H
2H+1 ε
1
2H+1
∑
n≥1
ϕ2n(1)
ελ−1n + 1
≃ a− 4H2H+1 ε 12H+1
∫ ∞
1
(2H + 1)
ε(πx)2H+1/C + 1
dx
≃ a− 4H2H+1C 12H+1 2H + 1
π
∫ ∞
0
1
y2H+1 + 1
dy ≃ a− 4H2H+1C 12H+1 1
sin pi2H+1
and in turn the claimed formula. 
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