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We investigate the continuous quantum phase transition from an antiferromagnetic metal to a
heavy fermion liquid based on the Kondo lattice model in two dimensions. We propose that anti-
ferromagnetic spin fluctuations and conduction electrons fractionalize into neutral bosonic spinons
and charged spinless fermions at the quantum critical point. This deconfined quantum criticality
leads us to establish a critical field theory in terms of the fractionalized fields interacting via emer-
gent U(1) gauge fields. The critical field theory not only predicts non-Fermi liquid physics near the
quantum critical point but also recovers Fermi liquid physics away from the quantum critical point.
PACS numbers: 71.10.-w, 71.10.Hf, 71.27.+a, 75.30.Mb
Nature of quantum criticality is one of the central in-
terests in modern condensed matter physics. Especially,
deconfined quantum criticality has been proposed in var-
ious strongly correlated electron systems such as low di-
mensional quantum antiferromagnetism[1, 2, 3, 4, 5, 6,
7, 8, 9] and heavy fermion liquids[10, 11, 12, 13]. In
the present paper we focus our attention on the quan-
tum phase transition from an antiferromagnetic metal to
a heavy fermion liquid in the two dimensional Kondo lat-
tice model. In the Landau-Ginzburg-Wilson theoretical
frame work the quantum phase transition would belong
to the first order because the two phases are character-
ized by two different order parameters[1]. However, it
is well known that there exists a continuous quantum
phase transition between the two phases[10, 11, 12, 13].
In this paper we propose that the continuous quantum
phase transition can be realized via deconfined quantum
criticality, where antiferromagnetic spin fluctuations and
conduction electrons fractionalize into neutral bosonic
spinons and charged spinless fermions at the quantum
critical point. Near the quantum critical point two kinds
of critical fluctuations are expected to arise. One would
correspond to critical fluctuations of Kondo singlets and
the other, critical antiferromagnetic spin fluctuations.
Remarkably, the emergent spinless fermions are associ-
ated with critical fluctuations of the Kondo singlets while
the critical bosonic spinons result from critical spin fluc-
tuations.
We consider the Kondo lattice model in two dimensions
H = Hc +Hm +HK ,
Hc = −t
∑
<i,j>
c†iσe
iAij cjσ − h.c.,
Hm = J
∑
<i,j>
~Si · ~Sj ,
HK = JK
∑
i
~Si · c†iσ~τσσ′ciσ′ . (1)
Hc describes dynamics of conduction electrons ciσ and
Hm, that of local spins ~Si. Here t is a hopping integral
of the conduction electrons and J , an antiferromagnetic
exchange coupling of the local spins. Aij is an external
electromagnetic vector potential in a lattice version. HK
represents Kondo couplings between the conduction and
localized spins, where JK is a Kondo coupling constant.
We perform the Haldane mapping forHm to derive the
O(3) nonlinear σ model as a low energy effective field
theory[14, 15]. In this mapping high energy antiferro-
magnetic spin fluctuations would induce new interactions
between low energy spin degrees of freedom and conduc-
tion electrons. We can derive the following expression for
the Kondo lattice model
Z =
∫
DciσD~niδ(|~ni|2 − 1)e−Sm−SK−Sc ,
Sm = iS
∑
i
(−1)i
∫ cβ
0
dx0
∫ 1
0
du~ni ·
(∂~ni
∂u
× ∂~ni
∂x0
)
+
∫ cβ
0
dx0
[ 1
2g
∑
i
|∂0~ni|2 − 1
g
∑
<i,j>
~ni · ~nj
]
,
SK = −i2a
dJK
cg
∑
i
∫ cβ
0
dx0
( ∂~ni
∂x0
× ~ni
)
· c†iσ~τσσ′ciσ′
+
2
√
2dad−1JK
cg
∑
i
∫ cβ
0
dx0(−1)i~ni · c†iσ~τσσ′ciσ′ ,
Sc =
∫ cβ
0
dx0
[∑
i
c†iσ(∂0 − iAi0 − µ)ciσ
−tc
∑
<i,j>
c†iσe
iAij cjσ − h.c.− a
2dJ2K
c2g
∑
i
|c†iσ~τσσ′ciσ′ |2
]
.
(2)
The local spins are described by the O(3) nonlinear
σ model of a low energy spin variable ~n, where g =
2
√
2d
S a
d−1 is a spin stiffness parameter (g−1) and c =√
2dJSa, a velocity of spin waves[14, 15]. a is a lattice
spacing, S, the value of localized spins, and d, a spatial
dimension. Here S = 1/2 and d = 2. The first term in
Sm is a Berry phase action, where u and x0 are two pa-
rameters in a unit sphere[14, 15]. x0 = cτ is considered
to be a rescaled time. The mapping to the nonlinear σ
model results in nontrivial couplings between the low en-
ergy spins and the conduction electrons. The first term
2in SK arises from high energy spin fluctuations while the
second originates from the usual Kondo couplings. No-
tice (−1)i in the second term. In the action Sc for the
conduction electrons µ is a chemical potential of the con-
duction electrons and A0i, an external Coulomb poten-
tial. The hopping integral is redefined to be tc = t/c.
The last term in Sc represents local ferromagnetic in-
teractions for the conduction electrons, originating from
the contribution of high energy spin fluctuations in the
Haldane mapping.
The next step would be to integrate over high energy
conduction electrons. It is not easy to integrate over the
conduction electrons. Considering our objective to estab-
lish a critical field theory in terms of the fractionalized
fields, we are satisfied with estimating possible effects of
the Kondo couplings. The second Kondo coupling term in
SK would reduce the spin stiffness g
−1. In the absence
of the Kondo couplings the nonlinear σ model exhibits
an antiferromagnetic long range order[14, 15]. It is well
known that the O(3) nonlinear σ model shows a contin-
uous quantum phase transition from antiferromagnetism
to paramagnetism at a nonzero critical spin stiffness, g−1c
in two space and one time dimensions[14, 15]. Thus, in-
creasing the Kondo coupling constant JK may drive the
spin stiffness g−1 to the critical value g−1c , causing the
magnetic quantum phase transition. We view the contin-
uous quantum phase transition in the Kondo lattice model
as the magnetic one induced by the Kondo interactions.
Furthermore, the first Kondo coupling term in SK would
affect the Berry phase action in Sm. It is well known that
in two leg ladders the contribution of Berry phase can-
cels between the legs[16, 17]. The same mechanism works
in the double layered quantum antiferromagnets[2, 18].
The presence of the Kondo couplings with the conduction
electrons are expected to weaken the contribution of Berry
phase.
Recently, it was argued that at the quantum criti-
cal point of the O(3) nonlinear σ model, spin 1 crit-
ical antiferromagnetic fluctuations break up into more
elementary spin 1/2 critical bosonic excitations called
spinons[1, 2, 3]. This is the precise meaning of deconfined
quantum criticality in the quantum antiferromagnetism.
In the present paper we apply the deconfined quantum
criticality in the magnetic quantum phase transition to
the present Kondo lattice model because the quantum
phase transition in the Kondo lattice model is conjectured
to be a magnetic transition. This idea can be realized in
the CP 1 representation ~n = 1
2
z†σ~τσσ′zσ′ , where zσ is a
bosonic spinon[1, 2, 3, 14, 15]. A problem is the fate of
conduction electrons near the quantum critical point. In
order to investigate this we focus on the second Kondo
coupling term ~ni · c†iσ~τσσ′ciσ′ in SK . Using ~n ·~τ = Uτ3U †
with an SU(2) matrix U =
(
z↑ −z†↓
z↓ z
†
↑
)
, we can represent
the Kondo interaction term as c†iσ(Uiτ
3U †i )σσ′ciσ′ . This
term can be solved by introducing the following gauge
transformation χσ = U
†
σσ′cσ′ . The components of the
χσ field are given by χσ =
(
χ↑
χ↓
)
=
(
z†↑c↑ + z
†
↓c↓
−z↓c↑ + z↑c↓
)
,
where the χ↑ field represents the usual Kondo hybridiza-
tion and the χ↓ field denotes the singlet pairing between
the bosonic spinon and the conduction electron. The
χσ field can be considered to express Kondo resonances.
Near the quantum critical point the bosonic spinons U †σσ′
emerging from localized spins are expected to hybridize
with the conduction electrons cσ′ via the Kondo interac-
tions, resulting in charged spinless fermions χσ. Another
way to say this is that the conduction electrons cσ frac-
tionalize into the bosonic spinons Uσσ′ and the charged
spinless fermions χσ, i.e., cσ = Uσσ′χσ′ owing to the
Kondo interactions.
Representing Eq. (2) in terms of the fractionalized
fields, Uσσ′ and χσ, we can obtain the following expres-
sion
Z =
∫
DχσDUσσ′e
−Sc−Sm ,
Sc =
∫
d3x
[
χ†σ
(
[∂0 − iA0]δσσ′ + [U †∂0U ]σσ′
+~vF · ([i~∇+ ~kF + ~A]δσσ′ + i[U †~∇U ]σσ′)
)
χσ′
]
+
2
√
2dad−1JK
cg˜
∫ cβ
0
dx0
∑
k
χ†kστ
3
σσ′χk+Qσ′ ,
Sm =
∫
d3x
[
Tr
( 1
4g˜
|∂µ(Uτ3U †)|2
)]
. (3)
Notice that the bare spin stiffness g−1 is assumed to
renormalize into g˜−1, resulting from the contribution of
high energy conduction electrons via the Kondo cou-
plings. In the action Sc for the conduction electrons we
performed the continuum limit near the Fermi surface.
Here vF is a Fermi velocity and kF , a Fermi wave vector.
The main point in Sc is that the effect of couplings be-
tween antiferromagnetic spin fluctuations and conduction
electrons appears in the kinetic energy of the χσ field via
the gauge transformation χσ = U
†
σσ′cσ′ . The last term
in Sc originating from the Kondo couplings now repre-
sents the contribution of Zeeman energy under staggered
magnetic fields, where Q is a momentum (π, π). The
staggered Zeeman term splits the two Kondo resonance
states. In the limit of large Zeeman splitting the χ↑ fields
describe the Kondo resonances at odd sites while the χ↓
fields do at even sites. In the O(3) nonlinear σ model we
ignored the Berry phase action because the first Kondo
coupling term of SK in Eq. (2) is expected to weaken the
contribution of Berry phase as the case of the double lay-
ered quantum antiferromagnets[2, 16, 17, 18]. The first
Kondo coupling term of SK in Eq. (2) is also neglected.
This term does not affect critical phenomena because the
bare scaling dimension of
(
∂~ni
∂x0
×~ni
)
·c†iσ~τσσ′ciσ′ is larger
than 3. Thus, the scaling dimension of the coupling con-
stant a
dJK
cg is negative, indicating that the couplings van-
ish in the low energy limit. The local ferromagnetic in-
teractions of Sc in Eq. (2) can be also ignored in the
3low energy limit. In the spinon representation this term
is −a2dJ2Kc2g |c†σ~τσσ′cσ′ |2 = −
a2dJ2K
c2g˜ |χ†σ(U †~τσσ′U)σσ′χσ′ |2.
Since the scaling dimension of |χ†σ(U †~τσσ′U)σσ′χσ′ |2 is
much larger than 3, this term vanishes in the low energy
limit.
The effective action Eq. (3) has not only the trivial
electromagnetic UA(1) gauge symmetry but also a new
emergent Ua(1) gauge symmetry. This Ua(1) gauge sym-
metry guarantees the invariance of the action Eq. (3)
under the gauge transformations of
χ′σ = [e
iϑτ3 ]σσ′χσ′ , U
′
σσ′ = Uσα[e
−iϑτ3 ]ασ′ ,
c′σ = cσ, A
′
µ = Aµ. (4)
This local gauge symmetry implies that there should
be a new emergent U(1) gauge field corresponding
to the gauge symmetry. Indeed, performing some
standard algebra such as the Hubbard-Stratonovich
transformation[19], we can see the emergence of new U(1)
gauge fields aµ
ZU =
∫
DUσσ′exp
[
−
∫
d3x
(
Tr(
1
4g˜
|∂µ(Uτ3U †)|2)
+χ†σ([U
†∂0U ]σσ′ + i~vF · [U †~∇U ]σσ′ )χσ′
)]
=
∫
DUσσ′Daµexp
[
−
∫
d3x
(
Tr(
1
2g˜
|(∂µ − iaµτ3)U †|2)
−ia0χ†στ3σσ′χσ′ + ~a · ~vFχ†στ3σσ′χσ′
− g˜
2
|χ†στ3σσ′χσ′ |2 +
g˜
2
|~vFχ†στ3σσ′χσ′ |2
)]
. (5)
Combining Eq. (3) and Eq. (5), we reach an effec-
tive field theory for the quantum phase transition in the
Kondo lattice model
Z =
∫
DχσDUσσ′Daµe
−Sc−Sm ,
Sc =
∫
d3x
[
χ†σ
(
[∂0 − iA0]δσσ′ − ia0τ3σσ′
+~vF · ([i~∇+ ~kF + ~A]δσσ′ + ~aτ3σσ′ )
)
χσ′
− g˜
2
|χ†στ3σσ′χσ′ |2 +
g˜
2
|~vFχ†στ3σσ′χσ′ |2
]
+
2
√
2dad−1JK
cg˜
∫ cβ
0
dx0
∑
k
χ†kστ
3
σσ′χk+Qσ′ ,
Sm =
∫
d3x
[
Tr
( 1
2g˜
|(∂µ − iaµτ3)U †|2
)]
. (6)
The compact U(1) gauge field aµ guarantees the Ua(1)
local gauge symmetry, where the gauge field is trans-
formed into a′µ = aµ + ∂µϑ under the transformations
in Eq. (4). From Eq. (6) the bosonic spinons U †σσ′
and the spinless fermions χσ can be considered to carry
an internal charge ea associated with the internal U(1)
gauge field aµ. Especially, the spinless fermions have
not only the internal charge ea but also the real electric
charge eA. The kinetic energy of the SU(2) matrix U
†
can be expressed into the familiar CP 1 representation,
(1/2g˜)Tr
(
|(∂µ − iaµτ3)U †|2
)
= (1/g˜)|(∂µ − iaµ)zσ|2.
We would like to emphasize that Eq. (6) is just an-
other representation of Eq. (3) derived from Eq. (2) via
the gauge transformation χσ = U
†
σσ′cσ′ . For this rewrit-
ing to be physically meaningful beyond a mathematical
derivation, there should exist the deconfined quantum
criticality of the nonlinear σ model allowing deconfined
bosonic spinons at the quantum critical point. In other
words, at least the nonlinear σ model in the effective field
theory Eq. (6) should be stable in the renormalization
group sense. Fortunately, this deconfined quantum crit-
icality was shown to exist in Refs. [1, 2] by a renormal-
ization group analysis, as mentioned before. Based on
the exact transformation and the existence of the decon-
fined quantum criticality, we discuss the quantum critical
point between an antiferromagnetic metal and a heavy
fermion liquid from Eq. (6). When the deconfinement of
bosonic spinons is not allowed owing to instanton effects
of compact U(1) gauge fields aµ[1, 2], the effective field
theory Eq. (6) becomes unstable in the present decou-
pling scheme and thus, another effective theory necessar-
ily results. This indeed happens away from the quantum
critical point, i.e., in an antiferromagnetic metal and a
heavy fermion liquid, as will be discussed.
The gauge transformation introduced for solving the
Kondo coupling term in Eq. (1) may be still suspected to
be unnatural although similar decoupling schemes have
been utilized in Refs. [11, 12]. In this respect it is neces-
sary to understand the present methodology more deeply
by comparing this with other well studied ones. A good
example is a d−wave BCS theory for superconductivity
of high Tc cuprates[20, 21]. In the context of d−wave su-
perconductivity the coupling term of |∆|eiφc↑c↓ between
Cooper pairs and electrons plays the same role as the
Kondo coupling term of ~n · c†σ~τσσ′cσ′ between spin fluc-
tuations and conduction electrons. Here |∆| and φ are
the amplitude and phase of Cooper pair fields. In order
to solve this coupling term several kinds of gauge trans-
formations are introduced[20, 21]. In these decoupling
schemes critical phase fluctuations of Cooper pairs screen
out charge degrees of freedom of electrons, causing elec-
trically neutral but spinful electrons called ”spinons”. As
a result the phase factor disappears in the coupling term
when it is rewritten in terms of spinons. Instead, this
coupling effect appears as current-current interactions of
neutral spinons and phase fields of Cooper pairs in the ki-
netic energy of electrons. Depending on the gauge trans-
formations, Z2[20] or U(1)[21] gauge fields are obtained.
In this respect the present gauge transformation naturally
extends the methodology of charge U(1) symmetry in the
context of superconductivity to that of spin SU(2) sym-
metry in the context of antiferromagnetism.
As mentioned earlier, the O(3) nonlinear σ model Sm
in Eq. (6) exhibits the continuous quantum phase tran-
sition at the nonzero critical spin stiffness g−1c [14, 15].
4Remember that the spin stiffness can be controlled by
the Kondo coupling constant JK . We define the critical
Kondo coupling JcK leading to the critical spin stiffness
gc. In the case of g˜ < gc (JK < J
c
K) the condensation of
bosonic spinons occurs, < U †σσ′ > 6= 0 (< zσ > 6= 0), re-
sulting in antiferromagnetism. The spinon condensation
leads the gauge field aµ to be massive (Anderson-Higgs
mechanism). In the context of gauge theories this phase
corresponds to the Higgs-confinement phase[22, 23]. The
condensed bosonic spinons Uσσ′ are confined with the
spinless fermions χσ′ to make the original conduction
electrons cσ, i.e., Uσσ′χσ′ → cσ. Performing the unitary
gauge aµτ
3 = a′µτ
3 − iU∂µU † and the gauge transfor-
mation χσ = U
†
σσ′cσ′ in Eq. (6), and integrating over
the massive gauge field a′µ, we obtain the following field
theory for the conduction electrons in the presence of
antiferromagnetism (~n · ~τ = τ3),
Sc =
∫
d3x
[
c†σ
(
[∂0 − iA0] + ~vF · [i~∇+ ~kF + ~A]
)
cσ
]
+
2
√
2dad−1JK
cg˜
∫ cβ
0
dx0
∑
k
c†kστ
3
σσ′ck+Qσ′ . (7)
Deep inside the antiferromagnetism, the staggered Zee-
man term would vanish owing to JK → 0 in the renor-
malization group sense. Thus, usual Fermi liquid physics
is recovered. This phase is an antiferromagnetic metal,
where the antiferromagnetism and Fermi liquid physics
are nearly separated except the staggered Zeeman term.
Approaching the quantum critical point g˜ → gc (JK →
JcK), critical antiferromagnetic fluctuations of the low
energy localized spin variable ~n would fractionalize into
critical bosonic spinons zσ (U
†
σσ′ )[1, 2, 3]. An important
point is that owing to the nonzero critical coupling the
bosonic spinons are expected to screen out the spin de-
grees of freedom of the conduction electrons cσ, making
the spinless fermions (Kondo resonances) χσ = U
†
σσ′cσ′ .
The internal charge ea would be deconfined owing to crit-
ical fluctuations of the bosonic spinons[1, 2, 3]. Further-
more, dissipative dynamics of the gauge field arising from
the contribution of non-relativistic fermions χσ in the
presence of the Fermi surface[10, 13, 24, 25, 26, 27, 28]
would increase the tendency of deconfinement[9, 29].
Thus, both the critical spinless fermions and bosonic
spinons would appear at the quantum critical point. The
resulting critical field theory is obtained to be from Eq.
(6)
SQCP =
∫
d3x
[
χ†σ
(
[∂0 − iA0]δσσ′ − ia0τ3σσ′
+~vF · ([i~∇+ ~kF + ~A]δσσ′ + ~aτ3σσ′ )
)
χσ′
]
+
2
√
2dad−1JK
cg˜
∫ cβ
0
dx0
∑
k
χ†kστ
3
σσ′χk+Qσ′
+
∫
d3x
[
Tr
( 1
2g˜
|(∂µ − iaµτ3)U †|2
)]
. (8)
In the above we ignored the local interactions since they
are irrelevant at the quantum critical point. This critical
field theory is expected to show non-Fermi liquid physics
owing to long range gauge interactions[10, 13, 24, 25, 26,
27, 28]. Critical fluctuations of the bosonic spinons re-
sult in the non-Maxwell kinetic energy of the gauge field,
Nz
16
(∂× a) 1√−∂2 (∂× a), where Nz is the flavor number of
the bosonic spinons, here Nz = 2[30]. This leads to the
following effective action
SQCP =
∫
d3x
[
χ†σ
(
[∂0 − iA0]δσσ′ − ia0τ3σσ′
+~vF · ([i~∇+ ~kF + ~A]δσσ′ + ~aτ3σσ′ )
)
χσ′
+
Nz
16
(∂ × a) 1√−∂2 (∂ × a)
]
+
2
√
2dad−1JK
cg˜
∫ cβ
0
dx0
∑
k
χ†kστ
3
σσ′χk+Qσ′ . (9)
In the absence of the last Zeeman term this effective ac-
tion was shown to give Cv ∼ T lnT and σ ∼ T−5/3 in two
dimensions, where Cv and σ are specific heat and conduc-
tivity, respectively, and T , temperature[13]. Remember
that in the case of the Maxwell kinetic energy the specific
heat is given by Cv ∼ T 2/3 in two dimensions[10, 24] and
Cv ∼ T lnT in three dimensions[10, 27, 28]. The conduc-
tivity is shown to be σ ∼ T−4/3 in two dimensions and
σ ∼ T−5/3 in three dimensions[10, 25, 26] in the case of
the Maxwell kinetic energy. We can see that the unusual
dynamics of the gauge field described by the non-Maxwell
kinetic energy results in ”three dimensional effect”[13].
The non-Fermi liquid physics is not captured in the an-
tiferromagnetic metal, where gauge fluctuations are sup-
pressed via the Anderson-Higgs mechanism. The pres-
ence of the staggered Zeeman term would not give rise to
qualitative changes in the non-Fermi liquid physics. This
term is expected to make the χσ band flatter, renormaliz-
ing the Fermi velocity vF and the Fermi momentum kF .
A little heavier χσ fields would arise from the Zeeman
term. Cv ∼ T lnT and σ ∼ T−5/3 are expected to remain
at the deconfined quantum critical point.
In the case of g˜ > gc (JK > J
c
K) the bosonic spinons
are gapped, < U †σσ′ >= 0 (< zσ >= 0). Deep in-
side the quantum disordered paramagnetism, the spin
stiffness g−1 would vanish in the renormalization group
sense[14]. The vanishing spin stiffness gives rise to one
problem that the strength of local interactions in Eq.
(6) goes to infinity. Infinitely strong interactions are ex-
pected to suppress fluctuations of the χσ fermions. In
order to treat the infinitely strong local interactions, we
perform the Hubbard-Stratonovich transformation to ob-
tain iα0χ
†
στ
3
σσ′χσ′+i~α ·~vFχ†στ3σσ′χσ′ , where αµ is an aux-
iliary field. Integration over the αµ field leads to the local
constraint of χ†στ
3
σσ′χσ′ = 0. This local constraint makes
the gauge field aµ decouple to the spinless fermions. An-
other way to say this is that the χσ fields do not screen
out the internal charge ea owing to the local constraint.
Only the Maxwell kinetic energy is available, resulting in
5TABLE I: Quantum phase transition in the Kondo lattice model
Antiferromagnetic Metal Quantum Critical Point Heavy Fermion Liquid
g˜ < gc g˜ = gc g˜ > gc
Order Parameter < U†
σσ′
> 6= 0 (< zσ > 6= 0) < U
†
σσ′
>= 0 (< zσ >= 0)
Internal Charge (ea) Uσσ′χσ′ → cσ cσ → Uσσ′χσ′ cσ → Uσσ′χσ′
z†στ
±
σσ′
zσ′ → π
± z†σ~τσσ′zσ′ → ~n
Confinement of ea Deconfinement of ea Confinement of ea
Gapless Excitations π±, cσ U
†
σσ′
(zσ), aµ, χσ χσ
confinement of gapped bosonic spinons. Gapped param-
agnons are expected to arise from the confinement. The
resulting low energy action is given by
Sc =
∫
d3x
[
χ†σ
(
[∂0 − iA0] + ~vF · [i~∇+ ~kF + ~A]
)
χσ
]
+
2
√
2dad−1JK
cg˜
∫ cβ
0
dx0
∑
k
χ†kστ
3
σσ′χk+Qσ′ . (10)
This action describes Fermi liquid physics of the χσ fields
under staggered magnetic fields. In the strong Kondo
coupling phase JK >> J
c
K the Zeeman energy gap would
be very large. This leads the χσ band to be much flat,
resulting in heavy fermions χσ. In this respect this phase
is a heavy fermion liquid for the Kondo resonances χσ.
It should be noted that the present heavy fermion liquid
differs from the usual one in that there is no analogous
excitation with the χσ field in the usual heavy fermion
liquid[10, 13]. A deeper analysis is required to discrim-
inate these two heavy fermion liquids. We summarize
the quantum phase transition from an antiferromagnetic
metal to a heavy fermion liquid in Table I.
Our present approach has some analogies with that of
Ref. [12] in that bosonic spinons are utilized for impu-
rity spins and spinless fermions are introduced for Kondo
resonances. However, there are two important differences
between our approach and theirs. A critical field theory
describing deconfined quantum criticality necessarily has
a new emergent gauge structure in association with frac-
tionalized fields. Our critical field theory Eq. (8) allows
U(1) gauge fields guaranteeing the emergent U(1) gauge
symmetry while the critical theory in Ref. [12] does not.
Although use of the U(1) gauge field is not a problem,
it is not clear whether the perturbative evaluations in
Ref. [12] keep the new U(1) gauge symmetry in all steps.
In addition, our spinless fermions have two components
while the ones in Ref. [12] have only one component cor-
responding to the χ↑ field in our representation for the
spinless fermions. Although we don’t have any idea how
the presence of two components qualitatively alters the
physics of one component at present, we expect, at least,
quantitative changes.
Lastly, we would like to point out that Fermi sur-
face volume continuously changes in the present descrip-
tion, consistent with Ref. [12]. In the present theory
the staggered Zeeman term controls the band of charged
fermions. Since the staggered magnetic field continuously
varies across the quantum critical point, the fermion band
smoothly changes, thus resulting in continuous transfor-
mation of Fermi surface volume.
In the present paper we claimed that the continuous
quantum phase transition in the Kondo lattice model can
be realized by the deconfined quantum criticality. Our
critical field theory in Eq. (6) not only explains non-
Fermi liquid physics near the quantum critical point but
also recovers Fermi liquid physics away from the quantum
critical point.
We would like to thank Dr. Kim, Mun-Dae for helpful
discussions associated with his recent work in the Kondo
lattice model[31].
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