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Abstract: Two methods are proposed for high-dimensional shape-constrained regression and
classification. These methods reshape pre-trained prediction rules to satisfy shape constraints
like monotonicity and convexity. The first method can be applied to any pre-trained predic-
tion rule, while the second method deals specifically with random forests. In both cases, effi-
cient algorithms are developed for computing the estimators, and experiments are performed to
demonstrate their performance on four datasets. We find that reshaping methods enforce shape
constraints without compromising predictive accuracy.
1. Introduction
Shape constraints like monotonicity and convexity arise naturally in many real-world regression
and classification tasks. For example, holding all other variables fixed, a practitioner might assume
that the price of a house is a decreasing function of neighborhood crime rate, that an individual’s
utility function is concave in income level, or that phenotypes such as height or the likelihood of
contracting a disease are monotonic in certain genetic effects.
Parametric models like linear regression implicity impose monotonicity constraints at the cost
of strong assumptions on the true underlying function. On the other hand, nonparametric tech-
niques like kernel regression impose weak assumptions, but do not guarantee monotonicity or
convexity in their predictions. Shape-constrained nonparametric regression methods attempt to of-
fer the best of both worlds, allowing practitioners to dispense with parametric assumptions while
retaining many of their appealing properties.
However, classical approaches to nonparametric regression under shape constraints suffer from
the curse of dimensionality (Han & Wellner, 2016; Han et al., 2017). Some methods have been
developed to mitigate this issue under assumptions like additivity, where the true function f is
assumed to have the form f(x) =
∑
j fj(xj) + c, where a subset of the component fj’s are shape-
constrained (Chen & Samworth, 2016; Pya & Wood, 2015; Xu et al., 2016). But in many real-world
settings, the lack of interaction terms among the predictors can be too restrictive.
Approaches from the machine learning community like random forests, gradient boosted trees,
and deep learning methods have been shown to exhibit outstanding empirical performance on high-
dimensional tasks. But these methods do not guarantee monotonicity or convexity.
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In this paper, we propose two methods for high-dimensional shape-constrained regression and
classification. These methods blend the performance of machine learning methods with the classi-
cal least-squares approach to nonparametric shape-constrained regression.
In Section (2.1), we describe black box reshaping, which takes any pre-trained prediction rule
and reshapes it on a set of test inputs to enforce shape constraints. In the case of monotonicity
constraints, we develop an efficient algorithm to compute the estimator. Section (2.2) presents a
second method designed specifically to reshape random forests (Breiman, 2001). This approach
reshapes each individual decision tree based on its split rules and estimated leaf values. Again, in
the case of monotonicity constraints, we present another efficient reshaping algorithm. We apply
our methods to four datasets in Section (3) and show that they enforce the pre-specified shape
constraints without sacrificing accuracy.
1.1. Related Work
In the context of monotonicity constraints, the black box reshaping method is related to the method
of rearrangements (Chernozhukov et al., 2009, 2010). The rearrangement operation takes a pre-
trained prediction rule and sorts its predictions to enforce monotonicity. In higher dimensions, the
rearranged estimator is the average of one-dimensional rearrangements. In contrast, this paper fo-
cuses on isotonization of prediction values, jointly reshaping multiple dimensions in tandem. It
would be interesting to explore adaptive procedures that average rearranged and isotonized predic-
tions in future work.
Monotonic decision trees have previously been studied in the context of classification. Sev-
eral methods require that the training data satisfy monotonicity constraints (Makino et al., 1996;
Potharst & Feelders, 2002), a relatively strong assumption in the presence of noise. The methods
we propose here do not place any restrictions on the training data.
Another class of methods augment the score function for each split to incorporate the degree
of non-monotonicity introduced by that split (Ben-David, 1995; González et al., 2015). However,
this approach does not guarantee monotonicity. Feelders & Pardoel (2003) apply pruning algo-
rithms to non-monotonic trees as a post-processing step in order to enforce monotonicity. For a
comprehensive survey of estimating monotonic functions, see Gupta et al. (2016) .
A line of recent work has led to a method for learning deep monotonic models by alternating
different types of monotone layers (You et al., 2017). Amos et al. (2017) propose a method for
fitting neural networks whose predictions are convex with respect to a subset of predictors.
Our methods differ from this work in several ways. First, our techniques can be used to en-
force both monotonic and convex/concave relationships. Unlike pruning methods, neither approach
presented here changes the structure of the original tree. Black box reshaping, described in Sec-
tion (2.1), can be applied to any pre-trained prediction rule, giving practitioners the flexibility of
picking the method of their choice. And both methods guarantee that the intended shape constraints
are satisfied on test data.
2
2. Prediction Rule Reshaping
In what follows, we say that a function f : Rd → R is monotone with respect to variables R ⊆
[d] = {1, . . . , d} if f(x) ≤ f(y) when xi ≤ yi for i ∈ R, and xi = yi otherwise.
Similarly, a function f is convex in R if for all x, y ∈ Rd and α ∈ [0, 1], f(αx + (1 − α)y) ≤
αf(x) + (1− α)f(y) when xi = yi ∀i /∈ R.
2.1. Black Box Reshaping
Let f̂ : Rd → R denote an arbitrary prediction rule fit on a training set and assume we have a
candidate set of shape constraints with respect to variablesR ⊆ [d]. For example, we might require
that the function be monotone increasing in each variable v ∈ R.
Let F denote the class of functions that satisfy the desired shape constraints on each predictor
variable v ∈ R. We aim to find a function f ∗ ∈ F that is close to f̂ in the L2 norm:
f ∗ = arg min
f∈F
‖f − f̂‖2 (2.1)
where the L2 norm is with respect to the uniform measure on a compact set containing the data.
We simplify this infinite-dimensional problem by only considering values of f̂ on certain fixed test
points.
Suppose we take a sequence t1, t2, . . . , tn of test points, each in Rd, that differ only in their v-th
coordinate so that tik = t
i′
k for all k 6= v. These points can be ordered by their v-th coordinate,
allowing us to consider shape constraints on the vector (f(t1), f(t2), ..., f(tn)) ∈ Rn. For instance,
under a monotone-increasing constraint with respect to v, if t1v ≤ t2v ≤ · · · ≤ tnv , then we consider
functions f such that (f(t1), f(t2), ..., f(tn)) is a monotone sequence.
There is now the question of choosing a test point t as well as a sequence of values t1v, ..., t
n
v to
plug into its v-th coordinate. A natural choice is to use the observed data values as both test points
and coordinate values.
Denote Dn = {(x1, y1), . . . , (xn, yn)} as a set of observed values where yi is the response and
xi ∈ Rd are the predictors. From each xi, we construct a sequence of test points that can be ordered
according to their v-th coordinate in the following way. Let xi,k,v denote the observed vector xi with
its v-th coordinate replaced by the v-th coordinate of xk, so that
xi,k,v = (xi1, x
i
2, . . . , x
i
v−1, x
k
v , x
i
v+1, . . . , x
i
d). (2.2)
This process yields n points from xi that can be ordered by their v-th coordinate, xi,1,v, xi,2,v, . . . , xi,n,v.
We then require (f(xi,1,v), f(xi,2,v), . . . , f(xi,n,v)) ∈ Sv where Sv ⊂ Rd is the appropriate convex
cone that enforces the shape constraint for variable v ∈ R, for example the cone of monotone
increasing or convex sequences.
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Figure 1: Two-dimensional illustration of the black box setup when reshaping the y dimension. xi,k denotes
the original test point xi with its y-coordinate replaced by the y-coordinate of xk. Dark gray nodes represent
the original observed points. For monotonicity constraints, a directed edge from node x to node y represents
the constraint f(x) ≤ f(y) on the shape-constrained function f .
To summarize, for each coordinate v ∈ R and for each i ∈ [n], we:
1. Take the i-th observed data point xi as a test point.
2. Replace its v-th coordinate with the n observed v-th coordinates x1v, ...x
n
v to produce
xi,1,v, xi,2,v, . . . , xi,n,v.
3. Enforce the appropriate shape constraint on the vector of evaluated function values,
(f(xi,1,v), f(xi,2,v), . . . , f(xi,n,v)) ∈ Sv.
See Figure (1) for an illustration. This leads to the following relaxation of (2.1):
f ∗ = arg min
f∈Fn
‖f − f̂‖2 (2.3)
where Fn is the class of functions f such that (f(xi,1,v), f(xi,2,v), . . . , f(xi,n,v)) ∈ Sv ⊂ Rn for
each v ∈ R and each i ∈ [n]. In other words, we have relaxed the shape constraints on the function
f , requiring the constraints to hold relative to the selected test points. However, this optimization
is still infinite dimensional.
We make the final transition to finite dimensions by changing the objective function to only
consider values of f on the test points. Letting Fi,k,v denote the value of f evaluated on test point
xi,k,v, we relax (2.3) to obtain the solution F ∗ = (F ∗i,k,v)v∈R,i∈[n],k∈[n] of the optimization:
arg min
F
∑
i,k,v
(Fi,k,v − f̂(xi,k,v))2
subject to (Fi,1,v, ..., Fi,n,v) ∈ (Sv)v∈R, ∀ i ∈ [n]
(2.4)
However, this leads to ill-defined predictions on the original data points x1, ..., xn, since for each
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v, xi,i,v = xi, but we may obtain different values F ∗i,i,v for various v ∈ R.
We avoid this issue by adding a consistency constraint (2.7) to obtain our final black box re-
shaping optimization (BBOPT):
arg min
F
∑
i,k,v
(Fi,k,v − f̂(xi,k,v))2 (2.5)
subject to (Fi,1,v, ..., Fi,n,v) ∈ (Sv)v∈R, ∀ i ∈ [n] (2.6)
and Fi,i,v = Fi,i,w ∀ v, w ∈ R,∀ i ∈ [n] (2.7)
We then take the reshaped predictions to be
f ∗(xi) = F ∗i,i,v
for any v ∈ R. Since the constraints depend on each xi independently, BBOPT decomposes into n
optimization problems, one for each observed value. Note that the true response values yi are not
used when reshaping. We could select optimal shape constraints on a held-out test set.
2.1.1. Intersecting Isotonic Regression
In this section, we present an efficient algorithm for solving BBOPT for the case when each Sv
imposes monotonicity constraints. Let R = |R| denote the number of monotonicity constraints.
When reshaping with respect to only one predictor (R = 1), the consistency constraints (2.7)
vanish, so the optimization decomposes into n isotonic regression problems. Each problem is effi-
ciently solved in Θ(n) time with the pool adjacent violators algorithm (PAVA) (Ayer et al., 1955).
For R > 1 monotonicity constraints, BBOPT gives rise to n independent intersecting isotonic
regression problems. The k-th problem corresponds to the k-th observed value xk; the “intersec-
tion" is implied by the consistency constraints (2.7). For each independent problem, our algorithm
takes O(m logR) time, where m = n×R is the number of variables in each problem.
We first state the general problem. Assume v1, v2, . . . , vK are each real-valued vectors with
dimensions d1, d2, . . . , dK , respectively. Let ij ∈ {1, . . . , dj} denote an index in the j-th vector vj .
The intersecting isotonic regression problem (IISO) is:
minimize
(v̂k)Kk=1
K∑
k=1
‖v̂k − vk‖2
subject to v̂k1 ≤ v̂k2 ≤ · · · ≤ v̂kdk , ∀ k ∈ [K]
and v̂1i1 = v̂
2
i2
= · · · = v̂KiK
(2.8)
First consider the simpler constrained isotonic regression problem with a single sequence v ∈ Rd,
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Algorithm 1 IISO Algorithm
1. Apply PAVA to each of the 2K tails.
2. Combine and sort the left and right tails separately.
3. Find segment s∗ in between tail values where the derivative g′(η) changes sign.
4. Compute c∗, the minimizer of g(c) in segment s∗.
index i ∈ [d], and fixed value c ∈ R
minimize
v̂
‖v̂ − v‖2
subject to v̂1 ≤ v̂2 ≤ · · · ≤ v̂d
and v̂i = c
(2.9)
Lemma 2.1. The solution v∗ to (2.9) can be computed by using index i as a pivot and splitting
v into its left and right tails, so that ` = (v1, v2, . . . , vi−1) and r = (vi+1, . . . , vd), then applying
PAVA to obtain monotone tails ̂`and r̂. v∗ is obtained by setting elements of ̂`and r̂ to
`∗k = min(̂`k, c)
r∗k = max(r̂k, c)
(2.10)
and concatenating the resulting tails so that v∗ = (`∗, c, r∗) ∈ Rd.
We now explain the IISO Algorithm presented in Algorithm (1). First divide each vector
vj into two tails, the left tail `j and the right tail rj , using the intersection index ij as a pivot,
vj = (vj1, v
j
2, . . . , v
j
(ij−1)︸ ︷︷ ︸
`j
, vjij , v
j
(ij+1)
, vj(ij+2), . . . , v
j
dj︸ ︷︷ ︸
rj
).
resulting in 2K tails {`1, . . . , `K , r1, . . . , rK}.
Step 1 of Algorithm (1) performs an unconstrained isotonic regression on each tail using PAVA
to obtain 2K monotone tails {̂`1, . . . , ̂`K , r̂1, . . . , r̂K}. This can be done in Θ(n) time, where n is
the total number of elements across all vectors so that n =
∑K
i=1 di.
Given the monotone tails, we can write a closed-form expression for the IISO objective func-
tion in terms of the value at the point of intersection.
Let c be the value of the vectors at the point of intersection so that c = v̂1i1 = v̂
2
i2
= · · · = v̂KiK .
For a fixed c, we can solve IISO by applying Lemma (2.1) to each sequence separately. This yields
the following expression for the squared error as a function of c:
g(c) =
K∑
k=1
(c− vkik)2 +
K∑
k=1
ik−1∑
i=1
(`ki −min(̂`ki , c))2 + K∑
l=1
dl∑
j=il+1
(rlj −max(r̂lj, c))2 (2.11)
which is piecewise quadratic with knots at each ̂`ki and r̂lj . Our goal is to find c? = minc g(c). Note
that g(c) is convex and differentiable.
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Figure 2: An illustration motivating the random forest reshaping method. The only nodes that split on the
shape-constrained variable v are p1 and p2. Assume x ∈ Rd drops down to leaf `1 and that, holding all other
variables constant, increasing xv beyond t1 and t2, results in dropping to leaves `2 and `3, respectively. To
enforce monotonicity in v for this point, we need to ensure leaf values µ` follow µ`1 ≤ µ`2 ≤ µ`3 .
We proceed by computing the derivative of g at each knot, from smallest to largest, and finding
the segment in which the sign of the derivative changes from negative to positive. The minimizer
c∗ will live in this segment.
Step 2 of Algorithm (1) merges the left and right sorted tails into two sorted lists. This can be
done in O(n logK) time with a heap data structure. Step 3 computes the derivative of the objective
function g at each knot, from smallest to largest, searching for the segment in which the derivative
changes sign. Step 4 computes the minimizer of g in the corresponding segment. By updating the
derivative incrementally and storing relevant side information, Steps 3 and 4 can be done in linear
time.
The total time complexity is therefore O(n log(K)).
2.2. Reshaping Random Forests
In this section, we describe a framework for reshaping a random forest to ensure monotonicity of
its predictions in a subset of its predictor variables. A similar method can be applied to ensure
convexity. For both regression and probability trees (Malley et al., 2012), the prediction of the
forest is an average of the prediction of each tree; it is therefore sufficient to ensure monotonicity
or convexity of the trees. For the rest of this section, we focus on reshaping individual trees to
enforce monotonicity.
Our method is a two-step procedure. The first step is to grow a tree in the usual way. The second
step is to reshape the leaf values to enforce monotonicity. We hope to explore the implications of
combining these steps in future work.
Let T (x) be a regression tree and R ⊆ [d] a set of predictor variables to be reshaped. Let
x ∈ Rd be an input point and denote the k-th coordinate of x as xk. Assume v ∈ R is a predictor
variable to be reshaped. The following thought experiment, illustrated in Figure (2), will motivate
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Figure 3: Suppose we have three variables (x1, x2, x3) and when we split on reshaped variable x3, the left
and right subtrees and their corresponding cells are as shown above. By examination, any point that drops
to `2 can only travel to r2 when its x3 coordinate is increased. By this logic, the exact estimator would
use the six constraints , µ`2 ≤ µr2 , µ`1 ≤ µr1 , µ`1 ≤ µr2 , µ`3 ≤ µr1 , µ`3 ≤ µr2 , µ`3 ≤ µr3 , whereas the
over-constrained estimator would use all nine pairwise constraints.
our approach.
Imagine dropping x down T until it falls in its corresponding leaf, `1. Let p1 be the closest
ancestor node to `1 that splits on v and assume it has split rule {xv ≤ t1}. Holding all other
coordinates constant, increasing xv until it is greater than t1 would create a new point that drops
down to a different leaf `2 in the right subtree of p1.
If `1 and `2 both share another ancestor p2 farther up the tree with split rule {xv ≤ t2}, increas-
ing xv beyond t2 would yield another leaf `3. Assume these leaves have no other shared ancestors
that split on v. Denoting the value of leaf ` as µ`, in order to ensure monotonicity in v for this point
x, we require µ`1 ≤ µ`2 ≤ µ`3 .
We use this line of thinking to propose a framework for estimating monotonic random forests
and describe two estimators that fall under this framework.
2.2.1. Exact Estimator
Each leaf ` in a decision tree is a cell (or hyperrectangle) C` which is an intersection of intervals
C` =
d⋂
j=1
{x : xj ∈ I`j}
When we split on a shape-constrained variable v with split-value t, each cell in the left subtree
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is of the form Cl = C¯l ∩ {x : xv ≤ t} and each cell in the right subtree is of the form Cr =
C¯r ∩ {x : xv > t}.
For cells l in the left subtree and r in the right subtree, our goal is to constrain the corresponding
leaf values µl ≤ µr only when C¯l ∩ C¯r 6= ∅. See Figure (3) for an illustration. We must devise an
algorithm to find the intersecting cells (l, r), and add each to a constraint set E. This can be done
efficiently with an interval tree data structure.
Assume there are n unique leaves appearing in E. The exact estimator is obtained by solving
the following optimization:
min
(µ̂`)
n
`=1
n∑
`=1
(µ` − µ̂`)2
subject to µ̂i ≤ µ̂j ∀ (i, j) ∈ E
(2.12)
where µ` is the original value of leaf `.
This is an instance of L2 isotonic regression on a directed acyclic graph where each leaf value
µ` is a node, and each constraint in E is an edge. With n vertices and m edges, the fastest known
exact algorithm for this problem has time complexity Θ(n4) (Spouge et al., 2003), and the fastest
known δ-approximate algorithm has complexity O(m1.5 log2 n log n
δ
) (Kyng et al., 2015).
With a corresponding change to the constraints in Equation (2.12), this approach extends nat-
urally to convex regression trees. It can also be applied directly to probability trees for binary
classification by reshaping the estimated probabilities in each leaf.
2.2.2. Over-constrained Estimator
In this section, we propose an alternative estimator that can be more efficient to compute, depend-
ing on the tree structure. In our experiments below, we find that computing this estimator is always
faster.
Let Ep denote the set of constraints that arise between leaf values under a shape-constrained
split node p. By adding additional constraints to Ep, we can solve (2.12) exactly for each shape-
constrained split node in O(np log np) time, where np is the number of leaves under p.
In this setting, each shape-constrained split node gives rise to an independent optimization
involving its leaves. Due to transitivity, we can solve these optimizations sequentially in reverse
(bottom-up) level-order on the tree.
Let np denote the number of leaves under node p. For each node p that is split on a shape-
constrained variable, the over-constrained estimator solves the following max-min problem:
min
(µ̂`)
np
`=1
np∑
`=1
(µ` − µ̂`)2
subject to max
`∈left(p)
µ̂` ≤ min
r∈right(p)
µ̂r
(2.13)
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where left(p) denotes all leaves in the left subtree of p and right(p) denotes all leaves in the right
subtree.
This is equivalent to adding an edge (`, r) toE for every pair of leaves such that ` is in left(p) and
r is in right(p). All such pairs do not necessarily exist in E for the exact estimator; see Figure (3).
For each shape-constrained split, (2.13) is an instance of L2 isotonic regression on a complete
directed bipartite graph.
For a given shape-constrained split node p, let ` = (`1, `2, . . . , `n1) be the values of the leaves
in its left subtree, and r = (r1, r2, . . . , rn2) be the values of the leaves in its right subtree, indexed
so that `1 ≤ · · · ≤ `n1 and r1 ≤ · · · ≤ rn2 . Then the max-min problem (2.13) is equivalent to:
min˜`,r˜
n1∑
i=1
(`i − ˜`i)2 + n2∑
i=1
(ri − r˜i)2
subject to ˜`1 ≤ ˜`2 ≤ ... ≤ ˜`n1 ≤ r˜1 ≤ · · · ≤ r˜n2
(2.14)
The solution to this optimization is of the form ˜`i = min(c, `i) and r˜i = max(c, ri), for some
constant c. Given the two sorted vectors ` and r, the optimization becomes:
min
c
n1∑
i=1
(`i −min(c, `i))2 +
n2∑
i=1
(ri −max(c, ri))2
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Figure 4: Illustrating the result of reshaping. We choose a test point at random and make predictions with
each model as we vary the predictor variable on the x-axis, holding all other variables constant. We see in
both cases that the original RF predictions are not monotone-increasing. The Diabetes plot (4a) also shows
the true value of the chosen data point with an X.
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This objective is convex and differentiable in c. Similar to the black box reshaping method, we
can compute the derivatives at the values of the data and find where it flips sign, then compute the
minimizer in the corresponding segment. This takes O(n) time where n = n1 + n2, the number
of leaves under the shape-constrained split. With sorting, the over-constrained estimator can be
computed in O(n log n) time for each shape-constrained split node.
We apply this procedure sequentially on the leaves of every shape-constrained node in reverse
level-order on the tree.
3. Experiments
TABLE 1
Acronyms used for reshaping methods.
METHOD ACRONYM SEC
RANDOM FOREST RF -
BLACK BOX RESHAPING BB 2.1
EXACT ESTIMATOR EX 2.2.1
OVER-CONSTRAINED ESTIMATOR OC 2.2.2
We apply the reshaping methods described above to two regression tasks and two binary classifi-
cation tasks. We show that reshaping allows us to enforce shape constraints without compromising
predictive accuracy. For convenience, we use the acronyms in Table (1) to refer to each method.
The BB method was implemented in R, and the OC and EX methods were implemented in R
and C++, extending the R package ranger (Wright & Ziegler, 2017). The exact estimator from
Section (2.2.1) is computed using the MOSEK C++ package (ApS, 2017).
For binary classification, we use the probability tree implementation found in ranger, enforc-
ing monotonicity of the probability of a positive classification with respect to the chosen predictors.
For the purposes of these experiments, black box reshaping is applied to a traditional random for-
est. The random forest was fit with the default settings found in ranger.
We apply 5-fold cross validation on all four tasks and present the results under the relevant
performance metrics in Table (2).
3.1. Diabetes Dataset
The diabetes dataset (Efron et al., 2004) consists of ten physiological baseline variables, age, sex,
body mass index, average blood pressure, and six blood serum measurements, for each of 442
patients. The response is a quantitative measure of disease progression measured one year after
baseline.
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TABLE 2
Experimental results of 5-fold cross-validation. Accuracy is measured by mean squared error (Diabetes), mean
absolute percent error (Zillow), and classification accuracy (Adult, Spam). Standard errors are shows in parentheses.
METHOD DIABETES ZILLOW ADULT SPAM
RF 3209 (377) 2.594% (0.1%) 87.0% (1.7%) 95.4% (1.3%)
BB 3210 (390) 2.594% (0.1%) 87.1% (1.8%) 95.4% (1.3%)
EX 3154 (353) - 86.8% (1.5%) 95.3% (1.2%)
OC 3155 (350) 2.588% (0.1%) 87.0% (1.5%) 95.3% (1.2%)
Holding all other variables constant, we might expect disease progression to be monotonically
increasing in body mass index (Ganz et al., 2014). We estimate a random forest and apply our
reshaping techniques, then make predictions for a random test subject as we vary the body mass
index predictor variable. The results shown in Figure (4a) illustrate the effect of reshaping on the
predictions.
We use mean squared error to measure accuracy. The results in Table (2) indicate that the pre-
diction accuracy of all four estimators is approximately the same.
3.2. Zillow Dataset
In this section, the regression task is to predict real estate sales prices using property information.
The data were obtained from Zillow, an online real estate database company. For each of 206,820
properties, we are given the list price, number of bedrooms and bathrooms, square footage, build
decade, sale year, major renovation year (if any), city, and metropolitan area. The response is the
actual sale price of the home.
We reshape to enforce monotonicity of the sale price with respect to the list price. Due to the size
of the constraint set, this problem becomes intractable for MOSEK; the results for the EX method
are omitted. An interesting direction for future work is to investigate more efficient algorithms for
this method.
Following reported results from Zillow, we use mean absolute percent error (MAPE) as our
measure of accuracy. For an estimate ŷ of the true value y, the APE is |ŷ − y|/y.
The results in Table (2) show that the performance across all estimators is indistinguishable.
3.3. Adult Dataset
We apply the reshaping techniques to the binary classification task found in the Adult dataset
Lichman (2013). The task is to predict whether an individual’s income is less than or greater than
$50,000. Following the experiments performed in Milani Fard et al. (2016) and You et al. (2017),
we apply monotonic reshaping to four variables: capital gain, weekly hours of work, education
12
level, and the gender wage gap.
We illustrate the effect of reshaping on the predictions in Figure (4b). The results in Table (2)
show that we achieve similar test set accuracy before and after reshaping the random forest.
3.4. Spambase Dataset
Finally, we apply reshaping to classify whether an email is spam or not. The Spambase dataset
(Lichman, 2013) contains 4,601 emails each with 57 predictors. There are 48 word frequency
predictors, 6 character frequency predictors, and 3 predictors related to the number of capital letters
appearing in the email.
That data were collected by Hewlett-Packard labs and donated by George Forman. One of the
predictors is the frequency of the word “george", typically assumed to be an indicator of non-spam
for this dataset. We reshape the predictions to enforce the probability of being classified as spam
to be monotonically decreasing in the frequency of words “george" and “hp".
The results in Table (2) again show similar performance across all methods.
4. Discussion
We presented two strategies for prediction rule reshaping. We developed efficient algorithms to
compute the reshaped estimators, and illustrated their properties on four datasets. Both approaches
can be viewed as frameworks for developing more sophisticated reshaping techniques.
There are several ways that this work can be extended. Extensions to the black box method
include adaptively combining rearrangements and isotonization (Chernozhukov et al., 2009), and
considering a weighted objective function to account for the distance between test points.
In general, the random forest reshaping method can be viewed as operating on pre-trained pa-
rameters of a specific model. Applying this line of thinking to gradient boosted trees, deep learning
methods, and other machine learning techniques could yield useful variants of this approach.
And finally, while practitioners might require certain shape-constraints on their predictions,
many scientific applications also require inferential quantities, such as confidence intervals and
confidence bands. Developing inferential procedures for reshaped predictions, similar to Cher-
nozhukov et al. (2010) for rearrangements and Athey et al. (2018) for random forests, would yield
interpretable predictions along with useful measures of uncertainty.
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