Abstract: This paper presents a new method for improving face recognition performance under difficult conditions. Specifically, a new image representation scheme is proposed which is derived from the YCrQ colour space using principal component analysis (PCA) followed by Fisher linear discriminant analysis (FLDA). A multi-scale local feature, LBP-DWT, is used for face representation which is computed by extracting different resolution local binary patterns (LBP) features from the new image representation and transforming the LBP features into the wavelet domain using discrete wavelet transform (DWT) and Haar wavelets. A variant of non-parametric discriminant analysis (NDA), called regularised non-parametric discriminant analysis (RNDA) is introduced to extract the most discriminating features from LBP-DWT. The proposed methodology has been evaluated using two challenging face databases (FERET and multi-PIE). The promising experimental results show that the proposed method outperforms two state-of-the-art methods, one based on Gabor features and the other based on sparse representation classification (SRC).
Introduction
Feature selection and feature extraction are crucial to many pattern classification problems (e.g., face recognition). The key objective is transforming the original data into a new domain where more effective features can be extracted, giving rise to significant differences between classes. Using a good set of features is vital for improving classifier performance. This paper presents a new method for face recognition which capitalises on fusing features across colour, spatial, and frequency domains for enhancing recognition performance. Specifically, the proposed method uses features extracted by employing three different modules: the image representation module, the image feature extraction module, and the statistical feature extraction module.
While popular methods in face recognition mainly focus on extracting features either from the image space [e.g., using techniques such as Gabor kernels (Daugman, 1985) and local binary patterns (LBP) (Ojala et al., 2002) ], or from transformed spaces [e.g., using statistical methods such as PCA (Turk and Pentland, 1991) and FLDA (Belhumeur et al., 1997) ], there is little work on studying the role of image representation in face recognition. Using an appropriate image representation scheme can be considered as an important feature extraction stage. Most face recognition methods start with an image representation that is a linear combination of the three primary colours, R, G, and B, for example, using the luminance image Y = 0.299R + 0.58G + 0.114B or the intensity image I = (R + G + B) / 3. However, more theoretical work and experimental results are in great demand to support that such image representation schemes are optimal for image analysis, especially for face recognition. Ideally, novel image representation schemes that improve class separability are highly desirable in order to simplify classifier design and improve face recognition performance. Motivated by recent work on fusing colour information to improve face recognition accuracy Yang et al., 2010) , we propose a new image representation scheme, which is derived from the YCrQ colour space using PCA followed by FLDA.
Local image features, such as Gabor and LBP, have demonstrated remarkable success in improving face recognition performance (Liu and Wechsler, 2002; Ahonen et al., 2006) . Since Gabor filters are sensitive to different scales and orientations, Gabor features have been used to capture salient visual properties and cope with image variations such as illumination changes. Motivated by these studies, we propose a multiple-scale LBP feature that is computed by transforming the LBP features into the wavelet domain using Haar wavelets. This new type of feature, which will be referred to as LBP-DWT, extends the traditional single-resolution LBP feature to a multiple-scale space across both the spatial and frequency domains.
Image features, or low-level features, alone are not sufficient to deal with face recognition under complex conditions, due to the fact that image features are usually redundant and noisy. It is widely accepted that statistical learning techniques, such as PCA and FLDA, can find low-dimensional spaces that contain more effective features, offering enhanced discriminating ability and computational efficiency. Motivated by non-parametric discriminant analysis (NDA) (Fukunaga, 1990) , large margin nearest neighbour (LMNN) classification (Weinberger and Saul, 2009) , and eigenfeature regularisation (Jiang et al., 2008) , we present a variant of NDA using regularisation (RNDA) to extract the most discriminating LBP-DWT features for enhancing face recognition performance.
The proposed face recognition approach has been extensively evaluated on two challenging face databases, FER-ET (Phillips et al., 2000) and CMU Multi-PIE (Gross et al., 2010) . FERET images were acquired during different photo sessions where illumination conditions and face size may vary. CMU Multi-PIE images have large variations across pose, illumination, and expression (PIE). The experimental results show that the proposed method improves face recognition performance significantly, and outperforms two state-of-the-art methods, one based on Gabor features (Liu and Wechsler, 2002) and the other based on SRC (Wright et al., 2009) .
The rest of the paper is organised as follows: Section 2 reviews methods related to our approach. Section 3 presents the novel image representation scheme while Section 4 introduces the LBP-DWT features and the regularised non-parametric discriminant analysis (RNDA) approach. Section 5 reports our experimental results and comparisons. Finally, Section 6 contains our conclusions and directions for future research.
Background
Face recognition has attracted a lot of attention recently due to the complexity of the problem and the enormous number of applications both in the commercial and government sectors (Bowyer et al., 2006; Jain et al., 2004; Zhao et al., 2003) . Numerous methods have been proposed in the past two decades to address the problems of face recognition with large image variations due to illumination, expression, blurring, etc., which are often confronted in real-world face recognition applications.
Like any pattern recognition problem, face recognition relies heavily on the features employed for classification. Most state-of-the-art face recognition methods usually start with extracting image-level features that are desired to be invariant to image variations in order to facilitate subsequent statistics-level feature extraction for classification. Two popular image-level features used in face recognition are Gabor (Liu and Wechsler, 2002) and LBP (Ahonen et al., 2006) . Gabor features model quite well the receptive field profiles of cortical simple cells (Daugman, 1985) . Thus, they capture salient visual properties such as spatial localisation, orientation selectivity, and spatial frequency characteristic. The success of LBP in face recognition has been attributed to its robustness in terms of grey-level monotonic transformation since faces can be seen as a composition of micropatterns that are well described by this operator (Ahonenet al., 2006) . In general, LBP features describe small face details while Gabor features capture facial shape at larger scales. The complementary information provided has been exploited for enhancing face recognition performance (Zhang et al., 2005; Liu and Liu, 2010; Tan and Triggs, 2010 ).
Methods using grey-level images have difficulties dealing with complex image variations, such as severe illumination changes, as evidenced in a recent face recognition grand challenge (FRGC) competition (Phillips et al., 2005) . Instead of developing more sophisticated feature extraction methods and classifiers, a few researchers investigated the potential of using colour information to address some of the challenges in face recognition (Liu, 2008; Liu and Liu, 2008, 2010; Yang and Liu, 2008; Yang et al., 2010; Choi et al., 2011; Wang et al., 2011; Sultana and Garilova, 2014) . Using colour information for face recognition has been motivated by the fact that, for any given colour face image, a natural yet powerful complementary image representation can be provided using multiple colour components that can enhance the diversity of misclassifications in statistical pattern recognition (Kittler et al., 1998) . As a result, feature-level or decision-level fusion can be used to improve the performance of face recognition.
Although most researchers have ignored the role of colour information in face recognition, its promising effect on significantly boosting face recognition performance has been validated using several colour face databases, such as FRGC (Liu, 2008; Liu and Liu, 2008, 2010) , FERET (Choi et al., 2011) , PIE (Choi et al., 2011) , XM2VTSDB (Choi et al., 2011) , AR Wang et al., 2011) , and GT (Wang et al., 2011) . Several researchers (Liu, 2008; Yang and Liu, 2008; Yang et al., 2010; Wang et al., 2011) have proposed creating new colour spaces that are more discriminative than existing ones for face recognition, by applying statistical learning methods such as PCA, FLDA, independent component analysis (ICA), and tensor-based discriminant analysis. On the other hand, it has been also demonstrated that performance gains in face recognition can be achieved by extracting different features from different colour spaces Liu and Liu, 2010; Choi et al., 2011) .
Low-level features, such as Gabor and LBP, usually reside in a high-dimensional space. As it is more likely to enhance the generalisation accuracy and robustness of classification in a lower dimensional space (Jiang, 2011) , there is a great demand to find meaningful and compact patterns to improve the robustness of pattern recognition. Therefore, applying dimensionality reduction is an essential step for designing robust face recognition paradigms. Commonly used methods for dimensionality reduction include PCA and FLDA. PCA reduces a large set of correlated variables to a smaller number of uncorrelated components, which can be used for recognition or face reconstruction. On the other hand, FLDA can achieve higher separability than PCA among different classes by deriving a projection basis that separates data in different classes as much as possible and compresses data in each class as much as possible. A fundamental limitation of FLDA arises from the parametric nature of scatter matrices, whose computation relies on the assumption that the samples in each class follow a Gaussian distribution. To address the case of a non-Gaussian distribution, NDA (Fukunaga, 1990) has been proposed which computes the between-class scatter matrix using samples near the boundary between classes. The margin, which is derived from the boundary between classes, plays an important role in classification since the larger the margin the lower the generalisation error. A large margin between classes can be artificially maintained locally using a linear transformation to pull same labelled samples closer together and push different labelled samples further apart (Weinberger and Saul, 2009; Gu et al., 2010) . As the high dimensionality of face image features and the small number of training samples usually cause the small sample size (SSS) problem, dimensionality reduction is considered as an important method to overcome this obstacle. It should be mentioned that in dimensionality reduction, the eigenspace of the within-class scatter matrix usually contains an unstable subspace due to noise and finite number of training samples. Eigenfeature regularisation based on an eigenspectrum model can be used to alleviate the problems of instability, overfitting, and poor generalisation (Jiang et al., 2008) .
A novel image representation
Over the past two decades, much effort has been made on developing different methods in face recognition using grey-scale image representations. Except in face detection, the effectiveness of colour information in face recognition has been largely ignored. Recently, a few works have considered using the complementary characteristics residing in colour spaces to improve face recognition performance (Liu, 2008; Liu and Liu, 2008, 2010; Yang and Liu, 2008; Yang et al., 2010; Choi et al., 2011; Wang et al., 2011) . While these methods improve recognition performance significantly, they also have higher computational complexity due to using multiple colour components. To provide a trade-off between performance and computational efficiency, we present an optimum colour space conversion scheme based on PCA and FLDA, namely a conversion from a 3-D colour space to a 2-D image space. N , where N = m × n. Each vector C is normalised to have zero mean and unit variance. A data matrix X ∈ 3×Nl can be formed using the training images:
where l is the number of training images. In X, each column is an observation and each row is a variable. The covariance matrix Σ X may be formulated as
where X is the centred data matrix. PCA is used to factorise Σ X into the following form:
3×3 is an orthonormal eigenvector matrix and Λ = diag{λ 1 , λ 2 , λ 3 } 3×3 a diagonal eigenvalue matrix with diagonal elements in decreasing order (λ 1 ≥ λ 2 ≥ λ 3 ). By projecting the three colour components C 1 , C 2 , C 3 of an image onto the eigenvector 1, a new image representation U ∈ N can be obtained:
According to the properties of PCA, U is optimal for data representation but not for data classification. To obtain a representation that improves discrimination, one needs to handle within-and between-class variations separately. FLDA is a well-known subspace learning method that yields an optimal subspace, separating different classes as far as possible and compressing same classes as compactly as possible. Thus, a more powerful image representation can be obtained based on U via the FLDA framework. Let i U be the mean vector of class ω i and U be the grand mean vector. Then, the between-and within-class scatter matrices S b and S w are defined as follows.
where P(ω i ) is the prior probability of class ω i , and k is the number of classes, and
The general Fisher criterion in the U image space can be defined as follows.
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Maximising this criterion can be solved by deriving the optimal transform matrix
, where ψ 1 , ψ 2 , …, ψ d are chosen from the generalised eigenvectors of S b Ψ = λS w Ψ corresponding to the d largest eigenvalues.
Let C = [C 1 , C 2 , C 3 ] be the original colour configuration with the normalisation of zero mean and unit variance for each vector. By projecting C onto the matrix P, one can define the general colour-space between-class scatter matrix L b and within-class scatter matrix L w as follows (Yang and Liu, 2008) .
where i C is the mean of class ω i and C is the grand mean, and
. By obtaining the generalised eigenvectors ξ 1 , ξ 2 , ξ 3 of L b Ξ = λL w Ξ, ξ 1 corresponding to the largest eigenvalue is selected as the optimal colour transformation, which can generate the discriminating image representation suitable for face recognition. Finally, a novel image representation D ∈ N can be derived by projecting the three colour component images C 1 , C 2 , C 3 of an image onto ξ 1 : 
Face recognition using LBP-DWT and RNDA
In this section, first we present the LBP-DTW approach that yields multi-scale local features both in spatial and frequency domains. Then, we present the RNDA approach that is used to extract the most discriminating features from LBP-DWT. For completeness, we provide a brief review of LBP.
Local binary patterns
Local binary patterns (LBP) which was originally introduced for texture analysis (Ojala et al., 1996) , has been successfully extended to describe faces as a composition of micro-patterns. LBP has demonstrated good success in face recognition. In a 3 × 3 neighbourhood of the image, the basic LBP operator assigns a binary label 0 or 1 to each surrounding pixel by thresholding its grey value using the central pixel value as threshold. Then, the value of the central pixel is replaced with a decimal number obtained by concatenating the binary labels of the neighbours. Formally, the LBP operator is defined as follows.
where s(i p -i c ) equals 1 if i p -i c ≥ 0 and 0 otherwise. Figure 1 illustrates an example of the basic LBP operator. Two extensions of the basic LBP were developed in Ojala et al. (2002) to enhance the discrimination ability of the texture descriptor. The first extension allows LBP to deal with any neighbourhood size by using circular neighbourhoods and bilinearly interpolating the pixel values. The second extension defines the so-called uniform patterns. Refer to Ojala et al. (2002) for the details. The aforementioned extensions allow LBP is to capture image information at different space resolutions. For example, A straightforward method to generate multiple-resolution LBP features is to concatenate histogram features derived from different LBP operators. This, however, leads to high dimensional vectors that can degrade classifier performance. To address this concern, we proposed using DWT.
LBP-DWT
DWT takes a series of n observations and produces n new values (i.e., wavelet coefficients). An advantage of DWT is its ability to decompose the variance of the observations on a scale-by-scale basis. Specifically, DWT decomposes an input signal x simultaneously using a low pass filter g(k) and a high-pass filter h(k). The output consists of two parts, the approximation and detail coefficients. Mathematically, DWT is defined as follows.
The decomposition is applied recursively to the low-pass output until a desired number of iterations are reached. Due to concerns related to computational efficiency, we perform only one-level DWT decomposition using the Haar wavelet. The resulting LBP-DWT features contain multiple-scale information from both the spatial and frequency domains. Figure 2 illustrates the process for generating the LBP-DWT features from the novel image representation. The detail and approximation parts of LBP-DWT, which are complementary to each other, will be fed to RNDA and the classification outputs will be fused at the score level to further improve classification results. 
Regularised non-parametric discriminant analysis
FLDA is a commonly used classification method for face recognition. However, when the samples follow a non-Gaussian distribution, it often leads to performance degradation. Another drawback of FLDA is that the number of features assuming L classes has an upper bound of L -1. To overcome these problems, Fukunaga (1990) proposed a non-parametric technique, known as NDA. The basis of the extension to NDA from FLDA is a non-parametric between-class scatter matrix that measures between-class scatter using k-nearest neighbours (kNN) on a local basis, instead of merely the class centres. In two-class NDA, the between-class scatter matrix is defined as ( ) x w(i, p) is the value of the weighting function. Under the new formulation and preferably weighting the samples that are near the classification boundary, NDA inherently yields features preserving the structure that is important for classification (Fukunaga, 1990) . The original NDA is restricted to two-class problems; recent work has extended NDA to the general L-class problem that is suitable for face recognition (Li et al., 2009; Gu et al., 2010) . 
The margin, which is defined as a hyperplane representing the largest separation between classes, is widely used in several machine learning algorithms. A well-known example is support vector machines (SVMs), which choose a subset of input vectors (i.e., support vectors) to construct the decision hyperplane by maximising the margin for achieving good generalisation. In practice, samples from different classes are likely to mix with each other near the boundary. Such overlapping samples bring considerable difficulty for the learning process and are the primary cause of classification errors. One solution to this problem is to learn a linear transformation of the input space, which pulls same labelled samples closer together and pushes differently labelled samples further apart in a local region (Weinberger and Saul, 2009; Gu et al., 2010) . This allows a large margin between different classes to be created in overlapping regions. For visualisation purposes, in Figure 3 we use a three-class problem in a two-dimensional input space to illustrate the main idea behind using a linear transformation to enlarge the margin. x as close as possible are approximated by maximising the ratio of between-class scatter to within-class scatter (Gu et al., 2010) .
Following the definition of the non-parametric scatter matrix (Fukunaga, 1990; Li et al., 2009) , the between-class and within-class scatter matrices are defined as
where c is the number of classes and n i is the number of samples in class i. The value of the weighting function, denoted as w (i, j, p) , is defined as ( ) 
where || ·|| 1 is l 1 -norm and α is a parameter between zero and infinity, which controls the changing speed of the weight with respect to the distance ratio. By using the Fisher criterion, the optimum linear transformation thus is composed of the leading eigenvectors of 
S S
In face recognition, the dimensionality of the face image is usually very high compared to the number of available training samples, which may make the within-class scatter matrix singular. The inverse of the within-class scatter matrix often becomes unstable and problematic. A popular solution to address this problem is using PCA first for dimensionality reduction such that the within-class scatter matrix becomes non-singular; then, FLDA is applied in the lower dimensional space. However, FLDA discards the null space of the within-class scatter matrix, which is also deemed to contain important discriminatory information (Chen et al., 2000) . To address this issue, an eigenfeature regularisation subspace approach was proposed in Jiang et al. (2008) to extract the discriminatory information residing in both the principal and null spaces of the within-class scatter matrix. Integrating eigenfeature regularisation with NDA leads to the proposed RNDA approach that can be summarised as follows.
Training stage:
1 Apply PCA to a set of training samples and select the leading eigenvectors to construct the principal subspace W pca = {ψ 1 , ψ 2 , …, ψ n } so as to avoid the singularity problem and reduce noise. .
The m can be estimated by using a median-based operation (Jiang et al., 2008) . 
Experiments
Extensive experiments have been carried out to evaluate the proposed face recognition method using two challenging data sets: FERET (Phillips et al., 2000) and CMU Multi-PIE (Gross et al., 2010) . Specifically, we demonstrate the effectiveness of the proposed method using three sets of experiments. The first set evaluates the effectiveness of the novel image representation scheme for face recognition. The second set evaluates the discrimination power of LBP-DWT features and compares them with traditional LBP features. The third set compares the proposed face recognition method with two state-of-the-art methods: Gabor-based recognition (Liu and Wechsler, 2002) and RSC .
Datasets
FERET. The colour FERET database (Phillips et al., 2000) consists of more than 13,000 facial images corresponding to more than 1,500 subjects. Since images were acquired during different sessions, the illumination conditions and the size of the face may vary. The diversity of the FERET database is across gender, ethnicity, and age. The images were acquired without any restrictions imposed on facial expression and with at least two frontal images shot at different times during the same session. The FERET database has become the de facto standard for evaluating face recognition technologies. The datasets used in the experiments contain four frontal face image sets, fa, fb, dup1, and dup2. Specifically, 1,660 images comprising of 830 persons are first selected from the fa and fb sets to form a set, each person having one fa image and one fb image. From this set, a subset of 1,000 images corresponding to 500 persons then is randomly selected to construct the training set. The gallery set consists of 967 fa images. The two most challenging FERET probe sets, dup1 and dup2, which are used for analysing the effect of ageing on the face recognition performance, are evaluated as the testing set in the experiments. The image numbers of dup1 and dup2 are 722 and 228. Since FERET has provided ground truth eye positions, all images are processed by the normalisation consisting of the following procedures: first, the centres of the eyes are annotated by using ground truth; second, rotation and scaling transformations align the centres of the eyes to predefined locations and fixed interocular distance; finally, a subimage procedure crops the face image to the size of 64 × 64 to extract the facial region, where the locations of left eye and right eye are (17, 17) and (47, 17) .
Multi-PIE. The PIE database was collected at CMU in the fall of 2000 (Sim et al., 2003) , in order to support research for face recognition across pose and illumination. Despite its popularity in the research community, the PIE database has some shortcomings. Particularly, there are only 68 subjects that were recorded in a single session, displaying a small range of expressions (neutral, smile, blink, and talk) (Gross et al., 2010) . To address these issues, the Multi-PIE database was collected between October 2004 and March 2005. This new database improves upon the PIE database in a number of categories. Most notably, a substantially larger number of subjects were imaged (337 vs. only 68 in PIE) in up to four recording sessions (Gross et al., 2010) . In addition, the recording environment of the Multi-PIE database has been improved in comparison to the PIE collection through usage of a uniform, static background and live monitors showing subjects during the recording, allowing for constant control of the head position (Gross et al., 2010) .
The experiments use only frontal images, i.e., pose 05 1. In particular, all of the 249 subjects presented in session 1 serve as the training set. Each subject has six images that cover illuminations 12, 14, and 16. The number of training images thus is 1,494. The gallery set consists of 249 images that were recorded in a neutral expression without flash illumination, i.e., illumination 0. Of all 337 subjects in Multi-PIE 129 were recorded in all four sessions. The probe set comprises the images of such 129 subjects in sessions 2, 3, and 4, covering illuminations 4, 8, and 10. The image number of the probe set is 3,483.
Since Multi-PIE does not provide the ground truth of eye locations, face images in the experiments are geometrically rectified by first automatically detecting face and eye locations through the Viola-Jones face and eye detectors (Viola and Jones, 2004) and then aligning the centres of the eyes to predefined locations for extracting 64 × 64 face region. However, due to the occlusion of sunglasses and the presence of the dark glasses frames, the Viola-Jones eye detector fails in detecting the locations of the eyes for a small portion of face images. In such cases, manual annotation is used to locate the eyes. 
Evaluation of the novel image representation scheme
The essence of the novel image representation scheme is learning a transformation from a space of uncorrelated colour representations to a space of most discriminative image. Previous research ) has shown that the YCrQ colour space provides more discriminatory information than other colour spaces in the case of the FRGC database (Phillips et al., 2005) . Therefore, we have used YCrQ in our experiments. To derive the novel image representation from YCrQ, the transformation coefficients given by (8) are first obtained using PCA followed by FLDA using a set of training images corresponding to the union of the FERET and Multi-PIE training sets. In this case, the transformation coefficients are [0.5768, 0.8156, 0.0446]. It should be noted that the Y, Cr, and Q colour images should be normalised to zero mean and unit variance before applying the linear combination. Figure 5 shows some examples using the novel image representation scheme. Interestingly, the resulting representation looks more like the Cr colour image than the grey-scale image Y. It is the colour-related information that helps the novel image representation scheme to outperform grey-level-based face recognition. Three classification methods, Eigenfaces (PCA) (Turk and Pentland, 1991) , Fisherfaces (FLDA) (Belhumeur et al., 1997) , and SRC (Wright et al., 2009) , were used in our experiments to evaluate the effectiveness of the novel image representation scheme for face recognition. The Eigenfaces and Fisherfaces methods are classical face recognition methods, which apply the global scatter information of the training samples whereas largely ignore the sample structures nonlinearly embedded in the high-dimensional face space. Although face images are naturally very high dimensional, they lie on or near low-dimensional sub-spaces or submanifolds. If a collection of representative samples is found for the distribution, one should expect that a typical sample has a very sparse representation with respect to such a basis (Wright et al., 2010) . Inspired by this finding, Wright et al. proposed a SRC approach for face recognition (Wright et al., 2009) . In SRC, a given test image is first coded as a sparse linear combination of the training samples via l 1 -norm minimisation. Then, recognition can be accomplished by evaluating which class from the training samples results in the smallest reconstruction error for the test image. In our experiments, we used all 1,660 training images from the FERET database in SRC to improve the likelihood that for any test image, there exist similar training images. In addition, PCA was applied before SRC to reduce the dimensionality of input images. Table 1 shows the recognition accuracy using the novel image representation, the grey-level image Y, the colour image Cr, and the colour image Q on the two databases using different recognition methods. Generally speaking, the Cr colour image yields better accuracy than the grey image Y on both databases. This finding is also confirmed on the FRGC database . The new image representation, defined as a linear combination of Y, Cr, and Q, thus inherits the discrimination power of Y, Cr, and Q to further improve face recognition performance. 
Evaluation of LBP-DWT
To extract the LBP features, the face image, which is of size 64 × 64, is divided into overlapping patches. The size of each patch is 9 × 9 and there are three overlapping pixels between adjacent patches. This leads to 144 patches with each patch yielding LBP features of length 59. As a result, each of the three LBP operators, In the case of the new image representation, first we extract the LBP features using the three LBP operators, and then RNDA is applied to extract a set of discriminating features from the detail and approximation parts of LBP-DWT, and finally the classification outputs are fused by the sum rule at the score level to derive the final classification results, as shown in Figure 2 . For comparison, multiclass NDA (Li et al., 2009 ) is also implemented in the experiments. There are two important parameters in RNDA and NDA. First, the number of nearest neighbours k and second, the weight α. As α does not influence recognition performance significantly, we set its value to 2 for both databases. However, k is training-set specific and affects performance. If k is chosen to the training number of each class and w (i, j, p) in (12) is set to one, NDA is essentially a generalisation of parametric discriminant analysis (PDA) (Li et al., 2009) . To avoid this, in our experiments we set k to one half of the training number of each class, i.e., 1 and 3 for the FERET and Multi-PIE databases, respectively. Figure 6 shows the effectiveness of different LBP features. As it can be observed, the LBPu2 8;2 can achieve better performance than The proposed LBP-DWT features consistently outperform LBP features; its accuracy is 88.08%, 83.33%, and 72.26%, respectively, when using RNDA. The improvement over 2 8,2 u LBP is 2.3%, 1.0%, and 5.0%. In particular, the gain is more significant for the Multi-PIE database that contains images having larger illumination variation. Generally, RNDA is marginally better than NDA for the LBP-DWT features. 
Further improvements and comparisons
The face recognition performance achieved in the previous subsection can be further improved by applying score-level fusion using the novel image representation, which encodes colour information, with the Y image, which encoded grey-scale information. Specifically, the sum rule was used to fuse the similarity score of the LBP-DWT approach using the novel image representation with the similarity score of the approximation part of the LBP-DWT approach using the grey-scale image Y. Figure 7 shows the obtained results, in which RNDA is used. Table 2 compares the performance of the proposed approach with two state-of-the-art methods, Gabor-based classification (Liu and Wechsler, 2002) and robust sparse coding (RSC) classification . RSC models sparse coding as a sparsity-constrained robust regression problem and seeks a maximum likelihood estimation (MLE) solution of the sparse coding problem. The experiments on Multi-PIE show that RSC is more robust to outliers (e.g., occlusions and corruptions) than SRC . Our experimental results on FERET and Multi-PIE indicate that the proposed face recognition framework significantly outperforms the Gabor-based and RSC approaches. As local face details extracted by LBP are different from those extracted by Gabor, these two types of local features may be deemed to be complementary to each other. Therefore, their combination has the potential to boost face recognition performance Tan and Triggs, 2010) . To test this hypothesis, we used the sum rule to fuse the classification outputs of the proposed method with the one obtained using Gabor features using RNDA for classification. Table 3 shows that additional performance improvements can be obtained. We have also evaluated the effectiveness of RSC using YCrQ. In particular, given face image, each colour component image of YCrQ is first resized to 32 × 32 and then normalised to zero mean and unit variance. The three normalised image vectors are then concatenated and used for RSC-based classification. Our experimental results shown in Table 3 indicate that YCrQ helps RSC to improve its performance remarkably, which implies that colour information is indeed a simple yet effective feature for face recognition. Nevertheless, the proposed face recognition framework fused with Gabor features is better than RSC using YCrQ.
Conclusions
Classical face recognition methods, such as Eigenfaces and Fisherfaces, have become inadequate in tackling complex face recognition tasks, as evidenced by our experiments using the FERET and Multi-PIE databases in this paper. Recently, efforts have focused on extracting multiple complementary feature sets and new research has witnessed the development of several successful face recognition systems using this idea (Su et al., 2009; Liu and Liu, 2010; Tan and Triggs, 2010) . In this paper, we proposed a novel face recognition approach using multiple feature fusion across colour, spatial and frequency domains. We summarise below the main contributions of this work.
• First and foremost, a novel image representation scheme was derived from the uncorrelated YCrQ colour space by a transformation that maps the 3-D colour space to a 2-D feature space. Because uncorrelated colour components naturally decompose face colour images into multiple complementary image representations, such a good property is important for effective image representation used in face recognition. Therefore, the new face image inherently possesses enhanced discrimination for face recognition over grey image.
• Second, LBP-DWT features were designed to describe multiple-scale local face details. The multiple-resolution LBP features are extracted at three different resolutions and DWT decomposes the high-dimensional LBP features into multiple-scales across spatial and frequency domains, hence enhancing the complementary characteristic of the features. RNDA, a variant of NDA, was then introduced to extract a set of discriminative features from the LBP-DWT features.
Extensive experiments using the FERET and Multi-PIE databases demonstrated the feasibility of the proposed framework. In particular, our experimental results show that: 1 the novel image representation scheme performs better than the grey-scale image Y 2 the LBP-DWT features are more powerful than traditional LBP features 3 RNDA can extract more powerful features from LBP-DWT to improve face recognition performance 4 the proposed face recognition approach significantly outperforms state-of-the-art methods.
Recent research has shown that colour space normalisation (CSN) techniques can significantly reduce the correlation between colour components, thus enhancing their discrimination power for face recognition. Some hybrid colour spaces, such as XGB, YRB, and ZRG, can achieve excellent performance in the context of face recognition, when CSN is applied . For future research, we plan to employ CSN techniques in order to create more discriminating image representations for face recognition. In addition, we plan to investigate the effectiveness of the new image representation scheme upon facial expression recognition and gender classification.
