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Mobility of user equipment introduces significant effects on wireless channel parameters in the 
context of vehicle movement scenario. In recent years, mobility models being a way of redefining 
channel parameters in the field of vehicular communication channel has gained noticeable re-
search focus. Furthermore, different performance aspects like throughput, reliability, availability 
as well as latency require analysis from both real life and simulation point of view. In the thesis 
scope, vehicle specific mobility models are selected based on algorithm simplicity, reliability and 
efficiency over other mobility models. In addition, the channel parameters are described and sim-
ulated taking user equipment mobility as well as different carrier frequency usage into account. 
Besides, in the context of vehicular communication regarding different vehicle types it is important 
to converge mobility models in positioning studies. Moreover, tracking the user position with ve-
locity estimates is simulated and analysed by using Kalman filter methodology to illustrate the 
effect of user equipment velocity on the filtering scenario. Furthermore, effect of base station 
geometry on channel performance with reference to the mobility path of user equipment in the 
context of different carrier frequency usage is simulated and discussed to portray variation in the 
channel throughput. Finally, different channel modelling parameters are considered maintaining 
contextual resemblance with the mobility models to analyse as well as simulate different scenar-
ios related to vehicle mobility effect on channel parameters.  
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1. INTRODUCTION 
Mobility models refer to the characterization of vehicle or user movement in the context 
of location, velocity and heading direction with a course of time. Besides, designing of 
mobility models depends on the vehicle classification as well as vehicle movement envi-
ronment. Mobility models are considered as the foundation of analysing the effect of 
varying radio channel parameters concerning positioning and communication studies in 
the context of user mobility. Communication channel models and their properties vary 
with the mobility of user equipment as a resultant of change in different performance 
aspect, throughput, latency, reliability and availability. Moreover, mobility models play 
significant role in trace-based positioning like Kalman filtering methodology [1].  
User mobility effect on wireless channel parametrization has gained interest in the recent 
times, as need for vehicular communication is on the rise. Besides, autonomous vehicles 
have been in the centre of interest in recent years. Hence, redefining channel parameters 
as well as redesigning of communication links based on different performance aspect 
analysis is important for future studies in the field of positioning and communication stud-
ies. Therefore, in this thesis scope, basic mobility models concerning different vehicles 
like, cars, high speed trains, unmanned aerial vehicles or drones as well as pedestrian 
mobility models are described and analysed through simulation scenario.  
Numerous recent works have been done regarding mobility models in the context of ve-
hicular communication. A recent work [2] has introduced formation control or formation 
in motion describing control actions to ensure that certain group of vehicles maintains 
fixed or dynamic pattern during movement. Regarding high speed train communication 
system, a survey based work [3] on channel measurement for high speed train is con-
ducted to outline channel measurement model as well as other research direction.  
In this thesis scope, a feasibility analysis is done for the selected mobility models con-
cerning different vehicle types. Besides, different channel parameters are described in 
the context of mobility of user equipment. Mobility of user equipment is considered in the 
context of acceleration, deceleration as well as constant speed scenario of the specific 
vehicle. Moreover, analysing different channel parameters is performed regarding differ-
ent frequency bands. On the other hand, in the context of tracking user position through 
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mobility model analysis, Kalman filtering methodology is adopted to illustrate the tracked 
velocity and positioning accuracy.  
Contribution of author to the thesis are listed as follows,  
• Literature review on channel models and parameters in the context of mobility  
• Literature review on vehicle mobility models in a comparative overview as well as 
performing simulation of the mobility models under different scenarios 
• Simulations of communications channel with studied mobility models 
• Simulations of using the mobility models for tracking with Kalman filter 
• Analysis and discussion considering the effects of mobility on the communication 
channel properties  
 
Remaining part of this thesis is structured as follows,  
In chapter two, basic communication channel models and parameters are described, 
simulated and evaluated from mobility point of view. Then, chapter three includes the 
selected mobility model algorithm representation for different vehicle types as well as 
simulation regarding different scenarios. After this, chapter four describes the positioning 
and tracking aspects concerning mobility models through tracking algorithm like Kalman 
filter methodology. Moreover, in chapter five effect of mobility on channel parameters is 
simulated and illustrated through figures. Finally, conclusion and discussion regarding 
future aspects of mobility modelling in the context of radio channel parametrization as 
well as vehicular communication are provided in chapter six.  
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2. BASICS OF COMMUNICATION CHANNEL 
MODELS AND PARAMETERS   
2.1 Channel Modelling Principles 
In time domain representation a channel model is defined as the impulse response re-
garding channel medium through which signals are being propagated, whereas in the 
frequency domain it is defined as the Fourier transformation of the impulse response. In 
other words, channel model is a mathematical representation of the channel medium [4]. 
Choosing the correct channel model is essential for link performance optimization, ana-
lysing trade-offs regarding system architecture and providing a practical overview of sys-
tem performance.  
Regarding these applications, A. Molisch [5] suggests three channel modelling methods, 
namely, stored impulse response dependent, deterministic and stochastic channel 
model. Main advantage of stored impulse response based approach is reusable real life 
data where the disadvantage lies in the complex procedure for acquiring and storing data 
characterizing a certain area rather than the whole propagation environment. Besides, 
stochastic models are preferred for system design and comparison whereas the deter-
ministic or site-specific models are focused on planning and system deployment. Finally, 
in this section, among different channel models, path loss models, slow fading and fast 
fading models are discussed. The fast fading is closely related to the thesis scope as 
this is in close vicinity in the context of mobility modelling. Besides, the fading model 
discussed in the thesis scope is stochastic in nature as the data generation is random 
whereas in context of vehicle movement the path loss model is deterministic in nature.  
2.1.1 Path loss models  
Path loss is the difference between transmitted and received power, typically given in dB 
(decibels), representing attenuation of signal level caused by free space propagation, 
diffraction, reflection and scattering [6]. Path loss models are designed for determining 
strength of received signal and consider the average of both small and large scale fading 
scenarios. Three kinds of path loss models, namely; Empirical, Semi-deterministic and 
deterministic model [5]: 
• Empirical models- more simplistic in nature, these models provide poor accuracy 
based on measurement data and statistical properties only. 
• Semi-deterministic models- more deterministic aspects than empirical models.  
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• Deterministic models- great accuracy, require enormous site specific geometry 
data, large computational load and complex in nature. 
One of the most popular empirical models is Okumura-Hata model. Path loss according 
to Okumura-Hata [5]  is as follows,  
𝑃𝑙𝑜𝑠𝑠 =  𝛼 + 𝛽 log(𝐷) + 𝛾 (2.1) 
where, α, β, γ are three factors dependent on carrier frequency as well as base station 
and mobile antenna heights, D is the distance between two antennas and Ploss is scaled 
in dB. 
𝛼 = 69.55 + 26.16 log(𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟) − 13.82 log(ℎ𝑏𝑎𝑠𝑒) − 𝑎 (ℎ𝑚𝑜𝑏𝑖𝑙𝑒) (2.2) 
𝛽 = 44.9 − 6.55 log(ℎ𝑏𝑎𝑠𝑒) (2.3) 
Here, the 𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟 is in MHz, D is in kilometres, ℎ𝑚𝑜𝑏𝑖𝑙𝑒  and ℎ𝑏𝑎𝑠𝑒 is in meters. The function 
𝑎(ℎ𝑚𝑜𝑏𝑖𝑙𝑒) and factor 𝛾 is propagation environment dependent.  
For urban areas,  
𝑎(ℎ𝑚𝑜𝑏𝑖𝑙𝑒) = (1.1 log(𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟) − 0.7)ℎ𝑚𝑜𝑏𝑖𝑙𝑒 − (1.56 log(𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟) − 0.8) (2.4) 
𝛾 = 0 (2.5) 
For metropolitan areas,  
𝛾 = {
8.29(log(1.54ℎ𝑚𝑜𝑏𝑖𝑙𝑒))
2 − 1.1          𝑓𝑜𝑟 𝑓
𝑐𝑎𝑟𝑟𝑖𝑒𝑟
≤ 200𝑀𝐻𝑧
3.2(log(11.75ℎ𝑚𝑜𝑏𝑖𝑙𝑒))
2 − 4.97       𝑓𝑜𝑟 𝑓
𝑐𝑎𝑟𝑟𝑖𝑒𝑟
≥ 400𝑀𝐻𝑧 
(2.6) 
𝛾 = 0 (2.7) 
For suburban areas,  
𝛾 =  −2 [log (
𝑓
𝑐𝑎𝑟𝑟𝑖𝑒𝑟
28
)]
2
− 5.4 (2.8) 
For rural areas,  
𝛾 =  −4.78[log(𝑓
𝑐𝑎𝑟𝑟𝑖𝑒𝑟
)]
2
+ 18.33 log(𝑓
𝑐𝑎𝑟𝑟𝑖𝑒𝑟
) − 40.98 (2.9) 
The function 𝑎(ℎ𝑚𝑜𝑏𝑖𝑙𝑒) in suburban and rural areas are same as urban areas. Noticea-
bly, the Okumura-Hata model covers the frequency range for microwave frequencies i.e. 
up to 1500 MHz. A simulation scenario depicting the effect of different distance between 
base station and mobile station antenna along with different base station antenna height 
is illustrated in Figure 1 below, where the carrier frequency chosen is 1000 MHz along 
with three different base station heights, 30 m, 100 m and 200 m in the context of three 
different propagation environment namely, large urban, suburban and rural area.  
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Figure 1. Effect of distance between base station and mobile station antennas 
along with different base station antenna heights on path loss (dB) in different 
propagation environments  
However, with the increasing demand on frequency bandwidth as well as already clat-
tered up existing frequency band new bands are coming into consideration regarding the 
5G communication technologies. In the article, ‘3GPP TR 38.901 version 15.1.0’ [7]  
channel model regarding frequency range from 0.5 to 100 GHz is discussed. The Urban 
Macro (UMa) scenario is discussed in more detail as it concedes better with the mobility 
modelling context in urban areas. Regarding LOS (line of sight) scenario where log nor-
mal shadow fading, 𝜎𝑆𝐹 = 4 𝑑𝐵, 
𝑃𝐿𝐿𝑂𝑆 = {
𝑃𝐿𝑎           10𝑚 ≤ 𝑑1 ≤ 𝑑𝑏𝑝
′
𝑃𝐿𝑏          𝑑𝑏𝑝
′ ≤ 𝑑1 ≤ 5𝑘𝑚
(2.10) 
Here,  
𝑃𝐿𝑎 = 28.0 + 22 log10(𝑑2) + 20 log10(𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟) (2.11) 
       𝑃𝐿𝑏 = 28.0 + 40 log10(𝑑2) + 20 log10(𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟)
− 9 log10((𝑑𝑏𝑝
′ )
2
−(ℎ𝑏𝑎𝑠𝑒 − ℎ𝑚𝑜𝑏𝑖𝑙𝑒)
2)         (1.12) 
Regarding, NLOS scenario, where log normal shadow fading, 𝜎𝑆𝐹 = 6 𝑑𝐵, 
𝑃𝐿𝑁𝐿𝑂𝑆 = max(𝑃𝐿𝐿𝑂𝑆, 𝑃𝐿𝑁𝐿𝑂𝑆
′ )          10 𝑚 ≤ 𝑑1 ≤ 5 𝑘𝑚 (2.13)
where, 
𝑃𝐿𝑁𝐿𝑂𝑆
′ = 13.54 + 39.08 log10(𝑑2) + 10 log10(𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟) − 0.6(ℎ𝑚𝑜𝑏𝑖𝑙𝑒 − 1.5) (2.14) 
Additionally, an optional path loss model considering 𝜎𝑆𝐹 = 7.8 𝑑𝐵, in this context,  
𝑃𝐿 = 32.4 + 20 log10(𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟) + 30 log10(𝑑2) (2.15) 
6 
 
 
In both LOS and NLOS scenarios, height of mobile or user terminal and base-station is, 
1.5𝑚 ≤ ℎ𝑚𝑜𝑏𝑖𝑙𝑒 ≤ 22.5𝑚 and ℎ𝑏𝑎𝑠𝑒 = 25𝑚 . The distance 𝒅𝟏 𝒂𝒏𝒅 𝒅𝟐 mentioned in equa-
tion 2.10-2.15 can be illustrated as follows in Figure 2 below,  
 
Figure 2. Diagram for illustrating distances 𝒅𝟏 and 𝒅𝟐 
Another parameter, distance for breakpoint, 𝑑𝑏𝑝
′ = 4ℎ𝑏𝑎𝑠𝑒
′ ℎ𝑚𝑜𝑏𝑖𝑙𝑒
′ 𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟/𝑐, where, effec-
tive antenna heights for base-station and user terminal,  ℎ𝑏𝑎𝑠𝑒
′ = ℎ𝑏𝑎𝑠𝑒 − ℎ𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑡 and  
ℎ𝑚𝑜𝑏𝑖𝑙𝑒
′ = ℎ𝑚𝑜𝑏𝑖𝑙𝑒 − ℎ𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑡 . Parameter ℎ𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡 stands for the effective environ-
ment height and is 1m in UMa scenario [7] . 
2.1.2 Shadowing/ slow fading model 
Slow fading model varies very slowly with respect to change in frequency. In slow fading 
phenomenon, absorption of transmission power by objects located between transmitter 
and receiver is observed. Besides, the phenomenon takes place when the receiver is 
located indoor and the transmitted wave has to get past the walls to reach the receiver. 
Moreover, the phenomenon is referred to as shadow fading, as large objects like big 
buildings or trees can block the direct propagation path between transmitter and receiver 
resulting in a fade resembling shadow or obstacle in propagation medium [8]. Noticeably, 
change in channel impulse response is slower than the transmitted signal [9]. In Figure 
3, a general representation on the effect of shadowing is illustrated.  
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Figure 3. Effect of shadowing on constant received power contours  
2.1.3 Fast fading model 
Fast fading model varies quickly with change in frequency. As a resultant of interference 
between multiple copies of the original transmitted signal reaching the receiver at differ-
ent time instants, rapid variation in received signal’s amplitude, phase or multipath delays 
is observed [8]. The phenomenon is resultant of multipath, i.e. effect of constructive and 
destructive interference patterns originated due to multipath propagation, resulting in 
power level variation of the received signal. Besides, moving objects in the propagation 
medium may cause fast fading even if the transmitter and receiver are stationary [10]. 
Noticeably, in the absence of line of sight path between transmitter and receiver, re-
ceived signal in a fast fading model follows Rayleigh distribution and in the presence of 
one line of sight path Rician distribution is followed [8].   
2.2 Doppler Effect  
This phenomenon is caused by the movement of either transmitter, receiver or both, as 
well as other objects present in a propagation medium. This relative movement causes 
the frequency to shift at the receiver than the original signal frequency at the transmitter. 
This scenario can be furthermore explained by the following simple equation, 
𝑓
𝑅𝑥
=  𝑓
𝑇𝑥
± 𝑓
𝐷
(2.16) 
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where, 𝑓
𝑅𝑥
 is the frequency at the receiver, 𝑓
𝑇𝑥
 is the frequency at the transmitter and 𝑓
𝐷
 
is the Doppler shift. (+) sign is valid if the transmitter and receiver is moving closer to 
each other while the (−) sign is valid if the transmitter and receiver are moving farther 
away from each other. The Doppler frequency shift [5] is given as, 
𝑓𝑑 = 
𝑉𝑚𝑜𝑏𝑖𝑙𝑒
𝜆𝑐𝑎𝑟𝑟𝑖𝑒𝑟
𝑐𝑜𝑠𝜃 (2.17) 
where, 𝑉𝑚𝑜𝑏𝑖𝑙𝑒 is the velocity of the moving object such as transmitter or receiver, 
𝜆𝑐𝑎𝑟𝑟𝑖𝑒𝑟 is the corresponding wavelength of carrier frequency and 𝜃 is the angle between 
incoming wave and receiver. Doppler frequency shift can attain its maximum value when 
𝑐𝑜𝑠𝜃 = 1 and is denoted by, 
𝑓𝑚𝑎𝑥 =
𝑉𝑚𝑜𝑏𝑖𝑙𝑒
𝜆𝑐𝑎𝑟𝑟𝑖𝑒𝑟
(2.18) 
Moreover, the effect of Doppler frequency shift can be illustrated through Jakes’ [4] spec-
trum, 
𝑆𝑒(𝑓) =
1.5
𝜋𝑓𝑚𝑎𝑥√1 − (
𝑓 − 𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟
𝑓𝑚𝑎𝑥
)
2
(2.19)
 
where, 𝑓 − 𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟 = −𝑓𝑚𝑎𝑥 …𝑓𝑚𝑎𝑥 denotes the frequency range.  
Besides, in the context of Jakes’ [11] spectrum, a single sine wave transmission is con-
sidered and the received signals from various directions in Figure 4 are arriving with 
equal probability. 
 
Figure 4. Reflected wave from multipath arriving with equal probability 
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Doppler frequency shift introduces frequency dispersion for received signal as well 
causes the received signal to have a larger bandwidth than the transmitted signal. In the 
context of mobility effects on channel models, Doppler phenomenon is dominant in na-
ture. As illustrated in equation 2.18, Doppler frequency shift is directly affected by vehicle 
speed and carrier frequency. A graphical illustration is shown here for three different 
carrier frequencies, 800 MHz, 3.5 GHz and 30 GHz while the vehicle speed remains 
constant at 100 km/h. As illustrated in Figure 5,6 and 7, higher the carrier frequency more 
spread of Doppler spectrum in frequency domain is observed. The spreading range is 
between 𝑓
𝑐𝑎𝑟𝑟𝑖𝑒𝑟
− 𝑓
𝑚𝑎𝑥
 and 𝑓
𝑐𝑎𝑟𝑟𝑖𝑒𝑟
+ 𝑓
𝑚𝑎𝑥
 where 𝑓
𝑐𝑎𝑟𝑟𝑖𝑒𝑟
 lies in the centrum of spread. 
Moreover, value of  𝑓
𝑚𝑎𝑥
 is dependent on the used carrier frequency. Hence, in the fre-
quency division multiple access technique, with higher carrier frequency larger sub-car-
rier spacing is required to mitigate the effect of inter sub-carrier interference. Noticeably, 
considering maximum Doppler frequency shift 𝑓
𝑚𝑎𝑥
, various angles of incoming waves 
to the receiver is not considered.  
 
Figure 5. Doppler spectrum vs frequency (vehicle speed 100 km/h, carrier fre-
quency 800 MHz) 
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Figure 6. Doppler spectrum vs frequency (vehicle speed 100 km/h, carrier fre-
quency 3.5 GHz) 
 
 
Figure 7. Doppler spectrum vs frequency (vehicle speed 100 km/h, carrier fre-
quency 30 GHz) 
Finally, from Figure 5, 6 and 7, it can be observed that effect of higher carrier frequency 
increases the Doppler spread in a drastic manner because of the chosen carrier frequen-
cies, 800 MHz, 3.5 GHz and 30 GHz. Spreading of Doppler spectrum depends on the 
maximum Doppler frequency shift as well as the vehicular speed from equation 2.18. 
Hence, keeping the carrier frequency fixed at 3.5 GHz and varying the vehicle speed in 
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three stages, 60 km/h, 100 km/h and 200 km/h, following results are achieved and there-
fore illustrated in Figure 8, 9 and 10.  
 
Figure 8. Doppler spectrum vs vehicle speed (vehicle speed 60 km/h, carrier fre-
quency 3.5 GHz) 
 
 
 
Figure 9. Doppler spectrum vs vehicle speed (vehicle speed 100 km/h, carrier fre-
quency 3.5 GHz) 
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Figure 10. Doppler spectrum vs vehicle speed (vehicle speed 200 km/h, carrier fre-
quency 3.5 GHz) 
From Figure 8, 9 and 10, it can be seen that spread of Doppler spectrum is increasing 
with the increase in vehicle speed. The phenomenon explains that with increasing vehi-
cle speed Doppler effect gets dominant. However, the effect of carrier frequency and 
vehicle speed change on Doppler spread is considered similar. Effect of vehicle speed 
change is considered linear for a fixed carrier frequency, as example, for 60 km/h, 100 
km/h and 200 km/h; 𝑓𝑚𝑎𝑥 is consecutively 44 Hz, 74 Hz and 148 Hz; while for a fixed 
vehicle speed of 100 km/h and carrier frequency of 800 MHz, 3.5 GHz and 30 GHz;  𝑓𝑚𝑎𝑥 
is consecutively 74 Hz, 324 Hz and 2777.78 Hz. Moreover, taking Rayleigh fading chan-
nels into consideration, the effect of 𝑓𝑚𝑎𝑥 is dominant on fading scenario as illustrated in 
Figure 11. 
 
Figure 11. Example realizations of single-tap Rayleigh channels with different Dop-
pler shifts 
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As seen in Figure 11, 𝑓𝑚𝑎𝑥 being zero depicts a static channel where fading is almost 
absent. However, with increasing 𝑓𝑚𝑎𝑥, fading increases.  
2.3 Delay Spread 
Delay spread can be described as a direct resultant from multipath phenomenon. Differ-
ent signal paths between transmitter and receiver corresponds to different transmissions 
delays. Due to multipath an identical signal from transmitter can be received as multiple 
copies of the transmitted signals at the receiver end. Signal conveyed on the shortest 
path (typically LOS) reaches the receiver faster than those conveyed on the longer re-
flected paths due to multipath, which causes signal spreading in the time domain. Rela-
tion between the maximum value of delay spread and channel coherence time is in-
versely proportional. Delay spread has similar effect on received signal in time domain 
as the Doppler spread in frequency domain. Due to Doppler phenomenon the received 
signal is spread in frequency domain while delay spread introduces time dispersion for 
received signal. Hence, time dispersion refers to multiple copies of transmitted signal 
with significant energy and spread over the time domain, Figure 12.  
 
 
 
Figure 12. Time dispersion as delay spread resultant 
 
Besides, the channel impulse response becomes a cascade of different multipath im-
pulses with varying energy level received at different time instances. Moreover, RMS 
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delay spread is described as the root-mean-square value or standard deviation of reflec-
tion delays weighted proportional to energy of reflected waves in various multipaths. In 
the table below, typical outdoor and indoor RMS delay spread values [12] are given. The 
RMS delay spread values given in Table  1 are obtained from various case studies men-
tioned in separate source-column in the Table below.  
Table  1. Typical RMS Delay spread in various environments 
Environment Frequency 
(MHZ) 
RMS Delay 
spread (ns) 
Notes Source 
Indoor – Office building 1500 10-50  [13]  
Indoor – Office building 1500 25 Median [13]  
Indoor – Office building 850 270 Maximum [14]  
Indoor – Office building 1900 70-94 Average [15]  
Indoor – Office building 1900 1470 Maximum [15]  
Urban – New York city 910 1300 Average [16]  
Urban – New York city 910 600 Standard deviation [16]  
Urban – New York city 910 3500 Maximum [16]  
Urban – San Francisco 892 1000-2500 Worst case [17]  
Suburban 910 200-310 Averaged typical case [16]  
Suburban 910 1960-2110 Averaged extreme case [16]  
 
From Table 1, it can be observed that RMS delay spread is proportional to the area of 
propagation. Considering indoor environments, multipath delays are smaller as a result-
ant of smaller propagation area whereas, in outdoor environment multipath delays are 
larger due to larger propagation area. Moreover, reflector components such as walls 
regarding indoor environment are in close vicinity with the receiver whereas, in outdoor 
environment reflector component such as large buildings or trees are not as close to 
receiver as indoor environment.  
2.4 Channel coherence bandwidth and coherence time 
Channel coherence bandwidth can be defined as the bandwidth or range of frequencies 
over which the channel is constant i.e. minimal signal attenuation over the channel. Co-
herence bandwidth can be effectively calculated through RMS delay spread [18].  
𝐶𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ ≈
1
2𝜋 ∗ 𝑅𝑀𝑆 𝐷𝑒𝑙𝑎𝑦 𝑆𝑝𝑟𝑒𝑎𝑑
(2.20) 
However, in practical scenario, 50% coherence bandwidth is more frequently used.  
𝐶𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ50% ≈
1
5 ∗ 𝑅𝑀𝑆 𝐷𝑒𝑙𝑎𝑦 𝑆𝑝𝑟𝑒𝑎𝑑
(2.21) 
The 50% coherence bandwidth depicts that, two frequencies separated by 
𝐶𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ50% have 0.5 correlation [5]. 
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Coherence bandwidth is not much affected by mobility to some extent. As seen in the 
equation, coherence bandwidth is only dependent on RMS delay spread and the delay 
spread is a resultant of multipath. In the context of local area network environments, the 
delay from various path is limited because of the concise area between transmitter and 
receiver themselves. As a result, the average delays from different multipaths are seldom 
higher. Besides, the Doppler is relatively small because these environments support 
smaller mobility. Moreover, the delay spread not being a direct function of speed or mo-
bility is less affected by the vehicle speed.  
Coherence time can be defined as the time span over which the channel is constant or 
nearly constant [18]. 
𝑐𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒 𝑡𝑖𝑚𝑒 =
1
2𝜋 ∗ 𝑓𝑚𝑎𝑥
(2.22) 
Here,  
𝑓𝑚𝑎𝑥 =
𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑠𝑝𝑒𝑒𝑑
𝜆𝑐𝑎𝑟𝑟𝑖𝑒𝑟
(2.23) 
𝜆𝑐𝑎𝑟𝑟𝑖𝑒𝑟 =
𝑐
𝑓𝑐𝑎𝑟𝑟𝑖𝑒𝑟
(2.24)  
Again, in practical scenario, 50% coherence time is more frequently used. 
𝑐𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒 𝑡𝑖𝑚𝑒50% =
9
16𝜋 ∗ 𝑓𝑚𝑎𝑥
(2.25) 
The 50% coherence bandwidth depicts that, two channel outputs separated by 
𝑐𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒 𝑡𝑖𝑚𝑒50% have 0.5 correlation [5].   
Coherence time is greatly affected by mobility as from equations above, the parameter 
𝑓𝑚𝑎𝑥 is a direct function of vehicle speed as well as mobility. Coherence time can be 
described as the parameter that needs to get updated more frequently for the channel 
information with increased mobility. Mentioned phenomenon is illustrated in Figure 13, 
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Figure 13. Effect of velocity (ranging from 10 to 200 km/h) increase on coherence 
time and maximum Doppler spread (left sided figures)when carrier frequency 
fixed at 3.5 GHz ; effect of carrier frequency (ranging from 800 MHz to 30 
GHz)increase on coherence time and maximum Doppler spread (right sided fig-
ures) when velocity fixed at 100 km/h   
The above figure is a test case scenario for 50% coherence time, i.e. the correlation in 
time domain between two delayed channels is more than 0.5. As illustrated in Figure 13, 
coherence time is comparatively smaller for higher velocity resulting in frequent need for 
time updates for concerned channel. Channel outputs become less correlated with 
higher velocity as well as higher maximum Doppler spread values. With increasing car-
rier frequency, the phenomenon converges similarly.  
In the context of scheduling channel resources, coherence time plays a vital role as the 
coherence time measurement must be considered. Besides, the validity of coherence 
time is significant as the scheduling of channel resources depends on whether the time 
measurements are valid, or it needs to get updated again.  
2.5 MIMO Aspects 
MIMO stands for multiple input multiple output used in both transmitter and receiver end. 
The technique is used for better channel quality, channel capacity and coverage in ca-
pacity controlled networks. Moreover, MIMO turns the disadvantage of multi-path prop-
agation into advantage by exploiting multi-path rather than mitigating it [19]. In this meth-
odology multiple antennas are used in transmitter to send numerous parallel signals. 
Besides, at the receiver end signal processing is opted for producing the transmitted 
signal from these parallel signals travelling in multi-path. The main advantage of MIMO 
is that multiple streams of data can be transmitted over a single channel simultaneously. 
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Thus, the phenomenon results in increased capacity, coverage and data throughput. For 
example, regarding a 4x4 MIMO, the throughput can be four times as four copies of data 
stream can be sent over the same channel simultaneously. Besides, the MIMO method-
ology is adopted for aiding multipath fading as well as thermal noises. The receiver an-
tenna receives signals from adjacent propagation paths besides the intended signal. 
Hence, the MIMO channel response can be illustrated as transmission matrix H, 
𝑏 = 𝑯𝑎 + 𝑛 (2.26) 
where, b is receiver antenna output vector, a is transmitter antenna input vector and n is 
the noise vector.  
The transmission matrix, H can be described as follows,  
𝑯 = [
ℎ11 ℎ12 … ℎ1𝑎
ℎ21 ℎ22 … ℎ2𝑎
⋮ ⋮ ⋮ ⋮
ℎ𝑏1 ℎ𝑏2 … ℎ𝑏𝑎
] (2.27) 
where, h11, h12, h21, hba are defined as various transmission paths. The various transmis-
sion paths are illustrated in Figure 14.  
 
Figure 14. A general outline of MIMO system, transmission matrix H is formed con-
sidering various transmission paths like h11, h21, hba etc.  
However, regarding mobility of the transceivers the MIMO scenario becomes compli-
cated. Firstly, motions of transceivers bring changes to channel matrix. Besides, condi-
tion number of 𝑯 becomes high due to mobility as there will be more paths introduced 
[19]. The high condition number makes it very difficult for the receiver to solve the set of 
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linear equations making the system ambiguous and unstable as well as affects the mul-
tiplexing ability in a MIMO link. Thus, lower condition number of matrix H makes the 
multiplexing more reliable. Moreover, rank of matrix H defines number of data streams 
that can be multiplexed in a link. Finally, regarding mobility the matrix H requires better 
estimation for reliable channel conditions [19].  
 
2.6 cmWave (centimetre wave) vs. mmWave (millimetre wave) 
Channel  
cmWave and mmWave channels are defined based on the wavelength of the frequency 
band used in the respective communication channel. cmWave is defined between the 
frequency band 6 GHz and 30 GHz with better data rates, precision in geolocation and 
ranging. Noticeably, available cmWave spectrum between 6 GHz and 28 GHz is approx-
imately 2.5 GHz [20]. On the other hand, mmWave is defined as frequency band ranging 
beyond 30 GHz. Besides, non-occupied spectrum scopes in mmWave context are com-
paratively larger than cmWave, for example, approximately 4 GHz in the range of 38 
GHz, 10 GHz in the range between 70 GHz and 86 GHz as well as 3 GHz in the range 
of 90 GHz [20]. In Figure 15, the scenario is illustrated in the context of usage and sharing 
scheme.  
 
Figure 15. Different spectrum licensing, usage and sharing schemes 
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With increasing demand for bandwidth as well as over-crowding in ultra-wideband, com-
mercial application use of the unlicensed frequency band of 60 GHz is in mainstream 
focus because of the possibility of providing higher data rates, reduction in system inter-
ference as well as in frequency reuse distance [21]. Martinez Ingles et al. (2014) an 
experiment mentioned in the study [22], argues that the path loss in an indoor environ-
ment regarding LOS (line of sight) is higher for mmWave than cmWave channel. Be-
sides, considering RMS delay spread, mmWave channel has shorter RMS delay spread 
as well as shorter transmit time interval (TTI) than cmWave channel. Moreover, consid-
ering LOS, multi-path components in mmWave channel are less significant due to shorter 
delay spread and higher electrical distances for decorrelation whereas multi-path com-
ponents play a vital role in cmWave channels. However, considering mobility, Doppler 
effect is higher in mmWave channel as a result of magnitude of Doppler effect being 
proportional to the used carrier frequency [22]. Finally, the current cellular networks work 
at cmWave and sub 6 GHz, whereas mmWave are considered to be compatible with 
current cellular networks in the near future.  
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3. MOBILITY MODELS FOR DIFFERENT VEHICU-
LAR COMMUNICATION SCENARIOS 
In the modern era of communication with increasing vehicle connectivity requirements, 
it is of great significance to define vehicle movement models and consider the radio 
channel parameters accordingly. Therefore, speculation should be done for radio chan-
nel parameters such as Doppler effect, delay spread, coherence time and bandwidth 
along with multiple input multiple output (MIMO) aspects regarding user equipment (mo-
bile phones or radio units) inside or mounted on the vehicle of each type. To understand 
designing of communication links, different performance aspects such as throughput, 
latency, reliability and availability, it is important to know the speed and position of the 
user equipment with respect to the base station. The mobility models can work as the 
algorithm to achieve the speed and position of user equipment. For the car mobility 
model Akcelik and Biggs polynomial model [23] is considered, whereas for trains and 
UAVs, EIM (element increment method) [24] and Gauss-Markov random mobility models 
[25] are considered. 
3.1 Car Mobility Models 
Acceleration and deceleration profiles are the starting point to define the behaviour of 
cars. Cars in traffic accelerate, decelerate or come to a complete stop depending on the 
behaviour of other vehicles, traffic signals, bending of the road, lane changing or any 
hazardous circumstance. Cars have limitations to speed variations and sudden position 
changes because of mass and controlled traffic scenarios. For example, a car must fol-
low other cars in traffic as well as extremely sudden position changes are seldom possi-
ble because the mass of the car. Besides, while taking turns the variation of speed can 
be speculated from the curvature of the bend and turning speed. A polynomial model 
[23] developed by Akcelik and Biggs is considered the most simplistic reliable model 
based on the simulation outputs and comparison between two other models; namely, a 
two-term and three-term sinusoidal model. The polynomial model is best suited for traffic 
as it is based on a large pool of real-life traffic data collected by mechanical department 
of Sydney University from urban, sub-urban and rural roads. Furthermore, the conver-
gence between the simulation results and basic laws of physics defines the reliability of 
the model chosen. The model output is defined as three parameters: acceleration or 
deceleration rate, speed and distance travelled. Besides, Doppler shift and delay spread 
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can be observed as a resultant of position and distance of user equipment. The obser-
vation of speed and detailed analysis of position calculation can give an overview of the 
effects on radio channel parameters and designing aspects regarding communication 
link. The polynomial function developed[23]  for estimating rate of acceleration at a given 
time t, 
𝐴(𝑡) = 𝑅𝑎𝑚𝜃
𝑛(1 − 𝜃𝑚)2     (𝑛 > 0,𝑚 >  −0.5𝑛) (3.1)  
where, A(t) is the rate of acceleration at time t, am is the maximum acceleration, θ is time 
ratio (t/ta), t is time since the acceleration started, ta is total time to achieve the final speed, 
m, n = deterministic parameters, R is m, n value dependent parameter and given by, 
𝑅 = [(1 + 2𝑚)2+1 𝑚⁄ ] 4𝑚2⁄ (3.2) 
Values of m, n are chosen in such a manner that the above function in equation (3.1) 
represents various acceleration profiles. A simplistic approach to determine the values 
of m, n is to set n to be constant and then choose the value of m. For practical use a 
simpler model with n = 1 is as follows,  
𝐴(𝑡) = 𝑅𝑎𝑚𝜃(1 − 𝜃
𝑚)2     ( 𝑚 >  −0.5𝑛) (3.3) 
Another link to design various acceleration profiles is speed ratio ρ, that defines the ratio 
between average speed in acceleration and final speed, ρ = Va / Vf, assuming initial speed 
(Vi) to be zero.  
Relation between the above polynomial model in equation (2) and deterministic speed 
at time t or time stamp dx/dt can be given as,  
𝑉(𝑡) = 𝑉𝑖 + 𝑡𝑎𝑟𝑎𝑚𝜃
2 [0.5 −
2𝜃𝑚
𝑚 + 2
+
𝜃2𝑚
2𝑚 + 2
] (3.4) 
Besides, deterministic distance at time t or time stamp dx/dt can be given as, 
𝐿(𝑡) =
𝑉𝑖  𝑡
3.6
+ 𝑅 𝑎𝑚𝑡𝑎 𝑑⁄
2  𝜃3 [
1
6
− 2
𝜃𝑚
(𝑚 + 2)(𝑚 + 3)
+
𝜃2𝑚
(2𝑚 + 2)(2𝑚 + 3)
] (3.5) 
Finally, the acceleration and deceleration profile can be achieved even if the acceleration 
time, acceleration distance, deceleration time and/or deceleration distance are unknown. 
Based on Sydney data the regression equations for acceleration time (ta) and accelera-
tion distance (Xa) for acceleration profile are given as,  
𝑡𝑎 =
𝑉𝑓 − 𝑉𝑖
2.08 + 0.127(𝑉𝑓 − 𝑉𝑖)
1
2 − 0.0182𝑉𝑖
(3.6) 
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𝑋𝑎 =
(0.467 + 0.0020𝑉𝑓 − 0.0021𝑉𝑖)(𝑉𝑖 + 𝑉𝑓)𝑡𝑎
3.6
(3.7) 
Regression equations for deceleration time (td) and deceleration distance (Xd) for decel-
eration profile are given as, 
𝑡𝑑 =
𝑉𝑖 − 𝑉𝑓
1.71 + 0.238(𝑉𝑖 − 𝑉𝑓)
1
2 − 0.0090𝑉𝑓
(3.8) 
𝑋𝑑 =
(0.473 + 0.00155𝑉𝑖 − 0.00137𝑉𝑓)(𝑉𝑖 + 𝑉𝑓)𝑡𝑑
3.6
(3.9) 
The algorithm presented above, including Equations 3.1-3.8, determines acceleration as 
well as deceleration profile for a car moving independent of parameters such as traffic 
scenario, bending of the road and lane changing behaviour. Besides, the algorithm pro-
vides acceleration rate, deceleration rate, velocity and distance accordingly. Moreover, 
in Figure 16, acceleration and deceleration profile is shown for a car having a maximum 
speed of 100 km/h and minimum speed of zero.  
 
Figure 16. Acceleration and deceleration profile achieved from Polynomial model 
[1] 
As seen in Figure 16, deterministic curve is achieved from simulating the previous men-
tioned algorithm for acceleration as well as deceleration scenario whereas, the analytical 
curve is achieved from simulating the same scenario according to the basic laws of phys-
ics such as, Newton’s law of velocity and distance i.e. integrating acceleration to get 
velocity and integrating velocity to get distance. Moreover, in Figure 16, both analytical 
and deterministic curve converges adroitly. Based on the polynomial model [23] dis-
cussed, another model [26]  is developed for cars turning in curves and following car 
behaviour in traffic by Carillo Gonzalez et al. (2014). Carillo proposes safety distance 
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parameters should be defined between first and following vehicles. For defining safety 
distance parameters two models have been proposed [26]: parameter estimator and 
double sigmoid. The first model describes the behaviour of cars based on the speed, 
acceleration, safety distance and reaction time, whereas the double sigmoid model tries 
to extrapolate the speed of a leader vehicle by utilizing four samples in a third order 
polynomial equation to project the distance between the vehicles in the calculus equation 
regarding the double sigmoid model algorithm. Besides, a behavioural pattern of the ve-
hicle entering a curve is described by dependent variables (heading angle and speed) 
and independent variables (time and the coordinates of vehicle position) [26] . The head-
ing angle of a vehicle in curves is described by the coordinates (3D-coordinates) of the 
vehicle position. However, as the vehicle has no movement in the axis normal to plane 
(typically z-axis), only x and y axis are considered in the final explanatory equation.  
3.2 Train (high speed) Mobility Models 
Train mobility models are simpler than the car mobility models as movement for trains 
are comparatively more restricted. Trains are built to follow tracks where the degree of 
free movement is more limited. As the acceleration and deceleration mechanism work in 
a complicated way, the train speed simulation can be done in element increment method 
developed by Xu et al, (2016) where the distance between the starting point and the end 
point is divided into several elements depending on the regulation of switching operation  
modes: pulling, coasting or breaking. In element increment method scenario the train 
track is considered as segments rather than a continuous line. Position and velocity so-
lution regarding each element are calculated considering the adjacent elements. In this 
simulation approach train velocity variance is calculated by time increment method with 
the aid of polynomial fitting and later step-by-step integration method is used for combin-
ing the elements to make the simulation curve continuous [24]. However, an approach 
for developing a cellular Automaton model for the simulation of train trajectory, factors 
like geometry of railroad, traction of equipment as well as train length have not been 
considered [27].  
Position and velocity solution for trains is achieved from train dynamic calculation [28]. 
However, in the train dynamic calculation scenario, net force calculation is of great sig-
nificance. The net force of a train is composed of three basic forces, namely, force of 
powering or breaking, force of resistance and additional resistant force. Moreover, the 
net force is of varying in nature with the change in velocity as the acceleration working 
behind powering or braking force is not constant in nature. Hence, a common approach 
to simplify the varying nature of net force is to assume it to be constant over a short 
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distance. Moreover, the mass of train is considered to be a single particle which simplifies 
the computational load but decreases the accuracy aspects. Therefore, an iterative ap-
proach adopted to interrelate the adjacent elements. In this iterative approach the simu-
lation curve of discrete elements is conjoined together based on entering and departure 
velocity of each element. Besides, the departure velocity of the former element is con-
sidered as the entering velocity of the current element. In case of deceleration in a cur-
rent element the departure velocity of the previous element should not be higher than 
the maximum speed of current element to avoid overspeed. Therefore, length of the cur-
rent element is considered to calculate a new entering velocity for the current element 
that replaces the previous entering velocity or the departure velocity of former element. 
Nevertheless, while calculating a current element it is seldom possible to simultaneously 
consider the influence on adjacent elements. Finally, the iteration ends when there is no 
replacement from first element to the last element [24]. The formula for calculating the 
net force regarding a train is as follows, 
𝐶 =
(𝐹𝑦 − 𝑊 − 𝐵) × 103
𝑀.𝑔
(3.10) 
where, Fy is force of traction, W is force of resistance, B is force of braking, M is total 
train mass and g is the gravitational acceleration. Besides, acceleration and velocity in-
crement can be represented by, 
𝑎 =
𝑔
1060
 𝐶 (3.11) 
∆𝑣 = 𝑎∆𝑡 (3.12) 
From the model algorithm presented above, including equation 3.10-3.12, simulation of 
velocity, net force and distance is conducted. Noticeably, force of braking B is assumed 
zero for simplicity considering acceleration as well as cruising speed simulation scenario. 
However, considering deceleration baking force is needed to make the train stop. More-
over, force of traction Fy as well as force of resistance W is formulated [24] according to 
the following equations,  
𝐹𝑦 = {
176 − 0.36𝑣, and0 ≤ 𝑥 ≤ 125   𝑘𝑚/ℎ
𝑥, and𝑥 > 125   𝑘𝑚/ℎ
(3.13) 
where, unit for Fy is in kN. 
𝑊 = 8.63 + 0.07295𝑣 + 0.00112𝑣2 (3.14)
where, unit for 𝑣 is km/h and unit for W is in N/t.  From, equation 3.13 and 3.14, with 
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increasing velocity the net force working on a train decreases as shown is Figure 17. 
Moreover, the maximum net force works at zero initial velocity to achieve the maximum 
speed. Finally, net force decreases as the train reaches maximum constant coasting 
velocity.  
 
Figure 17. Net force vs velocity  
From algorithm simulation, in Figure 18, distance covered to reach the maximum velocity 
is shown. Moreover, the distance is calculated as a function of velocity assuming zero 
initial distance. The distance achieved from the simulation is used as the position in sin-
gle direction in the Kalman filter position estimates later.  
 
Figure 18. Velocity vs distance covered to reach maximum velocity 
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Finally, the velocity-time curve for train mobility model simulation is presented in Figure 
19. From the algorithm simulation, a Talgo 350 train weighing 322 Tons [29]  takes ap-
proximately 233.6 seconds or roughly 4 minutes to reach a maximum velocity of 200 
km/h.  
 
Figure 19. Velocity vs time curve considering train mobility scenario 
3.3 Drones/UAV (airborne network) Mobility Models 
With the increasing air traffic, need for random UAVs mobility model is on the rise to 
evaluate the networking performance. The mobility models are considered fundamental 
in airborne network design and analysis aspects due to the importance of safe manoeu-
vring, information sharing in real time and successful coordination [30]. Selecting effec-
tive mobility model for airborne networks is difficult compared to low mobility ground net-
works due to higher mobility and dynamic topology [31]. Mobility of aerial vehicles stands 
apart from ground vehicles due to aerodynamic constraint. Among the five main catego-
ries of mobility models [32], [33], including pure random models, models with temporal 
dependency, models with spatial dependency, models with geographic dependency and 
hybrid models, the first two categories are considered according to thesis scope. Fur-
thermore, pure random models can be classified into three other models regarding the 
nature of randomness, namely, Random Walk Model (RW), Random Waypoint Model 
(RWP) and Random Direction Model (RD) [34]-[36]. Random walk model gives aerial 
trajectory the liberty to choose the heading direction and speed for a fixed period [37]. 
Besides, Random waypoint model gives liberty to choose the destination and speed in a 
region but with a restriction considering region boundaries which pushes node locations 
towards the region centrum [38]. The Random direction model gives liberty to choose 
speed, heading destination and duration whereas for exponential distribution mean of 
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travel duration becomes variable [39]. Even though this mentioned pure random models 
can capture high mobility, a major downside is uncorrelated heading variable. Due to this 
uncorrelated heading variable, correlation regarding movement becomes unknown 
across space-time dimension resulting in unpredicted directional changes. Moreover, in 
the context of non-smooth trajectories, these random models are considered abstract for 
being memoryless, i.e. time slot selection is random as well as uncorrelated [30].  
For resolving the uncorrelated time slot phenomenon, memory-based Gauss-Markov 
Random Mobility model can aid with temporal correlation property [40], [41]. The tem-
poral correlation is resultant of continuous time dynamics of Gauss-Markov model [42] 
that can be represented as,  
?̇?(𝑡) =  −𝐵 𝑃(𝑡) + 𝐵𝑃𝑎𝑣𝑔 + √2𝐵𝜎𝑁(𝑡) (3.15) 
Where, P(t) is state variable, σ is constant value, N(t) describes the white Gaussian noise 
with zero mean and unity variance, B describes the correlation of state variable in time, 
Pavg is average of P(t) in steady state. Equation (3.15) is a representation of white 
Gaussian noise in a linear system. Moreover, the state variable vector can represent 
either velocity in x and y axis or the heading speed and heading direction considering a 
two-dimensional simulation scenario. Main property of Gauss-Markov model is memory 
of motion derived from autocorrelation of state variable in continuous time dynamics 
state. Now, defining ?̃?(t) = P(t) – Pavg, and ?̃?(t) =√2𝐵𝜎𝑁(𝑡), from autocorrelation prop-
erty of Gaussian process,  
𝐶𝑃?̃?(𝜏) = 𝐸 (𝑁(𝑡 + 𝜏)𝑁
∗(𝑡)) = 2𝐵𝜎2𝛿(𝜏) (3.16) 
Besides, defining 𝑆𝑁?̃?(𝜔) = 2𝐵𝜎
2, power spectrum can be described as,  
𝑆𝑃?̃?(𝜔) =  𝑆𝑁?̃?(𝜔)𝐻(𝜔)𝐻
∗(𝜔) = 2𝐵𝜎2
1
(𝑖𝜔 − 𝐵)
1
(−𝑖𝜔 − 𝑏)
=  
2𝐵𝜎2
𝜔2 + 𝐵2
(3.17) 
Therefore, the autocorrelation of state variable regarding steady state [43] ,  
𝑅𝑃𝑃(𝜏) = 𝜎
2𝑒−𝐵|𝜏| + 𝑃𝑎𝑣𝑔2 (3.18)  
From equation (3.18), correlation of state variable decreases in an exponential manner 
with increase in time interval 𝜏. Hence, motion changes are more correlated with larger 
time interval.  
A discrete time representation of equation (3.15), 𝜏 becomes sampling time ∆t [43] ,  
𝑃[𝑘 + 1] = 𝐴𝑃[𝑘] + (1 − 𝐴)𝑃𝑎𝑣𝑔 + √2𝐵𝜎 ∫ 𝑒−𝐵∆𝑡𝑁(𝑡)
(𝑘+1)∆𝑡
𝑘∆𝑡
(3.19) 
When, k proceeds to infinity, the integral part of equation (3.19) represents Gaussian 
process with zero mean and variance, 𝜎 2 = 1 − 𝑒2𝐵∆𝑡. Rewriting equation (3.19), 
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𝑃[𝑘 + 1] = 𝐴𝑃[𝑘] + (1 − 𝐴)𝑃𝑎𝑣𝑔 + √1 − 𝐴2𝜎𝐺[𝑘] (3.20) 
where, G[k] represents independent Gaussian process with zero mean and unity vari-
ance. 
Furthermore, Gauss-Markov model consists of four main parameters, level of independ-
ence A, average Pavg, Gaussian noise variance 𝝈 and simulation time stamp ∆t. Param-
eter for level of independence, A can be described as correlation parameter as well. With 
the increase of A, the correlation regarding motion among consecutive time stamps in-
creases. Increase in correlation means drastic and sharp motion changes can be 
avoided [44]. The correlation parameter is also directly related to memory of the Gauss-
Markov model. When, A=0, there resides no memory of the system as the states are 
now completely uncorrelated and A being one represents the system to be free of motion 
changes over time. Moreover, with higher A, the trajectories become straighter as varia-
tion decreases. The Gauss-Markov model is more realistic in the context of aerodynamic 
constraint capturing than the pure random models as real-life aerial vehicles are prone 
to straight trajectories and soft turns. In Figure 20, a comparative overview of correlation 
parameter A is shown,  
 
Figure 20. Comparative overview of two different valued correlation parameter A 
From Figure 20, zero valued correlation parameter represents null correlation between 
consecutive data points, whereas, A=0.99 refers to high correlation between consecutive 
data points. Furthermore, the high correlation results in less random position data as well 
as soft turn phenomenon can be observed likewise. However, zero correlation repre-
sents a memory less system resulting in hard and random turns as well as uncorrelated 
random position data. Noticeably, in the simulation a hundred iterative loop is considered 
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for taking a hundred data point from Gauss-Markov model. Moreover, the overall sce-
nario becomes more transparent in Figure 21, where cumulative summation method for 
the data points is adopted. Finally, greater correlation value results in more smooth and 
straighter trajectories in UAV position modelling scenario.  
 
Figure 21. Cumulative method for data points  
3.4 Pedestrian Mobility Models   
As a part of whole mobility model scenario in a simulation environment, pedestrian mo-
bility model is discussed in this subsection in a comparative overview. In context with 
degree of freedom related to object movement scenario, pedestrian model is quite ran-
dom compared to vehicular movement. Cars following the behavioural pattern of other 
cars in traffic have limited degree of freedom whereas the pedestrian movement is com-
paratively random and relatively free of traffic restrictions. Besides, mobility for high 
speed train is more restricted and concisely directional due to train tracks and momen-
tum. However, in the context of unmanned aerial vehicles or drones, the mobility is not 
only limited to horizontal axis, but also vertical movement must be taken into considera-
tion. As discussed in previous subsection, the memory based UAV movement model 
compensates for the random behaviour of movement. Besides, pedestrian movement 
differs from sidewalk to busy intersection in traffic [45]. However, due to slower speed, 
effect of pedestrian mobility on channel parameters such as Doppler effect is low.  
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4. UTILIZING MOBILITY MODELS FOR POSITION-
ING AND TRACKING 
The discussed mobility models work as a reference for estimating the positioning and 
tracking in context of vehicular and pedestrian movement scenario. The mobility models 
basically give an estimation about velocity, acceleration and time reference regarding 
the subject of interest. However, in positioning and tracking scenario, need for definite 
futuristic estimation results in adopting filtering methodologies. The filtering approach 
aids for tracking user position from a mobility model through estimating variables in noisy 
and uncertain measurements. 
4.1 Kalman Filter Methodology 
Kalman filter is considered as an estimation technique preferably than a filter, developed 
by R.E. Kalman in 1960. This Bayesian approach for estimation technique is one of the 
popular methodologies for estimating future states in a continuous-time system. Firstly, 
some priori estimates about system parameters is provided to the Kalman filter. Then, 
through recursive operation, the filter decides the working estimates using knowledge 
regarding the properties of system parameters as a weighted average of priori and new 
estimates from recently measured data. This recursive process is more processor 
friendly in the sense that only new measurement data in each iteration loop need to be 
processed rather than the whole data stream [46]. 
The Kalman filter methodology consists of five key elements, namely, state vector, sys-
tem model, measurement vector, measurement model and algorithm. Besides, state 
vector and measurement vector are associated with covariance matrix where the uncer-
tainties regarding estimates as well as error correlation is considered. Moreover, the 
system model represents the time varying nature of state vector and associated error 
covariance matrix. However, the measurement vector is associated with measurement 
error covariance matrix that describes the noise effect on measured data after initializa-
tion. Noticeably, the measurement model explains the varying nature of measurement 
vector based on true state vector when measurement noise is absent. Moreover, both 
system model as well as measurement model are deterministic if system properties are 
known. Finally, the algorithm decides optimal state vector estimates based on measure-
ment vector, measurement and system model [46].  
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The Kalman filter methodology works on basis of feedback control considering time and 
measurement update. Besides, time update is considered a priori estimate whereas 
measurement update is considered a posteriori estimate. Kalman filter provides solution 
to estimate state 𝑥 ∈ ℛ𝑛 of a process described by a difference equation, 
𝑥𝑘 = 𝐴𝑥𝑘−1 + 𝐵𝑢𝑘−1 + 𝑤𝑘−1 (4.1) 
Where, 𝐴𝑥𝑘−1 is the state transition model, 𝐵𝑢𝑘−1 is optional control unit and 𝑤𝑘−1 is 
process noise 𝑝(𝑤)~𝑁(0,𝑸), 𝑸 is denoted as process noise covariance. Moreover, 𝑥𝑘 is 
the present state estimate dependent on the previous state estimate 𝑥𝑘−1, where A is a 
constant determining the relation between the two consecutive estimates.  
State estimation is done through measurement 𝑧 ∈ ℛ𝑚, 
𝑧𝑘 = 𝑯𝑥𝑘 + 𝑣𝑘 (4.2) 
Here, 𝐻𝑥𝑘  is observation model and 𝑣𝑘 is the measurement noise. Hence, time update,  
𝑥𝑘
− = 𝐴𝑥𝑘−1 (4.3) 
?̂?𝑘
− = 𝐴𝑃𝑘−1𝐴
𝑇 + 𝑸 (4.4) 
Therefore, measurement or observation noise covariance, R can be defined as 
𝑚(𝑣)~𝑁(0, 𝑹), where N(.) denotes multivariate normal distribution function.  
Finally, measurement update,  
𝐾𝑘 = 𝑃𝑘
−𝐻𝑇(𝐻𝑃𝑘
−𝐻𝑇 + 𝑹)−1 (4.5) 
𝑥𝑘 = 𝑥𝑘
− + 𝐾𝑘(𝑧𝑘 − 𝑯?̂?𝑘
−) (4.6) 
𝑃𝑘 = (𝐼 − 𝐾𝑘𝑯)𝑃𝑘
− (4.7) 
4.2 Applying Studied Mobility Models to the Kalman Filter 
Methodology 
In this subsection velocity and position data achieved from mobility models is further 
modelled through Kalman filter methodology. For avoiding complexity, linear Kalman fil-
tering approach is applied for processing the velocity and position data. However, the 
data for positioning is derived as a function of distance through velocity estimates for 
reducing complexity in simulation procedure. Moreover, the vehicle movement in x-axis 
is considered to have both accelerating and constant velocity states to analyse the Kal-
man filter outputs as a linear estimate. However, in the y-axis, vehicle movement is con-
sidered to have a constant position and zero velocity. Noticeably, heading of the vehicle 
remains constant during the simulation scenario. Finally, for modelling more accurate 
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simulation scenario Extended Kalman filtering approach can be adopted to handle non-
linear parameters such as acceleration, angle or base-station coverage area.  
In the context of simulation procedure for applying studied mobility models to the Kalman 
filter methodology, firstly, velocity and position data is achieved from the mobility model 
algorithm. The velocity and position data in both x-axis as well as y-axis is imported to 
Kalman filter in such a manner that the vehicle heading along both the axis remain con-
stant i.e. the position and velocity along the x-axis is variable but the vehicle moves along 
the x-axis without any variation in the heading direction, whereas in the y-axis the vehicle 
position remains constant with zero velocity in y-axis direction.  
Secondly, this velocity and position data is considered as true velocity and position. Fur-
thermore, error is introduced to the true position data to achieve erroneous position 
measurements where the error introduced is Gaussian in nature. The procedure can be 
explained in a mathematical approach through following equations. 
𝑑𝑒𝑣𝑖𝑐𝑒 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 =  √𝑉𝑥
2 + 𝑉𝑦
2 (4.8) 
𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑚𝑒𝑠𝑎𝑢𝑟𝑒𝑚𝑒𝑛𝑡 = [
𝑃𝑥
𝑃𝑦
] +
𝜎𝑝𝑜𝑠
√2
𝐺𝑒 (4.9) 
In equations 4.8 and 4.9, Vx, Vy are the velocity in x-axis and y-axis, Px, Py are the position 
in x-axis and y-axis, σpos is the standard deviation of position measurement error and Ge 
is the unit variance Gaussian noise vector of size 2x1 introduced to position measure-
ments. Noticeably, the Gaussian error is scaled through σpos. Moreover, σpos defines the 
measurement covariance matrix that determines the measurement estimation accuracy. 
Therefore, lower value of σpos results in better position measurement. Besides, initial 
state vector, xk-1 consists of initial guess for position and velocity. Moreover, while decid-
ing the initial guess for velocity Gaussian noise is introduced in the following manner,  
𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑔𝑢𝑒𝑠𝑠 𝑓𝑜𝑟 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 =  [
𝑉𝑥0
𝑉𝑦0
] +
1
√2
𝐺𝑒 (4.10) 
where, Vx0, Vy0 are the first values of Vx, Vy, velocity data in x-axis and y-axis. Besides, 
initial guess for position measurement is achieved considering the first values of position 
measurement as described in equation 4.9. Besides, initial covariance, Pk-1, is defined 
as following,  
𝑃𝑘−1 =
[
 
 
 
 
𝜎𝑝𝑜𝑠
2 0 0 0
0 𝜎𝑝𝑜𝑠
2 0 0
0 0 𝜎𝑝𝑜𝑠
2 0
0 0 0 𝜎𝑝𝑜𝑠
2 ]
 
 
 
 
(4.11) 
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Size of Pk-1 in equation (4.11) depends on the number of elements in initial state vector. 
Here, size of Pk-1 is 4x4 as result of four elements in initial state vector, Vx, Vy, Px and Py. 
Thirdly, another parameter for process covariance is sigma acceleration, σacc, that de-
fines the oscillation of the estimated track. Noticeably, σacc should be changed according 
to the used mobility model. Besides, process covariance matrix, Q is defined by σacc in 
the following equation,  
𝑸 = 𝜎𝑎𝑐𝑐
2  
[
 
 
 
∆𝑡3
3
∆𝑡2
2
∆𝑡2
2
∆𝑡 ]
 
 
 
⨂ [
1 0
0 1
] (4.10) 
Where ⨂ is defined as Kronecker tensor product between the two matrices, i.e. multiply-
ing the second matrix by each element of the first matrix. Here, ∆t is the time step dura-
tion for simulation. Besides, the state-transition matrix, A is defined as,  
𝑨 = [
1 ∆𝑡
0 1
]⨂ [
1 0
0 1
] (4.11) 
The measurement model matrix H can be described as following,  
𝑯 = [
1 0 0 0
0 1 0 0
] (4.12) 
Besides, measurement or observation noise covariance, R can be defined as, 
𝑹 =  𝐸[𝑣𝑘𝑣𝑘
𝑇] = [𝜎𝑝𝑜𝑠
2 ] (4.13) 
4.2.1 Car mobility model analysis through Kalman filter 
A car mobility model is designed from polynomial model [1], where the car has zero initial 
speed and a final speed of 100 km/h. Besides, the car covers a distance of 2000 m or 2 
km to achieve the maximum constant speed of 100 km/h meanwhile. As mentioned be-
fore, the two dimensional position and velocity estimate approach takes the y-axis coor-
dinate as a constant valued one regarding position. Finally, the car is moving along the 
x-axis with an acceleration period and constant velocity period as well as with a constant 
position and zero velocity in y-axis.  
The most significant parameters effecting the simulation output is standard deviation of 
position measurement error, σpos as well as rate-of-change parameter regarding the state 
transition covariance, σacc in the Kalman filter. Firstly, the standard deviation for position 
measurement error, σpos defines the range for filtering out the position measurement to 
achieve the estimated track. As observed in Figure 22 and Figure 23, lower σpos value 
results in greater accuracy. 
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Figure 22. Estimated position track for low σpos, σpos=1, σacc=0.5 
 
 
 
Figure 23. Estimated position track for high σpos, σpos=20, σacc=0.5 
 
Noticeably, Figure 22 depicts a very good accuracy in position tracking as the filtering 
range is limited through standard deviation, σpos valued one.  
Secondly, parameter σacc defining the process covariance Q is tuned to model the accel-
eration of the vehicle. Larger values of sigma acceleration results in more accurate ve-
locity estimation. Besides, with increasing σacc position estimation accuracy degrades. 
However, the mentioned phenomenon depends on the underlying mobility model. Fi-
nally, the phenomenon is illustrated in Figure 24 and 25. 
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Figure 24. Velocity estimation for increased σacc, σpos=1, σacc=10 
 
Figure 25. Degradation in position estimate for increased σacc, σpos=1, σacc=10 
Noticeably, with increased σacc velocity, estimation curve follows the true velocity in more 
strict manner as seen in Figure 20.  
Finally, a trade-off is adopted for car mobility model scenario where more reasonable 
value of σacc is considered as well as standard deviation of position measurement error, 
σpos is considered as constant valued one. The phenomenon is illustrated in Figure 26 
and 27. 
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Figure 26. Trade off scenario for velocity estimation, σpos=1, σacc=0.5 
 
Figure 27. Increased Position estimation accuracy for reasonable σacc,           
σpos=1, σacc=0.5 
As seen from Figure 26, estimation for velocity converges with the true velocity once the 
velocity becomes constant. However, during accelerating period of a vehicle estimation 
follows the true velocity curve without complete convergence. Moreover, position esti-
mation accuracy increases as lower σpos as well as reasonable σacc value comes together 
in Figure 27. Noticeably, in all Kalman filter output figures for both velocity and position 
estimates there is an initial delay to merge with the true velocity and position data as a 
resultant of not providing the filter with true initial estimates.  
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4.2.2 Train mobility model analysis through Kalman filter  
A train mobility model is developed through the element increment method developed 
by Xu et al, (2016). For analysing the estimation effect of Kalman filter on the train mo-
bility model the initial speed is assumed zero where the final maximum speed is 200 
km/h. The model estimates the train taking approximately 2000 m or 2 km to reach the 
final speed of 200 km/h. From the train mobility model algorithm, the mass of the train is 
significant for calculating net pulling force of a train. For the simulation scenario Talgo 
350 train weighing 322 Tons [29] is considered. Similar simulation approach as men-
tioned for car mobility model simulation is considered for train simulation scenario as 
well. Noticeably, Kalman filter velocity estimation curve takes longer to follow the true 
velocity curve as a result of train taking larger time duration to reach constant maximum 
velocity. Besides, the pulling force is larger before the train reaches maximum constant 
velocity resulting in acceleration. However, train acceleration is different from car accel-
eration as acceleration for train is more uniform in nature. This phenomenon results in a 
gradual raising curve before achieving maximum velocity. In Figure 28, Kalman filter ve-
locity estimation and true velocity curve is shown.  
 
Figure 28. Estimated velocity curve following true velocity curve, σpos=1, σacc=0.5 
Moreover, with increased sigma acceleration value estimated velocity curve follows the 
true velocity curve more restrictedly as shown in Figure 28. Although, increasing the 
parameter effecting the estimation oscillation, σacc, results in better velocity estimation, 
higher oscillation makes position estimation more difficult as shown in Figure 29 and 
Figure 30.  
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Figure 29. Estimated velocity following true velocity with increased σacc ,         
σpos=1, σacc=10 
 
Figure 30. Degraded position measurement due to oscillation with increased σacc, 
σpos=1, σacc=10 
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5. CHANNEL SIMULATION IN HIGH-SPEED VEHI-
CLE SCENARIO  
5.1 Velocity Effect on Doppler shift 
In the context of mobility, velocity and carrier frequency are two prime parameters in 
calculating maximum Doppler shift. However, from equation (1.11), there is another pa-
rameter, angle between the receiver and incident wave defining whether the Doppler 
shift is positive or negative. For the simulation scenario, a vehicle is considered to be 
moving along x-axis and crossing a base station along the path. The simulation scenario 
is graphically illustrated in Figure 31. 
 
Figure 31. Simulation scenario in the context of angle between vehicle and base 
station  
 
In Figure 31, three vehicle position is noted, namely P1, P2 and P3, to show three phases 
of Doppler shift, namely, positive, zero crossing and negative. Noticeably, the mentioned 
scenario depends on the angle θ.  
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In the simulation, regarding velocity both accelerating and constant velocity is considered 
for the vehicle. For accelerating vehicle scenario, a vehicle is considered to move from 
zero initial velocity to final velocity of 100 km/h while covering a distance of 2000m. 
Again, for a vehicle moving with constant velocity, the vehicle moves along the same 
path with a constant velocity of 100 km/h. Besides, the approach is simulated on two 
different carrier frequencies, 3.5 GHz and 30 GHz. The simulation outcome is shown in 
Figure 32. 
 
Figure 32. Doppler shift scenario for Xbs = 1000 m, Ybs =1000m  
From Figure 29, the difference between an accelerating vehicle and a vehicle moving 
with constant velocity being the initial velocity effects the Doppler shift curve similarly. In 
the simulation scenario the base station is located 1000 m away from the path while the 
vehicle crosses it. The positive Doppler shift values before crossing the base station 
depict that the vehicle is moving towards the base station. Again, at the instance of ve-
hicle crossing the base station the Doppler shift value becomes zero. Finally, the Doppler 
shift values becomes negative after the vehicle crosses past the base station depicting 
that the vehicle is moving away from the base station.  
The same scenario mentioned before is again simulated with a base station located only 
10 m away from the vehicle path. The simulation outcome is illustrated in Figure 33. 
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Figure 33. Doppler shift scenario for Xbs = 1000 m, Ybs = 10m  
 
From Figure 32 and Figure 33, difference in Doppler shift curve lies at the zero crossing 
point. Doppler shift curve smoothly crosses the zero point for a distant base station from 
the vehicle path whereas, for a base station located near, the Doppler shift curve crosses 
the zero point in abrupt manner. The phenomenon is furthermore explained by the angle 
between the receiver reference plane and incident wave. Noticeably, the angle is de-
pendent on the distance between the transmitter and receiver reference plane. For a 
distant base station, the angle changes in smooth manner resulting in a smooth Doppler 
shift curve. However, for a base station located near the receiver reference plane or 
vehicle path in the context of simulation, the angle change is more abrupt in nature re-
sulting in an abrupt change in Doppler shift curve. Finally, apart from the velocity of the 
vehicle, system geometry of transmitter and receiver i.e. the distance and angle between 
them affects the Doppler shift.  
5.2 Velocity Effect on Channel Fading  
Channel fading being the resultant of multipath phenomenon, velocity affects the channel 
fading through maximum Doppler shift. Besides, maximum Doppler shift depends on ve-
locity of user equipment as well as carrier frequency of the channel. The simulation sce-
nario is designed for two different carrier frequencies, 3.5 GHz and 30 GHz both suitable 
for 5G New Radio [47]. Constant velocity for three different scenarios, pedestrian, car 
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and train is considered to be 5 km/h, 100 km/h and 200 km/h accordingly. The simulation 
output is illustrated in Figure 34,  
 
Figure 34. Fading as a function of velocity and carrier frequency 
 
As seen in Figure 34, while using 3.5 GHz carrier frequency, fading rate for pedestrian 
is relatively low compared to car and train fading profiles. Moreover, car fading profile is 
varying in higher rate than the train fading profile. However, with 30 GHz carrier fre-
quency the fading profiles are intensified with higher fading rate. Moreover, the effect of 
fading is dominant for even lower velocity while higher carrier frequency is in use.  
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6. CONCLUSION   
The aim of this thesis is to study the mobility models regarding different vehicle types as 
well as select suitable mobility models from a realistic and analytical point of view. Mo-
bility models are required to define the behaviour of different types of vehicles during 
acceleration, deceleration as well as turning and following other vehicles. In addition, the 
selected mobility models are analyzed and simulated to illustrate the effect of mobility on 
wireless channel modelling parameters. Moreover, evaluation of channel performance is 
performed through channel modelling parameter analysis in the context of user equip-
ment mobility. Additionally, for tracking user position with velocity estimates, data is col-
lected from the simulation scenario of different mobility models and is used as input to 
the Kalman filter to illustrate effect of mobility on the tracking performance. Finally, Dif-
ferent simulation scenarios are repeated with different carrier frequencies to demonstrate 
the effect of different carrier frequency usage on channel parameters regarding mobility 
of the user.   
Communication channel model and considered parameters are described and analysed 
through simulation in the context of user’s mobility. Regarding channel modelling princi-
ples, path loss models are described based on the Okumura-Hata model and the 3GPP-
specified urban macro scenario to illustrate both line of sight and non-line of sight path 
loss models. Moreover, urban macro scenario is considered, as the simulation environ-
ment converges well with the mobility model representation. Besides, channel parame-
ters in close convergence with user mobility, like Doppler effect, delay spread, coherence 
time and coherence bandwidth, are described and analysed through simulation on dif-
ferent velocities as well as different carrier frequencies. Firstly, Doppler effect is de-
scribed through maximum Doppler frequency shift as well as Doppler spectrum where 
the simulation outputs illustrate that both higher carrier frequency and higher velocity 
result in greater maximum Doppler frequency shift. Besides, spreading of Doppler spec-
trum increases as a resultant of previous mentioned phenomenon. Secondly, delay 
spread in communication channel is observed as a resultant of multipath phenomenon, 
where the amount of delay spread is dependent on the area of propagation. However, 
delay spread is observed to be different in indoor and outdoor environments as a result 
of difference in reflector characteristics as well as difference in receiver location. Thirdly, 
regarding coherence time, with larger carrier frequency and greater velocity of user, 
channel coherence time becomes smaller resulting in more frequent time update for the 
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communication channel. Finally, with higher mobility of transceivers defining transmis-
sion matrix for MIMO systems becomes complicated as a resultant of increase in trans-
mission paths between transmitter and receivers.  
Mobility models designed for different vehicle types as well as for pedestrian mobility is 
studied and analysed through simulation in a comparative nature, where the first notice-
able parameter is the degree of freedom of mobility. However, increase in degree of 
freedom introduces increased randomness to the mobility model designing. As a result, 
mobility models for airborne networks as well as for pedestrians are designed by taking 
measures for reducing randomness in the modelling algorithm. Conversely, mobility for 
cars and high speed trains is more restricted because of the traffic regulations, following 
of predetermined roads or tracks as well as comparatively larger mass of the vehicle. 
During the study and simulation of different mobility models, single vehicle mobility is 
considered for simplicity as well as mobility model algorithm restriction. The velocity and 
position data are achieved from the mobility models and provided as input to the Kalman 
filter to analyse the effect of mobility on user position tracking as well as achieving ve-
locity estimates. As seen from observing simulation output, Kalman filter estimation 
works better when the vehicle is moving with a constant speed rather than accelerating 
or decelerating.  
In the context of ground based vehicular mobility, like cars, simple acceleration and de-
celeration model is considered. For simplicity of mobility model representation, specific 
traffic scenarios like roundabouts, traffic intersections, traffic demand level as well as 
road types are not considered in this thesis scope. However, concerning future research 
aspects, various scenarios as mentioned can be considered to design mobility models 
in a more efficient and realistic way. Moreover, realistic model for simulating multiple 
different vehicles in various traffic scenarios should be designed based on vehicle fol-
lowing behaviour, safety measures during lane changing as well as bending of tracks or 
roads. Additionally, for high speed trains, a simple simulation scenario is considered 
where the high speed train accelerates to a maximum constant speed and continues 
coasting at the constant speed.  Concerning airborne vehicular mobility models, critical 
research is needed for model validation, identification of better model granularity as well 
as evaluation of airborne network performance aspects and efficient network designing. 
Therefore, large airborne field data is required to validate and parameterize mobility mod-
els to decide optimal model granularity. Moreover, for designing mobility models for mul-
tiple unmanned aerial vehicles in close vicinity, collision avoidance between UAVs 
should be considered by making particular UAV aware of other airborne paths.  Finally, 
detailed study of the mobility models along with analysing the simulation results through 
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real time traffic data will provide a solid ground for future positioning and communications 
studies. 
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