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Abstract: In long range imaging applications, anisoplanatic atmospheric optical turbulence
imparts spatially- and temporally-varying blur and geometric distortions in acquired imagery.
The ability to distinguish true scene motion from turbulence warping is important for many
image processing and analysis tasks. The authors present a scene-motion detection algorithm
specifically designed to operate in the presence of anisoplanatic optical turbulence. The method
models intensity fluctuations in each pixel with a Gaussian mixture model (GMM). The GMM
uses knowledge of the turbulence tilt variance statistics. We provide both quantitative and
qualitative performance analyses and compare the proposed method to several state-of-the art
algorithms. The image data are generated with an anisoplanatic numerical wave-propagation
simulator that allows us to have motion truth. The subject technique outperforms the benchmark
methods in our study.
© 2021 Optical Society of America

1.

Introduction

In wide field-of-view video acquisition over long ranges, atmospheric optical turbulence tends
to behave in an anisoplanatic manner. The anisoplanatic turbulence imparts quasi-periodic
geometric distortions that are both spatially and temporally varying. There is also a spatially and
temporally varying short-exposure atmospheric optical transfer function that causes blurring.
The geometric distortions from turbulence cause stationary objects such as building edges to
appear to move in video. When there is real in-scene motion, such as a moving car or pedestrian,
it is often difficult to distinguish this from turbulence warping. The ability to accurately detect
true scene motion and distinguish it from apparent motion due to turbulence is important for
robust turbulence mitigation (TM) processing, background subtraction/foreground segmentation,
providing preliminary detection candidates for target tracking and cueing systems, scene motion
analysis, and turbulence characterization.
A substantial amount of research has been focused on TM in the case of a static scene [1–10].
In many of the proposed TM methods, turbulence induced geometric warping is estimated in the
short exposure frames of a video sequence. This is done so that some form of dewarping may
be applied to correct the geometry and allow for improved image restoration. However, many
methods assume that all motion is turbulence motion. Thus, if left unchecked, real moving objects
in the scene will tend to be heavily distorted or blurred beyond recognition using such methods.
Therefore, a prerequisite step in restoring turbulent imagery with in-scene motion is determining
which pixels represent moving objects and which pixels are part of a static background. By
detecting and treating the moving object pixels differently, one can ensure the preservation of
these important scene features during TM processing [11, 12]. As turbulence levels increase, this
pixel classification problem becomes a highly non-trivial task.

Techniques for TM that are able to cope with dynamic scenes can largely be broken into
two main categories: motion field and pixel intensity models. Motion field methods seek
to discriminate between real motion and turbulent motion using estimated motion magnitude
and/or direction with respect to a constructed reference frame. The method in [13] uses an
adaptive control grid to estimate the turbulence motion vectors. A different approach in [14]
creates a reference frame using rank filtering and then uses patch-based registration to estimate
motion vectors. The method in [15] iterates between creating a reference with rank filtering and
estimating residual motion using optical flow. Optical flow based on a reference frame is used in
[16] with polar coordinates to determine motion direction. The methods in [17, 18] apply motion
compensating averaging on images prior to establishing motion vectors from block-matching.
Finally, the techniques in [19, 20] perform background subtraction based on a reference frame
but also include a motion tracker to build up a statistical history of all moving objects.
In contrast to the motion field methods, pixel intensity methods rely on fluctuations in brightness
to distinguish between foreground motion from background variations. An excellent survey of
intensity-based background subtraction methods is provided in [21]. The survey includes methods
such as [22–25] that employ various adaptive background modeling methods. However, none of
these method reported in the survey specifically consider turbulence. Conversely, [26–28] do
explicitly consider geometric warping from turbulence when forming their background models.
The technique in [29] creates a codebook based on each pixel’s history, although no distinction is
made between types of motion. Some techniques do not fall cleanly into either category. For
instance, [30–32] all combine both motion field and pixel intensity methods. The use of multiple
cameras and a non-conventional camera are explored in [33] and [34], respectively. The work
in [35] proposes a new method entirely, attempting to use rank optimization to decompose a
matrix of image columns into background, object motion, and turbulent motion.
In this paper, we propose a new scene-motion detection algorithm specifically designed to
operate in the presence of anisoplanatic optical turbulence. The method is based on modeling
background intensity fluctuations with a Gaussian mixture model (GMM). The GMM parameters
are formed using knowledge of the theoretical turbulence tilt variance statistics derived from
the Fried parameter or refractive index structure parameter. Thus, we refer to the new method
as the Tilt Variance GMM (TV-GMM) algorithm. While most prior intensity methods use
empirical temporal data to estimate a background model, our approach is based on the theoretical
atmospheric tilt variance statistics. This approach allows us to effectively avoid contamination in
the background statistics when true scene motion is present. In our approach, we also consider
the application of global image registration as a preprocessing step to improve performance. To
do so, we employ a recently developed residual tilt variance analysis that accounts for image
registration [36].
We provide a detailed quantitative performance analysis over a range of turbulence levels and
compare the proposed method to several state-of-the art foreground motion detection methods.
The data are generated with a recently developed anisoplanatic numerical wave-propagation
simulator [37] that allows us to have corresponding per-pixel truth information. To the best of our
knowledge, other than the authors’ prior work in [27, 28], the current paper is the first reported
research to employ this type of simulator to study scene motion detection in anisoplanatic
turbulence. We shall demonstrate that the proposed TV-GMM technique outperforms the
benchmark motion classification techniques tested in our study.
The remainder of this paper is organized as follows. In Section 2, we present the turbulence
tilt statistics used in our background model. The TV-GMM algorithm is formally presented in
Section 3. The experimental setup is explained in Section 4, and the experimental results are
presented in Section 5. Finally, we offer our conclusions in Section 6.

2.

Turbulence Statistics

Atmospheric optical turbulence is often characterized by the refractive index structure parameter
[38, 39]. This is denoted with the variable 𝐶𝑛2 and has units of m−2/3 . In some imaging scenarios,
this parameter may vary along the optical path. In such cases, it is represented as the function
𝐶𝑛2 (𝑧) where 𝑧 is the distance from the source. Another key turbulence statistic is the atmospheric
coherence diameter or Fried parameter [38, 39]. This parameter plays a major role in defining the
level of blurring and warping due to atmospheric optical turbulence. In the case of spherical
wave propagation, the Fried parameter can be expressed in terms of 𝐶𝑛2 (𝑧) as
"
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where 𝜆 is the wavelength and 𝐿 is the optical path length.
What is critical to our proposed scene motion detection algorithm is the amount of warping
motion caused by the turbulence. Using knowledge of the warping, we build a background
model that captures temporal intensity variation due to turbulence. The turbulence warping
motion can be characterized by the point source angular tilt variance statistic. For a given point
source position, let the apparent tilt vector in units of radians be denoted 𝜶˜ 𝑇 = [ 𝛼˜ 𝑇𝑥 , 𝛼˜ 𝑇𝑦 ] T . The
one-axis Zernike tilt (Z-tilt) variance [40] in units of radians squared is given by
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where 𝐷 is the aperture diameter of the optics and h·i is the ensemble mean operator. Note that
the ratio of the aperture to 𝑟 0 plays a critical role in governing the level of tilt variance. As this
ratio increases, so does the tilt variance. This increases the difficulty of performing scene motion
detection as the turbulence motion leads to false positives. Note also that using the small angle
approximation, the tilt vector can be expressed in units of pixels by multiplying by the focal
length and dividing by the pixel spacing, yielding 𝜶𝑇 = [𝛼𝑇𝑥 , 𝛼𝑇𝑦 ] T = (𝑙/𝑝) 𝜶˜ 𝑇 , where 𝑙 is the
focal length and 𝑝 is the pixel detector pitch. Therefore, the tilt variance in units of pixel spacings
squared is given by 𝜎𝑇2 = (𝑙/𝑝) 2 𝜎
˜ 𝑇2 . Following the approach in [10, 36], we will model the tilt
warping at each pixel as a 2D Gaussian random vector with variance given by the theoretical
atmospheric tilt variance.
Thus, the tilt vector is a zero-mean normal random vector specified as

𝜶𝑇 ∼ N 0, 𝜎𝑇2 I .
If image registration is performed, turbulence warping is reduced, leaving some level of
uncorrected residual tilt variance. The computation of the residual atmospheric tilt variance
after image registration is addressed by Hardie et al in [36]. The computation of the residual tilt
variance builds on the statistical analyses developed in [41–43]. The process begins by computing
the theoretical tilt correlation for two point sources as a function of source separation from the
turbulence statistics using the methods reported by Bose-Pillai et al [41, 42]. These correlations
are converted into 2D wide sense stationary autocorrelation functions using the method described
in [43]. Following the approach in [36], we interpret the image registration process as a spatial
filter applied the tilt fields. Note that the global image tilt may be viewed as the average of
the tilt fields over the full image size. The residual tilt, after global registration, may then be
interpreted as the difference between each pixel’s associated tilt and the global frame average
tilt. This difference operation is modeled as a linear spatial filtering process for each pixel as it
is a weighted sum of the tilts. This interpretation allows us to readily compute the 2D output
autocorrelation functions for the filtered random processes. Finally, these output autocorrelations
are evaluated at the origin to yield the residual tilt variance for each pixel. It is interesting to note
that this residual tilt variance represents a type of differential tilt variance. However, instead of

representing the differential between two spatial locations [37, 42], it is the difference between
each pixel and the global frame average.
Because each spatial position has a different relationship to the global average, the residual
tilt variance then turns out to be spatially varying and different in the horizontal and vertical
dimensions [36]. Let the horizontal and vertical residual tilt variances as a function of pixel
location n = [𝑛1 , 𝑛2 ] T be denoted 𝜎𝑅2 𝑥 𝑥 (n) and 𝜎𝑅2 𝑦 𝑦 (n), respectively. There is also a relatively
small correlation between the 𝑥 and 𝑦 residual tilts. The covariance will be denoted as 𝜎𝑅2 𝑥 𝑦 (n),
and the correlation coefficient is 𝜌 𝑥 𝑦 (n). These statistics may be computed as described above
and in [36] with knowledge of the basic optical parameters, the image size used for registration,
and 𝐶𝑛2 (𝑧). Note that if no registration is performed, then the residual tilt variance is simply the
input tilt variance, yielding 𝜎𝑅2 𝑥 𝑥 (n) = 𝜎𝑅2 𝑦 𝑦 (n) = 𝜎𝑇2 and 𝜎𝑅2 𝑥 𝑦 (n) = 0. Let the residual random
tilt vector be denoted 𝜶𝑅 (n) = [𝛼𝑅 𝑥 (n), 𝛼𝑅 𝑦 (n)] T . We treat this also as a zero-mean normal
random vector such that 𝜶𝑅 (n) ∼ N (0, 𝚺 𝑅 (n)), where
 2

 𝜎𝑅 𝑥 𝑥 (n) 𝜎𝑅2 𝑥 𝑦 (n) 

.
𝚺𝑅 (n) = 
(3)

 𝜎𝑅2 (n) 𝜎𝑅2 (n) 
𝑥𝑦
𝑦𝑦


The optical parameters used for the simulation study presented in this paper are listed in Table
1. The simulated camera is operating in the green visible wavelength at a range of 7 km. The
optical cut-off frequency 𝜌 𝑐 is one half that of the sampling frequency. This provides Nyquist rate
sampling and no aliasing. The turbulence parameters used are given in Table 2. Note that here
we use a constant 𝐶𝑛2 profile and 6 levels of turbulence. The optical and turbulence parameters
have been selected to closely follow those used in [37] because the anisoplanatic simulator we
use here is well validated for this scenario. The only difference is that we set the specific 𝐶𝑛2
values to produce the desired set of RMS tilt values reported based on Eqs. (1) and (2). Note in
Table 2 that for each turbulence level several corresponding turbulence statistics are listed. These
statistics include the Fried parameter, theoretical one axis RMS Z-tilt, and the theoretical average
residual RMS tilt. For the residual RMS tilt, we assume ideal global registration with an image
size of 601 × 601 pixels (i.e., the image size used for our experimental results). Note that the
residual RMS tilt is lower than the raw RMS tilt. This is because the residual RMS tilts do not
include the global frame-averaged tilt component.
Consider the case of level 4 turbulence as shown in Table 2 along with the optical parameters
in Table 1. Here the raw tilt variance with no registration is 16 pixels2 , and the root mean square
(RMS) tilt is 4 pixels. For an image size of 601 × 601 pixels with ideal global registration, the
residual tilt variance is shown in Fig. 1. One can see that the tilt variance varies across the
image, with the highest residual in the corners and the lowest in the center. This is because the
global image shifts are most representative of the bulk of the image in the center [36]. Note that
the average residual tilt variance in Fig. 1 is 8.1842 pixels2 , and this corresponds to an RMS
tilt of 2.8608 pixels. Compared with the unregistered tilts, it is clear that there is a significant
reduction using global registration. This can help improve scene motion detection by suppressing
the global component of the turbulence motion in the imagery.
For the proposed motion detection algorithm, we shall assume knowledge of the optical
parameters and enough information about the turbulence to provide a reasonable estimate of the
tilt variance or residual tilt variance. If no image registration is employed, we require only an
estimate of the Fried parameter so that we may compute the tilt variance in Eq. (2). If registration
is used, then we need the residual tilt covariance in Eq. (3). In general, computing this covariance
matrix requires knowledge of the 𝐶𝑛2 (𝑧) profile. However, it is shown in [36] that the residual
tilt variance is not highly sensitive to variations along the optical path. In practice, 𝐶𝑛2 (𝑧) may
be obtained using a scintillometer, differential image motion monitor, or scene-based method
employing a standard camera [36, 41, 42, 44, 45]. Note that for a constant 𝐶𝑛2 (𝑧) profile, it is

equivalent to have only knowledge of the Fried parameter, which is easier to estimate than the
full profile. For the results presented in this paper, the data come from a constant 𝐶𝑛2 (𝑧) profile,
and we assume we have a priori knowledge of the Fried parameter. We show in Section 5.1 that
the proposed algorithm is not highly sensitive to errors in 𝑟 0 . All of the other parameters used by
the proposed algorithm in this paper are estimated from the observed image data.
Table 1. Optical parameters used in simulation results.
Parameter

Value

Aperture

𝐷 = 0.2034 (m)

Focal length

𝑙 =1.2000 (m)

F-number

5.8997

Wavelength

𝜆 =0.5250 (𝜇m)

Object distance

𝐿 =7000 (m)

Pixel spacing (Nyquist)

𝑝 =1.5487 (𝜇m)

Optical cut-off frequency

𝜌 𝑐 =322.8571 (cycles/mm)

Table 2. Turbulence parameters used in the simulation results.
Turbulence Degradation

3.

Parameter

Level 1

Level 2

Level 3

Level 4

Level 5

Level 6

𝐶𝑛2 × 10−15 (m−2/3 )

0.0307

0.1227

0.4909

1.9638

4.4187

7.8554

Theoretical 𝑟 0 (m)

0.3863

0.1681

0.0732

0.0319

0.0196

0.0139

Theoretical 𝐷/𝑟 0 (unitless)

0.5265

1.2097

2.7789

6.3843

10.3857

14.6676

Isoplanatic angle (pixels)

13.4454

5.8516

2.5472

1.1087

0.6816

0.4826

RMS Z-tilt 𝜎𝑇 (pixels)

0.5000

1.0000

2.0000

4.0000

6.0000

8.0000

Residual RMS Tilt (pixels)

0.3576

0.7153

1.4304

2.8608

4.2915

5.7221

Scene Motion Detection

Let us now turn our attention to scene motion detection. Drawing upon the statistics from Section
2, we propose an anomaly detection method that uses a tilt-variance based GMM. The TV-GMM
is intended to model background intensity fluctuations that result exclusively from turbulence
and noise. This is done on a pixel-by-pixel basis. When an intensity value is not well described
by that pixel’s TV-GMM, the anomalous value is declared scene motion. Note that this type
of processing is sometimes referred to as background subtraction, foreground segmentation, or
motion detection [21, 25]. What is different in our approach is that we are specifically targeting
applications with anisoplanatic turbulence and our background model exploits knowledge of
the turbulence statistics. As our experimental results show, using knowledge of the turbulence
statistics with our proposed method yields improved detection performance compared with
standard background subtraction methods.

(a)

(b)

(c)

(d)

Fig. 1. Residual tilt variance after global registration for an image of size of 601 × 601
for level 4 turbulence from Table 2 with a raw tilt variance of 𝜎𝑇2 = 16 pixels2 (RMS tilt
of 4 pixels). The horizontal or 𝑥 residual tilt variance is shown in (a), and the vertical
or 𝑦 residual tilt variance is shown in (b). The covariance between 𝑥 and 𝑦 is shown in
(c), and the correlation coefficient is shown in (d).

A block diagram of the proposed method is provided in Fig. 2. The input to the system
is a sequence of short-exposure images. Let frame 𝑘 at pixel location n be denoted 𝑓 𝑘 (n),
for 𝑘 = 1, 2, ..., 𝐾. The observed frames are assumed to be the result of anisoplanatic optical
turbulence that causes spatially and temporally varying blur and warping. Using the model
in [10], this can be expressed as


𝑓 𝑘 (n) = 𝑠 𝑘,n ℎ 𝑘,n [𝑔 𝑘 (n)] + 𝜂 𝑘 (n),
(4)
where 𝑔 𝑘 (n) is the ideal image representing the true object reflectance and 𝜂 𝑘 (n) is an additive
noise term. We will assume the noise is independent and identically distributed white Gaussian
noise with variance 𝜎𝜂2 . The operator ℎ 𝑘,n [·] introduces the spatially- and temporally-varying
blur. The operator 𝑠 𝑘,n [·] introduces the spatially and temporally varying warping. We shall
assume that the warping can be modeled using the tilt variance in Section 2. Note that the
warping and blurring operators in Eq. (4) are intended to be nested and not multiplied.

Input image
sequence
f k (n)
Registration
(optional) f (n)
k

Tilt variance

σ T2 or Σ R (n)
Temporal
median

f (n)

TV-GMM

T

Negative log
Threshold
likelihood z (n)
k

Detection
mask

d k (n)

Fig. 2. Block diagram of the proposed tilt variance based Gaussian mixture model
scene motion detection algorithm.

The next step in Fig. 2 is an optional global image registration. This may be done to
compensate for camera platform motion and/or to remove the global component of the tilt
variance, as described in Section 2. In our implementation, we use a normalized cross-correlation
operation to estimate the shift between a reference frame and all of the other frames. The frames
are then aligned using an integer shift. We limit the cross-correlation search window to twice
the RMS pixel Z-tilt to mitigate maximums whose displacement is unlikely. The best match
within the search window is declared to be the shift estimate. We compute the RMS limit based
on the theoretical tilt variance in Eq. (2) using knowledge of 𝑟 0 . Figure 3 illustrates the actual
horizontal and vertical displacements of a single frame for a turbulence level of 6, before and
after global registration is applied. One can see that the global frame registration shifts the tilt
distribution towards zero and lowers the mean tilt for the frame. As we shall see, this type of
global registration reduces false positive scene-motion detections for most algorithms at a small
increase in computational burden. Note that we test our algorithm both with and without the
optional registration for comparison.
After applying global image registration, we shall represent these frames as 𝑓˜𝑘 (n). Next in
Fig. 2, we form a prototype image 𝑓¯(n). This image is intended to be an estimate of the static
warp-free background image with no moving objects present. We have found that a temporal
median is highly effective in providing an image with the approximately correct background
geometry, and it is highly robust in eliminating foreground scene motion. This is represented as

𝑓¯(n) = median 𝑓˜1 (n), 𝑓˜2 (n), ..., 𝑓˜𝐾 (n) .
(5)
Given the temporal median prototype image and the tilt variance model from Section 2, we form
the background TV-GMM intensity fluctuation probability density function (PDF) model. The
idea is that our TV-GMM model predicts intensity fluctuations in the background due exclusively
to turbulence and noise. By building our background model on the robust prototype image in Eq.
(5), contamination from true scene motion is significantly reduced compared with methods that
directly use the observed temporal image sequence to estimate the background model. This is
one of the ways in which our approach, which exploits knowledge of the turbulence statistics,
gains an advantage over conventional methods in this application.
Continuing with the data flow in Fig. 2, we see that the raw or registered pixel values are
evaluated using the TV-GMM background PDF model for their pixel location to produce a
negative log likelihood (NLL) associated with each pixel. Pixel values that don’t conform to their
background model will exhibit a high NLL. A simple threshold is applied to the NLL data to
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Fig. 3. Histograms of turbulence driven pixel displacements before and after global
registration that performs an integer pixel shift of 𝑥 = −3 and 𝑦 = 6. (a) Horizontal displacements before registration, (b) vertical displacements before registration,
(c) horizontal displacements after registration, and (d) vertical displacements after
registration.

produce the final detection mask. This can be viewed as anomaly detection, or equivalently, a
one-class classifier with only a background class PDF defined. The details of the TV-GMM PDF
model are described below.
To define the TV-GMM model, first consider an 𝑀 × 𝑀 window about pixel n in the prototype
image 𝑓¯(n). This window size is selected to be a multiple of the theoretical RMS tilt for the
current turbulence level. We have observed that the tilts closely follow a Gaussian distribution
with a standard deviation given by the theoretical RMS tilt. To demonstrate, the horizontal and
vertical displacements across 300 frames of simulated level-4 turbulence were plotted as a mesh
plot, normalizing for a volume of 1 as shown in Fig. 4. The theoretical Z-tilt 𝜎𝑇 , shown as
a red dotted line, captures approximately 68.2% of the Gaussian tilt distribution. To capture
99.7% of the Gaussian tilt distribution, the size of the window is set to span ±3 times the RMS
tilt (solid
minimum. In particular, our implementation uses
 red line), subject to a practical

𝑀 = 2 3max(𝜎𝑅 𝑥 (n), 𝜎𝑅 𝑦 (n), 4) + 1 with registration or 𝑀 = 2d3max(𝜎𝑇 , 4)e + 1 without.
Using lexicographical notation, we define the samples in this window as

T
f̄ (n) = 𝑓¯1 (n), 𝑓¯2 (n), ..., 𝑓¯𝑀 2 (n) .

(6)

The TV-GMM PDF is formed using one mode for every sample in the local window defined in

Fig. 4. Gaussian tilt distribution of 601 × 601 pixels across 300 frames subjected to a
turbulence level of 4.

Eq. (6). The mean of mode 𝑚 is the sample 𝑓¯𝑚 (n), for 𝑚 = 1, 2, ..., 𝑀 2 . The weight of each
mode is based on the sample’s distance to the window center at location n scaled by the tilt
variance. The weight function itself is a Gaussian to reflect the assumed Gaussian turbulence
tilt distribution. Using the neighboring pixels to define the TV-GMM modes accounts for the
turbulence warping that effectively brings these neighboring pixel values to the test pixel location
over the course of a temporal sequence.
We shall denote the variance of all of the Gaussian modes in the window centered at pixel n as
𝜎(n) 2 . These mode variances give each mode component their width. This term may be viewed
as akin to the smoothing kernel width in non-parametric kernel density estimation methods.
Increasing the mode variance tends to smooth out and broaden the overall TV-GMM PDF. This
term is used to address the quantization effect of building the GMM PDF from the discrete set of
spatial samples in Eq. (6). This term is also used to account for background intensity variation
produced in the observation model in Eq. (4) that is not the direct result of spatial warping. This
includes observation noise and turbulence scintillation. Note that scintillation refers to intensity
fluctuations cause by the amplitude variations in the propagated wavefront at the pupil plane.
Because the mode distributions account for multiple sources of intensity fluctuation, we appeal
to the central limit theorem to support the choice of the Gaussian form of the modes. We have
found that a very useful value for the mode variance in our model is 𝜎 2 (n) = 𝜎
ˆ 2 (n) + 𝜎𝜂2 , where
2
𝜎
ˆ (n) is the sample variance estimate computed from the elements in Eq. (6) and 𝜎𝜂2 is the
additive noise variance.
Using the approach described above, the resulting TV-GMM PDF may be expressed as
(
2 )
𝑀2
𝜙 − 𝑓¯𝑚 (n)
1 Õ
1
exp −
.
(7)
𝑝 n (𝜙) =
𝑤 𝑚 (n) p
𝑊 (n) 𝑚=1
2𝜎(n) 2
2𝜋𝜎(n) 2
In the case of global registration, the mode weights have a Gaussian form using the residual tilt

covariance matrix
𝑤 𝑚 (n) =

1
2𝜋|𝚺𝑅 (n)| 1/2




1
𝑇
−1
exp − [𝑥(𝑚), 𝑦(𝑚)]𝚺𝑅 (n) [𝑥(𝑚), 𝑦(𝑚)] .
2

(8)

In the case of no registration, the mode weight function simplifies to an isotropic 2D Gaussian
that does not depend on n. The variance of the Gaussian is the turbulence tilt variance, yielding
)
(
1
𝑥(𝑚) 2 + 𝑦(𝑚) 2
𝑤 𝑚 (n) =
(9)
exp −
2𝜋𝜎𝑇2
2𝜎𝑇2
as shown in Fig. 4. In either case, the weights are normalized using the sum term
𝑊 (n) =

𝑀2
Õ

𝑤 𝑚 (n).

(10)

𝑚=1

The variables 𝑥(𝑚) and 𝑦(𝑚) in Eqs. (8) and (9) are the 𝑥 and 𝑦 displacements of sample 𝑓¯𝑚 (n)
relative to the the window center at location n. The TV-GMM captures neighboring pixel values
in proportion to the likelihood that the turbulence warping will bring each of the neighboring
pixels to the window center.
The impact of the tilt variance on the mode weights in Eq. (9) and TV-GMM PDF in Eq. (7)
is illustrated in Fig. 5 for two different windows and two different tilt variances. Note that the
tilt variance determines the spatial area that the GMM modes cover and the likelihood that the
neighboring pixels at various distances will be displaced by warping to the window center. Thus,
the PDF for a small tilt variance tends to be more compact and dominated by samples very close
to n. As the tilt variance increases, the local window and mode weight function expands and may
end up spanning an edge or other structure. This can result in the addition of modes with very
different means as seen with the red PDFs in Fig. 5. Thus, it is clear that the tilt variance plays a
key role in forming the TV-GMM PDF.
We use the GMM PDF in Eq. (7) as the background intensity fluctuation model due to
turbulence for pixel n in all frames of a given sequence. The likelihood value for pixel n and
frame 𝑘 is obtained by evaluating Eq. (7) at 𝜙 = 𝑓˜𝑘 (n) yielding,
(
2 )
𝑀2

𝑓˜𝑘 (n) − 𝑓¯𝑚 (n)
1 Õ
1
˜
exp −
.
(11)
𝑝 n 𝑓 𝑘 (n) =
𝑤 𝑚 (n) p
𝑊 (n) 𝑚=1
2𝜎(n) 2
2𝜋𝜎(n) 2
Note that the NLL value is a more convenient detection statistic because of the range of values
encountered. Also, when using the NLL, a large value corresponds to an anomalous intensity
value relative to the background model. This would indicate a likely moving object or other
in-scene motion. The NLL is given by

𝑧 𝑘 (n) = − ln 𝑝 n 𝑓˜𝑘 (n) .
(12)
Finally, a threshold is applied to produce the final binary detection value for each pixel location
in every frame


 1 𝑧 𝑘 (n) > 𝑇

𝑑 𝑘 (n) =
.
(13)

 0 otherwise

Note that for Eq. 13, the TV-GMM classifier is only able to detect motion that causes a change in
a pixel’s intensity. Motion along the optical axis or other scene motion that doesn’t create an
intensity change would not be detected by this approach.
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Fig. 5. TV-GMM PDF formation from two local prototype image windows. The local
windows with isocountours for Gaussian mode variance of 20 and mode weighting
with 𝜎𝑇 = 1 pixel (blue) and 𝜎𝑇 = 4 pixels (red) are shown in (a) and (c). The
corresponding TV-GMM PDFs are shown in (b) and (d), respectively.

Figure 6 illustrates the major steps of the proposed TV-GMM scene motion detection process
using an example frame from the 300 frame sequence Intersection05 (which is described in
Section 4). Note that this figure is provided only to illustrate the operation of the TV-GMM
method and is not intended for performance analysis. A detailed performance analysis is provided
in Section 5. Figure 6(a) shows one short exposure frame with a moving car on the road. The
frame includes simulated level 3 turbulence as described in Table 2. The temporal median image
described in Eq. (5) is shown in Fig. 6(b). Note that the car is absent in the temporal median
image. This is because the car is only present in this region for a few frames out of the 300 frame
sequence. Thus, the temporal median takes on the more representative road pixel values. The
NLL image is shown in Fig. 6(c). Note that the car stands out strongly here, but there are also
some non-zero values near the strong background edges in the scene from turbulence. The final
detection mask is shown in Fig. 6(d) after thresholding the NLL image.

(a)

(b)

(c)

(d)

Fig. 6. Region of interest of size 200 × 200 pixels in the 300 frame sequence
Intersection05 showing a moving car in level 3 turbulence to illustrate the TV-GMM
detection algorithm processing chain. (a) Short exposure frame, (b) temporal median
prototype, (c) negative log likelihood image, (d) final detection mask.

In cases of heavy turbulence, the local window defined in Eq. 6 becomes larger and more
likely to contain a number of pixels of very similar or identical intensities. This gives rise to
multiple GMM modes with similar or identical means, but likely different weights. To reduce
computational requirements and reduce redundancy, one may use Lloyd’s quantization [46] to
combine modes with similar means to produce a smaller total number of modes. The resulting
mode means are the representation values from the quantizer. The resulting mode weights are
the sums of the original constituent mode weights within each quantization bin. Alternatively,
we have found that combining modes with duplicate means (using an 8-bit image) results in a
substantially more compact statistical model with negligible impact to motion detection accuracy.
4.

Experimental Setup

While it is desirable to test on real-world imagery, there is often a lack of per-pixel truth, hindering
the development of quantitative results. Conversely, although purely synthetic imagery has
corresponding truth, the degree to which that synthetic data resembles read-world data creates
uncertainty in algorithm performance under real-world conditions. In order to obtain realistic
data sets with corresponding per-pixel truth, we create a pseudo-synthetic data set as follows.

Our approach begins with a high-quality real-world image sequence containing scene-motion.
We compensate for global camera motion by first computing Speeded Up Robust Features (SURF)
features [47] from each input frame. The features for each frame are matched with those from
the first frame of the image sequence. This enables the formation of a similarity transformation
to spatially register each frame to the first. This intermediate product is a stabilized image
sequence that is free of platform motion but which still contains in-scene motion. Next we use a
temporal median filter to create a single static background image from the sequence. We then
use a combination of frame-differencing and morphological operators to segment movers within
each frame. Pixels corresponding to local motion are then overlaid onto the static background
image, creating a new image sequence nearly identical to the original sequence, but with a well
defined per-pixel truth map for each frame. Finally, we apply the anisoplanatic optical turbulence
simulator described in [37] to degrade the image sequence in a realistic manner. The simulator
also outputs a turbulence motion field that is used to warp the truth maps so as to maintain a
proper spatial correspondence between the movers in the degraded imagery and the truth maps.
In the turbulence simulation, we use the optical parameters listed in Table 1 and the turbulence
parameters provided in Table 2. The detailed simulation tuning parameters match those originally
used in [37], and we add one digital unit of noise.
The key steps in the pseudo-synthetic data generation process are illustrated in Fig. 7. An
original frame is shown in Fig. 7(a). The static background image is shown in Fig. 7(b), and Fig.
7(c) shows the same background with the segmented movers inserted. Finally, the image after
the anisoplanatic turbulence simulation degradation for level 3 turbulence is shown in Fig. 7(d).
Note that Figs. 7(a) and 7(c) are expected to look very similar as Fig. 7(c) is intended to be the
recreation of Fig. 7(a), but with a guaranteed static background. Using the method described
above, three 300-frame data sets are generated and used to generate the experimental results
in this paper. The spatial dimensions of each of the sequences is 601 × 601 pixels. The first,
denoted Intersection05, is a foliage-heavy scene with sparse motion. The sequence Thailand03
is a daytime scene of a city street with many moving objects. Finally, the sequence Thailand06
exhibits motion similar to Thailand03, but with additional challenges due to glare from recent
rainfall and nighttime ambient lighting. A representative original and undegraded frame from
each of the sequences is shown in Fig. 8. Note that Figs. 6, 7, and 8 are shown in color to provide
better context for the reader. All classification processing here is done solely on the grayscale
intensity information.
We compare our proposed TV-GMM anomaly detection algorithm against three other algorithms. The first benchmark method is the adaptive mixture learning method described by Lee et
al in [25]. This method adaptively estimates a GMM to model the intensity fluctuation for each
pixel based solely on empirical pixel measurements. The model accounts for both the background
and the foreground by employing multiple modes. Our implementation of Lee’s method uses 3
modes for the GMM. In contrast with the TV-GMM approach, Lee’s method does not exploit any
a priori knowledge of the turbulence statistics. It should be noted that Lee’s method requires a
certain number of input frames during its preliminary learning phase to allow the adaptive model
to initially converge and begin to perform its best. Thus, the first 40 output frames are excluded
from the performance metrics for all the methods studied.
The second technique is the SS-4 technique described in [28]. It is similar to Lee’s algorithm
with two significant exceptions. The first is that SS-4 uses all the frames at one time to form
the GMM parameter estimation. The second difference is that the number of GMM modes is
adjusted dynamically based on the Akaike Information Criterion (AIC) [48].
The final technique that we use for comparison is Oreifej et al’s Three Way Decomposition
(3WD) [35]. This method seeks to use low-rank matrix decomposition to distinguish between
background, turbulence motion, and in-scene motion. The tuning parameters for 3WD were
optimized separately for each of the 3 datasets used in this work.

(a)

(b)

(c)

(d)

Fig. 7. Key steps in the pseudo-synthetic data generation process. (a) original real-world
image, (b) static background image, (c) background image with the segmented movers
inserted, and (d) image with movers degraded by the anisoplanatic turbulence simulator
with level 3 turbulence from Table 2. All of the simulated sequences include 300 frames
of size 601 × 601 pixels.

All algorithms were implemented in MATLAB® R2021a within a Windows 10 environment.
The computer contains an Intel® Core(TM) i9-9980XE processor, 128 GB of RAM, and a pair
of NVIDIA Titan RTX GPUs connected with an NVLink bridge. The synthetic datasets were
created using the numerical wave-propagation anisoplanatic turbulence simulator described
in [37]. The use of GPUs for the calculation of the fast Fourier transforms (FFTs) in the numerical
wave-propagation accelerated generation of each 300-frame datasets used in this paper from
an average of 31,963 seconds to an average of 5,114 seconds, a speedup of approximately 6.25
times. The motion classification algorithms are implemented with prototype-level code. We do
leverage the 18 CPU cores for parallel processing, but without any GPU acceleration. Note that,
in principle, the proposed TV-GMM method is fully parallelizable at the pixel level for all the
operations in Fig. 2 after the registration step. The registration itself is parallelizable at the frame

(a)

(b)

(c)

Fig. 8. Representative undegraded frame from each of the three sequences generated
and used in this study: (a) Intersection05, (b) Thailand03, and (c) Thailand06.

level. Note also that the parameters of TV-GMM in Eq. (7) are obtained very efficiently from a
single prototype image. The mode means are mapped directly from neighboring pixels within the
prototype image and require no calculations. The mode variances are obtained from the prototype
image using a sample variance estimate. This is in contrast with many GMM background
models that require iterative estimation of the parameters using Expectation-Maximization and/or
k-means on the raw image sequence.
5.

Experimental Results

In this section, we present experimental results of the proposed TV-GMM algorithm presented in
Section 3. We first present quantitative results in Section 5.1 and then explore the computational
complexity in Section 5.2. Finally, we examine qualitative results in Section 5.3.
5.1.

Quantitative Results

The TV-GMM NLL from Eq. (12) is used as the decision statistic for per-pixel labeling of motion
detection. From the NLL images and truth maps, we are able to generate Receiver Operating
Characteristic (ROC) curves [49] to study classification performance at all possible operating
points. We also generate similar ROC curves for the benchmark methods. We then compute the
area under the ROC curves to quantitatively compare the performance of the studied methods. A
higher area represents better classification performance, with an area of one being ideal.
Figure 9 shows the area under the ROC curves for the Intersection05, Thailand03, and
Thailand06 datasets for all of the turbulence levels listed in Table 2. The results in Fig. 9 all
employ global registration. As expected, we see that the performance of all the algorithms
declines as the turbulence strength increases. Higher 𝐶𝑛2 leads to higher turbulence Z-tilt. This
leads to more false positives from turbulence-driven apparent motion, particularly near edges
and high contrast regions of the background. However, as suggested by the ROC curve in Fig.
10, TV-GMM is more robust to such artifacts, generally maintaining the highest probability of
detection 𝑃 𝐷 up to a false detection rate of 𝑃𝐹 𝐴 = 0.15.
The results in Figs. 9 and 10 show that the proposed TV-GMM algorithm performs the best
across all turbulence conditions. We attribute this to the fact the TV-GMM is able to effectively
exploit knowledge of the turbulence tilt variance in combination with local spatial information
provided by the background prototype image. The TV-GMM is followed in order of performance
by SS-4, Lee, and 3WD. Although both Lee and SS-4 are similar, SS-4’s superior performance
may be attributed to having access to all input frames for generating each detection output frame.
The SS-4 method also benefits from an adaptive number of modes to enable it to better model the
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Fig. 9. Area under ROC curves as a function of turbulence RMS Z-tilt for each
turbulence level using TV-GMM and the benchmark methods with registered imagery
from (a) Intersection05, (b) Thailand03, and (c) Thailand06.

background [28].
Recall from Fig. 2 that TV-GMM employs an optional image registration step. Figure 11
demonstrates the benefit of applying global registration prior to the motion detection algorithms,
where the dashed lines represent the unregistered image results and the solid lines are with global
registration. For the reader’s convenience, the line colors match those in Fig. 9 for the different
methods (i.e., green for TV-GMM, blue for SS-4, red for Lee, and magenta for 3WD). Note that
there is a boost in the area under the ROC curves as a result of registration for all methods at all
turbulence levels. However, the relative boost tends to be larger at higher turbulence levels. It is
important to note that although the anisoplanatic turbulence tilt has a zero mean over time, in any
given frame the average shift across the field of view of the camera can be significant as seen
in Fig. 3. Thus, neutralizing the global turbulence tilts can significantly improve scene motion
detection performance. It is also interesting to note that the relative performance among four
algorithms remains unchanged regardless of whether the optional registration step is included or
not. It is also notable that TV-GMM without registration still meets or exceeds the performance of
the other three algorithms with registration. Running TV-GMM without registration provides an
overall computational savings and also simplifies the pre-calculation of the tilt variance statistics
from Section 2.
As mentioned at the end of Section 2, we assume knowledge of the optical parameters as well
as either the tilt variance or the residual tilt variance. Without the optional image registration

step, the tilt variance may be calculated directly from an estimate of the Fried parameter. With
image registration, we need knowledge of the 𝐶𝑛2 (𝑧) profile. For this work, we assume a constant
𝐶𝑛2 (𝑧) profile so that the residual tilt variance may also be computed from an estimate of the
Fried parameter. To demonstrate TV-GMM’s robustness to the estimation of the Fried parameter,
we varied our estimate of 𝐶𝑛2 between 75% and 125% of the actual 𝐶𝑛2 value from the turbulence
simulator for all three synthetic datasets. In level 4 turbulence, AUCs degraded at most 0.15%.
In level 6 turbulence, the AUC dropped by at most 0.21%. We believe this demonstrates that the
proposed algorithm is not highly sensitive to moderate errors in the atmospheric characterization.
5.2.

Computational Analysis

While the accuracy of the motion detectors is the primary performance metric, computational
complexity is also an important consideration. Computationally demanding approaches may
not be suitable for time-sensitive applications or real-time processing. Tables 3, 4, and 5 are
a summary of detection accuracy and run-time performance in frames per second (FPS) for
turbulence levels 2, 4, and 6, respectively. Figure 12 shows the processing time of each algorithm
completing the processing on the full 300 frame sequence Intersection05 for each turbulence
level. The times listed include only the time to perform the motion detection and exclude
both preprocessing (e.g., loading data from disk, registration, etc.) and postprocessing (e.g.,
scoring and creating detection masks). Note that Lee’s technique performs the fastest, requiring
approximately 30 seconds. This speed is attributed primarily to the recursive nature of the
algorithm that incrementally updates the GMM statistics with each new frame. Computational
complexity is also kept low with our implementation by employing a constant 3 modes in the
GMM. Conversely, SS-4 includes all 300 frames for construction of the background model, and it
uses a dynamic number of Gaussian modes based on optimizing the AIC. While the performance
is superior to that of Lee, SS-4 takes substantially longer, clocking in at approximately 900
seconds. The 3WD method exhibited the longest execution time at well over an hour. It should
be noted that the processing time of 3WD could be reduced with different parameter selections.
However, for this research the parameters were optimized for detection accuracy rather than
processing time.
Table 3. Summary results for turbulence level of 2 and registered imagery.

Method

Intersection05

Thailand03

Thailand06

AUC

Speed (FPS)

AUC

Speed (FPS)

AUC

Speed (FPS)

TV-GMM

0.9960

3.80

0.9743

3.77

0.9806

3.79

Lee

0.9942

9.75

0.9610

9.40

0.9484

9.50

SS-4

0.9943

0.42

0.9664

0.31

0.9610

0.36

3WD

0.9434

0.07

0.8448

0.07

0.9352

0.07

As can be seen in Fig. 12, the run-time for Lee, SS-4, and 3WD are approximately constant
over turbulence level. The proposed TV-GMM method takes approximately 80 seconds for the
lowest turbulence level and increases to 150 seconds for the highest turbulence level. The increase
in time is due to the larger spatial coverage of the weighting Gaussian in Eq. (9), resulting in
more GMM modes. Although TV-GMM takes all 300 frames as input, its statistical model is
created using only the temporal median image, allowing its total processing time to drop to
15%-20% of SS-4’s while providing superior performance. The optional registration step takes
an average of 35 seconds on the Intersection05 data, regardless of motion classification technique.

Table 4. Summary results for turbulence level of 4 and registered imagery.

Method

Intersection05

Thailand03

Thailand06

AUC

Speed (FPS)

AUC

Speed (FPS)

AUC

Speed (FPS)

TV-GMM

0.9802

2.84

0.9369

2.82

0.9463

2.67

Lee

0.9699

10.09

0.9148

9.55

0.9072

9.54

SS-4

0.9747

0.40

0.9328

0.29

0.9324

0.32

3WD

0.9022

0.07

0.8242

0.07

0.8588

0.07

Table 5. Summary results for turbulence level of 6 and registered imagery.

Method

Intersection05

Thailand03

Thailand06

AUC

Speed (FPS)

AUC

Speed (FPS)

AUC

Speed (FPS)

TV-GMM

0.9429

2.03

0.8787

2.07

0.8804

1.79

Lee

0.9156

10.56

0.8518

9.64

0.8463

9.57

SS-4

0.9252

0.44

0.8782

0.32

0.8824

0.32

3WD

0.7794

0.08

0.7409

0.07

0.7721

0.07

Additionally, TV-GMM requires several minutes to calculate the tilt variance for each pixel when
global registration is employed using the method in [36]. Since the tilt variance is assumed to be
a one-time preprocessing step, it has been excluded from the timing results in Fig. 12.
5.3.

Qualitative Results

Analysis of detection masks can give additional insight into an algorithm’s performance. Detection
masks are shown in Fig. 13 for frame 𝑘 = 86 of the Thailand03 data set with a turbulence level
of 4 as defined in Table 2. White pixels are false negatives (i.e., misses), black pixels are true
negatives, orange pixels are false positive detections, and the color-coded pixels are true positive
detections for the corresponding method (i.e., green for TV-GMM, blue for Lee, red for SS-4,
and magenta for 3WD). To provide a fair comparison, we use a false alarm rate 𝑃𝐹 𝐴 = 0.05 for
all 4 algorithms.
The upper-right corner of Thailand03 is a vanishing point for the road and contains constant
vehicular motion. The persistent nature of the motion here causes each detection method to
incorrectly treat it as background. As a result, all four algorithms suffer from false negatives in
this region. Excluding motion around the vanishing point, detection on vehicles themselves is
generally good. However, detections for both Lee and SS-4 tend to fragment heavily on vehicles.
This may be the result of the myopic GMM models that are limited to a "soda straw" view of
the data for each pixel. Because TV-GMM incorporates neighborhood spatial information in
its model for each pixel, it tends to exhibit less fragmentation across extended objects. It does
so without a massive increase in computational complexity by using the prototype background
image. We have observed that 3WD has similar fragmentation to Lee and does not obtain the
smooth detection contours of TV-GMM. False positives for TV-GMM, Lee, and SS-4 tend to
come from slight overreach at the borders of extended objects, although TV-GMM exhibits

this to a lesser degree. False positive "blobs" for Lee, SS-4, and 3WD are also plentiful in the
upper-left quadrant where there are stationary high-contrast objects manipulated by turbulence
warping. The TV-GMM method is able to virtually eliminate these false detections by exploiting
knowledge of the spatial structure of the local background and the local tilt variance.
6.

Conclusion

In this paper, we have presented the TV-GMM motion detector designed specifically for video
with anisoplanatic atmospheric optical turbulence. We perform global registration to align all
input images and then form a temporal median to act as a non-contaminated background reference
frame. Each pixel within an adaptive 𝑀 × 𝑀 box around a subject pixel is taken to be the mean of
a mode in a GMM for that pixel. The weight of each mode is computed with a Gaussian function
and is based on the mode pixel location and the local residual tilt variance. This is intended to
capture the likelihood that turbulence warping will bring each neighboring pixel value to the
center of the window. All of the mode variances are set to be the sample variance of the pixels in
the 𝑀 × 𝑀 window plus the assumed noise variance. We also describe an option to reduce the
number of modes in the GMM by incorporating Lloyd’s quantization in Section 3.
We use three quasi-synthetic image sequences with motion truth as the basis for our performance
analysis. Realistic turbulence degradation is simulated on these sequences using a recently
developed anisoplanatic numerical wave-propagation method [37]. Using these data, we compare
the proposed TV-GMM method against three other state-of-the-art motion detection techniques.
The performance metric is the area under the ROC curve. The results show that TV-GMM
outperforms other motion detectors in the range of turbulence levels and scene content in this
study. A visual inspection of the detection masks with a false positive rate of 5% reveals what we
believe is a qualitative improvement for TV-GMM over the other methods on the data studied. In
particular, the moving cars are more often detected as a single connected object rather than a
collection of smaller detections. Additionally, TV-GMM appears to be more robust to small,
spurious false detections that result from high contrast background detail warped by turbulence.
The TV-GMM is different from previous intensity based motion detection algorithms in that
it does not rely on empirical temporal data to estimate the GMM model parameters. Rather,
it uses the robust temporal median background image to provide local spatial context for each
pixel. Using this in conjunction with the theoretical tilt variance statistics means that we don’t
need to be as concerned about scene motion contaminating the background intensity model as
the empirical methods. The TV-GMM method also benefits from spatial information from the
background image. To the best of our knowledge, theoretical tilt statistics have not been used in
this way for scene motion detection previously in the literature. The computational complexity
of the TV-GMM method is also favorable. While the fastest method was the recursive method of
Lee, the run-time for TV-GMM was the second smallest. Thus, the combination of performance
and computational efficiency makes the TV-GMM algorithm compelling for processing imagery
impacted by turbulence.
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Fig. 10. ROC curves of each algorithm for the Thailand03 data set using a turbulence
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Fig. 11. Area under ROC curves as a function of turbulence RMS Z-tilt using the
Thailand03 data set with and without global registration. (a) TV-GMM technique, (b)
Lee’s method, (c) SS-4, and (d) 3WD.
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Fig. 13. Detection masks for (a) TV-GMM, (b) Lee, (c) SS-4, and (d) 3WD for frame
𝑘 = 86 of the Thailand03 data set with a turbulence level of 4 and using a false detection
rate of 𝑃 𝐹 𝐴 = 0.05.

