ABSTRACT In this paper, a high efficiency multiple events recognition scheme based on a hybrid feature extraction algorithm and a combined classifier for distributed optical fiber vibration sensing (DOFVS) system has been proposed and demonstrated. The hybrid feature vectors are extracted by using zero crossing rate, sample entropy, wavelet packet energy entropy, kurtosis, and multiscale permutation entropy. A combined classifier of support vector machine and radial basis function neural network is proposed to improve the reliability of the recognition results. The recognition result is given only when both of the two classifiers output same event types. The experimental results demonstrated that the average identification rate of five typical patterns (no intrusion, waggling the fence, climbing the fence, kicking the fence, and cutting the fence) over 97% is achieved through the combined classifier. Moreover, the whole recognition processing speed of the combined scheme is also good of real time performance, which can be limited in 1.1 s. Therefore, this kind of events recognition scheme has a quite promising application prospects in DOFVS system. INDEX TERMS Distributed vibration sensing, optical fiber, events recognition, hybrid feature vectors, combined classifier, signal analysis.
I. INTRODUCTION
Distributed optical fiber vibration sensing (DOFVS) system has been extensively studied in various vibration sensing fields due to its superior advantages such as simple structure, high sensitivity, and fast response [1] - [3] . It has been successfully applied in many industrial applications such as long-distance oil or gas pipeline, large structure safety monitoring, and perimeter safety [4] - [6] . Many key parameters such as sensing length, precise location, and polarization maintaining, have been significantly improved in Ref. [7] - [9] . However, for the DOFVS based system, because of the complexity and diversity of various vibration events for in-field applications, the most critical issue to discriminate various types of sensing events with high recognition accuracy and efficiency has received increasing attention in the recent years.
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Wu et al. [10] proposed a multiple events discrimination scheme in an optical backscattering based vibration sensing system. This scheme can discriminate three patterns of no intrusion, human intrusion and hand clapping interference by employing back propagation (BP) neural network and frequency domain feature vectors. Liu et al. [11] proposed an integrated discrimination method in an optical interferometer based vibration sensing system. The method utilized empirical mode decomposition (EMD) based features and radial basis function neural network (RBFNN) to distinguish four kinds of vibrations. Wang et al. [12] reported a wavelet packet decomposition based feature extraction algorithm, which is combined with an artificial neural network classifier to realize events recognition. However, all the aforementioned events discrimination schemes only involve one or two aspects of the feature information for the detected events. Thus, lacking sufficient feature information standing for the given signal, will lead to degradation of the identification rate. The sampling VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ rate of these schemes are usually set to MHz level, resulting in their feature extraction process undergo a longer time., which will seriously influence the recognition efficiency. Moreover, based on the principle of pattern recognition, the existing recognition problem is false identification. Hence, the reliability of the identification result with one single classifier need to be further improved.
To overcome the problems mentioned above, this paper proposes an integrated scheme based on a hybrid features extraction method and a combined recognition classifier. Instead of using the conventional feature extraction method with one or two parameters of the given signal, the proposed feature extraction method incorporating multiple aspects of content (zero crossing rate, sample entropy, wavelet packet energy entropy, kurtosis and multiscale permutation entropy). So the sufficient description information of the sensing signal can be obtained. And with comprehensive features standing for the given signals, the sampling rate of the proposed scheme could be set to kHz level. As experimental result shows, the proposed method can accurately discriminate five sensing patterns with high efficiency in both classifiers of support vector machine (SVM) and RBFNN. Moreover, the identification reliability can be further improved by the combined recognition classifier SVM-RBF. To our best knowledge, this is the first report on discriminating multiple events by using the combined classifier in DOFVS system. The experimental result also verified that the proposed classifier could lead to a much lower false alarm rate.
II. DUAL MACH-ZEHNDER INTERFEROMETER BASED VIBRATION SENSING STSTEM
Dual Mach-Zehnder interferometer (DMZI) is a classical DOFVS based technology which can detect and locate vibrations along the sensing fiber. It can be used as the example for the combined events recognition scheme realization. Fig. 1 illustrates the configuration of the DMZI based vibration sensing system [13] . The laser with narrow linewidth less than 50 kHz is used as the light source. First, the output of the laser passes through an isolator and a variable optical attenuator, and then the light launched into the coupler C1 and the coupler C1 splits it into two parts of light beams equally. The two parts of light beams propagate in clockwise and counter-clockwise directions and interfere at coupler C4 and C5, respectively. The interference outputs which bring the sensing information are detected by the photodetectors PD1 and PD2, respectively. Finally, the electrical sensing signals are collected by high speed Data Acquisition (DAQ) Cards DAQ1 and DAQ2 respectively. Specifically, the DAQ1 is used for sensing events recognition and the DAQ2 is used for vibration events positioning which is obtained by calculating the time delay between the interference signals detected by the two photodetector PD1 and PD2 [14] . All the sensing signals are processed by the Industrial Personal Computer (IPC).
III. PRINCIPLE OF EVENTS RECOGNITION SCHEME
The flowchart of the proposed events recognition scheme is shown in Fig. 2 , which consists of three stages. The first stage is feature extraction of the sensing events. The second stage is the event discrimination based on the classifier of SVM and RBFNN to classify the feature parameters into different event related categories. The third stage is results integration based on the recognition results of the combined classifier which consists of SVM and RBFNN. 
A. FEATURE EXTRACTION
The extracted feature vectors represent the characteristics of the event signals, so the extraction algorithm can directly affect the accuracy of the event recognition results. Therefore, improving the feature extraction algorithm to build an effective discriminating feature parameter is especially crucial for high recognition rate. According to the recognition principle of event classifier [15] , the feature vector of a successful recognition and classification should be conformed with the following two points. For different kinds of events, the counterpart feature vectors should be obviously different with each other. And for the same types of events, the corresponding features should be highly similar to each other. Based on this idea, a simple feature extraction method which only involves one or two aspects of the given events can hardly satisfy both requirements. Especially for some types of events with highly similarity in a single features. To solve this problem, a kind of hybrid feature extraction algorithm with multiple characteristics in time domain, irregularity, frequency domain, statistics, and complexity are implemented. Because the sensing events will be described from multiple angles with different dimensionality, hence, a more comprehensive feature vector can be accurately extracted by including the five aspects of features.
Specifically, the hybrid features including zero crossing rate, sample entropy, wavelet packet energy entropy, variational mode decomposition based kurtosis and multi-scale permutation entropy. The specific feature extraction process of the hybrid features is illustrated as follows:
1) ZERO CROSSING RATE
Zero crossing rate (ZCR) refers to the number of times that signal amplitude value passes through zero value level per unit time, which is a classical algorithm of extracting the time domain information of the sensing signal. ZCR can directly reflect the frequency of the event signal changes near the zero level for a certain period. Therefore, ZCR can be used as a sensing feature description. The ZCR of an input sensing event signal x(n) can be defined as:
( 1) where L is the sample length of one frame sensing signal, sign[] is a symbolic function that can be defined as:
2) SAMPLE ENTROPY Sample Entropy (SampEn) is an improved form of approximate entropy [16] . SampEn is usually used for calculating the irregularity of a time series and can reflect the randomness in the time domain [17] . Due to the non-stationary characteristic of sensing event signal detected by DMZI based vibration sensing system, SampEn is appropriate to quantify the degree of irregularity for the sensing signal. Especially, a highly complicated series sensing data will generate a high SampEn value. Assuming that a frame of sensing time series signal with L points {X (i), 1≤ i ≤ L}, set the tolerance parameter r and the embedding dimension parameter m, respectively. The m-dimension template vector X m (i) can be defined as
, where 0≤ k ≤ m − 1 and i = j. So the SampEn can be defined as:
where A i and B i are the number of vectors X m (j) within r of X m (i). For more details about the SampEn definition can be found in Ref [18] . Before computing the SampEn as the feature vector, three key parameters must be set: the sample length L of the sensing time series, tolerance r and dimension m. Based on the theoretical and classical application have described in Ref [19] , the SampEn feature vector was initialized with m = 2 and r = 0.2× std in this paper, where std is the standard deviation of the sensing data.
3) WAVELET PACKET ENERGY ENTROPY
Wavelet packet decomposition (WPD) is an algorithm of signal analysis which can be used to decompose a signal into multi-level in the frequency domain [20] . WPD is processed like a balanced tree from top to bottom, a three-level WPD as shown in Fig. 3 . With i-level decomposition, the WPD generates 2 i different frequency bands, which are denoted as C i,j , where j = 0, 1, · · ·, 2 i and i represents the ith decomposition level. The corresponding energy of each frequency band can be obtained as: where n is the index, and L is the length of decomposition sequence. Based on Shannon entropy, the wavelet packet energy entropy (WPEE) of the whole frequency bands is defined as [21] :
where E j /E Total represents the probability of each sub-band, E Total is the whole energy of all the frequency bands that can be defined as:
According to the information theory, WPEE can reflect the energy distribution among different frequency bands. To enrich the WPEE feature vector of the given sensing events, the WPEE values of frequency bands 0∼ F s /4 and F s /4∼F s /2 were also calculated as [22] : Variational mode decomposition (VMD) is a novel multiple component signal decomposition algorithm, which is theoretically distinct from EMD [23] .This algorithm used the multi-resolution analysis method, which can adaptively decompose a signal into a specified number of intrinsic mod functions (IMFs)
Kurtosis is a statistical descriptor which can indicate the protrusion of signal and highly sensitive to small changes of unsteady signals [24] , [25] . Because each IMF components of VMD has small changes and temporal characteristics, the kurtosis coefficient based on VMD can be used as an effective feature vector. Assuming that the sensing event signal is decomposed into Q IMFs through VMD algorithm, the kurtosis coefficient of each IMF can be calculated as:
where L is the number of decomposition points of the IMF, µ i is the mean value of the IMF i (n) and σ i is the standard deviation of IMF i (n). Further, the kurtosis coefficient of each IMF can be normalized as:
Thus, the kurtosis coefficient feature vector based on VMD can be constructed as
5) MULTI-SCALE PERMUTATION ENTROPY
Permutation entropy (PE) is a nonlinear dynamic parameter which can analyze the complexity and uncertainty of one-dimensional time series [26] . Multi-scale permutation entropy (MPE) is a kind of improvement based on PE, which can describe the complexity of a time series in different scales [27] . Thus, MPE can be used as a feature description of complexity for the given sensing events. The basic idea of constructing MPE is to produce multi-scale coarse graining for a time series and then calculate the PE value in different scales. For a single frame of sensing time series X L = {x 1 , x 2 , x 3 ,. . . , x L }, where L is the length of the time series. The coarse-grained time series can be constructed as:
where s is the scale factor. According to [28] , different scale factors will lead to different PE values. When the scale factor is s and the embedding dimension value is m, the MPE of the sensing time series is indicated as:
where P 1 , P 2 ,. . . , P k are the probability distribution of one symbol sequence [ 
B. CLASSIFIER
In the events recognition process, the classifier is used for classifying the above-mentioned features into counterpart categories. To discriminate different kinds of sensing events belong to a nonlinear classification problem, thereby a nonlinear classifier should be executed. Both SVM and RBFNN have a good performance in tackle multiple classification problems compared with other classifiers. Moreover, the recognition speed of the two classifiers also shows superior advantages. Therefore, the classifiers of SVM and RBFNN to realize multiple events recognition and classification are carried out in this paper.
SVM is a classical binary classification algorithm derived from the statistical learning theory, and shows superior performance in small sample, nonlinear, high dimensional expression. It has been widely used in pattern recognition [31] . The fundamental idea of SVM is to map the data into a high dimensional feature space by some non-linear mapping functions, thus the non-linear problem in low dimensional space will correspond to the linear problem in the high dimensional space [32] . Recognizing the sensing event signals collected by the DMZI based system is a typical multi-class classification problem. The one-againstone (OAO) strategy [33] is employed to realize the events recognition. For M(M>2) multiple categories classification problems, this algorithm is a combination of all possible binary sub-classifiers, which are M(M−1)/2 in total. The voting algorithm is usually used to recognize the corresponding category of the practical input data samples with most votes.
RBFNN is a feed forward network and typically has three layers of input layer, hidden layer and output layer. This kind of neural network has been widely used in function approximation and classification based on its superiorities in function approximation and learning speed [34] . For M categories of events, which used the feature vector of the given events as the input parameters of the RBFNN, the output layers with M outputs standing for M categories of sensing events. As is known, the pattern recognition process is divided into two stages of training stage and testing stage. In the training stage, for the ith (i = 1, 2, · · ·, M ) class of events, the ith output is designated as ''1'' and other outputs are designated as ''0''. Then the model structures of the optimal radial basis functions can be constructed with the training samples. In the testing stage, with an unknown event is fed into the trained model structures, the M outputs are acquired simultaneously. The outputs that are closest to ''1'' compared to the rest represents the category of the given event.
C. RESULTS INTEGRATION
Based on the identification principle of the two classifiers of SVM and RBFNN, one can find that both of the two classifiers have the great abilities of classifying the sensing event signals acquired by the DMZI based vibration sensing system. However, the discrimination results lack of reliability by using only one single classifier, due to the single classifier exists the problem of false alarm. Thus, resulting in the identification results accuracy degraded in field applications. To improve the reliability of the discrimination results, a combined classifier of SVM and RBFNN is proposed, which possesses the advantages of the two classifiers. The reliable discrimination results can be obtained when the SVM and the RBFNN output the same recognition results. For M categories sensing events, the ith unknown sensing event was identified, only the SVM classifier output the ith class event and the ith output is closest to ''1'' in RBF classifier. In other words, only the same types of sensing event signals were identified by both of the classifiers concurrently, the ith category of sensing event was identified by the combined classifier. Otherwise, the sensing event cannot be identified by the combined classifier. Based on this combined idea, the recognition reliability can be further improved by the combined classifier.
IV. EXPERIMENTS AND ANALYSIS
The experimental setup is shown in Fig. 1 . The source was a distributed feedback (DFB) laser with wavelength of 1550 nm and power of 12.6 mW. The data sampling rate of DAQ1 which is used for sensing events recognition was set as 1 kHz and the sampling time of each trail was set to be 3 s. The data sampling rate of DAQ2 which is used for abnormal vibration events location was set as 10 MHz, and the sampling time of each trail was set to be 0.3 s. For the purpose of improving the detection sensitivity, a 2.25 km long single mode communication cable fiber was looped up and down in a sinusoidal manner, and attached to the hose clamps, as illustrated in Fig. 4 .
To verify the effectiveness of the proposed scheme, 769 sets of field experiments were carried out through five categories of sensing actions: no intrusion, waggling the fence, climbing the fence, kicking the fence and cutting the fence, which are portrayed in Fig. 4 . 
A. FEATURE EXTRACTION
Effective feature vector extraction is a key step in the process of dealing with events recognition and classification. In terms of equation (1)- (12), the hybrid feature vectors of each sensing event can be calculated. Especially, for the feature extraction of WPEE and kurtosis based on VMD, a series of experiments have found that the events recognition rate increase as the decomposition layers increase in both of WPD and VMD. However, the decomposition layers increase can seriously affect the efficiency of the feature extraction. Experimental results have been testified that a 3-level WPD and 5-level VMD can enlarge the recognition rate remarkably, and the recognition efficiency under these parameters is satisfactory which can be controlled less than the sampling time. Fig. 5 gives the five common types of sensing signals and their counterpart eigenvectors in five aspects. The ZCR eigenvectors of the five cases are all different in total, which means the ZCR is an effective feature description. It is evident that the SampEn feature value of waggling the fence is obviously different from climbing and kicking events. Although the SampEn feature value of climbing and kicking are somehow closer, and can be confused for each other in the process of discrimination. However, this can be settled by the feature vectors of WPEE and VMD based kurtosis. As is shown in Fig. 5(c) and Fig. 5(d) , the original climbing and kicking events have a clearly different variation trend. Specifically, for WPEE feature vector, the climbing event has an inflection point compared with the kicking event. And both of the two cases have different start value and end value. For kurtosis feature vector of the two cases, there is a totally different variation trend with descending and ascending, respectively. Moreover, the rest of the three cases also have an obvious different variation trend. The last eigenvector of MPE is illustrated in Fig. 5(e) . The PE values of the five cases also exhibit a different variation characteristic in general. These parameters can enrich the detail feature information of the five kinds of events. As the PE values of waggling and climbing are highly closer with each other and can thus be easily confused. However, this can be effectively solved by the four above mentioned features. Thus, constructing a hybrid feature vectors is an effective feature extraction method. And through this method, the five cases of sensing events can be effectively distinguished by the subsequent classifier. 
B. EVETNS RECOGNITION WITH SIGNALE CLASSIFIER
To further investigate the contribution of the hybrid features and the discrimination accuracy performance of the proposed classifier as shown in Fig. 2 . The proposed hybrid feature vectors to recognize the five typical sensing events is implemented. A database including the above five common sensing events is built with 300 trails, for each type of sensing event signals, 60 trails are used as the training samples. After training, 469 testing samples are used to test: 80 for no intrusion events, 101 for waggling events, 62 for climbing events, 120 for kicking events and 106 for fence cutting events, respectively. The identification rate of the single classifier SVM and RBFNN in the tests are all calculated in Table 1 with an average identification rate of 98.23% and 98.27%, respectively. And the identification results based on the two cases of single classifier could directly prove the validity of the proposed feature extraction method.
C. RESULTS INTEGRATION AND TIME CONSUMPTION
From Table 1 , it can be also known that the combined classifier of SVM-RBF with an average rate of 97.10% for the five cases is achieved, which will be little descending compared with the single classifier. That is because the combined classifier is more strictly for the recognition results. Specifically, only when the two of classifiers output the same recognition results for the same types of sensing signals, the combined classifier judged the sensing events can be identified and classified. Otherwise, the sensing events cannot be identified by the combined classifier and there is no identification result output for the combined classifier. Therefore, the reliability of identification results can be further improved by the combined classifier. It is important to point out that the high event recognition accuracy and reliability of the combined classifier to some extent is based on sacrifice the identification rates of the single classifier. Because of the recognition result consisting of the integration of the single classifier of SVM and RBF, the recognition response time of the SVM-RBF classifier is slightly higher than the single classifier, with 1.01 s is achieved. Compared with the proposed scheme of SVM-RBF classifier, the EMD recognition scheme proposed in Ref [11] was also carried out in the experiment. And the total recognition time of the EMD scheme is obviously higher than the proposed scheme, with 3.46 s is achieved. Based on the recognition time of the proposed scheme can be controlled less than the sampling time of 3 s, thus, the proposed scheme can satisfy the online monitoring requirement in practical applications.
V. CONCLUSION
In conclusion, a multiple events recognition scheme based on a hybrid feature extraction algorithm and combined classifier in DOFVS based systems has been proposed and demonstrated in this paper. Experimental results show that the proposed feature extraction method can accurately recognize and classify five typical sensing events with an average recognition rate over 98% in DMZI based vibration sensing system. Thus, it is proved that the proposed hybrid feature vectors can give a much better characteristic expression of the sensing events compared with single feature vectors. The combined classifier through integrating the recognition results of the two classifiers of SVM and RBFNN, which can effectively improve the reliability of the identification result in field application. A series of tests have been operated, and results show that the average identification rate of the five typical sensing events are over 97%, the identification efficiency also satisfies the practical online requirements which can be controlled less than sampling time of 3 s. Therefore, this promising events recognition scheme can be used for events discrimination in the DOFVS based system. In future work, more comprehensive feature vectors with high efficiency can be extracted from the given sensing signal, thus more kinds of threatening vibrations in the complicated applications can be identified, which will undoubtedly improve the application prospect of the DOFVS based system.
