Abstract. In this paper, we define the Schrödinger-Weil representation for the Jacobi group and construct covariant maps for the Schrödinger-Weil representation. Using these covariant maps, we construct Jacobi forms with respect to an arithmetic subgroup of the Jacobi group.
Introduction
For a given fixed positive integer n, we let
(n,n) Ω = t Ω, Im Ω > 0 be the Siegel upper half plane of degree n and let Sp(n, R) = g ∈ R (2n,2n) t gJ n g = J n be the symplectic group of degree n, where F (k,l) denotes the set of all k × l matrices with entries in a commutative ring F for two positive integers k and l, t M denotes the transposed matrix of a matrix M, Im Ω denotes the imaginary part of Ω and
We see that Sp(n, R) acts on H n transitively by
where g = A B C D ∈ Sp(n, R) and Ω ∈ H n .
For two positive integers n and m, we consider the Heisenberg group H (n,m) R = { (λ, µ; κ) | λ, µ ∈ R (m,n) , κ ∈ R (m,m) , κ + µ t λ symmetric } endowed with the following multiplication law
We let G J = Sp(n, R) ⋉ H (n,m) R (semi-direct product) be the Jacobi group endowed with the following multiplication law
with g, g ′ ∈ Sp(n, R), (λ, µ; κ), (λ ′ , µ ′ ; κ ′ ) ∈ H (n,m) R and ( λ, µ) = (λ, µ)g ′ . We let Γ n = Sp(n, Z) be the Siegel modular group of degree n. We let Γ J = Γ n ⋉ H (n,m) Z be the Jacobi modular group. Then we have the natural action of G J on the Siegel-Jacobi space H n,m := H n × C (m,n) defined by g, (λ, µ; κ) · (Ω, Z) = g·Ω, (Z + λΩ + µ)(CΩ + D) −1 , where g = A B C D ∈ Sp(n, R), (λ, µ; κ) ∈ H (n,m) R and (Ω, Z) ∈ H n,m . We refer to [19] - [25] for more details on materials related to the Siegel-Jacobi space.
The Weil representation for the symplectic group was first introduced by A. Weil in [13] to reformulate Siegel's analytic theory of quadratic forms (cf. [12] ) in terms of the group theoretical theory. It is well known that the Weil representation plays a central role in the study of the transformation behaviors of the theta series. In this paper, we define the Schrödinger-Weil representation for the Jacobi group G J . The aim of this paper is to construct the covariant maps for the Schrödinger-Weil representation, and to construct Jacobi forms with respect to an arithmetic subgroup of Γ J using these covariant maps.
This paper is organized as follows. In Section 2, we discuss the Schrödinger representation of the Heisenberg group H (n,m) R associated with a symmetric nonzero real matrix of degree m. In Section 3, we review the concept of a Jacobi form briefly. In Section 4, we define the Schrödinger-Weil representation ω M of the Jacobi group G J associated with a symmetric positive definite matrix M and provide some of the actions of ω M on the representation space L 2 R (m,n) explicitly. In Section 5, we construct the covariant maps for the Schrödinger-Weil representation ω M . In the final section we construct Jacobi forms with respect to an arithmetic subgroup of Γ J using the covariant maps obtained in Section 5.
Notations :
We denote by Z and C the ring of integers, and the field of complex numbers respectively. C × denotes the multiplicative group of nonzero complex numbers. T denotes the multiplicative group of complex numbers of modulus one. The symbol ":=" means that the expression on the right is the definition of that on the left. For two positive integers k and l, F (k,l) denotes the set of all k × l matrices with entries in a commutative ring F . For a square matrix A ∈ F (k,k) of degree k, σ(A) denotes the trace of A. For any M ∈ F (k,l) , t M denotes the transposed matrix of M . I n denotes the identity matrix of degree n. We put
The Schrödinger Representation of H (n,m) R
First of all, we observe that H (n,m) R is a 2-step nilpotent Lie group. The inverse of an element (λ, µ; κ) ∈ H (n,m) R is given by (λ, µ; κ)
Then H (n,m) R may be regarded as a group equipped with the following multiplication
We set
. Let L be the Pontrajagin dual of L, i.e., the commutative group consisting of all unitary characters of L. Then L is isomorphic to the additive group R (m,n) × Symm(m, R) via
where Symm(m, R) denotes the space of all symmetric m × m real matrices. We put
Then S acts on L as follows:
We see that the Heisenberg group H (n,m) R , ⋄ is isomorphic to the semi-direct product S ⋉ L of S and L whose multiplication is given by
On the other hand, S acts on L by
Then, we have the relation α λ (a),â = a, α * λ (â) for all a ∈ L andâ ∈ L. We have three types of S-orbits in L.
Type II. Let (μ,κ) ∈ R (m,n) × Symm(m, R) with degenerateκ = 0. Then
Type III. Letŷ ∈ R (m,n) . The S-orbit Oŷ ofâ(ŷ) = (ŷ, 0) is given by
We have
as a set. The stabilizer Sκ of S atâ(κ) = (0,κ) is given by
And the stabilizer Sŷ of S atâ(ŷ) = (ŷ, 0) is given by
In this section, for the present being we set H = H (n,m) R for brevity. We see that L is a closed, commutative normal subgroup of H. Since (λ, µ; κ) = (0, µ; κ + µ t λ) • (λ, 0; 0) for (λ, µ; κ) ∈ H, the homogeneous space X = L\H can be identified with R (m,n) via
We observe that H acts on X by
and so
For a real symmetric matrix c = t c ∈ Symm(m, R) with c = 0, we consider the unitary character χ c of L defined by
where I denotes the identity mapping. Then the representation W c = Ind
It follows from (2.1) that
where h 0 = (λ 0 , µ 0 ; κ 0 ) ∈ H and λ ∈ R (m,n) . Here we identified x = Lh (resp. xh 0 = Lhh 0 ) with λ (resp. λ + λ 0 ). The induced representation W c is called the Schrödinger representation of H associated with χ c . Thus W c is a monomial representation. Proof. The proof can be found in [14] , Theorem 3.
Remark. We refer to [14] - [18] for more representations of the Heisenberg group H (n,m) R and their related topics.
Jacobi Forms
Let ρ be a rational representation of GL(n, C) on a finite dimensional complex vector space
Definition 3.1. Let ρ and M be as above. Let
A Jacobi form of index M with respect to ρ on a subgroup Γ of Γ n of finite index is a holomorphic function f ∈ C ∞ (H n,m , V ρ ) satisfying the following conditions (A) and (B):
has a Fourier expansion of the following form :
with a suitable λ Γ ∈ Z and c(T, R) = 0 only if
If n ≥ 2, the condition (B) is superfluous by Koecher principle ( cf.
[26] Lemma 1.6). We denote by J ρ,M (Γ) the vector space of all Jacobi forms of index M with respect to ρ on Γ. Ziegler ( cf.
[26] Theorem 1.8 or [2] Theorem 1.1 ) proves that the vector space J ρ,M (Γ) is finite dimensional. In the special case ρ(A) = (det(A)) k with A ∈ GL(n, C) and a fixed k ∈ Z, we write J k,M (Γ) instead of J ρ,M (Γ) and call k the weight of the corresponding Jacobi forms. For more results on Jacobi forms with n > 1 and m > 1, we refer to [19] - [22] and [26] .
be singular if it admits a Fourier expansion such that a Fourier coefficient c(T, R) vanishes unless det
We allow a weight k to be half-integral.
Definition 3.3. Let Γ ⊂ Γ n be a subgroup of finite index. A holomorphic function f : H n,m −→ C is said to be a Jacobi form of a weight k ∈ 1 2 Z with level Γ and index M if it satisfies the following transformation formula
where χ is a character of Γ and J k,M : Γ × H n,m −→ C × is an automorphic factor defined by
and (Ω, Z) ∈ H n,m .
The Schrödinger-Weil Representation
Throughout this section we assume that M is a symmetric integral positive definite m×m matrix. We consider the Schrödinger representation W M of the Heisenberg group H (n,m) R with the central character W M ((0, 0; κ)) = χ M ((0, 0; κ)) = e πi σ(Mκ) , κ ∈ Symm(m, R) (cf. (2.2)). We note that the symplectic group Sp(n, R) acts on H (n,m) R by conjugation inside G J . For a fixed element g ∈ Sp(n, R), the irreducible unitary representation
has the property that
Here Id H(χ M ) denotes the identity operator on the Hilbert space H(χ M ). According to Stone-von Neumann theorem, there exists a unitary operator
. We observe that R M (g) is determined uniquely up to a scalar of modulus one. From now on, for brevity, we put G = Sp(n, R). According to Schur's lemma, we have a map c M :
Therefore R M is a projective representation of G on H(χ M ) and c M defines the cocycle class in H 2 (G, T ). The cocycle c M yields the central extension G M of G by T . The group G M is a set G × T equipped with the following multiplication
We see immediately that the map
is a true representation of G M . As in Section 1.7 in [7] , we can define the map s M : G −→ T satisfying the relation
Thus we see that
is the metaplectic group associated with M that is a two-fold covering group of G. The restriction R 2,M of R M to G 2,M is the Weil representation of G associated with M. Now we define the projective representation π M of the Jacobi group G J by
The projective representation π M of G J is naturally extended to the true representation ω M of the group
We recall that the following matrices 
. We can show that the representation R M is realized on the representation H(χ M ) = L 2 R (m,n) as follows: for each f ∈ L 2 R (m,n) and x ∈ R (m,n) , the actions of R M on the generators are given by
We note that the restriction of ω M to G 2,M coincides with R 2,M and
Remark. In the case n = m = 1, ω M is dealt in [1] and [9] . We refer to [5] and [6] for more details about the Weil representation R 2,M .
Covariant Maps for the Schrödinger-Weil representation
As before we let M be a symmetric positive definite m × m real matrix. We define the mapping
For brevity we put F
where g = (g, (λ, µ; κ)) ∈ G J with g = A B C D ∈ Sp(n, R), (λ, µ; κ) ∈ H (n,m) R and (Ω, Z) ∈ H n,m .
Theorem 5.1. The map F (M) : H n,m −→ L 2 R (m,n) defined by (5.1) is a covariant map for the Schrödinger-Weil representation ω M of G J and the automorphic factor J M for G J on H n,m defined by Formula (5.2). In other words, F (M) satisfies the following covariance relation
for all g ∈ G J and (Ω, Z) ∈ H n,m .
Proof. For an element g = (g, (λ, µ; κ)) ∈ G J with g = A B C D ∈ Sp(n, R), we put
(Ω * , Z * ) = g · (Ω, Z) for (Ω, Z) ∈ H n,m . Then we have
In this section we use the notations t 0 (b), g 0 (α) and σ n,0 in Section 4. Since the following elements h(λ, µ; κ), t(b), g(α) and σ n of G J defined by
g(α) = g 0 (α), (0, 0; 0) with α ∈ GL(n, R),
generate the Jacobi group, it suffices to prove the covariance relation (5.3) for the above generators.
Case I. g = h(λ, µ; κ) with λ, µ ∈ R (m,n) , κ ∈ R (m,m) .
In this case, we have Ω * = Ω, Z * = Z + λ Ω + µ and J M g, (Ω, Z) = e −πi σ{M(λ Ω t λ+2 λ t Z+κ+µ t λ)} .
According to Formula (4.5), for x ∈ R (m,n) ,
On the other hand, according to Formula (5.2), for x ∈ R (m,n) ,
Ω,Z+λ Ω+µ (x) = e πi σ{M(λΩ t λ + 2 λ t Z + κ + µ t λ)} · e πi σ{M(x Ω t x + 2 x t (Z+λΩ+µ))} = e πi σ{M(κ+µ t λ+2 x t µ)} e πi σ{M((x+λ)Ω t (x+λ)+ 2 (x+λ) t Z)} .
Therefore we prove the covariance relation (5.3) in the case g = h(λ, µ; κ) with λ, µ, κ real.
In this case, we have
According to Formula (4.6), we obtain
On the other hand, according to Formula (5.2), for x ∈ R (m,n) , we obtain
Ω,Z (x). Therefore we prove the covariance relation (5.3) in the case g = t(b) with b = t b ∈ R (n,n) .
Case III. g = g(α) with α ∈ GL(n, R).
Therefore we prove the covariance relation (5.3) in the case g = g(α) with α ∈ GL(n, R).
Case IV. g = 0 −I n I n 0 , (0, 0; 0) .
and
. In order to prove the covariance relation (5.3), we need the following useful lemma.
Lemma 5.1. For a fixed element Ω ∈ H n and a fixed element Z ∈ C (m,n) , we obtain the following property
where x = (x ij ) ∈ R (m,n) .
Proof of Lemma 5.1. By a simple computation, we see that
Since the real Jacobi group Sp(n, R) ⋉ H (m,n) R acts on H n,m holomorphically, we may put
Then we obtain
This completes the proof of Lemma 5.1.
According to Formula (4.8), for x ∈ R (m,n) , we obtain
If we substitute u = M 1 2 y, then du = (det M) n 2 dy. Therefore according to Lemma 5.1, we obtain
Therefore we prove the covariance relation (5.3) in the case g = σ n . Since J M is an automorphic factor for G J on H n,m , we see that if the covariance relation (5.3) holds for for two elements g 1 , g 2 in G J , then it holds for g 1 g 2 . Finally we complete the proof.
Construction of Jacobi Forms
Let (π, V π ) be a unitary representation of G J on the representation space V π . We assume that (π, V π ) satisfies the following conditions (A) and (B): (A) There exists a vector valued map
satisfying the following covariance relation
where ψ is a character of G J and J : G J × H n,m −→ GL(1, C) is a certain automorphic factor for G J on H n,m .
(B) Let Γ be an arithmetic subgroup of Γ J . There exists a linear functional θ : V π −→ C which is semi-invariant under the action of Γ, in other words, for all γ ∈ Γ and (Ω, Z) ∈ H n,m ,
where π * is the contragredient of π and χ : Γ −→ T is a unitary character of Γ.
Under the assumptions (A) and (B) on a unitary representation (π, V π ), we define the function Θ on H n,m by
We now shall see that Θ is an automorphic form on H n,m with respect to Γ for the automorphic factor J.
Lemma 6.1. Let (π, V π ) be a unitary representation of G J satisfying the above assumptions (A) and (B). Then the function Θ on H n,m defined by (6.3) satisfies the following modular transformation behavior
for all γ ∈ Γ and (Ω, Z) ∈ H n,m .
Proof. For any γ ∈ Γ and (Ω, Z) ∈ H n,m , according to the assumptions (6.1) and (6.2), we obtain
Now for a positive definite integral symmetric matrix M of degree m, we define the holomorphic function Θ M : H n,m −→ C by
Theorem 6.1. Let M be a symmetric positive definite, unimodular even integral matrix of degree m. Then for any γ = (γ, (λ, µ; κ)) ∈ Γ J with γ ∈ Γ n and (λ, µ; κ) ∈ H (n,m) Z , the function Θ M satisfies the functional equation
where ρ M ( γ) is a uniquely determined character of Γ J with |ρ M ( γ)| 8 = 1 and J M : G J × H n,m −→ C × is the automorphic factor for G J on H n,m defined by the formula (5.2).
Proof. For an element γ = (γ, (λ, µ; κ)) ∈ Γ J with γ = A B C D ∈ Γ n and (λ, µ; κ) ∈
We define the linear functional ϑ on L 2 R (m,n) by
is a covariant map for the Schrödinger-Weil representation ω M by Theorem 5.1, according to Lemma 6.1, it suffices to prove that ϑ is semi-invariant for ω M under the action of Γ J , in other words, ϑ satisfies the following semi-invariance relation
for all γ ∈ Γ J and (Ω, Z) ∈ H n,m .
We see that the following elements h(λ, µ; κ), t(b), g(α) and σ n of Γ J defined by h(λ, µ; κ) = I 2n , (λ, µ; κ) with λ, µ ∈ Z (m,n) and κ ∈ Z (m,m) ,
g(α) = g 0 (α), (0, 0; 0) with any α ∈ GL(n, Z),
generate the Jacobi modular group Γ J . Therefore it suffices to prove the semi-invariance relation (6.7) for the above generators of Γ J .
Case I. γ = h(λ, µ; κ) with λ, µ ∈ Z (m,n) , κ ∈ Z (m,m) .
According to the covariance relation (5.3),
Ω,Z . Here we used the fact that σ(MA t µ) is an integer. We put ρ M γ = ρ M h(λ, µ; κ) = e −π i σ(M(κ + µ t λ)) . Therefore ϑ satisfies the semi-invariance relation (6.7) in the case γ = h(λ, µ; κ) with λ, µ ∈ Z (m,n) , κ ∈ Z (m,m) .
According to the covariance relation (5.3), we obtain
Here we used the fact that σ(MA b t A) is an even integer. We put
Therefore ϑ satisfies the semi-invariance relation (6.7) in the case γ = t(b) with b = t b ∈ Z (n,n) .
Case III. γ = g(α) with α ∈ GL(n, Z).
Ω,Z .
Here we put
. Therefore ϑ satisfies the semi-invariance relation (6.7) in the case γ = g(α) with α ∈ GL(n, Z).
In the process of the proof of Theorem 5.1, using Lemma 5.1, we already showed that 
Ω,Z . Here we used the fact that det M = 1 because M is unimodular. We put ρ M γ = ρ M (σ n ) = (−i) − mn 2 . Therefore ϑ satisfies the semi-invariance relation (6.7) in the case γ = σ n . The proof of Case IV is completed. Since J M is an automorphic factor for G J on H n,m , we see that if the formula (6.6) holds for two elements γ 1 , γ 2 in Γ J , then it holds for γ 1 γ 2 . Finally we complete the proof of Theorem 6.1. For instance, we obtain the following :
Theorem 6.2. Let M be a symmetric positive definite integral matrix of degree m such that det (M) = 1. Let Γ 1,2 be an arithmetic subgroup of Γ n generated by all the following elements t(b) = I n b 0 I n , g(α) = t α 0 0 α −1 , σ n = 0 −I n I n 0 , where b = t b ∈ Z (n,n) with even diagonal and α ∈ Z (n,n) . We put
Then Θ M satisfies the transformation formula (6.6) for all γ ∈ Γ J 1,2 . Therefore Θ M is a Jacobi form of weight Proof. The proof is essentially the same as the proof of Theorem 6.1. We leave the detail to the reader.
