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R E S U M E 
Cette these est consacree a 1'automatisation, par le biais d'algorithmes genetiques, 
du processus de construction de structures de donnees floues. Le nom plus generique 
de "base de connaissances floues" est plus souvent utilise. II est a noter qu'une 
structure de donnees floues est une base de connaissances floues sans son moteur 
d'inferences. L'objectif principal de ce travail est de demontrer que par l'utilisation 
d'algorithmes genetiques, il est possible de generer automatiquement une structure 
de donnees floues sans avoir besoin d'un expert humain. 
Les algorithmes genetiques, developpes dans le cadre de cette these, suivent deux 
paradigmes de codage differents, soit : un codage binaire traditionnel et un co-
dage hybride combinant les nombres reels et les entiers (binaires). Les operations 
devolution sont adaptees a chacun des deux algorithmes. Le codage hybride com-
prend deux parties distinctes dans son mecanisme de reproduction, soit : un croi-
sement adapte aux nombres reels pour la base de faits et un croisement simple 
pour la base de regies (partie binaire du codage hybride). Les deux algorithmes 
d'apprentissage sont testes sur des ensembles de donnees synthetiques representant 
des surfaces 3D. Une etude comparative de leurs comportements respectifs est en-
treprise et ce en tenant compte de criteres de performance differents et varies tels 
que : la precision, la simplicite et le temps d'apprentissage des bases de connais-
vii 
sances floues. II en est ressorti la superiorite du codage hybride quant a la tache 
d'apprentissage des structures de donnees floues et ce sur tous les criteres considered. 
Cette partie a donne lieu a une premiere publication dans une revue scientifique. 
L'un des problemes importants rencontres dans l'apprentissage automatique par 
algorithmes metaheuristiques (dont font partie les algorithmes genetiques) est la 
convergence prematuree des solutions. Ann de remedier a cette problematique, 
des techniques pour augmenter la diversite au sein de la population de solutions 
sont proposees. Ces techniques utilisent des strategies de reproduction multiples 
(utilisant differents mecanismes de croisement) associees a une strategie de fa-
mille nombreuse. Ces approches ont demontre leur superiorite par rapport aux 
strategies traditionnelles de reproduction (i.e. application d'un seul mecanisme de 
croisement). Aussi, une etude sur F amelioration de l'equilibre entre l'exploitation 
et l'exploration au cours de revolution des solutions est proposee. Celle-ci a per-
mis de prouver 1'existence de stades d'evolution dans un algorithme genetique et 
de mettre en evidence l'influence des niveaux d'exploitation et d'exploration sur 
ses performances. L'exploration suivie de l'exploitation relaxee et, finalement, de 
l'exploitation est l'ordre devolution preconise. Une application de l'apprentissage 
automatique (hybride) a un probleme de suivi d'usure d'outils a donne des resultats 
concluants. Cette partie a donne lieu a deux autres publications. Une Applica-
tion de l'algorithme genetique hybride, avec methode evolutive de reproduction, 
au probleme de prediction de la qualite de la pate thermomecanique (domaine 
viii 
des pates et papiers) a ete entreprise. La qualite de la pate thermomecanique est 
definie par sa blancheur ISO. L'apprentissage des structures de donnees floues se 
fait en utilisant plusieurs combinaisons de variables d'entrees fournies par le Chip 
Management System (CMS®), appareil permettant de caracteriser la qualite des 
copeaux de bois en aval du procede de fabrication des pates thermomecaniques, par 
le biais du traitement d'image (camera RGB) et d'un capteur a infrarouges proches 
evaluant l'humidite surfacique des dits copeaux. Cette approche est innovatrice du 
fait de la prediction de la qualite de la pate a partir de la qualite des copeaux en 
utilisant des mesures synthetiques (non prises en laboratoire), ce qui permet une 
prediction/controle de la qualite de la pate en ligne. Cette partie a donne lieu a 
une quatrieme et cinquieme publication. Enfin, une discussion sur l'ensemble de la 
recherche menee dans cette these est presentee. 
IX 
A B S T R A C T 
This thesis presents the automatic generation of fuzzy data structures. A fuzzy 
data structure is a fuzzy knowledge base without its inference engine. The generic 
name of "fuzzy knowledge bases" will be used throughout this thesis. The opti-
mization tool used for the automatic learning is a genetically based algorithm. The 
first objective of this research is to prove the feasibility of the automatic generation 
of fuzzy knowledge bases (without the need of a human expert). 
The genetic algorithms developed in this thesis follow two coding paradigms: a 
traditional binary coding and a new real/binary-like coding (hybrid coding). The 
evolution operators are adapted to each algorithm. In the hybrid coding the repro-
duction mechanism is made of two distinct parts: a specialized crossovers suited 
for the factual base (real coded part) and a traditional single point crossover used 
for the rule base (binary-like coded part). A comparative study on the learning 
performances of both algorithms, using synthetic data obtained from theoretical 
3D surfaces, is done taking into account several performance criteria such as: the 
precision, the simplicity and the learning time of the genetically-generated fuzzy 
knowledge bases. From this comparative study, the hybrid coding emerged as the 
most efficient for most of the performance criteria, which prove the advantage of 
adapting a genetic algorithm to the optimization problem under study. This part 
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resulted into the first publication presented in this thesis. One of the most te-
dious problems encountered in automatic learning using meta-heuristic algorithms 
(genetic algorithms being a part of the meta-heuristic algorithms family) is the 
premature convergence. In order to overcome these problems (only the hybrid 
approach is considered) several methods to improve the diversity within the popu-
lation of solutions are developed. These methods use multiple reproduction strate-
gies (using different crossover mechanisms) along with a crowded family strategy. 
These approaches showed their superiority when compared with the conventional 
reproduction strategies (using a single crossover mechanism through the entire 
evolution). Furthermore, a study on enhancing the performance of the genetic 
learning by improving the balance between exploration and exploitation within the 
individuals is done. This study showed the existence of evolution stages in genetic 
algorithms and also the influence of the exploitation/exploration levels on genetic 
learning performance. Exploration at the early stages of the evolution, followed by 
relaxed exploitation during the evolution stage and exploitation in the last stages is 
the order that improves the learning performance. Genetic learning on experimen-
tal data obtained from a tool wear monitoring application gave very satisfactory 
results. This part resulted into two more publications. An application of the evo-
lutionary algorithms to the thermomechanical pulp and paper process (TMP) was 
performed, where the quality of the pulp is defined by the ISO brightness. The 
learning of the fuzzy knowledge bases is performed using input variables obtained 
xi 
from a Chip Management System (CMS®). The CMS® characterizes the quality 
of wood chips upfront of the TMP process using sensors such as: an RGB camera 
and near-infrared sensor. This approach allows an online prediction of the pulp 
quality, since no laboratory measurements are needed for the prediction. This part 
resulted into a fourth and fifth publication. Finally, a general discussion followed 
by a set of recommendations and conclusions close this thesis. 
xii 
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I N T R O D U C T I O N 
De nos jours, les problemes technologiques sont devenus tres complexes (un grand 
nombre de variables influentes). La gestion de l'information et des connaissances 
doit done se faire de fagon globale, de la le besoin d'outils d'aide a la decision. L'in-
telligence artificielle peut servir a developper ce type de systemes et ainsi pallier a 
cette globalisation de l'information. Les systemes d'aide a la decision (SAD) utili-
sant 1'intelligence artificielle sont une application particuliere des systemes a base 
de connaissances. lis sont capables de raisonnements logiques sur differentes entites 
et les representent par des symboles. Ces systemes servent essentiellement a la re-
production du raisonnement d'experts humains dans un domaine donne. 
Une des principales caracteristiques du raisonnement humain est la possibilite de 
se baser sur des donnees imprecises ou incompletes. Ce type de raisonnement est 
impossible en utilisant la logique au sens de Boole, mais tout a fait faisable grace a 
la logique floue. La logique au sens propre du mot (Booleenne) est une conception 
des mecanismes de la pensee qui ne devrait jamais etre floue. Neanmoins, beau-
coup de concepts reels ne se basent pas sur un choix radical entre une proposition 
et sa negation (blanc ou noir, positif ou negatif...), mais sur toute une nuance de 
propositions qui pourraient exprimer des etats intermediaires. En logique floue, le 
resultat d'une operation s'exprime comme une probabilite plutot que comme une 
certitude et peut, outre les valeurs vrai et faux, etre probablement vrai, peut-etre 
vrai, peut-etre faux ou probablement faux, ce qui s'approche de la fagon dont les 
humains raisonnent et distinguent entre le possible, le probable et le vraisemblable. 
La logique booleenne est associee a la theorie booleenne des ensembles; par contre, 
la logique floue est associee de la meme maniere a la theorie des sous-ensembles 
flous [69l 
0.1 Notions de base sur la logique floue 
Afin de mieux comprendre les sections qui suivent, nous allons definir brievement 
les concepts de base de la theorie des sous-ensembles flous. II est a noter que, dans le 
texte, les termes sous-ensembles flous et ensembles flous expriment la meme chose. 
0.1.1 Definition d'un sous-ensemble flou 
Un ensemble classique possede des elements qui satisfont un ensemble de proprietes 
precises. Plus formellement, un sous-ensemble A d'un ensemble de references X 
peut etre decrit a partir de sa fonction caracteristique XA '• X —> {0, I} de la 
maniere suivante : 
XA(X) = { 
1 si x £ A 
(1) 
0 sinon 
Par exemple, le sous-ensemble A des gens dont la taille varie entre lm65 et lm80 
a pour fonction caracteristique : 
XA(X) = { 
1 si lm65 < x < lm80 
(2) 
0 sinon 
Considerons un ensemble B des tailles proches des lm75, la propriete "proche" 
n'est pas precise car B ne peut etre characterise par une fonction caracteristique 
qui scinderait en deux les tailles : celles qui avoisinent les lm75 et celles qui ne les 
avoisinent pas. On est alors amene a introduire une generalisation de cette fonction 
caracteristique en une fonction d'appartenance aim de considerer les tailles qui ne 
sont pas trop eloignees de lm75 sans etre vraiment proche de lm75. 
Ainsi, une fonction d'appartenance permet de mettre en evidence les nuances d'ap-
partenance pour les elements de l'ensemble de reference X et permet de definir un 
sous-ensemble flou de X. De la decoule la definition suivante : 
Un sous-ensemble flou F de X est defini par une fonction d'appartenance fip qui 
associe a tout element x de X une valeur reelle ///(#) dans l'intervalle [0, 1]. Ainsi 
definie, toute fonction a valeurs dans l'intervalle [0, 1] est un sous-ensemble flou. 
Neanmoins, toute fonction de ce type ne peut etre interpretee conceptuellement 
comme etant un sous-ensemble flou que lorsqu'elle coincide avec une description 
semantique plausible ^17\ 
appartenance 
petite V^ 
A / moyenne 
realite linguistique 
domaine de certitude 
145 165 185 
Y domaine de possibilite 
concept .f 
univers de discours 
taille [cm] 
F I G . 1 Termes et concepts en logique floue 
La figure 1 montre des sous-ensembles nous (de forme trapezoi'dale) ainsi que les 
termes et concepts les plus usuels. 
Concept : domaine d'appartenance des differents faits. Par exemple, la taille. 
Realite linguistique : expression linguistique d'un fait. Par exemple, pour le 
concept de la taille, on a des realites linguistiques : petite, moyenne et grande. 
Evaluation : evaluation faite par l'observation et le jugement d'un cas particulier. 
Par exemple, on regarde une personne et on evalue sa taille a environ lm70. 
D o m a i n e d e d i scour s : champ de definition d'un concept. Dans notre exemple, 
la taille est definie pour une personne d'age adulte, de sexe masculin, vivant en 
Amerique du nord. 
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Possibility d'appartenance : appele aussi probabilite d'appartenance, c'est le 
niveau [0, 1] de l'adhesion a un concept ou a revaluation dans le domaine de dis-
cours. 
Fonction d'appartenance : un sous-ensemble flou A d'un ensemble X, appele 
referent iel ou univers de discours. 
0.1.2 Raisonnement approximatif 
Le raisonnement approximatif c'est tout mecanisme capable d'utiliser et de prendre 
en compte des connaissances imprecises, floues ou incertaines afin de produire de 
nouvelles connaissances tel que le raisonnement humain est capable de le faire. La 
logique floue se base sur la definition de la proposition floue. 
Proposition floue elementaire : elle est definie a partir d'une variable linguis-
tique. Par exemple "Toto est petit" (S est A). II s'agit alors de definir le degre de 
verite de cette proposition et elle est donnee par la fonction d'appartenance \XA de 
A, qui peut etre exprimee par : 
tiA-.Xs^ [0, 1], (3) 
cela represente le degre avec lequel chaque valeur de Xs est susceptible de confir-
mer la proposition. 
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Propos i t ion floue generate : une proposition floue generale est une composi-
tion de plusieurs propositions floues element aires. Par exemple, "Toto est petit" et 
"Toto est jeune". 
0.1.3 Regies floues 
Une regie floue est une implication entre deux propositions, un lien qui les unit. 
Si l'on considere les deux propositions deja citees, nous pourrions former une regie 
floue exprimant "Si Toto est jeune" alors "Son salaire est bas", la deuxieme partie 
representant la conclusion et la premiere partie la premisse. 
La valeur de verite qui doit etre associee a la regie floue est donnee par l'agregation 
des valeurs de verite de la premisse et de la conclusion par la fonction associee a 
l'implication. 
0.1.4 Inference floue 
Le probleme de representation en logique floue consiste a passer d'une regie floue, 
qui est un objet linguistique a une relation floue, qui est un objet mathematique. 
Zadeh a etendu la notion du modus ponens de la logique classique au contexte 
flou soit le modus ponens generalise : 
- modus ponens generalise : on connait les deux premisses. 
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1. si x est A' avec la fonction d'appartenance /i^/, 
et 
2. si x est A^A alors y est BpB . 
- On peut deduire la consequence y est B' avec la fonction d'appartenance /J,B'-
A, B, A' et B' sont des sous-ensembles flous. 
La fonction d'appartenance de B' est calculee comme une combinaison de fi^ et 
HA=>B '• 
/J,B'(y) = SUp TX£X[VA',VA^B(x,y)]i (4) 
pour une t — norm, T appelee l'operateur modus ponens generalise. Les deux prin-
cipaux operateurs modus ponens generalises sont : 
1. Operateur Mamdami (minimum) : fJ-B'{y) = rn,axx[HA
1 min HA=>B(x,y)]-
2. Operateur Larsen (produit) : (J,B'(y) — fnaxx[fXA' • HA=>B(x,y)], 
Dans cette these c'est l'operateur Larsen qui est utilise. 
0.2 Problemat ique et mot ivat ion de la recherche 
Les SAD bases sur la logique floue (SADF) sont souvent utilises en ingenierie et ils 
ont prouve leur efficacite dans des domaines tres varies. Cette efficacite est due au 
fait que les entrees et sorties de ces systemes sont souvent des entites reelles (ou 
transformees en telles) assemblies par des fonctions non lineaires, ce qui correspond 
aux problemes rencontres dans la realite. Les SADF sont souvent tres bien adaptes 
aux problemes ou il y a une multitude d'informations a gerer, un environnement 
peu precis ou de l'information vague. 
Les domaines de predilection des SADF sont : 
- systemes a comportement non lineaires; 
- systemes avec perturbations non previsibles; 
- systemes dependant de l'expertise d'un operateur humain. 
Les SADF representent une alternative pour les applications ou les strategies clas-
siques de controle ou de prise de decision sont souvent peu ou pas efficaces. Dans 
la plupart des cas, les SADF s'appliquent dans les deux cas suivants : 
- le besoin de l'expertise d'un operateur humain pour construire une base de 
connaissances; 
- presence d'une grande non linearite. Dans lequel cas il est souvent difficile 
(jusqu'a l'impossibilite) de developper un modele mathematique exprimant 
le comportement du probleme en question. 
Les SADF traitent l'information de fagon ordonnee comme indique a la figure 2. 










F I G . 2 Processus de traitement de l'information dans un SADF 
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- la fuzzification : categorisation de l'information en sous-ensembles nous; 
- l'inference (mise en marche des regies floues) : interconnexions entre les 
differents sous-ensembles flous des differentes premisses, pointant vers les 
differentes conclusions; 
- la deffuzification : obtention de valeurs numeriques. 
Ces trois etapes definissent done le fonctionnement d'un SADF. La modelisation 
par logique floue d'un quelconque procede passe par la construction de bases de 
connaissances qui permettront le fonctionnement de SADF. 
Pour construire une base de connaissances, il faut passer par le processus suivant : 
- definir les premisses : il y a autant de premisses que de variables d'entree 
selectionnees: 
- definir les conclusions : il y a autant de conclusions que de variables de sorties ; 
- definir le nombre de sous-ensembles flous : sur chacune des premisses et 
conclusions, il faut definir le nombre adequat de sous-ensembles flous sus-
ceptible de bien representer le procede; 
- definir le type de sous-ensembles flous a utiliser : triangulaires, trapezoi'daux, 
sigmoides, etc. (en se basant sur les connaissances disponibles); 
- definir la repartition des sous-ensembles flous : leurs positions sur les premisses 
et sur les conclusions; 
- definir les regies floues : qui representent la relation entre les differents sous-
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ensembles flous sur les premisses et sur les conclusions; 
- choix de la methode de raisonnement flou : une MRF est une procedure basee 
sur un systeme d'inference, qui donne des conclusions a partir d'un canevas 
fait par la base de connaissances: 
- choix de la methode de denazification : transformation des donnees (reponses) 
floues en valeurs exactes. 
La mise en oeuvre de ces bases de connaissances est une tache tres ardue car elle 
doit etre faite manuellement par un expert en la matiere. Cette generation manuelle 
de base de connaissances pose les principales difficultes suivantes : 
- construction manuelle de bases de connaissances tres couteuse en terme de 
temps; 
- une grande affluence de donnees et de parametres complique considerablement 
la modelisation des connaissances et oblige l'expert a connaitre et la logique 
floue et le domaine de son application. 
II est done essentiel de developper et d'optimiser des techniques pour automati-
ser la representation des connaissances. Le design de ce type de systemes induit 
l'implementation d'une methode de raisonnement flou, supportee par des algo-
rithmes d'apprentissage et de recherche de solutions. Dans ce travail, nous nous 
concentrerons sur les SADs qui utilisent les bases de regies floues comme outil de 
representation des connaissances acquises (SADF). 
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Le chapitre 1 de cette these est une etude bibliographique mettant en valeur 
les travaux precedents dans le domaine de la generation automatique de bases 
de connaissances floues. L'objectif de cette etude est de situer le travail dans le 
cadre des developpements les plus recents, notamment sur les algorithmes utilises 
et les aspects de generation automatique de la base de connaissances. Le chapitre 2 
presente l'organisation generale de la these par articles. Le chapitre 3 presente deux 
algorithmes genetiques de generation automatique de bases de connaissances, les 
deux algorithmes sont developpes selon deux paradigmes differents (codage binaire 
et hybride). Le chapitre 4 presente plusieurs strategies evolutives de reproduction, 
appliquees a l'algorithme genetique hybride afin d'eviter le probleme de convergence 
prematuree, fait courant dans Foptimisation stochastique, une application au dom-
aine de l'usinage y est presentee. Le chapitre 5 presente l'application principale de 
l'outil d'apprentissage developpe, qui est le domaine des pates thermomecaniques 
et plus specifiquement la prediction de la blancheur de la pate a partir de donnees 
captees en ligne. Enfin, une discussion generale sur l'ensemble de la recherche en-
treprise dans le cadre de ce memoire, suivie de recommandations et de conclusions 
memoire closent la these. 
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C H A P I T R E 1 
R E V U E B I B L I O G R A P H I Q U E 
1.1 Introduct ion 
La definition de l'intelligence a fait l'objet des pensees d'illustres philosophes et 
mathematiciens tels que : Aristote, Platon, Copernic et Galile. lis ont tous essaye 
d'expliquer le principe du raisonnement humain. Neanmoins, la premiere cle qui a 
permis de synthetiser l'intelligence est apparue grace au philosophe anglais Thomas 
Hobbes qui, dans les annees 1650, expliquait le raisonnement humain comme etant 
une suite d'operations symboliques qui pouvait etre modelise mathematiquement. 
De ce concept derive facilement la conclusion qu'une machine capable de manipuler 
des concepts mathematiques serait done capable de raisonnement propre a l'etre 
humain. Le terme "intelligence artificielle (IA)" n'est apparu qu'en 1956 propose 
par John McCarthy t8l Dans les annees 1800, le mathematicien anglais George 
Boole a formule des lois de pensees qui utilisaient des regies de logique. Boole 
definissait que toute operation logique ne pouvait prendre fait que dans deux types 
de reponses : "vrai ou faux", "oui ou non" et "tout ou rien (i.e. 1 ou 0)". En 
1938, Claude Shannon a demontre l'interet d'utiliser de la logique Booleenne sur 
des machines (allumer et eteindre un circuit electrique) t57', la premiere application 
industrielle a suivi en 1946 a l'Universite de Pennsylvanie, ce qui representait la 
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premiere generation d'ordinateurs. 
1.1.1 Domaines d'application de l' intelligence artificielle 
L'utilisation des machines comme des instruments de reproduction de l'intelligence 
humaine a amene le developpement de plusieurs branches de l'IA, soit : 
1. traitement du langage naturel (indexation automatique de texte, analyse de 
style et de grammaire de textes, traduction automatisee, etc.); 
2. vision artificielle (traitement d'images, capteurs de mouvement, etc.); 
3. robotique (controle de robots, manipulateurs mobiles independants, etc.) ; 
4. recherche de solution et planification (traitement de donnees); 
5. apprentissage (apprentissage par l'exemple, apprentissage par la tache, etc.) ; 
6. systemes experts ou systemes a bases de connaissances (traitement de connais-
sances plutot que de donnees numeriques). 
Dans cette these, nous considerons la partie de l'IA traitant des systemes a bases 
de connaissances (systemes experts). 
1.2 Sys temes a base de connaissances 
C'est dans les annees 1960 jusqu'au debut des annees 1970 que cette branche de 
l'IA a emerge. Les systemes a base de connaissances regroupent une famille de lo-
giciels ayant en commun un structure caracterisee par une nette separation entre 
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la connaissance, propre au domaine d'application, et les procedures d'utilisation de 
cette connaissance, chargees du controle/prediction ^ . Un systeme expert capture 
l'expertise humaine et la stocke dans la base de connaissances. Un programme, 
appele moteur d'inferences, a pour tache de construire un lien entre les connais-
sances pour traiter un sujet particulier soumis par l'utilisateur. 
Une base de connaissances regroupe generalement '221 : 
- Les connaissances factuelles qui permettent de decrire le domaine d'applica-
tion, nous noterons cette partie BF, i.e., base de faits. 
- Les connaissances deductives qui permettent par exemple d'obtenir de nou-
velles connaissances. Elles sont generalement representees sous la forme de 
regies de production, nous noterons cette partie BR, i.e., base de regies. 
L'union de la BF et de la BR, forme une base de connaissances notee BC (voir 
equation 1.1). 
BC = BFUBR. (1.1) 
La BC et le moteur d'inferences, note MI, permettent de resoudre des problemes 
(reponses) a partir d'observations appelees ensemble de faits specifiques, note EFS. 
La figure 1.1 illustre la structure d'un systeme a base de connaissances. 
Un systeme a BC, utilisant des sous-ensembles flous pour classifier et/ou carac-
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Expert 
F I G . 1.1 Representation schematique d'un systeme a base de connaissances (BC); 
BF - base de faits, BR - base de regies, MI - Moteur d'inference, EFS - ensemble 
de faits specifiques. 
teriser 1'information pour ses entrees-sorties (definition de la BF), des regies floues 
pour ses implications (contenu de la BR) et un moteur d'inferences flou (MI base 
sur la logique floue) est appele un "systeme expert flou", ou bien un "systeme a 
base de connaissances floues", ou sinon un "Systeme d'aide a la decision flou" note 
SADF. Les SADF ont fait preuve d'efficacite dans plusieurs domaines differents, 
ce qui la rend une bonne option d'utilisation dans des systemes d'aide a la decision. 
En fabrication, on peut citer l'exemple d'une machine a electro-erosion developpee 
par Mitsubishi et dont le controle de l'avance est assure par controleur "flou" et 
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le controle de la force de coupe par un "controleur neuro-fiou" ^ et de choix de 
condition de coupe I10'. 
Les applications sont devenues de plus en plus nombreuses comme la prediction de 
maintenance preventive f11', allocation de tolerances '281, l'application au controle 
des fours industriels l50', l'aide a la planification de chirurgies de scoliose l45L.etc. 
1.3 Generation automatique de bases de connaissances floues 
La generation de BC pour un SADF presente plusieurs dimcultes du fait que la 
BC depend essentiellement de l'application etudiee, ce qui rend sa qualite intrin-
sequement reliee a son propre contenu. Aussi, il y a le besoin de remplacer l'ex-
pert humain qui construit generalement les BC manuellement utilisant le principe 
de l'essai erreur, a partir de donnees numeriques ou bien sa propre expertise du 
domaine a modeliser. Une tache souvent longue, ardue et qui met un biais impor-
tant sur la BC, dans le sens que deux experts construiraient tres probablement des 
BC differentes a partir des memes faits ou des memes donnees. Un expert humain 
presente d'autres inconvenients dont t8' : 
- il est enclin a la fatigue sous une charge mentale et physique importante; 
- il peut oublier des details cruciaux; 
- il peut etre inconsistant dans ses decisions dependant des jours; 
- il a une memoire active limitee; 
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- il est incapable d'analyser vite un grand volume de donnees; 
- il est lent a retrouver des details dans sa memoire; 
- il est toujours sujet au biais; 
- il peut cacher, mentir ou meme mourir. 
Ces raisons rendent done le developpement d'un outil de generation automatique 
de BC pour les SADF une necessite. Dans cette these, nous nous concentrons sur 
la generation automatique de BC pour les SADF a partir de donnees numeriques. 
Plusieurs travaux de recherche ont ete faits sur l'apprentissage des BC a partir de 
donnees numeriques. lis se scindent en trois parties principales : 
1. Generation automatique de la BR seulement 
Les travaux de recherche sur la generation automatique des BC se sont, en grande 
partie, basees sur l'aspect de la generation automatique de la base de regies floues 
(BR) et cela en utilisant une repartition et un nombre de sous-ensembles nous 
predefmis (BF predefinie). Une methodologie d'amelioration des regies linguistiques 
floues a partir de donnees numeriques est presentee dans '201, des methodes d'ap-
prentissage de regies de classification ont ete proposees en L26>63>681 et des appren-
tissages a partir d'observations experimentales sont proposes en [32>37>391. Tous ces 
travaux de recherche traitent une seule partie du probleme d'optimisation qui nous 
est pose. Aussi, cette approche (i.e. generation de la BR uniquement) rend la qua-
lite de la BR dependante de celle de la BF pre-etablie. Cette dependance est un 
grand desavantage, vu que des travaux ont prouve que la performance d'une BC 
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est plus sensible au clioix de sa BF qu'a la composition meme delaBRl18'24-71!. 
2. Generation automatique de la BF 
La generation manuelle de la BF (des sous-ensembles flous) est principalement 
basee sur l'intuition comme propose par Zadeh t70'. Plusieurs chercheurs se sont 
penches sur l'automatisation de la generation de la BF, vu l'importance de celle-ci 
dans la determination de la qualite d'une BC. Une methode basee sur l'inference 
par approximation de formes, utilisant les connaissances en geometrie de base, est 
proposee en I52'. La preference relative, se basant par exemple sur des sondages, 
des preference individuelles, des preferences d'experts et autres sont proposees en 
'55', d'autres ont fait usage de plusieurs methodes statistiques pour definir les sous-
ensembles flous '271. Dans les dernieres annees, un grand nombre de travaux ont ete 
faits sur l'utilisation d'algorithmes d'apprentissage, comme les reseaux de neurones 
t34l et les algorithmes genetiques I41'43!. Toutes ces approches ont en commun le fait 
d'utiliser une BR qui leur est inextricablement associee, un desavantage que nous 
voulons eviter. 
3. G e n e r a t i o n a u t o m a t i q u e d e la B F e t de la B R 
En general, la methode la plus simple pour arriver a une bonne BC est une op-
timisation preliminaire de la BF, une fois la BR creee I18.23-35!. Une approche qui 
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nuit a une cooperation complete entre les differents aspects du probleme a optimi-
ser. Neanmoins, tout le domaine de la BC est couvert cette fois-ci. II est a noter, 
par contre, que le nombre de sous-ensembles nous dans la BF doit rester inchange 
vu que le nombre de regies floues est fixe, ce qui represente une contrainte peu 
interessante. D'autres travaux se sont interesses a la methode inverse, soit opti-
miser la BF a priori plutot qu'a posteriori [24>48=641) les resultats degages restent 
similaires et gardent les memes desavantages. 
En 2000 — 2002, une approche pour l'optimisation complete de la BC utilisant 
des algorithmes genetiques (codes en binaire) I4,12'16! a ete proposee. L'approche 
consiste a lancer l'apprentissage de la BC en lui allouant une complexity maxi-
male, i.e. nombre maximum possible de sous-ensembles flous sur les premisses et 
les conclusions,tout en permettant au nombre de regies floues d'etre inferieur au 
maximum obtenu par les combinaisons d'interconnexions entre les sous-ensembles 
flous. Neanmoins, l'optimisation reste evolutive vers une simplification de la BC, 
en reduisant le nombre d'informations requises (regies, sous-ensembles flous, etc.) 
au plus bas niveau possible, sans pour autant trop perdre en precision du modele 
flou cree, grace a des mecanismes specifiques adaptes au probleme en etude. Cette 
approche minimaliste est celle preconisee dans les travaux presentes dans cette 
these. 
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1.3.1 Algor i thmes d'apprentissage de la B C 
La generation de BC pour les SADF peut etre categorisee comme un probleme 
d'optimisation qui peut etre multi-objectifs et multi-variables. Multi-variables du 
fait de la presence de plusieurs entites a prendre en consideration, telles que : le 
nombre de sous-ensembles nous, les regies floues, la forme des sous-ensembles nous, 
le moteur d'inferences, etc. Multi-objectifs, a savoir qu'il peut y avoir plusieurs 
objectifs a prendre en compte comme la capacite de la BC a coller aux donnees 
d'apprentissage (precision), la simplicite de la BR (nombre de regies floues), la 
simplicite de la BF (nombre de sous-ensembles flous sur les premisses), etc. 
De par le nombre important de parametres a optimiser dans une base de connais-
sances et la possibility de satisfaire a plusieurs objectifs en meme temps, nous 
pouvons classer la tache de generation automatique de BC dans la categorie de 
problemes d'optimisation de grande taille pouvant etre uni-objectifs ou multi-
objectifs. Dans la litterature, une attention particuliere a ete portee sur les problemes 
a deux criteres tels que le "branch and bound" (branches et zonage ) I56-62-65! et la 
programmation dynamique t19'. Ce type de methode peut etre efficace pour les 
problemes de petite taille. Neanmoins, la generation de BC presente les difficultes 
simultanees des problemes de complexite non polynomiale complets (NP-Complet) 
et la multi-objectivite, ce qui rend les procedures exactes tres peu emcaces. Les 
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methodes heuristiques sont efficaces et necessaires pour resoudre des problemes de 
grande taille e t /ou multi-objectifs. Les methodes heuristiques peuvent etre divisees 
en deux grandes families : 
- algorithmes specifiques a un seul probleme : systemes experts specifiques, 
utilisant les connaissances du domaine f30'; 
- algorithmes generaux independants du domaine : appeles les metaheuristiques. 
Les metaheuristiques comportent la famille des algorithmes stochastiques de type 
Monte-Carlo. Cette famille comprend essentiellement le recuit simule, les reseaux 
de neurones et les algorithmes genetiques, des algorithmes bases sur la reproduction 
de phenomenes naturels. Les points communs de ces algorithmes sont I67l : 
- se sont des algorithmes approximatifs (heuristiques), ils ne garantissent pas 
l'obtention d'une solution optimale ; 
- ils sont aveugles, il ne savent pas s'ils ont atteint une solution optimale ou 
proche de l'optimum, il faut done leur dire de s'arreter par le biais d'un critere 
d'arret; 
- ils ont des proprietes d'escalades (hill climbing), ce qui leur permet de s'adap-
ter a des changements de direction du probleme; 
- ils sont assez generaux pour etre facilement implemantes sur plusieurs differents 
problemes d'ingenierie; 
- sous certaines conditions, ils peuvent atteindre asymptotiquement une solu-
tion optimale. 
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II serait vain d'essayer de montrer la superiority d'un algorithme metaheuristique 
par rapport a l'autre, il a meme ete prouve que la performance moyenne de tous 
ces types d'algorithmes (metaheuristiques) est tres comparable si Ton ne considere 
pas la connaissance specifique du domaine et aussi la qualite d'implementation de 
l'algorithme ^m\ Neanmoins, l'aspect evolutif des algorithmes genetiques (AG), leur 
capacite d'optimiser plusieurs solutions a la fois (population de solutions), la pos-
sibilite d'en personnaliser les mecanismes d'evolution, leur capacite a negocier des 
contraintes multiples et complexes (parfois meme, en partie, contradictoires), ainsi 
que leur robustesse, les rendent tres attrayants pour l'apprentissage automatique 
des BC pour les SADF. 
1.3.1.1 Algorithmes genetiques : choix de codage 
Plusieurs travaux ont utilise des AG pour construire des BC I4'26'32'64!. Chaque AG 
a ete utilise dans le but de l'apprentissage des differentes parties d'une base de 
connaissances selon les differentes approches deja citees, soit : 
- apprentissage et optimisation de la BR en utilisant une BF predefinie; 
- apprentissage et optimisation de la BF (des sous-ensembles flous en forme, 
taille et nombre); 
- apprentissage de la BF et de la BR simultanement. 
Les representations en codage binaire (algorithmes genetiques codes en binaire : 
AGB) ont domine la plupart des travaux utilisant les AG, du fait de leur efficacite 
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'311 et de la simplicity de leur implementation numerique. Par contre, les bonnes 
proprietes des AG ne decoulent pas de l'utilisation de genotypes binaires—vecteurs 
binaires—'51' mais de leur aspect evolutif, d'oii la redirection des recherches vers une 
representation non binaire des AG. L'alternative est "les algorithmes genetiques 
codes aux nombres reels" (AGCR). Les AGCR ont ete plus recemment utilises 
dans plusieurs applications d'optimisations numeriques I35'36-44-61]. L'avenement et 
l'utilisation des AGCR sont venus pallier a Fun des principaux defauts des AG codes 
aux nombres binaires, soit la basse resolution des solutions. De plus, la plupart des 
problemes d'optimisation se passent dans des espaces reels (des espaces continus) 
auxquels les AGCR sont mieux adaptes. Dans cette these, les AGCR sont preferes 
aux AGB, neanmoins les deux approches ont ete developpees par l'auteur pour des 
raisons de comparaison et de combinaison. 
1.3.2 Probleme de reduction de la BR 
La complexity croissante des problemes technologiques a comme consequence la 
demultiplication des parametres influents. Modeliser ce genre de probleme a grand 
nombre de variables demande des ressources informatiques considerables. Aussi, il 
est possible que certaines variables soient redondantes (lineairement dependantes) 
et d'autres peuvent perturber le modele. Un AG d'optimisation (recherche de solu-
tions) sera d'autant plus efficace si le nombre de variables a optimiser est moindre. 
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Les BC subissent une explosion combinatoire de leur BR (nombre de relges floues) 
lorsque Ton doit traiter des problemes de grande dimension. II y a deux fagons 
principales de pallier a ce probleme (de facon individuelle ou combinee) : 
1. reduire l'espace de recherche des BR de la BC en reduisant le nombre de 
variables d'entree du SADF ; 
2. minimiser le nombre de regies : certaines regies peuvent etre inutiles ou meme 
repetees, d'autres nuisent au systeme car elles peuvent etre en contradic-
tion avec un groupe de regies floues (mauvaise cooperation), d'autres regies 
peuvent etre aberrantes dans le sens qu'elles couvrent des domaines physi-
quement/mathematiquement impossibles. 
La reduction du nombre de regies floues se fait soit en combinant des regies ou 
bien en selectionnant un sous-ensemble de regies floues, tout en maintenant le ni-
veau de performance de la BC ou bien meme l'ameliorer (cas de l'erimination de 
regies non-cooperatives). Plusieurs approches pour reduire la taille de la BR ont 
ete etudiees, entre autres, l'utilisation des reseaux de neurones t21l, des techniques 
de clustering '331 , des methodes de transformations orthogonales I59' ainsi que des 
mesures de similarites I58'. Toutes ces techniques font partie du Data-mining (an-
layse de donnees), un point qui est actuellement en etude par l'auteur et d'autres 
collaborateurs, et ce specialement dans le domaine du clustering '491, mais qui ne 
sera pas aborde dans cette these vu que les avancements sont encore mineurs. Aussi, 
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des AG ont ete utilises pour la reduction du nombre de regies floues en choisissant 
un sous-ensemble parmi une base determined I38-54!. Parallelement, des travaux de 
l'auteur [4>12>161 o n t inclus la reduction des regies floues dans les mecanismes de 
croisement de TAG, approche utilisee dans cette these. 
1.3.2.1 Superposi t ion des sous-ensembles flous sur les premisses d'entrees 
de la B C 
La superposition des sous-ensembles flous sur les premisses d'entrees est une condi-
tion utilisee dans tous les travaux de l'auteur concernant la generation automatique 
de BC. Une approche qui dans un premier lieu, etait destinee a reduire le nombre 
de parametres a coder et aussi permettre une representation complete de l'espace 
etudie (bonne interpolation). Neanmoins, cette condition fait que les BC obtenues 
sont plus compactes (i.e. deux intersections, au plus, entre.deux sous-ensembles 
flous), ce qui reduit le nombre de regies floues necessaires et done la taille de la 
BR. Une preuve formelle de l'apport de ce genre de choix, quant a la qualite de la 
BC, n'a ete rapporte que tres recemment l42-53!. 
1.4 Conclusion 
On peut constater dans cette etude bibliographique le grand interet que suscite le 
domaine de PinteUigence artificielle en general et des systemes d'aide a la decision 
bases sur la logique floue en particulier. Plusieurs travaux se sont interesses a l'as-
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pect de generation et d'apprentissage automatiques des bases de connaissanc.es 
floues. Ces travaux s'appuient sur plusieurs methodes d'apprentissages, allant des 
methodes plus classiques aux metaheuristiques. Toutefois, la plupart des travaux 
ne s'occupent que d'une seule partie de la generation de BC, soit la BF ou la BR. 
Ceux proposant des approches duales souffraient du manque de flexibilite quant a la 
dependance de la BC par rapport a la BF ou vice-versa. Aussi, les travaux prenant 
en compte l'optimisation et la complexity de la BC sont tres rares, surtout d'un 
point de vue general et non pas specifique a une certaine application. La recherche 
proposee dans cette these implique ces deux aspects pour la generation de BC 
pour les SADF en utilisant des AG. De nouvelles approches dans l'implementation 
des AG sont proposees, permettant d'atteindre les objectifs contradictoires de sim-
plicite et de precision de la BC, ainsi que des nouvelles techniques permettant 
l'amelioration de l'aspect evolutif des AG developpes. 
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C H A P I T R E 2 
O R G A N I S A T I O N G E N E R A L E D E LA T H E S E 
La these presentee ici est sous la forme d'une these par articles (trois articles la 
composent). Les resultats et les discussions des travaux realises dans cette etude 
sont presentes en detail dans les articles presentes aux chapitres 3, 4 et 5 et ont 
ete soumis pour publication dans des revues internationales reconnues dans leur 
domaine respectif, soit : l'intelligence artificielle pour le premier, la mecanique ap-
pliquee et theorique pour le deuxieme et finalement l'application de l'intelligence 
artificielle pour le troisieme. Au moment ou ce texte est redige, les deux premiers 
articles sont deja publies, le dernier est soumis pour fins de revision. Ce chapitre est 
une synthese generate (en frangais) de la these afin de ressortir la complementarite 
des articles. 
La premiere section de ce chapitre presente les notions generates permettant de 
comprendre le fonctionnement d'un AG ainsi que des notions de base sur les pates 
thermomecaniques, procede sur lequel sera applique l'apprentissage automatique de 
bases de connaissances floues pour fins de prediction et /ou controle de la qualite de 
ladite pate, une breve synthese de la recherche est ensuite presentee. Finalement, 
une synthese des trois articles est faite. 
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2.1 Generalites sur les algorithmes genetiques 
Un AG est une methode d'optimisation stochastique qui evalue une fonction ob-
jectif a un nombre fini de points '31l Cette methode est basee sur l'analogie avec 
le mecanisme de genetique naturel et imite l'approche Darwinienne de la selection 
naturelle I15'. En general, un AG est caracterise par : 
1. un codage de chaque solution possible, sous forme d'un ensemble de nombres 
reels pour les AGCR et sous forme d'une chaine de bits pour le AGB (ce qui 
represents le chromosome de l'individu); 
2. un indice de performance permettant d'evaluer la qualite de chaque solution; 
3. un ensemble initial de solutions, appele population initiale, generalement 
construit aleatoirement ou en se basant sur des connaissances a priori; 
4. un ensemble d'operateurs de reproduction, mutation et selection naturelle, 
afin de permettre revolution de la population de generation en generation. 
Les AG utilisent une amelioration iterative des individus a chaque generation pour 
converger de fagon stochastique vers un optimum global. Ceci est fait au moyen de 
trois operations : croisement, mutation et selection naturelle. 
2.1.1 Croisement 
L'evolution de la population a chaque generation est obtenue par la reproduction 
des meilleurs individus, basee sur leurs habilites a survivre a la selection naturelle. 
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La reproduction est generalement faite par croisement du chromosome des parents 
arm d'obtenir le chromosome des enfants. Le croisement se fait a l'aide d'une fonc-
tion de croisement qui produit une certaine combinaison entre les chromosomes des 
parents, comme suit : 
- les parents sont selectionnes en se basant sur leur indice de performance, les 
meilleurs sont favorises; 
- le chromosome des enfants est forme par le biais d'une fonction de croisement 
etablie a priori. 
2.1.2 Muta t ion 
La mutation est la creation aleatoire d'un nouveau chromosome d'un individu 
lors de la reproduction a partir d'un individu existant. La mutation permet de 
considerer des solutions completement differentes et ainsi potentiellement trouver 
de meilleures solutions. 
2.1.3 Select ion naturelle 
La selection naturelle est appliquee de fagon a conserver les individus les plus 
prometteurs basee sur leurs indices de performance. Elle se fait par un systeme de 
ponderation simple des individus d'une meme population. Un biais est mis en place 
pour favoriser la reproduction des meilleurs, sans eliminer la possibilite de faire re-
produce les moins bons, dans le but de conserver une certaine diversite dans la 
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population. Par simplicite, la taille de la population peut etre conservee constante. 
La figure 2.1 montre une vue d'ensemble du fonctionnement d'un algorithme genetique. 
F I G . 2.1 Vue d'ensemble du fonctionnement de TAG 
2.2 Generalities sur le procede de pates thermomecanique 
Le traitement des papiers modernes se deroule en deux stades : 
1. Dissociation des agglomerats cellulosiques lies par la lignine, de fagon a faire 
appa ra i t r e les fibres a l ' e ta t individuel, dans les usines a pa t e . 
2. Accroitre la surface des fibres liberees, puis assurer leur rapprochement in-
time, de maniere a former une feuille, dans les usines a papier. 
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II existe trois sortes principales de pates : les pates mecaniques, les pates mi-
chimiques et les pates chimiques. Dans cette section nous considerons les pates 
mecaniques en general et les thermomecaniques en particulier. 
2.2.1 P a t e mecanique 
La classification simplifiee des pates mecaniques est comme suit : 
- Pates mecaniques de meules (a partir de rondins) ; 
- Pates mecaniques de copeaux; 
- Pates thermomecaniques; 
La pate thermomecanique est obtenue avec des desintegrateurs a disques, trai-
tant a temperature elevee (plus de 100°C) les copeaux de bois. Elle intervient a 
100% dans le papier journal (sans adjonction de pate chimique) lorsqu'elle est ther-
momecanique. Elle entre aussi dans les cartons de toutes especes, sous forme ecrue 
ou blanchie. La pate blanchie est une pate ecrue qui a subit un blanchiment. 
2.2.1.1 Blanchiment de la pate thermomecanique 
II s'agit de traitements chimiques en une seule phase (quelquefois deux) utilisant 
des reactifs tres specifiques qui permettent d'ameliorer tres sensiblement la blan-
cheur des pates. 
Les reactifs utilises sont essentiellement le peroxyde d'hydrogene (H2O2) et l'hy-
drosulfite de sodium (./Vo^S^C^t). 
32 
2.3 Recherche proposee 
La recherche proposee ici concerne la generation automatique des BC pour les 
SADF. L'outil d'optimisation utilise est un AG au codage hybride. II utilise un 
double paradigme de codage, binaire et reel. Aussi, les mecanismes de croisement 
proposes sont des mecanismes specifiques adaptes a la tache d'optimisation. Des 
techniques d'amelioration du comportement de TAG sont aussi proposees. Le der-
nier volet de cette these concerne la construction de modeles predictifs de la qualite 
de la pate thermomecanique. En resume, les objectifs de cette these sont : 
1. Objectif 1 
Developper un module de generation automatique de BC pour les SADF. 
2. Objectif 2 
Explorer les effets de nouvelles techniques de reproduction sur les performances de 
FAG face au probleme de convergence prematuree. 
3. Objectif 3 
De par une etroite collaboration avec le Centre de Recherche Industrielle du Quebec 
(CRIQ), developper des modeles predictifs de la qualite des pates thermomecaniques. 
Ces modeles seront en forme de BC, desquelles il sera possible de developper des 
systemes de controle predictif. 
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2.4 Algor i thmes genet iques hybride et binaire pour la generat ion au-
tomat ique de bases de connaissances (article 1) 
Un algorithme genetique code en binaire pour la generation automatique de BC 
pour les SADF a ete propose par l'auteur en 2001 '161. Ces travaux ont fait objet de 
plusieurs publications [4>5-i2-i4,i6]_ L 'A.Q code en binaire, certes performant, posait 
neanmoins certains problemes tels que : 
1. basse resolution des solutions : resolution limitee par le nombre de bits alloues 
aux parametre a optimiser : 
2. espace de recherche des solutions appartenant a 1'ensemble des reels, d'ou le 
besoin de transformer les chaines de bit d'entiers a des reels (de genotype a 
phenotype); 
3. presence de convergence prematuree, amplifiee lorsque le probleme a modeliser 
est complexe. 
Ces raisons nous ont pousses a developper un nouvel outil de generation auto-
matique de BC, en se basant sur le paradigme de codage aux nombres reels. Le 
nouveau codage propose combine les proprietes du codage binaire avec celui du 
codage aux nombres reels. Cette partie traite done de ce nouvel outil et de ses 
performances par rapport a un codage binaire. 
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2.4.1 Presentation 
Le chapitre 3 est consacre a la presentation d'un outil de generation automatique 
de BC, utilisant deux AG differents, a partir de donnees numeriques. Le SADF 
utilise comme outil de validation des BC est le "FDSS Fuzzy-Flou" I10'. 
Toutes les BC developpees dans ce chapitre (et dans cette these) sont a plusieurs 
entrees et une sortie, ce qui les classe dans le type MISO (MULTIPLE INPUT 
SINGLE OUTPUT). Les parametres geres par les deux algorithmes sont : 
- le nombre et la repartition des sous-ensembles flous sur les premisses d'entrees ; 
- le nombre et la repartition des sous-ensembles flous sur la conclusion: 
- les regies floues permettant d'interconnecter les differents sous-ensembles 
flous. 
Le MI utilise dans les deux AG est celui propose par Larsen (Larsen t-norm), 
la methode de deffuzification choisie est le centre de gravite. Afin de reduire le 
nombre de parametre a optimiser et du fait meme augmenter la vitesse de conver-
gence, nous n'avons considere que des sous-ensembles flous de forme triangulaire 
sur les premisses (ils se superposent) et des triangles isoceles, a bases egales, sur la 
conclusion, ce qui n'alloue aucun biais vers une sortie en particulier (autre que le 
choix de la regie floue). 
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Le nombre de sous-ensembles flous sur les premisses, ajoute a celui sur les conclu-
sions, plus le nombre de regies floues actives dans le modele, definit le niveau de 
complexite de la BC developpee. 
Le premier AG presente est un AG code en binaire (AGB), le second est un AG 
combinant les proprietes du codage binaire et du codage reel, soit un AG code aux 
nombres reels et binaires (AGCRB). Les deux AG servent a l'apprentissage de BC 
a partir de donnees numeriques, ils permettent la realisation du paradigme contra-
dictoire qui reside dans le fait de generer des BC precises (reproduction des donnees 
numeriques avec une erreur minimale) et simple (faible niveau de complexite). 
L'AGB utilise un croisement simple pour la BF et la BR; aussi, la BR est generee 
avec des regies inactives. L'AGCRB utilise le mecanisme de croisement Blended 
Crossover a pour la BF et un croisement simple pour sa BR, ce choix est motive 
par le fait que la BR ne contient que des nombres entiers, ce qui rend son genotype 
similaire a une chaine de bits (nombres entiers). 
Les performances de l'AGB et de l'AGCRB sont evaluees par les points suivants : 
- niveau de simplicity ; 
- temps d'apprentissage; 
- influence de la taille de la population sur leur performance. 
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Les deux AG utilisent le meme niveau de complexite au depart de l'apprentissage. 
Les donnees d'apprentissage sont obtenues a partir de surfaces en trois dimensions, 
possedant des degres de complexite varies. Les surfaces sont inspirees des series de 
tests proposes par De Jong I25'. 
La structure du chapitre 3 peut etre resumee comme suit : 
- une introduction contenant une revue bibliographique; 
- une presentation du fonctionnement d'un SADF ; 
- une presentation du fonctionnement de l'AGB et de l 'AGCRB; 
- une presentation du paradigme d'apprentissage de BC; 
- les essais de validation des deux AG sur des surfaces synthetiques de differentes 
complexites; 
- une comparaison et une discussion des resultats des deux AG quant a leurs 
niveaux de performances; 
- une interpretation des resultats obtenus et une conclusion generale. 
Cet article a ete soumis, accepte et publie dans la revue "Engineering Applications 
of Artificial Intelligence". 
Achiche, S., Baron, L. et Balazinski, M., "Real/Binary-Like Coded Versus Binary 
Coded Genetic Algorithms to Automatically Generate Fuzzy Knowledge Bases : A 
Comparative Study", Engineering Applications of Artificial Intelligence, Vol. 17, 
No. 4, pp. 313-325, 2004. 
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2.5 Strategies mult icombinatoires pour eviter la convergence prema-
turee dans les a lgori thmes genet iques (article 2) 
L'AGCRB developpe a prouve son efficacite; neanmoins, comme c'est le cas pour 
presque tous les algorithmes metaheuristiques, une fois que revolution atteint un 
certain niveau de maturite, les individus composant la population de solutions 
tendent a trop se ressembler (memes performances, structures trop semblables, 
etc.), ce qui freine ou met un terme a revolution et dans des rares cas, seule le 
mutation permet d'explorer de nouvelles solutions. Ce phenomene est appele la 
convergence prematuree. C'est cette problematique qui a motive le travail presente 
dans le chapitre 4. 
2.5.1 Presentat ion 
Le chapitre 4 est consacre a la presentation de techniques permettant d'eviter ou 
de reduire l'impact de la convergence prematuree sur l 'AGCRB dans sa tache de 
generation automatique de BC a partir de donnees numeriques. Dans une famille 
(humaine) nombreuse, il est rare que les enfants aient tous la meme specialisation, il 
est rare aussi des les voir tous reussir (dans differents domaines sociaux) aux memes 
niveaux pourtant, d'un point de vue puerement genetique, ils partagent tous les 
genes de memes parents; aussi, ces memes parents peuvent donner naissance a 
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des enfants tres differents en taille, teint, etc. Ce sont ces deux idees qui sont 
exploiters et transferees au monde des AG. L'hypothese se basait sur l'apport 
d'une approche de famille nombreuse au sein meme de TAG, ainsi que l'apport 
d'une variation des mecanismes de croisement (imitant ainsi les variations des genes 
herites par des enfants differents de memes parents) ameliorerait le comportement 
du AGCRB quant au probleme de la convergence prematuree. Pour ce faire, les 
changements sont apportes aux mecanismes de croisement de la BF ou, selon la 
strategic devolution preconisee, trois differents mecanismes sont utilises, soit : 
1. blended crossover a ; 
2. non-uniform arithmetical crossover; 
3. extended line crossover. 
Le mecanisme blended crossover a permet la variation de son appartenance a un 
etat d'exploration ou d'exploitation de l'information genetique par le biais de sa 
variable d'equilibre a, les autres sont stables (exploitation pour le deuxieme et plus 
d'exploration pour le troisieme). 
Les differentes approches de strategies evolutives proposees dans cet article sont : 
- application unique : un mecanisme de croisement a la fois; 
- combinaison lineaire : une combinaison lineaire des trois mecanismes est uti-
lisee; 
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- application simultanee : les trois mecanismes sont utilises simultanement dans 
revolution: 
- distribution de l'exploitation et de l'exploration : un changement dans le 
niveau d'exploration/exploitation est fait dependant de Fetat d'avancement 
de revolution (debut, milieu ou fin), deux differents agencements sont testes. 
Les resultats obtenus sont compares et discutes. La meilleure des strategies est 
choisie pour application sur des donnees experimentales et elle est comparee a une 
strategie de croisement unique. 
La structure du chapitre 4 peut etre resumee comme suit : 
- une introduction contenant une revue bibliographique; 
- une presentation sommaire du SADF; 
- une presentation du fonctionnement de l 'AGCRB ; 
- une revue des differents mecanismes de croisement utilises; 
- une presentation des differentes strategies devolution; 
- les essais de validation des differentes strategies proposees sur des surfaces 
synthetiques 3D; 
- une discussion et une interpretation des performances des differentes strategies; 
- application de la meilleure strategie d'evolution sur des donnees experimentales 
(donnees de tournage); 
- une conclusion generale. 
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Cet article a ete soumis, accepte et publie dans la revue "Journal of Theoretical 
and Applied Mechanics". 
Sofiane Achiche, Marek Balazinski et Luc Baron, "Multi-Combinative Strategy to 
Avoid Premature Convergence in Genetically-Generated Fuzzy Knowledge Bases", 
Journal of Theoretical and Applied Mechanics, Vol. 42, No. 3, pp. 417-444, 2004. 
2.6 Predict ion en ligne de la blancheur ISO de la pate thermomecanique 
(article 3) 
La qualite du papier est assujettie a un ensemble de facteurs directement lies a 
l'etat des copeaux de bois. Cet etat est determine par des caracteristiques propres 
et intrinseques telles que l'essence de bois, la teneur en ecorce, la carie, les noeuds, 
la siccite, la granulometrie ou encore la densite. D'autres facteurs intrinseques sont 
susceptibles de perturber certaines proprietes physico-chimiques des copeaux et en-
trainer la degradation de la qualite des papiers produits. C'est le cas notamment 
des conditions d'entreposage des copeaux, de la gestion de piles, des cours a bois ou 
encore de variations climatiques qui induisent des modifications dans les proprietes 
des copeaux. 
Actuellement, il ne semble pas exister de connaissances etablies et tangibles concer-
nant les "influences concomitantes" des caracteristiques des copeaux de bois sur les 
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precedes. Aucune approche globale multidimensionnelle n'est mise en oeuvre pour 
mettre en evidence les relations entre le comportement des copeaux et les procedes 
de transformation en pate et papier. II n'existerait pas non plus de definition uni-
verselle et communement acceptable sur la qualite ou la fraicheur des copeaux. Ce 
sujet est encore a ses debuts. Les connaissances sur la realite comportementale des 
copeaux sont tres diffuses et eparpillees. 
La logique floue combinee a des AG est entierement appropriee pour saisir la 
connaissance de ce domaine a partir de donnees numeriques comme il a ete prouve 
dans les deux articles precedents. Les BC (BF et BR) sont particulierement bien 
adaptees pour tisser les relations de causes a effets qui lient les parametres des co-
peaux, des pates et des papiers correspondants. Neanmoins, dans cette these, nous 
nous sommes arretes au lien entre les copeaux et la pate. 
2.6.1 Presentation 
Les copeaux sont la matiere premiere principale intervenant dans la fabrication 
des pates et papiers. Malheureusement, aucune usine ne possede de systemes de 
mesure permettant d'evaluer en continu; la qualite de cet intrant qui, pourtant, 
influence directement la qualite du papier fabrique. Ainsi, le CRIQ a developpe un 
systeme de mesure en continu; des proprietes des copeaux, nomme "Chip Mana-
gement System CMS©V. Ce systeme permet de quantifier la qualite des copeaux 
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qui entrent dans le procede de raffinage, il permet, entre autres, d'identifier les 
contaminants (ecorce, carie, noeuds, etc.) et mesurer la dimension, la luminance 
et l'humidite des copeaux, ainsi que des proprietes de couleurs grace a une camera 
RGB. Ainsi, il devient possible d'anticiper la qualite du papier fabrique a partir 
des caracteristiques des copeaux et des parametres de controle du procede. II existe 
deux precedes de defibrage des copeaux et de mise en pate, soit le procede de pates 
thermomecaniques (PTM) et le procede Kraft. Le procede PTM est celui etudie 
dans cet article (et de par le fait meme dans cette these). Dans cet article, l'AG-
CRB avec une technique de reproduction evolutive et la logique floue ont la tache 
de predire la qualite de la pate thermomecanique produit dans les industries de 
fabrication des PTM. 
Les BC developpees permettent un maintien de la qualite de la pate a un niveau 
raisonnable et cela malgre les fluctuations dans la qualite de la matiere premiere qui 
entre dans le procede (en l'occurrence les copeaux), et cela en jouant sur la concen-
tration des elements de blanchiment (peroxyde ou hydrosulfite). L'approche capi-
talise sur le systeme d'inspection par vision numerique CMS© ainsi qu'un banc 
d'essai experimental du procede PTM a Fusine pilote de l'Universite du Quebec a 
Trois-Rivieres. 
A partir d'une lecture de la qualite des copeaux CMS© et des parametres opera-
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tionnels du procede, un modele predictif de la qualite de la pate produite est etabli 
et permet d'estimer les ecarts par rapport aux valeurs de la qualite desiree. Des 
correctifs sur les parametres operationnels pourront etre possibles grace a la BR de 
la BC, et ce afin de retablir la qualite a un niveau acceptable, i.e. une compensation 
des pertes de propriete de la pate dues a une degradation possible de la qualite des 
copeaux par une action sur les concentrations d'elements de blanchiment. 
La structure du chapitre 4 peut etre resumee comme suit : 
- une introduction contenant une revue bibliographique; 
- une presentation du CMS© et des variables mesurees; 
- une presentation du plan d'experience etabli et des donnees recoltees; 
- une explication du choix des parametres faisant partie de l'apprentissage 
(entrees/sorties); 
- une presentation sommaire du SADF; 
- une presentation sommaire du AGCRB et du choix de la methode de repro-
duction ; 
- une application aux donnees du procede PTM (pour l'hydrosulfite et le per-
oxyde) ; 
- une discussion des resultats obtenus; 
- une conclusion generale. 
Cet article a ete soumis a la revue " Engineering Applications of Artificial Intelli-
gence . 
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CHAPTER 3 
REAL/BINARY-LIKE CODED VERSUS BINARY CODED 
GENETIC ALGORITHMS TO AUTOMATICALLY GENERATE 
FUZZY KNOWLEDGE BASES: A COMPARATIVE STUDY 
Sofiane Achiche, Luc Baron et Marek Balazinski. 
Departement de genie mecanique, Ecole Polytechnique de Montreal 
P.O. 6079, station Centre-Ville, Montreeal, Quebec, Canada, H3C 3A7 
sofiane.achiche@polymtl.ca 
3.1 Abstract 
Nowadays fuzzy logic is increasingly used in decision-aided systems since it offers 
several advantages over other traditional decision-making techniques. The fuzzy 
decision support systems (FDSS) can easily deal with incomplete and/or imprecise 
knowledge applied to either linear or nonlinear problems. This paper presents the 
implementation of a combination of a real/binary-like coded genetic algorithm 
(RBLGA) and a binary coded genetic algorithm (BGA) to automatically generate 
fuzzy knowledge bases (FKB) from a set of numerical data. Both algorithms allow 
one to fulfill a contradictory paradigm in terms of FKB precision and simplicity 
(high precision generally translates into a higher level of complexity) considering a 
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randomly generated population of potential FKBs. The RBLGA is divided into two 
principal coding methods: 1) a real coded genetic algorithm (RCGA) that maps 
the fuzzy sets repartition and number (which drives the number of fuzzy rules) into 
a set of real numbers, and 2) a binary like coded genetic algorithm that deals with 
the fuzzy rule base relationships (a set of integers). The BGA deals with the entire 
FKB using a single bit string, which is called a genotype. The RBLGA uses three 
reproduction mechanisms, a BLX-a, a simple crossover and a fuzzy set reducer, 
while the BGA uses a simple crossover, a fuzzy set displacement mechanism and a 
rule reducer. Both GAs are tested on theoretical surfaces, a comparison study of 
the performances is discussed, along with the influences of some evolution criteria. 
3.2 Introduction 
Nowadays fuzzy logic is increasingly used in decision-aided systems since it offers 
several advantages over other traditional decision-making techniques. The fuzzy 
decision support systems (FDSS) can easily deal with incomplete and/or imprecise 
knowledge applied to either linear or nonlinear problems. In most cases decision 
making systems are used when there is: 
• an expert available to manually construct the FKB; 
• an important nonlinearity of the modeled process. 
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Hence, there is a difficulty to build a good enough mathematical model (impossi-
ble in some cases) that emulates the behavior of the problem to be solved. The 
construction of FKBs requires the evaluation of each potential solution (the gen-
erated FKBs), which allows to establish the accuracy level when comparing their 
behaviors (outputs) to the one in the learning data. The manual construction of 
an FKB requires the evaluation of each proposition made by the expert to measure 
its performance. If the result is not satisfactory, the expert determines the modifi-
cations either to the fuzzy sets repartition, to the fuzzy rule base or to both, in the 
hope of improving the accuracy. This process is extremely long and tedious since 
it is completely dependent on the expert's intuition, experiences and his under-
standing of the problem's behavior. Therefore, a multi-criteria optimization tool is 
highly desirable. The genetic algorithms (GAs) are powerful stochastic optimiza-
tion methods '12' and are considered here as an optimization tool for the automatic 
generation of FKBs. The GA allows one to improve FKB performance in terms of 
accuracy and simplicity with respect to one or several performance criteria. This 
can be done automatically, i.e., without the need of expert intuition. This paper 
presents an overview of the FDSS software Fuzzy-Flou, developed at Ecole Poly-
technique (Canada) and the University of Silesia (Poland) M which was used for the 
validation tests. Then, it presents a brief description of the BGA and an extended 
one of the RBLGA which was used in this work, explaining the specifications of 
the reproduction and mutation mechanisms of each. Finally validation results are 
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presented along with a comparative study of their performances inspected through 
different evolution parameters and performance paradigms. 
3.3 Fuzzy Decision Support System 
In this section we present a rule based approach to decision making using fuzzy 
logic techniques, based on the compositional rule of inference (CRI). This approach 
is used to handle uncertain knowledge and was developed in the sixties by L.A. 
Zadeh t21l. Such knowledge can be collected and delivered by a human expert (e.g. 
decision-maker, designer, process planner, machine operator, etc.). The CRI may 
be written in the form: 
U=(Cx---xBxA)oR (3.1) 
where R represents the global relation that aggregates all the fuzzy rules, (A, B, ..., 
C) represents the inputs (observations) and U represents the output (conclusion). 
The symbol o represents the CRI operator. Three defuzzification methods are usu-
ally available, i.e., center of gravity (COG), average of maximums (AOM) and the 
modified center of gravity (MCOG) f4'. The FKB consists of two components: the 
linguistic term base (database) and the fuzzy production rule base. The database 
is divided into two parts: fuzzy premises and fuzzy conclusions. Figure 3.1 shows 
a screen printout of the premises and a conclusion (on the right), the fuzzy rules 
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and settings (on the left) of the FDSS Fuzzy-Flou software. FKBs can be divided 
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Figure 3.1 Screen shot of the FDSS Fuzzy-Flou 
into two main categories: 
multiple inputs single output systems (MISO); 
multiple inputs multiple outputs systems (MIMO). 
In this paper only MISOs are considered. The deffuzification mechanism used is 
the COG. The fuzzy rules are a finite number of heuristic fuzzy rules of the if then 
type. 
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3.4 Automatic Generation of Fuzzy Knowledge Bases using GAs 
The automatic generation of fuzzy knowledge bases is performed using a GA. A 
GA is based on the analogy of the mechanics of natural genetics, and imitates the 
Darwinian survival-of-the-fittest approach I6'. The GA uses four basic operations: 
crossover, mutation, evaluation and natural selection. Crossover and mutation are 
used respectively to generate and modify an FKB genotype and the natural selec-
tion sorts the different FKBs according to the performance criteria. 
Several research used GAs for the automatic generation of FKBs [7=10>13>2°]. As 
shown in Fig.3.2, each individual of a population is a potential FKB. The method 
uses iterative improvement of individuals at each generation to converge toward 
multiple optima simultaneously. When the number of unknown parameters in-
creases, GA exhibits only a polynomial increase of the complexity I8'16!, while the 
other optimization techniques show an exponential increase. Figure 3.2 presents 
the encoding/decoding scheme as well as the four basic operations of the developed 
GA learning software '5l 
3.4.1 Binary Coded Genetic Algorithm 
The binary representation (BGA) of the genotype dominated most of the works us-
ing GAs, since the efficiency of the binary coded GAs was proved theoretically '12'. 
51 
FKB, 
Population of Fuzzy Knowledge Bases 








New FKB r = J1 . . . f 
Fuszification Irifecetice Engine 
J 
Data 
j | *__^i__rr 
Defuzsification 
Figure 3.2 The GA learning process of an FDSS Fuzzy-Flou knowledge base 
The other obvious reason is the rather simple numerical implementation of BGA. 
This evolutionary process operates directly on the genotype—i.e., the coded physi-
cal characteristics into bit string—of individuals rather than on its phenotype—i.e.. 
the physical characteristics themselves—. 
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3.4.1.1 Coding 
The genotype G of an FKB is the coding of the fuzzy sets and the rule base into a 
bit-string: 
G = { Gsets, Grules }, (3-2) 
where Gsets and Gruies are respectively the genotypes of the fuzzy sets and the 
fuzzy rules. 
Input/output premises 
The FDSS Fuzzy-Flou allows the use of trapezoidal membership functions (see 
Fig. 3.3). For the sake of coding simplicity, we consider only non-symmetrical tri-
angular fuzzy sets on the premises and symmetrical triangular fuzzy sets on the 
conclusion. Therefore the position of each fuzzy set is given as ml = m2 = position 
of the summit, am and bm are set to reach the positions of the previous and next 
summit, while hm = 1 as shown in Fig.3.3. The size of the Gsets depends on the 
number of premises N, the number of fuzzy sets JVj on each premise i and the 
number of bits br allocated to specify the resolution on the position. For example, 
if br = 4, the genotype of the fuzzy sets of premise i is given as 
GXi = { IOOI mo • • • om } (3.3) 
summitx summit2 summit]^. 
Add MF for premise 1: premise 
ml | summit OK 
m2 I summit 
Name 
Cancel 
am value 1 Fuzzy-set name 
bm lvalue 2 
hrr, 1 
am ml m2 bm 
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Figure 3.3 Fuzzy set 
where Ki is the number of fuzzy sets on premise Xi excluding the two summits 
located at the extreme values of each premise. The total size of Gaets is given as 
N 
size(Gsets) = (Y^Ki K) + Ky br (3.4) 
where Ky is the number of fuzzy sets on the conclusion. However on the conclusion, 
the number of fuzzy sets is equal to the number of the coded summits since the 
limits are also coded. 
Fuzzy T^iles 
The genotype of the fuzzy rules must contain information about all of the possible 
combinations connecting one fuzzy set on each premise to a fuzzy set on the con-
clusion. For JV input premises and Ki fuzzy sets on each premise i (including the 
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limits), the maximum number of fuzzy rules K is computed as: 
K = (K\) x (K2) x • • • x (KN) (3.5) 
The fuzzy rules are coded as an ordered list of combination of the premises, each 
having an enable/disable bit, denoted e—0 for disable; 1 for enable—together with 
a conclusion fuzzy set number. Each rule is coded into a 4 bit string, i.e., 
Grules = {elOl e l l l ••• eOll}. (3.6) 
rule\ rule2 rule a 
3.4.1.2 BGA Reproduction Mechanisms 
The evolution of the population is achieved by reproduction of the best individuals 
based on their ability to survive natural selection. This reproduction is performed 
with a combination of the four following operators: 
1. Simple Crossover 
The main reproduction mechanism is performed by crossing the genotype of the 
parents, in order to obtain the genotype of two children. The crossover technique 
used in BGA is a simple crossover '191 as shown in Fig.3.4. This part of the repro-
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Figure 3.4 Simple crossover 
2. Fuzzy Sets Displacement 
Displacement of the fuzzy sets is performed (with an initiating probability p^) by 
randomly selecting a fuzzy set on a premise. The summit of the selected fuzzy 
set is then moved by one step of resolution toward the left or the right, with an 
equal probability (see Fig. 3.5). This reproduction operator has the virtue of try-
ing different fuzzy set repartitions, while decreasing the number of fuzzy sets by 
superimposing two or more of them. 
3. Fuzzy-Rules Reduction 
The reduction of the number of fuzzy rules is performed with a, probability p^ given 
by 




New position New position 
Figure 3.5 Fuzzy-Sets Displacement 
One of the K fuzzy rules is randomly selected and deactivated—the bit e is set 
to disable—as shown in Fig. 3.6. Obviously, this reproduction operator does not 
always generate a reduction in the number of fuzzy rules (the case when e is al-
ready set to 0), but gradually works toward that direction. The bias toward the 
reduction of the number of rules tends to produce less complex FKBs. 
4- Mutation 
Mutation is a random inversion of a bit in the genotype of a new member of the 
population as shown in Fig. 3.7. Mutation makes it possible to try completely 
different solutions ^ . The probability of mutation p 4 should be kept very small in 
order to give the other reproduction operators precedence for improving the pop-
57 











Figure 3.6 Fuzzy-Rules Reduction 
ulation. 
This way of seeking completely different solutions allows the algorithm to jump 
out of a local optimum, and potentially fall into more promising regions. 
3.4.2 Real/Binary like Coded Genetic Algorithm 
The most important success of the GAs remains in their evolution paradigm 
rather than in the way they are coded, hence the occurrence of real coded genetic 
algorithms (RCGA) in recent years, where they were mostly used in numerical op-
timization works I14,18). 
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Figure 3.7 Mutation of a genotype 
The use of RCGAs overcomes one of BGAs weaknesses, which is the low resolution 
of the solutions t5'. Moreover, most optimization works are done in a continuous 
mathematical space (real space). However, the FKBs contain two cooperative but 
distinct parts: 
• the premises and the conclusion, along with the fuzzy sets on them; 
• the fuzzy rules base. 
They are distinct in such a way that the first one deals with real numbers while 
the second one uses integer numbers, since the fuzzy rules are simple pointers to 
the index of a fuzzy set on the conclusion. For this matter, we used a combination 
between an RCGA and a BGA where the binary part is mapped into a string of inte-
gers, the algorithm is called Real/Binary-like Coded Genetic Algorithm (RBLGA). 
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3.4.3 Coding 
The genotype RG corresponds to several independent sets of reals and a set of 
integers. 
RG = { RGsets, RGruies }, (3.8) 
where RGsets and RGruies are respectively the genotypes of the fuzzy sets and the 
fuzzy rules. The genotype can be described as follows: 
Input/Output Premises 
There are as many real number sets as there are premises in the problem, and one 
set for the conclusion. Each set contains a predefined maximum number of real 
numbers representing the location of the summit of each fuzzy set on each premise 
and the conclusion. The two summits located at the minimum and maximum 
limits of each premise and the conclusion are not coded, since they are constant 
throughout the evolution (similar to the BGA coding). 
As in the BGA we consider non-symmetrical-overlapping triangular fuzzy sets for 
premises and symmetrical triangular fuzzy sets for the conclusion. The genotype 
of the fuzzy sets of premise i is given as 
R G X l = { x ^ x ^ ••• x ^ } (3.9) 
summiti summit2 summitR. 
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where Ki is the number of fuzzy sets on the premise % (or the conclusion). The 
limits of the premises are not included in the sets. RGsets is then given as 
RGSets = { RGxi ? RGx2)' • • RGxi, • • • RGxc } 
premisei premise? premise^ conclusion 
(3.10) 
Fuzzy Rules 
The fuzzy rules are coded as a set of integers representing an ordered list of the 
combination of the premises. Each integer in the set represents a conclusion fuzzy 
set summit (see Fig. 3.8). The genotype of the fuzzy rules is given as 
RGruies = { ri , r2 , ••• , rK } . 
rulei rule2 rulex 
(3.11) 
The number of fuzzy rules K is computed using Eq. 3.5. 




Figure 3.8 Coding of a fuzzy rules set 
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The initial population of FKBs is composed of P randomly generate FKBs. The 
genotype of each new solution contains all the sets mentioned above. However, as 
we will explain below, the size of the sets can decrease. 
3.4.3.1 RBLGA Reproduction Mechanisms 
Reproduction is performed by crossover of the parent's genotype to obtain the off-
spring's genotype (or two offsprings). The reproduction of the FKBs in the RBLGA 
is performed through three crossover mechanisms, each one having a certain pur-
pose to achieve, as explained below. 
1. Multi Crossover 
The multi-crossover mechanism is a combination of two crossovers applied on dif-
ferent parts of the genotype. 
Premises/Conclusion Crossover 
The mechanism used is called blending crossover a (BLX-a) t11', where a deter-
mines the exploitation/exploration level of the offspring obtained from the selected 
parents. Exploitation indicates the usage of the interval between the values of the 
two parents; the exploration uses an interval outside of these two limits, hence 
trying new solutions (see Fig .3.9). 
If A ={xi, x2, • • •, Xi, • • •, xn) and B = {yu y2, • • •, yt, • • •, yn} represents 
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Relaxed Exploitation 
Exploration Exploitation Exploration 
min; - l a Xi I yj max, + I a 
Figure 3.9 Blended crossover a ~ BLX-a 
the two selected parents, C the offspring obtained by the crossover of A and B then 
Z2, • • •, Zi, • • •, zn}, where Z\ are randomly selected in the interval 
[mini -I OL-, vaaxi + I a] where: 
• maxi = maximum {xi) yi}; 
• mini = minimum {XJ, yi}; 
• I = {maxi — mini}. 
Figure 3.9 shows the above-described mechanism. The parameter a controls the 
exploitation/exploration level, knowing that: 
• in the exploitation zone, the offspring inherits behaviors close to those of his 
parents; 
• in the exploration zone, the offspring is a result of an exploration, therefore 
his attributes will be distant from his parent's average. 
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In order to avoid any bias in either direction (exploitation or exploration) the value 
of a is set to 0.5, which provides offsprings in the zone named the relaxed exploita-
tion zone (see Fig. 3.9). 
Fuzzy Rules Crossover 
Since the part of the genotype representing the fuzzy rule base is composed of 
integer numbers, the crossover on this part of the genotype is done by a simple 
crossover. The use of a BLX crossover is not suitable in this case, because of 
the integer nature of the values (the rules will tend to be the value zero most of 
the time). The operation is performed by inverting the end part of the sets of 
the parents at a randomly selected crossover site as shown in fig 3.10. These two 
Simple Crossover (rules only) 
Rules father {rf1, rf2, > h< •••> r fkJ ' ^ U ' e S m o t h e r Viti.Ti *i , r, rni > • ' * ' m k J ,v,t> / 
Crossover site 
°u 'eSo1fepring ~ Vfl» r f2j •••,> rmi> •••rmk} 
X 
Figure 3.10 BLGA Simple crossover 
mechanisms are governed by an initiating probability pr\. 
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2. Fuzzy Set Reducer 
This mechanism aims to increase the simplicity level of the FKBs by randomly 
selecting a fuzzy set on a premise and erasing it together with the corresponding 
fuzzy rules. This mechanism allows one to obtain different and more simple (less 
information) solutions (i.e.; FKBs). This mechanism is governed by the initiating 
probability pr2-
3. Mutation 
Mutation is the creation of an individual by altering the gene of an existing one. 
The probability pr$ governs the occurrence of this mechanism. The mutation used 
in the RBLGA is a Random mutation (uniform) ^17\ applied to one randomly 
selected individual, as follows: 
• an individual C is randomly selected, C = {zi, z2, •••, zt, •••, zn}; 
• a mutation site is randomly set in the interval [l,n]; 
• the selected value "ZJ" is replaced by z'i = random(aj, 6j), where a$ and bi are 
the limits enclosing z^ 
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3.5 Learning Process 
The learning process is formulated as an optimization problem applied to the nu-
merical data, using the BGA and the RBLGA in ordre to produce near to optimal 
FKBs. 
An FKB contains the following entities/information: 
1. the number of premises (inputs) and the number of conclusions (outputs); 
2. the number of fuzzy sets and their distribution on the premises and the 
conclusions; 
3. the fuzzy rules (fuzzy rule base). 
Item 1 is a part of the problem's input data and all the features in items 2 and 
3 are a part of the learning process. The maximal complexity on each premise 
(i.e.; maximal number of fuzzy sets) is fixed at the beginning of the optimization 
and therefore these entities are not a part of the learning process (the maximal 
complexity can differ from premise to premise). After few executions, maximal 
complexity can be readjusted to a higher number if required. 
The goal of the learning process is to generate FKBs while maximizing the perfor-
mance criteria in terms of accuracy (4>rm,s) and simplicity level (4>si). Criteria <j>rms 
and <fisi are defined in section 3.5.1. The oprimizarion problem can be defined as 
follow: 
For the BGA: 
Max f(<f>rm8, (j>si) with Q • Binary Genotype • (3-12) 
For the RBLGA: 
Max <j)rms with RG . Reai Genotype • (3-13) 
3.5.1 Performance Criteria 
The performance criteria allow one to compute the ratings of each FKB. Those 
performance ratings are used by the RBLGA and the BGA in order to perform 
natural selection. The principal performance criterion is the accuracy level of the 
FKB (approximation error) in reproducing the outputs of the learning data. The 
approximation error of the FKB is measured using the root-mean-square error 
<-^rms 
-̂  M 
\ T7 / J \GA0Utput. — data0UtPUti) (3-14) 
i = l 
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where M represents the number of points in the sampled data. The fitness value 
is evaluated as a percentage of the conclusion length base (L), as follows: 
(Prrns = L ~ ^ X 100, (3.15) 
while (100 — 4>rms) being the error percentage. 
The RBLGA uses the value of 4>rms as the only evaluation criterion to perform 
the natural selection, however the BGA uses a second performance criterion that 
rates the simplicity of the FKBs (4>Si). The use of this additional criterion is due 
to the particularities of the reproduction mechanisms (fuzzy set displacement and 
fuzzy rules reduction) that are less straight forward than the ones used by the 
RBLGA when it comes to reducing the size of the FKB. The fitness value, denoted 
<fisi, is defined as: 
4>si = — j ^ - 1 , (3.16) 
where K is the maximum number of fuzzy rules (using the initial complexity) and 
na is the number of active rules of the FKB under evaluation. In order to chose 
between these two contradictory objectives, the BGA uses a weighted sum of the 
two objective functions, i.e.: 
4>BGA = W<j>rms + (1 ~ u)4>si, (3.17) 
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where u sets the bias between 4>rms
 a n d <f)Si-
3.5.2 Natural selection 
Natural selection is performed on the population by keeping the most promising 
individuals based on their fitness value. This is equivalent to using solutions that 
are closest to the optimum. For convenience, we keep the size of the population 
constant. 
3.5.2.1 Natural selection in the BGA 
The first generation starts with P FKBs and additional Ps are generated by re-
production and mutation. These brand new FKBs are then evaluated. Natural 
selection is applied on the 2 x P FKBs by ranking them based on (f)t,ga and <prms. 
We keep the first P/2 non identical —to maintain diversity in the population— 
FKBs of the two lists. 
3.5.2.2 Natural selection in the RBLGA 
The first generation begins with P FKBs, and the same number of additional 
FKBs are generated by reproduction and mutation. Moreover, in the RBLGA 
natural selection is applied on the 2 x P FKBs by ordering them according to the 
principal performance criterion (f>rms and keeping the P first FKBs. 
The size P has to be selected depending upon the performances of the computer in 
69 
use. A high value of P generally ensures a better diversity in the population, which 
helps to avoid premature convergence. However it increases the learning time. 
3.6 Validation Results 
The BGA and RBLGA learning performances are now investigated using three 
examples of known behavior in terms of type z = f{x,y) 3D surfaces, where the 
nodes are the learning set of sampled data. We have used three different surfaces of 
different complexities to have a better idea on the generality of the results (rather 
than a specific result to a specific surface). The evolution and selection criteria 
used for both algorithms are set to the following values: 
BGA's evolution/selection criteria: 
• Pi = 85.0%; 
• p2 = 13.5%; 
• p3 = 1-5%; 
• PA = 5.0%; 
• UJ = 1.0; 
• Maximal complexity: 6 fuzzy sets (including the limits) on each premise and 
8 on the conclusion (8 being the maximum allowed by the coding resolution). 
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From this set of parameters we can say that the dominant evolution of the BGA 
is performed using the simple crossover with a probability pi. The emphasis on 
the Fuzzy-Rules reduction reproduction mechanism is set at a low level to let the 
FKBS evolve toward a lower complexity level naturally rather than in a forced way. 
With ui — 1 the emphasis of the selection mechanism is put on 4>rma = 4>BGA • 
These values have been chosen with respect to the conclusions driven from the 
work presented in t3l 
RBLGA's evolution/selection criteria: 
• pn = 85.0%; 
• pr2 = 15.0%; 
• pr3 = 5.0%; 
• Maximal complexity: 6 fuzzy sets (including the limits) on each premise and 
8 on the conclusion (no limits on the number, since it can match the number 
of fuzzy rules). 
The evolution is mostly governed by the multi-crossover reproduction mechanism, 
however the fuzzy set reducer weight is not negligible which will tend to produce 
more simple FKBs. 
Note l : In the RBLGA the value of pri is equal to the sum of the probabilities 
Pi and pz of the BGA. This equality sets a good comparative basis, since the 
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mechanism driven by these probabilities performs similar changes in the FKBS, 
i.e., reducing the size of the fuzzy rule base. 
Note2: The maximal complexity is set in order to fix the maximum size of the 
genotypes, it can be changed if the early results are not satisfying. However, the 
number of variables taking part in the learning process can decrease through the 
generations and moreover, in the same population both the BGA and the RBLGA 
can deal with individuals of different sizes below the fixed maximum. 
3.6.1 Theoretical Surfaces 
The theoretical surfaces used for the learning process are as follows: 
1. Sinusoid surface 
The theoretical sinusoid surface (fig. 3.11) is defined as 
0<x < 1.6 
z = sin(x y) with , (3.18) 
0 < y < 1.4 
2. Exponential surface 
The theoretical concave surface (fig. 3.12) is defined as 
-1.5 < x < 1.5 
z = exp(x2 + y2) with , (3.19) 
- 2 < y < 2 












Figure 3.11 Theoretical sinusoid surface 
3. Hyper-tangent surface 
The theoretical Hyper-tangent surface (fig. 3.13) is defined as 
z = tanh(x (x + y )) with 
-0.2 < x < 1.4 




Figure 3.12 Theoretical exponential surface 
3.6.1.1 FKBs Accuracy level 
To measure the accuracy levels (fitness levels) of both the BGA and the RBLGA, 
in generating FKBs, and for the sake of comparison, several runs have been made 
on the three surfaces cited above. The population size P was set to 100. Runs were 
performed for 10, 50, 100, 500, 1000 and 2500 generations. The best individual's 
fitness level has been taken into account at the last generation. The average value 
of the three different results obtained for each theoretical surface was computed, 










Figure 3.13 Theoretical hyper-tangent surface 
Fig. 3.14 shows the superiority of RBLGA when it comes to accuracy for the 
same number of evaluated solutions (number of generation x population size). For 
instance, the highest level of accuracy obtained by the BGA after the exploration 
of 250 000 FKBs (i.e. 91.65%) is below the one achieved by the RBLGA after 
exploring 5 000 FKBs, meaning that the RBLGA is able to create a more versatile 
population of FKBs faster than the BGA. The BGA was late in the accuracy race 
even when 50 000 times more solutions where explored. This leads to the conclu-
sion that when dealing with a complex model to map into an FKB, the RBLGA 
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Figure 3.14 Fitness values : RBLGA vs. BGA 
will most probably produce a more satisfactory accurate FKB. 
Figure 3.14, also shows that the RBLGA tends to reach an accuracy plateau faster 
than the BGA, which drags the problem of premature convergence, very often a 
drawback to real coded GAs. 
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3.6.1.2 The Simplicity level of the FKBs 
In this section, the simplicity level of the FKBs is studied. The simplicity level 
of an FKB is inversely proportional to the number of fuzzy rules representing the 
fuzzy rule base. The two main advantages of constructing more simple FKBs are: 
1. a simple FKB is more flexible toward a manual tuning by a human expert; 
2. a simple FKB tends to be a more general model to the existing problem as 
reported by the authors in ̂ K 
Table 3.2 shows the averages of the rule base size obtained for the three different 
surfaces. 
Figure 3.15 shows that the BGA is more successful in creating simple FKBs, 





























and the RBLGA reached a simplicity plateau with only 19 fuzzy rules. Taking 
into account that the primary maximum number of fuzzy rules was 36, 19 fuzzy 
rules still represents approximately a 50% simplification rate. The difference in 
the simplicity level between the BGA and the RBLGA is quite predictable from of 
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N° of fuzzy rules 
I 15 
-•-RBLGA :N° of rules 
•••• BGA :N° of rules 
50 100 500 
Number of generations 
1000 2500 
Figure 3.15 Number of fuzzy rules : RBLGA vs. BGA 
the differences in the reproduction mechanisms. The BGA simplifies the FKBs in 
three different ways: 
1. the first randomly generated population of individuals is already created with 
inactive fuzzy rules; 
2. the Fuzzy Sets Displacement reproduction mechanism can reduce a set of 
fuzzy rules if a summit is separated by a step of resolution from his neighbor; 
3. the Fuzzy Rules Reduction reproduction mechanism randomly reduces the 
rules. 
while the only way the RBLGA reduces rules is by reducing the number of fuzzy 
sets on the premises (by erasing rather than displacing). The lowest number of 
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fuzzy rules the BGA proposed is around 12—« 67%—which is better than the 
RBLGA. 
3.6.1.3 Learning time 
We studied the accuracy and the complexity/simplicity level of the FKBs. How-
ever, an important aspect of the automatic generation of FKBs is the GAs learning 
time. In this section, we explore the learning time (LT) of the BGA versus the LT 
of the RBLGA. The comparison is based on the average LT obtained for the same 
three surfaces, using the same evolution/selection criteria. Figure 3.16 illustrates 





























the results that were compiled in table 3.3. It is quite obvious that the BGA out-
performs the RBLGA, since for the same number of explored solutions, the LT for 
the BGA is much lower. Also the slope of the curve representing the evolution of 
the RBLGA is higher than the one of the BGA, which means that the LT increases 
faster for the RBLGA. However, even if the LT of the BGA is very advantageous, 
the accuracy result is still very low (see Table 3.1). 
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Figure 3.16 Learning time : RBLGA vs. BGA 
The first question is: for approximatively the same LT, which GA performs better 
(i.e.; better fitness)? 
From Table 3.4, for the same LT (~ 0.20 rain) the RBLGA reaches the fitness 
















level of 93.38%, while the BGA reaches 86.49%, hence, concerning this aspect, the 
RBLGA outclasses the BGA. 
The second question is: what is the LT needed by the BGA to reach an accu-
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racy level, near the best ones which are proposed by the RBLGA? 
To determine the LT for approximatively the same level of fitness for both AGs, 
we pushed the evolution of the BGA up-to 10 000 generations. Table 3.5 shows 
the average of the results obtained for the three surfaces. The BGA reached an 
accuracy level of 93.41% after 9.62 rain (and 10 000 generations) while the RBLGA 
proposed approximatively the same value in around 0.2 rain (see Table 3.4). Prom 
theses different results, we can conclude that the RBLGA is more efficient, relative 
to the LT. 











3.6.1.4 Influence of the population size 
In this section we explore the influence of the population size on the outcome of 
the learning process. For the sake of comparison the number of generations is fixed 
at 100 for both algorithms. Table 3.6, highlights the influence of the population size. 
Increasing the population size improves the performances of both algorithms when 
it comes to accuracy. However, since accuracy and the rule base size are linked, 
the size of the rule base increases for the RBLGA and remains quite stable for the 
BGA. The reasons behind the BGA stability are the special reproduction mecha-
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Table 3.6 Influence of the population size 











































nisms for the fuzzy rules (see 3.6.1.2). The LT increases along with the population 
size, which is very predictable, since the number of evaluated solutions increases. 
For both the BGA and the RBLGA, the optimal population size seems to be around 
100 individuals, since when increasing from 100 to 200 individuals the accuracy im-
proves by approximately 1.00% for the RBLGA and less than 0.20% for the BGA, 
while the LT doubles. 
3.6.1.5 Comparison and Discussion 
The BGA and the RBLGA reacted differently throughout the different tests which 
were performed in this paper. Table 3.7 summarizes the ability comparison of both 
GAs, and the check mark y/ gives an edge to one over the other. The RBLGA 
completely outperformed the BGA regarding fitness level, since the RBLGA was 
able to produce satisfactory solutions (FKBs) from a restricted set of evaluated 
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individuals, giving an edge to the RBLGA over the BGA. 
For the simplicity level of the FKBs, the BGA gave a lower number of fuzzy rules, 
the difference wasn't sharp enough from what the RBLGA proposed, the GAs are 
almost identical on this point giving a slight edge to the BGA. 
Considering the LT, for the same number of evaluated solutions, the BGA is faster. 
However as seen in section 3.6.1.3, in order to obtain a comparative accuracy level 
the BGA has to run longer and even then the BGA didn't achieve the results ob-
tained by the RBLGA. Both GAs are efficient but an edge is given to the RBLGA 
since we consider the accuracy of the FKBs as the most important criterion to 
achieve (as we can see by the weight put on the accuracy in the evolution param-










Table 3.7 Performances : RBLGA vs. BGA 




From the different tests, we can attest that generally both the binary coded genetic 
algorithm (BGA) and the real/binary like coded genetic algorithm (RBLGA) are 
efficient, when dealing with the artificial data. However, in most cases the RBLGA 
was more satisfactory. 
Some principal conclusions can be stated: 
• when dealing with a complex process to map into a fuzzy knowledge base, 
the RBLGA will be more effective than the BGA; 
• for a simple process to model, the BGA can be a more appropriate choice 
since it runs faster along with providing satisfactory results; 
• a population size of 100 is a good compromise between the accuracy level and 
learning time, for both GAs; 
• if fast accurate responses are needed the use of the RBLGA is more appro-
priate, since it reaches high accuracy levels faster than the BGA; 
• if a simple fuzzy knowledge base is needed, the BGA will be used, due to the 
efficiency of the rules reduction mechanisms; 
• the evolution parameters can be changed for both GAs, if a new optimization 
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paradigm has to be set. Better accuracy can be achieved by increasing the 
initiating probability that governs the crossover mechanisms. 
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CHAPTER 4 
MULTI-COMBINATIVE STRATEGY TO AVOID PREMATURE 
CONVERGENCE IN GENETICALLY-GENERATED FUZZY 
KNOWLEDGE BASES 
Sofiane Achiche, Marek Balazinski et Luc Baron. 
Departement de genie mecanique, Ecole polytechnique de montreal. 
P.O. 6079, station Centre-Ville, Montreal, Quebec, Canada, H3C 3A7. 
sofiane. achiche@polymtl.ca 
4.1 Abstract 
A growing number of industrial fields are concerned by complex and multi-objective 
problems. For this kind of problems, optimal decision making is critical. Decision 
support systems using fuzzy logic are often used to deal with complex and large 
decision making problems. However the main drawback is the need of an expert to 
manually construct the knowledge base. The use of genetic algorithms proved to 
be an effective way to solve this problem. Genetic algorithms model life evolution 
strategy using the Darwin theory. A main problem in genetic algorithms is the 
premature convergence and the last enhancements in order to solve this problem 
include new multi-combinative reproduction techniques. There are two princi-
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pal ways to perform multi-combinative reproduction within a genetic algorithm, 
namely the Multi-parent Recombination, Multiple Crossover on Multiple Parents 
(MCMP); and the Multiple Crossovers Per Couple (MCPC). Both techniques try 
to take the most of the genetic information contained in the parents. 
This paper explores the possibility to decrease premature convergence in a real/bi-
nary like coded genetic algorithm (RBCGA) used in automatic generation of fuzzy 
knowledge bases (FKBs). The RBCGA uses several crossover mechanisms applied 
to the same couple of parents. The crossovers are also combined in different ways 
creating multiple offspring from the same parent genes. The large family concept 
and the variation of the crossovers should introduce diversity and variation in oth-
erwise prematurely converged populations and hence, keeping the search process 
active. 
Keywords: Artificial intelligence, Fuzzy decision support system, Fuzzy knowledge 
base, learning, premature convergence, genetic algorithm, crossover operators. 
4.2 Introduction and problem definition 
Fuzzy decision support systems use an approximate reasoning that emulates the 
human thinking process. The thinking is done through fuzzy knowledge bases 
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(FKB). The behavior of the FKB is easily understandable by a human being, since 
it is expressed through simple fuzzy sets and a set of linguistic rules. A FKB is 
generally constructed manually by an expert who translates his own knowledge 
of the task at hand to propose fuzzy sets—number, shape and repartition— and 
the appropriate fuzzy rules. The method used by the expert is based on a tedious 
process of trial and error approach, since fuzzy systems, unlike some other artificial 
intelligence methods, can't learn from data. This lack implied several researches 
to automatically generate the rule base of a FKB from the expert knowledge or 
a numerical set of data l9'10'14'. Other researches, concentrated their efforts on 
the automatic generation of fuzzy sets I23-27). Other researches have focused on 
simultaneous generation of the fuzzy sets and the fuzzy rules l2'6'28!. To perform 
automatic generation of FKBs, Several optimization algorithms can be used, how-
ever with the presence of non derivable functions in the FKBs (inference engine 
...etc), the presence of a high number of possible FKBs for each problem encoun-
tered and the number of fuzzy rules increasing exponentially with the number of 
fuzzy sets, genetic algorithms (GAs) appear to be the most promising learning 
tool. The GAs are powerful stochastic optimization methods presented first in the 
late 1960's and early 1970's by John Holland '18' and his students. In the mid-
1980 's these algorithms became more popular and were used in several fields such 
as machine learning t13'. GAs are considered here as an optimization tool for the 
automatic generation of FKBs. The GA used in this paper is a real/binary-like 
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coded genetic algorithm (RBCGA) developed by the authors ^ . The RBCGA al-
lows one to solve a contradictory paradigm in term of FKB precision and simplicity 
(less fuzzy rules and less fuzzy sets) considering a randomly generated population of 
potential FKBs. The RBCGA is divided in two principal coding ways. First a real 
coded genetic algorithm (RCGA) that maps the fuzzy sets repartition and number 
into a set of real numbers, and second, a binary like coded genetic algorithm deals 
with the fuzzy rule base relationships (a set of integers is used). Although, GAs 
have proved to be effective in the automatic generation of FKBs t6', one of their 
drawbacks is the premature convergence problem (stagnation of the evolution). 
A GA is said asymptotically convergent if there is no change in the individuals 
from a generation to the next. At this state, all the individuals look almost alike. 
GAs can converge even thought the near optimal solution is not yet found, which 
means that the GA is unable to explore the remaining search space, namely the 
premature convergence. The premature convergence is generally due to the loss of 
diversity within the population. This loss can be caused by, the selection pressure, 
the schemata distribution due to crossover operators, and a poor evolution param-
eters setting I19' 201. Premature convergence is in some cases considered a complete 
failure of the GAs '12 '13 '. To avoid premature convergence, several researches have 
been performed, such as, dynamic niche sharing to efficiently identify and search 
multiple niches (peaks) in a multi-modal domain ^ , the partition of the population 
in several subpopulations have been tried, this inducted the distributed genetic al-
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gorithms I16'. Multi-combinative techniques have been also newly reported. 
There is two principal ways to perform multi-combinative reproduction within a ge-
netic algorithm. The first one being the Multi-parent Recombination, i.e., Multiple 
Crossover on Multiple Parents (MCMP) tn, 24-26] T h g s e c o n d 
one is the Multiple 
Crossovers Per Couple (MCPC). Both techniques try to take most of the genetic 
information contained in the parents. 
This paper explores the possibility to decrease premature convergence in the RBCGA 
used for the automatic generation of FKBs by the mean of an MCPC strategy. The 
large family concept and the variation of crossovers should introduce diversity and 
variation in otherwise prematurely converged populations, and hence, keeping the 
search process active. 
An overview of fuzzy logic based decision system, the FDSS software Fuzzy-Flou, 
developed at Ecole Poly technique (Canada) and University of Silesia (Poland) ^ 
is first presented. This software is used for the validation tests. Then, it presents a 
description of the RBCGA used in this work, explaining the specificities of the re-
production and mutation mechanisms and their combination to ensure the MCPC 
strategy. Validation results are presented along with a comparative study of their 
performances evaluated through different evolution parameters. Finally, an appli-
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cation on experimental data is discussed. 
4.3 Fuzzy Decision Support Systems 
A rule-based approach to the decision making using fuzzy logic techniques may 
consider imprecise vague language as a set of rules linking a finite number of conclu-
sions. The knowledge base of such systems consists of two components: a linguistic 
terms base and a fuzzy rules base t5l. The former is divided into two parts: the 
fuzzy premises (or inputs) and the fuzzy conclusions (or outputs). In general, both 
can contain more than one premise and one conclusion. However, we limit ourself 
in this paper to systems of N multiple inputs and one single output (MISO). More-
over, for the sake of simplicity, we consider only non-symmetric triangular fuzzy 
sets on the premises and sharp-symmetric triangular fuzzy sets on the conclusion. 
The representation of such imprecise knowledge by means of fuzzy linguistic terms 
makes it possible to carry out quantitative processing in the course of inference 
that is used for handling uncertain (imprecise) knowledge. This is often called 
approximate reasoning '291. Such knowledge can be collected and delivered by a 
human expert (e.g. decision-maker, designer, process planer, machine operator). 
This knowledge, expressed by (k = 1, 2, • • •, K) finite heuristic fuzzy rules of the 
type MISO, may be written in the form: 
RMISO '• ^ x i is X* and x2 is X\ and • • • and xN is X% then y is Y
k, (4.1) 
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where {Xf }fL1 denote values of linguistic variables {xi}f=l (conditions) denned in 
the following universe of discourse {Xj}^=1; and Y
k stands for the value of the 
independent linguistic variable y (conclusion) in the universe of discourse Y . The 




where the sentence connective also denotes any t- or s-norm (e.g., min (A) or max 
(V) operators) or averages. For a given set of fuzzy inputs {Xj'}^ (or observations), 
the fuzzy output Y' (or conclusion) may be expressed symbolically as: 
Y' = {X[,X'2,.-.,X'N)oR, (4.3) 
where o denotes a compositional rule of inference (CRI), e.g., the sup-A or sup-prod 
(sup-*). Alternatively, the CRI of eq.(4.3) is easily computed as 
Y'= X'No---o(X'2o(X'loR)). (4.4) 
In FDSS Fuzzy-flou, there are four variants of CRI: the sentence connective also 
can be either V or sum (Y^); the compositional operator is the supremum (sup) of 
either A or *, denoted sup A and sup*; while the sentence connective and and the 
fuzzy relation are always identical to the second part of the latter. For the sake of 
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brevity, all four variants of CRI—i.e.: V-swpA-A-A; V-sup*-*-*; £-sitpA-A-A; and 




where *t(-) denotes the t-norm of (•) defined as either A or *. These variants of CRI 
mechanisms allow us to obtain different conclusions represented as the membership 
function Y'. In FDSS Fuzzy-Flou, there are three denazification methods: the 
center of gravity (COG); the mean of maxima (MOM); and the height method 
(HM). All the results presented in this paper are obtained with the ^2-sup*-*-
* CRI and COG as denazification. Figure 4.1 shows a screen printout of the 
premises and conclusion (on the right), the fuzzy rules and settings (on the left) of 
the FDSS Fuzzy-Flou software. 
4.4 Real/Binary like Coded Genetic Algorithm 
The most important success of the GAs remains in their evolution basis rather 
than the coding, hence the occurrence of real coded genetic algorithms (RCGA) in 
recent years, they were, at first, mostly used in numerical optimization works \-17'. 
The use of RCGAs overcomes some of the weaknesses of Binary Coded Genetic 
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Figure 4.1 Screen shot of the FDSS Fuzzy-Flou 
most optimization works are performed in a continuous mathematical space (real 
space). However, since the FKBs contains two cooperative but distinct parts in 
terms of: 
• premises, conclusions, along with the fuzzy sets on them; 
• fuzzy rules base. 
They are distinct in a way that the first one deals with real numbers while the 
second one uses integer numbers, since the fuzzy rules are simple pointers to the 
index of a fuzzy set on the conclusion. For this matter, we used a combination 
between an RCGA and a BCGA, where the binary part is mapped into a string of 




The genotype corresponds to several independent sets of reals and a set of integers. 
Here, the genotype can be described as follow: 
Premises and Conclusion 
There is as many real number sets as there is premises in the problem and one set for 
the conclusion. Each set contains a predefined maximum number of real numbers 
representing the location of the summit of each fuzzy set on each premise and the 
conclusion. The two summits located at the minimum and maximum limits of each 
premise and conclusion are not coded. We consider non-symmetrical-overlapping 
triangular fuzzy sets for premises and symmetrical triangular fuzzy sets for the 
conclusion. 
Fuzzy Rules 
The fuzzy rules are coded as a set of integers representing an ordered list of the 
combination of the premises. Each integer in the set representing a conclusion 
fuzzy set summit. The initial population of FKBs is composed of P FKBs randomly 
generated. The genotype of each new solution contains all the sets mentioned above, 
however as we will explain below, the size of the sets can decrease throughout the 
evolution, but can't increase. 
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4.4.1.1 Reproduct ion Mechanisms of the R B C G A 
Reproduction is performed by crossover of the genotype of the parents to obtain 
the genotype of an offspring (or two offsprings). The reproduction of the FKBs in 
the RBCGA is preformed through three principal crossover mechanisms, each one 
has its own purpose, as explained below. 
a) Mult i Crossover 
The multi-crossover is a combination of crossovers applied on different parts of the 
genotype. 
a . l ) Premises /Conc lus ion Crossover 
For this part of the FKB, three crossover mechanisms are used concurently as 
explained latter in the paper. For the three reproduction mechanisms, if A = 
{xi, x2, •••, Xi, •••, xn} and B = {yu y2, •••, yt, •••, yn} represents the 
two selected parents, C the offspring obtained by the crossover of A and B then 
C = {z\, 22, • • •, Zi, • • •, zn}, where z% are selected according to the used crossover. 
The values of the offspring can belong to two main intervals, i.e., the exploitation or 
the exploration zone. Exploitation means using the interval between the values of 
the two parents, while the exploration uses an interval outside of these two limits, 
therefore trying new solutions (see Fig .4.2), knowing that: 
• in the exploitation zone, the offspring inherits behaviors close to those of his 
parent's average, since he was produced between them; 
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• in the exploration zone, the offspring is a result of an exploration, his at-
tributes are away from his parent's average. 
Relaxed Exploitation 
Exploration Exploitation 
mm Xi yr 
Exploration 
max 
Figure 4.2 Interval action of an offspring gene 
a. 1.1) Blended Crossover a 
The blended crossover a is denoted as BLX-a t15', where a controls the exploita-
tion/exploration level of the offspring obtained from the selected parents. As shown 
in Fig. 4.3, the z% values of the offspring are randomly selected in the interval [min, 
max] where: 
• max = maximum {XJ, yi\ - I a; 
• min = minimum {xt, |/j} + I a; 
• I = maximum {x;, yt} - minimum {xi, yi}. 
In order to avoid any bias in either direction (exploitation or exploration) the value 
of a is set to 0.5, which provides offspring in the relaxed exploitation zone. 
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1 * HL 
min — — — m a x 
Figure 4.3 Blended crossover a - BLX-a 
a. 1.2) Non-uniform Arithmetical Crossover 
The non-uniform Arithmetical crossover (non-uniform arithmetical crossover) l21' 
is denoted as NAX. The Zi values of the offspring are computed as follow: 
I - 1 
i* « , 2 . * i 
min 1 = 1 3 t = 2 max 
3 3 
Figure 4.4 Arithmetical crossover NAX 
• Zi = Xxi + (1 - A)s/i or 2j = A y{ + (1 - A)xi. 
The ĵ values are set to one of these two values at an equal probability (50% each). 
The value of A is randomely selected at each generation in the interval [0,1], making 
the non-uniform part of the mechanism. The min, max values are the limits, as 
shown in Fig. 4.4. 
a. 1.3) Extended Line Crossover 
The extended line crossover f22i is denoted as ELX. The z^ values of the offspring 
are computed as follow: 
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• Zi = P Xi + Piyi-Xi). 
| 1 ^ 1 2U « 1 
min m a x 
Figure 4.5 Extended Line Crossover ELX 
The value of (3 is randomly chosen within the interval [—0.25,1.25]. Again, the 
min, max values are the limits as shown in Fig. 4.5. 
a. 2) Fuzzy Rules Crossover 
Since the part of the genotype representing the fuzzy rule base is composed of integer 
numbers, the crossover on this part of the genotype is done by a simple crossover. 
The use of a BLX/NAX/E'LX crossovers is not suitable in this case, because of 
the integer nature of the values. The operation is performed by inverting the end 
part of the sets of the parents at a randomly selected crossover site as shown in 
fig 4.6. These two mechanisms are governed by an initiating probability pr\. 
b) Fuzzy Set Reducer 
This mechanism is set to increase the simplicity of the FKBs by selecting on each 
premise a summit and erasing it from the respective sets representing the premises. 
The mechanism can be described as follows: 
• the set given by premisei = {summiti, • • •, summitj, • • •, summitn} is 
selected; 
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Simple Crossover (rules only) 
Ruies f a t !w - {rf1, rf2, .;., rfi, ..... r fk} Rulesm o t h e r- {rm1, rm2, 
Crossover site 
r r \ 
• • i r n i • • • • > m k J 
°U 'e Sofepr ing = \ r f l> rf2^ - - y rmi> '•- rmkf 
Figure 4.6 Simple crossover of the RBLGA 
• one of the summits is randomly selected and erased; 
• the operation is repeated for each premise. 
Decreasing the number of fuzzy sets reduces the maximum number of fuzzy rules. 
This mechanism allows one to obtain different and more simple solutions (FKBs). 
This mechanism is governed by an initiating probability pr2. 
c) Mutation 
Mutation is the creation of a new individual by altering the gene of an existing one. 
The probability pr3 governs the occurrence of this mechanism. This paper uses a 
uniform mutation '21' applied to one randomly selected individual, as follows: 
• an individual C is randomly selected, C = {zi, z2, • • •, Zi, • • •, zn}; 
• a mutation site "i" is randomly chosen in the interval [l,n]; 
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• Zj, is changed to z'i = random(a,;, &,), where at and 6,: are the limits enclosing 
Zi-
d) Selection Mechanism 
The selection mechanism used in this paper (to select the parents) is performed as 
follows: 
• a real value "R", is randomly generated in the interval [0 1]; 
• R is multiplied by S, S being the fitness values sum of the individuals of the 
population. The value RS is obtained; 
• beginning by the best individual of the population, the fitness values are 
summed till the result is higher than RS. The last added individual is con-
sidered potential parent; 
• the same mechanism is used to select the second parent. 
4.5 Performance Criteria 
The performance criteria allows one to compute the rating of each FKB. This per-
formance rating is used by the RBCGA in order to perform the natural selection. 
Here, the performance criteria is the accuracy level of a FKB (approximation er-
ror) in reproducing the outputs of the learning data. The approximation error is 
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measured using the root-mean-square error: 
'-Vms 
^ \RBCGA0Utput — dataoutpUf) 
\t> N 
where N represents the number of learning data. The fitness value is evaluated 
as a percentage of the output length (L = zmax — zmin) of the conclusion, i.e., 
_ L-A„ rms v 1 Of) 
•Tms L l w ' 
4.5.1 Natural select ion (elitist approach) 
Natural selection is performed on the population by keeping the most promising 
individuals based on their fitness value (elitist approach). This is equivalent to 
using solutions that are closest to the optimum. For convenience, we keep the size 
of the population constant. 
The first generation begins with P FKBs, and the same number of additional 
FKBs are generated by reproduction and mutation. Moreover, in the RBLGA 
natural selection is applied on the 2 x P FKBs by ordering them according to the 
performance criterion 4>rms and keeping the P first FKBs. The size P has to be 
selected depending upon the performances of the computer in use. A high value 
of P generally ensures a better diversity in the population, which helps to avoid 
premature convergence. However it increases the learning time. 
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4.6 Evolut ionary Strategy 
To apply the MCPC strategy to the BCGA, the crossover mechanisms applied to 
the genotype are combined in different ways to create multiple different offspring 
from the same parent's genes. A critical point in overcoming premature convergence 
is the identification of why it occurs and when it does occur, along with a good 
balance between exploitation and exploration throughout the evolution. It is widely 
established that a loss of population diversity leads to premature convergence. The 
MCPC strategy is used on the reproduction mechanisms. Although we can use 
recombination strategy on all the parts of the FKB, the quality of the FKB is more 
sensitive to the quality of the repartition and the number of fuzzy sets I7', and 
hence, the evolutionary strategy is only applied to the premises. The Fuzzy Set 
Reducer mechanism is not used in the MCPC strategy. 
The MCPC strategy will be applied as follow: 
• Single application: each crossover mechanism is applied independently 
(BLX-o;, NAX and ELX), the results are used as a comparison basis; 
• Linear combination: a linear combination of the three mechanisms is used; 
• S imultaneous application: all three mechanisms are used simultaneously 
in the evolution; 
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• Exploration balance mechanism: a switch of the reproduction mechanism 
is set based on some criteria, this mechanism being divided into two main 
parts. 
4.6.1 Test Functions 
The learning performances of the RBCGA are investigated using three examples of 
known behavior in term of 3D surfaces of the type z = f(x, y), where the nodes are 
the learning set of sampled data. We have used three different surfaces of different 
complexities to have a better idea on the generality of the results. The evolution 
and selection criteria are set to the following values: 
• pn = 100.0%; 
• Pr2 = 0.0%: 
• pr3 = 5.0%; 
• Maximal complexity: 4 fuzzy sets (including the limits) on each premise and 
8 on the conclusion (no limits on the number, it can match the number of 
fuzzy rules). These numbers were chosen based on performance tests applied 
on the th ree surfaces. 
The evolution is completely governed by the multi-crossover reproduction mecha-
nism, the fuzzy set reducer is disabled to allow a more comparable FKBs, otherwise 
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the number of fuzzy rules can vary excessively. However, the number of fuzzy sets 
can decrease when two summits are overlapping, hence, the reducing of the fuzzy 
rule base. The theoretical surfaces are the following: 
1. Sinusoid surface 
The sinusoid surface is defined as 
0 < x < 1.6 
z = sin{x y) with , (4-7) 
0 < y < 1.4 
2. Spherical surface 
The spherical surface is defined as 
-2.0 < x < 2 
z = x
2 + y2 with , (4.8) 
- 2 < y < 2 
3. Hyper-tangent surface 
The hyper-tangent surface is defined as 
-0.2 <x < 1.4 
z = thanh(x (x2 + y2)) with , (4.9) 
-0.2 <y < 1.4 
In order to measure the fitness (accuracy levels) of the RBCGA in generating 
FKBs, and for the sake of comparison, several runs have been made on the three 
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surfaces. The population size P was set to 20 individuals. Runs were performed 
three times for 10, 50, 100, 500, 1 000, 2 500 and 5 000 generations. The fitness 
of the best individual, the fitness of the worst individual and the average fitness of 
all the individuals are taken into account at the last generation for each surface. 
The average value of the the three different results obtained for each theoretical 
surface was computed. The runs are performed using the different versions of the 
RBCGAs (different crossover mechanisms). 
4.6.1.1 Test Functions : Single applications 
The multi-crossover of the RBCGA uses the BLX - 0.5, the NAX and ELX, 
independently. At the end of the evolution the averages of the results obtained for 
the three surfaces (each test being performed three times) are computed. 
Tables 4.1 to 4.7 show the fitness for the best individual, the worst individual in 
the population, the average fitness of the last population along with the size of the 
fuzzy rules base corresponding to the crossover mechanism applied. 
1. B lended Crossover BLX-0.5 
As shown in Table 4.1, the highest value obtained is 91.63% after 5 000 generations. 
However after only 500 generations the fitness is already up to 91.35%. The worst 
fitness get closer to the best individual with the improvement of the populations, 
same goes for the mean value, which shows a lack of diversity in the population. 
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A drawback very difficult to overcome since it is a direct consequence of the elitist 
philosophy. 
Figure 4.7 shows the fitness evolution of the best individual, the fitness reaches a 









































plateau around 92.00%. The number of rules is decreased to 13 
2. Non-uniform Arithmetical Crossover 
In Table 4.2, the highest value obtained is 92.00% after 5 000 generations. The 
fitness gained around 1.00% from 500 generations to 5 000, which is not negligible 
but still quite low. The worst fitness is very close to the best one, same for the 









































mean value which can be interpreted as a presence of too many alike individuals 
I l l 
50Q 
Mb Generations 
Figure 4.7 Accuracy level for the best individuals using BLX — 0.5 
in the population. This is reached after 50 generations only. The number of rules 
stays at 16, which means that no simplification occurred during the evolution. 
Figure 4.8 shows the fitness evolution of the best individual, the fitness reaches 
again a plateau around 92.00%. The evolution is slower than for the BLX — 0.5, 
even if the best values are still very comparable (91.63% vs 92.00%). 
3. Extended-Line Crossover 
From Table 4.3, the highest fitness value is 92.78% reached after 5 000 generations. 
After 100 generations the best fitness reached is 91.10%. The worst and mean 




Figure 4.8 Accuracy level for the best individual using NAX strategy 
The ELX reached the best fitness compared to BLX — 0.5 and NAX. From 









































Fig. 4.9, we can see that the fitness evolution of the best individual is better 
distributed through the generations, however the slow down at the end is still 
present, where a plateau seems to be reached. 
Using the single crossover applications, we have noticed three main negative points: 
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Figure 4.9 Fitness the best individual using ELX 
1. Fast convergence (premature) : after 50 generations the evolutions slowed 
down noticeably; 
2. Lack of diversity : the worst fitness value gets too close to the best fitness 
value too fast; 
3. Reaching a plateau : a plateau is reached around the fitness value of 92.00%, 
a plateau being a period in the learning process in which minimum or no 
progress takes place. 
To try to overcome the three drawbacks above, we applied the strategies presented 
in section 4.6. 
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4.6.1.2 Test Functions : Linear Combinat ion 
The linear Combination is denoted as LC. The crossover mechanism is a linear 
combination of the BLX — 0.5, the N AX and the ELX. From an existing popula-
tion P and new population of offspring is created, namely P'. However, one third 
of the offspring are generated using BLX — 0.5, an other one third is generated 
using NAX and the last third is generated using ELX. 
The assumption is that the use of different mechanisms should create more diversity 
and hence decrease the premature convergence and its consequences. Moreover, it 
is noteworthy to say that in the LC, the three mechanisms don't work in compe-
tition, but rather in a symbiotic way, since all the offspring created are part of the 
evolution. The results obtained are presented in Table 4.4. 
We can see that the ~ 92.00% plateau is exeeded. The LC reached a fitness value 









































of 93.16% after 5 000 generations. From Fig. 4.10, we can see that the speed of 
convergence decreased (the curve is less abrupt). The plateau, noticed in the single 
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Linear Combination 
Figure 4.10 Accuracy level for the best individual using LC strategy 
mechanisms, is less acute here. In the last stages of the evolution (1 000 generations 
and more) the improvement is continuing for the best individuals (see Fig. 4.10). 
The size of the rule base decreased also, since it went from 16 to 13 fuzzy rules, 
which is equivalent to the best result obtained by the single applications. 
4.6.1.3 Test Functions : Simultaneous Application Strategy 
The Simultaneous Application Strategy is denoted as SA. The crossover mecha-
nism is a simultaneous application of the BLX — 0.5, the NAX and the ELX. 
From an existing population P a new population of offspring is created, namely P'. 
However, for each pair of selected parents, 6 children are generated, two of them 
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with BLX - 0.5, two with the NAX and the last two with the ELX. The different 
mechanisms shall create diversity and hence decrease the premature convergence 
and its consequences. However, in the SA strategy the crossover mechanisms are 
used competitively, in a sense that, only the best offsprings are selected to be a 
part of the evolution. Table 4.5 shows that the ~ 92.00% plateau is also exeeded. 









































The SA reached 93.61% after 5 000 generations. From Fig. 4.11, we can see that 
the speed of convergence decreased if compared to the single evolution strategies 
(Fig. 4.7, 4.8 and 4.9). The curve is less abrupt from 50th generations. The plateau 
noticed in the single mechanisms disappeared. After the 1 000*fe generation the 
improvement is slowing down but still active (see Fig. 4.11). The SA strategy gave 
very similar results to the ones obtained by the LC strategy (with a small improve-
ment in the fitness), and the curves are also very alike. The size of the rule base 
decreased, since it went from a maximum of 16 to around 13 fuzzy rules, which is 
again equivalent to the results obtained by the best single application (~ 13 fuzzy 






Figure 4.11 Accuracy level for the best individual using SA strategy 
4.6.1.4 Test Functions : Explorat ion /Explo i ta t ion Balance Strategy 
The exploration/exploitation balance strategy is denoted as EEB. As mentioned 
earlier in the paper, the two main reasons that cause premature convergence are 
the loss of diversity in the population and the bad balance between exploration 
and exploitation throughout the evolution process. In this section, we study the 
influence of the exploration/exploitation balance on the premature convergence 
aiming to find which combination is the best as follows: 
1. Exploiting the individuals at the early stages of the evolution, applying re-
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laxed exploitation through the main part of the evolution and then exploring 
the individuals at the late stages: 
2. Exploring at the early stages of the evolution, applying relaxed exploitation 
through the main part of the evolution and then exploiting at the late stages 
of the evolution. 
The first combination is called EEBl, while the second is called EEB2. Both 
mechanisms use the BLX—a, since it is quite easy to control the exploration/exploi-
tation balance through the variation of a. The different values given to a influence 
the exploration, exploitation or relaxed exploitation levels of the crossover mecha-
nism. The three values are set as follow: 
• Exploration: a = 1.00 for total exploration; 
• Relaxed Exploitation: a = 0.50; 
• Exploitation: a = 0.1 for close to maximal exploitation—a ^ 0.00, in 
order to make a difference between the BLX-ct and the uniform mutation—. 
The question we should ask ourselves is: At which stage of the evolution process 
these three mechanisms should occur?. The stage of the evolution is defined by 
the generation number. However, what can be considered an early stage of the 
evolution? The 10 first generations? How if the maximal number generations is set 
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to 10? For this matter we assumed the following, considering a maximal number 
of generations N: 
• The first quarter (1/4) of iV is considered being the early stages; 
• The last quarter of the N is considered being the last stages; 
• The remaining part (from the end of the first quarter to the beginning of the 
last one, limits non included) is considered the evolution stage. 
In the next sections we present the results obtained for both EBBi and EBBi 
strategies. 
1. Exploitation / Relaxed Exploitation / Exploration EEB1 
For EBBi, a is set to 0.10 at the early stages, then changes to 0.50 for the relaxed 
exploitation stage and finally switches to 1.00 for the last stages of evolution. The 
results obtained by using EBBi are reported in Table 4.6. The first noticeable 









































change is that the best fitness reached isn't for the 5 000 generations test but for 
the 1 000 generations one. It is the lowest fitness obtained until now (for the best 
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individual) by the different strategies. From Fig. 4.12, we can clearly see that unlike 
Figure 4.12 Accuracy level for the best individual using EEB1 strategy 
for the other tests the fitness level is not proportional to the number of generations. 
This is due to the fact that the number of exploited and/or explored individuals 
is different from a test to another. For example a run using 1 000 generations: 
during 250 generations the new breed is obtained using mostly exploitation, while 
a run of 5 000 generations, the exploitation is performed during 1 250 generations. 
A good balance has to be found to obtain the best results with this mechanism, 
which is not a simple task to do. However, even thought the fitness level is not as 
high as the other tests, it remains that the evolution of the convergence speed is 
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quite interesting, since we don't have a plateau as shown in Fig. 4.12. 
The number of fuzzy rules is around 15 (see Table 4.6) which is higher than the 
one from the previous tests, i.e., the FKBs obtained are less simple. 
2. Exploration / Relaxed Exploitation / Exploitation EEB2 
For EBB2, a is set to 1.00 at the early stages, then changes to 0.50 for the relaxed 
exploitation stage and finally switches to 0.10 for the last stages of evolution. The 
results obtained by using EBB2 are reported in Table 4.7. 
The best fitness level reached is for the 5 000 generations test with 93.30%. From 









































the 500 generations test the evolution is stagnating. However, the fitness level 
achieved exceeded the plateau of the single applications (~ 92.00%). Figure 4.13 
illustrates the fitness evolution of the best individuals, the fitness reaches a plateau 
around 93.30%. The evolution seems as fast as for the single applications, even 
if the best values are still higher (« 93.00% vs « 92.00%). In the EBB2, the 
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Figure 4.13 Accuracy level for the best individual using EEB2 strategy 
problem of the balance between the exploration/exploitation levels and the number 
of generations didn't occur. The EBB2 seems to be a more natural way to explore 
solutions, since at the early stages it is better to explore the search space, before 
the diversity starts to drop. The number of fuzzy rules is around 10 (see Table 4.7) 
which is the lowest of any other strategies. 
4.6.2 Evolutionary Strategy: Discussion and Conclusions 
The main goal of the MCPC strategy is to improve (or overcome) the behavior of 
the RBCGA against premature convergence while generating fuzzy knowledge bases 
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using a small population size. Using three different single crossover applications, 
we have noticed three negative points: 
1. Fast convergence (FC); 
2. Lack of diversity (LD); 
3. Reaching a plateau (RP). 
For the sake of comparison we assume that the FC is overcame if the best fitness 
value isn't reached before 1 000 generations (improvement of 0.50% or more), the 
LD is overcame if the ~ 92.00% fitness level is exeeded and finally the RP is 
overcame if the shape of the curve shows no plateau. 
The different combinations of multi-combinative evolution strategy achieved var-
ious results for the tests made in this paper. Table 4.8 summarizes the ability 
of the different strategies, the check mark y/ means that the strategy succeeded 
in overcoming a negative aspect or achieving a positive one. From table 4.8 it 
Table 4.8 Performances 
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is obvious that the only two strategies achieving all the constraints are the LC 
and SA ones. Moreover, the EEB2, even with the fast convergence, remains very 
efficient because of the high simplicity level of the FKBs (less fuzzy rules), hence 
the two y/ marks. The EBB\ failed almost in every single criteria, which means 
that exploitation during the early stages of an evolution is not a good way to per-
form the optimization process. The best way is to explore the search space while 
the breed is young and then exploiting at the end for a fine tuning. Among the 
strategies proposed, the LC, SA and EBBi are the best. The SA and LC strate-
gies achieved similar results. The SA achieved a slightly better fitness level at the 
5 000 generations test. The learning time being a very important point in computer 
learning, the LC surpasses the SA at this point because it produces three times 
less children, since for a couple of parents SA produces six children, while the LC 
generates only two. If a fast convergence (time wise) is needed combined with a 
high simplification rate (less fuzzy rules), the EBB2 strategy must be used. The 
EBB2 can be very suitable for factory floor applications. 
The MCPC strategy overcomes some of the problems faced by the single applica-
tions, apart from the EBB\. In the next section, we apply the multi-combinative 
strategy on a set of experimental data and we compare it with the single applica-
tions. 
125 
4.7 Application to Experimental Data 
In this section, we use a multi-combinative and a single application learning pro-
cesses on a set of experimental data used to predict tool wear (VB) based on a 
measure of the feed (feed), the cutting force (Fc), the feed force (-F/), the depth 
of cut (ap) during turning operations, and the time of turning (t) ^. In order to 
Figure 4.14 Sets of cutting conditions 
simulate factory floor conditions, a typical part is machined on a conventional lathe 
under six different cutting conditions ^ , such as shown in Fig. 4.14. The RBCGA 
is used to automatically generate the FKB, from the set of experimental data col-
lected during this experiment. The maximum complexity is set to 5 fuzzy sets on 
each of the 5 input premises and 10 fuzzy sets on the conclusion. Therefore, the 
maximum number of fuzzy rules is given b y X = 5 x 5 . . . x 5 = 55 = 3125. 
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4.7.1 Selection of the strategies and the evolution parameters 
Since we are dealing with a factory floor modeling problem, we need a strategy 
that respects the following: 
• achieving a reasonable fitness level in a reasonable time (around 5 minutes); 
• a simple FKB is preferable, in case it has to be fine tuned manually for further 
applications. 
From this constraints, we can easily pick the EBB2 application. Because of the 
simplicity level of its FKBs, the learning will be processed faster by the RBCGA. As 
for the single application, the BLX — 0.5 is the one giving the less fuzzy rules, hence 
it runs faster while achieving comparable results to the other single applications. 
The evolution parameters of the RBCGA are: 
• Multi crossover application % : pri = 85.00%; 
• Fuzzy set reducer application % : pr2 = 15.00%; 
• Uniform mutation % : pr3 = 05.00% 
• Population size is fixed at 100; 
• Number of generations is fixed at 350. 
The number of generations and the population size has been chosen with respect 
to the convergence time constraint. 
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4.7.2 Appl icat ion t o Experimental D a t a : Resu l t s 
As shown in table 4.9, the FKB obtained by BLX — 0.5 is 94.43% accurate which 
is a fairly good fitness level. The size of the fuzzy rules base is 32 (reduced from 
3125). The highest simplicity level is achieved, since each input premise contains 
the minimum number of fuzzy sets (2) that are obtained by linking the limits. The 




Best fitness level 
94.43% 
96.11% 
# of fuzzy rules 
32 
72 
EBB2 outperformed the BLX — 0.5 accuracy wise, since it reached 96.13% fitness 
level. However, the number of fuzzy rules is higher than the one obtained from the 
BLX — 0.5, i.e., 72 fuzzy rules. Nevertheless, 72 fuzzy rules remains a very good 
simplification from the maximal size of 3125. The multi-combinative strategy is 
very successful in modeling the tool wear monitoring problem. The FKB obtained 
is accurate but still sufficiently simple for further human tuning. 
4.8 Conclusion 
The mutli-combinative strategies used in this paper helped to overcome some as-
pects of the premature convergence encountered in the automatic generation of 
fuzzy knowledge bases using genetic algorithms. The different ways to create new 
breed from the same pair of parents genes is a good way to improve diversity. How-
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ever at the very late stages of the evolution, the presence of too many look alike 
individuals is still a problem. We can also conclude that exploration/exploitation 
balance influences the results. The rule to use is as follows: exploration at the 
early stages of the evolution, relaxing in the middle and exploitation at the end, 
achieves better results than using exploitation, exploration or relaxed exploitation 
only. The multi-combinative strategy also proved to be efficient when applied to 
experimental data. In order to improve the performances of our RBCGA, a new 
crossover mechanism that increases the number of fuzzy sets, when the minimum 
of two fuzzy sets is reached on each premise can be added, which is a way to add 
more diversity in the population. 
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5.1 Abstract 
The quality of the thermomechanical pulp is influenced by a large number of vari-
ables. To control the pulp and paper process (TMP), the process maker has to 
choose manually the influencing variables, which can change significantly depend-
ing on the quality of the raw material (wood chips). However, there is very little 
knowledge about the relationships between the quality of the pulp obtained by the 
TMP process and the wood chips properties. The research proposed in this paper 
uses genetically-generated knowledge bases to model these relationships while us-
ing measurements of the wood chips quality, obtained from the chip management 
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system (CMS®), and process parameters (bleaching materials). 
Keywords: Pulp and Paper, Bleaching, Fuzzy Decision Support System, Knowledge 
Base, Learning, Genetic Algorithm. 
5.2 Introduction 
Pulp and paper quality depends on several factors that rely on the quality of the 
wood chips and on different physical properties such as: type of wood; bark per-
centage, presence of knots, etc. Exterior conditions (such as: weather variations, 
storage conditions, etc ...) can also influence the quality of the pulp and paper by 
altering the wood chips. Presently, there is no established knowledge concerning 
the co-influences of the several parameters surrounding the thermo-mechanical pulp 
and paper process (TMP). However, several works singled out the influence of some 
parameters as separate variables. For instance, the size of the chips influences its 
resistance and hence the energy level used in the transformation process can vary 
signficantly [9>12>25>261. A degradation in the quality of the chips causes an increase 
in the use of bleaching material in the process I16-18-21! which therefore increases 
the cost of the pulp and paper. Learning about the behavior of the wood chips 
would improve the TMP process, however this knowledge is quite uncertain and 
the number of influencing parameters can change depending on the desired quality 
of the pulp, for example the importance of bark presence in the chips changes with 
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the process (KRAFT or thermo-mechanical). Knowing that the TMP process is a 
nonlinear and poorly understood phenomenon governed by an important number 
of influent variables, it is almost impossible to model it mathematically in order 
to predict the quality of the pulp beforehand (from wood chips characteristics). 
Fuzzy logic is known to be efficient when dealing with imprecise and/or incomplete 
information data which makes it an adequate approach to model the behavior of 
the transformation process from wood chips to pulp. As a prediction tool, the use 
of fuzzy decision support systems (FDSS) is very appropriate in this case, since it 
can deal with incomplete and/or imprecise knowledge applied to either linear or 
nonlinear problems. FDSS have already been successfully applied to many differ-
ent problems such as: tool conditions monitoring '51, job dispatching ^ , tolerance 
allocation '141 and surgery assitance ^ . However, in most cases, the build-up of the 
fuzzy model isn't a simple task, and in the particular case of this paper the task is 
even more complex due to the high number of influencing variables combined to the 
very poor knowledge of the TMP process behavior. Hence the need of an automatic 
generation tool of fuzzy knowledge bases (FKBs). This automatic generation tool 
includes in the learning process: the number of fuzzy sets and rules; the repartition 
of the fuzzy sets on premises and conclusions; and the fuzzy rules. A genetic-based 
learning algorithm (genetic algorithm) is used to automatically generate the FKBs. 
The genetic algorithm (GA) method includes all the above-mentioned knowledge 
aspects in the learning process '21. In this paper, we use an FDSS software called 
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Fuzzy-Flou, developed at Ecole Polytechnique Montreal (Canada) and the Techni-
cal University of Silesia in Gliwice (Poland). 
The GA requires a set of numerical data to learn from in order to produce FKBs 
that will predict the pulp quality. This set of data is obtained through the appli-
cation of several experiments executed according to an experience plan developed 
commonly by the Centre de Recherche Industrielle duQuebec (CRIQ) and the Uni-
versity of Quebec at Trois-Rivieres. The experience plan emulates a large variety 
of wood chips used or would be used in the pulp and paper industry. The influ-
encing variables caracterizing the wood chips can be measured using two different 
approaches: 
1. classic laboratory measurements; 
2. artificial vision measurements using a chip management system CMS®. 
The main goal of this paper is to automatically generate fuzzy models to charac-
terize wood chip quality online in order to optimize the TMP process and predict 
pulp quality using numerical data. The production settings would mainly take 
into account bleaching agents (hydrogen peroxyde-i^C^-and sodium hydrosulfite-
Na^S^O/r-), and the FKBs obtained for both bleaching agents will be compared to 
assess the efficiency of each. 
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5.3 The Chips Management System 
The CRIQ has developed the Chips Managment System CMS®, an innovative 
device that measures chip brightness (Luminance). The CMS® was used to con-
firm the existence of a correlation between bleaching agent consumption and chip 
luminance. This correlation is an inverse relationship existing between the lumi-
nance factor measured with the CMS® and hydrosulfite consumption as shown in 
Fig. 5.1. The experiment, carried out in a pilot plan, uses the needed charges of 
hydrosulfite in order to achieve a certain predifined quality of the paper, while us-
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Figure 5.1 CMS Luminance Variation vs. Hydrosulfite consumption (during 4 
weeks) 
a correlation between a specific chip characteristic and a process parameter. This 
paper will introduce a new approach to modelise the TMP process, which will pro-
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vide a mean to predict/control pulp properties using raw material caracteristics as 
inputs rather than reacting later on the basis of the obtained pulp. This approach 
of controlling input variables represents a significant and remarkable progress in 
the TMP field and beyond, providing a better understanding of chip characteristics 
and their impact on the pulp and paper quality. On one hand, it aims to improve 
stability in the TMP process through known or predictable bleaching chemical 
consumption and on the other hand, to reduce production costs by using the right 
amount of bleaching chemicals and avoiding precautionary overuse. Consequently, 
this approach reduces environment pollution, and increases paper quality by im-
proving pulp quality. 
The combination of the CMS® and the fuzzy logic technologies is unique and 
there is currently no integrated system in place that controls/predicts parameters 
as a function of chip characterization and qualification measurements through mul-
tiple sensors as proposed in this work. 
The CMS® characterizes the wood chips online and is equipped with an artifi-
cial vision sensor (RGB color camera with a frame grabber) and a near-infrared 
sensor to measure chip brightness and moisture content. The CMS® was already 
used for tasks such as monitoring and organizing the chip piles '101 with success. 
The principal measurements taken from the CMS® are the following: 
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• Chip Luminance, in the CMS®, the brightness of the black is defined as 
zero and the brightness of the white is set to 150. The RGB color camera is 
calibrated by a color checker made of black and white paperboard. The color 
of the wood chips is between black and white and so its brightness is between 
0 and 150. 
• Chip average Moisture Content, the near-infrared sensor measures the 
surface moisture of the wood chips. A phenomenological model has been 
developed by the CRIQ to compute the average moisture content from surface 
moisture content. 
• Auxiliary measurements, several auxiliary sensors on the CMS®, provide 
us with a multitude of data categorized in many different variables. 
5.4 Experiment Plan for Data Collection 
Two sets of experiments were conducted corresponding to two different blocks. In 
the first block, a potential mix of four species, black spruce, balsam fir, jack pine 
and white birch are used. The jack pine and white birch have been chosen because 
they represent a potential source of new resources. The trees have been selected, 
cut, barked and chipped in order to obtain standard chips with known and con-
trolled age. In September 2001, outdoor stacks of each species of chips have been 
prepared. During the year, six samples were selected in order to conduct the ex-
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perimental plan as described in table 1. In each sample, the experiment for 100% 
black spruce and 100% balsam fir were repeated twice in order to evaluate the 
experimental error (12 runs in each sample). The six samples allow us to evaluate 
the evolution of the quality, i.e., degradation of the chips in time, which is highly 
dependent on the storage temperature and several other parameters. The first four 
samples were evaluated at an interval of three weeks: very little changes were no-
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Figure 5.2 Pulp ISO Brightness vs. Age of Wood chips 
strong influence on the pulp brightness (as shown in Fig. 5.2), and in the factories 
the wood chips are of different ages. To simulate this aspect the wood chips used 
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had the following ages: 9; 23; 44; 65; 240 and 371 days. 
The second block of experiments was carried out to investigate the effects of other 
variables regarding pulp quality using: species (black spruce, balsam fir), density 
(large, small), initial dryness of the chips (fresh and dry), and thickness of the chips 
(0 — 4mm and 4 — 8mm). However, this block isn't considered in this paper, since 
the variables can not be obtained from the CMS® and they represent only pure 
wood species, which is less representative of the reality. 
The refining was conducted on the pilot unit Metso CD-300 of the Centre Integre 
en Pates et Papier of Universite du Quebec at Trois-Rivieres (CIPP of UQTR). 
Each Sample was washed and refined in two stages. The first one was conducted at 
a temperature of 128°C and the second one at atmospheric conditions. Pulps with 
freeness ranging from 200mL to 150mL were selected for further bleaching (using 
Peroxyde or Hydrosulfite). For more details on the experience plan refer to '191. 
Different concentrations of peroxyde and hydrosulfite (bleaching chimicals) were 
used: 
• Peroxyde from 0% to 5% (i.e.: 0%, 1%, 2%, 3% and 5%); 
• Hydrosulfite from 0% to 10% (i.e.: 0%, 2%, 4%, 6%, 8% and 10%). 
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Properties such as ISO brightness and color coordinates have been measured ac-
cording to the PAPTAC standard. 
The database obtained from the different experiences, taking into account all the 
measured variables (chip properties from the CMS®, operation parameters of the 
TMP and the pulp quality characteristics) contains 178 variables (i.e. 178 columns 
of data). The additional runs used for error measurement are not a part of the 
data sets used as a learning base for the FKBs. The data sets for hydrosulfite 
and peroxyde are slightly different because of the different plateaus used for the 
bleaching agents, and also for the absence of some mixes when the hydrosulfite 
experiences have been processed. However, the differences are so slight that we 
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believe it doesn't have a big impact on the validity and comparability of the data 
sets. 
5.5 Select ion of the Influencing Variables 
The selection of the input variables of the FKBs is a tedious task due to their 
large number. The FKBs should be able to predict pulp quality from raw material 
properties. Hence, the variables have to be chosen from wood chip properties 
obtained from either the CMS® or eventually laboratory measurements. The 
input variables can be categorized into: 
1. Online variables: numerical luminance, color coordinates, humidity, etc; ob-
tained from the CMS®. 
2. Offline variables: wood chips sizes, density, bark percentage, knots percent-
age, etc.; obtained from laboratory analysis. 
Figure 5.3 shows all the measured variables (offline and online). The CMS® 
provides: 
• the image properties: average of Hue (H), average of Saturation (S) and 
average of Luminance (L). The H,S and L are obtained from a color space 
conversion of the standard Red, Green, and Blue (RGB) color cooridnates; 
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Figure 5.3 Online and offline measured variables 
• the presence of dark chips in the wood chips samples; 
• the surface humidity. 
It is noteworthy that the H, S and L color space was chosen because it defines the 
colors more naturally: Hue (H) specifies the base color (red, blue, green, brown, 
etc.), the other two values (S and L) specify the saturation of that color and how 
bright the color is, the HSL represent the color parameters as perceived by the 
human eye. The variables HSL are obtained by image processing. 
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Before generating the FKBs one has to choose the independent variables (in-
put/output) since choosing independent input variables makes the FKB a better 
representation of the process to model. 
5.5.1 Selection of the output variable 
The output variable of the fuzzy logic models must be a feature that gives a crisp 
information on the quality of the obtained pulp. Since the pulp brightness is one 
of the most important properties—high ISO brightness of the pulp translates into 
high quality standards for the paper—of the TMP process it is a natural choice to 
select it as the output variable. 
5.5.2 Selection of the input variables 
A large amount of variables can be measured by the mean of the different sen-
sors. Some of these variables can greatly influence the TMP process, others not. 
Ones tend to beleive that wood spices should be a part of the input variables of a 
prediction tool of pulp quality. However as stated in f20', the ISO brightness can 
be predicted with no knowledge of the wood mixture. As for this work, since it 
concerns online prediction, only the parameters provided directly by the CMS® 
(using the RGB camera and near infrared sensor) are taken into account, as listed 
above, appart from the presence of dark chips which will be used later. As for the 
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process parameter, the bleaching concentration is considered. A data screening us-
ing the partial least squares method (PLS) on the variables provided the following 
results: 
• Bleaching concentration (peroxyde or hydrosulfite) is the most influencing 
parameter. 
The other parameters attain very close results in the following order: 
1. Average of H; 
2. Average of Luminance (luminance of the LAB color coordinates); 
3. Average of S; 
4. Average of L; 
5. Average of surface moisture of the wood chips. 
Note: The average of Luminance measured by the CMS® is directly correlated to 
luminance L of the HSL coordinates (a correlation close to ~; 90.00%), the linear 
relationship is shown in Fig. 5.4. Hence, only one of these two variables is conserned 
for the learning, i.e. the non-mapped average of Luminance. To summerize for the 
time being, we keep the following parameters as inputs to create the FKBs that will 
predict the TMP pulp quality: bleaching concentration (peroxyde or hydrosulfite); 
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Figure 5.4 Average of Luminance vs Average of L 
5.6 Fuzzy Decis ion Support Sys tems 
80 
A rule-based approach to decision making using fuzzy logic techniques may consider 
imprecise vague language as a set of rules linking a finite number of conclusions. 
The knowledge base of such systems consists of two components: a linguistic terms 
base and a fuzzy rules base ^ . The former is divided into two parts: the fuzzy 
premises (or inputs) and the fuzzy conclusions (or outputs). In this paper we 
consider FKBs of N multiple inputs and one single output (MISO). Moreover, we 
consider only general triangular fuzzy sets on the premises and sharp-symmetric 
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triangular fuzzy sets on the conclusion. The representation of such imprecise know-
ledge by means of fuzzy linguistic terms makes it possible to carry out quantitative 
processing in the course of inference that is used for handling uncertain (impre-
cise) knowledge. This is often called approximate reasoning t27'. This knowledge, 
expressed by (k — 1, 2, • • •, K) finite heuristic fuzzy rules of the type MISO, may 
be written in the form: 
RMIso '• if
 x i is Xi and x? is X\ and • • • and x^ is X^ then y is Yk, (5.1) 
where {Xk}f=1 denote values of linguistic variables {xi\f=l (conditions) defined in 
the following universe of discourse { X j } ^ ; and Yk stands for the value of the 
independent linguistic variable y (conclusion) in the universe of discourse Y. The 
global relation aggregating all rules from k = 1 to K is given as 
R^alsotARluso)- (5-2) 
where the sentence connective also denotes any t- or s-norm (e.g., min (A) or max 
(V) operators) or averages. For a given set of fuzzy inputs {X^}^ (or observations), 
the fuzzy o u t p u t V (or conclusion) may be expressed symbolically as: 
Y' = (X'1,X^,--.,X'N)oR, (5.3) 
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where o denotes a compositional rule of inference (CRI), e.g., the sup-A or sup-prod 
(sup-*). Alternatively, the CRI of eq.(5.3) is easily computed as 
Y'= X'No---o(X'2o(X[oR)). (5.4) 
The CRI mechanisms allow us to obtain different conclusions represented as the 
membership function Y'. In FDSS Fuzzy-Flou, there are three defuzzification meth-
ods: the center of gravity (COG); the mean of maxima (MOM); and the height 
method. All the results presented in this paper are obtained with the Y^-sup*-*-* 
CRI and COG as defuzzification. 
5.6.1 F D S S Learning Paradigm 
In general, FDSS requires a knowledge base in order to support the decision-making 
process of end-users. The FKB can be created manually by a human expert or 
automatically learned from a set of sampled data. In this paper the automatic 
learning process of the FDSS knowledge base is automatic. The learning process 
is aimed at producing knowledge bases that are manageable by either a human 
expert or a computer. The FKBs must accurately reproduce the set of learned 
data, while interpolating or extrapolating fair conclusions in other situations. A 
minimalist approach is implemented through an automatic reduction of fuzzy rules 
and sets on the premises, whenever the approximation error is not penalized too 
greatly by this reduction. 
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5.7 Genetic-Based Learning Process 
GAs are powerful stochastic optimization techniques that are based on the analogy 
of the mechanics of biological genetics and imitate the Darwinian survival-of-the-
fittest approach '8l As shown in Fig. 5.5, each individual of a population is a poten-
tial FDSS Fuzzy-Flou knowledge base. Figure 5.5 presents the encoding/decoding 
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Figure 5.5 Genetic learning paradigm 
scheme as well as the four basic operations, i.e.: reproduction, mutation, evaluation 
and natural selection, of the developed GA learning software W. The method uses 
iterative improvement of individuals at each generation to converge toward multi-
ple optima simultaneously. When the number of unknown parameters increases, 
GA exhibits only a polynomial increase of the complexity t13'22', while the other op-
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timization techniques show an exponential increase. The genetic algorithm used in 
this paper is a Real/Binary like genetic algorithm (RBCGA) developed by the au-
thors !2l The RBCGA is a combination of a real coded genetic algorithm (RCGA) 
and a binary coded genetic algorithm. 
5.7.1 Coding 
The genotype corresponds to several independent sets of reals and a set of integers. 
Here, the genotype can be described as follows: 
Premises and Conclusion 
There are as many real number sets as there are premises in the problem and one 
set for the conclusion. 
Fuzzy Rules 
The fuzzy rules are coded as a set of integers representing an ordered list of the 
combination of the premises. The initial population of FKBs is composed of P 
randomly generated FKBs. The genotype of each new solution contains all the sets 
mentioned above. 
5.7.1.1 Reproduction Mechanisms of the RBCGA 
The reproduction of the FKBs in the RBCGA is performed through three principal 
crossover mechanisms, each one having its own purpose, as explained below. 
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a) Multi Crossover 
The multi-crossover is a combination of crossovers applied on different parts of the 
genotype. 
a.l) Premises/Conclusion Crossover 
For this part of the FKB, the blended crossover a is used. 
a. 1.1) Blended Crossover a 
The blended crossover a is denoted as BLX-a 1151, where a controls the exploita-
tion/exploration level of the offspring obtained from the selected parents. As shown 
in Fig. 5.6, the Zi values of the offspring are randomly selected in the interval [min, 
max]. 
a. 2) Fuzzy Rules Crossover 
I i * 2J | 
min mmmmmmmmmmmmmmmmmmmammmmmmmmmmm^mmmmm^m^ max 
Figure 5.6 Blended crossover a - BLX-ct 
Since the part of the genotype representing the fuzzy rule base is composed of 
integer numbers, the crossover on this part of the genotype is done by a simple 
crossover as shown in Fig. 5.7. These two mechanisms are governed by the initiat-
ing probability Pc. 
Simple Crossover {rules only) 
Rules f a t h e r {rf1, xn rf„ . . . , r } k } R u l e s m o t h e r = {rm1i r, other Vm1"> 'm2> mi> • " ' mk J 
Crossover site 
°u 'eSoffspring = y f1 i rf2.\ '••,' rmi' •••rrrikf 
X 
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Figure 5.7 Simple crossover of the RBLGA 
b) Fuzzy Set Reducer 
This mechanism is set to increase the simplicity of the FKBs by selecting a sum-
mit on each premise and erasing it from the respective sets. This mechanism is 
governed by the initiating probability Pr. 
c) Mutation 
Mutation is the creation of a new individual by altering the gene of an existing 
one. The probability Pm governs the occurrence of this mechanism. In this paper, 
uniform mutation I23l is applied to one randomly selected individual. 
d) Selection Mechanism 
The selection mechanism used in this paper (to select the parents) is performed by 
respecting the Darwinian elitist philosophy based on the performance criteria. 
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5.8 Performance Criterion 
The performance criteria allows one to compute the rating of each FKB. This 
performance rating is used by the RBCGA in order to perform natural selection. 
Here, the performance criterion is the accuracy level of a FKB (approximation 
error) in reproducing the outputs of the learning data. The approximation error is 
measured using the root-mean-square error: 
^rms — 
^ (RBCGA0Utput — dataoutput) . . 
where N represents the number of learning data. The fitness value is evaluated 
as a percentage of the output length (L = zmax — zmin) of the conclusion, i.e., 
Kms = k=¥ms- X 100. 
5.9 Evolutionary Strategy 
This strategy is used in order to ensure a good balance between exploitation and ex-
ploration throughout the evolution. The Multiple Crossovers Per Couple (MCPC) 
strategy is used on the reproduction mechanisms. Although we can use recombina-
tion strategy on all the parts of the FKB, the quality of the FKB is more sensitive 
to the quality of the repartition and the number of fuzzy sets ' n ' , and hence, the 
evolutionary strategy is only applied to the premises. The MCPC used is the Ex-
ploration/Exploitation Balance Strategy studied by the authors W. The different 
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values given to a influence the exploration, exploitation or relaxed exploitation 
levels of the crossover mechanism. The three values are set as follow: 
• Exploration: a = 1.00 for total exploration; 
• Relaxed Exploitation: a — 0.50; 
• Exploitation: a — 0.1 for close to maximal exploitation—a ^ 0.00, in 
order to make a difference between the BLX-ct and the uniform mutation—. 
The MCPC uses exploration at the early stages, then shifts to a relaxed exploita-
tion for the evolution stage and finally switches to exploitation for the last stages 
of evolution. This order proved to be the most efficient t3'. The following was 
considered for the definition of the stages (for a maximal number of generations 
N): 
• The first third (1/3) of N is considered as being the early stages; 
• The second thrid (from the end of the first third to the beginning of the last 
one, limits not included) is considered as the evolution stage. 
• The last third of the N is considered as being the last stages; 
5.9.1 Evolution parameters 
The evolution parameters of the RBCGA are the parameters that allow the algo-
rithm to reach near optimal solutions. The parameters to set at the beginning of 
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the evolution process are: 
• crossover probability of the premises Pc; 
• reduction probability of the fuzzy sets Pr\ 
• mutation probability Pm; 
• maximal complexity allowed : the maximal number of fuzzy sets allowed on 
each premise (this number sets also the maximum of possible fuzzy rules); 
• population size; 
• number of generations or a stopping condition. 
These variables must be set manually and they are not part of the evolution. How-
ever, the maximal complexity is allowed to decrease during the evolution and this 
is done with the fuzzy sets reduction mechanism. 
Using our experiences from previous research works and some pre-runs of the 
RBCGA on the experimental data, the following values were chosen for the above 
parameters: 
• Pc = 85%, the same probability is applied for the fuzzy rules crossover 
mechanism; 
• probability Pr = 15%; 
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• probability Pm = 10%; 
• population size is 100; 
• maximal number of generations is set to 500; 
• the maximal complexity is set as follows: 
— the premises can't contain more than 6 fuzzy sets (NPps)- Different 
premises can contain a different number of fuzzy sets: 2 < NPFs < 6; 
— 32 fuzzy sets is the maximum # of conclusions (NCFS)' 1 < NCFS < 32; 
— the maximal number of fuzzy rules is equal to 6 ", n being the number 
of premises. 
5.10 Learning the FKBs for Brightness Prediction 
Before applying the RBCGA on the set of experimental data, this data is divided 
into two different sets: 
• a set of data for the learning; 
• a set of data for testing the FKBs, once the learning is completed. 
The separation of the initial set of data into two sets (learning and testing) is made 
automatically using a "pulling without hand-over" algorithm. One tenth (10%) of 
the data is hidden from the learning; this set will be used later in order to test the 
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generalization of the FKBs. The remaining 90% are used in the learning, and it is 
noteworthy that the limit values of the input variables are kept in the learning set 
of data in order to define the variable's range of application. The set of learning 
data will be named FLearn and the file containing the remaining 10%, FTest. 
5.10.1 Appl icat ion t o the FLearn 
To serve as a reminder, the FLearn file contains the following input variables: 
bleaching concentration (peroxyde or hydrosulfite); average of Luminance; average 
of H; average of S; average of surface moisture, and the output variable being the 
pulp ISO brightness. 
The learning file containing the peroxyde is named FLearnP, and the one contain-
ing the hydrosulfite is named FLearnH. The testing file containing the peroxyde is 
named FTestP, and the one containing the hydrosulfite is named FTestH. 
5.10.1.1 Resu l t s obtained for the FLearnP 
The application of the RBCGA to the FLearn, produced an FKB that approximates 
the ISO brightness with an RMS error of 2.13% Arms. The approximated FKB has 
the following structure: 
• 2 fuzzy sets on the mean level luminance, mean of H and mean of S premises; 
• 3 fuzzy sets on the mean of surface humidity and the % of Peroxyde; 
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Figure 5.8 Genetically approximated FKB for the FLearnP 
9 fuzzy sets on the conclusion ISO Brightness; 
72 fuzzy rules (rather than the possible 7776 fuzzy rules). 
Figure 5.8 presents a screen print-out of the FKB that was obtained, opened with 
FDSS Fuzzy-Flou software. The FtestP is proceeded as an observation file through 
the FKB shown in Fig. 5.8. The predicitons provided by the FKB allow one to 
define the generalization level of the FKB while answering a set of data not in-
cluded in the learning. Figure 5.9 shows the difference between the predictions of 
the FKB and the experimental values. 
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The Arms obtained for the testing file is 2.45%, which is very satisfactory since it 
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Figure 5.9 Results obtained by the GA-FKB for the FtestP 
remains at the same level as the the learning Arms. The errors obtained for both 
learning and testing files are below the experimental error of the experimental plan 
that have been evaluated at approximately 5%. 
5.10.1.2 Resu l t s obtained for t h e FLearnH 
The application of the RCBGA to the FLearnH produced a similar FKB to the 
one obtained for the FLearnP in terms of the level of complexity. The FKB that 
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Figure 5.10 Genetically approximated FKB for the FLearnH 
was obtained is illustrated in Fig. 5.10 and has the following structure: 
2 fuzzy sets on the mean level luminance, mean of H and mean of S premises; 
3 fuzzy sets on the mean of surface humidity and the % of Hydro sulfite] 
• 15 fuzzy sets on the conclusion ISO Brightness; 
72 fuzzy rules (rather than the possible 7776 fuzzy rules). 
The FKB approximates the data in the FLearnH with a 3.58% Arms RMS error on 
the ISO brightness. As done for the peroxyde file, the FTestH is screened through 
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Figure 5.11 Results obtained by the GA-FKB for the FTestH 
the new FKB, and a 3.77% A r m s is obtained (see Fig. 5.11). The learning and 
testing errors are very close. The Arms error obtained for both learning and testing 
is below the experimental error of the experimental plan that has been evaluated 
at 5%. 
5.10.2 Discuss ion and results 
In this section, we will discuss some of the results obtained by the genetically 
generated FKBs. One has to analyze the influence/relationships of the different 
input/output variables. Both FKBs obtained for peroxyde and hydrosulfite are 
satisfactory when it comes to Arms. Because of the similarities of the FKBs and 
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the peroxyde FKB achieving a higher prediction of the ISO brightness, only the 
peroxyde FKB is considered in the following sections. 
5.10.2.1 Range of the input and output variables : Peroxyde 
The range of the input variables is predefined and fixed, even though the explo-
ration option used in the reproduction mechanism can produce values outside this 
range. A fonction was added, whithin the RBCGA, to fit the values if they over-
pass the original input range. Meanwhile, the COG (center of gravity) is used on 
the conclusion as a deffuzification procedure which may produce fuzzy sets out of 
the experimental data range. These values are not eliminated since they can help 
to map the predictions, and in some cases, they also allow one to respond to a set 
of observations that are not included in the learning set. 
To analyze the differences between the fuzzy and the experimental prediction 
ranges, we consider the input variables worth the maximal and minimal ISO bright-
ness of the learning sets, and we screen these inputs through the FKB. The result 
is presented in Table 5.2. 
One can observe that the values are at the same level, however the maximal and 
minimal values are not reached by the FKB, which can be considered as a negative 
aspect since the FKB does not cover the complete range of the experimental data. 
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Table 5.2 Ranges of the output based on experimental data 
Experimental values (FLearnP) 







Experimental values (FTestP) 





However, one has to consider the fact that the set of inputs translated into the 
maximal and minimal values is a very small percentage of the learning and testing 
files, which can explain why the RBCGA overlooked them. Now the results are 
sorted based on the answers of the FKB rather than the testing file. The results 
are shown in Table 5.3. The highest value provided by the FKB is 80.2%, which 
Table 5.3 Ranges of the output based on the FKB's predictions 
Experimental values (FLearnP) 
FKB values (FLearnP) 
Experimental values (FTestP) 











is close to the highest experimental value of 79.70% and the input values giving 
these two results are quite close, while, the lowest fuzzy value of 47.67% is higher 
than the minimal value of the experimental data (43.79%). However, in analyzing 
the FKB illustrated in Fig. 5.8, we can see that the range of the output is between 
43.57% (fuzzy set # 1) and 102.14% (fuzzy set # 9). The first fuzzy set is used 
several times by the fuzzy rule base and it's value is close to what we expect as a 
minimum (from the learning set point of view). The last fuzzy set is called only 
166 
once by the fuzzy rule base and even if the 102.14% is an absurd value (more than 
100%) it remains very helpful since it allows the FKB to predict higher values of 
ISO brightness while using new combinations of wood chips properties. 
5.11 Learning the FKBs using laboratory variables 
The FKBs developed have exclusively used CMS® variables as input variables. 
However, some very important and influent variables are missing from these FKBs, 
namely; the percentage of bark, the percentage of the knots and other impurities. 
The problem with these kinds of variables is that they have to be measured in a 
laboratory. The sampling of the wood chips has to be analyzed in order to evaluate 
the percentage of bark, knots and other dark impurities. This necessity of having 
to analyze samples presents two major drawbacks: 
• one can't predict the quality of the pulp online, since the measure is processed 
offline; 
• the quality of the measurements depends on the quality of the sampling 
choice. 
The CMS® provides a variable named the % of dark chips, which represents the 
% of dark spots in the image obtained from the vision system incorporated in the 
CMS®. We assume that the % of dark chips represents the amount of barks, 
knots, decay and other impurities present in the wood chips. This new variable 
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will replace the color analysis (to avoid evident correlations). However, the average 
of Luminance is kept due to its high importance. The new input variables are: 
• the average of Luminance; 
• the % of dark chips; 
• % of bleaching concentration agent (peroxyde or hydrosulfite). 
• average of surface moisture; 
The output remains the ISO brightness of the pulp. 
5.11.1 Learning of the FKBs for Brightness Prediction using Dark 
Chips % 
The same method of deviding data set files is used and the proportions of the 
testing and the learning files are kept identical. The set of learning data is named 
FLearnDC and the file containing the remaining 10%, FTestDC. 
5.11.1.1 Application to the FLearnDC 
The learning file containing the peroxyde is named FLearnDCP, and the one con-
taining the hydrosulfite is named FLearnDCH. The testing file containing the per-
oxyde is named FTestDCP, and the one containing the hydrosulfite is named FTest-
DCH. 
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A. Results obtained for the FLearnDCP 
The application of the RBCGA to the FLearnDCP, produced an FKB that ap-
proximates the values with a 2.19% A r m s error on the ISO brightness, which is 
comparable to the one obtained for the FLearnP. The obtained FKB has the fol-
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Figure 5.12 Genetically approximated FKB for the FLearnDCP 
lowing structure: 
3 fuzzy sets on each input premise; 
9 fuzzy sets on the conclusion ISO Brightness; 
81 fuzzy rules (rather than the suggested 1293 fuzzy rules). 
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Figure 5.12 shows a screen print-out of the FKB that was obtained, and opened 
with FDSS Fuzzy-Flou software. Using this FKB, we proceed the FTestDCP test 
file as an observation file. Figure 5.13 shows the differences between the predicted 
ISO brightness and the experimental values. 
The Arms obtained for the testing file is 1.65%, which is very satisfactory and 
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Figure 5.13 Results obtained by the GA-FKB for the FtestDCP 
surprisingly lower than the learning error (generally the learning is more precise), 
this result can be explained by the different sizes of the files (the learning file being 
much larger than the testing file). However, both learning and testing errors are 
of the same magnitude. The error obtained for both learning and testing files is 
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below the experimental error of 5%. 
B. Results obtained for the FLearnDCH 
The application of the RBCGA to the FLearnDCH produced a similar FKB to 
the one obtained for the FLearnDCP, in terms of the level of complexity and the 
distribution of the fuzzy sets. The obtained FKB as illustrated in Fig. 5.14 has the 
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Figure 5.14 Genetically approximated FKB for the FLearnDCH 
following structure: 
• 3 fuzzy sets on each premise; 
8 fuzzy sets on the conclusion ISO Brightness; 
81 fuzzy rules (rather than the suggested 1293 fuzzy rules). 
171 












I.*- ^ . . 
K-* 
- * r - FKB-HYDROSULFITE 
* EXPERi. VALUES HYDROSULFITE 
CD CN CN (Si CN (N *3 r j * J <£> <i? <£> CD CO 0 3 CO CD O O 
HTOROSULFITE (%] 
Figure 5.15 Results obtained by the GA-FKB for the FTestDCH 
The FKB approximates the data in the FLearnDCH with a 1.34% Arms on the 
ISO brightness which is less than half the error obtained for the FlearnH. The 
hydrosulfite testing file is screened through the new FKB. Figure 5.15 shows the 
difference between the testing and the experimental values of the ISO brightness. 
An Arms of 1.45% is obtained. The testing and learning errors are at the same 
level, in this case the testing error is slightly higher which is more predictable since 
generally the FKBs react better to the learning than to the testings files. The 
RMS obtained for both learning and testing is below the experimental error of 5%. 
172 
As for the peroxyde, using the % of dark chips as an input data for the learning 
improved significantly the FKB behavior. 
5.11.2 Discuss ion and results 
Because of the similarity of the peroxyde and hydrosulfite FKBs we only analyze 
the peroxyde one. 
5.11.2.1 R a n g e of the input and output variables : Peroxyde 
Taking into account the set of input values giving the maximal and minimal ex-
perimental ISO brightness and their equivalent given by the FKB, the results that 
were obtained are summarized in Table. 5.4. The results show that the values are 
Table 5.4 Ranges of the output based on experimental data 
Experimental values (FLearnPDC) 
FKB values (FLearnPDC) 
Experimental values (FTestPDC) 











still comparable, however the maximum and minimum values are not reached by 
the FKB, same as in the previous section and identical conclusions can be drawn. 
The data is now sorted based on the answers of the FKB rather than the set of 
experimental data, the results shown in Table 5.5. The highest value predicted by 
the FKB is 77.00%, which is closer to the 79.70%, but still a bit far, and the same 
goes for the minimum value of 47.54% when compared to 43.79%. However the set 
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Table 5.5 Ranges of the output based on the FKB's predictions 
Experimental values (FLearnPDC) 
FKB values (FLearnPDC) 
Experimental values (FTestPDC) 











of input data providing these extreme values represents a very small percentage of 
the experimental data. For instance, the combination giving 79.70% ISO bright-
ness appears only once in approximately 500 lines. From the FKB illustrated in 
Fig. 5.12, one can see that the range of the output is between 45.56% (fuzzy set # 
1) and 78.84% (fuzzy set # 9), both values being close to the minimum/maximum 
ISO brightness of the experimental data and the set of input variables resulting 
into those two values are of close range to the one giving the experimental extrema. 
Hence, the FKBs can be considered as satisfactory. 
5.12 Conclusion 
The Real Binary-like Coded Genetic Algorithm (RBCGA), using the proposed 
evolutionary paradigm, has shown efficiency in producing fuzzy knowledge bases 
(FKBs) to predict ISO brightness of the pulp. The RBCGA produced precise 
yet simple FKBs which is a contradictory paradigm. The produced FKBs showed 
a high stability level of generalization, when taking into account the very small 
changes in the root mean square error (RMS) between the learning and the testing 
data, and this for both sets of input variables. From a structure point of view 
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(fuzzy sets repartition, fuzzy rules, number of fuzzy rules etc.), both FKBs using 
peroxyde and hydrosulfite are very similar which leads one to believe that both 
bleaching materials have comparable effects on the bleaching process. However, 
simply by observing the universe of discourse of the FKBs on the conclusions, we 
can conclude that the peroxyde allows us to obtain higher levels of ISO brightness 
for both sets of input variables. 
The use of the % dark chips rather than the hue and saturation in the learn-
ing lead to a much lower RMS error for both the learning and testing files, which 
can be explained by the importance of the presence of barks, knots and other dark 
impurities in the wood, knowing that the quality of the wood chips influences its 
color and hence the % of dark chips. The FKBs obtained in this research can't be 
used yet, in their actual state, to control the bleaching process since their first role 
is to support a decision system (i.e. to predict). However with a solution search 
algorithm, one can easily use the genetically generated FKBs to transform any of 
the inputs into an output by reconstructing the hyperplane allowing to map an 
input prediction variable into a controlled one. 
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L'objectif general de cette these etait de proposer une methode de generation auto-
matique de bases de connaissances floues (BC) fonctionnant selon le paradigme 
contradictoire qui reside dans l'obtention de BC precises (erreur definie) et a com-
plexity minimale. En premier lieu, cet objectif a necessite le developpement d'un 
algorithme capable de traiter simultanement la generation des deux parties prin-
cipales composant les BC, soit : la base de faits (BF) et la base de regies floues 
(BR), sans pour autant disposer de connaissances sur le phenomene a modeliser 
en BC autres que le nombre d'entrees\sorties et les donnees numeriques d'appren-
tissage. Aussi, l'idee etait de pouvoir integrer a meme 1'algorithme la distinction 
qui existe entre le type de variables composant ces deux parties, soit : des nombres 
reels pour la BF et des nombres entiers pour la BR. L'algorithme d'optimisation 
presente dans cette these est un algorithme metaheuristique, en l'occurrence un 
algorithme genetique (AG). Le choix de l'utilisation de TAG se basait sur le fait 
que le probleme a resoudre est un probleme de grande taille qui peut eventuellement 
contenir plusieurs objectifs (multi-objectifs). Aussi, un AG est assez flexible quant 
a la modification de ses mecanismes de reproduction, de mutation, etc. L'aspect 
evolutif des AG fut aussi un point preponderant dans le choix de celui-ci. Une fois 
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le choix de Falgorithme fait, il reste le choix du paradigme de codage a utiliser, ce 
choix ne represente pas un simple artifice numerique, mais plutot une orientation 
de revolution de TAG du fait que les mecanismes de croisement sont souvent tres 
differents d'un paradigme a l'autre. Dans le cadre de Particle 1, il s'agit d'un AG 
hybride, soit un AG code aux nombres reels et binaires (note AGCRB) qui traite la 
BF et la BR simultanement, mais utilise des genotypes independants : un genotype 
de nombres reels pour la BF et un genotype de nombres entiers pour la BR. II s'agit 
la de la premiere combinaison de ces deux paradigmes de codage dans un AG. 
Les performances de PAGCRB ont ete comparees a celles de PAG code en binaire 
(note AGB), sur plusieurs criteres importants. L'AGCRB a ete particulierement 
performant quand il a fait face a des formes de surfaces complexes, avantage du au 
fait que le genotype du AGCRB n'est pas transforme en phenotype contrairement 
a celui de PAGB (contrainte de resolution sur les solutions). Dans presque tous 
les cas, PAGCRB a produit des BC avec un indice de performance plus eleve que 
celle proposee par PAGB. Concernant le temps d'apprentissage, PAGB s'execute 
plus vite pour une meme population et un meme nombre de generations, ce qui 
etait previsible vu le type de codage (les parametres reels (des doubles) utilisant 
plus d'espace memoire que les 4 bits alloues a chaque parametre dans PAGB). 
Neanmoins, comme montre au chapitre 3, pour que PAGB atteigne un meme ni-
veau de performance que PAGCRB, il lui faut consommer plus de temps d'appren-
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tissage. Les deux approches ont des comportements comparables quant au critere 
de simplification des BC. Simplifier la BC tout en gardant un niveau de precision 
definie, est contradictoire, dans la premiere version du AGB proposee dans i4'16!, 
une ponderation est utilisee entre deux criteres de performance : l'indice de per-
formance de precision et l'indice de performance de simplicite. L'existence de ces 
deux criteres fait que la recherche d'une BC n'est plus une solution unique mais 
un ensemble de solutions, connu comme l'ensemble de solution Pareto Optimal 
(probleme multi-objectif). Une fois l'ensemble de solutions Pareto Optimal obtenu, 
il reste au decideur de choisir laquelle des solutions il veut utiliser. Pour regler ce 
probleme, le deuxieme critere de performance base sur la simplicite a ete tout sim-
plement elimine dans l'AGCRB et a la place nous avons utilise un mecanisme de 
croisement, soit : la reduction des sous-ensembles nous. II s'agit la d'une approche 
originale qui consiste a transformer un probleme Pareto Optimal en un probleme 
uni-objectif, sans utiliser aucune ponderation des criteres de performances, en res-
pectant revolution naturelle des solutions vers un optimum global et en prenant 
garde du double paradigme de simplicite et de precision des BC. Dans le cadre 
restreint de l'article, des surfaces synthetiques en trois dimensions ont ete utilisees, 
ce qui donne lieu a des BC a deux entrees et une sortie; par contre, dans le cadre 
plus general de cette recherche, les deux AGs peuvent s'appliquer a n'importe quel 
systeme du type Multiple Input Single Ouptput(MISO). 
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L'AGCRB est un meilleur choix et une approche plus performante que l'AGB. 
Neanmoins, l 'AGCRB souffre du meme defaut que presque tous les algorithmes 
metaheuristiques : la convergence prematuree. Dans le chapitre 4, nous traitons 
des deux raisons principales qui causent la convergence prematuree, soit : 
- le manque de diversite dans la population de solutions; 
- le mauvais balancement entre l'exploration et l'exploitation dans la popula-
tion de solutions. 
Le manque de diversite dans la population de solutions a ete traite par les strategies 
de combinaison linaire et d'application simultanee, qui ont donne de bons resultats 
en augmentant l'indice de performance des BC generees, tout en utilisant des 
population de petite taille. Neanmoins, d'un point de vue de temps de calcul, 
la strategie de combinaison linaire est bien plus rapide, vu qu'elle ne produit que 
deux enfants par paire de parents contrairement a l'application simultanee qui en 
produit 6 differents. Pour l'approche du controle de balancement de l'exploitation 
et de l'exploration, l'hypothese prise etait que la gestion de cet equilibre devrait 
dependre du besoin de changement dans la population de solutions a un moment 
donne de son evolution. Dans la plupart des cas, l'exploitation relaxee (a = 0.5) est 
appliquee tout au long de revolution, ce qui traite les differents stages de revolution 
des solutions d'un pied egal. Cette monotonie de l'apprentissage n'est pas, dans le 
sens de l'auteur, la meilleure des strategies devolution car il y a une difference 
entre les differents stages d'apprentissage meme pour un algorithme. C'est, entre 
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autres, cette piste qui est exploitee dans le chapitre 4. 
Ann de determiner quel ordre de balancement d'evolution etait le plus efficace, 
deux approches ont ete proposees selon deux ordres differents, soit : 
- commencer par l'exploitation au debut de revolution puis l'exploitation rela-
xee pendant la majorite de revolution, suivie par l'exploration vers la fin de 
revolution; 
- commencer par l'exploration, puis l'exploitation relaxee suivie de l'exploita-
tion. 
Une question a emerge de ces deux approches : quelles parties de revolution peuvent 
etre considerees comme etant son debut et sa fin (pour un nombre de generation 
donne) ? La proportion utilisee etait du 1/3, ce choix n'a pas ete discute dans le 
chapitre 4, mais il a ete beaucoup plus developpe dans le travail fait par l'auteur 
en f2' (Particle est presente en annexe 1), duquel est ressorti que la meilleure distri-
bution etait aux environs de 1/3 de proportion, done : le premier 1/3 est considere 
comme le premier stade de revolution; le dernier 1/3 comme le dernier stade de 
revolution et entre ces deux se situe le stade de revolution. 
Des tests effectues avec les deux strategies de balance de l'exploitation/exploration, 
il est tres clairement ressorti que l'ordre preferentiel etait celui de commencer par 
explorer puis relaxer pour finir par exploiter les connaissances acquises. Aussi, ces 
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resultats prouvent l'influence positive que peut avoir un bon equilibre entre l'ex-
ploitation et l'exploration dans le mecanisme de croisement choisi, sur revolution 
de l'AGCRB. L'application au probleme de tournage a prouve l'efficacite des stra-
tegies evolutives quant a un apprentissage sur des donnees experimentales. 
Au chapitre 4, plusieurs strategies evolutives ont ete proposees, l'une d'entre elles 
est selectionnee et utilisee au chapitre 5, soit : le changement de l'exploration et 
de l'exploitation du mecanisme blended crossover a, avec le bon ordre pour la dis-
tribution de revolution. Dans le chapitre 5, il s'agit de l'application principale de 
l'AGCRB, soit: la generation automatique de BC pour la prediction de la qualite de 
la pate thermomecanique, a partir de caracteristiques des copeaux de bois. Avant 
de generer les BC, il fallait choisir les variables d'entrees et de sortie. La variable 
de sortie devait representer la qualite de la pate produite, le choix s'est rapidement 
porte sur la blancheur ISO de celle-ci. Pour les variables d'entrees, le travail etait 
plus difficile, le choix s'est fait en se basant sur revaluation de l'influence des pa-
rametres aux moindres carres partiels sur la sortie selectionnee. Les choix ont ete 
valides par les experts du Centre de Recherche Industrielle du Quebec (CRIQ). 
Le premier ensemble d'entrees contenait les valeurs moyennes de la luminosite, de 
l'humidite surfacique, des parametres d'image Hue (H) et Saturation (S), ainsi que 
la concentration de l'element de blanchiment. Comme cite dans le chapitre 5, il 
s'agit la de parametres exclusivement synthetiques, tous captes grace aux senseurs 
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dont le Chips Managment System {CMS®) est dote. Les BC ont ete construites 
en utilisant l'hydrosulfite et le peroxyde comme elements de blanchiment. Les BC 
obtenues sont satisfaisantes d'un point de vue erreur aux moindres carres (RMS), 
elles ont aussi confirme l'emcacite superieure du peroxyde par rapport a l'hydrosul-
fite a produire de pates plus blanches. Par contre, le peroxyde est bien plus couteux 
que l'hydrosulfite, de ce fait le fabricant peut choisir, en fonction de la blancheur 
voulue, lequel des deux elements de blanchiment choisir en prenant en compte les 
proprietes des copeaux de bois a l'intrant du procede. 
Le deuxieme volet du chapitre 5 explorait la possibility de remplacer des variables 
obtenues hors-ligne (en laboratoire), comme le pourcentage de noeuds, le pourcen-
tage d'ecorce et le pourcentage de caries dans les copeaux de bois, par des variables 
synthetiques, dans la perspective de les utiliser dans la prediction en ligne de la 
qualite de la pate, vu que ces variables influent fortement le procede de transfor-
mation du bois en pate puis en papier. Le CMS® fournit une information sur le 
pourcentage de copeaux bruns (appele % of Dark Chips), variable obtenue a partir 
d'analyse d'images. C'est cette variable qui a ete consideree. Dans son etat actuel, 
le pourcentage de copeaux bruns considere les differents contaminants comme un 
ensemble. Les BC obtenues en utilisant cette variable (a la place du H et du S) sont 
d'une grande precision et d'une grande stabilite (comportement face aux donnees 
cachees a l'apprentissage), ce qui porte a croire au bien-fonde de cette approche 
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originale. Dans le cadre de Particle, c'etaient les seules combinaisons qui out ete 
testees, mais dans un cadre plus general, d'autres pistes de combinaisons de va-
riables d'entrees ont ete explorees, comme par exemple une BC obtenue a partir 
des parametres de traitement d'image uniquement (les parametres HSL), ce qui a 
donne lieu a Particle W presente en annexe 2. Toutes ces bases de connaissances 
sont en cours d'implementation a meme le CMS® par le CRIQ, le manufacturier 




Dans ce chapitre, quelques recommandations seront enoncees. Elles visent a pro-
poser des idees pour la poursuite de la recherche initiee dans cette these. 
- Les resultats presentes dans cette these ont ete menes pour des bases de 
connaissances (BC) du type Mutliple Input Single Output (MISO). Une ex-
tension de ce travail vers la generation de BC a plusieurs entrees et plu-
sieurs sorties est souhaitable (Multiple Input Multiple Output—MIMO—). 
Neanmoins, la construction de la base de regies (BR) pour des systemes 
MIMO est souvent tres complexe, du fait de la difficulte de lier plusieurs sor-
ties completement independantes par les memes regies et la meme base de 
faits (BF). Aussi, la BR d'une BC de type MISO est souvent considered plus 
representative de l'information (les entrees versus la sortie). C'est pourquoi 
il serait preferable de transformer plusieurs BC de type MISO en une BC de 
type MIMO. L'algorithme effectuant cette transformation devra prendre en 
compte et exploiter les similarites deja existantes entre les differentes BF et 
BR. Un algorithme metaheuristique serait un choix judicieux pour accomplir 
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cette tache, du fait de la taille du probleme. 
- Les algorithmes genetiques (AG) developpes dans cette these sont evolutifs, 
mais les parametres d'evolution sont definis manuellement par l'utilisateur. 
Automatiser l'apprentissage des parametres d'evolution est un sujet delicat, 
du fait de l'utilisation d'un algorithme pour en faire fonctionner un autre. 
Cette double imbrication peut engendrer la divergence de Palgorithme en 
le perdant dans trop de directions d'exploration de l'espace de recherche. 
Neanmoins, il est possible de trasnformer les AGs proposes dans cette these 
en AGs autoadaptatifs. Pour ce faire, il est conseille et possible d'utiliser 
un algorithme de recuit simule (RS) qui, grace a sa fonction exponentielle 
d'exploration aleatoire de l'espace d'etat (espace de recherche), permettra 
des directions de descente sans interdire les remontees (ne pas buter sur un 
optimum local). II sera possible d'inclure les parametres d'evolution de TAG 
dans la fonction objectif du RS. Le RS s'executera en parallele a TAG et les 
parametres d'evolution changeront en fonction de l'influence qu'ils auront sur 
la nouvelle generation obtenue par TAG. Au depart de l'apprentissage, les pa-
rametres d'evolution peuvent etre choisis aleatoirement ou bien en se basant 
sur des connaissances de l'utilisateur, ce qui peut, eventuellement, permettre 
d'accelerer la convergence vers des valeurs optimales, et ce pour un meilleur 
fonctionnement de TAG auto-adaptatif. 
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- Le deuxieme article qui composait cette these a propose de nouvelles pistes 
pour reduire (ou eviter) la convergence prematuree dans les AG. D'autres 
techniques peuvent etre explorees dans le cadre de la generation automatique 
de BC, par exemple, la creation de plusieurs populations de depart indepen-
dantes (avec des tallies diverses). L'evolution de chacune des populations se 
fait independamment des autres en utilisant des mecanismes de reproduction 
differents. Au cours de revolution, des mecanismes de migration d'une popu-
lation a l'autre sont appliques afin d'augmenter la diversite. Certaines regies 
et directions de migrations sont a prendre en compte, comme celles proposees 
en 1361. 
- Un aspect important dans l'optimisation du design d'un systeme d'aide a 
la decision flou (SADF) est la selection de l'ensemble des variables les plus 
informatives du probleme en etude. L'algorithme qui etablit une solution a ce 
probleme est appele "Algorithme de selection". Les algorithmes de selection 
sont generalement caracterises par les trois points suivants : 
1. Un algorithme de recherche qui explore le sous-ensemble des variables 
en presence, la taille de ce sous-ensemble est de 2d ou d est le nombre de 
variables. Les points dans cet espace sont generalement appeles etats. 
2. Une fonction d'evaluation qui donne la mesure de l'acceptabilite d'un 
Caracteristiques 









F I G . 7.1 Strategie de controle Filtre 
certain sous-ensemble de caracteristiques lors du processus de recherche, 
elle prend comme entree un etat et donne comme sortie une evaluation 
numerique, le but de 1'algorithme de recherche est de maximiser cette 
fonction. 
3. Un modele SADF ou une fonction de performance qui determine la vali-
dity du sous-ensemble obtenu. 
Deux approches sont generalement utilisees pour faire la selection de carac-
teristiques : 
1. strategie de controle de type Filtre; 
2. strategie de controle de type Wrapper. 
Comme le montrent les figures 7.1 et 7.2, la difference principale entre les 
deux approches est l'intervention du modele du SADF dans le processus. 








F I G . 7.2 Strategic de controle Wrapper 
Pour l'approche "Filtre", le sous-ensemble des caracteristiques est construit 
avant que le modele du SADF ne soit consulte; quant a l'approche "Wrap-
per" , le modele SADF joue le role de la fonction d'evaluation. 
L'avantage de la strategie Wrapper est qu'elle evite les problemes que peut 
engendrer l'utilisation d'une fonction d'evaluation dont le biais pourrait differer 
du modele SADF, d'ou sa superiorite comparativement a la strategie Filtre'40], 
des resultats empiriques confirment cette hypothese '6l Neanmoins, le proces-
sus est alourdi car il faut construire une BC pour chaque etat. C'est, tout de 
meme, la strategie de controle Wrapper qui semble la plus appropriee. Pour 
l'algorithme de recherche, un algorithme simple, selectionnant le nombre de 
caracteristiques a prendre en consideration, appartenant a la categorie des 
algorithmes stochastiques de type Monte-Carlo est approprie au travail 
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a faire, et ce du fait de l'aspect aleatoire et probabilistique de la tache a 
accomplir. 
- Le troisieme article composant cette these concerne l'application au domaine 
des pates et papiers. Les BC generees, pour cette application, se limitaient 
a la prediction de la blancheur ISO de la pate. D'autres aspects du procede 
de pates thermomecaniques (PTM) peuvent etre pris en compte dans le but 
d'optimiser la transformation des copeaux de bois en pate puis en papier, l'un 
de ces parametres est l'energie necessaire a la production de la pate. Aussi, 
l'influence d'autres variables d'entrees telles que : la taille des copeaux, la 
densite des copeaux, etc., peuvent etre incluses dans l'apprentissage des BC. 
Pour definir des sous-ensembles de variables d'entrees, il est conseille d'utili-
ser un systeme de selection de caracteristiques. 
- Recemment, plusieurs developpements ont eu lieu au niveau de la theorie de la 
logique floue, dont la logique floue de type II t46'. La nouvelle approche reside 
dans l'augmentation de la dimension des sous-ensembles flous qui arborent 
une largeur leur permettant d'y ajouter une probabilite d'appartenance. II 
serait done interessant d'explorer les avantages de ce type II, par rapport 
au type conventionnel et aussi d'explorer les performances des AG sur des 
systemes d'aide a la decision flous de type II. 
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C O N C L U S I O N 
Le travail presente dans cette these a demontre plusieurs faits qui seront enumeres 
dans ce chapitre. 
- L'utilisation d'algorithmes genetiques pour la tache specifique de generation 
automatique de structures de donnees floues est un choix adequat. 
- L'approche de codage hybride, preconisee dans cette these, a demontre l'avan-
tage de personnaliser les algorithmes genetiques en fonction des specificites 
du probleme a optimiser. 
- L'algorithme genetique hybride est plus perfomant que l'approche tradition-
nelle de codage binaire, et ce sur tous les criteres de comparaisons etudies 
dans cette these. 
- Les algorithmes genetiques proposes ont ete a meme de construire des bases de 
connaissances au mieux de deux criteres contradictoires, a savoir : minimiser 
l'erreur et minimiser la complexite. 
- La personnalisation des mecanismes de croisement dans l'algorithme hybride 
(reduction de sous-ensembles nous) est une alternative a la resolution du 
probleme Pareto Optimal pose par le besoin d'optimiser des fonctions multi-
objectifs (bi-objectifs dans le cas de cette these). 
- Le travail fait autour de la problematique de la convergence prematuree a 
fait ressortir deux points importants, soit : 
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- les strategies multicombinatoires ameliorent la diversite au sein de la po-
pulation de solutions d'un algorithme genetique: 
- une meilleure diviersite dans un algorithme genetique reduit les effets de 
la convergence prematurees sur ses perfomances: 
- un bon choix d'equilibre entre l'exploitation et l'exploration le long de 
revolution d'un algorithme genetique amehore ses performances dans son 
exploration de l'espace de recherche. 
- L'usage des caracteristiques des copeaux de bois comme moyen de prediction 
de la qualite de la pate obtenue par le procede des pates thermomecaniques 
(PTM), est possible par le biais de F utilisation de bases de connaissances 
floues generees genetiquement. 
- Les bases de connaissances developpees, utilisant des variables obtenues a 
partir d'analyse d'images et d'un capteur aux infra rouges, ont predit de 
fagon satisfaisante la blancheur ISO de la pate. Ces resultats apportent une 
preuve de la possibilite de mise en oeuvre de ce type de systemes de prediction 
utilisant des informations en aval du procede PTM (donnees sur les copeaux 
de bois) pour predire des valeurs propres a la qualite du produit obtenu 
(blancheur ISO de la pate). 
- La possibilite de remplacement de certaines variables traditionnellement obte-
nues en laboratoire—contaminants—par une variable synthetique—% of dark 
chips—a ete exploree avec succes. 
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1.1 Abstract 
In this paper we study the influence of the exploration/exploitation balance on the 
performances of a real binary/like genetic algorithm in automatically generating 
fuzzy knowledge bases from a set of numerical data. The influence is explored 
through different scheduling of crossover strategies throughout the evolution pro-
cess. The aim of this paper is to prove the influence of a good balance between 
exploration and exploitation levels on the performances of the optimization algo-
rithm used, along with the influence of a good definition of the early stages versus 
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the late stages of the evolution. 
1.2 Introduction 
Decision Support Systems using fuzzy logic are often used to deal with complex 
and large decision making problems. However they are drawn back by the need of 
an expert to manually construct the fuzzy knowledge bases (FKBs). Genetic algo-
rithms (GAs) proved to be successful in solving this problem'1]. GAs are powerful 
stochastic optimization techniques that are based on the analogy of the mechanics 
of biological genetics'2'. The GA used in this paper is a real/binary-like coded 
genetic algorithm (RBCGA) developed by the authors'3'. 
An FKB contains the following entities/information: 
• the number of premises (inputs) and a single conclusion (output); 
• the number of fuzzy sets and their repartition; 
• the number of fuzzy rules and the fuzzy rule base. 
The RBCGA uses three operations: crossover, mutation and natural selection. 
Most of the evolution is controlled by crossover. A single point crossover is used 
for the fuzzy rules and the blending crossover a (BLX-a)W is used for the premises 
and the conclusion. The value of a determines the exploitation/exploration level 
of the offspring obtained from the selected parents. Setting a to 0.5 defines what 
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is commonly called relaxed exploitation. 
In this paper we study the influence of the exploration/exploitation balance on 
the performances of the RBCGA while automatically generating FKBs from a set 
of numerical data. We will test the influence of the following crossover strategies: 
1. Uniform scheduling of the exploration/exploitation levels; 
2. Non-Uniform scheduling. 
An influent variable has to be taken into account: At which stage of the evolution 
process the balanced crossovers occur? Knowing that the evolution stage is set by 
the generation number, what can be considered an early stage of the evolution? 
Finding the more adequate number of generations for each stage (for each level of 
exploration/exploitation) is also discussed. 
This paper contains a brief description of the FDSS software Fuzzy-Flou, developed 
at Ecole Polytechnique (Canada) and University of Silesia (Poland) ^ used for the 
validation tests. Then, it presents a description of the RBCGA used, explaining the 
specificities of the reproduction and mutation mechanisms, and finally validation 
results (through theoretical surfaces) are presented with the adequate comparisons. 
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1.3 Fuzzy Decision Support System 
In this section we present a rule-based approach to decision making using fuzzy 
logic techniques, based on the compositional rule of inference (CRI). This approach 
is used to handle imprecise knowledge and was developed in the sixties by L.A. 
ZadehJ6!. Such knowledge can be collected and delivered by a human expert (e.g. 
decision-maker, designer, process planner, machine operator, etc.). The CRI may 
be written in the form: 
U = {Cx---xBxA)oR (1.1) 
where R represents the global relation that aggregates all the rules, (A, B, • • •, C) 
represents the inputs (observations) and U represents the output (conclusion). The 
symbol o represents the CRI operator. In this paper, the center of gravity (COG) 
is used for the defuzzification. Figure 1.1 shows a screen printout of the FDSS 
Fuzzy-Flou software used as validation tool for the genetically generated FKBs. 
1.4 Automatic Generation of FKBs 
The automatic generation of FKBs is performed with the help of the RBCGA. The 
Coding of the RBCGA is explained in the next sections. 
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Figure 1.1 Graphic Interface of the FDSS Fuzzy-Flou 
1.4.1 Coding 
The genotype of an FKB is the coding of its parameters into chromosomes and 
corresponds to several independent sets of real numbers and a set of integers. The 
genotype contains the following items: 
1. Input/Output Premises: A set of real numbers. For the sake of coding sim-
plicity, we consider only non-symmetrical-overlapping triangular fuzzy sets 
for premises and symmetrical triangular fuzzy sets for the conclusion. There-
fore, the position of each fuzzy set is given by the position of the summit of 
the triangle. 
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2. Fuzzy Rules: The genotype of fuzzy rules contains information about all the 
possible combinations of connecting one fuzzy set on each premise to a fuzzy 
set on the conclusion. For Ar input premises and A'j fuzzy sets on premises 
i, the maximum number of fuzzy rules K is computed as: 
K = KlxK2x---xKN (1.2) 
Each number of the set represents a conclusion fuzzy set number. 
1.4.2 Multi-Crossover Mechanisms 
The evolution of a population of FKBs at each generation is achieved by the re-
production of the "best" individuals, based on their abilities to survive natural 
selection. Reproduction is performed by crossover of the genotype of the par-
ents to obtain the genotype of an offspring. Multi-crossover is composed of a 
premises/conclusion crossover and a fuzzy rules crossover. These two mechanisms 
are governed by the initiating probability p2. 
a. Premises/Conclusion Crossover 
The mechanism used is called blending crossover a (BLX — a) , where a deter-
mines the exploitation/exploration level of the offspring. Exploitation means using 
the interval between the values of the two parents, the exploration uses an interval 
outside of these two limits (Fig. 1.2). The BLX — a works as follows: 
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I L*i HI | 
min • ^ • • • • ^ • ^ • • • • • • • • • ^ ^ ^ ^ • • • i " ^ ^ ^ ^ ^ max 
Figure 1.2 Blended crossover a (BLX — a) 
If A = {xl7 x2, •••, Xi, •••, xn} and B = {y1} y2, •••, yu ••- , yn} represents 
the two selected parents, C the offspring obtained by the crossover of A and B then 
C — {z\, z2, • • •, Zi, • • •, zn}, where Z\ are randomly selected in the interval 
[mini -I ex, maxi + I a ] where: 
• maxi = maximum {xi, yi}: 
• mini = minimum {xiy yi}; 
• I = {maxi — mini}. 
b. Fuzzy Rules Crossover 
Since the part of the genotype representing the fuzzy rule base is composed of 
integer numbers, the crossover on this part of the genotype is done by a simple 
crossover. The operation is performed by inverting the end part of the sets (con-
taining the fuzzy rules) of the parents at a randomly selected crossover site, as 
shown in Fig. 1.3. 
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Simple Crossover (rules only) 
Rules f a t h e r = {rf1, r, > rf i> .., r fk} Kulesm o t ) l e r {rm1, rm2, • • i • mi i • • • i ' m k J 
Crossover site 
° U ' e S o f fep r ing ~ V f 1 > r f2* ••• ' rmi ' • • rmkf 
I \ 
X 
Figure 1.3 Simple crossover 
1.4.3 Mutation 
Mutation is the creation of an individual from an existing one by altering one gene. 
Mutation makes it possible to try completely different solutions. The probability 
•pi of mutation is fixed at a low level to let the population improve mainly by 
multi-crossover. The mutation used is a uniform mutation^7]. 
1.4.4 Natural Selection 
Natural selection is performed on the population by keeping the "most" promising 
individuals, based on their fitness. The first generation begins -with P FKBs; the 
same number of additional FKBs is generated by crossover and mutation. To keep 
the population constant, we apply natural selection on the 2 x P FKBs by ordering 
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them according to the performance criterion and keeping the P first FKBs. The 
number P has to be fixed depending on the computer performances. 
1.5 Performance Criterion 
The performance criteria allow one to compute the rating of each FKB. This per-
formance rating is used by the RBCGA in order to perform the natural selection. 
Here, the performance criterion is the accuracy level of a FKB (approximation 
error) in reproducing the outputs of the learning data. The approximation error 
Arms is measured using the rms error method: 
t-^rms — 
i M 
\ lyr i-^i x^Aoutputi ~ dataoutputi) {*••") 
i=l 
where, M represents the number of learning data. The fitness value is evaluated as 
a percentage of L, the output length base (L = Umax — Umin) of the conclusion, 
i.e., 
L- A r m s 
L 
x 100 , (1.4) 
1.6 Test Functions 
The learning performances of the RBCGA are investigated using three examples 
of known behavior in term of 3D surfaces of the type z = f(x,y). We have 
used four different surfaces of different complexities inspired from De Jong test 
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environment'81. The evolution and selection criteria are set to the following values: 
• pr\ = 100.0%; 
• pr2 = 5.0%. 
• Maximal complexity: 6 fuzzy sets (including the limits) on each premise and 
10 on the conclusion. This sets the maximal number of the fuzzy rules to 36. 
These numbers were chosen based on performance tests applied on the surfaces. 
The evolution is completely governed by the multi-crossover reproduction mecha-
nism. The number of fuzzy sets can decrease when two summits overlap, hence, 
the reducing of the fuzzy rule base. The theoretical surfaces used are: 
• Spherical surface (Fig. 1.4): 
The spherical surface is defined as: 
-5.12 < x < 5.12 
z = x2 + V2- with , (1.5) 
—5.12 < 2/ < 5.12 
• Stochastic surface (Fig. 1.5): 
The stochastic surface is defined as: 
-1.28 < x < 1.28 
z = x4 + ?/4 + random(0,1). with , (1.6) 
-1-28 <y< 1.28 
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5.12' 
Figure 1.4 Spherical surface 
where random(0,1) provides a real number between 0 and 1. 
• Inclined plane surface: 







z = x + y. with 
-5.12 < x < 5.12 










Figure 1.5 Stochastic surface 
Non-symmetric surface (Fig. 1.7): 
The non-symmetric surface is defined as: 
z — x EXP(x2 — V2)- with 
-2.5 < x < 2.5 
-2.5 < y < 2.5 
(1.8) 
In order to measure the fitness (accuracy levels) of the RBCGA in generating 
FKBs, and for the sake of comparison, several runs have been made on the surfaces. 
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Figure 1.6 Inclined plane surface 
The population size P was set to 20 individuals. Runs were performed three times 
for 100, 500 and 2500 generations. The fitness of the best individual is taken into 
account at the last generation for each surface. The average value of the results 
obtained for each theoretical surface was computed. The runs are performed using 





















Figure 1.7 Non-symetric surface 
1.7 Scheduling Exploitation/Exploration Levels 
There are two main reasons that affect the performances of the GAs: the loss of 
diversity in the population and the bad balance between exploration and exploita-
tion throughout the evolution process. In this section, we study the influence of 
the exploration/exploitation balance (EEB) on the performances of the RBCGA 
aiming to find the best combination from the following: 
Exploiting the individuals at the early stages of the evolution, applying re-
laxed exploitation through the main part of the evolution and then exploring 
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the individuals at the late stages; 
• Exploring at the early stages of the evolution, applying relaxed exploitation 
through the main part of the evolution and then exploiting at the late stages 
of the evolution. 
The first combination is called EEBl, while the second is called EEB2. The con-
trol of the exploration/exploitation balance is based on the variation of a. The 
different values given to a influence the exploration, exploitation or relaxed ex-
ploitation levels of the crossover mechanism. The three values are: 
• Exploration: a = 1.00 for total exploration; 
• Relaxed Exploitation: a = 0.50; 
• Exploitation: a = 0.10 for close to maximal exploitation (a ^ 0.00, in order 
to keep a difference between the BLX — a and the uniform mutation). 
What is the best stage of the evolution process where the three variations above 
should occur? The stage of the evolution i s defined by the generation number. 
Considering a maximal number of generations G, we tested the following: 
• The first and last fifths (1/5) of G are considered the early and late stages 
respectively; 
• The first and last quarters (1/4) of G are considered the early and late stages 
respectively; 
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• The first and last thirds (1/3) of G are considered the early and late stages 
respectively; 
• The remaining part is considered the evolution stage. 
1.7.1 Applying EEBl and EEB2 
This section presents the results obtained for the EEBl and EEB2 strategies us-
ing the three different values setting the late/early stages of the evolution. 
Table 1.1 and Table 1.2, shows the results obtained for the 100, 500 and 2500 
generations runs. The first column contains the balance used in defining the early 
and late stages of the evolution, the second one the number of generations of the 
RBCGA, the third represents the best 4>rms obtained. The last column represents 
the size of the fuzzy rules base (number of rules). 
A high number of fuzzy rules translate into a high complexity level of the FKB. 
If two FKBs achieve the same accuracy, the simplest is considered the better one, 
since it is easier to fine-tune a simple FKB manually and also simple FKBs possesses 
better generalization qualities!9!. 
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1.7.1.1 Analyzing the EEB\ strategy results 
Table 1.1 shows that the fitness results are close (from a fitness standpoint) for 
each of the three runs (1/3, 1/4 and 1/5). The 4>rms improved with the increase 
of the generation number, which is predictable. The FKBs obtained have similar 
accuracy levels but they are still different, since the size of the fuzzy rule base ( # of 
rules) differs. The fuzzy rule base size decreases with the increase of the number of 
generations and decreases also with the decrease of the early/late stages balance. 
The one third (1/3) balance produced the best (j)rms for the smallest number of 
generations (100), while keeping the number of fuzzy rules at a very respectable 
number (considering that the maximal complexity of the FKBs contains 36 fuzzy 
rules). 



















































































1.7.1.2 Analyzing the EEB2 strategy results 
Table 1.2 shows that the fitness results are close (from a fitness standpoint) for each 
of the three runs (1/3, 1/4 and 1/5). However, the 0 r m s doesn't always improve 
with the increase of the generation number (see case of the 1/3 balance). The size 
of the fuzzy rule base (# of rules) doesn't seem to follow any pattern (decreasing 
with the increase of the number of generations or the decrease of the early/late 
stages balance). There is almost no simplification of the FKBs since the number 
of fuzzy rules is close to the maximum possible (i.e., 36). 
1.7.1.3 Comparing EEBX and EEB2 
The EBBi strategy performed better than the EBB2, using the exploration at 
first and exploitation at the late stages produced more accurate and simpler FKBs; 
even thought better accuracy of FKBs generally translates into a higher number of 
fuzzy rules (high complexity level). 
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Figure 1.8 illustrates the evolution of (j)rms versus the increase of the early/late 










Early /Latestages balance 
0.33 
Figure 1.8 (j)rms for EEBi and EEB2 (100 generations) 
better way for scheduling the exploration/exploitation levels throughout the evolu-
tion process. It seems more natural to apply exploration in the early stages (which 
improves diversity) and to apply exploitation at the late stages as a fine tuning. 
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1.8 Non-Uniform Scheduling of Exploitation/Exploration Levels 
In this section, a non-uniform balance of the early/late stages distribution using 
EEB1 is explored. 
In the previous section EEB\ proved to be the better choice, when it comes to ex-
ploration/exploitation scheduling through the evolution. In this section the choice 
of the early/late stages balance is randomly selected. A new balance is produced 
for each generation. The mechanism works as follow: 
• For each generation an integer number e is randomly generated (with a normal 
distribution), e is contained in the interval [3, 10]. 
• For each value of e: the individuals of the first — generations are produced 
using BLX — 1.0 and the individuals of the last ^ generations are produced 
using BLX — 0.1, the rest is produced using the BLX — 0.5 (relaxed exploita-
tion) . 

















From Table 1.3 and Table 1.1, we can see that fixed early/late stages balance 
achieved better accuracy than the randomly generated scheduling (non-uniform 
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EEBi). However the non-uniform EEB1 produced simpler FKBs. The size of 
the fuzzy rule base varies between 12 and 14 fuzzy rules while the fixed scheduling 
gave between 16 and 23 fuzzy rules. Since we consider the accuracy as the most 
important criterion to satisfy, we can conclude that the uniform EBBi can be 
preferred to the non-uniform one. 
1.9 Conclusion 
The different ways to create new individuals from the same pair of parents' genes is 
a good way to improve diversity. We can also conclude that exploration/exploitation 
balance influences the performances of the RBCGA. The rule to follow is using ex-
ploration at the early stages of the evolution, relaxing in the middle and exploita-
tion at the end. This order achieved much better results than using exploitation 
at the early stages. One of the reasons is the lack of diversity created by heavy 
exploitation during the early stages, due to the fact that the offspring's genotype 
is generated too close to its parents' average (definition of the exploitation). 
The non-uniform exploration/exploitation strategy proved to be quite efficient es-
pecially for the fuzzy rules reduction. If a very simple FKB is needed this strategy 
can be used. 
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II. 1 Abstract 
The quality of the thermomechanical pulp and paper (TMP) process is influenced 
by a large number of variables. The influencing variables are generally chosen by the 
process maker, and they change depending on the raw material feeding the TMP 
process. In this paper, a genetically generated fuzzy knowledge base (FKB) is used 
to model the relationship between the wood chips characteristics and the quality 
of the resulting pulp; measured by the pulp ISO brightness. The learning of the 
FKBs uses measurements obtained from the chip management system (CMS®). 
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II.2 Introduction 
In the paper industry, the quality of the thermomechanical pulp is influenced by a 
large number of variables. One of the most important standards used to evaluate 
the pulp quality is its brightness. In order to reach high brightness values, one has 
to deal with numerous parameters, such as: the wood chips condition; wood chips 
origins (tree spice), humidity, the bleaching process, etc. 
Several works have singled out the influence of some parameters on the quality 
of the pulp. The influence of the chip size is presented in W. A degradation of 
the chip quality influences the bleaching process'3' 7\ However, the behavior of 
the wood chips characteristics influence on the thermomechanical pulping process 
(TMP) is somehow unknown. Usually, the manufacturers adjust some variables of 
the process to account for the variation of the chips characteristics. For example, 
the consumption of bleaching agents is adjusted at level sufficiently high to cope 
with the worst case of chips quality. The objective of this paper is to model the 
relationship between the wood chips characteristics and the quality of the resulting 
pulp. In order to measure the changes in chip quality, we use an image processing 
system called the chip management system (CMS®). A fuzzy decision support 
system (FDSS) Fuzzy-Flou developed at Ecole Polytechnique (Montreal) and Uni-
versity of Silesia (Poland) ̂  is used as the prediction tool. The fuzzy knowledge 
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base (FKB), used by the FDSS, is automatically generated by a real binary like ge-
netic algorithm (RBCGA)W from a set of experimental data. In this paper we use 
the CMS® information, to predict the pulp ISO brightness for a certain amount 
of peroxide charges. 
II.3 Prediction of the Pulp ISO Brightness 
11.3.1 The Chip Management System 
The CMS® is an innovative device that allows online measurements of several chip 
characteristics such as the chip brightness (or luminance). The CMS® was used to 
confirm the existence of a correlation between bleaching agent consumption and the 
chip luminance. The main sensors of the CMS® include an artificial vision sensor 
(an RGB camera and a frame grabber), which provide the Hue (H), Saturation (S) 
and Luminance (L). As shown in Fig. II. 1, the HSL can be represented as a cone, 
whose base corresponds to the lowest luminance and the top to the highest. For a 
given level of luminance, the distance from the cone center indicates the saturation 
of the color, and the axis compared to the horizontal axis gives the hue of the color. 
11.3.2 Selection Input/Output of the FKB 
Pulp quality depends on different physical properties such as: wood type; bark 
percentage, presence of knots, etc. Exterior conditions (such as: the weather vari-
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Luminance (L) 
Figure II. 1 Cone representation of the HSL 
ations, the storage conditions, etc.) influence the quality of the pulp. As stated in 
l6', optical measures can be translated into quality information of the paper. The 
changes of the quality of the wood chips are translated into a change in its color, 
and hence, of its HSL parameters, which are natural variables to describe a color. 
For these reasons, the parameters H, S, and L are the only parameters taken into 
account for the learning, along with the peroxide (4 input variables). The output 
variable is the ISO brightness of the pulp. Hence, the genetically generated FKBs 
are of the multiple input single output (MISO) type. 
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II.3.3 Fuzzy Decision Support System 
The rule-based approach to decision making is done using fuzzy logic techniques, 
based on the compositional rule of inference. This approach was developed in the 
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Figure II.2 Print-out of the FDSS Fuzzy-Flou showing an FKB 
sixties by L.A. Zadeh ^. Figure II.2 shows a screen printout of the FDSS Fuzzy-
Flou software used as a validation tool for the genetically generated FKBs. For 
more information on the Fuzzy-Flou software, please refer to t2l. 
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11.4 Automatic Learning 
The automatic learning of FKBs is performed with the help of the RBCGA from 
a set of experimental measurements. The coding of the FKBs in the RBCGA is 
explained in the next sections. 
11.4.1 Coding 
The genotype of an FKB is the coding of its parameters into chromosomes and 
corresponds to several independent sets of real numbers and a set of integers. The 
genotype contains the following items: 
• Input/Output Premises: A set of real numbers. For the sake of coding sim-
plicity, we consider only non-symmetrical-overlapping triangular fuzzy sets 
for premises and symmetrical triangular fuzzy sets for the conclusion. 
• Fuzzy Rules: The genotype of fuzzy rules contains information about all the 
possible combinations of connecting one fuzzy set on each premise to a fuzzy 
set on the conclusion. 
11.4.2 Multi-Crossover Mechanisms 
The evolution of a population of FKBs at each generation is achieved by the re-
production of the "best" individuals, based on their abilities to survive natural 
selection. Reproduction is performed by crossover of the genotype of the par-
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ents to obtain the genotype of an offspring. Multi-crossover is composed of a 
premises/conclusion crossover and a fuzzy rules crossover. 
11.4.2.1 Premises/Conclusion Crossover 
The mechanism used is called blending crossover a (BLX-a) '51, where a determines 
the exploitation/exploration level of the offspring. The parameter a changes from 
0.10 for the first quarter of the evolution, 0.50 for the second and third quarter 
and finally 1.00 for the last quarter. This shift in the balance reduces premature 
convergence through the evolutional 
11.4.2.2 Fuzzy Rules Crossover 
The crossover on this part of the genotype is performed by a single point crossover, 
as shown in Fig. II.3. 
Kuies f a t hg r {rf1, rf2:, h>,••••» ^fk) ™-'iesmolher {rm1, rm2, 
C r o s s o v e r s i t e 
'mi ' • • • i mk J 
R u l e S 0 f l s p r i r i g
 = fot> % * ' • - ! rmi> • -'• rmk7 
Figure II.3 Single point crossover 
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11.4.3 Mutation 
Mutation is the creation of an individual from an existing one by altering one gene. 
The mutation used is a uniform mutation^. 
11.4.4 Natural Selection 
Natural selection is performed on the population by keeping the "most promising" 
individuals, based on their fitness. The population size is fixed throughout the 
evolution. 
11.4.5 Performance criterion of the RBCGA 
The performance criterion is the accuracy level of a FKB (approximation error) in 
reproducing the outputs of the learning data. The approximation error Arms is de-




\ u / • \GAoutPuti — dataoutputi)
2 (H-1) 
where, M represents the number of learning data. The fitness value is evaluated as 
a percentage of L, the output length base (L = Umax — Umin) of the conclusion, 
i.e., 
<Prms = L ~£rmS X 100, (II.2) 
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II.5 Optimal FKB of Pulp ISO Brightness 
The set of experimental data is split into two different sets for learning and testing. 
The testing file is used to verify the generalization level of the FKB. The propor-
tions of the sets are the following: 10% of the data are mapped into a testing file 
and the remaining 90% are used to learn the FKBs. 
In this paper, the maximum complexity of a FKB learned by the RBCGA is limited 
to 6 triangular, overlapping, fuzzy sets on each premise and 16 isosceles triangles 
on the conclusion. Therefore, the maximal number of fuzzy rules is Qnumberofprermses 
— 64 = 1296. The population size is fixed to 100, and the number of generations 
is 500. 
II.5.1 Genetic learning and testing of the FKBs 
The application of the RBCGA to the learning file produced the FKB illustrated 
in Fig. 4. The FKB contains 2 fuzzy sets on the average of H, average of S and 
average of L premises, three fuzzy sets on the peroxide concentration premise, and 
10 sharp triangular fuzzy sets on the conclusion, i.e., the ISO brightness. Finally a 
total of 24 if-then fuzzy rules (rather than the maximum of 1296 initially proposed). 
The fitness level <firms attained approximately 94.30% for this FKB, which corre-
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Figure II.4 The FKB to predict pulp ISO brightness from H, S, and L and peroxide 
concentration. 
sponds to a 2.10% Arms, a very satisfactory error level for the learning. Processing 
the test file (the 10% of data hidden from the learning) through the obtained FKB, 
produced approximately 2.21% Arms. The learning and testing errors are compara-
ble, which reflects the stability and the good generalization level of the genetically 
generated FKB. Figure II.5, illustrates the superimposition of the experimental ISO 
brightness (testing values) and the prediction of the genetically generated FKB (the 
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line represents a theoretical perfect prediction). The minimal and maximal values 
of the ISO brightness were reached by the obtained FKB, since its universe of dis-
course covers the interval [~ 44.50% ~ 84.70%] while the interval containing the 
experimental values, IS ~ 43.80% « 80.00%]. 
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Figure II.5 Predicted vs. Experimental ISO Brightness. 
0% peroxide charge. These values correspond the non bleached pulp can lead us to 
draw some relationship rules between raw material qualities and pulp quality. The 
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data file is sorted twice, according to: 
1. the predicted ISO brightness: 
2. the experimental ISO brightness; 
The curves representing the average values of H, S and L versus the experimental 
ISO brightness is shown in Fig. II.6, while Fig. II.7 shows the variations of the H, 
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Figure II.6 Averages of H, S and L versus experimental ISO brightness. 
From Fig. II.6 and II.7, one can easily notice, from the similar shape of the curves, 
that the influence of the H, S and L parameters on both the experimental and pre-
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Figure II.7 Averages of H, S and L versus predicted ISO brightness. 
generated FKB respected the information structure (co-influences between the dif-
ferent parameters) contained in the data, rather than producing averaged values. 
The highest ISO brightness is obtained for relatively low values of S, around the 
mean values of H (H doesn't vary significantly) and the highest values of L. How-
ever, the worst ISO brightness is obtained for the lowest average of L, the highest 
averages of H and S, in this case the variation of average of L is the less significant 
especially compared to the averages of H and S, which shows their importance in 
the prediction of the ISO brightness. 
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Now, let us take into account the part of the learning file corresponding to the 
5% peroxide charge (the highest bleaching charge giving the highest ISO bright-
ness level). The variations of the predicted and the experimental ISO brightness 
are presented in Fig. II.8, where one can see that the shapes of the two curves are 
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Figure II.8 ISO brightness for a 5% peroxyde. 
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II.6 Conclusion 
The RBCGA produced satisfactory FKBs for the prediction of pulp ISO brightness, 
while using exclusively variables obtained from image/color analysis, namely H, S 
and L, along with the % of peroxide concentration, which adds to the general 
knowledge about the relationship existing between wood chips specifications and 
pulp quality. These results can be of very high interest, since it allows optimizing 
the consumption of bleaching material, without compromising the quality of the 
pulp and the paper. However, one has to take these results carefully, because they 
only predict ISO brightness and the learning didn't take into account variables that 
can greatly influence the TMP process such as: chips size, humidity, presence of 
barks, knots, etc. However, if a fast learning using a simple model, this HSL FKBs 
can be very useful, since the genetically generated FKB presented a very stable 
performance when confronted with a set of hidden data, which was shown by the 
very little change between the learning and the testing rms error. The RBCGA 
was able to reach a very good balance between the accuracy of the FKB and its 
simplicity, reflected by the very good fitness value and the low number of fuzzy sets 
and fuzzy rules. 
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