Abstract-We present a method for inferring time-dependent three-component surface deformation fields given a set of geodetic images of displacements collected from multiple viewing geometries. Displacements are parameterized in time with a dictionary of displacement functions. The algorithm extends an earlier single-component (i.e., single line of sight) framework for timeseries analysis to three spatial dimensions using combinations of multitemporal, multigeometry interferometic synthetic aperture radar (InSAR) and/or pixel offset (PO) maps. We demonstrate this method with a set of 101 pairs of azimuth and range PO maps generated for a portion of the Rutford Ice Stream, West Antarctica, derived from data collected by the COSMO-SkyMed satellite constellation. We compare our results with previously published InSAR mean velocity fields and selected GPS time series and show that our resulting three-component surface displacements resolve both secular motion and tidal variability.
monitoring of ground deformation associated with various geophysical and anthropogenic phenomena [1] , [2] . In comparison with InSAR line-of-sight phase-based measurements, PO techniques are characterized by lower sensitivity and coarser resolution, with the achievable resolution and sensitivity roughly dependent on the size of the adopted correlation window and the resolution of the SAR data (see [3] ).
Several techniques have been developed for combining SAR observations collected along a single-line of sight (LOS) direction into deformation time series (see [4] [5] [6] [7] ). These techniques are often used to study the phenomena that have slow deformation rates relative to the repeat time of the SAR observations. But constellations of satellites with a short repeat time, such as COSMO-SkyMed (CSK), Sentinel-1A/B, and TerraSAR-X/PAZ systems, allow for improved temporal resolution and expanded applicability of time-series approaches. In some cases, these capabilities allow for the extension of single-LOS methods to two or three components of the deformation field.
In order to reconstruct the complete three-component vectors, several approaches merge combinations of data sets from multiple viewing geometries. Many of these techniques reduce the effective dimensions of the estimation problem by making assumptions such as a negligible north-south component of deformation (see [8] , [9] ), surface parallel motion [10] [11] [12] , and/or constant displacement rates during different acquisitions (see [13] [14] [15] [16] [17] [18] ). In some cases, it may be useful to assume a single step-function displacement (e.g., for earthquakes) or, alternatively, a constant velocity (e.g., for quasi-secular ice flow or interseismic crustal deformation), which effectively removes temporal variability and reduces the problem to a simple reconstruction of a single set of east, north, and up components for every pixel (see [19] [20] [21] [22] [23] [24] [25] ). For other applications, it is adequate to define a common temporal sampling between ascending and descending passes, assuming negligible relative deformation between their acquisition times [26] or alternatively, minimize differences in inferred velocity between consecutive acquisition periods [27] .
In this study, we focus on a method for inferring timedependent three-component motion of the surface associated with the modulation of ice-stream/ice-shelf motion driven by ocean tides. In particular, we use CSK acquisitions spanning [12] . Purple outline shows the spatial extent of the region of interest considered in this study. Gray outline indicates the extent of CSK coverage, and the black line indicates an estimate of the grounding line [28] .
9 months, beginning in August 2013, for estimating surface velocities and tidal variations over Rutford Ice Stream (RIS), West Antarctica (Fig. 1) . RIS is known to experience significant tidally induced flow variations at different frequencies. Here, we invert for a set of tidal constituents previously identified using GPS observations [29] , [30] . This procedure allows us to quantify spatial and temporal variations associated with tidal forcing in the vicinity of the ice-stream grounding line, and the boundary between the grounded ice stream and floating ice shelf. The inferred time series, combined with physical modeling, can eventually improve our basic understanding of the evolution of glaciers and ice sheets and address several key questions related to mechanisms that influence basal sliding and how stresses are transmitted over long distances upstream of the grounding line [30] [31] [32] .
The discussion is organized as follows. Section II describes the methodology and algorithms focusing on the PO and the three-component surface velocity field estimation together with the associated sensitivity and error analysis. Section III presents the data set and the model optimization. Section IV describes the results and comparisons with independent GPS and InSAR data sets. Section V describes the potential for our technique to improve the understanding of the evolution of glaciers and large ice masses.
II. METHODS AND ALGORITHMS
In this section, we describe the methods behind the threecomponent displacement time-series estimation algorithm. We first describe the PO displacement observations and then formulate the time-series estimation problem. We then introduce the geometric equations used to derive the 3-D displacement field.
A. Pixel Offset Estimates
Amplitude image tracking, also known as speckle tracking, uses the magnitude (or intensity) for cross correlation of the corresponding image. We select small subsets of master and slave images and estimate the displacement in LOS and alongtrack (AT) directions that results in the maximum cross correlation (see [34] ). The complex single look complex images are resampled by a factor of 2 in both range and azimuth to refine estimates of the correlation surface. The PO measurements are resolvable to within 5% and 10% of the image pixel size [3] , [34] , [35] . The pixel size is about 2.5 m in both azimuth and range for the CSK X-band Stripmap-HIMAGE products. We used cross-correlation windows with the dimensions of 64 × 64 pixels, and estimated offsets every 32 pixels in both range and azimuth direction.
Single-look complex SAR images were produced using the JPL/Caltech InSAR Scientific Computing Environment [36] . We use the Bedmap2 digital elevation model [37] , resampled to 25-m grid spacing using bicubic interpolation, to calculate and remove topographic effects, as well as for geocoding the final PO maps. In the descending SAR geometry, ice motion is mainly recorded in the range PO (RPO), while the azimuth PO (APO) shows more deformation in the ascending acquisitions (Fig. 2) . In the ascending acquisitions, the horizontal component of ice-stream motion is nearly parallel to the look direction of the CSK satellites and is shown as positive motion.
In some cases, we removed residual orbital ramps before the three-component inversion, masking out regions with large motions to minimize bias and fitting a quadratic polynomial to the offsets. PO measurements from pairs with large perpendicular baselines have topographic residuals across the ice stream. Digital elevation model (DEM) flattening has also been applied before the 3-D processing for the RPO.
For some days, PO maps show a nonzero vertical component of motion at the grounding zone of the ice stream (Fig. 2) , indicating periodic variability to the floating ice deformation. Over longer time intervals, the ice stream moves many meters and even PO measurements may not be possible because of changes in backscatter properties of the ice-stream surface. For RIS imaged with CSK, we find RPO and APO estimates are not routinely possible when images are separated by more than 8 days.
B. (e, n, u) Domain
We consider an acquisition plan of N unique SAR scenes acquired from ascending and descending orbits at times (t 1 . . . t N ). We combine these SAR scenes into M total displacement maps, designated , over a total study period of time τ .
In general, three-component displacements of the surface can be described as the sum of a secular velocity plus timedependent periodic and transient terms. Our interest in this study is to capture tidal variability on RIS, which can be described as set of sinusoids [29] , [30] ; thus, we consider only a secular velocity augmented by a set of k sinusoidal functions. The instantaneous three-component surface displacement at any given geographic position is defined as
where v = [v e v n v u ] T is the secular velocity vector (in meters/year), t i is the time, in years, elapsed since the first acquisition in the data set, and f p is the three-component sinusoidal vector defined as
where a ζ p is the amplitude and φ ζ p is the phase for angular frequency ω p along spatial coordinate ζ .
InSAR and PO techniques provide measurements of component of the displacement projected onto an observational unit vectorl over finite-time interval. Considering (1) and (2), we can write a single-component displacement map over where the incidence-like matrix (commonly called the design matrix in graph theory and referred to as A in Small BAseline Subset terminology [5] ) is given as
where d is an M × 1 vector containing the PO maps. Later, we will employ a least-squares inversion to derive the bestfit, time-dependent, three-component velocity model to the observations. We rewrite (3) as where
After inferring the unknown values A ζ p and B ζ p for each sinusoid p along spatial coordinate ζ = [e, n, u] using the method described later, we can retrieve the amplitude and phase values defined in (2) by noting that
Given the model for surface displacements in (5), we can solve the least-squares problem for each pixel which minimizes the cost function
where is the M × 2N matrix containing the ψ i, j values. P and L are the 2N× (6k + 3) matrices, P contains the parameter functions (sinusoidal and linear terms) evaluated at the acquisition time t i , and L contains the unit vectorsl projecting the LOS and AT displacement into the east, north, and up directions. The vector m contains the 6k+3 parameters to be estimated. The operator°represents the Hadamard product, while the · operator is the Kronecker product (see the Appendix for details on L, P, and m). To simplify the description of our formulation, we assumed that both LOS and AT displacement maps are available at every time t i . However, this formulation can accommodate a general set of LOS and AT displacements.
C. Error Analysis, Model Resolution Matrix, and Dilution of Precision
The errors on the model parameters are sensitive to the details of the temporal sampling, the variety of imaging geometries, the error of each observation, and the number of modeled parameters. Assuming a given set of acquisitions and a dictionary of user-chosen temporal functions, we can estimate the number of optimal parameters and their errors. Assuming independent, normally distributed random errors, the covariance of the estimated parameters can be written as
where
and the data covariance matrix C d is assumed to be the identity matrix with σ d = 1 (i.e., unweighted least squares). A useful dimensionless metric encapsulating how the satellite viewing configuration will affect the accuracy of the deformation field is the geometrical dilution of precision (GDOP). GDOP is widely used in GPS analysis and also recently used with InSAR airborne data [18] . We use a similar quantity provided by the cumulative GDOP for understanding how well our three-component displacement field can be resolved given a certain set of SAR displacement fields. We write
where tr() is the trace operator. GDOP can be used as an estimate of the expected accuracy averaged across all components. In order to estimate the maximum number of resolvable parameters given our actual acquisition plan, we calculate the determinant of G T G and make sure that it is nonzero (full rank).
III. DATA SET Our data set consists of six stacks of CSK-stripmap Himage H4 [38] data acquired starting in 2013 when ASI was undertaking a controlled baseline experiment for the interferometric CSK Tandem mission. We processed a total of 101 SAR pairs collected along nine satellite tracks, in both ascending and descending orbital directions. All data were collected with HH (horizontal transmit and receive) polarization and in rightlook configurations generating both azimuth and range offsets. See Fig. 3 for more details. The acquisitions were planned to maximize temporal and spatial coverage. We selected a subset of 21 one-day pairs, 30 three-day pairs, 24 four-day pairs, and 26 eight-day pairs (Fig. 4) . The selected data typically have perpendicular baselines shorter than 200 m, with many baselines shorter than 100 m, and high signal-to-noise ratios in the areas of interest.
A. Model Parameters Optimization
Before considering the real observations, we first generated a synthetic data set of three-component surface displacements subject to tidal oscillations at periods consistent with those inferred from the power spectra of available GPS time series [28] , [29] (see auxiliary material Table I ). We sample the synthetic data consistent with the actual temporal sampling of our suite of observations (Fig. 4) .
We considered several tests, including assuming different sets of tidal periods, in order to guide our selection of which periods to include in the final inversion. For details on synthetic tests, we refer the reader to the supplementary material in [39] . Because our observation period is relatively short (9 months), we exclude the semiannual S sa and the annual S a solar constituents. We also limit the set of tides to those not aliased by the CSK repeat acquisition sampling (exact multiples of the repeat time, e.g., S 2 , K 2 , P 1 , and K 1 ). The remaining tides are the lunar monthly M m , the luni-solar synodic fortnightly M sf , the luni-solar fortnightly M f , the diurnal O 1 , and the lunar semidiurnal M 2 constituents. Fig. 5 shows the acquisition rate over the grounding line. We have an average acquisition rate of 0.6 acquisition/day with a maximum of 1 acquisition/day. There are also time intervals with little coverage between October and December of 2013 and March and May-June of 2014 (Figs. 4 and 5) .
We are also limited in our ability to reconstruct several tidal periods due to the low signal-to-noise ratio. The CSKstripmap PO sensitivity excludes the possibility of reconstructing the M m and M f tides for both the vertical and the horizontal and the O 1 and M 2 tides for the horizontal amplitude.
We chose a set of functions for the three-component time-series inversion that provides the best tradeoff between the principal tides affecting Rutford (see auxiliary material Table I ), the tidal periods that are resolvable with the available CSK acquisitions and the SNR characterizing the PO maps. Surface velocities on RIS vary by approximately 20% over 14.77-day periods as a result of the tidal forcing [29] , [30] , [39] . The power is approximately evenly distributed between the M sf fortnightly (14.77 period) and the K 2 luni-solar and S 2 solar semidiurnal tides [29] , [30] . [28] . Red and white triangles represent the GPS position from [29] .
In our case, we only included the M sf tide for the horizontal component and the O 1 and M 2 tidal constituents for the vertical component. The M sf vertical component is negligible compared to the O 1 and M 2 . Tidal and secular displacements give generally better results over grounded ice than floating ice. We are able to reproduce within 7% and 15% the synthetic horizontal and vertical velocity fields, respectively, within formal error. Our tests suggest that when M 2 vertical component is not included in the inversion, secular velocity inferred vertical components differ by one-third when compared to the synthetic signal over the floating ice. When M 2 and O 1 verticals are included in the inversion, velocities are well within 4% of the actual velocity. We recover horizontal tidal signal within 90% of the synthetic signal. Based on our synthetic tests and the CSK acquisition sampling, our 
Inspection of the model resolution matrix indicates that the final set of tidal periods chosen is well-resolved given the available set of interferograms.
IV. RESULTS

A. Velocity Fields
Our (Fig. 6) .
Horizontal (north and east combined components) speed in the CSK data varies from 290 m/yr upstream to 430 m/yr toward the grounding line. Standard deviations of the velocities vary around 10%-20% of the observed values. We compared our velocity results with earlier InSAR estimates [12] , finding an average difference of 25-30 m/yr over RIS (∼10% of the total displacement). Comparison of our horizontal velocity field with that from [12] (Fig. 6) shows the largest differences at the ice-stream margins, suggesting a nonnegligible difference in the inferred shear margin velocity. This difference is presumably due to the different ground resolutions of the different estimates. The pixel size of the CSK-derived offsets is approximately 45 m, while results from [12] have a ground resolution of about 450 m. Smoothing and interpolation of the fields in [12] may also play a role.
Vertical velocity is approximately zero (Fig. 6) over the observed area, consistent with the shallow DEM slope. Close to the east shear margin, we observe upstream thickening and downstream thinning with maximum magnitudes of 7 m/yr. The vertical motion is characterized by a larger uncertainty as compared to horizontal velocities. We found that the standard deviation is approximately equal to the observed velocity field. This effect is expected since only half of the data set (RPO) is sensitive to vertical displacements.
B. Tidal Signal
Our primary result is demonstrating the possibility of monitoring the ice-flow variation due to tidal forcing of the ice shelf and the grounding zone. Previous studies [28] , [29] report the lunar semidiurnal M 2 (0.52 day) and the solar semidiurnal S 2 (0.50 day) as dominant vertical tidal constituents for the ice stream. The dominant horizontal ice along-flow variability is 14.77 days, i.e., the spring-neap M sf tide [28] , [29] , [40] . The spring-neap tides occur twice during each lunar month and are due to interference of M 2 + S 2 semidiurnal tides. We compared the horizontal amplitude and phase obtained with SAR data with GPS data (shown in [28] ). Results of tidal signal and GPS comparison are shown in Figs. 7 and 8 , respectively. The amplitude and phase of the along-flow M sf period motion are consistent with GPS observations (Fig. 8) , confirming along-flow upstream propagation modulating the RIS horizontal velocity.
We estimate a maximum amplitude of 0.4 and 1.6 m for the vertical component of the O 1 and M 2 tides, respectively. The inferred vertical M 2 and O 1 tides' amplitudes are consistent with existing GPS measurements [28] , [29] (see the Appendix and Table I ).
Phase measurements (Fig. 7 , M 2 vertical) show phase jumps of about 8°with a standard deviation of 12°that appear to not have a physical meaning when interpreting deformation at RIS. We observe that phase jumps occur between different CSK acquisition frames. We interpret this phase shift as the result of an increased GDOP (Fig. 9 ) that limits the accuracy of the inferred results. Small amplitude values also lead to a poor constraint of the phase.
V. CONCLUSION
We describe the construction of time series of threecomponent surface displacements that resolve both secular motions and tidal variability from multitemporal, multigeometry SAR image POs. Flow-line parallel displacements at M sf periods obtained with SAR data are consistent with sparse GPS observations [29] . Near the grounding line of RIS, M sf displacements are typically up to 10% of the horizontal velocities. These results are consistent with previous GPS measurements [29] , [30] . Comparisons with previous InSAR measurements show an approximately 5% difference in the horizontal velocity over the ice stream, and we attribute this discrepancy to the smoothing imposed and to the larger pixel size of the output map used in [12] . O 1 and M 2 verticaland M sf horizontal-inferred tides match with the GPS data although jumps occur in the SAR phase estimate of the O 1 and M 2 tides due to reduced GDOP values. M sf alongflow upstream propagation inferred by SAR-based measurements agrees with GPS measurements [28] , [29] , confirming that RIS horizontal velocity is modulated by the M sf spring-neap tide.
In this study, we capitalize on information coming from SAR measurements, which are able to provide coverage of ground deformation at spatial scales not reasonably accessible with in situ measurements such as GPS. Starting from a tidal spectrum calculated using GPS measurements, we exploited the space-borne SAR ability of acquiring data in remote areas, such as Antarctica, where in situ geodetic campaigns are logistically challenging and optical sensors may be ineffective due to darkness or atmospheric conditions. We used the unique characteristics of the CSK constellation to acquire data in interferometric mode with unprecedented short revisit time as well as the high spatial resolution (∼3 m) of the X-band sensor satellites, to resolve a set of tides not aliased by the constellation repeat time. We were able to reconstruct the M sf spring-neap horizontal tide and the diurnal O 1 and the semidiurnal M 2 vertical tidal constituents. Due to decreasing repeat acquisition intervals and reduced latency in data availability, SAR techniques are now beginning to provide effective short-term monitoring that, together with recently developed techniques and their utilization, will improve the understanding of the evolution of glaciers and large ice sheets.
APPENDIX
In this section, we provide further details of the matrix formulation adopted herein. Given θ and ϕ as the heading and incidence angles, respectively, we explicitly define L, P, and m in (17)- (21) , as shown at the bottom of page 8. It is important to notice that the observational unit vectorl depends on the acquisition time since several interferometric stacks are utilized in the inversion.
We show how to construct for a small set of acquisitions the over-determined system of equations in (10) . We assume to have six acquisitions equally divided between one ASC and one DSC track. Ascending and descending acquisitions are subsequent in time. We generate PO maps (ASC and DSC) according to the graph in Fig. 10 . For the sake of simplicity, we hypothesize that our dictionary of functions is composed by a linear term and one sinusoidal function. These are general assumptions used only for simplifying the notation. Our system of equations is represented in (22)- (24), as shown at the bottom of page 8, and (25) and (26), as shown at the top of page 9.
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