Abstract. In this paper, we consider the problem of determining when the capacities of distinct (d, k)-constrained systems can be equal. A (d, k)-constrained system consists of binary sequences which have at least d zeros and at most k zeros between any two successive ones. If we let C (d, k) denote the capacity of a (d, k)-constrained system, then it is known that C(d, 2d) = C(d + 1, 3d + 1) and C(d, 2d + 1) = C(d + 1, ∞). Repeated application of these two identities also yields the chain of equalities C(1, 2) = C(2, 4) = C(3, 7) = C(4, ∞). We show that these are the only equalities possible among the capacities of (d, k)-constrained systems. In the process, we also provide useful factorizations of the characteristic polynomials for these constraints.
It is well known (see, e.g., [2] ) that C(d, k) = log 2 ρ d,k , where ρ d,k is the unique largestmagnitude root of a certain polynomial, χ d,k (z), called the characteristic polynomial of the constraint. When k is finite, χ d,k (z) takes the form
and when k = ∞, Interest in constrained systems and their capacities dates back to the work of Shannon [8] . In the mathematical literature, constrained systems are the subject of study of symbolic dynamics (cf. [3] ), where the capacity of a constrained system is referred to as its entropy. (d, k)-constrained systems in particular have applications in magnetic and optical recording systems [5] .
It is easily verified that certain pairs of (d, has all its roots on the unit circle as well. Repeatedly applying the two identities above also yields the chain of equalities C(1, 2) = C(2, 4) = C(3, 7) = C(4, ∞). (6) It is the aim of this paper to show that (4), (5) , and (6) capture all the equalities possible among the capacities of (d, k)-constrained systems. More precisely, we shall prove the following theorem. (6) . The key to our proof of this result is an explicit factorization we obtain for the characteristic polynomials of the (d, k)-constraints. We show that χ d,k (z) can be factored as
is irreducible (over Z), and Φ d,k (z) either is 1 or has all its roots on the unit circle. We can, in fact, determine an explicit form for the polynomials Φ d,k (z), from which we can deduce an expression for Ψ d,k (z) for certain (d, k) pairs. An immediate consequence of this result is that C(d, k) = C(d,k) if and only if Ψ d,k (z) = Ψd ,k (z). Theorem 1 is then obtained by identifying all the cases where we can have Ψ d,k (z) = Ψd ,k (z). This last step relies heavily on the explicit form we derive for the Φ and Ψ polynomials.
The rest of the paper is organized as follows. In section 2, we present the factorization of χ d,k (z), which we use in section 3 to prove Theorem 1.
Factorization of χ d,k (z).
We shall first consider the factorization of χ d,∞ (z), as it follows directly from existing results. Throughout this paper, we shall be concerned only with polynomials with integer coefficients. Any such polynomial is called reducible if it can be factored over the integers, and irreducible otherwise.
If
We summarize these results in the following theorem.
irreducible and of the form given by (7). When k is finite, the factorization we obtain for χ d,k (z) is based on a technique originally due to Ljunggren [4] , which was further developed by Filaseta [1] . We briefly describe this technique here.
We define
Note that F (z) is self-reciprocal if and only if λ being a root of F (z) implies that λ −1 is also a root. An example of a polynomial that is self-reciprocal is z 5 − 10z 3 + 10z 2 − 1. Now, any F (z) ∈ Z[z] can always be written as F (z) = Φ(z)Ψ(z), where Φ(z) is the product of all the irreducible self-reciprocal factors of F (z) that have positive leading coefficients. If F (z) has no irreducible self-reciprocal factors, then we take Φ(z) = 1 and Ψ(z) = F (z). We call Φ(z) the reciprocal part of F (z), while Ψ(z) is called the nonreciprocal part of F (z). It is worth pointing out that this definition does not preclude Ψ(z) from being self-reciprocal itself. For example,
, and both the factors are irreducible but not self-reciprocal. Thus, the nonreciprocal part of F (z) is F (z) itself, which is a self-reciprocal polynomial. On the other hand, the reciprocal part of any polynomial is always self-reciprocal.
Note that if we take F (z) = χ d,∞ (z), then Theorem 3 shows that the reciprocal part of F (z) is 1 when d ≡ 4 (mod 6) and is z 2 − z + 1 when d ≡ 4 (mod 6). Thus, the nonreciprocal part of F (z) is F (z) itself in the former case and is Ψ d,∞ (z) as given by (7) in the latter case. Observe that in either case, the nonreciprocal part of F (z) is irreducible.
The following result [1, Lemma 1] tells us precisely when the nonreciprocal part of a polynomial is reducible.
Lemma 4 (Ljunggren-Filaseta lemma). The nonreciprocal part of F (z) ∈ Z[z] is reducible if and only if there exists
. The "only if" part of this lemma is sufficient for our purposes. To verify this part, note that if the nonreciprocal part, Ψ(z), is reducible, then Ψ(z) = A(z)B(z) for some non-self-reciprocal polynomials A(z) and B(z). Setting G(z) = A(z)B * (z)Φ(z), where Φ(z) is the reciprocal part of F (z), we see that G(z) has the properties stated in the lemma.
We shall use the Ljunggren-Filaseta lemma to prove the irreducibility of the nonreciprocal part of χ d,k (z) (k < ∞). Once this is done, we shall study the reciprocal part of the polynomial. Recall that
It is well known (see, e.g., [9] ) that when n = m + 1, the polynomial f (z) is itself irreducible. So, we need only consider the case when n ≥ m + 2. We shall show that if
The "only if" part of the Ljunggren-Filaseta lemma then shows that the nonreciprocal part of f (z) is irreducible.
. Note that g(z) must itself be a polynomial of degree n. Without loss of generality, we may assume that g n > 0 (else, replace g(z) by −g(z)).
Lemma 5. The coefficients g i of g(z) must satisfy the following equations:
Equating the constant coefficients of f (z)f * (z) and g(z)g * (z), we see that g 0 g n = −1. Since g 0 , g n ∈ Z and g n > 0, we must have g n = 1, g 0 = −1.
To get (10), we equate the coefficients of z n−1 . In g(z)g * (z), this coefficient is
, which reduces to (10) upon using (8) and (9) . We use this lemma to prove the following proposition.
Proof. As noted above, we need only prove the result for n ≥ m + 2. Lemma 5 (which applies for n ≥ m + 2) shows that any
with the last equality using (10) and (11). Thus, we see that
Since all the g i 's are integers, this equation is satisfied if and only if exactly n − 2 of the quantities g 1 , g n−1 , g i − g i+1 (i = 1, 2, . . . , n − 2) are 0, and the remaining two nonzero quantities take values from the set {−1, 1}. In particular, g 1 ∈ {−1, 0, 1}. We consider each of the three choices for g 1 in turn.
, then (9) yields g n−1 = 1. As above, we must have g k − g k+1 = ±1 for some k ∈ {1, 2, . . . , n − 2}, and g i − g i+1 = 0 for i = 1, 2, . . . , n − 2, i = k. This time, choosing g k − g k+1 to be 1 leads to g n−1 = −1, which contradicts g n−1 = 1. Thus, (9) implies that g n−1 = 2, which means that (12) cannot be satisfied. So, g 1 cannot be 1.
Thus, we have shown
For any g(z) with g n < 0, we can apply the above reasoning to −g(z). This proves that if
The proposition now follows from the LjunggrenFilaseta lemma.
Having shown the irreducibility of the nonreciprocal part of
we move on to analyzing the reciprocal part, φ(z), of f (z). Our first goal is to show that all the roots of φ(z) are in fact certain roots of unity, which will help us in determining the exact form of φ(z).
Lemma 7. If λ is a root of φ(z), then λ is a root of either
In other words, λ is either an mth or an (m + 2)nd root of unity, distinct from 1.
Proof. Let λ be a root of φ(z). Note that λ = 0 because 0 cannot be a root of
Equating the left-hand sides of these two equations, cancelling out the common terms, and rearranging, we obtain
Dividing through by λ = 0, we see that the above equation simplifies to
Hence λ is a root of either z n−m−1 +1 or
We can actually say something more about the roots of φ(z), as we shall see in the next few lemmas.
Lemma 8. If λ is a root of φ(z) that is also a root of
Suppose that λ is as in the hypothesis of the lemma. Since φ(λ) = 0, we also have f (λ) = 0, which means that
i=0 λ i = 0 and, moreover, λ m = 1. Hence (15) reduces to λ n = 1. Hence λ is also an nth root of unity distinct from 1, i.e., λ is a root of
When λ is an (m + 2)nd root of unity, things get a little more complicated.
Lemma 9. If λ is a root of φ(z) that is also a root of
, and (iii) (n + 1)/r is odd.
Proof. Let λ be as in the hypothesis of the lemma. Again, the fact that f (λ) = 0 leads to (15). This time, since λ = 1 is an (m+2)nd root of unity, we have Since the left-hand side (LHS) of the above equation is even, so is the right-hand side (RHS). This means that m must be even, since 2j + 1 is odd. This proves (i).
Rearranging (16), we get k Since gcd(m , n ) = 1, the fact that k n m is an integer implies that m |k. Writing k = lm and plugging into (17), we get ln = 2j + 1. Therefore, n |(2j + 1), which shows that n is odd, thus proving (iii). Note that as l|(2j + 1), l is also odd.
Since l is odd, λ r = −1, which shows that λ is a root of z r + 1, thus completing the proof of the lemma. Now, from Lemmas 7, 8 , and 9, we see that every root of φ(z) is also a root of ( 
If λ is a repeated root of φ(z), then it must be a repeated root of g(z) as well. Hence g(λ) = g (λ) = 0, which implies that
Multiplying (18) by (n + 1) and subtracting the result from λ times (19), we get
However, this leads to a contradiction because
with the last inequality arising from the fact that m > 0. This contradiction proves the lemma.
As observed prior to the statement of Lemma 10, we can now conclude that φ(z) is a factor of 
Thus, we have proved that (
i is the reciprocal part of f (z) and the other factor is the nonreciprocal part.
The above argument, in conjunction with Proposition 6, proves the following theorem.
Theorem
is irreducible if and only if gcd(m, n) = 1. We next tackle the case when m is even, which is a little less clean. The first observation to be made here is that when (n + 1)/r is also even, where r = gcd( gcd(φ1(z),φ2(z)) = lcm(φ 1 (z), φ 2 (z)), since dividing by gcd(φ 1 (z), φ 2 (z)) takes out some roots common to φ 1 (z) and φ 2 (z).
So, we need to show the converse, i.e., that lcm(φ 1 (z), φ 2 (z)) is a factor of φ(z). Equivalently, we need to show that φ 1 (z)|φ(z) and φ 2 (z)|φ(z). Recalling that φ(z) is the product of all the irreducible self-reciprocal factors of f (z), it suffices to show that φ 1 (z)|f (z) and φ 2 (z)|f (z). This is because any factor, irreducible or otherwise, of either φ 1 (z) or φ 2 (z) is self-reciprocal. Indeed, if π(z) is a factor of either polynomial and λ is a root of π(z), then so is its complex conjugate λ. But as λ, being a root of φ 1 (z) or φ 2 (z), lies on the unit circle, we have λ = λ −1 , implying that π(z) is self-reciprocal.
We have already seen (see (21)) that φ 2 (z)|f (z). To prove that φ 1 (z)|f (z), we shall show that f (λ) = 0 for any root λ of φ 1 (z), which is sufficient because φ 1 (z) has no repeated roots. Since λ / ∈ {0, 1}, it is enough to show that λ(λ − 1)f (λ) = 0, i.e., 
Otherwise,
, the lemma is proved once we show that gcd(φ 1 , φ 2 ) is z + 1 if q is even, and 1 otherwise.
We first show that if gcd(φ 1 , φ 2 ) = 1 then q is even and gcd(φ 1 , φ 2 ) = z + 1. Suppose that π(z) is a nontrivial factor of both φ(z) and φ 2 (z), so that there exists a λ such that φ 1 (λ) = φ 2 (λ) = 0. Such a λ must be of the form λ = e = −1, which means that 2k r q must be an odd integer. Now, as q|n and r|(n + 1), gcd(q, r) = 1. So, for 2k r q to be an integer, 2k must be a multiple of q. Let 2k = ql so that 2k r q = lr. Thus, lr is an odd integer, which shows that r and l are both odd. Furthermore, since 2k = ql, the fact that l is odd implies that q is even. In fact, this also forces λ to be −1, because λ = e 2πi k q = e πil = −1, since l is odd.
Thus, if π(z) is a nontrivial factor of both φ 1 (z) and φ 2 (z), then λ = −1 is the only root that π(z) can have. Since neither φ 1 (z) nor φ 2 (z) has repeated roots, −1 must be a simple root of π(z), which shows that π(z) = z + 1. We have thus shown that if gcd(φ 1 , φ 2 ) is nontrivial, then q is even and gcd(φ 1 , φ 2 ) = z + 1.
It remains to show only that if q is even, then gcd(φ 1 , φ 2 ) = z + 1. Note that if q = gcd(m, n) is even, then so is n. Therefore, n + 1 is odd, and since r|(n + 1), so is r. But, for even q and odd r, it is clear that φ 1 (−1) = φ 2 (−1) = 0. Hence (z + 1)| gcd(φ 1 , φ 2 ), meaning that gcd(φ 1 , φ 2 ) is nontrivial. But as we have already shown, this implies that gcd(φ 1 , φ 2 ) = z + 1.
We compile all the results proved above for the case when m is even in the following theorem. 
We would like to remark that when q is even, n = (n + 1)/r is odd, so that the statement of the theorem is indeed consistent.
At this stage, it is worth pointing out that the results of Theorems 11 and 14 can be partially obtained from results in the existing literature, specifically [4] and [6] . Observe that, as noted in the proof of Lemma 10, we may define g(z) = (z − 1)f (z) = z n+1 − z n − z m+1 + 1. Now, Ljunggren [4] considered the factorization of polynomials of the form q(x) = x n ± x m ± x p ± 1 with n > m > p > 0 and claimed to show that all such polynomials can be factored as q(x) = φ(x)ψ(x), where φ(x) is self-reciprocal and has all its zeros on the unit circle and ψ(x) is either 1 or a non-self-reciprocal irreducible polynomial. However, there was a minor error in Ljunggren's work, which was subsequently corrected by Mills [6] . Mills's work shows that Ljunggren's claim is in fact true for any polynomial g(z) as above. Since m + 1 ≥ 2, g(z) is not self-reciprocal and hence must have a nontrivial nonreciprocal part ψ(z). Thus, these results show that g(z), and hence f (z), can be written as the product of a self-reciprocal polynomial having all its roots on the unit circle and a nontrivial, irreducible, non-self-reciprocal polynomial. Of course, these results do not go so far as to provide the specific forms of the reciprocal and nonreciprocal parts of f (z) that we have derived above. So, in the interest of keeping our paper selfcontained, we have chosen to include complete proofs of the aforementioned theorems.
Identifying equalities among (d, k) capacities.
We shall use the factorization obtained in the previous section for the characteristic polynomials of (d, k) constraints to determine all possible equalities among the capacities of such constraints. We begin by showing that this problem is equivalent to the one of determining when the nonreciprocal parts of the characteristic polynomials of two such constraints can be equal. Throughout this section, we consider (d, k) pairs such that 0 < d < k ≤ ∞, and Φ d,k (z) and Ψ d,k (z) will be used to denote the reciprocal and nonreciprocal parts, respectively, of the characteristic polynomial χ d,k (z). Also, given polynomials f (z), g(z), we shall use f (z) = g(z) to denote that the two polynomials are identical.
Theorem 15.
, the ρ's being the largest roots of their respective characteristic polynomials.
Observe first that since the reciprocal parts of the characteristic polynomials have all their roots on the unit circle, and the ρ's are strictly greater than 1, the ρ's must be roots of the nonreciprocal parts. So, if Ψ d,k (z) = Ψd ,k (z), then their largest roots must be identical, i.e.,
is irreducible and has ρ d,k as a root, it must be the minimal polynomial (over Z) of ρ d,k . Similarly, Ψd ,k (z) is the minimal polynomial of ρd ,k . Hence by the uniqueness of the minimal polynomial of an algebraic integer,
With this theorem in hand, we can begin our investigation of equalities among the capacities of (d, k)-constrained systems. We shall first consider the case when at least one of the (d, k) constraints has k = ∞. Observe that since At this point, we shall find it convenient to introduce some definitions. Proof. If q = r, then f (z) cannot be of Type III, since the definition requires q to be even and r to be odd. So, suppose that f (z) is of Type II, with q = r. Note that since q|n and r|(n + 1), we must have gcd(q, r) = 1, and hence q = r = 1. As z r + 1 = z + 1 is a factor of f (z), we must have f (−1) = 0. Now, it is easily verified that since f (z) has the form z n − m i=0 z i , f (−1) can be 0 only if m and n are both even. So, q = gcd(m, n) is even, which is impossible since q = 1.
We will also find the following set of definitions to be useful. 
, and letq = gcd(m,n). Under the assumptions of the lemma,
and From (23) and (24), we see thatn = 2d. Plugging this andq = d into (22),
The proof of the above lemma involves arguments typical of those used in the proofs to follow. One especially important fact used in the above proof that should be kept in mind is that the function 1 , when applied to the polynomial
Also, in all that is to follow, we shall continue to take (m,n) to be (k −d,k + 1) andq to be gcd(m,n).
wherer = gcd(m 2 + 1,n + 1), and the last equality above comes from (21).
Since the Ψ's are as given above, we have (zr + 1)(
l=0 z lq , which upon expanding out the LHS becomes
Our goal is to show that such an equality cannot arise for any d,d,k satisfying the hypothesis of the lemma, leading to a contradiction that proves the lemma.
Applying ξ 1 to both sides of (25), we get d +r + 1 =n −q + 1, implying
Next, note that the function 1 , when applied to the RHS of (25) 
Proof. An argument similar to that at the beginning of the proof of Lemma 20
Equivalently, multiplying both sides by z + 1, we have
Expanding out both sides of the above equation, we get
Now, by definition of Type III,r ≥ 3, so that the term −z d+r on the LHS of the above equation cannot get cancelled out by another term on the LHS. Therefore, the RHS must also have a −z d+r term, and due to the negative sign, it must be one of
In other words, d +r must be one of the exponents of z in these two summations. Observe that the maximum exponent of z in these summations is max(m −q + 1,n −q) = max(m + 1,n) −q =n −q, sincê n >m. Therefore, d +r ≤n −q.
However, if we apply ξ 1 to both sides of (27), we find that d +r + 1 =n −q + 2, so that d +r =n −q + 1, which contradicts d +r ≤n −q. So, (27) cannot hold under the assumptions of the lemma, implying that C(d, ∞) cannot be equal to C(d,k) .
The last three lemmas show that when d ≡ 4 (mod 6), then
. The next three lemmas consider the case when d ≡ 4 (mod 6). Recall that for any such d, Ψ d,∞ (z) is as given in (7).
Lemma 22. Let d ≡ 4 (mod 6) andd,k be such that χd ,k (z) is of Type I. Then,
on the RHS of (33) can either be 0 or +1, which implies that the RHS cannot be of the form required by χd ,k (z). Therefore, we cannot have When 1 is applied to the LHS of (38), we either getr ifr ≤ q, or we get q if
Taking the derivative of both sides of (46) and setting z = 1 yields −2m = −2m, so that m =m. Next, taking the second derivative of both sides of (46) and setting z = 1, we get 4n − 2m 2 − 2mr − 2m = 4n − 2m 2 − 2mr − 2m.
Using the fact that m =m, the above equation reduces to 4n − 2mr = 4n − 2mr. (48) But now, using (47) and (48), we have (2m + 4)r = 4(r + n) − (4n − 2mr) = 4(r +n) − (4n − 2mr) = (2m + 4)r.
Since m = −2, as m > 0, we must have r =r, as desired.
