A major problem in homological algebra is the effective calculation of Ext¿ (K, K) for a graded algebra over a field K. In topology, the problem comes up in evaluating the E2-term of the Eilenberg-Moore spectral sequence and the £2-term of the Adams spectral sequence.
An algebra A = (A, <p) will be a connected module together with an element <P e Hom0 (.4 ® /I, /Í) satisfying the usual conditions (including associativity). /I (or, rather, <p) will be said to be commutative if <p(x ® y) = (-\)P9<p(y <g> x) for x e Ap, y e AQ.
The meaning of terms like "map of algebras", ",4-module", "map of Amodules", etc., are the usual ones.
For a connected module X, I(X) denotes the "augmentation ideal", i.e., (I(X))0 = 0, (I(X))n = Xn if « > 0.
In the sequel much use will be made of bigraded modules U={Um¡n}. If U and V are bigraded, we define U ® V by We shall always refer to the first grading as the degree, the second as the dimension; thus, the grading of singly graded modules will be regarded as a dimension.
Most of the maps we shall consider will be of type (k, 0); the various formulas for signs then simply reflect the degree; cf. [4, p. 299] .
If U={Um¡n} is positive in both gradings, we define IU by (IU)m.n = Um¡n if m > 0 or n > 0, = 0 if m = n = 0.
The projection U->■ i/0,oc V will be denoted generically by n0. Into this context we introduce the following "weighted dimension filtration": FP = FPA is the submodule generated by terms of the form ax ® a2 ® ■ • • ® at, where a¡ e ,4¡>n. such that nx + 2n2+ ■ ■ ■ +/«i ë -/>.
Clearly F"¿=¿ if pèO, FP^FP + 1, f\ ^p = 0, O0(^i, ® Fq)^Fp + q.
All this being given we make the following 1.1 Definition.
(,4, O), or more precisely ({,4¡, <p¡}, O) is a twisted algebra if 4>: ,4 ® A -+A is an associative product with unit and the following conditions are satisfied :
(0) Each <p is commutative.
(1) (Convergence Assumption). There is an integer-valued function on y(i) with y(i) -> co as i -> oo such that ,4¡>?l = 0 if 0 < « < y(i).
(2) (<S>-%)(Fp®FQ)^Fp + ^x. It follows from (2) that <D(FP ® Fq)cFp + q. We shall write a ° ¿> = 0(a <g> Z>) and refer to í>, i>0 as the twisted, untwisted multiplication respectively. Suppose ({B¡, <p¡}, <I>) is another twisted algebra, where with the customary abuse of notation we use symbols like <p¡, $ generically, and g¡: A¡-^ Bt a sequence of maps of algebras, then g = (g)j" j g¡ : A -> 7i is called a map of twisted algebras if ®(g ® g)=g®-Thus, for g to be map of twisted algebras we require g (a°b) =gifl) ° g(b) and g(ab)=g(a)g(b).
Note that in all these definitions the case of a finite tensor-product is included : condition 1.1(1) is then vacuous.
1.2 Examples.
1.21. Let Ax, A2 be algebras. We then have the concept of the "twisted tensorproduct of algebras", cf. [1, 8.1*]. Here we have the conditions cix ° o2 = ± a2 o ax = ax ® a2, a2° a'2 -a2a'2, ax ° a'x-axa'x e Ax ® I(A2).
Condition 1.1(2) follows easily.
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The iteration of twisted tensor-products of algebras will, in general, not produce a twisted algebra in the present sense. An important exception arises as follows:
1.22. Let (Au ¡pi, </i¡) be fully commutative Hopf algebras (i.e., <p¡ and t/j¡: A{Â i ® Ai are both commutative), and suppose that Qi = (Ax ® • • • ® At, <t>i, T¡) is a Hopf algebra where we assume inductively (i.e. for each i): (i) Qi + x=Qi ® Ai + X is an extension of Hopf algebras in the sense of [1] , (ii) the twisting functions ß: Qt-> Al + X ® Ai + 1 are zero.
What condition (ii) amounts to is that T( is, for each i, simply the untwisted coproduct.
In this case we can prove (using the formulas of [1] ):
1.221 Lemma. (Ax ® • ■ ■ ® A¡, 0¡) satisfies condition 1.1(2); i.e., is a twisted algebra.
The most important case of this is the representation of the Steenrod algebra given by Milnor: The fact that the coproduct is "untwisted" in this case follows from the fact that the dual of the Steenrod algebra is a polynomial algebra-i.e. has an "untwisted" product in terms of the representation. The fact that the Milnor representation of the Steenrod algebra satisfies 1.1(2) (1.1(0) and 1.1(1) are obvious) can, of course, be read off directly from the multiplication formulas (i.e. the comultiplication formulas of the dual algebra). We leave these details to the reader.
Returning now to the case of 1.22 we see that the untwisted coproduct, when regarded as a map (A, <t>) -*■ (A ® A, <t>A®A) is precisely a map of twisted algebras in the sense of 1.1; here A ® A is, of course, regarded as the twisted algebra ®i (At ® Ai). It is now easily seen that dFp<^Fp_x, sFp^Fp + 1. Since (t/j, Ai, d¡) is a good resolution, cf. 2.01, Ut is an algebra. We can thus give U the structure of an algebra with the usual (untwisted !) formula for tensorproducts. Thus U ® A has two algebra structures:
(i) (Untwisted): Using 3>0 for A. We shall denote this extend product also by <D0-(ii) (Twisted): Using O for A. This will still be denoted by <£>.
Note that the two products differ only in regard to A : We have the same product for U. (
The twisted complex will be called a twisted resolution if there is a contracting chain-homotopy S such that SFP<^FV + X.
2.32. Next, let g = (X) g¡: A -> B be a map of twisted algebras, cf. 1.1, and let (V, B, D) be a twisted complex over the twisted algebra B. Since we have only used good resolutions, cf. 2.01, t/¡ ® Ah V¡ ® 5¡ are differential algebras. We now make a further assumption :
2.321 Assumption, (i) gt induces a map of DGA-algebras C/¡ ® At -> V¡ ® Bt.
(ii) git/jc: Vt, so that gt\ Ux : <7¡ ^-Vt is a map of algebras.
The main examples are: Our "good resolutions" are in fact bar-constructions; or gi is the identity map.
2.322 Notations. The induced map í/¡ ® A¡ ->-V¡ ® B¡ will still be denoted by gt; the map ( §)&: 1/ ® A-+V® B will still be denoted by g. Now, let G: U ® A -*■ F® B be a map of bigraded ^-modules, of type (k, 0). We define Lg(G): U® A ->■ T ® 5, of the same type, by
. A much simpler wayv of obtaining a g-linear map is lg(G) = (I){Gt(I) ® g}. Clearly L, I of 2.2 are special cases of Lg, lg for g = identity. Note lg(g)=g, Lg(g)=0; recall that we are using the symbol g for a map A -> B; and its extension to the resolutions! In all these formulas we have used, informally, the isomorphism (x)j (U¡ ® At) =«g>¡<y.)®L 2.33 Definition. G:U®A-rV<8>B will be called a map of twisted complexes (extending g) if it is of type (0, 0), g-linear and
The fact that the composition of two maps of twisted complexes is a map of twisted complexes will follow from 2.34 and 2.36 below.
2.34. Retaining the notations of 2.32, let // : B -> C be a map of twisted algebras, (W, C, D) a twisted resolution of C and H: V® B^W® C a map of bigraded
The proof is easy; once again, we recall the "abuse of notation" involved in the use of the symbols «, g, cf. 2.322.
2.35. This section is preliminary to the proof of 2.36.
Let w¡ e Ui (/= 1,..., «); since the product for the í/¡'s is the untwisted one we can write uxu2 ■ ■ ■ un for i/j ® ■ ■ • ® un and u±u2 ■ ■ ■ unu'n for (ux ® • • ■ ® un)u'n, u'n e Un. Also, let gi«¡ = t'¡ e V{. Now,
from which (and the fact that Lg(G) is "g-linear") we easily deduce the following formulas:
and, in particular
2.36. We retain the notations of 2.32, 2.34, 2.35.
Proof. In both cases, we use the formulas of 2.35, and an induction on n. (i) is then nearly obvious.
To prove (ii) it clearly suffices to prove equality on uxu2-■ -un where un e I(Un).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use We can now explain the basic idea of this paper : Beginning with certain maps "appropriate" to an untwisted resolution (U, A, d) of (A, O0) we obtain sequences G¡ such that lim,^ G¡ exists and is "appropriate" to a twisted resolution (U, A, D) of (A, Q>). To shorten statements, we shall use the notations introduced in 2.1, 2.2, 2.3 without further explanation.
3.1. Our first example is very simple. We now calculate :
for n0An=n0D5n+n05nZ)-n0 + n0n0 = 0 since n07) = n05n = 0. Hence 
Hence,
where the commutator [a, d¡u'] is taken, of course, in the sense of the product O. Note that this "error-term" is zero if a= 1. Note that 0g(G)=Lg(sG), for IIi + 15 = ri + 1. Calculating, now, as in 2.35, 2.36, it is easy to verify the following formulas:
If the "error-term" of 3.2 did not exist, neither would the functions XlJi9(G): These are simply the accumulated "error-terms" and are easily seen to satisfy the following conditions:
where, as before, vk=guk=gkuk. From this we easily deduce Lg(XUi,g(G)) = Xi,Ug(G).
Finally, we notice the following: If GFP<~-Fp_k, then XiyUg(G)Fp<~^Fp-k-x\ this is true because, due to 1.1(2), the commutator "error-term" in 3.2, will have filtration at least one less than either of the two products. 
. As yet, we have not proved that twisted resolutions exist at all. We can now prove this; the main application of the next theorem, however, is not merely to prove existence: It is a practical means of finding resolutions for twisted algebras; that is the main reason for this entire paper. Proof. From 1.1(2) we obtain immediately that (Dx -d)Fp^Fp_2; also, from d2 = 0 we easily deduce DlF^Fj,.^, finally a detailed verification shows L(D\) = Df. This is proved, using the method of 2.35, 2.36 and an induction on «.
We now prove inductively (i) D2=L(Dl), (ii) D2FP<~-Fp_n_2. For «= 1, we have just indicated the proofs. (ii) rf0r,«=2fp-i,a3rp«=íCí + i. Theorem. Let (A, <p, g) be a filtered algebra. Let (U, A, d, s) be a resolution of (A, tp), and let g also denote an admissible extension of>}. Then ¡5 induces a convergent spectral sequence (E*-q-l,dr) with dr: Ef^r* Ef *'"*'***'* and such that
(i) ES-"-t = Hp + "-t-t(E°A), (ii) E™-t = E0(H* + ,t-t-t(A)) for some filtration ofH' + q-t-t(A).
Proof. Since ¿3fpc3f,,-j, in the spectral sequence (Er, dr) induced by fÇ, d° = 0 and E° = E1. Since iSrp^Oip + j, í induces a chain-homotopy in E1 which therefore is a resolution of E°A. Applying now the functor HomA ( , K), the statement (i) is apparent.
4.21 Addendum. 7« the same situation, if (U'A, d', s') denotes a second resolution (A,<p), and g' an admissible extension of % for U' ® A, then the spectral sequences of 4.2 induced by $ and %' are isomorphic from E2 on.
Proof. Due to condition (ii) in 4.12, the chain-map U® A -> U' ® A constructed in the standard comparison theorem is filtration-preserving. This map therefore induces isomorphisms throughout the spectral sequence from E2 on, since the necessary chain-homotopies occur in E1.
4.3 Examples, (i) The filtration F of 2.1, associated with a twisted resolution of a twisted algebra, of 2.31, is admissible. For reference we shall call this filtration the weighted dimension filtration.
Note that in this case E°Ax(A, <D0) by 1.1(2). This filtration is admissible; it has been introduced and much considered by May; we call it the May-filtration; the corresponding spectral sequence 4.2 we call the May-spectral sequence.
(iii) In exactly the same way, the filtration F of 1.0 can also be introduced into the bar-construction of (A, O). This case, exactly as (i) above, has E°A=(A, O0).
4.4. For computations, the May-spectral sequence is convenient; since it is not that of a twisted resolution it is, in general, not related to the methods of §3; in particular, if we find D by the method of 3.4, there is no reason to suppose that it will be "compatible" with the May-filtration of the bar-construction.
In certain cases, however, something of this sort is true. Suppose ({At, <p¡}, O) is a twisted algebra, cf. 1.1. Let $y be a filtration of A¡. We define the associated weighted filtration <y of A=Ç §i At as follows: ÏÏPA is generated by all monomials is a resolution of (A¡, <p¡), suppose that gf has been extended to Ut ® At so as to satisfy condition 4.12. We can then extend 3 by using the same method, to the associated weighted filtration of [/® A; this will satisfy 4.12 in relation to the untwisted differential and homotopy d and s.
Suppose now that the weighted filtration satisfies 0(gp ® t5«)c3rp+,; in general, this will not be the case; though certainly O0(5P ® l}g)cl}P + q.
Then it is easily verified that ifG: U® A^-U® A is such that Gi}p<^i5P + k (for some fixed k), then (LgG)%p e ffcrt (cf. 2.32), (0gG)%p cjpmi (cf. 3.31).
Hence, it is easily seen that the behavior with respect to filtration is not changed by the sequence of perturbations in 3.4 or 3.5.
We have proved:
4.41 Lemma. The associated weighted filtration g obtained from a sequence of admissible filtrations is admissible (in relation to S, D, of3.\, 3.4), provided «(3fp®af,) c5f+, 4 .42 Remark. Note that for the case of the weighted dimension filtration the condition is a consequence of the stronger condition 1.1(2). This condition will in general not be satisfied by the admissible filtrations of 4.41. Hence, even though one may prefer, in calculations, to use another filtration, the weighted dimension filtration is essential for the convergence proofs of §3.
4.5 Application. The Steenrod algebra (modp) is a twisted algebra; A, is the [July divided polynomial algebra generated by the element dual to f¡ tensored by the exterior algebra generated by the element dual to t¡, using the notation of Milnor, [10] ; in the case p = 2, t¡ is absent. If R = (rx,..., rk) is a sequence of integers, the element dual to fj1 • ■ • fí* is denoted by P(R); the element dual to t¡ is denoted by Qi- 5. The subalgebras sfm of the Steenrod algebra sé. In this and the following sections we use the techniques developed earlier to give a partial computation of Extj^3J (Z2, Z2) where séa) is the subalgebra of the (mod 2) Steenrod algebra sé generated by Sq1, Sq2,..., Sq2', cf. [9, p. 23].
5.1. We start by giving the 5.11 Definition. qi-} is the dual of i¡{ in Milnor's description of sé [10] . Note. In particular qx,, = Sq'.
5.12 Theorem (Milnor) . Every element in sé can be written uniquely as a sum of elements of the form qhh ■ ■ ■ qtrJr with 0 < h á k ¿ • • • SI ¡r, À <h +1 '/ h =" k+1 and eachjk is a power of 2.
Thus we obtain a complete knowledge of the multiplicative structure of sé if we can express all squares (qi¡2')2 and all commutators [q¡,2i, qk,2>] in the standard form 5.12. The subalgebra séU) is generated by all qiy2< where jfit, i+j^t+l.
Qn, in the notation of 1.22, is generated by qu with /<«. The twisting function of 6. The perturbations for séi3). Over Z2 a formalism for handling the systems of perturbations of Dx is fairly easy to arrange. In particular, for séi3) the complex we start with is a divided polynomial algebra 6 .01. A(kiA, k3¡2, k3A, k2¡i, k2f2, k2il, kx,a, klti, k1¡2, kx,x) and any element in it is a sum of monomials of the form Such operators are provided with coefficients from séi3) in the evident way, and iterating two operators with coefficients a(/j• • • /i0), ß(jx-■-jxo) we obtain aß(ii+ju-■ •> í'io+7'io)-These operators would seem to be sufficient to describe the [July perturbing differentials. However, this is not quite true since the linearization operator of 2.2 involves the multiplication in the divided polynomial algebra as well as that in s/(3). Hence, in iterating two operators, binomial coefficients are introduced which depend on the monomial on which the operator is operating as well as upon the operator.
For example, if we start with the element (k2,i)i(kx,2)j(kliX)s (appropriate to the subalgebra of s/l3) generated by Sq1, Sq2), we have the formula on this (cf. 3.6). 6 .33. x3 is given by: (4) p (4) p (3) p (4) pX3)
•p (3) P (2) p (5) p (5) >-p(3)
•p(2)
•p(0 (5) p (4) p (5) p ( The reader may work out the enormous number of relations between them if he wishes. This is made somewhat easier by referring to the graphs of 7.4.
(The calculation is direct, but as an aid it is convenient to construct a spectral sequence starting from an associated graded version of E2 and converging to E3, by using the fact that E2 is a differential algebra and taking the augmentation filtration [7] .) 7.4 . To aid the reader we graph some of the parts of E3 (with some extensions). We first graph the subalgebra with generators 60, 6j, 62, 63, 6¡j, 6¡2, 6!4, c0, d0, eQ, Cu dx, £1, K, W, (Figure 7 .41). Note that in 7.41 we give no products with b31, [July but the product of every element present with b3X is nonzero and independent. Note also that vertical lines connecting two points denote multiplication by «0, while a 45°line is multiplication by hx and a broken line denotes multiplication by «2. Finally, the horizontal coordinates are t -s (t is the "internal degree" and s the "simplicial degree") while the vertical coordinates are s.
The second graph gives the various multiples by elements in the first graph of the generators X, V, X, t, 0. In particular, this gives the E2 term of our spectral sequence completely for t -s ^42. For completeness in specifying these elements it is also necessary to include a, a', a, z, t, y. Thus the family not graphed is generated by s, and b%¡2, b2¡i. Moreover, E2 S P(bî.x, blx) ® C where C is composed of 7.41, 7.42 together with the part given by the five remaining generators above. Finally, we should point out that the products XV, VX etc. do not appear in 7.41, but for completeness we have included «, dx, ex, (b2i)2 in the graph. Proof. It is easy to check that the 84 differential must be zero on all other generators for filtration reasons. It remains to verify the remaining differentials. We use the notation of 3.6.
(i) Let L = k3ko in our chain complex. We claim its boundary is k3Ak2tlk2 + k2il. ,1^2,1^3^1 (note here that though k21k3 contributes a term k2x since (J) = 0(2) this term does not appear).
(4) k%Ak2Ak3kxk0 adds error k%xk21k3 while klAk%Akl adds k%Ak2Aktx-Thus we add k31kt,xk3k2 which adds error kiAk31k\xk2. We correct this in turn with k3xk2iklAk2. Note that the term klAk2Ak3kxk0 + k3Akt,xk3k2 in (h*V)* shows 63(6¡i7í) = 64F+A. However, there is only h%V in (38,8) and 8.21(a) follows.
Thus as noted in 8.22 the proof is complete.
8.4. Now using 7.41, 7.42 it is a routine matter to calculate the Ex term of the spectral sequence for t -s<4l and we tabulate the result in Figure 8 .41 (actually we have done all the work to determine Ext'i?3 (Z2, Z2) for / -s much larger than 40 but we leave this to the reader). Figure 8 .41
