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1CHAPTER 1
INTRODUCTION
With the rapid development of information technology, the analytics of high-volume and
complex data streams becomes essential in broad fields. For example, time series data arise
with extremely rapid speed from both nature and industry, e.g., forecasting weather and moni-
toring industrial processes. Video streams with megabytes appear in the applications of super-
vising environment and event detection. In addition, the data from the World Wide Web grows
at terabytes, providing a good source for extracting knowledge, such as the hidden structure of
communities in a social network. The medical data, accumulated on millions of clinical trials
over time, provides the assistance to make diagnoses. The prominent characteristic of these
data streams is that they contain very sparsely encoded information compared with their ex-
tremely high dimensions. Hence, it is indispensable to develop a novel cohesive methodology
to efficiently process these large-scale while sparsely encoded complex data. The “large-scale”
data specifically refers to high-volume, big datasets throughout this dissertation.
In this chapter, we first overview clustering techniques for data analytics in Section 1.1.
Then, we introduce low-rank matrix approximation methods, a powerful tool to analyze big
data, in Section 1.2. Next, we present the challenges in analyzing complex data, and then sum-
marize the objectives and contributions of this dissertation in Section 1.4. Finally, in Section
1.5, we give the outline of the dissertation.
1.1 Cluster Analysis
Cluster analysis is one of the most widely used data mining techniques, which refers to a
variety of procedures designed to find natural groupings, or clusters, in multidimensional data,
based on measured or perceived similarities among the patterns (usually represented as a vector
of measurements, or a point in a multidimensional space) [59, 45]. Different from discriminant
2analysis, clustering is known as unsupervised classification. By grouping unlabeled patterns
into meaningful clusters, clustering provides a useful tool to extract information. Applications
of data clustering are found in many fields, such as information discovery, text mining, web
analysis, image segmentation, medical diagnosis, and bioinformatics.
A variety of clustering techniques can be categorized into hierarchical and partitional ap-
proaches. Hierarchical techniques organize data in a nested sequence of groups which can be
displayed in the form of a dendrogram or a tree. The clustering result of the data items can
be obtained by cutting the dendrogram at a desired level. These methods cluster data either
by iteratively merging small clusters into larger ones (agglomerative algorithms), e.g., hier-
archical agglomerative clustering [64] and Birch [113], or by splitting large clusters (divisive
algorithms), e.g., recursive cluster-splitting [44], and principal direction divisive partitioning
[16]. Hierarchical algorithms are versatile to process both isotropic and non-isotropic data;
however, they typically have higher time and space complexity.
On the contrary, partitional algorithms obtain a single partition by optimizing a criterion
function. Partitional clustering techniques are used more frequently than hierarchical tech-
niques in pattern recognition applications since the formalized optimization problems can be
easily solved by iterative methods. One category of the well-known partitional clustering algo-
rithms is mixture-resolving clustering, which employs mathematical and statistical techniques
to model data as a mixture of distributions. The representative techniques include EM al-
gorithm [29] as a parametric mixture model and Dirichlet-process [3] as a non-parametric
model. Graph-theoretical approaches construct another important branch. Spectral clustering
emerges as a well-known graph-theoretic based method with applications across various do-
mains [47, 48, 85]. Spectral clustering models the data objects as vertices of a weighted graph
with edge weights representing the similarity between two data objects. Clusters are then ob-
tained by “cutting” the graph vertices into different parts. Partitioning of the graph is obtained
by solving an eigenvalue problem where the clusters are inferred from the top eigenvectors.
3More recently, matrix decomposition-based clustering has been proposed in the literature as
an effective approach for clustering in high dimensional spaces. A typical algorithm is Non-
negative Matrix Factorization (NMF) [69], which decomposes the input matrix into two factors
with an iteration procedure. The clustering result is presented by the cluster centroids matrix
(each vector represents a cluster center) and the cluster indicator matrix (each entry denotes the
probability of a datum belonging to a certain cluster). In [109], NMF is shown to outperform
spectral methods in document clustering, achieving higher accuracy and efficiency.
From another perspective, clustering methods can be categorized as static or dynamic clus-
tering. All the methods mentioned above can be seen as static clustering. Dynamic clustering,
also known as evolutionary clustering, is the problem of processing time-stamped data to pro-
duce a sequence of clusterings for each timestep of the system [19], and the clusterings over
time should be maintained consistent. To cope with the dynamics of data, people incorpo-
rate history or temporal information in their models in the applications of community struc-
ture identification [73, 84, 116], topic or theme detection [76, 106, 80, 7, 76], event detection
[115, 114, 20], trend analysis[25, 62], proximity tracking[93] and blog labeling[1, 13].
1.2 Low-rank Approximation
Low-rank matrix approximations have gained popularity in computer vision, information
retrieval [41] and machine learning due to their ability of extracting correlations and removing
noise from matrix-structured data [2]. Since low-rank approximations are the “sketches” of the
original data [89], operations on them lead to great computational and storage efficiency.
Among various low-rank approximations, near-optimal low-rank approximations [2], a.k.a,
exemplar-based approaches [92], have gained increasing popularity in recent years owing to
great savings in both time and space. The representative methods like Algorithm 844 [12] and
CUR [40] can efficiently compute a compact approximation of the data matrix by selecting the
representative rows and columns. In addition, more advanced approaches are created to cope
with dynamic data streams, such as CMD [89] and Colibri [92]. However, so far the research
4on near-optimal low-rank approximations mainly focuses on the development of various meth-
ods that can preserve the properties of data such as the sparsity with the least computational
and space cost. In order to provide a viable solution for the analysis of large datasets, it is
essential to combine these methods with leading data mining techniques such as clustering.
The traditional hierarchical approaches and mixture-resolving clustering, like EM algorithm
[29] and k-means [74], can hardly be integrated with low-rank approximations due to using
of non-matrix structured data. Thus, low-rank approximations are more suitable in assisting
matrix-based methods.
1.3 Challenges of Complex Data Analytics
1.3.1 Clustering of Large-scale and Sparsely Encoded Data
The ubiquitous phenomenon of massive data and sparse information imposes considerable
challenges in data mining research. Among various clustering algorithms, k-means [74] is
typically viewed as one of the simplest. However, for applications with high-dimensional data
such as text mining [111], it can hardly achieve satisfactory clustering results. In these cases,
dimensionality reduction techniques, which project the original data into a lower dimensional
coordinate system, are widely employed to improve clustering efficiency and accuracy. For
example, Principle Component Analysis (PCA) [63] can find a low-dimensional linear embed-
ding of the data points that best preserves their variance as measured in the high-dimensional
input space. Also working in a transformed space, kernel-based clustering has recently been
proposed to discover nonlinear structures in the original data space [30].
Matrix decomposition-based clustering can accomplish the goal of reducing the dimen-
sionality and detecting the hidden structures of the data [11] as well. In particularly, NMF
based methods [11, 70, 95] have been popularly applied in various fields, such as text-mining
[109], image analysis [69] and bioinformatics [65]. However, these algorithms typically need
much larger working space than the volume of the data. Thus, they are not feasible to process
large-scale datasets.
5Spectral clustering emerged as a well-known graph-theoretic approach [77, 85], and has
gained popularity for its flexibility and capability of capturing non-convex geometries of datasets.
Despite these desirable properties, spectral clustering is prohibited in analyzing large-scale data
since it relies on the eigen-decomposition of a n  n Laplacian matrix of a graph, where n is
the number of data samples. This generally requires O(n2) space and O(n3) time. When a
dataset contains tens of thousands of samples, commonly seen in the Web, science, engineer-
ing, biomedicine, and real-world sensing, spectral clustering becomes infeasible.
To reduce the critical demand of storage and computation when processing large-scale
datasets by spectral clustering, many schemes have been proposed in the literature. One ap-
proach uses quantization and downsampling as a preprocessor to reduce the size of a dataset,
e.g., Yan et al.’s fast approximate spectral clustering [110]. Though it is shown that the pre-
processor aims to minimize the effect of data reduction on spectral clustering, running the
preprocess step adds heavy loads on both storage and computation.
The use of low-rank approximations is another way to expedite spectral clustering while
saving memory space. In [51], Nystro¨m-based methods are proposed with the numerical in-
tegration theory [9, 28], which use the randomly selected samples to approximate the affinity
matrix, as well the eigenvectors of the graphs’ Laplacian. It is shown Nystro¨m-based spec-
tral clustering is empirically efficient to segment images [51] and cluster large datasets [110].
However, with random sampling, it is not known the explicit connection between the reduc-
tion of data size and the approximation accuracy. In [112], Kai et al. have proposed an im-
proved Nystro¨m spectral clustering, in which the quantization error of sampling is minimized
by choosing k-means cluster centers as the representative points. That is, k-means is used as a
sampling strategy in the Nystro¨m-based approximation algorithms to improve the approxima-
tion accuracy. For extremely large data, however, all the aforementioned algorithms can only
choose a small volume of data samples, usually determined by the available memory space.
For example, for a dataset with four million data points and ten features, at most a few dozens
6of samples could be selected on a PC with 3GB RAM and the Windows XP operating sys-
tem. This number is further reduced when the dataset has a large number of features. With an
insufficient sampling, the algorithms often fail to achieve accurate matrix approximation, and
consequently produce poor clustering results. Hence, in many practical cases these methods
are not applicable to processing extreme-scale datasets.
Another viable option to cluster large-scale data is to use a distributed or parallel strat-
egy, such as distributed k-means [61] and parallel spectral clustering [86]. These approaches
typically require a distributed computing infrastructure.
1.3.2 Clustering of Large-scale and Evolving Data
In a typical large data mining application, data is not only collected over a period of time,
but the relationship between data points can change over that period too. For example, in
clustering of social network users for discovering communities [43, 81], it is natural to expect
that the association between users will change over a series of time steps. Moreover, this change
may either be drastic (e.g., a large of number of active users adding each other) or gradual (e.g.,
a small set of users slowly become inactive). Consequently, this change should be reflected in
the communities discovered at every time step. However, it is important that the clustering does
not deviate too much from the recent past due to a sudden change in the relationships between
data points. At the same time, for an evolving change in the nature, the clustering algorithm
should reflect the corresponding change in the results as well. Stated differently, clustering
at a particular time step should be based on the associations between data points (features) at
that time step. In addition, the clustering at that time step should not drastically be different
from the clustering of the recent past. This actually is a reasonable expectation in clustering
of real world datasets. This is mainly because, in a realistic dataset, one typically does not
expect to see a sudden change in features at a particular time step. An occurrence of this kind
should mostly be due to the existence of noise, and the algorithm should be robust enough to
overcome it. This dual objective evolving nature of clustering is radically different from the
7goal of a traditional clustering algorithm, and falls in the paradigm of evolutionary clustering
[19]. Coupled with this, the size of the data poses its own set of challenges. It is unreasonable
and in many cases even computationally infeasible to re-cluster as the large-scale data evolves.
1.3.3 Segmentation of High Resolution Images
Computer vision is an intellectual frontier to explore the theories and techniques that make
machines see like the human beings. Image segmentation is a fundamental problem in com-
puter vision which partitions an image into meaningful parts based on the features like color,
texture, shape and spatial locations [78]. From a theoretical perspective, image segmentation
attempts to determine what components of a dataset naturally belong together, and this is a
problem well-known as clustering [50]. Among various clustering techniques for image seg-
mentation, spectral method had emerged as a popular one [85, 6]. This is mainly because it can
group the pixels in the affinity domain, and consequently, capture non-convex geometries and
solve a segmentation problem even when the meaningful regions cannot be easily separated by
the perceived features.
Since the early 1990s, High-Definition (HD) images are widely used in television broad-
casting and movies. Generally, an HD image is of the size 1920  1080. Images with higher
resolution have also been popular today, e.g., on the Internet. To segment an image using
spectral clustering, the image is usually modeled as a weighted graph, in which each pixel is a
node, and each pair of pixels are connected by an edge. The partition of the graph (and thus the
segmentation of the image) relies on the eigen-decomposition of the graph’s Laplacian matrix.
Assuming an image has n pixels, its Laplacian matrix is of size n  n. This high spacial cost
greatly limits the usage of spectral clustering on segmenting high resolution images.
To improve the efficiency of spectral clustering on segmentation of large images, many
approximate schemes were proposed in the literature. Examples include using quantization
and down-sampling to reduce the size of data [110], or incorporating low-rank matrix approx-
imation to expedite and economize the computation [51, 112, 103]. However, for HD images,
8all the aforementioned algorithms can only choose a small volume of data points, and conse-
quently produce poor segmentation results.
1.3.4 Real-time Detection of Abnormal Events in Video Surveillance
Nowadays, intelligent surveillance systems have become an important component for the
security of a public area. Automatic detection of abnormal crowd activities is one of central
tasks in surveillance because an abnormal crowd behavior implicitly indicates the outburst of
sudden events. Characterized by illumination variation, heavy interactions, sever occlusions,
and complicated movements in a crowd scene, detection of abnormal crowd activities is a very
challenging problem in computer vision.
In the literature, various methods have been proposed for abnormal activity detection. One
approach uses object detection or tracking to model crowd behaviors, e.g., Gaussian Mixture
Model (GMM) for continuous density estimation of objects [55], and Hidden Markov Model
(HMM) representation of a trajectory [60]. However, object detection and tracking are usually
difficult in a complex crowd scene, in which robust low-level features provide a viable solution
[21, 105, 94, 58, 4]. In [72], dense motion fields and statistics are computed in each frame as the
initial features, followed by motion directional PCA to extract useful principle features in time-
span, and finally one-class SVM is employed to discriminate the anomaly from normal events.
Chen et al. [21] propose to use optical flows as a clue to cluster human crowds by an adjacency
matrix-based clustering, based on which a model of force field is built and used to detect
abnormal crowd activities. In these methods, crowd behaviors are represented by global motion
features extracted from the entire video frame. Local features have also been proposed recently
as the motion patterns in local areas can effectively reflect the dense activities of a crowded
scene. In [105], motion vectors are extracted from optical flows of KLT corners, and a motion
pattern is encoded by the distribution of motion vectors within a block. Later, a discriminative
model, trained by clustering motion patterns, is used to classify a new pattern into either a
normal or abnormal group. Other approaches utilize multiple classifiers to detect abnormal
9instances by deploying multiple non-overlapping local motion detectors. For example, Tziakos
et al. [94] propose local motion-based abnormality detectors, each of which is associated with
a specific region of interest in the scene and trained over labeled samples projected on an
appropriate subspace. In [67], motion patterns are modeled by the distributions of gradients
within local spatio-temporal regions, which can effectively capture the underlying intrinsic
structures formed in the video.
All the aforementioned algorithms adopt a classifier or detector for anomaly detection based
on the collected training videos. However, a small number of video samples is hardly sufficient
to cover the full spectrum of crowd behaviors in real-world surveillance applications. Conse-
quently, classification is prone to over-fitting and low performance. Recently, a fast abnormal
event detection method is proposed by estimating the rank of a Hankel matrix constructed
from the video data [35]. Sudden increases in the rank of the Hankel matrix are associated
with abnormal events in videos. One limitation of this method is that the Hankel matrix is built
based on individual object tracking, which is very difficult to obtain in a dense crowd scene.
Moreover, the detection is solely based on the changes of the rank value. Without an adaptive
learning component, the detection accuracy is unsatisfactory in complex crowd scenes.
1.4 Objectives and Contributions
Given challenges in theoretical studies and real-world applications of complex data ana-
lytics, this dissertation aims to provide a general framework for large-scale data analysis by
incorporating low-rank matrix approximation techniques. The main contributions include:
1. We propose Exemplar-based low-rank sparse Matrix Decomposition (EMD), a novel
method for fast clustering large-scale data by incorporating low-rank approximations
into matrix decomposition-based clustering. EMD capitalizes on the highly attractive
properties of low-rank approximation such as feature selection, robustness to noise, and
as a result, it can achieve a higher clustering accuracy. Moreover, if data can be faithfully
represented in a low linear subspace, by constraining the cluster centroids within the
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representative data subspace selected by the low-rank approximation algorithm, EMD
provides better interpretable clustering results than in the whole space. Finally, EMD
gains sparse factors: the sparsity of the weight matrix means each cluster centroid is
constructed based on the exemplars that are highly related to that cluster, and this also
greatly strengthens the interpretability of clustering results; while a sparse indicator ma-
trix means a sharp partition of the data.
2. To cluster large evolving data, we propose a general model for large-scale Evolutionary
Clustering based on low-rank Kernel matrix Factorization (ECKF). By integrating low-
rank kernel matrix approximation, ECKF partitions extremely large evolving datasets
at every time step. Different from other factorization-based clustering, ECKF works
directly in the low-rank subspace, which has highly attractive properties in knowledge
discovery such as feature selection, robustness to noise, and as a result, higher clustering
accuracy. In addition, by monitoring the low-rank approximation errors at every time
step, ECKF analyzes if the underlying structure of the data or the nature of the relation-
ship between the data points has changed over different time steps. Based on this, a
decision to either succeed the previous clustering or perform a new clustering is made.
3. In order to reduce the critical demand of storage and computation time of spectral group-
ing on large-scale datasets, we develop a general framework, Multi-level Low-rank
Approximation (MLA) for fast spectral clustering with a linear kernel. Specifically,
MLA incorporates multi-level low-rank approximations in clustering, including the ap-
proximations to the affinity matrix and its subspace, as well as those for the Laplacian
matrix and the Laplacian subspace. Thus, the computational efficiency is greatly im-
proved. In particular, when n is extremely large, selecting many data samples is gener-
ally prohibited due to limited memory, while the approximation to the affinity subspace
in MLA makes it possible to sample sufficient data points, which is essential to achieve
accurate approximation. Moreover, we propose various sampling strategies for fast se-
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lecting data samples, which makes our technique highly applicable in real-world appli-
cations. From a theoretical perspective, we mathematically prove the correctness of the
sampling schemes in MLA and show that it has a linear computational complexity.
4. To segment high-resolution images, we extendMLA toMulti-levelLow-rankApproximation-
based Spectral Clustering (MLASC) with a non-linear kernel. Similar to the linear
kernel-based method, MLASC gains high efficiency in both computational time and
space by incorporating low-rank matrix approximation into spectral clustering. Addi-
tionally, the approximation to the affinity matrix and its subspace makes it possible to
sample sufficient pixels to accurately approximate the subspace of the Laplacian matrix
and its eigenvectors, and thus achieve good segmentation. Besides, with the proposed
nearly-optimal sampling strategy, MLASC can quickly select data samples from HD im-
ages.
5. Finally, we apply our work in abnormal event detection in video surveillance. We ad-
dress anomaly detection in crowd scenes as a novelty detection problem, and provide an
efficient solution based on low-rank matrix approximation. Specifically, we model the
dynamics of a video segment by a motion matrix, where each column represents the mo-
tions of a set of continuous frames or objects. With an adaptive learning procedure, nor-
mal crowd behavior patterns are encoded by a set of motion subspaces, each of which is
a sub-motion matrix and represents the typical motions of a certain crowd behavior. The
subspaces are computed automatically from the training data through low-rank matrix
approximation. Under this framework, abnormal crowd behaviors can be identified with
the motion deviations from the representative subspaces. Without complicated tracking
or classification, our approach can fast detect abnormal events in complex crowd scenes.
In addition, through the adaptive learning module, our model is built on the observed
data, and can be expanded by incorporating new crowd behavior patterns identified by
human operators in the detection process. Thus, our approach can effectively detect
12
abnormal events in videos with very complicated crowd activities.
1.5 Outline
The remainder of this dissertation is organized as follows. We first review related work,
including clustering algorithms and low-rank matrix approximation techniques, in Chapter 2.
Then, we present the EMD model for clustering high-dimensional and large data in Chapter 3.
Next, we present the ECKF model, an extension of EMD, for clustering large-scale and evolv-
ing data in Chapter 4. A detailed discussion of the MLA model, algorithm and experiments is
presented in Chapter 5, and the extension of MLA for HD image segmentation is ginven in
Chapter 6. The approach for abnormal event detection in video surveillance is presented in
Chapter 7. Finally, Chapter 8 summarizes the research completed so far and points towards
the future work.
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CHAPTER 2
RELATEDWORK
In this section, we introduce some essential background on clustering and low-rank matrix
approximation and review related work in the literature.
2.1 Overview of Clustering Algorithms
As explained in the introduction section, the clustering algorithms can be categorized into
hierarchical clustering and partitional clustering. Hierarchical algorithms typically have higher
time and space complexity, thus they are not feasible to process big data. In contrast, par-
titional clustering usually produces clusters by optimizing a criterion function, which can be
easily solved by optimization techniques. In the following, we emphasize partitional clustering
algorithms, including probability models, graph-theoretical approaches, matrix decomposition
methods, and evolutionary clusterings.
2.1.1 Probability Models
Probability model-based algorithms, also known as mixture density-based [45] or model-
seeking [59] approaches, cluster data through modeling distributions over observed samples.
The underlying assumption is that each observation within a cluster is drawn from one or a
mixture of distributions. Their fundamental theory is the Bayesian decision rule:
P (wijx) = P (xjwi)P (wi)
P (x)
; (2.1)
where wi represent a state of nature, P (wi) is the prior probability of wi, P (xjwi) is the density
function for x given wi, P (x) is evidence, and P (wijx) is the posterior probability of the state
nature being in state wi given that the feature value x has been measured. According to the
certainty of the mixture model, there are two categories as follows.
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Parametric models assume the individual components of the mixture density are with a fixed
and finite number of parameters, e.g. Gaussian distributions, and the prior and likelihood are
from known parametric families. The goal is to estimate the parameters from the observa-
tions, as well as to make decisions about the clusters. The representative algorithms include:
Maximum-likelihood estimates, which provide traditional approaches to obtain the parameter
vectors of the component densities by taking the gradient of the logarithm of the likelihood
with zeros [45]; and Expectation Maximization (EM) [29], which iteratively computes the
maximum-likelihood estimates to solve the parameter estimation problem.
K-means [74] is known as the most popular mixture density-based clustering algorithm
for simplifying the computation and accelerating convergence. The k-means algorithm per-
forms iterative relocation to partition a dataset into k clusters, locally minimizing the overall
distortion measurement between the data points and the cluster means (a.k.a. centroids). We
use Rd to denote the d-dimensional real vector space; X = fxigni=1 denotes the set of n data
points, where the ith data point is a vector represented by xi whosemth component is xim. The
k-means algorithm creates a k-partitioning fXhgkh=1 of X so that if ffhgkh=1 represents the k
partition centroids, then the following objective function
Jk means =
kX
h=1
X
xi2Xh
kxi   fhk2; (2.2)
is locally minimized. Considering Y denotes the set of n cluster labels, where yi is the cluster
label of the ith data point xi, that is yi 2 fhgkh=1, then an equivalent form of the k-means
clustering objective function of Equation 2.2 is:
Jk means =
X
xi2X
kxi   fyik2: (2.3)
Note that finding the global optima for the k-means objective function is an NP-complete
problem [52]. Hence, in general, the k-means procedure will not converge to an optimal parti-
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tion with a random initialization.
Parametric models can suffer from over- or under-fitting of data when there is a misfit
between the complexity of the model (often expressed in terms of the number of parameters)
and the amount of data available. As a result, model selection, or the choice of a model with
the right complexity, is often an important issue in parametric modeling [90].
The Bayesian nonparametric approach is an alternative to parametric modeling and selection
by using a model with an unbounded complexity and employing the Bayesian approach to
compute the full posterior over parameters.
One well-known non-parametric Bayesian model is Dirichlet Process (DP), which provides
a prior over distributions with wide support. Formally, DP is a stochastic process whose sample
paths are probability measures with probability one [90]. Thus, each draw from a DP can be
interpreted as a random distribution [46].
Let  be a measurable space, G0 be a distribution over  and  be a positive real number,
then for any finite measurable partition (A1; :::; Ak) of ,
G  DP (:jG0; ) (2.4)
means that
(G(A1); :::; G(Ak))  Dir(G0(A1); :::; G0(Ak)); (2.5)
where Dir(:) denotes the Dirichlet Distribution [46]. Thus, a DP is parameterized by a base
measure G0 and a concentration parameter . G is a discrete distribution over , so the draws
(denoted by 1; :::; n) take the values in. With Blackwell andMacQueen’s urn representation
[14], we can infer the distribution of a new component drawn from G as follows:
nj1; :::; n 1; G0;   
n  1 + G0(:) +
1
n  1 + 
n 1X
j=1
j(:); (2.6)
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where j is a point mass located at j . By using the DP, we obtain the Dirichlet process
mixture model (DPM) for non-parametric clustering. The nonparametric nature of the DP
translates to mixture models with a countably infinite number of components, so we model
a set of observations fx1; :::; xng using a set of latent parameters f1; :::; ng. i is drawn
independently and identically from G, while each xi is sampled from the distribution F (i),
then we formulate the generative process as:
xiji  F (i);
ijG  G;
Gj;G0  DP (;G0): (2.7)
Since i is randomly drawn from G with replacement, multiple i can take the same values,
and xi with the same value of i belong to the same cluster. The clustering effect of a DPM can
be shown by a Chinese restaurant process (CRP). In a CRP metaphor, there exists a Chinese
restaurant with an infinite number of tables. A new customer enters the restaurant and joins
an existing table with the probability proportional to the number of customers already sitting
there. Also, the customer may sit at a new table with probability proportional to . In this way,
the number of tables formed is selected automatically by the model, and may grow with the
number of customers.
Hence, a DPM can achieve model selection automatically. Particularly, it can potentially
model an infinite-dimensional mixture model by extending the number of clusters with the ar-
rival of new data. Though DPM has parameters of G0 and , it is known as a non-parametric
model because it does not need the number of mixture components and their associated param-
eters, such as mean and covariance in the case of a mixture of Gaussian distributions. For the
inference of cluster labels, Gibbs sampling is generally employed to find the probability that a
data point belongs to a certain cluster given cluster memberships for other data points.
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Lately, a Hierarchical Dirichlet Process (HDP) [91] approach has been explored as a flex-
ible framework for probabilistic modeling when data are observed in a grouped fashion and
each group can be thought of as being generated from a mixture model. In a HDP, the number
of components are inferred from data using a DP prior, and the components or clusters can be
shared by different groups. The result of HDP provides a hierarchical structure of data, from
which we can mine more information. The potential applications of HDP include common
topics extraction from text corpora and image analysis [91].
2.1.2 Graph-theoretical Approaches
Given a set of data points fx1; x2; :::; xng in an arbitrary feature space, we can represent it
in form of the similarity graph G = (V;E), where vertex vi 2 V corresponding to a datum xi
and the weight wi of each edge eij 2 E corresponding to the similarity between the data points
xi and xj according to a domain-specific similarity measure. The problem of clustering is now
reformulated as to find a partition of the graph such that the edges between different groups
have a very low weight while the edges within a group have high weight. Consequently, the
points in the same group are similar and those in different groups are dissimilar to each other.
The k clustering problem becomes equivalent to finding the k-mincut in this graph, which is
known to be a NP-complete problem for k  3 [52].
Traditional algorithms are based on construction of the minimal spanning tree (MST) of
the data, and then deleting the MST edges with the largest lengths to generate clusters. Re-
cently, clustering based on spectral graph partitioning [27] has emerged as a popular method
with applications in machine learning, exploratory data analysis and computer vision. Spectral
clustering is a matrix-based model, which is amenable to vigorous analysis and brings benefit
from the well-established knowledge in linear algebra. Compared with traditional clustering
algorithms such as K-means, it is simple to implement and can be efficiently computed by
mature software.
Spectral clustering algorithms provides a relaxation version of the partition problem, which
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is based on the graph’s Laplacians matrix [47] derived from the similarities between data points
and infer the clusters from its top eigenvectors. At first, we define a few notations. W is defined
as the weighted adjacency matrix of the graph, and each its entry wij(i; j = 1; :::; n) represents
the similarity or distance between two data points. The degree of a vertex vi 2 V is defined
as di =
Pn
j=1wij , then the degree matrix D is defined as the diagonal matrix with the degree
d1; :::; dn on the diagonal. A 2-way partition is defined as two disjoint subsets A and B subject
to A
T
B = ; and ASB = V , then the cut of a graph is
cut(A;B) =
X
u2A;v2B
w(u; v): (2.8)
The optimal bipartitioning of a graph is the one that minimizes this cut value.
With different clustering objective functions, there exist Ratio Cut[54], Normalized Cut[85]
and Min-Max-Cut [32].
Ratio cut [54] is known with a balanced size of partition, and the object function is:
JRcut(A;B) =
s(A;B)
jAj +
s(A;B)
jBj ; (2.9)
where s(A;B) =
P
i2A
P
j2B wij , jAj and jBj denote the size of subsets. As proved in [54],
the second smallest eigenvalue of the Laplacian matrix gives a good approximation of the op-
timal ratio cut partition cost. That is, ratio cut in Equation (2.9) can be solved by the following
optimization problem:
JRcut(q) = argminq(q
T (D  W )q); (2.10)
where D  W is known as the Laplacian matrix (denoted by L). When q equals the second
eigenvector of L, Equation (2.10) achieves the minimum value.
The normalized cut criterion [85] measures both the total dissimilarity between the different
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groups as well as the total similarity within the groups. The object function is:
JNcut(A;B) =
s(A;B)
dA
+
s(A;B)
dB
; (2.11)
where dA =
P
i2A di. Equation (2.11) can be rewritten with the degree matrix D and the
adjacent matrixW as:
JNcut(q) = argminq
qT (D  W )q
qTDq
: (2.12)
To solve the above optimization function, we substitute D
1
2 q with z and solve the following
generalized eigenvalue system:
D 
1
2 (D  W )D  12 z = z: (2.13)
When z equals the second smallest eigenvector of D 
1
2 (D   W )D  12 , Equation (2.12) can
achieve the minimum value.
The min-max cut [32] follows the min-max clustering principle: the similarity or association
between two subgraphs is minimized, while the similarity or association within each subgraph
is maximized. The object function is:
JMMC(A;B) =
s(A;B)
s(A;A)
+
s(A;B)
s(B;B)
; (2.14)
where s(A;A) =
P
i2A
P
j2Awij . Similarly, the relaxed version of the optimization of the
min-max cut objective function leads to the Fiedler vector in spectral graph partition. That is,
by solving the following eigenvalue problem:
(D  W )q = Dq; (2.15)
we can get the minimized value of JMMC with the second eigenvector.
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As we see, all the above algorithms work on Graph Laplacians with well-motivated objec-
tive functions and eventually lead to solving an eigen-problem. With the optimal solution, the
top eigenvectors of the Laplacian matrix, some clustering algorithms like K-means can be used
to get the final clustering results.
2.1.3 Matrix Decomposition
Matrix decomposition-based clustering has been shown to effectively cluster high dimen-
sional data in text mining and multimedia data analysis.
SVD provides a classic method to decompose a matrix with broad applications of latent se-
mantic indexing and dimensionality reducing (known as principla components analysis). The
general form of SVD is X  UV T , where U is a unitary basis consisting of left-singular
vectors of X , V is a unitary basis consisting of right-singular vectors of X and  is a diagonal
matrix with singular-values on the diagonal. Thus SVD decomposes a matrix with the con-
straint of orthogonality of U and V . In SVD, all the input data and factors matrices are allowed
to have mixed-signs, so we can write
SV D : X  UV; (2.16)
when absorbing  into U . The clustering based on SVD decomposition is to project the input
data into singular vector space, and then a traditional data clustering algorithm like K-means is
applied to cluster the data in the transformed space. Since U and V can have negative entries,
the translated data may have negative values though they are originally positive. Hence, for the
positive input data like documents and images, the negativity of projected results lack intuitive
meaning.
Nonnegative Matrix Factorization (NMF) has been shown to be useful for many applications
in pattern recognition, text mining and multimedia data analysis. NMF is a linear, non-negative
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approximate data representation, and it becomes popular in machine learning and data mining
since Lee [69] brought it as parts-based representations. NMF clustering is based on the impli-
cation of the cluster posterior obtained from matrix factorization when assuming NMF follows
a certain distribution, and it has been shown to be equivalent to the (kernel) k-means clustering,
Probabilistic Latent Semantic Indexing (PLSI) [71] and the Laplacian-based spectral clustering
[31]. In the following, we first survey several matrix decompositions, and then we discuss the
relations with other clustering methods. Let the input data matrix X = (x1; :::; xn) 2 Rdn,
where X is a set with n data column vectors, and each data point has d features. Now, we
decompose X into a few factors with different constrains.
When the factors are restricted to be nonnegative, we can arrive the standard NMF as:
NMF : X+  F+G+; (2.17)
where F 2 Rdk and G 2 Rkn. From “parts-of-whole” view, F is known as the basis matrix
[69, 70], which contains a basis that is optimized for the linear approximation of the data inX .
A good approximation can be achieved only if the basis vectors discover the latent structure
in the data. G is an encoding matrix, and each column consists of the coefficients by which
a data point is represented with a linear combination of the basis vectors. From clustering
perspective, F can be regarded as the cluster centroid matrix with each column representing a
cluster center, while G is the cluster indicator matrix with Gik giving the posterior probability
that xi belongs to the k-th column cluster. The decomposition can be obtained by solving the
following optimization problem:
JNMF = min
F0;G0
kX   FGTk2: (2.18)
Sparse coding [49] has also, on theoretical grounds, been shown to be a useful middle
ground between completely distributed representations, on the one hand, and unary represen-
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tations on the other. Although NMF tends to produce a sparse representation of the data, which
makes the encoding easy to interpret, the sparseness given by NMF is somewhat of a side-effect
rather than a goal. Hoyer proposed a variant of basic NMF with restricting the sparseness on
factors [56], which is shown more qualitatively as the parts-based representations. The main
idea of the method is, one or both factors are restricted with certain sparseness (defined by the
user) in each iteration.
Semi-NMF method, Motivated by K-means clustering, is proposed [33] to solve factorization
of a mixed-sign matrix. K-means clustering can be written as a matrix factorization form
X = FGT , where F contains the cluster centroids and G contains the cluster membership
indicators. Hence, F may contain negative entries whenX is a mixed-sign matrix. Semi-NMF
solves this problem by constraining G to be nonnegative while putting no restriction on F as
described in Equation (2.19).
semi-NMF : X  FG+; (2.19)
where each mix-signed matrix is separated into the positive and negative parts:
A+ik = (jAik + Aikj)=2; A ik = (jAik   Aikj)=2: (2.20)
Convex-NMF is proposed as an interpretable matrix factorization method, by taking a con-
straint on the basis matrix F [33]. In NMF and Semi-NMF, there are no constraints on the
basis matrix F . That is, F can be anything in the solution space. If we restrict the vectors of F
to lie within the space spanned by the columns ofX , the matrix factorization can be interpreted
in terms of weighted cluster centroids. That is, if we denote F as:
F = (fl; :::; fk); (2.21)
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then the restriction is:
fl = w1lx1 + :::+ wnlxn = Xwl: (2.22)
This constraint has the advantage that in the interpretation of the cluster centroid vector fl
as weighted sums (convex combination) of entire data points. Compared with basic NMF,
Convex-NMF build the relation between centroids space and data space with F = XW , so it
can generally capture the notion of cluster centroid. With this constraint, F can have negative
elements ifX is a mixed-sign matrix. Hence, Convex-NMF can be applied to both nonnegative
and mixed-sign data matrices. Besides, as proved in [33], Convex-NMF tend to generate sparse
factors, leading to sharper indicators of the clustering. The object function of Convex-NMF is:
JConvex-NMF = min
W0;G0
kX  XWGTk2: (2.23)
To minimize JConvex-NMF, an iteration procedure is proposed by using two rules for updating
factorsW and F .
The original dataset X can be mapped into a high-dimensional space with a kernel trick:
X ! (X) = ((x1); :::; (xn)). In the basic NMF with kernel-induced mapping, factor-
ization (X)  FGT would be difficult to compute because F and G depend explicitly on
the mapping function (:). However, Convex-NMF provides an appealing resolution of this
problem:
(X)  (X)WGT ; (2.24)
since the object function
k(X)  (X)WGTk2 = Tr[(X)T(X)  2GTT (X)(X)W +W TT (X)(X)WGTG]
(2.25)
depends only on the kernel k = T (X)(X). With the similar updating rules as Convex-NMF,
we can get the factorization of the Kernel version.
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Tri-factorization is proposed by Chris Ding [34], which is initially an extension of orthogonal
2-factorization. When orthogonality is constrained on both factors F andG, NMF is equivalent
to the simultaneous K-means clustering. With adding additional degrees of freedom S as the
middle matrix, the decomposition can remain accurate while F gives row clusters and G gives
column clusters:
X  FSGT : (2.26)
The object function becomes:
JTri-NMF = min
F0;G0;S0
kX   FSGTk2; s:t:F TF = I;GTG = I: (2.27)
The algorithm is similar to basic NMF. That is, successively updating each factor when fixing
others.
When the input X contains a matrix of pairwise similarities, X = XT , it becomes the
symmetric tri-factor NMF:
JSymmetric-TriNMF = min
H0;S0
kX  HSHTk; s:t:HTH = I; (2.28)
where H = F = G. Then the updating rules are:
Hih  (W
THS)ih
(HHTW THS)ih
; (2.29)
Sih  (H
TWH)ih
(HTHSHTH)ih
: (2.30)
2.1.4 Methods on Clustering of Dynamic Data: Evolutionary Clustering
Mining from data streams has potential applications including market orienting, customer
analyzing, expert finding, fraud detecting, disease tracking, community detecting [26] [84],
relevance detecting [93] and topics recommending[23][1]. Due to the evolving nature of these
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data, evolutionary clustering has emerged to cope with the challenges of mining temporally
smooth clusters over time. Compared with static clustering, evolutionary clustering takes the
benefits of all background knowledge, including the history clusters, cluster popularity and
cluster parameters dynamics. In a nutshell, evolutionary clustering has the following charac-
teristics:
1. Smoothing clusterings over time: An evolutionary clustering algorithm can ensure the
clustering transitions smoothly over time. That is, insights derived from a study of pre-
vious clustering can be applied to the current data, leading to the current clustering is
similar to the previous one. If the true clusters shift over time, evolutionary clustering
will naturally present a smooth view of the transition.
2. Tracking dynamics of the evolving clusters: First, the evolution of cluster parameters
can be tracked if they evolve based on a given time series model. Consequently, the
evolutionary clustering can provide a mixture-model for each time step. Second, cluster
popularity over time can be examined. An evolutionary algorithm generates the clus-
ters over time, so one knows which cluster is popular over time and which one loses
popularity. Third, cluster membership can be inspected. An evolutionary clustering al-
gorithm should make the cluster memberships stable over time. If a datum transits its
membership, the algorithm should supervise the change.
Thus, an evolutionary clustering algorithmmust trade off the benefit of maintaining a consistent
clustering over time with the cost of deviating from an accurate representation of the current
data [19]. Concerning clustering, many existing algorithms applied in static graphs have been
extended in dynamic graphs, such as kmeans [19], k-nearest [13], spectral [24][1], svd [25] and
NMF [26] etc. From the perspective of clustering models, evolutionary clustering can be cat-
egorized into probability-based and graph-based frameworks. Evolutionary probability-based
algorithms focus on modeling distributions over evolving data streams. Like static probability
models, there are parameter and non-parameter categories.
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Parametric models estimate parameters with the assumption that the components of the mix-
ture density are from known distributions with a finite number of parameters. In [76], a prob-
abilistic approach is presented to discover and summarize the spatiotemporal theme patterns
in weblogs. Specifically, the purpose is to automatically extract a set of major themes from a
collection of blogs, leading to computing the life cycles of the common themes given a location
and computing the theme snapshot over all locations given a time period. First, two assump-
tions are made: each word in the collection is a sample from a mixture model with multiple
multinomial distributions as components and each component represents a theme; the theme
coverage in a document depends on the time and location of the document. Given a weblog
collection C and the vocabulary V , the spatiotemporal theme model is proposed as:
log p(C) =
X
d2C
X
w2V
c(w; d) log[Bp(wjB)
+ (1  B)
kX
j=1
p(wjj)((1  TL)p(jjd) + TLp(jjtd; ld))]; (2.31)
where c(w,d) is the count of word w in document d, td and ld are the time and location labels
of d, B represents the background theme (containing the common English words such as “a”,
“the” etc), j are meaningful themes for all documents, B is the probability of choosing B
and TL is a parameter to indicate the probability of using the theme coverage distribution of
the spatiotemporal context to choose a theme. Finally, an EM algorithm is used to estimate
the parameters in Equation (2.31) by maximizing the data likelihood. Once the parameters are
estimated, the theme life cycle for a given loaction ~l can be obtained by computing:
p(tjj; ~l) = p(jjt;
~l)p(t; ~l)P
~t2T p(jj~t; ~l)p(~t; ~l)
; (2.32)
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where T is the set of time steps. And the theme snapshot given time stamp ~t is computed as:
p(j; lj~t) = p(jj
~t; l)p(~t; l)P
~l2L
Pk
j=1 p(jj~t; ~l)p(~t; ~l)
; (2.33)
where L is the set of locations.
Non-parametric models make no restrictions on the number of components and parameters,
which are especially useful to analyze the structure and parameters of evolving data streams.
Latent Dirichlet Allocation model LDA [15], a generative probabilistic model for collections
of discrete data, is popularly used in the applications of text mining. The basic idea is that
documents are represented as random mixtures over latent topics, where topics are sampled
from dirichlet distribution and words in each topic follow multinomial distributions. LDA is a
flexible model due to no restriction on the components and automatically detecting the structure
of data. Based on LDA, there appear many variants to process dynamic data.
Topics over Time (TOT) [106] is presented as a non-markov-continuous-time model of
topical trends, which explicitly models time jointly with word co-occurrence patterns. By
extending LDAwith incorporating temporal information, TOT can predict absolute time values
given an unstamped document, as well as the topic distributions.
In [80], a time-sensitive and community-sensitive model is proposed to group blog en-
tries into stories, while leveraging distinct characteristics of blogs like entry time-stamps and
community structure. Two steps are included in this model. First, a community graph is con-
structed based on interlinks within a period of time, and community-topic clusters (CT-clusters)
are computed with association of community structure, entry contents and entry membership.
Second, a Modified Time-sensitive Dirichlet Process model is used to divide each CT-cluster
into stories with incorporation of time stamps. In both stages, the clusters are generated as
components from Dirichlet Process, so this model can automatically detect the stories without
specifying the number of clusters.
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Evolutionary Graph-based Algorithms Like static graph-theoretical approaches, the evolu-
tionary graph-based algorithms translate data streams into a set of graphs over time and par-
tition these graphs with smooth clustering results. For examples, in a blogsphere, a set of
interlink graphs can denote the relation between blogs with entries as nodes and their interlink
relationship as edges [8][73][81], or 3-partite graphs, known as authors entries locations,
can represent the communities [116]. With the evolving graphs, we may hope to get consistent
clusterings between successive timesteps.
One representative method is evolutionary spectral clustering proposed by Yunchi [24],
in which the clustering cost functions contain terms that regularize temporal smoothness. The
clustering cost function is used to measure the quality of a clustering result on the evolving data.
There are two kinds of costs: snapshot cost (CS) measures the snapshot quality of the current
clustering result with respect to the current data features; and temporal cost (CT) measures
the temporal smoothness in terms of the goodness-of-fit of the current clustering result with
respect to historic data. Then, the overall cost function is:
Cost =   CS +   CT; (2.34)
where  and  are the weights of two costs assigned by the user. Now, the goal becomes how to
compute the clusterings over time while minimizing Equation (2.34). Two frameworks based
on spectral clustering are proposed. One is called PCQ (preserving cluster quality), in which
the current partition is applied to historic data and the resulting cluster quality determines the
temporal cost. While in PCM (preserving cluster membership), the temporal cost is determined
by the resulting difference when comparing the current partition with historic partition. Then,
the problem of minimizing clustering costs can be solved using spectral theories. For PCQ, the
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object function is:
CostPCQ    k     Tr[XTt (D 
1
2
t WtD
  1
2
t )Xt]
+   k     Tr[XTt (D 
1
2
t 1Wt 1D
  1
2
t 1)Xt]
= k   Tr[XTt (D 
1
2
t WtD
  1
2
t + D
  1
2
t 1Wt   1D 
1
2
t 1)Xt]; (2.35)
where k is the number of clusters,Dt is a degree matrix at time step t andWt is the tth adjacent
matrix. And the object function of PCM is:
CostPCM =   k     Tr[XTt (D 
1
2
t WtD
  1
2
t )Xt]
+

2
 kXtXTt  Xt 1XTt 1k
= k   Tr[XTt (D 
1
2
t WtD
  1
2
t + Xt 1X
T
t 1)Xt]: (2.36)
Therefore, an optimal solution that minimizes the costs is the matrix Xt, whose columns are
the k eigenvectors associated with the top-k eigenvalues of the Laplacian matrix.
2.2 Low-rank Approximation Algorithms
Low-rank approximations, especially near optimal techniques, provide an efficient tool to
analyze voluminous data streams. With the reduced rank “sketches”, further processing be-
comes easier due to a substantial computational complexity reduction. In addition, this sketch
captures the information of correlations of the original data while far away from the noise,
leading to precise summarization. Compared with matrix decomposition based clustering,
low-rank approximations focus on using little time and storage to provide a possibly “precise”
approximation, whose reconstruction error is as small as possible, while matrix decomposition
based clustering aims to arrive at reasonable decisions on groupings through minimizing the
reconstruction error with particular constraints. Though the purposes of the two techniques
are different, the common goal of the decomposition is to gain high reconstruction accuracy.
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If they are combined carefully, a novel methodology can be developed to cluster voluminous,
sparse and dynamic data.
Given a large matrix X , a low-rank approximation is invariably expressed in the form
X = CUR; (2.37)
where C and R are full-rank matrices and U is nonsingular. Then we denote such an approxi-
mation withXk, which equals CUR. WhenX is dn and U is of order k, this approximation
requires (d + n + k)k words to store, as opposed to dn for the full X . Moreover, the matrix-
vector product Ax requires (d+ n+ k)k additions and multiplications to compute, as opposed
again to dn additions and multiplications for the full A. Clearly, if k is small, great savings
are to be had by using the low-rank approximation of Equation (2.37). Consequently, with
the “sketches” or “summary” representation of the original data, low-rank matrix approxima-
tions have popularly applied to computer vision, information retrieval and machine learning
for extracting correlations and removing noise from matrix-structured data [2].
A widely used low-rank approximation is Singular Value Decomposition (SVD), which
is known to be optimal in the sense of achieving the minimum Frobenius norm. However,
the algorithms for computing optimal low-rank approximations generally operate through re-
peated matrix-vector multiplication, thereby requiring super-linear time and large working sets
[53]. Recently, near optimal low-rank approximation [2], a.k.a, exemplar-based approaches
[92], have gained increasing popularity owing to the great savings in both time and space.
By approximating the dataset with real sparse columns and rows of the original data matrix,
near-optimal low-rank approximations are qualified to process massive matrices, such as data
streams from web corpora and video sequences. In the following, we discuss some representa-
tive low-rank approximation algorithms.
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2.2.1 SVD
The theory of singular value decomposition (SVD) provides the following best low-rank
approximations of X in terms of the Frobenius norm
kXk2F =
dX
i=1
nX
j=1
X2ij: (2.38)
Theorem 2.2.1. Let the singular value decomposition of X 2 Rdn be X = UV T ,
 = diag(1; :::; min(d;n)); 1  :::  min(d;n); (2.39)
, and let U and V be orthogonal. Then for 1  k  min(d; n),
min(d;n)X
i=k+1
2i = minfkX  Bk2F j rank(B)  kg: (2.40)
The minimum is achieved with bestk(X)  Ukdiag(1; :::; k)V Tk , where Uk and Vk are the
matrices formed by the first k columns of U and V , respectively [53].
There are stable direct methods for its computation; however, these methods compute the
full decomposition and are not suitable for very large matrices. Moreover, the approximation
bestk(X) and the associated factors Uk and Vk are generally not sparse even if the original
matrix X is sparse. Therefore, the storage requirement of bestk(X) can be even greater than
that of X .
2.2.2 Nearly Optimal Low-rank Approximation
Near optimal low-rank approximations provide one approach to overcome the limitations
associated with computing optimal low-rank approximations. In many applications, it is rea-
sonable to compute Xk that satisfies:
kX  Xkk2F  kX   bestk(X)k2F + ; (2.41)
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where  represents a tolerable level of error for the given application [2].
Q-less QR approximation , proposed by Berry et al., is a low-rank approximation algorithm
for sparse matrices [12], which applies Gram-Schmidt method in the pivoted QR decomposi-
tion to compute the sparse low-rank approximation.
In general, QR factorization has the form
XP = QT; (2.42)
where X is the input matrix, P is a permutation matrix, Q is an orthogonal matrix and T is
an upper triangular matrix. A rank k approximation to X can be obtained by partitioning the
factorization of Equation (2.42). If B = XP = QT and write
(B
(k)
1 B
(k)
2 ) = (Q
(k)
1 Q
(k)
2 )
0B@ T (k)11 T (k)12
0 T
(k)
22
1CA ; (2.43)
then the approximation is given as,
~X(k) = Q
(k)
1 (T
(k)
11 T
(k)
12 ): (2.44)
Since Q(k)2 is orthonormal, the error in ~B
(k) as an approximation to B is
kB   ~B(k)k = kT (k)22 k: (2.45)
To compute the decomposition, we can successively bring a column of A at a time and use it to
compute an additional column of Q and row of T . The process of selecting columns is called
column pivoting, and the classical choice of a column is the one that corresponds to the column
of T (k 1)22 of largest norm.
The Quasi-Gram-Schmidt method is proposed to solve QR factorization. Give B = QT ,
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we can compute a QR factorization
(B a) = (Q q)
0B@ R r
0 
1CA (2.46)
of (B a) with the following equations:
r = QTa; (2.47)
 = ka Qrk; (2.48)
q =  1(a Qr): (2.49)
However, even if X is sparse, Q is in general not sparse. Hence, with Q = BT T , a quasi-
Gram-Schmidt step is used to generate a pivoted Q-less PQR factorization, called sparse-PQR
(SPQR), and the corresponding approximation is (B(k)1 T
(k) 1
11 )(T
(k)
11 T
(k)
12 ).
Based on SPQR, a sparse column-row approximation can be computed by applying SPQR
to the columns and rows of A respectively. As a result, we obtain a representative set of
columnsCdc and an upper triangular matrix T , as well as a representative set of rowsRrn and
another upper triangular matrix S. Then, the matrixUcr is computed asU = T 1T T (CTXR)S 1S T
to minimize kX   CURk2F [87]. Finally, the column-row low-rank approximation can be ob-
tained as,
~A = CUR = C(T 1T T (CTAR)S 1S T )R: (2.50)
As shown in [12], SPQR requires less time than SVD. Especially, it can achieve great compu-
tational savings when k is higher. Regarding storage, SVD requires (n + m)k floating-point
words, whereas SPQR requires only k2 words.
CUR[40] is another well-known exemplar-based approximation method by employing Fast
Monte Carlo algorithms. In CUR, the probability distribution over columns and rows and the
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rescaling are crucial features which must be chosen judiciously. There are two algorithms to
be proposed: LINEARTIMECUR, which computes an approximate CUR decomposition of a
matrix X 2 Rdn using linear additional space and time; and CONSTANTTIMECUR, which
requires constant additional time and space to compute the decomposition. Both algorithms
make extensive use of the corresponding results from [38] for approximating the SVD of a
matrix as well as results from [39] on approximating the product of two matrices. In the
following, the emphasis is on the discussion of LINEARTIMECUR algorithm.
In LINEARTIMECUR, the rows distribution fpigdi=1 and columns distribution fqigni=1 are
defined as
pi = jX(i)j2=kXk2F ; qj = jX(j)j2=kXk2F ; (2.51)
where X(i) denotes the ith row and X(j) denotes the jth column. Then we can sample the
column representative matrix C 2 Rdc by rescaling a randomly chosen subset of c columns
ofX based on columns distribution: if the -th column is chosen, then it is rescaled by 1=
p
cq
before inclusion in C. Similarly, a representative row matrix R 2 Rrn can be constructed by
rescaling each randomly selected row by 1=
p
rp. At the same time, a matrix 	 2 Rrc is
formed from C with 	t = C(it)=
p
rpit , where it is the element of f1; :::; dg selected in the t-th
row sampling trial. After the above steps, a matrix  2 Rcc is defined as
 =
kX
t=1
=
1
2t (C)
ytyt
T
; (2.52)
where 2t (C) is the t-th top singular value of C and y
t is the corresponding singular vector.
Finally, the middle matrix of the approximation is constructed as U = 	T . The details are
described in Algorithm 1.
As proved in [40], the approximation computed by LINEARTIMECUR satisfies
E[kX   CURkF ]  kX  XkkF + ((4k
c
)1=4 + (
k
r
)1=2) kXkF : (2.53)
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Algorithm 1 LINEARTIMECUR
INPUT: X 2 Rdn, r; c 2 Z+ s.t. 1  r  d, 1  c  n, and 1  k  min r; c, fpigmi=1 s.t
pi  0 and
Pm
i=1 pi = 1, and fqjgnj=1 s.t. qj  0 and
Pn
j=1 qj = 1
OUTPUT: C 2 Rdc, U 2 Rcr, R 2 Rrn
METHOD:
1. For t=1 to c,
Pick jt 2 f1; :::; n with Pr[jt = a] = pa, a = 1; :::; n,
Set C(t) = A(jt)=pcqjt ;
2. Compute CTC and CTC =
Pc
t=1 
2
t (C)y
tyt
T ;
3. For t=1 to r,
Pick it 2 f1; :::; d with Pr[it = ] = p,  = 1; :::; d,
Set R(t) = A(it)=
p
rpit ,
Set 	(t) = C(it)=
p
rpit;
4.  =
Pk
t=1
1
2t (C)
ytyt
T and let U = 	,
Return C, U , and R.
The proofs for the error bounds make important use of matrix perturbation theory and previous
work on approximating matrix multiplication and computing low-rank approximations to a
matrix. CUR algorithm can compute a sparse approximation, even though the original data is
too large to be completely loaded in the memory, since it allows one to keep a small randomly-
chosen and rapidly-computable “sketch” in RAM with a few passes over the original data
stored in the disk. This promising property makes it possible to analyze tremendous amounts
of data by studying its “sketch”. As proved, LINEARTIMECUR only needs O(d+ n) additional
space and time, which is more efficient than SVD.
Compact Matrix Decomposition (CMD) is proposed to generate low-rank matrix approx-
imations for analyzing both static and dynamic graphs [89]. As proved, CMD provides a
decomposition technique equivalent to LINEARTIMECUR while requiring less space and time.
There are two stages in the CMD algorithm to compute the low-rank approximation (X 
CUR). In the first step, the subspace is constructed by the sampled columns of the matrix. Just
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as the sampling procedure used by CUR, CMD first picks the columns based on their distri-
butions to form a column subspace Cd, that is, randomly selecting columns with replacement
biased towards those ones with higher norms. Since the biased sampling will bring a lot of
duplicated samples, CMD next generates a unique column subspace Cs by carefully removing
duplicate columns. The idea is to scale each unique sample up based on square root of the
number of times it is in the initial subspace. As proved, the newly produced unique subspace
Cs has the same singular values and left singular vectors as Cd. Hence, the top-k subspaces
spanned by Cd and Cs are the same. Then in the second step, CMD forms an approximation of
X using the unique column subspace Cs. For this goal, CMD first projects X onto the span of
Cs and gets the approximation
~X = C(VC
 2
C V
T
C C
T
s )X = CsTX; (2.54)
where T = VC 2C V
T
C C
T 2 Rcd, and UC , C and VC are three factors of SVD on C (C =
UCCV
T
C ). Since T may be large and dense, the multiplication of T and X can be reduced by
sampling columns of CTs and rows of X with the biased sampling method. After this step, we
get CR and R. Then, the mid-matrix U can be computed by VC 2C V
T
C CR.
To process a large volume of real data streams, one more step, called sparsification, is
proposed to reduce the incoming data volume by sampling and scaling data to approximate the
original full data. The key idea is to sample updates with a certain probability p, and then scale
the sampled matrix by a factor 1=p to approximate the true matrix.
As shown in [89], both CMD and its high-rate extension outperform CUR by removing
duplicate columns and rows, leading to efficiency in both running time and storage.
Colibri methods [92] are proposed to solve the problem of redundant or overcomplete basis.
That is, the columns of the initial subspace may be linearly dependent or near duplicates,
which is usually seen in a tightly-connected community where all nodes have the same sets of
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neighbors. Consequently, with the redundant basis, the approximation is not efficient in terms
of space.
In Colibri-S, the static graph version, a subspace Cd is first constructed by using the biased
sampling method. Then, a unique and independent subspace L is formed with an iterative
procedure. In each iteration, a column inCd is evaluated to be or not to be linearly dependent on
the current columns of L. If not, this column is appended to L and the core matrix U is updated;
else, this sample is discarded. Finally, L is obtained by eliminating all the redundant columns
from Cd. In the algorithm, R is defined as L0X , and the final approximation is ~X = CUR.
Colibri-D is proposed to process dynamic, time-evolving graphs. The main idea is to lever-
age the “smoothness” or similarity between two consecutive time steps, to quickly update
the approximating subspace and core matrix. Specifically, given the updated adjacent matrix
X(t+1) at t+1 time step, Colibri-D performs the following steps. First, Colibri-D split the t-th
subspace C(t) into two sets: one is for those unchanged columns in L from t to (t+1) denoted
by J (t), and another is for those changed or redundant columns denoted by K(t). Since the
columns in J (t) are independent, which have been evaluated at the t time step, we can initialize
L(t+1) with those columns. Now, we need to test the columns in K(t) to see if they are linearly
dependent to the ones already in L(t+1). Similar to Colibri-S, Colibri-D performs an iteration
process to test these columns, and include those linearly independent columns in L(t+1), as
well as update the core matrix M (t+1). To reduce the computational cost, the core matrix is
leveraged from t time stepM (t) to update L(t+1) as well asM (t+1), instead of computing them
from scratch. Finally,R is computed byR(t+1) = L(t+1)0X(t+1). Since Colibri methods remove
more redundant bases, they achieve great savings in both time and space.
All the aforementioned approximation algorithms can be used to generate a low-rank ap-
proximation to an arbitrary matrix. Kernel-based methods have been popular in data mining
and machine learning, which are widely used to extract the non-linear structure hidden in-
side the data, e.g., Support Vector Machines (SVM) and kernel Principle Component Analysis
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(KPCA). When processing large-scale data, the kernels used in these learning algorithms are
expensive to compute and store. Hence, it is necessary to explore the techniques for improv-
ing the kernel machines. One well known approach is based on Nystro¨m theory, which is a
technique to solve the eigenfunction problem by using the numerical integration [9, 28]. To
approximate a kernel matrix K, it first chooses c columns from K uniformly at random and
without replacement, then the approximation is constructed as the form of ~K = CW 1CT ,
where C is the matrix containing c selected columns, W is the intersection matrix between
the c columns and the corresponding c rows, and W 1 is the Moore-Penrose generalized in-
verse of W . Recently, an approximation to the gram matrix is proposed [42] in the form of
~K = C 0W 1k C
0T , where C 0 is the matrix containing c scaled columns, andWk is the best rank-
k approximation to W. One important aspect of the algorithm is to use the judiciously-chosen
and data-dependent nonuniform probability distribution for sampling. As proved in [42], un-
der the optimal probabilities, the approximation error is achieved within a certain bound. In
addition, the substitution of W 1k for W
 1 may avoid the amplification of noise presented in
the low singular values, as well guarantee the existence of its inverse.
2.3 Clustering with Low-rank Approximation
Low-rank approximations have been successfully applied in many clustering algorithms to
improve the efficiency. One of the most popular applications is to approximate the SVD in the
projection-based clustering, where the transformation procedure is usually time-consuming.
In [12], Berry et al. proposed a variant of the 844 algorithm for approximating the SVD.
Specifically, when rewriting the form of ~A in Equation (2.50), we get
~A = (CT 1)(T TCTARS 1)(S TR) = PW TQ; (2.55)
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where P = CT 1,W = T TCTARS 1, and Q = S TR. If the SVD ofW isW = MNT ,
then by setting V1 = PM and V2 = QN , we can get the approximate SVD of A as,
~A = V1V
T
2 : (2.56)
Notice P and Q are orthogonal according to QR factorization, so are V1 and V2. Another well
known SVD approximation algorithm is the randomized SVD in [37]. Given a matrix A, the
randomized SVD first constructs a submatrix C by picking a set of columns of A according
to the column probability distribution, then after scaling C properly, computes its left singular
vectors and singular values to approximate the SVD of the whole matrix.
Recently, the Nystro¨m-based low-rank approximation has been popularly employed in as-
sisting the clustering of large-scale data. The Nystro¨m methods are mainly developed with the
numerical integration theory [9, 28], which uses the randomly selected samples to approximate
the affinity matrix and the eigenvectors of the graph’s Laplacian. It is shown Nystro¨m-based
spectral clustering is empirically efficient to segment images [51] and clustering large datasets
[110]. Also, in [42, 107], the Nystro¨m-based low-rank approximation is used to approximate
the gram matrix to improve the kernel learning.
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CHAPTER 3
EXEMPLAR-BASED LOW-RANKMATRIX
DECOMPOSITION FOR DATA CLUSTERING
In this chapter, we propose a theoretical framework, Exemplar-based low-rank sparse Ma-
trix Decomposition (EMD), to cluster large-scale datasets. The remainder of the chapter is
organized as follows. We first formulate the EMD model and algorithm in Section 3.1. Then
we provide theoretical analysis, including the proofs of correctness and convergence, the anal-
ysis of time and space complexities, and the advantages of EMD when compared with other
clustering methods in Section 3.2. In Section 3.3, we provide thorough experimental evaluation
of EMD. Finally, we summarize the chapter in Section 3.4.
3.1 Model Formulation and Algorithm
We formulate data clustering as a matrix decomposition problem (all symbols used are
listed in Table 5.1). To solve this problem, we propose to take a two-step approach. First,
a low-rank approximation method is employed to select the representative data subspace and
generate the compact approximation to the original data. Specifically, given a data matrix
Adn, its low-rank approximation is generally denoted as
~A = CUR: (3.1)
If A is a feature-object matrix, (A(i; j) denotes the ith feature of the jth object), then C is
regarded as a representative data subspace, which contains a set of columns selected from A,
known as data exemplars. Similarly, R can be seen as a representative feature subspace if
constructed by selecting a set of rows from A. Alternatively, R can also be computed from C,
e.g., R = CTA [92]. Finally, the middle matrix U is computed by minimizing kA  CURk2F .
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Table 3.1: Symbol Definitions.
Symbol Definition
Adn data matrix with the size of d n
~Adn the approximation of the matrix A with the size of d n
AT ; CT ; RT ::: the transpose of a matrix
X 1 the inverse of a matrixX
A(i; j) the entry(i,j) of A
A(i; :) the ith row of A
A(:; j) the jth column of A
c the number of the selected samples (the size of data subspace)
kc the number of the clusters
Cdc the column representative matrix (the left matrix of the approximation)with the size of d c
Rcn the right matrix of the approximation with the size of c n
Ucc the middle matrix of the approximation
Wckc the weight matrix with the size of c kc
Gkcn the indicator matrix with the size of kc  n
Thus, at the end of the first step, we obtain the low-rank approximation ~A and the representative
data exemplar space C.
In the second step, we need to get the cluster centroids and cluster indicators in the low-rank
exemplar space. We formulate this task as an optimization problem,
J = min
W0;G0
k ~A  CWGTk2 (3.2)
= min
W0;G0
Tr( ~AT ~A  ~ATCWGT  GW TCT ~A+GW TCTCWGT );
where W is the weight matrix and G is the cluster indicator matrix. In the optimization, we
propose an iterative algorithm to get nonnegative W and G while fixing arbitrarily signed C
and ~A. The updating rules are obtained by using the auxiliary functions and the optimization
theory [33]:
W(i;h)  W(i;h)
vuut(P1+G)(i;h) + (P3 WGTG)(i;h)
(P1
 G)(i;h) + (P3+WGTG)(i;h)
; (3.3)
G(i;h)  G(i;h)
vuut(P2+W )(i;h) + (GW TP3 W )(i;h)
(P2
 W )(i;h) + (GW TP3+W )(i;h)
: (3.4)
Details of EMD are provided in Algorithm 2. Note that in this formulation, the cluster cen-
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troid matrix F equals CW . That is, each cluster centroid is a linear combination of weighted
exemplars, which makes the clustering results highly interpretable.
Algorithm 2 EMD
INPUT: A 2 Rdn, kc 2 Z+ s.t. 1  kc  n
OUTPUT:W 2 Rckc , G 2 Rnkc
1. With inputA, a near-optimal low-rank approximation method is used to get ~A = CUR
and the data exemplar subspace C;
2. Initializing W and G with non-negative random numbers, which are pseudorandom,
scalar values drawn from a normal distribution with zero mean and unit standard de-
viation;
3. Iterate by using the following updating rules for each i and h until convergence;
(a) Let P1 = CT ~A, P2 = ~ATC and P3 = CTC, then split each matrix into the
positive and negative parts:
P+i = (jPij+ Pi)=2; P i = (jPij   Pi)=2;
where i 2 f1; 2; 3g;
(b)
W(i;h)  W(i;h)
vuut(P1+G)(i;h) + (P3 WGTG)(i;h)
(P1
 G)(i;h) + (P3+WGTG)(i;h)
;
G(i;h)  G(i;h)
vuut(P2+W )(i;h) + (GW TP3 W )(i;h)
(P2
 W )(i;h) + (GW TP3+W )(i;h)
:
3.2 Theoretical Analysis
In this section, we first prove that our algorithm is correct and converges under the updating
rules given in Equations (3.3)-(3.4). In addition, we show the efficiency of EMD by analyzing
the space and time required in computation. Finally, we point out the advantages of EMDwhen
compared with other clustering methods.
43
3.2.1 Correctness and Convergence of EMD
In [33], it was shown that fixing G, under the update rules for W in Convex-NMF, the
residual kX  XWGTk2 decreases monotonically, and the solution converges to a KKT fixed
point. Here, we prove the correctness and convergence of EMD, following the idea used in the
proof in [33] but with different objectives and auxiliary functions.
The correctness of EMD can be stated as,
Proposition 3.2.1 (Correctness of EMD). Given the objective function of Equation (3.2), the
constrained solution satisfies KKT complementary conditions under the updating rules in
Equations (3.3)- (3.4).
Proof. To solve the optimization problem, we introduce the Lagrangian function
L(W;G; 1; 2)
= k eA  CWGTk2F   Tr(1W T )  Tr(2GT )
=Tr[( ~A  CWGT )T ( ~A  CWGT )  1W T   2GT ] (3.5)
=Tr[( ~AT ~A  ~ATCWGT  GW TCT ~A
+GW TCTCWGT )  1W T   2GT ];
where 1 and 2 are Lagrangian multipliers with nonnegative values, which constrain the non-
negativity of W and G, respectively. This function satisfies KKT complementary conditions.
By setting the gradients as zeros, we obtain the following equations:
@L
@W
=  2CT ~AG+ 2CTCWGTG  1I = 0; (3.6)
@L
@G
=  2 ~ATCW + 2GW TCTCW   2I = 0: (3.7)
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From the complementary conditions, we obtain:
( 2CT ~AG+ 2CTCWGTG)(i;h)W(i;h) = 1W(i;h) = 0; (3.8)
( 2 ~ATCW + 2GW TCTCW )(i;h)G(i;h) = 2G(i;h) = 0: (3.9)
These are fixed point equations, and the solutions must eventually converge to a stationary
point. From the above two equations, we derive another two equal equations:
( 2CT ~AG+ 2CTCWGTG)(i;h)W 2(i;h) = 0; (3.10)
( 2 ~ATCW + 2GW TCTCW )(i;h)G2(i;h) = 0: (3.11)
At convergence, W t+1 = W t and Gt+1 = Gt, where t is the number of iterations. Hence, the
constrained solution with updating rules in Equations (3.3) and (3.4) satisfies Equations (3.10)
and (3.11) as well as the KKT fixed point condition. The proof is completed.
The convergence of EMD can be stated as,
Proposition 3.2.2 (Convergence of EMD). The object function of Equation (3.2) is monotoni-
cally decreasing under the updating rules in Equations (3.3) - (3.4).
Proof. We construct auxiliary functions to prove that Equation (3.2) decreases monotonically
under the updating rules.
An auxiliary function Z(X t+1; X t) should satisfy the two conditions:
Z(X t+1; X t)  J(X t+1); Z(X t; X t) = J(X t); (3.12)
for any X t+1 and X t. We define
X t+1 = min
X
Z(X;X t): (3.13)
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Then we obtain the following equations:
J(X t) = Z(X t; X t)  Z(X t+1; X t)  J(X t+1): (3.14)
Thus, with a proper auxiliary function, J(X t) is decreasing monotonically. Now, we construct
the auxiliary functions with respect toW and G. In Equation (3.2), ~AT ~A is a constant matrix,
so in the following equations, we omit it. LetX = W ,B = CT ~AG, P = CTC andQ = GTG,
then the objective function withW is
J(X) = Tr( 2XTB +XTPXQ): (3.15)
Since B and P are mixed-sign matrices, we rewrite J(X) by splitting each mixed-sign matrix
into positive and negative parts:
J(X) =Tr( 2XTB+ + 2XTB  +XTP+XQ XTP XQ): (3.16)
Then, we construct an auxiliary function for J(X) as:
Z(X 0; X) =  2
X
ik
B+ikX
0
ik(1 + log
Xik
X 0ik
) +
X
ik
B ik
X2ik +X
02
ik
X 0ik
+
X
ik
(P+X 0Q)ikX2ik
X 0ik
 
X
ijkl
P ijX
0
jkQklX
0
il(1 + log
XjkXil
X 0jkX
0
il
); (3.17)
where the subscription ik is the index of an element in the matrix. To get its global minimum,
we take @Z(X
0;X)
@Xik
= 0 and get the updating rule for W as Equation (3.3). Similarly, when
X = G, B = ~ATCW and P = W TCTCW , the objective function with G is
J(X) = Tr( 2XTB+ + 2XTB  +XP+XT  XP XT ): (3.18)
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So, its auxiliary function is
Z(X 0; X) =  2
X
ik
B+ikX
0
ik(1 + log
Xik
X 0ik
) +
X
ik
B ik
X2ik +X
02
ik
X 0ik
+
X
ik
(P+X 0)ikX2ik
X 0ik
 
X
ikl
P klX
0
ikX
0
il(1 + log
XikXil
X 0ikX
0
il
): (3.19)
By taking @Z(X
0;X)
@Xik
= 0, we get the updating rule forG as Equation (3.4). Hence, with updating
W and G according to Equations (3.3) and (3.4) in the EMD algorithm, the auxiliary functions
will decrease monotonically until convergence, which also holds for W and G. The proof is
completed.
3.2.2 Time and Space Complexity
To cluster a large dataset, efficiency in both space and speed is essential. In the following,
we provide the analysis on the time and space complexity of EMD. First, in Algorithm 2, the
computation of the low-rank matrix approximation is highly efficient. For example, the 844
algorithm is empirically shown faster than SVD for tens of times [12]. Further, in most low-
rank approximation algorithms, the running time mainly depends on the number of selected
samples c, e.g., the time complexity of Colibri is O(nc + c3) [92], and c is typically far less
than n.
In the decomposition step, even though ~A is used in the description of the algorithm, the
computation is actually done using the three small matrices, C, U and R. This is also the base
for our time analysis. For matrix decomposition, we first need to compute P1, P2 and P3 with
the following time:
P1 :O(c(d c+ c c+ c n));
P2 :O(c(d c+ c c+ c n));
P3 :O(c2d);
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where c is the size of data subspace, and d and n are the size of the input matrix. Next, we need
to computeW and G in Equations (3.3) and (3.4). With one iteration the time is
W :O(c2kc + ck2c + k2cn+ cnkc);
G :O(c2kc + ck2c + k2cn+ cnkc);
where kc is the number of clusters. Let t be the number of iterations, then P1, P2 and P3
are computed only once, and W and G have to be calculated for t times, so the total time
is O(3c2d + 2c3 + 2c2n + t(cnkc + c2kc + ck2c + k2cn)). Because kc  min(c; d; n) and
c min(d; n), the overall time complexity is O(c2m+ tcnkc), wherem = max(d; n).
Regarding the space complexity, a low-rank approximation algorithm usually requests very
small working space to fast extract a compact representation of the whole data. There are vari-
ous methods proposed in the literature that can compute the approximation without loading all
the data into the memory, such as CUR [40] and Nystro¨m-based algorithms [42, 107]. Thus,
the spatial cost of the first step in EMD depends on the choice and implementation of the ap-
proximation algorithm. In the decomposition step, EMD first needs NNZ(C) +NNZ(U) +
NNZ(R) units to store the approximation (NNZ(:) represents the non-zero entries in a ma-
trix). Since NNZ(C)  cd, NNZ(R)  cn, NNZ(U) = c2, and c  min(d; n), we have
O(c(d + n)). In addition, to solve the non-negative quadratic optimization problem, EMD
needs ckc and nkc units for storing W and G, respectively. The temporal storage for comput-
ing Pi and updating W and G requires O(cn) units. Generally, kc  min(c; d; n). Thus, the
total space used is O(c(d+ n)).
Notice that the spatial requirement of storing the approximation and that of running the
clustering algorithm are of the same order. That is, the overall space complexity of EMD is the
same as the storage requirement for the approximation. Thus, we use the relative storage of the
approximation results as a measure of the spatial cost of EMD, i.e., SPCost = NNZ(
~A)
NNZ(A)
. Also
note that the size of data subspace c plays an important role in determining the computational
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and spatial costs. The lower c is, the less running time and space EMD uses.
3.2.3 Advantages of EMD
From a theoretical point of view, EMD uniquely combines matrix approximation and de-
composition to provide a general framework for efficient data clustering. Under the EMD
framework, various methods such as Algorithm 844 [12], CUR [40], CMD [89] and Colibri
[92] can be used to generate the approximation to the data matrix. In the decomposition step,
EMD achieves the clustering by solving a non-negative quadratic optimization problem, which
can be computed using an iterative approach. In EMD, we derive the factors based on the well-
known KKT complementary conditions and auxiliary functions [69, 70, 109]. Note that other
optimization algorithms, like gradient based methods and multiplicative updates [83, 108], can
also be adopted. Further, existing approaches such as NMF and Convex-NMF can be consid-
ered as special cases of EMD. Specifically, if we skip the matrix approximation step and assume
W is a unity matrix and C equals F , EMD becomes NMF, and EMD is same as Convex-NMF
when it must use the entire data space for clustering. Finally, just like NMF and Convex-NMF,
EMD performs a soft clustering and can be considered as a relaxation of k-means [31].
Compared with NMF and Convex-NMF, EMD has the following unique features:
 Accuracy and Robustness: Through low-rank matrix approximation and data exemplar
subspace, EMD reduces correlations and removes noise from data, leading to more ac-
curate and robust clustering results.
 Interpretability: EMD selects a set of data exemplars as the representative subspace C.
Compared with NMF in which no constraint is imposed on the centroid matrix and
Convex-NMF that requires the cluster centroids to lie within the entire sample space,
EMD guarantees the cluster centroids F to lie within C. This result nicely captures the
notion of the cluster “centroids”: the weighted sums of the representative samples.
 Sparsity: The near-optimal low-rank approximation can preserve the sparsity of data.
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Consequently, EMD can efficiently process extremely large sparse datasets. In addition,
similar with NMF and Convex-NMF, EMD generates sparse factors. The sparsity of
weight matrixW leads to the construction of cluster centroids with highly related exem-
plars, while the sparsity of the cluster indicator matrix G provides a sharpe partition of
the data.
 Efficiency: EMD provides an economic approach to compute the clustering of datasets.
Compared withO(tdnkc) time complexity in NMF andO(n2d+tn2kc) in Convex-NMF,
EMD is very efficient with O(c2m + tcnkc) (m = max(d; n)) since c is typically much
smaller than d and n. Regarding the space complexity, EMD needs O(c(d + n)) space,
which may be less than the storage requirement for the original data.
3.3 Experimental Results
In this section, we evaluate the performance of EMD on both synthetic and large-scale
real datasets in terms of clustering quality, running time, and spatial costs by comparing it
with leading clustering methods. All algorithms were implemented using MATLAB 7. The
experiment was performed on a machine with a 3.0GHz Intel Xeon CPU, 3.0GB RAM and the
Windows XP operating system. All the results reported are averaged over 10 runs.
3.3.1 Evaluation Methods
In our experiments, we implemented two algorithms under the EMD framework by apply-
ing different low-rank approximation algorithms. The first one is EMD-C in which the Colibri
method [92] is used to select exemplar columns and provide a unique, linearly independent sub-
space. The second one, EMD-QR, employs the 844 algorithm [12], which selects both columns
and rows from the data matrix to produce a sparse column-row approximation. In order to eval-
uate our EMD approach, we compare both the algorithms with leading matrix-based clustering
methods, i.e., NMF and Convex-NMF (CN). Besides, we also compare the performance of
EMD with the baseline clustering algorithm: k-means (Kmeans) and the project-based clus-
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tering (SVDC), which first projects the original data to the space spanned by the top singular
vectors, and then clusters the transformed data using k-means. In SVDC, the approximation
method in [37] is adopted to obtain the top few singular vectors and the corresponding singular
values to speed up SVD on large-scale datasets. In summary, overall we have six cluster-
ing methods compared in our experiments, i.e., EMD-C, EMD-QR, CN, NMF, Kmeans and
SVDC. For a fair comparison, we set the number of iterations at 100 if iterative optimization is
involved in an algorithm.
In the EMD algorithm, the clustering results depend on the choice of the subspace. For the
sake of saving computational and spatial costs, we want to select the smallest c that keeps the
matrix approximation error under a given tolerance level tol: kA   ~Ak2 < tol. In addition,
we also specify a cmax which puts a upper bound on the total number of columns that can be
selected. Specifically, in our experiments we have
tol = kAk2; (3.20)
where  is a value in [0,1].
All our comparisons are conducted using the following evaluation metrics:
1. Normalized mutual information (NMI) [88]: The NMI value is computed from the con-
fusion matrix based on the true and predicted cluster labels,
NMI =
Pk(a)
h=1
Pk(b)
l=1 nh;llog(
nnh;l
n
(a)
h n
(b)
l
)q
(
Pk(a)
h=1 n
(a)
h log
n
(a)
h
n
)(
Pk(b)
l=1 n
(b)
l log
n
(b)
l
n
)
; (3.21)
where k(a) and k(b) are cluster numbers in the true and predicted clustering results, nh;l
the element in the confusion matrix, n(a)h and n
(b)
l the number of objects in the h
th cluster
of the true and predicted clustering, respectively. NMI ranges in [0; 1]. A high NMI value
indicates that the predicted clustering matches the ground truth well.
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2. Clustering accuracy: We evaluate the clustering accuracy Ac with the known class labels
[33]: the confusion matrix is first computed; then the rows and columns are reordered so
that the sum of the diagonal achieves the maximum; finally, we compute Ac as
Ac =
Pkc
i=1Mconf (i; i)
n
; (3.22)
whereMconf is the confusion matrix, and n is the total number of data points.
3. Computational cost: We use the inline functions of MATLAB, tic and toc, to compute
the running time. For EMD, we count the running time for both the approximation and
decomposition procedures.
4. Spatial cost: We compute the storage of the approximation results as the spatial cost of
EMD (normalized based on the required storage units for the original data matrix). In
Algorithm 2, the approximation matrix is denoted as fC;U;Rg, thus the spatial cost is
SPCost =
NNZ(C) + NNZ(U) + NNZ(R)
NNZ(A)
; (3.23)
where NNZ(:) presents the number of non-zero entries in a matrix. Other clustering
methods usually require large working space in addition to the storage of the original
data. Their spatial cost is not evaluated in our experiments.
5. Sparseness: The sparsity of a vector x is defined as [57],
sparseness(x) =
p
d  (P jxij)=(pP x2i )p
d  1 ; (3.24)
where d is the dimensionality of x and xi is the ith entry of x. Without loss of generality,
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we define the sparseness of a matrix X as the average sparseness of its columns,
sparseness(X) =
1
n
X
i
sparseness(X(:; i)); (3.25)
where n is the number of columns.
3.3.2 Synthetic Data
In this section, we first provide an illustrative example by taking a small input matrix and
carefully examining the clustering results of EMD, i.e., the weight matrix W , the indicator
matrix G, the cluster centroids F , and their sparsity. Next, on two overlapping and noisy
datasets, we visually compare the interpretability of EMD with two other methods, i.e., CN
and Kmeans, whose results can be explained based on the cluster centroids. The sparsity of
factors and clustering accuracy are also reported.
1. An Illustrative Example
Suppose that we want to approximate and decompose the data matrix A57 as follows,
A =
0BBBBBBBBBB@
13 12 6 12  1 0 0
5 6 2 7  2 0 0
0 0 1 0 4 7 4
0 0 1 0 4 8 8
0 0  3 0 5 12 13
1CCCCCCCCCCA
:
Clearly, the data in the first four columns are in one cluster, and that in the last three columns
are in another. Also notice that noise has been added to the third and fifth columns. Setting
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 = 0:1 and cmax = 5, we obtain the data subspaces,
CEMD C =
0BBBBBBBBBB@
13 12 0 0
5 7 0 0
0 0 7 4
0 0 8 8
0 0 12 13
1CCCCCCCCCCA
; CEMD QR =
0BBBBBBBBBB@
0 13 0 12
0 5 0 7
7 0 4 0
8 0 8 0
12 0 13 0
1CCCCCCCCCCA
;
by EMD-C and EMD-QR, respectively. It is obvious that the columns, i.e.,f1; 4; 6; 7g, are
selected without noise to form the representative data subspace. By performing matrix decom-
position with EMD-C, EMD-QR, and CN, we get the following weight matrices (all column
vectors are normalized),
WEMD C =
0BBBBBBB@
0:54 0:00
0:46 0:00
0:00 0:61
0:00 0:39
1CCCCCCCA
; WEMD QR =
0BBBBBBB@
0:63 0:00
0:00 0:53
0:37 0:00
0:00 0:47
1CCCCCCCA
;WCN =
0BBBBBBBBBBBBBBBBB@
0:23 0:00
0:33 0:00
0:16 0:00
0:28 0:00
0:00 0:27
0:00 0:35
0:00 0:38
1CCCCCCCCCCCCCCCCCA
:
As described earlier, each entry of the weight matrix represents the weight of an exemplar
to a cluster centroid. In WCN, the third and fifth data samples have non-zero weights for clus-
ters one and two, respectively. That is, noisy samples will be included when computing the
cluster centroids. On the other hand, each column vector inWEMD-C andWEMD-QR has only two
non-zero values. So, the cluster centroids by EMD are constructed only based on the selected
relevant samples, which makes it robust to noise. The sparseness of weight matrices are com-
parable between EMD and CN: sparseness(WEMD-C) = 0:61, sparseness(WEMD-QR) = 0:61,
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and sparseness(WCN) = 0:50.
Next, we show the cluster indicator matrices:
GEMD C =
0BBBBBBBBBBBBBBBBB@
1:00 0:00
0:97 0:00
0:45 0:00
1:00 0:00
0:00 0:47
0:00 1:00
0:00 0:99
1CCCCCCCCCCCCCCCCCA
;GEMD QR =
0BBBBBBBBBBBBBBBBB@
0:01 1:04
0:01 0:96
0:00 0:46
0:01 0:96
0:47 0:00
1:03 0:00
0:96 0:01
1CCCCCCCCCCCCCCCCCA
;GCN =
0BBBBBBBBBBBBBBBBB@
1:10 0:02
1:07 0:01
0:51 0:00
1:10 0:01
0:00 0:55
0:04 1:18
0:04 1:15
1CCCCCCCCCCCCCCCCCA
;
and the corresponding sparseness: sparseness(GTEMD-C) = 1:00, sparseness(G
T
EMD-QR) = 0:99,
and sparseness(GTCN) = 0:96.
The cluster centroid matrices are computed as,
FEMD C =
0BBBBBBBBBB@
12:53 0:00
5:92 0:00
0:00 5:84
0:00 8:00
0:00 12:38
1CCCCCCCCCCA
;FEMD QR =
0BBBBBBBBBB@
0:00 12:53
0:00 5:93
5:89 0:00
8:00 0:00
12:36 0:00
1CCCCCCCCCCA
;
FCN =
0BBBBBBBBBB@
11:29  0:27
5:38  0:55
0:15 5:01
0:15 6:89
 0:47 10:46
1CCCCCCCCCCA
;FKmeans =
0BBBBBBBBBB@
10:75  0:33
5:00  0:66
0:25 5:00
0:25 6:66
 0:75 10:00
1CCCCCCCCCCA
:
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Clearly, EMD generates a more meaningful cluster centroid matrix. In the first column vector
of FEMD C and the second column vector of FEMD QR, only the top two elements have non-
zero values, implying these two features are used for the first cluster only. Similar conclusion
can be drawn for the second cluster. The centroid matrices for CN and Kmeans have no zero
entries, meaning every feature is employed in the clustering.
2. Interpretability
In the following, we evaluate EMD on two larger synthetic datasets. The first one (Dataset I)
has two clusters, while the second one (Dataset II) has three clusters. Each cluster contains 100
samples drawn from a multivariate gaussian distribution N (i;i) (i = 1; 2; 3) with means
ranging from  0:5 to 0:5. For simplicity, we restrict the covariance matrices to be diagonal
with variance ranging from 1 to 11. After generating clusters, we add 20% random value noise,
ranging from 0 to 1, to both datasets. In our experiment, we set d = 400, and generate a
400  200 matrix for Dataset I and a 400  300 matrix for Dataset II. For the two datasets,
we specify  = 0:3 and cmax = n (n is the number of data points). To visualize data clusters
and the centroids, we reduce the dimensions from 400 to 2 using PCA and then display data
in a two-axis layout. In Figure 3.1, data distributions are shown. Clearly, both datasets are
overlapping and noisy.
In Figure 3.1, the cluster centroids computed by EMD-C, EMD-QR, CN and Kmeans are
denoted by red stars, dark green dots, light green triangles, and brown diamonds, respectively.
As shown, EMD-C gains the desirable cluster centroids on both datasets, which are clearly
located around the centers of the clusters. EMD-QR and CN also gain the comparable results
on Dataset I, while on Dataset II, the cluster centroids are slightly deviated from the cluster
centers. Kmeans performs poorly on both datasets: the cluster centroids are all located in
heavy overlapping and noisy areas. In Table 3.2, we compared the clustering accuracy among
the four algorithms. Clearly, EMD-C achieves the highest accuracy on both datasets. EMD-QR
and CN obtain the comparable results, while Kmeans gets the lowest values. In addition, we
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Figure 3.1: Comparison of cluster centroids gained by EMD-C, EMD-QR, CN and Kmeans: F
presents the centroid gained by EMD-C;  the centroid by EMD-QR, M the centroid gained by CN;
 the centroid gained by Kmeans. (a) shows the results for Dataset I, and (b) shows the results for
Dataset II.
Table 3.2: Clustering accuracy on two synthetic datasets.
Method Dataset I Dataset II
EMD-C 0.7650 0.7067
EMD-QR 0.7300 0.6433
CN 0.7350 0.6867
Kmeans 0.5500 0.4100
compare the sparseness of factors between EMD and CN in Table 3.3. EMD-C and EMD-QR
achieve the comparable sparseness of weight and indicator matrices with CN: EMD gains a
slightly lower sparseness of the weight matrices than CN, while getting higher values for the
indicator matrices.
3.3.3 Real Data
We have evaluated six clustering algorithms, namely, EMD-C, EMD-QR, CN, NMF, Kmeans
and SVDC, on several real-world datasets. When clustering real-world data, the number of
clusters is typically unknown and thus has to be estimated through model detection. Some well-
known approaches on this topic include Bayesian Inference Criteria (BIC) [82] and Minimum
Description Length (MDL)[10]. In our experiments, we choose the datasets public available
with known class labels and set the number of clusters based on the ground truth.
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Table 3.3: Experimental results on synthetic datasets: sparseness of factors.
Sparseness of W
Method Dataset I Dataset II
EMD-C 0.41 0.52
EMD-QR 0.42 0.52
CN 0.42 0.53
Sparseness of G
Method Dataset I Dataset II
EMD-C 0.77 0.71
EMD-QR 0.80 0.72
CN 0.74 0.69
The first real-world dataset we used is 20 Newsgroups [68] 1, a collection of approxi-
mately 20; 000 messages from UseNet news, partitioned (nearly) evenly across 20 different
newsgroups. To thoroughly test the proposed methods, we mix and construct three datasets,
having classes ranging from 4 to 20 and data samples from about 4000 to 19; 000. Reuters-
21578, Distribution 1.0 2 is a collection of documents from Reuters newswire, which contains
21578 documents from 135 topics. We remove the documents with multiple category labels,
as well as the categories with less than 100 documents, and finally get a dataset with 8608 doc-
uments consisting of 20 categories. In our experiments, we use a few subsets of this collection
with the clusters ranging from 10 to 20 and data samples from 500 to 8608. Another text corpus
we used is WebKB 3, a WWW-pages collection from computer science departments of various
universities. We process each web page as a document and mainly use 4991 web pages with
six categories in the experiment. In addition, we performed experiments on two large datasets,
collected from LIBSVM Data 4. One is the MNIST database of handwritten digits, which con-
tains about 76; 000 examples. The digits have been size-normalized and centered in a fixed-size
image. Another is Real-Sim, which contains about 72; 000 UseNet articles from four discus-
sion groups, for simulated auto racing, simulated aviation, real autos and real aviation. In our
experiments, we use this data for a two-cluster partition: the real and the simulated. For all
1http://people.csail.mit.edu/jrennie/20Newsgroups/
2http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html
3http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/
4http://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/
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the text collections, the common words are removed, and the meaningful words are stemmed
using Porter’s suffix-stripping algorithm [79]. Table 3.4 shows the detailed description of all
the datasets.
Table 3.4: Summary of real-world datasets used in the experiments.
Name Data structure No. of clusters Size of data (d n)
Newsgroup4 comp.graphics, rec.sport.baseball, sci.crypt, sci.med 4 6; 163 3; 948
Newsgroup8 rec.autos, rec.motorcycles, rec.baseball, rec.hockey 8 6; 163 7; 931
sci.crypt, sci.electronics, sci.med, sci.space
Newsgroup20 alt.atheism, comp.graphics, comp.misc, mac.hardware 20 6; 163 18; 846
pc.hardware, windows.x, misc.forsale, rec.autos
rec.motorcycles, rec.baseball, sport.hockey, sci.crypt
sci.electronics, sci.med, sci.space, soc.christian
talk.guns, talk.mideast, politics.misc, religion.misc
Reuters10 trade, ship, acq, earn, sugar 10 19; 418 8; 024
money-fx, interest, coffee, crude, money-supply
Reuters20 trade, grain, ship, gold, acq 20 19; 418 8; 608
ipi, earn, jobs, sugar,cpi
money-fx, interest, cocoa, coffee, crude
money-supply, copper, alum, reserves, gnp
WebKB student, faculty, course, project, staff, department 6 1; 938 4; 991
MNIST “0”,“1”,“2”,“3”,“4” 10 784 76; 054
“5”,“6”,“7”,“8”,“9”
Real-Sim real, simulated 2 2; 011 72; 201
1. Experimental Results on  and c
First, we study the performance of EMD with respect to the choice of , the tolerance level for
the low-rank approximation. We have constructed six datasets from Reuters10, each having
ten clusters with data samples ranging from 500 to 2; 301 (see Table 3.5).
Table 3.5: Six datasets from Reuters10 with 10 clusters.
Datasets D1 D2 D3 D4 D5 D6
n 500 1,000 1,428 1,729 2,029 2,301
In Figures 3.2 and 3.3, we plot the average clustering accuracy across six datasets against
 for EMD-C and EMD-QR, respectively, where the standard deviation is shown as the bars.
As shown, both the NMI and Ac values increase quickly as  decreases until it reaches about
0:3, after which, when  continues to decrease, the curves of NMI and Ac become flat with
fluctuations. This indicates that EMD gains better performance as  decreases until a certain
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value. After that, further reduction of  provides no significant improvement on the clustering
accuracy. Based on these results, we empirically set  at 0:3 in all our following experiments.
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Figure 3.2: Effects of tolerance ratio  for EMD-C: (a) shows  vs. NMI, and (b) shows  vs. Ac.
Bars show the standard deviation over six datasets.
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Figure 3.3: Effects of tolerance ratio  for EMD-QR: (a) shows  vs. NMI, and (b) shows  vs. Ac.
Bars show the standard deviation over six datasets.
As  is changed, EMD gains subspaces of different sizes accordingly. Since the selection
of subspaces is a very important step in EMD, we next show how the subspace size affects
the clustering performance. In Figures 3.4 to 3.7, we plot the clustering accuracy against the
subspace size c for all the datasets. As shown, starting with a small and incomplete subspace,
EMD performs poorly. When more exemplars are added, the subspace will include more bases
of the data, so the performance becomes better. However, when c increases over a certain point,
e.g., c = 150 on D1 and c = 110 on D2 in Figures 3.4 and 3.5, noise will be included in the
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subspace, resulting in unstable clustering accuracy.
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Figure 3.4: Effects of the subspace size c on NMI for EMD-C: c vs. NMI on six datasets.
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Figure 3.5: Effects of the subspace size c on Ac for EMD-C: c vs. Ac on six datasets.
We also show the running time and spatial costs associated with various c. In Figure 3.8,
we plot the running time against c for all the datasets. Clearly, all the curves climb with the
increase of c, and EMD constantly takes less time on smaller datasets than on larger ones.
This is consistent with our analysis on the computation complexity of EMD. In Figure 3.9, we
show the spacial costs with varying values of c. First, both methods require more space as c
increases. In addition, given the same subspace size, EMD-QR generally requires less space
than EMD-C. For example, with c = 150, the spacial cost for EMD-QR is less than 1 on most
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Figure 3.6: Effects of the subspace size c on NMI for EMD-QR: c vs. NMI on six datasets.
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Figure 3.7: Effects of the subspace size c on Ac for EMD-QR: c vs. Ac on six datasets.
datasets, while it is as much as 3 for EMD-C. This is mainly because the 844 algorithm selects
columns and rows to construct C and R, both of which reserve the sparsity of the original data.
On the other hand, Colibri only selects C, and constructs a dense R using R = CTA, resulting
in a higher spatial cost.
Based on these results, we fix  = 0:3 and cmax = 500, and compare EMD with other
clustering methods on the clustering accuracy and running time. As shown in Figure 3.10,
EMD achieves the highest clustering accuracy on most datasets; NMF and CN gain competitive
results; and Kmeans and SVDC perform poorly. The running time is shown in Figure 3.11 by
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Figure 3.8: Effects of the subspace size c on the running time: (a) shows c vs. Time for EMD-C, and
(b) shows c vs. Time for EMD-QR.
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Figure 3.9: Effects of the subspace size c on spacial costs: (a) shows c vs. Spatial costs for EMD-C,
and (b) shows c vs. Spatial costs for EMD-QR.
plotting time vs. n across six datasets. Clearly, Kmeans is the fastest, followed by EMD-C,
SVDC and EMD-QR. NMF is much slower than those four algorithms: on average six times
slower than EMD. CN needs even more time, dozens more than EMD. Note the different scales
we used to draw the top and bottom half of Figure 3.11.
2. Experimental Results on All Datasets
Finally, we evaluate the performance of EMD on all real-world datasets with  = 0:3 and
cmax = 500. Since CN becomes extremely slow when n is large, we only compare EMD with
NMF, Kmeans and SVDC in the following experiments.
In Table 3.6, the experimental results on NMI, Ac, the running time and spatial cost are
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Figure 3.10: Comparisons of clustering accuracy among EMD-C, EMD-QR, NMF, Kmeans, SVDC,
and CN: (a) shows NMI on six datasets, and (b) shows Ac on six datasets.
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Figure 3.11: Comparisons of the running time among EMD-C, EMD-QR, NMF, Kmeans, SVDC, and
CN on six datasets.
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reported. Clearly, among all five methods, EMD-C gains the highest clustering accuracy on
all the datasets except for Newsgroup8 and MNIST, where EMD-C falls shortly behind the
leading methods. EMD-QR gains comparable accuracy with EMD-C on most text datasets
except for Newsgroup20, where it falls behind EMD-C and NMF. Also, on MNIST, EMD-
QR performs worse. Kmeans and SVDC have very low clustering accuracy on most datasets
except on MNIST. This shows that they are not suitable to handle high-dimensional datasets,
commonly found in text corpus.
For computational speed, the actual running time for each algorithm is reported. Kmeans
generally runs fastest among the algorithms, followed by SVDC, which requires extra time for
the SVD procedure. EMD-C is efficient to process these large datasets, e.g., requiring less than
200 seconds for the MNIST dataset. In particular, it runs very fast on the datasets when a small
subspace is needed, i.e., in Newsgroup4, Newsgroup8, and WebKB. Compared with EMD-C,
EMD-QR runs slower since it uses a larger subspace for the given error tolerance. NMF runs
slow, especially on high-dimensional datasets, e.g., Newsgroup20, Reuters10 and Reuters20.
Regarding the spacial costs, EMD-QR has a cost less than one on all the datasets except for
Reuters10 and Reuters20, where the costs are higher. EMD-C generally requests more space
than EMD-QR. This is mainly due to the large storage requirement of the dense matrix R,
which is computed from the selected columns.
3.4 Chapter Summary
In this chapter, we present Exemplar-based low-rank sparse Matrix Decomposition (EMD),
a theoretical framework to cluster large-scale datasets. By uniquely combining matrix decomposition-
based clustering and low-rank matrix approximation, EMD has several advantages over exist-
ing clustering methods: 1) It is robust to noise through exemplar selection in matrix approxi-
mation, leading to higher clustering accuracy; 2) It gains efficiency in both computational time
and space by decomposing the compact approximation; 3) It guarantees the basis matrix to lie
within the representative subspace, making cluster centroids more interpretable; and 4) It tends
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Table 3.6: Experimental results on large real-world datasets. The subspace size c for EMD-C
and EMD-QR is reported as the value in the parenthesis behind the corresponding methods. A
dash “-” denotes “not evaluated”.
Datasets d n k Method (c) NMI Ac Running Time(s) Space
EMD-C (71) 0.2753 0.4085 5.97 1.10
EMD-QR (197) 0.1955 0.389 48.78 0.56
Newsgroup4 6; 163 3; 948 4 NMF 0.2703 0.3986 37.72 -
Kmeans 0.0288 0.2593 5.55 -
SVDC 0.0249 0.2587 32.41 -
EMD-C (96) 0.2762 0.4197 23.82 1.42
EMD-QR (346) 0.2013 0.3659 313.01 0.67
Newsgroup8 6; 163 7; 931 8 NMF 0.2773 0.4267 77.95 -
Kmeans 0.0757 0.15 12.00 -
SVDC 0.0675 0.1507 53.14 -
EMD-C (118) 0.3088 0.3268 76.50 1.72
EMD-QR (500) 0.2261 0.2626 1078.15 0.64
Newsgroup20 6; 163 18; 846 20 NMF 0.3108 0.3101 320.35 -
Kmeans 0.1111 0.0893 40.33 -
SVDC 0.1242 0.093 55.53 -
EMD-C (281) 0.4269 0.4969 135.33 7.09
EMD-QR (468) 0.4285 0.5103 474.52 1.12
Reuters10 19; 418 8; 024 10 NMF 0.4198 0.4968 461.05 -
Kmeans 0.2883 0.4216 22.35 -
SVDC 0.3005 0.4097 53.92 -
EMD-C (356) 0.4149 0.3834 220.75 8.75
EMD-QR (500) 0.4049 0.3697 442.55 1.54
Reuters20 19; 418 8; 608 20 NMF 0.4273 0.3655 728.98 -
Kmeans 0.3508 0.3424 32.21 -
SVDC 0.3469 0.3551 57.17 -
EMD-C (94) 0.2124 0.4763 13.42 1.26
EMD-QR (213) 0.1219 0.4228 20.86 0.27
WebKB 1; 938 4; 991 6 NMF 0.1986 0.4578 32.87 -
Kmeans 0.0881 0.3946 6.29 -
SVDC 0.1041 0.4051 32.04 -
EMD-C (50) 0.3442 0.4414 102.76 0.31
EMD-QR (50) 0.2506 0.332 172.54 0.17
MNIST 784 76; 054 10 NMF 0.3437 0.4044 198.73 -
Kmeans 0.4579 0.5258 221.77 -
SVDC 0.4514 0.505 45.29 -
EMD-C (100) 0.2809 0.7902 166.49 1.96
EMD-QR (262) 0.1652 0.7444 276.29 0.15
Real-Sim 2; 011 72; 201 2 NMF 0.2825 0.7296 255.53 -
Kmeans 0.053 0.6573 37.35 -
SVDC 0.0246 0.6574 54.84 -
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to generate sparse factors, and thus a sharp partition of the data. From a theoretical perspective,
we mathematically show the correctness and convergence of EMD, and provide detailed anal-
ysis on its computational efficiency. Empirically, we demonstrate the performance of EMD
through extensive experiments on both synthetic and real-world data.
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CHAPTER 4
LOW-RANK KERNEL MATRIX FACTORIZATION FOR
LARGE-SCALE EVOLUTIONARY CLUSTERING
In this chapter, we propose ECKF, a general framework for evolutionary clustering large-
scale data based on low-rank kernel matrix factorization. The rest of the chapter is organized as
follows. The ECKF model formulation and its iterative matrix factorization based evolutionary
clustering algorithm are presented in Section 4.1. Theoretical analysis of ECKF is presented
in Section 4.2. Extensive experimental results performed on synthetic and real world datasets
appear in Section 4.3. Finally, we summarize the chapter in Section 4.4.
4.1 Evolutionary Clustering with Low-rank Kernel Matrix
Factorization
The ECKF framework is proposed for efficiently clustering large-scale evolving data by
low-rank kernel matrix factorization (all symbols used are listed in Table 5.1). Typically, there
are two steps in our method: first, ECKF gets a low-rank approximation of the affinity matrix
at every time step; next, the factorization in a kernel space is performed to yield the clustering.
In the following, we present each step in details.
4.1.1 Data Dynamics and Low-rank Matrix Approximation
One of the challenges of large-scale real world evolutionary datasets is the dynamic nature.
Over different time steps, the data size (insertion and removal of samples) or the data structure
(insertion and removal of clusters) might change. A low-rank approximation can efficiently
detect the dynamics of data by examining the approximation errors over time [89].
The family of Colibri methods[92], i.e., Colibri-S (the version for static data) and Colibri-
D (for dynamic data), compute the low-rank approximation to a matrix with a non-redundant
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Table 4.1: Symbol Definitions.
Symbol Definition
Adn data matrix with the size of d n
~Adn the approximation of the matrix A
AT ; CT ; RT ::: the transpose of a matrix
A(i; j) the entry(i,j) of A
A(i; :) the ith row of A
A(:; j) the jth column of A
c the number of the selected columns
kc the number of the clusters
CA the representative column matrix of A
RA the right matrix of ~A
UA the middle matrix of ~A
Ic the index set of the subspace (CA = A(:; Ic))
Wckc the weight matrix with the size of c kc
Gkcn the indicator matrix with the size of kc  n
Snn affinity matrix with the size of n n
~S, ST , S(i; :), S(:; j) similar definitions as for A
Cnc, Ucc, Rcn, Ic similar definitions as for A
X(t) any matrix at t time step
subspace, and are proved to lose no accuracy compared to the best competitors, e.g., CUR [40]
and CMD [89], while achieving significant savings in space and time. Colibri-D is specially
designed for evolving data, which can quickly update the approximating subspace by lever-
aging the “smoothness” or similarity between two consecutive time steps. Moreover, for the
same accuracy, Colibri-D is provably better or equal compared to CUR, CMD and Colibri-S
in terms of speed. We employ the Colibri methods for efficiently selecting the representative
subspace and generating the compact approximation of data similarities.
Given the affinity matrix S, Colibri-S first selects a column initial subspace C0 by using
the biased sampling method [40]. Then, a unique and independent subspace C is formed with
an iterative procedure. Before starting this process, we initialize C with C = C0(:; 1) and the
core matrix U with U = (CTC) 1, where (CTC) 1 is the Moore-Penrose pseudo-inverse of
the square matrix CTC. In the following iteration, the ith column in C0 is checked to see if it
is linearly dependent on the current columns of C. If not, this column is appended to C and the
core matrix U is updated; else, this sample is discarded. Finally, C is obtained by eliminating
all the redundant columns from C0. Given the subspace matrix C, the approximation to the
affinity matrix can be computed by ~S = C(CTC) 1CTS. As proved in [92], the core matrix U
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satisfies U = (CTC) 1, so R is defined as CTS in the algorithm, and the final approximation
to S is ~S = CUR. In Colibri-D, given the updated matrix S(t+1), the columns in the initial
subspace C(t)0 first split into two sets: one is for the unchanged samples at both time steps, and
another represents the changed samples between two time steps or the redundant samples at
time t. Then, Colibri-D copies the samples of the first set to C(t+1) and checks those of the
second set in the same way as Colibri-S. With more columns added in C(t+1), the core matrix
U (t+1) is updated simultaneously. Finally, R(t+1) is computed by R(t+1) = C(t+1)TS(t+1). Both
methods guarantee the exemplars in the subspace are unique and linearly independent.
The common metric to measure the approximation error is the sum-square-error (SSE),
defined as SSE = kS   ~SkF , where k:kF is the Frobenius norm. The SSE value is typically
dependent on the rank used in the approximation. In ECKF, with the fixed initial subspace
size, SSE is computed with the same rank even though subspaces used may be smaller than the
initial one. Suppose at t  1 time step, the low-rank approximation ~S(t 1), approximation error
SSE(t 1) and the initial subspace C(t 1)0 are given. We first use Colibri-D based on C
(t 1)
0 to
compute the current approximation ~S(t), and obtain the approximation error SSE(t). Compared
with SSE(t 1), the change of SSE(t) can be simply evaluated by jSSE
(t 1) SSE(t)j
min(SSE(t 1);SSE(t))
, predicting
the following cases:
1. SSE(t) is almost the same as SSE(t 1): There are two possibilities: First, n(t) == n(t 1),
i.e., no nodes are added or deleted; Second, n(t 1) 6= n(t), some nodes highly correlated
with the existing samples are inserted or removed.
2. SSE(t) changes in a small range: This means although the data has evolved, the structure
of the data has not changed.
3. SSE(t) increases significantly: This clearly indicates that the last initial subspace is not
appropriate to be used as the representative subspace for computing the approximation
at the current time. In other words, we need to perform resampling to obtain more
exemplars for the new or existing clusters.
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In the first case, the lack of change in SSE indicates that there was not much change in
data as well. Consequently, we simply succeed the last clustering results without performing
a new partition on the current data. In the last two cases, we need to get a new partition to
track the groupings of evolving data. To estimate the cluster number, we examine the gaps
between consecutive eigenvalues of the exemplar similarities. We determine if there are some
clusters to be deleted by checking the volume of each cluster on the current data based on the
last cluster membership. If a cluster has very small volume compared with that of the last time,
we determine that cluster needs to be removed. Hence, in the second case, we use the new
cluster number to yield the clustering. In the third case, we use Colibri-S to do re-sampling, as
a result, we get a new representative subspace C(t)0 and “accurate” approximation. Then, a new
partition is executed on the current data with the new estimated cluster number.
4.1.2 Model Formulation
We define the overall cost function of ECKF as the sum of snapshot quality and historical
cost. To achieve a smooth clustering, we solve this problem by maximizing the clustering
quality of the current snapshot and minimizing the historical cost as,
J = min
W (t)0;G(t)0
[  k( ~A)(t)   (CA)(t)W (t)G(t)Tk2F+
(1  )  k( ~A)(t 1)   (CA)(t 1)W (t 1)G(t)Tk2F ]; (4.1)
where  is a user-defined parameter that trades-off between two costs. Notice the low-rank
matrix approximation ~A and the representative data subspace CA in the kernel space are used
in our clustering model, which leads to great improvement in clustering accuracy, as well as
efficiency in both time and space.
To solve the above optimization problem, we propose an iterative algorithm to getW (t) and
G(t). The updating rules are obtained by using the auxiliary functions and the optimization the-
ory [33]. We let, P1 = P (t)
T ~S(t); P2 = P
0
1; P3 = P
(t)T ~S(t)P (t); P4 = ( ~S
(t 1))
T
P (t 1);
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and P5 = P (t 1)
T ~S(t 1)P (t 1); where ~S(t) is the approximation of the affinity matrix at t,
P (t) is the t time permutation matrix (P (t)T ~S(t) = (CA)(t)
T
( ~A)(t)), and similar definitions
are made for ~S(t 1) and P (t 1), We can then split each matrix into the positive and negative
parts, as follows,
P+i = (jPij+ Pi)=2; P i = (jPij   Pi)=2; i 2 f1; 2; 3; 4; 5g;
and derive the updating rules as,
W
(t)
(i;h)  W (t)(i;h)
vuut((P1)+G(t) + (P3) W (t)G(t)TG(t))(i;h)
((P1) G(t) + (P3)+W (t)G(t)
T
G(t))(i;h)
; (4.2)
G
(t)
(i;h)  G(t)(i;h)
s
(M1 +N1 +M3 +N3)(i;h)
(M2 +N2 +M4 +N4)(i;h)
; (4.3)
where
M1 = P2
+W (t); M3 = G
(t)W (t)
T
P3
 W (t);
M2 = P2
 W (t); M4 = G(t)W (t)
T
P3
+W (t);
N1 = (1  )P4+W (t 1);
N2 = (1  )P4 W (t 1);
N3 = (1  )G(t)W (t 1)TP5 W (t 1);
N4 = (1  )G(t)W (t 1)TP5+W (t 1):
Note that in Equation (4.1), the subspaces between two time steps ((CA)(t) and (CA)(t 1))
are not necessarily the same in our model. Consequently, the weights between the two steps
will not correspond to each other. To solve the optimization problem by using matrix factor-
ization, we must correspond ( ~A)(t 1) to ( ~A)(t) to guarantee they have the same size. The
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same holds true for (CA)(t)W (t) and (CA)(t 1)W (t 1). From Equations (4.2) and (4.3), we
can see that the operators are based on the elements of the matrices. That is, if we can corre-
spond the nodes and clusters at the current time with those at the last time, we will arrive at
our goal. Specifically, assume the cluster numbers are k(t 1) and k(t) at t  1 and t time steps,
respectively, when
1. k(t 1) < k(t), the extra clusters at t time must be computed only on the current data, so
we letW (t 1) = [W (t 1); 0c(k(t 1)+1:k(t))].
2. k(t 1) > k(t), we simply remove the deleted cluster weight vectors inW (t 1).
To correspond the nodes between two time steps, we construct a permutation matrix Pt 1;t,
i.e., one is assigned to an element that corresponds to a node in the current data in each row
of Pt 1;t, thus ~S(t 1)P Tt 1;t and ~S
(t) have equal sizes. Consequently, in Equation (4.3), we only
rewrite
N1 = (1  )Pt 1;tP4+W (t 1);
N2 = (1  )Pt 1;tP4 W (t 1):
4.1.3 Algorithm Derivation
In ECKF, we initialize the variable factors using the previous clustering results instead of
using random values. This strategy not only smooths the clustering results between consecutive
time steps, but also improves the clustering efficiency.
Suppose the two time steps data, S(t 1) and S(t), are given, as well as the clustering results
at t   1 time step, including ~S(t 1), I(t 1)c , W (t 1) and G(t 1). Now, we need to obtain W (t)
and G(t), as well as the new representative subspace and approximation. We first use Colibri
methods to get I(t)c and ~S(t), as well as two disjoint subsets I
(t)
a and I
(t)
b (I
(t)
c = I
(t)
a [ I(t)b ),
so that the elements in I(t)a correspond to those unchanged selected samples from t   1 to t,
while the items in I(t)b correspond to those changed or unselected samples between the two time
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steps. To obtain these subsets, we only need to compare the corresponding columns in S(t 1)
and S(t).
Now, we make a reasonable assumption: if a cluster centroid is a weighted combination of
unchanged exemplars at t   1 time step, then it is also a cluster centroid at time t. Hence, we
initializeW (t) as follows: for each column ofW (t), we check the non-zero values to see if the
indices of their corresponding exemplars are all in I(t)a ; if they are, we copy the corresponding
weights fromW (t 1) toW (t); otherwise, we initialize the vector with random values. Actually,
we can update W (t) more softly in this way: for a column of W (t), if all the large non-zero
values, for example the ones greater than 0:2, correspond to unchanged exemplars, we will
copy the relevant weights ofW (t 1) toW (t); otherwise, we initialize it with random values. In
particular, if a large non-zero weight corresponds to an exemplar that is not selected at t time
step, we just ignore it. That is, in the proposed algorithm, we only examine the exemplars at tth
subspace. We initializeG(t) according toW (t): ifW (t) is succeeded fromW (t 1), then we pick
a set of data points belonging to that cluster at t  1 step and copy the corresponding indicators
from G(t 1) to G(t).
In Figure 4.1, we provide an example to explain the updating process. At first, we compute
C(t) using Colibri methods. Then we get I(t)a ( f2; 4; 10; 12; :::; n  1g) and I(t)b (f7; 9; :::g) ac-
cording to S(t 1) and S(t). As observed from Figure 4.1, we learn in the Lth vector ofW (t 1),
the weights of columns f2; 4; 10g are non-zeros, and these exemplars belong to I(t)a , so we
update the Lth vector of W (t) by copying the relevant weights of W (t 1)(:; L) to W (t)(:; L).
Since Lth column vector of W (t) is succeeded from W (t 1) and it corresponds to a cluster,
we select the set of data points (indexed by IL) belonging to Lth cluster at t   1 time and
let G(t)(IL; :) = G(t 1)(IL; :). In Algorithm 3, we provide the details of the initialization algo-
rithm, while Algorithm 4 presents the complete kernel based evolutionary clustering algorithm.
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Figure 4.1: An example of fast updating weights: (a) shows the process of splitting the index set I(t)c
into I(t)a ( f2; 4; 10; 12; :::; n   1g) and I(t)b (f7; 9; :::g), where gray cells represent unchanged columns
and blank cells represent changed columns; (b) shows the process of updating W (t) according to I(t)a
andW (t 1).
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Algorithm 3 Fast Updating
INPUT:W (t 1), G(t 1), I(t)a and k(t)c 2 Z+ s.t. 1  k(t)c  n(t)
OUTPUT:W (t), G(t)
METHOD:
1. InitializeW (t) and G(t) with random values
2. UpdateW (t) and G(t):
for L = 1 : k(t)c
iffikjW (t 1)(ik; L) 6= 0g  I(t)a
W (t)(:; L) W (t 1)(:; L)
IL = fikjIndicator(G(t 1))ik == Lg
G(t)(IL; :) = G
(t 1)(IL; :)
end
end
3. ReturnW (t) and G(t).
Algorithm 4 ECKF
INPUT: ~S(t 1), I(t 1)c ,W (t 1), G(t 1), S(t), k(t 1)c 2 Z+ s.t. 1  k(t 1)c  n(t 1)
OUTPUT: ~S(t),W (t), G(t), I(t)c and k(t)c 2 Z+
METHOD:
1. Use the Colibri method to get ~S(t), I(t)c , I
(t)
a and I
(t)
b ;
2. If we need to do a new partition, go to 3 and 4; else, let W (t) = W (t 1) and G(t) =
G(t 1), and return;
3. Determine the cluster number k(t)c ;
4. Construct permutation matrices P (t 1) and P (t);
5. InitializeW (t) and G(t) using the Fast Update algorithm;
6. Correspond the nodes and clusters between two time steps and obtain W (t 1) and
Pt 1;t;
7. Iterate by using the updating rules defined in Equations (4.2) and (4.3) until conver-
gence.
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4.2 Theoretical Analysis
4.2.1 Correctness
Proposition 4.2.1 (Correctness of ECKF). Given the objective function of Equation (4.1), the
constrained solution satisfies KKT complementary conditions under the updating rules in
Equations (4.2) - (4.3).
Proof. To solve the optimization problem, we introduce the Lagrangian function
L(W (t); G(t); 1; 2)
=k( ~A)(t)   (CA)(t)W (t)G(t)Tk2F + (1  )k( ~A)(t 1)
  (CA)(t 1)W (t 1)G(t)Tk2F   Tr(1W (t)
T
)
  Tr(2G(t)T )
=  Tr[ ~S(t)   ( ~S(t))TP (t)W (t)G(t)T  G(t)W (t)TP (t)T ~S(t)
+G(t)W (t)
T
P (t)
T ~S(t)P (t)W (t)G(t)
T
] + (1  )  Tr[ ~S(t 1)
  ( ~S(t 1))TP (t 1)W (t 1)G(t)T  G(t)W (t 1)TP (t 1)T
 ~S(t 1) +G(t)W (t 1)TP (t 1)T ~S(t 1)P (t 1)W (t 1)G(t)T ]
  Tr(1W (t)T )  Tr(2G(t)T ) (4.4)
where ~S(t) = ( ~A)(t)
T
( ~A)(t), 1 and 2 are Lagrangian multipliers with nonnegative values,
which constrain the nonnegativity ofW (t) and G(t) respectively. This function satisfies KKT
complementary conditions. By setting the gradients, i.e., @L
@W (t)
and @L
@G(t)
, as zeros, we obtain
the following equations from the complementary conditions:
[ 2  P (t)T ~S(t)G(t) + 2  P (t)T ~S(t)P (t)W (t)G(t)TG(t)](i;h)
W (t)(i;h) = 1W (t)(i;h) = 0; (4.5)
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[ 2  ( ~S(t))TP (t)W (t) + 2 G(t)W (t)TP (t)T ~S(t)P (t)W (t)
  2(1  )  ( ~S(t 1))TP (t 1)W (t 1) + 2(1  ) G(t)W (t 1)T
P (t 1)
T ~S(t 1)P (t 1)W (t 1)](i;h)G(t)(i;h) = 2G(t)(i;h)
= 0: (4.6)
These are fixed point equations, and the solutions must eventually converge to a stationary
point. From the above two equations, we derive another two equal equations:
[ 2  P (t)T ~S(t)G(t) + 2  P (t)T ~S(t)P (t)W (t)G(t)TG(t)](i;h)
W (t)
2
(i;h) = 0; (4.7)
[ 2  ( ~S(t))TP (t)W (t) + 2 G(t)W (t)TP (t)T ~S(t)P (t)W (t)
  2(1  )  ( ~S(t 1))TP (t 1)W (t 1) + 2(1  ) G(t)W (t 1)T
P (t 1)
T ~S(t 1)P (t 1)W (t 1)](i;h)G(t)
2
(i;h) = 0: (4.8)
The constrained solution with updating rules in Equations (4.2) and (4.3) satisfy Equations
(4.7) and (4.8), so it satisfies the KKT fixed point condition. The proof is completed.
4.2.2 Convergence
Proposition 4.2.2 (Convergence of ECKF). The object function of Equation (4.1) is monoton-
ically decreasing under the updating rules in Equations (4.2) - (4.3).
Proof. We construct auxiliary functions to prove that Equation (4.1) decreases monotonically
under the updating rules.
An auxiliary function Z(X t+1; X t) should satisfy the two conditions:
Z(X t+1; X t)  J(X t+1); Z(X t; X t) = J(X t); (4.9)
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for any X t+1 and X t. We define,
X t+1 = min
X
Z(X;X t): (4.10)
Then, we obtain the following equations:
J(X t) = Z(X t; X t)  Z(X t+1; X t)  J(X t+1): (4.11)
Thus, with a proper auxiliary function, J(X t) is decreasing monotonically. Now, we construct
the auxiliary functions with respect toW (t) and G(t).
Let,
X = W (t);
B = (CA)
(t)T( ~A)
(t)
G(t) = P (t)
T ~S(t)G(t);
H = (CA)
(t)T(CA)
(t) = P (t)
T ~S(t)P (t);
Q = G(t)
T
G(t);
then the objective function withW (t) is,
J(X) = Tr( 2 XTB +  XTHXQ): (4.12)
Since B and H are mixed-sign matrices, we rewrite J(X) by splitting each mixed-sign
matrix into positive and negative parts:
J(X) =Tr( 2 XTB+ + 2 XTB  +  XTH+XQ
   XTH XQ): (4.13)
According to the Proposition 3 in [33], we find the upper bounds for each item in Equation
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(4.13) by,
a  (a2 + b2)=2b for Tr(XTB );
Tr(DTEDF ) 
nX
i=1
kX
p=1
(EDTF )ipD
2
ip
DTip
for Tr(XTH+XQ);
1 + log z  z for Tr(XTB+); Tr(XTH XQ):
Then, we construct an auxiliary function for J(X) as:
Z(X 0; X) =  2
X
ik
B+ikX
0
ik(1 + log
Xik
X 0ik
) +
X
ik
B ik
X2ik +X
02
ik
X 0ik
+
X
ik
(H+X 0Q)ikX2ik
X 0ik
 
X
ijkl
H ijX
0
jkQklX
0
il
(1 + log
XjkXil
X 0jkX
0
il
); (4.14)
where the subscription ik is the index of an element in the matrix. To get its global minimum,
we take @Z(X
0;X)
@Xik
= 0 and get Equation (4.2).
Similarly, when
X = G(t)
B1 = (( ~A)
(t)
)T(CA)
(t)W (t) = ( ~S(t))TP (t)W (t);
H1 = W
(t)T(CA)
(t)T(CA)
(t)W (t)
= W (t)
T
P (t)
T ~S(t)P (t)W (t);
B2 = (( ~A)
(t 1)
)T(CA)
(t 1)W (t 1)
= ( ~S(t 1))TP (t 1)W (t 1);
H2 = W
(t 1)T(CA)(t 1)
T
(CA)
(t 1)W (t 1)
= W (t 1)
T
P (t 1)
T ~S(t 1)P (t 1)W (t 1);
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the objective function with G(t) is,
J(X) =  Tr( 2XTB+1 + 2XTB 1 +XH+1 XT
 XH 1 XT ) + (1  )  Tr( 2XTB+2
+ 2XTB 2 +XH
+
2 X
T  XH 2 XT ): (4.15)
So, its auxiliary function is
Z(X 0; X)
=  2
X
ik
B+1ikX
0
ik(1 + log
Xik
X 0ik
) + 
X
ik
B 1ik
X2ik +X
02
ik
X 0ik
+ 
X
ik
(H+1 X
0)ikX2ik
X 0ik
  
X
ikl
(H 1klX
0
ikX
0
il(1 + log
XikXil
X 0ikX
0
il
)
  2(1  )
X
ik
B+2ikX
0
ik(1 + log
Xik
X 0ik
) + (1  )
X
ik
(B 2ik
X2ik +X
02
ik
X 0ik
) + (1  )
X
ik
(H+2 X
0)ikX2ik
X 0ik
  (1  )
X
ikl
(H 2klX
0
ikX
0
il(1 + log
XikXil
X 0ikX
0
il
)): (4.16)
By taking @Z(X
0;X)
@Xik
= 0, we get the updating rule of Equation (4.3) for G(t). The proof is
completed.
In the ECKF model, the input is required to be a semi-positive definite matrix so that it can
be used as the kernel matrix. Assuming the affinity matrix is semi-positive definite, we prove
the computed low-rank approximation is also semi-positive definite in Proposition 4.2.3.
Proposition 4.2.3. Given an semi-positive definite matrix X , the approximation ~X computed
by Colibri methods is semi-positive definite.
Proof. According to Colibri methods, if we concatenate all the sampled columns into C, the
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approximation is computed by:
~X = C(CTC) 1CTX; (4.17)
where (CTC) 1 is the Moore-Penrose pseudo-inverse of (CTC). This equation indicates, ~X is
the projection ofX into the column space of C. Similarly, we can construct ~X as the projection
of X into the row space of R, then we have ~X = XRT (RRT ) 1R. Since X is semi-positive
definite, we have X = XT , so C = RT , and we obtain:
~X = C(CTC) 1CTX = XRT (RRT ) 1R
= XC(CTC) 1CT : (4.18)
Let B = C(CTC) 1CT , then we get:
(CTC) is semi-positive definite
=) (CTC) 1 is semi-positive definite;
=) C(CTC) 1CT is semi-positive definite;
since for any vector v, v[C(CTC) 1CT ]vT = y(CTC) 1yT  0. Hence, B is semi-positive
definite. Then, Equation (4.18) is rewritten as ~X = BX = XB. According to the property
of a semi-positive definite matrix, if X and B are both semi-positive definite and BX = XB,
then BX and XB are also semi-positive definite. Thus, ~X is semi-positive definite. The proof
is completed.
4.2.3 Time and Space Complexity
To cluster a large dataset, efficiency in both space and speed is essential. In Algorithm 4,
the near-optimal matrix approximation is highly efficient, much faster than SVD [92]. In the
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decomposition step, the computation is actually done using the three small matrices, C, U and
R. This is also the basis for our time analysis.
For matrix decomposition, we first need to compute Pi (i 2 1; 2; 3; 4; 5) with the following
time:
P1; P2; P3 :O(c12n1);
P4; P5 :O(c02n0);
where c1 and c0 are the sizes of data subspaces at t and t   1 time steps, respectively; and n1
and n0 are the sizes of the input matrices at t and t   1. Then, we need to compute W (t) and
G(t) in Equations (4.2) and (4.3). With one iteration the time is,
W (t) :O(c1n1kc);
G(t) :O(cnkc);
where kc is the cluster number at t time step, c = max(c1; c0) and n = max(n1; n0). Pi
(i 2 1; 2; 3; 4; 5) is computed only once, butW (t) and G(t) have to be calculated l times, so the
overall time complexity is O(c2n+ lcnkc).
Regarding the space complexity, ECKF needs 2cn + c2 units to store C, U and R, and
needs c1kc and n1kc units forW (t) and G(t), respectively. In addition, the temporal storage for
computing Pi and updating W (t) and G(t) requires O(cn) units. Since c  n, the total space
used is O(cn).
The space requirement of storing the approximation and that of running the clustering al-
gorithm are of the same order. That is, the overall space complexity of ECKF is the same as
the storage requirement for the approximation matrix. Thus, we use the relative storage of the
input matrix as the space cost in our experiments. Moreover, we also note that the size of data
subspace c plays an important role in determining the time and space costs. The lower c is, the
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less running time and space ECKF uses.
4.3 Experiments and Results
In this Section, we evaluate the performance of ECKF on both synthetic and two real-world
evolving datasets in terms of clustering accuracy, time and space costs by comparing it with
leading evolutionary clustering methods. In addition, we investigate the results gained by the
low-rank approximation, which indicate the change of data structure. All algorithms were
implemented using MATLAB 7. The experiment was performed on a machine with a 3.0GHz
Intel Xeon CPU, 3.0GB RAM and the Windows XP operating system. All the results reported
are averaged over 10 runs.
4.3.1 Evaluation Methods
ECKF performs low-rank approximation by employing the Colibri methods [92]. Based on
the specification of the parameter cmax, which is the maximum volume of the subspace, Colibri
methods can produce a unique and linearly independent subspace. In our experiments, we set
cmax = 200 for both synthetic and real datasets. To study the performance of the low-rank
approximation, we examine the reconstruction error:
SSE = kS   ~SkF =
sX
i;j
(S(i; j)  ~S(i; j))2: (4.19)
When the dataset is extremely large, direct computation of SSE by using Equation (7.8) is
expensive. In this case, we employ the approximation method [89] to estimate SSE:
~SSE =
vuut n2jCj X
(i;j)2C
(S(i; j)  ~S(i; j))2; (4.20)
where C is a set of randomly selected sample entries, and n is the size of S.
We compare the proposed method with evolutionary spectral clustering [24] (ENC) and
accumulated K-means (AccKM, the accumulation of the history and present data is used as
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input for k-means). To show the effectiveness of incorporating historical knowledge in the
ECKF model, we also compare it with the kernel matrix factorization based clustering (KMF),
which executes the algorithm on the present time data only (Notice that ECKF and KMF will
gain the same results on the first time data).
All our comparisons are conducted using the following evaluation metrics:
1. Normalized mutual information (NMI)[88], refer to Equation (3.21).
2. KMCost [24], a value computed by K-means cost function:
KMCost = 
kcX
l=1
X
i2Vl;t
k ~vi;t   ~l;tk2
+ (1  )
kcX
l=1
X
i2Vl;t
k~vi;t 1   ~l;t 1k2; (4.21)
where ~vi;t denotes a node in the lth cluster at t time, ~l;t is the mean of that cluster, and
the similar definitions are made for ~vi;t 1 and ~l;t 1. Notice that for the second term, we
evaluate t time clustering on the t  1 data. A lower value indicates better clustering.
3. Time cost: We use the inline functions of MATLAB, tic and toc, to compute the running
time.
4. Space cost: We compute the storage of the input matrix as the space cost (normalized
based on the required storage units of the original data matrix). For ECKF, the input
is the low-rank approximations of two period similarity matrices, thus the space cost is
given by,
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SPCost =
N1 +N2
NNZ(S(t)) + NNZ(S(t 1))
; (4.22)
N1 = NNZ(C
(t)) + NNZ(U (t)) + NNZ(R(t));
N2 = NNZ(C
(t 1)) + NNZ(U (t 1)) + NNZ(R(t 1))
where NNZ(:) presents the number of non-zero entries in a matrix, For KMF, the input is
the approximation of present data, so the space cost is SPCost = NNZ(C
(t))+NNZ(U(t))+NNZ(R(t))
NNZ(S)
.
Both, ENC and AccKM, take S as the input, and their normalized space cost is one.
4.3.2 Synthetic Data
We evaluated the performance of ECKF on evolving synthetic data by considering the fol-
lowing cases: adding noise, inserting new nodes to existing clusters, deleting nodes, inserting
new clusters, removing clusters and duplicating snapshots (in this case, our algorithm can au-
tomatically detect duplicates and copy the last clustering as the current one).
We now describe the synthetic data we generated consisting of eight time steps. For the first
time step (i.e., t0), we sampled data points from five two-dimensional Gaussian distributions
N (i;i), i 2 f1::5g, where i is restricted to a diagonal matrix. Specifically, each entry of i
has a value randomly chosen from 0 to 20, and that of i ranging from 1 to 2. We sampled 60
data points from each distribution and obtained a five-cluster dataset with size 2 300. For t1,
we randomly selected 50 data points from each cluster and added zero-mean gaussian noise.
For t2, we selected one cluster and inserted some new data points into it. For t3, we selected
one cluster and deleted some nodes from it. For t4, we generated a duplicate snapshot of t3.
For t5, we generated a group of nodes from a gaussian distribution in the same way as for the
former clusters, and inserted it as a new cluster. For t6, we duplicated the last snapshot again.
For t7, we selected a cluster and deleted it. In Figure 4.2, each time step data is shown with
each group having a unique color and shape. The affinity matrix is computed by the kernel
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Figure 4.2: Exemplar selection for evolving synthetic data (eight time steps from t0-t7): blue dots
inside each cluster denote the selected exemplars.
S(i; j) = e
 kA(:;i) A(:;j)k2
 , where  = 0:05max(A(:)).
We first examine the results of the low-rank approximating procedure. As can be seen from
Figure 4.2, the exemplars (representative points) selected by ECKF illustrated by blue dots,
nicely represent the underlying data distribution, i.e., no outliers are picked. In addition, we
have also plotted SSEs gained from Colibri methods in Figure 4.3(a). As can be observed,
SSE changes with the evolving nature of the data. Specifically, it increases slightly when noise
is added at t1. There is almost no change in SSE when highly correlated nodes are inserted
into an existing cluster at t2. When some data points are deleted at t3, it increases since the
subspace is shrunk and some of the exemplars are removed. As t4 is a duplicate snapshot of t3,
SSE remains unchanged. At t5, SSE first increases significantly due to the addition of a new
cluster but comes back to the original range once the subspace is reconstructed based on the
total data. Like the case of t4 before, SSE remains unchanged at t6. At t7, although a cluster
is removed, SSE does not change because the subspace for the existing clusters is unchanged,
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and it is enough to estimate the approximation.
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Figure 4.3: Low-rank approximation on synthetic datasets: (a) shows approximation error at each time
step, and (b) shows the number of selected exemplars at each time step.
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Figure 4.4: Comparison of NMI among four methods with different values of  ranging in [0:2; 1].
To further examine the subspace, we plotted the number of exemplars for each time step in
Figure 4.3(b). We can see that when noise or new nodes are added, the subspace grows, such
as in the case of t1, t2 and t5. On the other hand, when nodes are deleted like t3 and t7, the
subspace shrinks. Hence, the size of subspace reflects the complexity of data structure.
To estimate the cluster number, we compute the gaps between consecutive top eigenvalues,
i.e., eignvalue(i)  eignvalue(i+1), where i = 1; 2; :::, and detect the deleted clusters (the cluster
on the current data with less than 30 data points based on the last cluster membership is deter-
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Table 4.2: The gaps between top eigenvalues and numbers of the deleted cluster on synthetic
data.
Time Steps t0 t1 t2 t3 t5 t7
Eigenvalue Gaps 13.81 15.18 15.18 15.18 15.50 29.60
148.08 157.24 135.32 151.34 15.18 34.27
11.14 14.29 16.73 20.19 151.34 60.21
4.08 16.37 19.48 68.44 2.82 87.90
84.37 55.52 54.02 17.13 17.37 20.26
6.14 6.50 14.26 1.82 68.44 16.16
11.79 8.99 19.10 0.77 17.13 19.41
7.39 0.77 0.77 8.96 1.82 7.43
. . . . . .
. . . . . .
. . . . . .
Deleted clusters 0 0 0 0 0 1
mined to be deleted) at the time steps where a clustering is performed, as shown in Table 4.2.
We notice, the gaps are larger for the top eigenvalues, and become smaller with the eigenvalue
decreasing. According to the change in SSE and the number of the deleted clusters, the data
structure at the first five time steps (from t0 to t4) does not change, indicating the cluster num-
ber remains the same. From the gaps between eigenvalues, we notice the index of the last gap
that is larger than a threshold (20 in our experiment) is almost the same, meaning the cluster
number doesn’t change at these time steps. At t3, we see the index of the last gap greater than
20 is 4, however, based on the change in SSE (almost no change) and the deleted cluster (no
deleted cluster), we determine the cluster number should be 5, the same as that for the last
time. At t5, we determine the cluster number is 6 according to the index of the last gap greater
than 20, which is consistent with the prediction of SSE that a significant increase of SSE may
be resulted by new inserted clusters. At t7, SSE takes almost no change, and one cluster is
deleted, so the cluster number is 1 less than that at the last step, i.e., 5. From the computed
eigenvalues, the index of the last gap greater than 20 is 5.
Next, we study the performance of ECKF for clustering. In the low-rank approximation
results, SSE remain unchanged at t4 and t6 indicating that we do not need to perform new
clustering at these time steps. Thus, in the rest of our experiments, we only report the clus-
tering results on the remaining data. To examine the effect of parameter , in Figure 4.4 we
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report NMIs with  going from 1 to 0:2. A higher value of  indicates lower incorporation
of historical knowledge into clustering. Since the results obtained by KMF and AccKM are
independent to , we plot them as flat lines. ECKF gains the highest NMIs in most cases, while
AccKM gets the worst results. Though the results by both ECKF and ENC fluctuate with the
change of , ECKF gains the best results in all values of  at most time steps except for t1.
This is because, ECKF integrates more historical knowledge such as the last approximation
results and last clustering results, which is much more effective than ENC that only incorpo-
rates the historical data. In general, KMF underperforms compared to both ECKF and ENC,
which indicates incorporation of historical information in clustering evolving data is essential.
In Figure 4.5, we show the comparison of four methods with respect to NMI for  = 0:8. It
is clear that ECKF outperforms the other methods by having highest NMIs at evolving time
steps.
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Figure 4.5: Comparison of NMI among four methods with  = 0:8 at each time step.
4.3.3 Real Data
To evaluate the performance of ECKF on real world data, we selected two publicly available
social network datasets. The first dataset is collected from Pubmed 1 database. To generate a set
of evolving datasets, we used an author-paper structure to denote each time data. We extracted
records published between 1990   2009 on the topics of “drug abuse”, and eliminated the
1http://www.ncbi.nlm.nih.gov/pubmed/
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ones without authors and abstracts. We also removed the authors who published less than 5
papers in this period. Then, we processed the records by extracting the abstracts, removing
common words and stemming them by Porter’s suffix-stripping algorithm [79]. After this, we
had 11,250 authors, 51,684 papers and 63,017 words. Next, we constructed an author-paper
matrix for each year by denoting each author with a word frequency vector. Finally, we had 20
groups of datasets, shown in Table 4.3. The affinity matrix is computed by S = AT  A. To
make it more sparse, we made the entries less than 0:005 to be zeros. The second dataset we
have used is the Enron Email corpus [66] 2, which contains email messages collected from 150
senior executives in the Enron corporation. We used a user-message structure to denote each
time data with every user corresponding to an email address. A user’s message in one time
step is the concatenation of all the sent and received emails. First, we selected a part of data
from the period between April 2001 to January 2002 and regarded each month as a time step.
After the elimination of users who had sent or received less than 10 emails, we had 75; 532
users, and 68; 588 email messages. From all these email messages, common stop words were
first removed followed by stemming using Porter’s suffix-stripping algorithm, resulting in a
vocabulary of 357; 274 words. Next, we constructed a user-message matrix for each month
by denoting a user appearing in a month with a word frequency vector. The details of the 10
groups of datasets we obtained in the end are given in Table 4.4. For this set of evolving data,
most of datasets contain over 5; 000 nodes. Hence, instead of computing S by AT  A, due
to both computational and space limitations, we adopted a different approach. We executed
the low-rank approximation algorithm directly on the data matrix: A  CAUARA. Then, the
2http://www.cs.cmu.edu/enron/
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Table 4.3: Summary of pubmed datasets used in the experiments.
Year Authors Papers Year Authors Papers
1990 2126 1886 2000 4059 2683
1991 2205 1813 2001 4097 2646
1992 2419 1880 2002 4371 2867
1993 2820 2101 2003 4637 3123
1994 2938 2181 2004 4896 3209
1995 3160 2219 2005 5122 3493
1996 3273 2260 2006 5146 3688
1997 3464 2376 2007 5248 4006
1998 3727 2466 2008 4899 3852
1999 3852 2542 2009 954 393
approximation of the affinity matrix was constructed by,
~S = (CAUARA)
T (CAUARA)
= RTAU
T
AC
T
ACAUARA
= CUR
where C = RTA, U = U
T
AC
T
ACAUA and R = RA. Since, ENC requires the affinity matrix and
not its approximation as the input, we only evaluated ECKF, KMF, and AccKM on this dataset.
On both real-world datasets, we executed ECKF, ENC, and AccKM with  = 0:8.
Table 4.4: Summary of Enron email datasets used in the experiments.
Time steps Number of Users Number of Messages
2001-04 5942 14348
2001-05 7481 16986
2001-06 6072 11128
2001-07 3777 6980
2001-08 4815 7490
2001-09 6670 9888
2001-10 9795 29556
2001-11 9246 23441
2001-12 4557 9471
2002-01 2865 11948
In Figure 4.6(a), we plot SSEs gained by Colibri methods on the Pubmed datasets. The
peaks before 1997 indicate the changes in the structure of the data. Especially during 1992
to 1996, every year a new subspace needs to be created. In the period 1996 to 1999, the
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Figure 4.6: Low-rank approximation on Pubmed datasets: (a) shows approximation error at each time
step, and (b) shows the number of selected exemplars at each time step.
data structure remains relatively steady, and the subspace at each time step succeeds from the
previous one. A similar pattern of peaks happens from 2000 to 2002, and stability thereafter
appears until 2008. The sudden spike in the SSE in 2009 suggests that the subspace in this year
is significantly different from that in the previous year.
In Figure 4.6(b), we have plotted the number of exemplars to show the complexity of data
structure at each time step. The pattern observed here supports the one observed in Figure
4.6(a). That is, before 1997, the subspace grows almost every year, indicating that the data
structure is becoming more complex. Thereafter, during 1997 to 1999, the subspace shrinks.
Again, from 2000 to 2002, the data becomes more complex, followed by a reduction in the
complexity after 2003.
The lack of much change in SSE during 1997 to 1999 and in 2007, means that we do
not need a new clustering on these datasets. In Figure 4.7, we have plotted the number of
clusters across all time steps. As discussed before, since the data is more complex prior to
2002, the number of clusters is more compared with after 2002. Figure 4.8 performs a head-to-
head comparison of ECKF, ENC, KMF, and AccKM on the remaining datasets with respect to
KMCost values. Clearly, among the four methods, ECKF gains the lowest KMCost values on
all the evolving data, followed by AccKM. The KMCost values of ENC are zeros during the
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period of 2003 to 2007, where the data contains over 4500 nodes. A zero-value here indicates
ENC fails to cluster the data due to insufficient memory. All through out, KMF generally
gets the highest KMCosts. This clearly demonstrates the benefits of incorporating historical
knowledge into the matrix factorization based clustering. The exemplars are able to rule out
noisy data points, hence making the ECKF framework very robust.
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Figure 4.7: Number of clusters on Pubmed Datasets.
Next, we report the results on the Enron datasets. Figure 4.9(a) shows the approximation
errors over the time steps of ten months. As we can see, the structure of the data changes
considerably in most months, except for the periods of June to July and August to September in
2001. In particular, in December 2001, the data changes significantly indicated by the highest
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Figure 4.8: Comparison of KMCost between ECKF, ENC, KMF, and AccKM on Pubmed datasets.
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point in the figure. In Figure 4.9(b), we have shown the number of selected exemplars for
each month. Note that, before July 2001, the number decreases every month, meaning the
structure is becoming less complex, while after that, it increases for the opposite reason. This
is verified by Table 4.4, where before July 2001, the numbers of users and messages decrease
every month, and increase after August 2001.
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Figure 4.9: Low-rank approximation on Enron datasets: (a)shows approximation error at each time
step, and (b) shows the number of selected exemplars at each time step.
Based on the low-rank approximation results, we do not perform a new clustering on the
data in July 2001. In Figure 4.10, we have plotted the number of clusters on the Enron datasets.
As noticed, the value of cluster number drops before June 2001, and then grows, which is
consistent with the curve of the number of exemplars in Figure 4.9(b). In Figure 4.11, we have
compared the KMCost values obtained by ECKF, KMF, and AccKM. As we see, ECKF gains
the lowest KMCost values on all the envolving Enron datasets.
In Table 4.5, we have compared the efficiency of the four algorithms in terms of execution
time and storage. With regards to speed, ENC is the fastest with KMF, ECKF, and AccKM
occupying second, third, and fourth place, respectively. Although ECKF requires more time
than ENC and KMF, as seen from the experiments, it is able to process extremely large datasets,
having almost 10; 000 nodes within 200 seconds. From the storage perspective, ECKF leads
the way as it requires the least memory, followed by KMF, and the last being ENC and AccKM
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Figure 4.10: Number of clusters on Enron Datasets.
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Figure 4.11: Comparison of KMCost between ECKF, KMF, and AccKM on Enron datasets.
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Table 4.5: Comparisons of efficiency on two real-world datasets: the values are the average of
results on all time step data.
Pubmed Datasets
Time(s) Space
ECKF 136.33 0.13
ENC 6.65 1
KMF 48.34 0.14
AccKM 72.615 1
Enron Datasets
Time(s) Space
ECKF 96.44 0.32
KMF 53.16 0.33
AccKM 314.52 1
which require the most.
4.4 Chapter Summary
In this chapter, we presented a mathematically-rigorous theoretical framework forEvolutionary
Clustering based on low-rank Kernel matrix Factorization (ECKF). By integrating low-rank
kernel matrix approximation, ECKF can partition extremely large datasets at every time step.
ECKF works directly in the low-rank subspace, which has highly attractive properties such as
feature selection, robustness to noise, and as a result, higher clustering accuracy. Empirically,
we demonstrated that ECKF outperforms existing evolutionary clustering methods in terms of
the clustering accuracy and efficiency through extensive experiments performed on synthetic
as well as publicly available real datasets.
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CHAPTER 5
SPECTRAL CLUSTERING FOR LARGE-SCALE
DATASETS WITH A LINEAR KERNEL
To reduce the critical demand of storage and computation time of spectral clustering on
large-scale datasets, in this chapter, we propose aMulti-level Low-rankApproximation (MLA)
framework. The rest of the chapter is organized as follows. The MLA model formulation and
algorithm description are presented in Section 5.1. Theoretical analysis on the approxima-
tion error and algorithm efficiency is given in Section 5.2. Extensive experimental results are
reported in Section 5.3. Finally, we summarize the chapter in Section 5.4.
5.1 Multi-level Low-rank Approximation for Fast Spectral
Clustering
In this section, we present the MLA method in details. To make the explanation easily
understood, we list the major symbols in Table 5.1.
Our model is based on the theories in [39], that is, given a matrix X , if C consists of
those c scaled columns of X selected from a judiciously-chosen probability distribution, then
the left singular vectors of X can be approximated by the left singular vectors of C with
high probability. Hence, the key idea of MLA is, the top k eigenvectors of the Laplacian
matrix L can be approximated from its judiciously-chosen subspace. Specifically, we first
compute a representative subspace and low-rank approximation to the affinity matrix S, then
we construct the corresponding approximate subspace of L, and finally the approximation to
its top k eigenvectors are computed. In the following, we discuss each step in details.
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Table 5.1: Symbol Definitions.
Symbol Definition
Adn data matrix with the size of d n
Snn the affinity matrix with the size of n n
Lnn the Laplacian matrix with the size of n n
Lsub the representative column matrix of L with the size of n c
Xij the entry(i,j) of a matrixX
X(i; :) the ith row ofX
X(:; j) the jth column ofX
XT the transpose ofX
c the number of the selected columns (the size of subspace)
k the number of the clusters
Cnc the representative column matrix of S with the size of n c
Dnn diagonal matrix with each degree on its diagonal
Unk the top k eigenvectors estimated from the proposed method
~X the approximation to a matrixX
IC the index set of the selected samples
k:kF the Frobenius norm
5.1.1 Compute the Subspace and Low-rank Approximation of the Affin-
ity Matrix
In our model, the affinity matrix is used for clustering, which is constructed by a standard
kernel. Given an affinity matrix S, we need to compute the low-rank approximation ~S, as
well as its corresponding subspace C. To generate the low-rank approximation to the affinity
matrix in the MLA method, we employ the Nystro¨m-based approximation algorithm [42],
which uses numerical integration theory to generate the Nystro¨m extension to the eigenvectors,
and derive the approximation to the Gram matrix from the Nystro¨m extension. Notice that the
approximation to the affinity matrix may result in negative values. However, the non-negativity
of the affinity approximation, in general, is not a prerequisite to approximate-based spectral
clustering algorithms [51], including ours.
Specifically, according to the Nystro¨m-based approximation, the affinity subspace C is
first constructed by a set of columns (denote the index set as IC) selected from a sampling
distribution, fpigni=1 such that
Pn
i=1 pi = 1. Then, C is rescaled by,
C 0(:; i) = C(:; i):=
p
c  pi; (5.1)
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where c is the number of samples. Next, a c c matrix
W (i; :) = C 0(IC(i); :):=
p
c  pi; (5.2)
is computed by the scaled intersection between the selected columns and the corresponding
rows. LetWk denote the best rank-k approximation toW , andW 1k the Moore-Penrose gener-
alized inverse ofWk, based on the Nystro¨m algorithm, we get the approximation to the affinity
matrix as,
~S = C 0W 1k C
0T : (5.3)
To achieve an accurate approximation, sampling is an important step. MLA provides a
general framework that various sampling strategies can be adopted, subject to
Pn
i=1 pi = 1 and
pi  0. The simplest one is to use the uniform sampling, where the samples are selected with
equal probability (pi = 1n) [36]. In addition, in [42] a judiciously-chosen and data-dependent
nonuniform probability distribution, i.e.,
pi =
kS(:; i)k2Pn
j=1 kS(:; j)k2
; (5.4)
is proposed as optimal sampling probabilities with respect to approximating S. That is, from
the perspective of approximation precision, Equation (5.4) minimizes the approximation error,
and thus can be used to generate an approximation with maximum accuracy. As stated in [42],
this sampling preferentially choose data points that are more informative and more represen-
tative of the data, in the sense that they tend to be well correlated with more data points. In
addition, a general data-dependent nonuniform distribution is defined in [39] as,
pi   kS(:; i)k
2Pn
j=1 kS(:; j)k2
; s:t:
nX
i=1
pi = 1;   1; (5.5)
and is optimal if  = 1.
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From Equation (5.5), the sampling probabilities in the affinity domain are computed based
on S, which is usually dense even though the original matrix A is sparse. When the dataset
is large, storing the whole affinity matrix becomes infeasible in practice. In the following, we
provide two sampling strategies that can overcome this problem. In particular, the first one
samples data in the affinity space, thus can be used for any non-negative kernels. The second
one is special designed for a linear kernel, which first compute an approximation to the data
matrix, and then construct the approximation to the affinity matrix and its subspace.
To sample data in the affinity matrix, we propose an iterative procedure to compute a nearly-
optimal sampling distribution based on the approximation to the affinity matrix. Specifically,
we first initialize the sampling probabilities with a uniform distribution, i.e., P (0) = fpigni=1,
where pi = 1=n. In the tth iteration, we compute the sampling probabilities by averaging the
results in previous iterations, i.e., pi = 1t
Pt 1
l=0 P (l)(i), from which the subspace C is selected,
and then ~S is computed by Equation (5.3). Next, we compute P (t) by
P (t)(i) =
(
Pn
j=1
~Sji)
2Pn
l=1(
Pn
j=1
~Slj)2
; i 2 [1; n]; (5.6)
where
nX
j=1
~Sji = ( ~S  ~1)i = (C 0(W 1k (C 0T~1)))i (5.7)
and ~1 is a n-dimensional column vector of ones. Now we state,
Proposition 5.1.1. Equation (5.6) provides a set of probabilities nearly-optimal for sampling
the columns of S.
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Proof. Since S is the affinity matrix, all entries are non-negative. Hence,
pi =
(
Pn
j=1
~Sji)
2Pn
l=1(
Pn
j=1
~Slj)2
=
Pn
j=1
~S2ji + 2
P
r;l2[1;n]( ~Sri ~Sli)Pn
l=1
Pn
j=1
~S2lj + 2
P
j;r;l2[1;n]( ~Srj ~Slj)

Pn
j=1
~S2jiPn
l=1
Pn
j=1
~S2lj + 2
P
j;r;l2[1;n]( ~Srj ~Slj)
= 
Pn
j=1
~S2jiPn
l=1
Pn
j=1
~S2lj
  kS(:; i)k
2Pn
j=1 kS(:; j)k2
; (5.8)
where
 =
Pn
l=1
Pn
j=1
~S2ljPn
l=1
Pn
j=1
~S2lj + 2
P
j;r;l2[1;n]( ~Srj ~Slj)
 1: (5.9)
In addition, we have
Pn
i=1 pi = 1. Hence, fpigni=1 are nearly-optimal probabilities for sampling
the columns of S. The proof is completed.
In Proposition 5.1.1, we prove that our sampling strategy is nearly-optimal given the current
approximation. In Algorithm 5, we present a heuristic, iterative method, in which the averaged
distribution is used in each step to actually sample S such that we can achieve a good balance
between covering the entire sample space and selecting the most representative samples.
The second sampling method is based on the original matrix A, when the affinity matrix is
computed by the linear kernel, i.e., S = ATA. The linear kernel may have negative values when
A contains negative entries. To make the linear kernel non-negative, we need to normalize S.
Specifically, the dot product of A(:; i) and A(:; j) represents the cosine value between the ith
and jth data points, so the range of values in S is [-1,1], and the linear kernel can be rewritten
as S = ATA+E to remove the negative entries, whereE is a nnmatrix of ones. To generate
~S and its representative subspace, we first compute the low-rank approximation and subspace
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Algorithm 5 COMPUTEPROB
INPUT: the data matrix A, and the maximum iteration nMaxIter
OUTPUT: the sampling probabilities fpigni=1
METHOD:
1. Initialize P (0) = fpigni=1 with pi = 1=n, and t = 1;
2. Do
(a) Sampling the subspace C under pi = 1t
Pt 1
l=0 P (l)(i) and scale it by Equation
(5.1);
(b) Compute ~S by Equation (5.3);
(c) Compute sampling probabilities by Equation (5.6) to get P (t);
(d) t = t+ 1;
until t == nMaxIter;
3. return fpigni=1, where pi = 1nMaxIter
PnMaxIter-1
l=0 P (l)(i).
of the original matrix A as,
~A = T0M0R0; (5.10)
where T0 is regarded as a subspace of A. Then, the approximate subspace of the affinity matrix
can be obtained by computing the similarities between data samples and the whole dataset as,
~C = ATT0 + E; (5.11)
where, again, E is a n  c matrix of ones. Correspondingly, the approximation to the affinity
matrix can be computed by ~A with the linear kernel as,
~S = RT0M
T
0 T
T
0 T0M0R0 + E: (5.12)
To efficiently selecting the representative subspace and generating the compact approxi-
mation of data points, we employ the Colibri method [92], which samples data points with an
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sampling distribution optimal in the feature space. We state,
Proposition 5.1.2. Define
pi =
kA(:; i)k2Pn
j=1 kA(:; j)k2
; i 2 [1; n]; (5.13)
where A(:; i) is the ith column of A, then fpigni=1 are nearly-optimal for sampling the columns
of S, when S is computed by the linear kernel, i.e., S(i; j) = A(:; i)TA(:; j) + 1, s.t. kA(:
; i)k = kA(:; j)k = 1.
Proof. When S is computed by the linear kernel, i.e., S = ATA, S(i; j) has the geometry
meaning of the cosine value between two data points A(:; i) and A(: j). So, the range of values
in S is [-1,1]. To make the linear kernel non-negative, we normalize S(i; j) as S(i; j) = A(:
; i)TA(:; j) + 1. Then we have,
S(i; i) = A(:; i)TA(:; i) + 1  A(:; i)TA(:; t) + 1 = S(i; t);
where i; t 2 [1; n]
)
dX
j=1
a2ji 
dX
j=1
ajiajt 8t 2 [1; n] (5.14)
) n(
dX
j=1
a2ji)
2 
nX
t=1
(
dX
j=1
ajiajt)
2 (5.15)
)
nX
i=1
[n(
dX
j=1
a2ji)
2] 
nX
i=1
[
nX
t=1
(
dX
j=1
ajiajt)
2] (5.16)
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As defined in Equation (5.13),
pi =
Pd
j=1 a
2
jiPn
i=1(
Pd
j=1 a
2
ji)
 (
Pd
j=1 a
2
ji)
2Pn
i=1(
Pd
j=1 a
2
ji)
for
dX
j=1
a2ji  1
=
n(
Pd
j=1 a
2
ji)
2
n
Pn
i=1(
Pd
j=1 a
2
ji)

Pn
t=1(
Pd
j=1 ajiajt)
2
n
Pn
i=1(
Pd
j=1 a
2
ji)
for Eq. (5.15)
= 
Pn
t=1(
Pd
j=1 ajiajt)
2Pn
i=1[
Pn
t=1(
Pd
j=1 ajiajt)
2]
= 
kS(:; i)k2Pn
j=1 kS(:; j)k2
;
where
 =
Pn
i=1[
Pn
t=1(
Pd
j=1 ajiajt)
2]
n
Pn
i=1(
Pd
j=1 a
2
ji)

Pn
i=1[
Pn
t=1(
Pd
j=1 ajiajt)
2]
n
Pn
i=1(
Pd
j=1 a
2
ji)
2
for
dX
j=1
a2ji  1
 1 for Eq. (5.16):
In addition, we have
Pn
i=1 pi = 1. Hence, fpigni=1 are nearly-optimal probabilities for sampling
the columns of S. The proof is completed.
When n is extremely large, the subspace C(nc) is limited to have a very small volume.
Generally, the approximation errors increase with the decrease of the subspace size. Hence,
using a small subspace to approximate a large affinity matrix is not reliable. To solve this
issue, we use ~C, the low-rank approximation of C, as the nearly representative subspace to
compute ~S. As a general approach to solve the scalability problem, ~C can be applied to any
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samplings.
Suppose we have selected a large volume of samples C(nc), which cannot be loaded com-
pletely in RAM. To utilizeC(nc) and save both time and space, we compute its low-rank matrix
approximation. We first split C(nc) into l sub-column blocks fCi(nm)gli=1 (c = l m), and
each is fit into RAM. Consequently, C is obtained as C = [C1; C2; :::; Cl]. Next, we modify
the Colibri method [92] to sequentially process block data and compute ~C(nc) with the form,
~C = T1M1R1; (5.17)
where T1 contains r real columns in C that are linearly-independent; M1 is called “core ma-
trix” with the size of r  r, which is updated with each sample selected and finally equals to
(T T1 T1)
 1; and R1 is of the size r  c and computed by
R1 = T
T
1 C = [T
T
1 C1; T
T
1 C2; :::; T
T
1 Cl]:
Finally, we obtain the corresponding low-rank approximation to S as
~S = ~C 0W 1k ~C 0
T
; (5.18)
where ~C 0 is the result after scaling ~C by Equation (5.1).
Regarding the spatial requirements, ~C needs (n r + r r + r c) units, compared with
C for (n  c) units. Due to (r  c) and (r; c  n), the use of ~C instead of C achieves
great spatial savings on the large-scale datasets. From the running time perspective, using ~C to
compute ~S by Equation (6.10) gains great computational efficiency as well.
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5.1.2 Compute the Subspace of the Laplacian Matrix
Given the subspace of the affinity matrix, we next compute the corresponding subspace of
L. First, we compute the approximation of the degrees as,
~~d = ~S~1 (5.19)
Then, the degree matrix ~D is constructed as a diagonal matrix with each item of ~~d on its
diagonal, and ~D 
1
2 with 1=
p
~di on its diagonal. We also compute the subspace of ~D 
1
2 as,
~D
  1
2
C =
~D 
1
2 (IC ; IC); (5.20)
where IC is the index set of selected samples. Consequently, the approximation to L is
~L = ~D 
1
2S ~D 
1
2  ~D  12 ~S ~D  12 ; (5.21)
and the subspace of ~L is
~Lsub = ~D
  1
2C ~D
  1
2
C  ~D 
1
2 ~C ~D
  1
2
C : (5.22)
We claim,
Proposition 5.1.3. If C is a subspace of S, then ~Lsub (Equation (5.22)) is an approximate
subspace of L.
Proof. C relates S as,
C = S(:; IC) =
0BBBBBBBBBB@
S1i1 S1i2 : : S1ic
S2i1 S2i2 : : S2ic
: : : : :
: : : : :
Sni1 Sni2 : : Snic
1CCCCCCCCCCA
; (5.23)
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where it 2 IC ; t = [1; c]. Thus, applying C defined in Equation (5.23) and the degree matrix
computed from Equations (5.19)-(5.20) in Equation (5.22) yields,
~Lsub = ~D
  1
2C ~D
  1
2
C (5.24)
=
0BBBBBBBBBBBB@
S1i1p
~d1 ~di1
S1i2p
~d1 ~di2
: : S1icp
~d1 ~dic
S2i1p
~d2 ~di1
S2i2p
~d2 ~di2
: : S2icp
~d2 ~dic
: : : : :
: : : : :
Sni1p
~dn ~di1
Sni2p
~dn ~di2
: : Snicp
~dn ~dic
1CCCCCCCCCCCCA
:
From Equation (5.21), ~L is
~L = ~D 
1
2S ~D 
1
2 (5.25)
=
0BBBBBBBBBBBB@
S11p
~d1 ~d1
S12p
~d1 ~d2
: : S1np
~d1 ~dn
S21p
~d2 ~d1
S22p
~d2 ~d2
: : S2np
~d2 ~dn
: : : : :
: : : : :
Sn1p
~dn ~d1
Sn2p
~dn ~d2
: : Snnp
~dn ~dn
1CCCCCCCCCCCCA
:
Clearly, from Equation (5.24) and (5.25), we get
~Lsub = ~L(:; IC): (5.26)
That is, ~Lsub is a subspace of ~L with columns indexed by IC . Hence, ~Lsub is an approximate
subspace of L. The proof is completed.
Consequently, we conclude that if ~C is an approximation to the subspace of S, then ~Lsub is
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an approximation to the subspace of L.
According to the LINEARTIMESVD algorithm in [39], ~Lsub needs to be selected based
on nearly-optimal probabilities (refer to Equation (5.5)) in the Laplacian domain so that the
top eigenvectors can be approximated with high accuracy. In our model, we generate ~Lsub
according to the subspace of S. We claim that,
Proposition 5.1.4. Given the optimal probabilities fpigni=1 for sampling the columns of the
affinity matrix S, where
pi =
kS(:; i)k2Pn
j=1 kS(:; j)k2
; (5.27)
then, fpigni=1 are nearly-optimal probabilities for constructing ~Lsub in the Laplacian domain.
Further, the nearly optimal probabilities computed by Equations (5.5, 5.6, 5.13) are nearly-
optimal for sampling the columns of the Laplacian matrix.
Proof. Let fPL(i)gni=1 denote the optimal probabilities for sampling the columns of ~L, where
PL
(i) =
k~L(:; i)k2Pn
j=1 k~L(:; j)k2
: (5.28)
Then, with Equation (5.21), we get
PL
(i) =
Pn
j=1
S2ji
~dj ~diPn
t=1
Pn
j=1
S2jt
~dj ~dt

1
~d2min
Pn
j=1 S
2
ji
1
~d2max
Pn
t=1
Pn
j=1 S
2
jt
=
~d2max
~d2min
kS(:; i)k2Pn
j=1 kS(:; j)k2
where ~di is the ith degree, ~dmin is the minimum of ~dis, and ~dmax is the maximum of ~dis. Let
 =
~d2min
~d2max
(  1), then
pi =
kS(:; i)k2Pn
j=1 kS(:; j)k2
 PL(i): (5.29)
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Hence, fpigni=1 (Equation (5.27)) are nearly-optimal probabilities for sampling the subspace in
the Laplacian domain.
For the nearly optimal probabilities computed by Equations (5.5, 5.6, 5.13), we get
~pi  1 kS(:; i)k
2Pn
j=1 kS(:; j)k2
 1PL(i): (5.30)
Since 1;   1, so f~pigni=1 are nearly-optimal for sampling in the Laplacian domain.
5.1.3 Compute the Approximation to the Top Eigenvectors of L
In the LINEARTIMESVD algorithm [39], it is shown that the top singular values and the
corresponding singular vectors of a matrix could be approximated from its subspace matrix,
selected under the nearly-optimal probabilities. Based on the theories in [39], we state that
Proposition 5.1.5. By using MLA, the approximation to the top eigenvectors (singular vectors)
of L could be computed from ~Lsub.
Proof. S is computed as a symmetric semi-positive definite matrix by a non-linear kernel met-
ric, so L is a symmetric semi-positive definite matrix since given any vector ~y,
~yTL~y = ~yTD 
1
2SD 
1
2~y = ~y0TS~y0  0; (5.31)
where ~y0 = ~yD  12 is a 1  n vector. As a result, the eigenvalue decomposition of L is also a
singular value decomposition. According to Algorithm 6, the eigenvector matrixU is computed
from ~Lsub, which is constructed under the nearly-optimal probabilities, so the top k singular
vectors of L can be approximated by U .
Given ~Lsub, which consists of those c columns of ~L selected based on the nearly-optimal
probabilities, we first scale it by
~L0sub = ~Lsub(:; i)=
p
cpi; i 2 [1; n]; (5.32)
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where pi is the sampling probability used in approximating the affinity matrix. Then, the
singular values and left singular vectors of L can be approximated by those of ~L0sub. Based on
linear algebra, these can be calculated by first performing an SVD of ~L0
T
sub
~L0sub to compute the
right singular vectors of ~L0sub as
~L0
T
sub
~L0sub = V V T ; (5.33)
where V is the right singular vectors of ~L0sub, and  is the singular values. Thus, the left
singular vectors of ~L0sub can be calculated as
U = ~L0sub  V (:; 1 : k)  12 ; (5.34)
which will be approximations to the left singular vectors (eigenvectors) of L. Algorithm 6
shows the entire process of the MLA method.
5.2 Theoretical Analysis
5.2.1 Analysis of Approximation Error
To examine the approximation error of the computed eigenvectors, we study the distance
between the optimal (by SVD) and the approximated embedding spaces (by MLA) by project-
ing the Laplacian matrix to the space spanned by the top singular vectors.
We claim
Proposition 5.2.1. Let Hk represent the top k eigenvectors of L by SVD and Uk be the ones
from ~L by MLA, then
kHkHTk L  UkUTk ~Lk2F (5.35)
kL  Lkk2F + kL  ~Lk2F+
k~L  ~Lkk2F + 2
p
kk~L~LT   ~Lsub ~LTsubkF :
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Algorithm 6 MLA
INPUT: the data matrix A, the maximum iteration nMaxIter, and the cluster number k
OUTPUT: Cluster labels
METHOD:
1. Compute C (or ~C) and ~S:
(a) Compute the sampling probabilities fpigni=1 by Equation (5.5), COM-
PUTEPROB(A, nMaxIter), or Equation (5.13);
(b) Construct the subspace C or ~C under fpigni=1;
(c) Scale the subspace (Equation (5.1)) and compute ~S (Equation (5.3) or (6.10)),
or achieve ~S by Equation (5.12) if sampling in the data space;
2. Compute the degree matrix by Equations (5.19)-(5.20);
3. Compute ~Lsub by Equation (5.22);
4. Compute the approximations to the top k eigenvectors of L by Equations (5.32) -
(5.34);
5. Normalize the row vectors: U(t; :) U(t; :):=k(U(t; :))kF ; t 2 [1; n].
6. Regarding each row of U as a point, do clustering via k-means, and return the cluster
labels.
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where Lk is the best rank-k approximation to L, and ~Lk is the best rank-k approximation to ~L.
Proof. According to SVD, Lk = HkHTk L, which is the projection of L in the space spanned
by the top k singular vectors Hk. Similarly, if ~L is projected in the space spanned by the true
top k eigenvectors of ~L, then we get ~Lk, so
kHkHTk L  UkUTk ~Lk2F (5.36)
=kLk   UkUTk ~Lk2F
=kLk   L+ L  UkUTk ~Lk2F
kLk   Lk2F + kL  ~L+ ~L  UkUTk ~Lk2F
kL  Lkk2F + kL  ~Lk2F + k~L  UkUTk ~Lk2F
kL  Lkk2F + kL  ~Lk2F+
k~L  ~Lkk2F + 2
p
kk~L~LT   ~Lsub ~LTsubkF :
by applying the triangle inequalities and THEOREM 2 in [39]. Proof is completed.
In Proposition 5.2.1, we notice kL  Lkk2F is a constant, which equals to
P
tk 
2
t (L) (the
sum of the squares of small singular values of L). kL  ~Lk2F provides the approximation error
to the Laplacian matrix,
kL  ~Lk2F =
X
i;j2[1;n]
(
Sijp
didj
  Sijq
~di ~dj
)2
 "kSk2F ; (5.37)
where " = maxi;j2[1;n]( 1p
didj
  1p
~di ~dj
)2. As seen, the approximation error of the Laplacian
matrix is related to that of the degrees. From Equation (5.19), the degree vector is computed
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with ~S, so the approximation error of the degrees is,
k~~d  ~dkF = k ~S~1  S~1kF = k( ~S   S)~1kF : (5.38)
Since
k(S   ~S)EkF =
p
nk(S   ~S)~1kF  kS   ~SkFkEkF ; (5.39)
where E is a n n matrix with all ones, we get
k~~d  ~dkF 
p
nkS   ~SkF : (5.40)
Hence, the approximation error to the degrees is related to that of the affinity matrix. In our
model, we use the Nystro¨m-based approximation [42] to compute the affinity matrix, which
has the following error bound (THEOREM 3 in [42]),
kS   ~Skk  kS   SkkF + 
nX
i=1
S2ii; s:t:;  > 0; c 
64k2
4
; (5.41)
where ~Sk is the rank-k approximation to S, and Sk is the best rank-k approximation. Clearly,
the approximation error in the affinity matrix depends on , which is expected to be small in
accurate approximations. Since  is related with c by c  64k2
4
, c, the number of samples,
should be large.
For k~L   ~Lkk2F , it equals
P
tk 
2
t (~L), and k~L~LT   ~Lsub ~LTsubkF has the error bound as
follows (THEOREM 1 in [38]),
k~L~LT   ~Lsub ~LTsubkF  (
2
c
)
1
2k~Lk2F ; (5.42)
Thus, with large c, k~L~LT   ~Lsub ~LTsubkF is also small.
The above analysis shows that when c is large, the approximation error of the computed
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eigenvectors is small. That is, sampling sufficient data points in practice is necessary to achieve
accurate approximation. This is also the main advantage of MLA over existing methods.
5.2.2 Efficiency Analysis
From Algorithm 6, the first step of MLA is to compute the sampling probabilities, which
use O(n) time. Then, generating ~S requires O(nc + c3) time by the method in [42], and
computing ~C needs O(nc + c3) time by the Colibri method [92]. Hence, the total time for
computing ~C and ~S isO(n). Next, computing the degree matrix requests forO(2cn+c2) time,
~L0
T
sub
~L0sub for O(n+ nc+ nc2 + 2c3), its SVD for O(c3), and Uk for O(k(ck + c2 + nc+ n)).
Finally, k-means is used to cluster Uk with each row as a point, which needs O(lnk) time,
where l is the number of iterations. Since c  n and k  c, the total time of MLA is
O(nc2 + lnk). As seen, MLA has a linear time complexity with respect to n, which is much
more efficient than traditional spectral clustering with O(n3) time complexity.
5.3 Experiments and Results
In this section, we evaluate the clustering performance of MLA on several real-world
datasets, by comparing it with the leading approximate spectral clustering methods. The sim-
ilarity matrix is computed by the standard linear kernel. All the algorithms were implemented
using MATLAB 7. The experiment was performed on a machine with a 3.0GHz Intel Xeon
CPU, 3.0GB RAM and the Windows XP operating system. All the results reported are aver-
aged over 10 runs.
5.3.1 Evaluation Methods
In our experiments, we implemented several algorithms under the MLA framework by ap-
plying different sampling strategies. The first one is C-MLA, in which the sample distribution
is computed by Algorithm 5; the second one is D-MLA, where sampling probabilities are
computed based on the data matrix (Equation (5.13)); the third one is S-MLA, where optimal
sampling probabilities for the affinity matrix S are computed (Equation (5.4)); the fourth one is
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L-MLA, where optimal sampling probabilities for the Laplacian matrix L are computed (Equa-
tion (5.4) with L instead); and the fifth one is U-MLA, where uniform sampling (pi = 1=n)
without replacement is employed. In order to evaluate the MLA approach, we compare it with
three leading approximate spectral clustering algorithms, including Nystro¨m-based spectral
clustering, i.e., Nystro¨m with randomly sampling [51], INystro¨m with k-means as a preproces-
sor [112], and a quantization-based fast spectral clustering, KASP [110]. In our experiments,
various subspace sizes c are selected to test the performance of MLA and Nystro¨m, which also
serve as the numbers of representative points in the k-means step of INystro¨m and KASP. To
execute k-means, we use random initialization and 500 iterations.
All our comparisons are conducted by using the following evaluation metrics:
1. Normalized mutual information (NMI)[88], refer to Equation (3.21).
2. Approximation Error: To evaluate the approximation accuracy of eigenvectors, we com-
pute the sum-square-error (SSE) by
SSE =
kL  UkUTk LkF
kLkF ; (5.43)
where L is the Laplacian matrix, and Uk is a matrix with the computed eigenvectors.
3. Running Time: We use the inline functions of MATLAB, tic and toc, to compute the
running time.
5.3.2 Data Description
To test the proposed method, we collect a few large-scale real-world datasets for various
applications, including text mining, web pages grouping, images clustering, and time series
analyzing. Specifically, the first real-world dataset we used is WebKB 1, a WWW-pages col-
lection from computer science departments of various universities. We process each web page
1http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/
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as a document and mainly use 4; 991 web pages with six categories in the experiment. Reuters-
21578, Distribution 1.0 2 is a collection of documents from Reuters newswire, which contains
21; 578 documents from 135 topics. In our experiments, we use a subset of this collection with
10 clusters. Another text corpus we used is 20 Newsgroups [68] 3, a collection of approx-
imately 20; 000 messages from UseNet news, partitioned (nearly) evenly across 20 different
newsgroups. In addition, we collect six datasets from the website of LIBSVM 4 with clusters
ranging from 2 to 52. Among them, Letter and Rcv are medium-size datasets with less than
20; 000 data points, and Real-Sim, MNIST, Aoustic, and Webspam are large-size datasets with
over 70; 000 samples. For all the text collections, the common words are removed, and the
meaningful words are stemmed using Porter’s suffix-stripping algorithm [79]. Table 5.2 gives
the detailed description of all the datasets.
Table 5.2: Summary of real-world datasets used in experiments.
Medium-size datasets
Name Category No. of clusters Size of data (d n)
WebKB web pages 6 1; 938 4; 991
Reuters texts 10 19; 418 2; 301
Letter images 26 16 15; 000
Rcv texts 52 47; 236 15; 564
Newsgroup texts 20 6; 163 18; 846
Large-size datasets
Name Category No. of clusters Size of data (d n)
Real-Sim texts 2 2; 011 72; 120
MNIST images 10 784 76; 054
Acoustic time series 3 50 78; 823
Webspam web pages 2 128 154; 123
5.3.3 Experimental Results
1. Results on c
Since sampling is an important step in the proposed method, we first study how subspaces
2http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html
3http://people.csail.mit.edu/jrennie/20Newsgroups/
4http://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/
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Figure 5.1: Comparison of approximation error with various c: (a) shows the results on Reuters; (b)
shows the results on WebKB; and (c) shows the results on MINIST.
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Figure 5.2: Comparison of NMI with various c: (a) shows the results on Reuters; (b) shows the results
on WebKB; and (c) shows the results on MINIST.
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Figure 5.3: Comparison of running time with various c: (a) shows the results on Reuters; (b) shows the
results on WebKB; and (c) shows the results on MINIST.
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selected by various sampling strategies affect the clustering performance. Among five algo-
rithms based on the MLA framework (see section 5.3.1), S-MLA computes the optimal sam-
pling probabilities based on the affinity matrix S, and L-MLA with the Laplacian matrix L.
Small datasets are necessary in these two cases to compute both S and L. In our experiment,
we construct three small real datasets, by randomly selecting 500 data points from Reuters,
WebKB, and MNIST, respectively, and evaluate eight methods, namely C-MLA, D-MLA, S-
MLA, L-MLA, U-MLA, Nystro¨m, INystro¨m, and KASP with respect to approximation error,
clustering accuracy, and running time. In the following, we report the clustering results for
different algorithms with c ranging from 10 to 300.
First, we compare the approximation error (Equation 7.8) with various subspaces. Since
KASP doesn’t provide eigenvectors, we only compare the MLA and Nystro¨m algorithms. Be-
sides, we use Normalized cut to generate the true eigenvectors to the Laplacian matrix, and
compute its optimal rank-k approximation and the corresponding minimum SSE. In Figure
5.1, we plot the average SSE against c with each curve for an algorithm, and plot the minimum
SSE as a flat dotted line, on Reuters, WebKB, and MINIST, respectively. As observed, seven
algorithms achieve comparable results with different subspaces on the three datasets. In par-
ticular, L-MLA, U-MLA and Nystro¨m gain more accurate approximation on Reuters, D-MLA
and INystro¨m on WebKB, and D-MLA on MNIST.
Next, we study the effects of subspace selection on clustering accuracy. In Figure 5.2, we
plot the average NMI against c for eight algorithms. From this figure, we observe all algo-
rithms achieve comparable clustering accuracy with various subspaces, except for INystro¨m
and KASP, which generally perform poorly on the datasets. As shown, the eight algorithms
have a similar tendency with the increase of c: starting with a small and incomplete subspace,
the performance is poor; when more exemplars are added, the subspace will include more
bases of the data, so the NMI values increase, indicating the performance becomes better; until
c increases over a certain point, e.g., c = 100 on Reuters, redundant bases will be included in
119
the subspace, resulting in a stable performance. Also notice that when c is large, the clustering
accuracy may be lower due to the inclusion of noisy samples, e.g., U-MLA with c = 300 on
Reuters. We notice, with a complete subspace (c = 100 on Reuters, c = 200 on WebKB, and
c = 250 on MNIST), D-MLA and C-MLA performs better than the other methods on Reuters,
D-MLA on WebKB, and KASP does on MNIST.
In Figure 5.3, we plot the running time with varying values of c. The MLA algorithms
generally run faster than the Nystro¨m-based methods and KASP. Notice that Nystro¨m can run
as quickly as the MLA methods when c is small, however, it requires much more time as c
increases. For example, Nystro¨m requires more than double time of MLA when c is equal to
300. That is because the Nystro¨m method needs to solve for the orthogonalized approximate
eigenvectors, in which matrix multiplication takes much longer computational time when the
subspace is large (refer to Section 3.3 in [51]). KASP runs slowly. Its running time on all the
datasets is about 100 times longer than that of the MLA methods when c is greater than 100.
INystro¨m runs even slower than KASP. The slow computational speed of KASP and INystro¨m
is mainly due to the running of the preprocessing step.
In summary, 1) MLA runs more efficiently than the existing algorithms, especially when
processing a large subspace, and thus highly applicable in real-world applications; 2)The pro-
posed sampling schemes perform well under the MLA framework. They can achieve com-
parable approximation quality as the optimal sampling strategy. As shown next, the optimal
sampling strategy is not applicable for large datasets.
2. Results on Medium-size Datasets
In the following experiments, on the medium-size datasets, we skip S-MLA and L-MLA due
to their expensive computation of S and L, and only evaluate the other three MLA algorithms,
i.e., C-MLA, D-MLA, and U-MLA. From a theoretical point of view, in order to achieve a
high approximation accuracy, one should select as many data samples as possible. However, as
shown in the previous experiment, sampling too many data points may add noises in the basis of
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the affinity and Laplacian subspaces, resulting in a lower clustering accuracy. In addition, using
a large volume of the subspaces can add heavy loads on both storage and computation. In our
experiments, we empirically set the maximum subspace size at 500 for all the datasets, and use
three different volumes of subspace, i.e., c = 100, 300, and 500, to evaluate the performance
of MLA.
In Table 5.3, we present the clustering results of the six algorithms on the medium-size
datasets with less than 20; 000 samples. Clearly, among all the methods, the D-MLA gains
the highest clustering accuracy on most datasets in all subspaces, while C-MLA and U-MLA
fall slightly behind D-MLA. Nystro¨m based methods gain comparable accuracy with MLA.
On Newsgroup20, INystro¨m performs the best among the six. Compared with the other five
methods, KASP generally performs poorly on these datasets.
The actual running time for each algorithm is also reported in Table 5.3. The MLA algo-
rithms generally run fast on all datasets. Nystro¨m can run as quick as MLA on some data, e.g.,
Letter and Newsgroup, while needs more time on WebKB and Rcv. Due to the slow prepro-
cessing step, INystro¨m and KASP require a running time tens of times longer than the other
three methods. Thus, they are not suitable to handle large-scale, high-dimensional datasets.
3. Results on Large-size Datasets
We have also evaluated the MLA methods on four large-size datasets, each containing over
72; 000 data points. In our experiment, Nystro¨m can select at most 100 samples, limited by the
3G memory in our PC. Since INystro¨m and KASP require extremely large working space when
processing these data, we skip these two algorithms in the following experiment. Besides, we
also skip S-MLA and L-MLA due to expensive computation of S and L on the large-scale
datasets.
In Figure 5.4(a), we show the comparison of clustering accuracy among the four methods
with different subspace sizes (note that c = 300 and 500 are only applicable to the MLA
methods) on the Real-Sim dataset. As seen, with the same subspace size, i.e., c = 100, MLA
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Table 5.3: Experimental results on median real-world datasets at the subspace sizes 100, 300,
and 500, including NMI and running time in parenthesis.
Datasets Method Result: NMI  100% (Running Time (s))
c = 100 c = 300 c = 500
D-MLA 55.10 (1.31) 57.04 (2.49) 56.90 (4.86)
C-MLA 55.21 (1.57) 56.47 (3.11) 56.85 (5.68)
U-MLA 54.43 (1.02) 50.48 (1.94) 52.02 (4.83)
Reuters Nystro¨m 54.86 (1.07) 53.91 (9.49) 49.91 (27.67)
INystro¨m 53.98 (49.23) 48.06 (118.03) 49.48 (185.30)
KASP 35.20 (46.94) 36.08 (113.65) 43.68 (170.54)
D-MLA 21.39 (1.65) 21.34 (2.68) 21.83 (3.57)
C-MLA 20.02 (1.81) 20.33 (3.84) 20.36 (8.52)
U-MLA 17.06 (1.74) 17.75 (3.20) 17.88 (7.99)
WebKB Nystro¨m 15.57 (1.67) 17.79 (16.52) 18.02 (42.49)
INystro¨m 14.97 (128.21) 17.66 (312.18) 16.97 (440.86)
KASP 15.84 (125.76) 16.28 (306.57) 20.27 (433.06)
D-MLA 39.46 (20.00) 43.89 (28.15) 43.74( 38.58)
C-MLA 37.29 (15.01) 37.42 (18.54) 37.87 (31.41)
U-MLA 34.53 (25.66) 35.96 (28.04) 34.99 (37.30)
Letter Nystro¨m 30.28 (21.66) 32.51 (29.02) 39.11 (42.36)
INystro¨m 39.26 (193.99) 39.49 (566.71) 39.44 (951.68)
KASP 33.24 (174.85) 31.93 (545.14) 34.28 (936.68)
D-MLA 42.82 (34.57) 49.66 (37.37) 52.55 (47.61)
C-MLA 38.15 (42.33) 45.48 (50.93) 48.44 (66.12)
U-MLA 41.03 (39.93) 48.56 (55.14) 50.07 (62.57)
Rcv Nystro¨m 42.77 (37.66) 50.19 (52.22) 50.53 (85.97)
INystro¨m 49.05 (475.50) 51.57 (1061.80) 52.45 (1554.10)
KASP 50.65 (444.60) 45.92 (1020.30) 45.51 (1522.3)
D-MLA 27.75 (16.22) 34.25 (20.80) 37.56 (29.99)
C-MLA 22.42 (16.30) 35.19 (25.38) 32.18 (31.78)
U-MLA 21.93 (16.97) 32.32 (20.15) 34.30 (25.46)
Newsgroup Nystro¨m 26.83 (16.98) 33.96 (18.20) 38.02 (26.66)
INystro¨m 39.11 (409.50) 44.79 (977.60) 46.59 (1457.90)
KASP 30.65 (393.90) 27.94 (953.50) 29.86 (1426.4)
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Figure 5.4: Comparison of clustering accuracy among Nystro¨m, C-MLA, D-MLA, and U-MLA on the
large-size datasets with c = 100; 200; 500, respectively: (a) shows the results on Real-Sim; (b) shows
the results on MNIST; (c) shows the results on Acoustic; and (d) shows the results on Webspam.
gains higher clustering accuracy than Nystro¨m. When using larger subspace c = 300 and 500,
the MLA methods perform better. This indicates that the subspace with c = 100 is incomplete,
and not sufficient to achieve accurate clustering. Figure 5.4 (b) shows the comparison of the
NMI values on the MNIST dataset. We notice, with c = 100, U-MLA performs best among
all the four methods, and D-MLA achieves a comparable clustering accuracy with Nystro¨m,
while C-MLA falls slightly behind. However, with c increasing, all MLA algorithms gain better
clustering performance. In Figure 5.4 (c), we show the clustering results on Acoustic. Notice
when c = 500, the clustering accuracy for the MLA algorithms decreases slightly compared
with that at c = 300. This indicates that the subspace with c = 300 contains enough bases
for clustering. Further increasing the subspace size will include more redundant, noisy data
samples, potentially leading to worse clustering performance. Finally, we present clustering
accuracy on Webspam in Figure 5.4 (d). Clearly, the MLA methods perform much better than
Nystro¨m. As c increases, the MLA methods gain no noticeable improvement on clustering
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Table 5.4: Comparisons of running time (s) on four large-size datasets.
Real-Sim MINIST
c C-MLA D-MLA U-MLA C-MLA D-MLA U-MLA
c = 100 17.22 15.97 12.92 41.38 21.81 34.84
c = 300 50.22 46.53 58.90 82.05 70.61 61.68
c = 500 108.98 97.89 89.23 172.07 162.75 183.65
Nystro¨m 16.56 37.18
Acoustic Webspam
c C-MLA D-MLA U-MLA C-MLA D-MLA U-MLA
c = 100 22.08 21.29 24.05 48.11 43.50 62.90
c = 300 36.93 31.39 34.99 191.03 178.93 142.30
c = 500 136.95 136.91 119.68 248.45 235.19 235.79
Nystro¨m 20.00 40.17
performance, indicating the subspace with c = 100 is sufficient for clustering.
In Table 5.4, we report the actual running time for the three algorithms. The middle three
lines show the time for the MLA methods with c = 100, 300, and 500, respectively, and the
last line shows the running time required by Nystro¨m with c = 100. As seen, D-MLA and
Nystro¨m request the lowest time at c = 100, while C-MLA and U-MLA need a little more
time. At c = 300 and 500, we use the approximation of the subspace in the computation, so
that more samples can be included. At c = 300, the computation of the low-rank approximation
to the affinity subspace can be performed in the memory on all the large-size datasets except for
Webspam, so all MLA algorithms require not much more time than that at c = 100. However,
at c = 500, MLA uses extra space in the disk to compute ~C, resulting in frequent data swaps
between the memory and the disk. Consequently, more computational time is required.
5.4 Chapter Summary
In this chapter, we present Multi-level Low-rank Approximation-based (MLA) general
framework for fast spectral clustering. Compared with existing approximate spectral clus-
tering methods, MLA has several advantages: 1) By integrating multi-level low-rank matrix
approximations, MLA gains efficiency in both computational time and space; 2) Using the ap-
proximation to the affinity subspace makes it possible to sample sufficient data points, which
is necessary to accurately obtain eigenvectors, and consequently, clustering results; 3) With the
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proposed sampling strategies, MLA can efficiently select data samples when processing large-
scale data. Empirically, we demonstrated that MLA outperforms leading approximate spectral
clusterings in terms of clustering accuracy and running time through extensive experiments
performed on real-world data.
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CHAPTER 6
APPROXIMATE SPECTRAL CLUSTERINGWITH A
NON-LINEAR KERNEL AND ITS APPLICATION ON HD
IMAGE SEGMENTATION
Following the previous chapter, we extend MLA toMulti-level Low-rank Approximation-
based Spectral Clustering (MLASC) with a non-linear kernel and apply it to HD image seg-
mentation. In the following, we first present a fast sampling strategy for a non-linear kernel,
which make it possible to select sufficient data samples in MLASC, and consequently lead to
accurate approximation and segmentation, in Section 6.1. Then, we report the results obtained
on both synthetic and real-world datasets in Section 6.2. Finally, we summarize the chapter in
Section 6.3.
6.1 MLASC with a Non-linear Kernel
As presented in the previous chapter, MLASC is formulated based on the theory in [39],
that is, the top k eigenvectors of the Laplacian matrix L can be computed approximately by its
subspace. Specifically, we first construct a representative subspace of the affinity matrix (S),
based on which, the low-rank approximation ~S is computed; then we compute the correspond-
ing approximate subspace of L; and finally the approximation to its top k eigenvectors. To
segment images by MLASC, we apply a non-linear kernel to compute the similarity between
the pixels as,
Sij = e
  kAc(i;:) Ac(j;:)kF
22c
  kAp(i;:) Ap(j;:)kF
22p ;
where Ac(i; :) represents a 3-dimensional (RGB) color vector, and Ap(i; :) a 2-dimensional
coordinate vector.
The difference of MLASC with a non-linear kernel from that with a linear kernel lies in the
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computation of the subspace and low-rank approximation of the affinity matrix. Thus, in the
following we focus on the sampling strategy to construct the affinity subspace, based on which
we compute the affinity approximation.
6.1.1 Sampling Issue
From Equation (5.5), the sampling probabilities are computed with S, which is expensive
when S is large. This issue is common for image segmentation problems. For instance, S is
of the size 480; 000  480; 000 for a 600  800 image. In addition, using a non-linear kernel
to compute the similarity between the pixels requires much time. Here, we propose to use an
uniform distribution for nearly-optimal sampling, i.e., pi = 1=n, and state,
Proposition 6.1.1. define
pi =
1
n
; i 2 [1; n]; (6.1)
then fpigni=1 are nearly-optimal for sampling the columns of S.
Proof. Since the values of S represent the similarity between data points, the higher value
indicates closer distance. Consequently, the diagonal elements in S, which represent the simi-
larities between one data point and itself, take the highest value of S, i.e., Sii  Si;j; 8i; j 2
[1; n]. Thus,
pi =
1
n
=
S2iiPn
j=1 S
2
jj
=
nS2ii
n
Pn
j=1 S
2
jj

Pn
t=1 S
2
ti
n
Pn
j=1 S
2
jj
= 
kS(:; i)k2FPn
j=1 kS(:; j)k2F
; (6.2)
where  =
Pn
j=1
Pn
t=1 S
2
tj
n
Pn
j=1 S
2
jj
. Because Sjj  Stj; 8t; j 2 [1; n], we get   1. In addition, we
have
Pn
i=1 pi = 1. Hence, fpigni=1 are nearly-optimal probabilities for sampling the columns
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of S. The proof is completed.
6.1.2 Computation of the Subspace and Low-rank Approximation of the
Affinity Matrix
When n is extremely large, the subspace Cnc is restricted to have a very small volume
due to the memory limitation. Generally, the approximation errors increase with the decrease
of the subspace size. Hence, using a small subspace to approximate a large affinity matrix is
not reliable. To solve this issue, we propose an iterative method to compute an approximate
subspace ~C, based on which ~S can be obtained.
The main idea is, with a small initial subspace, we iteratively compute a larger approximate
subspace based on the uniform probability distribution (Equation (6.1)), until a sufficient sub-
space is obtained. To efficiently compute the approximate subspace in each iteration, we apply
LinearTimeCUR algorithm [40]. Specifically, we first randomly select a small subspace with
c1 samples, i.e., C1(n c1), then a larger subspace with c2 (> c1) samples can be approximated
as,
C2;nc2 = C
0
1M2R
0
2: (6.3)
Here, C 01 is the scaled matrix of C1 by Equation (5.1). R
0
2 is the scaled selected row matrix
R2 = C2(IR; :); (6.4)
where IR is the index vector of the selected rows. To compute M2, the middle matrix of the
approximation, we first compute
CT1 C1 =
c1X
t=1
2t (C1)y
tyt
T
; (6.5)
where t(C1) is the tth top eigenvalue of C1, and yt is the corresponding eigenvector. Then, 
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can be computed by the top k eigenvalues and eigenvectors of C1 as,
 =
kX
t=1
1
2t (C1)
ytyt
T
: (6.6)
Next, we compute another variable 	 with
	(t; :) = C1(it; :)=
p
rpit ; it 2 IR; (6.7)
where r is the number of selected rows, and pit is the probability of the it
th row is selected,
which is 1=n by using uniform sampling. Finally, we computeM2 by
M2 = 	
T : (6.8)
Similarly, the iterative rule to compute the kth approximate subspace is,
Ck = C
0
k 1MkR
0
k: (6.9)
SinceMk and Rk are small matrices when compared with Ck, we can construct a large volume
approximate subspace ~C by using Equation (6.9). The corresponding low-rank approximation
to S is
~S = ~C 0W 1k ~C 0
T
; (6.10)
where ~C 0 is the result after scaling ~C by Equation (5.1).
6.2 Experiments and Results
In this section, we evaluate the performance of MLASC on both synthetic and real-world
image datasets in terms of the clustering accuracy (or segmentation quality), the approxima-
tion error, and the running time. Note that the affinity matrix can be approximated using either
Equation (5.3) or Equation (6.10). The difference is whether we start with the Original sub-
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space or the Approximated one. In the following, we denote the two different methods with
MLASC-O and MLASC-A, respectively, and call them MLASC when no differentiation is
needed. Particularly, in MLASC-A, for the tradeoff between the efficiency and accuracy, we
empirically set the initial subspace size c1, and in the iterations, we set ck = ck 1 ( > 1).
In order to evaluate our methods, we compare it with three leading approximate-based
spectral clustering algorithms, i.e., Nystro¨m-based spectral clustering with random sampling
[51], INystro¨m with k-means as a preprocessor [112], and KASP [110], a quantization-based
fast spectral clustering method. In addition, the performance of the baseline clustering algo-
rithm: normalized cuts (NCut) [85] on the synthetic and small-size real data is also reported.
In our experiments, the subspace size c in MLASC and Nystro¨m is selected manually based on
the observation of achieving reasonable segmentation results, which also serves as the number
of representative points in the k-means step of INystro¨m and KASP. All the algorithms were
implemented using MATLAB 7. The experiment was performed on a machine with a 3.0GHz
Intel Xeon CPU, 3.0GB RAM and the Windows XP operating system. In our experiment, the
following evaluation metrics are used:
1. Normalized mutual information (NMI) [88], refer to Equation (3.21).
2. Quantitative evaluation: We evaluate color image segmentation results using Q-value
[17], and a low value indicates good performance. In addition, three other performance
metrics, i.e., Variation of Information (VI), Probabilistic Rand Index (PRI), and Seg-
mentation Covering (Covering), are computed based on the ground-truth provided by
the Berkeley benchmark datasets [5]. A high VI, high PRI, and low Covering value
indicate good performance.
3. Approximation error: We use the sum-square-error (SSE) metric to evaluate the ap-
proximation accuracy,
SSE =
kS   ~SkF
kSkF ; (6.11)
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where S is the affinity matrix, and ~S the approximation matrix. To evaluate the approxi-
mation error of eigenvectors, we compute the Euclidean distance between the projection
matrices spanned by Hk (achieved by normalized cut) and Uk (obtained by MLASC),
SSE =
kHkHTk   UkUTk kF
kHkHTk kF
: (6.12)
A lower SSE value indicates higher approximation accuracy.
4. Time: We use the inline functions of MATLAB, tic and toc, to compute the actually
running time of an algorithm.
6.2.1 Synthetic Data
In this section, we illustrate the performance of MLASC on a non-linear synthetic dataset,
shown in Figure 6.1 (a). The data is constructed by two rings, each of which contains 1; 000
points. The affinity matrix is computed by Sij = e
 kA(:;i) A(:;j)kF
22 + , where  = 20,  = 10
and  =  10. For MLASC-A, we set c1 = 20, and  = 5=4.
First, we study the performance of MLASC with various values of c. In Figure 6.1 (b),
we plot the average clustering accuracy against c for the six (approximate) spectral algorithms.
Since the results obtained by NCut are independent to c, we plot it as a flat line. Clearly,
both our methods perform well. When c is greater than 50, they all get comparable clustering
accuracy as NCut. Particularly, when c is over 300, MLASC-A achieves the highest clustering
accuracy among the six. This indicates that, instead of using the original subspace (MLASC-
O), we can also gain good clustering in the approximate subspace (MLASC-A). We see that
INystro¨m and KASP gain comparable results as MLASC, however, Nystro¨m performs poorly.
Next, we compare the running time, shown in Figure 6.1 (c). We observe MLASC-A is the
fastest among all the approximate methods, followed by MLASC-O. The Nystro¨m algorithm
runs slowly when c is large, e.g., the running time is four times than that of MLASC when c is
over 300. Note that all approximate methods can run faster than NCut within a small subspace,
131
−80 −60 −40 −20 0 20 40 60 80
−80
−60
−40
−20
0
20
40
60
80
(a)
0.9
1
 
 
100 200 300 400 500 600 700
0.46
0.47
0.48
0.49
C
N
M
I
MLASC−A
MLASC−O
Nystrom
INystrom
KASP
NCut
(b)
100 200 300 400 500 600 700
0
5
10
15
20
25
30
c
Ti
m
e 
(s)
 
 
MLASC−A
MLASC−O
Nystrom
INystrom
KASP
NCut
(c)
Figure 6.1: Comparison of clustering accuracy and efficiency with various c: (a) shows the synthetic
dataset, (b) shows the comparison of NMI, and (c) shows comparison of running time.
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Figure 6.2: Comparison of approximation errors of the affinity matrix and eigenvectors among four
algorithms with various c.
i.e., c  400, and thus achieve higher efficiency.
Finally, we plot the approximation error of the affinity matrix S vs. c, shown in Figure
6.2(a). Obviously, MLASC achieves lower approximation errors than other methods for all
c. Notice that with the same c, MLASC-A gets a higher SSE than MLASC-O, indicating
that the use of the approximate subspace will increase the approximation error of S. We also
compare the approximation errors of the eigenvectors in Figure 6.2(b). Clearly, due to the
lower approximation error of S, MLASC and INystro¨m can achieve more accurate embedding
than Nystro¨m for all c.
6.2.2 Real Data
In this section, we evaluate MLASC on real-world image datasets. The images are mostly
collected from the Berkeley Segmentation Dataset and Benchmark [75] with the same size of
321  481 (n = 154; 401 pixels). First, to compare the segmentation of MLASC with NCut,
we construct a small-size real dataset by zooming out the benchmark images to the size of
49  73 (n = 3577 pixels). Second, sample images with original size are selected to form the
medium-size dataset. On both datasets, we run MLASC-O. Finally, to evaluate our method
on large-size (HD-quality) images, we construct two datasets. One is formed by zooming the
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benchmark images to the size of 1429  2141 (3 million pixels), which is done using the bi-
cubic interpolation method provided by MATLAB. Since we use a uniform sampling when
constructing the affinity subspace, i.e., samples are selected randomly with equal probabilities,
our method will not suffer adverse consequences from this operation. The other is formed by
real HD images with the size of 1200 1600 (about 2 million pixels) 1.
When running on a computer with 3:0GB RAM, no algorithms except MLASC-A can have
sufficient sample pixels to achieve reasonable segmentation on large-size datasets. So, only the
results of MLASC-A are reported. The parameters of MLASC-A are set with c1 = 10, and
 = 3=2. Besides, we empirically set c = 4, and p = 0:1 on all testing images. The subspace
size is set at c = 100 for the medium dataset and c = 1000 for the large datasets. Based on
our visual observation, the number of segments in a testing image is generally between 4 and
6, and the average number, 5, is used in our experiment.
1. Experiments on small-size and medium-size Datasets First, we compare the performance
of the five algorithms, i.e., MLASC-O, Nystro¨m, INystro¨m, KASP, and NCut, on small-size
images, shown in Figure 6.3. For each line in this figure, the original color images are shown
at the beginning, followed by the segmentation results obtained by the five algorithms. The
segmentation is shown with the pseudo-color images, where each region is represented by an
unique color. As observed, MLASC-O, KASP, and NCut can all achieve sound segmentation
while the Nystro¨m method produces poor results. The segmentation quality is confirmed by the
Q-value and benchmarks in Table 6.1. Regarding the running time, MLASC-O is the fastest
among the five, also reported in Table 6.1.
Next, we evaluate our method on medium-size images with about 150K pixels. Note that
Ncut requires high spatial cost of storing the affinity matrix and the graph Laplacian matrix.
Specifically, each matrix needs (321  481)2  4 bytes, approximately 90GB. Though the
cost of storage can be reduced by using sparse matrices, 3G RAM is still far too small, and we
1http://www.hdwallpapers.net
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Figure 6.3: Segmentation results on small-size dataset (49 73) with c = 100.
did not evaluate Ncut on the medium-size images. In the following, we compare the perfor-
mance of the four algorithms, i.e., MLASC-O, Nystro¨m, INystro¨m, and KASP and show the
experimental results in Figure 6.4. As seen, MLASC-O provides more reasonable segmenta-
tion results than other methods on all the testing images. We notice INystro¨m usually gives
comparable segmentation results, however, sometimes it breaks one object into a few pieces.
For example, on “Elephant”, the sky is split into three parts, and some areas of the elephant
and the sky are assigned to the grass region. Similarly, the sky is broken on the “Building”
image. We also observe that the segmentation results by Nystro¨m and KASP frequently mix
the foreground and background objects. The quantity comparisons are reported in Table 6.2.
MLASC-O achieves best results in most cases, which is consistent with our visual observation.
In Table 6.3, we provide the comparison of the running time. Clearly, MLASC-O is the
fastest among the four algorithms, followed by Nystro¨m. INystro¨m and KASP require much
more time - over 100 seconds are needed to segment one image, mainly due to the extra time
required in the quantization step.
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Table 6.1: Experimental results on small-size dataset (c = 100): Q-value, Covering, PRI, VI,
and average running time (s).
Methods
Picture Evaluation Metric MLASC-O Nystro¨m INystro¨m KASP NCut
Q-value 0.0043 0.0043 0.0051 0.0065 0.0042
Covering 0.5296 0.5007 0.2762 0.5776 0.5248
P1 PRI 0.7732 0.7621 0.6264 0.7870 0.7699
VI 2.2423 2.2876 3.4735 1.9572 2.2405
Q-value 0.0065 0.0062 0.0043 0.0075 0.0049
Covering 0.3680 0.3674 0.2178 0.3645 0.3344
P2 PRI 0.7542 0.7509 0.6629 0.6906 0.7357
VI 3.4101 3.3717 4.1124 3.2185 3.7077
Q-value 0.0068 0.0093 0.0044 0.0073 0.0066
Covering 0.3428 0.3236 0.2596 0.3303 0.3403
P3 PRI 0.7706 0.7710 0.6767 0.7555 0.7690
VI 3.4362 3.4633 3.6380 3.4328 3.4014
Q-value 0.0050 0.0073 0.0024 0.0082 0.0051
Covering 0.4554 0.3959 0.4055 0.4440 0.4558
P3 PRI 0.7475 0.7177 0.6826 0.7044 0.7480
VI 2.4581 2.7885 2.5546 2.5493 2.4629
average time (s) 0.55 1.91 2.46 4.59 7.18
2. Experiments on Large-size Datasets Finally, we evaluate the performance of MLASC-A
on large-size images. Figure 6.5 shows the segmentation results on benchmark images with
3 million pixels: in each row, the first one is the original image, the second is the mean-
filled image, and the third is the segmentation. The “mean-filled” image is obtained by filling
each segmented region with the mean color of the corresponding region in the original image.
MLASC-A gains solid segmentation results for all the testing images: the foreground objects,
like the horses, stones, and zebras are clearly separated from the background, and the segmen-
tation quality is confirmed by quantitative evaluation metrics in Table 6.4. The running time
is also reported. Notice that our method is very efficient, and can process a 3M image in 90
seconds.
We also evaluate MLASC-A on real HD images with about 2 million pixels. Our method
presents good performance on all testing images, shown in Figure 6.6. This is confirmed by
the low Q-value, 0:009, in average. The running time is about 60 seconds per image. It is
worth pointing out that the use of the approximation subspace in MLASC-A makes it possible
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Table 6.2: Comparison of quantities on medium-size dataset (c = 100): Q-value, Covering,
PRI, and VI.
Methods
Picture Evaluation Metric MLASC-O Nystro¨m INystro¨m KASP
Q-value 0.0026 0.0045 0.0026 0.0038
Covering 0.4559 0.4275 0.2767 0.4465
Elephant PRI 0.8102 0.7977 0.7436 0.7387
VI 2.3437 2.7179 3.4722 2.3356
Q-value 0.0056 0.0067 0.0037 0.068
Covering 0.5779 0.5596 0.5026 0.5692
Deer PRI 0.7818 0.7726 0.7389 0.7729
VI 1.9105 1.9850 2.3529 2.0330
Q-value 0.0051 0.0091 0.0023 0.0101
Covering 0.3879 0.3772 0.4591 0.3766
Tiger PRI 0.5638 0.5608 0.6054 0.5673
VI 2.7682 2.8727 2.3526 2.7855
Q-value 0.0017 0.0104 0.0018 0.0047
Covering 0.4559 0.3625 0.4462 0.4428
Building PRI 0.7477 0.7391 0.7356 0.7128
VI 1.9317 2.5098 2.0553 2.0510
Table 6.3: Comparisons of the running time (s) on medium-size images.
Name MLASC Nystro¨m INystro¨m KASP
Elephant 5:19 5.18 119:42 100:97
Deer 4.95 10:46 119:93 104:38
Tiger 3.69 11:64 117:41 99:80
Building 3.01 8:46 106:97 92:21
Table 6.4: Experimental results on large-size dataset (c = 1000): Q-value, Covering, PRI, VI,
and running time (s).
Name Q-value Covering PRI VI Time (s)
Horse 0:0097 0:4418 0:6975 2:5966 90:98
Stone 0:0066 0:4496 0:8498 2:3959 88:23
Zebra 0:0069 0:3248 0:6032 2:5530 83:84
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Figure 6.4: Segmentation results on medium-size dataset (321 481) with c = 100.
to include a good number of sample pixels (c = 1; 000) in the computation, an indispensable
step to segment a large-size image as a whole.
6.3 Chapter Summary
In this chapter, we presentMulti-level Low-rank Approximation-based Spectral Clustering
(MLASC) with a non-linear kernel, and apply to high-resolution image segmentation. Simi-
lar to the linear kernel-based method, MLASC gains high efficiency in both computational
time and space by incorporating low-rank matrix approximation into spectral clustering. Addi-
tionally, the approximation to the affinity matrix and its subspace makes it possible to sample
sufficient pixels to accurately approximate the subspace of the Laplacian matrix and its eigen-
vectors, and thus achieve good segmentation. Besides, with the proposed nearly-optimal sam-
pling strategy, MLASC can quickly select data samples from large-scale images. Empirically,
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Figure 6.5: Segmentation results on large-size dataset (1429 2141) with c = 1000.
139
Figure 6.6: Segmentation results on HD images (1200 1600) with c = 1000.
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we demonstrate that MLASC outperforms leading approximation-based spectral clustering in
terms of accuracy, approximation error and running time.
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CHAPTER 7
DETECTION OF ABNORMAL HUMAN BEHAVIOR
USING A MATRIX APPROXIMATION-BASED
APPROACH
In this chapter, we apply matrix approximation-based methods to detect abnormal crowd
behaviors in surveillance video. Different from the existing methods, where a classifier or
detector is typically used, our approach employs low-rank matrix approximations to model
crowd behavior patterns, and as a result, it can fast detect abnormal events in complex crowd
scenes. In the following, we first present our model and experimental results in Sections 7.1
and 7.2, respectively, and then summarize the chapter in Section 7.3.
7.1 Matrix Approximation-based Approach for Abnormal
Behavior Detection
Figure 7.1 shows the framework of the proposed method. During the training step, nor-
mal video segments are collected, based on which a set of representative motion subspaces
are computed by low-rank matrix approximation. Given a test video segment, we compute a
motion matrix, as well as a set of low-rank approximations to the motion matrix with the rep-
resentative subspaces. If the approximation error of the most accurate approximation is larger
than a user-defined threshold, our system will issue an alarm, which will be examined by hu-
man operators. In complex real-world scenarios, an alarm may actually associate with a novel
normal behavior. In this case, the event is incorporated into our system through our adaptive
learning module. That is, we update our model by adding a new subspace, representing the
new type of normal events.
In our method, the video is sliced into overlapping segments with a fixed time duration, and
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Figure 7.1: Framework for abnormal crowd behavior detection by using low-rank matrix approxima-
tion approach.
crowd behaviors are analyzed in each video segment. Crowd scenes, such as airports and public
stations, may contain extremely large amounts of people with independent activities occurring
in different locations in the frame, so an abnormal event can be defined as abnormal crowd
behaviors in a local video segment. On the other hand, individual activities are concerned
in some crowd scenarios, e.g., bank and office. In such cases, an abnormal event is defined
as an abnormal individual behavior in a video segment. Thus, we propose two models: one
is a region-based model for abnormal crowd activity detection, and the other is an object-
based model for detecting abnormal individual behaviors. In both models, a behavior pattern
is represented by a motion matrix obtained through either block matching and object tracking,
respectively. In the following, we present our approach in details.
7.1.1 Feature Extraction for the Region-based Model
In this model, the video is divided into local spatio-temporal volumes of a fixed size, which
we refer to as cuboids. The local space of the frame is referred as a region. To formulate the
dynamics of a cuboid, we divide each region into a set of blocks, and compute block motions
by using a block matching method. The motion of a block is defined with
jVij =
q
Vx
2
i + Vy
2
i (7.1)
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as the velocity, and
i = arctanVxi=Vyi (7.2)
as the angle, where i is the index of a block, Vxi and Vyi are the movement values along x and
y axes. The dynamics of a region is represented by a vector, where each value represents the
motion of a block, and the motion matrix is constructed by stacking all motion vectors as:
M =
0BBBBBBB@
B11 B
2
1 : : B
t
1
: : : : :
: : : : :
B1m B
2
m : : B
t
m
1CCCCCCCA
; (7.3)
where Bji is the i
th block motion in the jth frame, m is the number of blocks in the region,
and there are t frames in a video segment. Notice Bji can be the velocity, the angle, or their
combination. This matrix can be viewed as a data matrix, with each column as a data point,
and each row as a feature. From this perspective, the data points, i.e., the motions of regions,
are independent. This is not a reasonable assumption since the movement in a region of one
frame usually smoothly transfers to the temporally adjacent ones. Thus, Equation (7.3) can
be regarded as defining a first-order motion matrix as each data point represents the dynamics
of one local frame. Accordingly, we can construct a kth-order motion matrix by concatenat-
ing continuous k-frame local dynamics as a motion vector. Thus, the dynamics of temporal
continuous local frames can be leveraged.
In practice, noises may exist in the video, resulting in inaccurate computing of block mo-
tions. To reduce noise effects, we smooth a block motion by averaging the corresponding ones
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in the temporal neighborhood of local frames. Finally, the motion matrix is given as,
M =
0BBBBBBB@
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: : : :
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j=k+t 1 B
j
m
1CCCCCCCA
; (7.4)
where w is a user-defined value, representing the size of temporal neighborhood.
7.1.2 Feature Extraction for the Object-based Model
In this model, we use tracking features to build the motion matrix. In our tracking sys-
tem [18], the objects are represented by blobs, which are tracked by the KLT tracker through
comparing the previous frame with the current frame. Due to the effects of many factors, e.g,
illumination variation, overlapping, and occlusion, an existing blob may be modified, e.g., be-
ing deleted for disappearing in the scene, splitting into multiple blobs for separating objects, or
merging with other blobs for representing a new object. As a result, one object may correspond
to different blobs during different time slots. Though many object tracking systems have been
proposed, tracking at the object level is still one of the most challenging research topics in
computer vision. On the other hand, blob tracking is well developed and typically accurate and
stable. Our object-based abnormal detection model is established on the result of tracking. As
our focus is not on tracking itself, we employ the blob tracking technique in our study in order
to get robust results.
The typical tracking features include blob area and location. In our method, we use the area
information to remove small and noisy blobs, and employ the location information to construct
the motion vector at one time step, as
 !
l =

xlt ylt xrt yrt xlb ylb xrb yrb
T
; (7.5)
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where xlt and ylt are the coordinates of the left-top corner point of the blob, xrt and yrt are
the coordinates of the right-top corner point, xlb and ylb are the coordinates of the left-bottom
corner point, and xrb and yrb are the coordinates of the right-bottom corner point. Then the
trajectory of a blob can be represented by a motion matrix, constructed by stacking all the
locations of the blob in a video segment. Similar to the region-based model, we construct a kth-
order motion matrix by concatenating continuous k-frame blob locations as a motion vector to
leverage the object motions in temporal continuous frames. Finally, the motion matrix is given
as:
M =
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
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: (7.6)
7.1.3 Model of Crowd Behavior Patterns
Once the motion matrices of normal video segments are computed, we next learn the mo-
tion subspaces to represent behavior patterns through the adaptive learning module. In our
method, we employ the Colibri method [92], i.e., exemplar-based nearly-optimal low-rank ap-
proximation, to fast select a representative subspace and generate a compact approximation to a
matrix. Specifically, given a motion matrixM , its low-rank matrix approximation is generally
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denoted as
~M = CUR: (7.7)
C is regarded as a representative motion subspace, which contains a set columns selected from
M , known as motion exemplars. R is computed with C, i.e., R = CTM , and U is computed
by minimizing kM   CURk2F (in Colibri, U is computed along with generating C, and k:kF
is the Frobenius norm). Besides, we compute the approximation error
SSE = kM   ~MkF (7.8)
to evaluate the approximation quality.
Given the first motion matrix M1, we compute its low-rank matrix approximation with
Equation (7.7). From this step, we obtain a compact representation to the motion matrix, i.e.,
the low-rank approximation ~M1 and a representative subspaceC1, which is used to characterize
the first crowd behavior pattern. When processing the pth motion matrixMp, we first compute
~Mp
(i)
, its low rank approximation using subspace i,
~Mp
(i)
= CiUiRi; (7.9)
where Ci is the ith subspace, Ui is the corresponding middle matrix, and Ri is computed by
Ri = C
T
i Mp. The motion deviation from the i
th subspace is given by the approximation error
SSE = kMp   ~Mp(i)k. Among all the SSEs computed with the existing subspaces, assume
that the lowest error is achieved using the jth subspace. If this error is smaller than the SSE
obtained when generating the jth subspace, we consider that the pth motion matrix can be
accurately approximated by the subspace. That is, its behavior pattern is similar to the one
characterized by the jth subspace. In this case, this motion of crowd/object are integrated such
that the jth subspace is able to cover all the typical motions in the same class. Specifically,
we first combine the pth motion matrix with the subspace as M = [Mp; Cj], and then update
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the jth subspace by computing the low-rank approximation to M with Equation (7.7). On
the other hand, a larger error indicates that the video segment contains a new type of normal
events. Accordingly, we update our system by adding a subspace with Equation (7.7), which
represents a new crowd behavior pattern. Through the adaptive learning, our system ultimately
will generate all the subspaces that can cover the full spectrum of normal behaviors.
7.1.4 Detection of Abnormal Events
Similar to the training step, given a test video segment, a motion matrix is first constructed
for each cuboid or blob. Then the low-rank approximations are computed with the representa-
tive subspaces by Equation (7.9) and the approximation error is computed by Equation (7.8).
If SSE is smaller than an user-defined threshold, this cuboid/blob is regarded as normal. Oth-
erwise, we consider an abnormal behavior is detected, and the system will issue an alarm (a
warning text). If, later on, the warning is judged as a false alarm by human operators, a new
representative subspace is generated with the same procedure in the training step such that the
corresponding behavior pattern can be incorporated into our system.
7.2 Experiments and Results
7.2.1 Experimental Results for the Region-based Model
In this section, we evaluate our method on public video data with crowd collective activities
including the UMN database 1, and the benchmark data of PETS2009 2. Thus, we use one
region per frame, and represent a crowd behavior with the motion of all moving objects in
a video segment. The UMN data includes 11 videos from three scenes, i.e., lawn, hallway,
and square. Each video begins with normal crowd behavior and ends with crowd escape.
The PETS09 data contains several sequences with crowd activities in the same view. In our
experiment, we generate four datasets (videos) by joining the videos/sequences from the same
scene to test our method. The frame dynamics is ignored during the transition of videos. In
1http://www.cs.ucf.edu/r˜amin/?page id=24
2http://www.cvg.rdg.ac.uk/PETS2009/a.html
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Figure 7.2: Experimental results for abnormal event detection in crowd scenes: pictures in the first
column are normal frames, and the other pictures show the detected abnormal crowd behaviors.
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Figure 7.3: Approximation error of the motion matrix on UMN dataset, Scene 1.
Figure 7.4: Approximation error of the motion matrix on UMN dataset, Scene 2.
these videos, the normal crowd activities include people wandering, walking, standing, and
abnormal crowd behaviors include running and sudden escaping.
The algorithm was implemented using C++ with OpenCV2.1. In all experiments, we set
the parameters as follows: block size at 16, window size at 30, window shift step at 20, or-
der number k at 3, and neighborhood size w at 2. During the training process, our system
generates one representative subspace for each video, as all training video segments contain
similar human movement “Walk”. The user-defined threshold for detection is set according to
the highest SSE obtained when generating the subspaces. Since the detection threshold varies
with different videos, we report it individually.
In Figure 7.2, we show some typical frames of abnormal detection results on the four
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datasets, where the first column pictures are from normal video segments, and the second and
third columns show the detected abnormal crowd behaviors. A red arrow shows the motion
of a block with the length as the velocity and the direction as the angle. As observed, the red
arrows are sparse and short in the normal frames, while dense and long in the abnormal ones.
This indicates an abnormal crowd behavior usually contains large motions, e.g., escaping with
panic.
In Figures 7.3-7.6, we plot the approximation error against frame number and show the
detection results in the four crowd scenes. The approximation error is computed by adding the
smallest SSE achieved with both the velocity and angle matrices. As noticed, for each dataset,
the training data is selected from the beginning frames. For example, the first 400 frames are
selected for dateset 1. Then, the whole dataset is tested with the computed representative sub-
spaces. To compare with the ground truth, we manually pick the frames containing abnormal
crowd behaviors, and mark those periods with a dark color. As shown, two abnormal events
happen in the first scene (Figure 7.3), which are crowd sudden escaping after they wander in
the lawn for some time. Similarly, in the hallway scene (Figure 7.4), the abnormal activities,
i.e., crowd sudden escaping, take place six times; and in the square plaza scene (Figure 7.5),
there are three abnormal events. PETS09 data contains four abnormal events (Figure 7.6). In
the first three, crowd suddenly run in the same direction and in the last one crowd escape in
various directions. As observed, approximation error protrudes during the periods of abnormal
events on all the datasets. We plot the detection threshold with a blue line in Figures 7.3- 7.6.
Clearly, approximation error is larger than the threshold in all the abnormal video segments,
indicating successful detection.
In Table 7.1, the average running time on each dataset is reported. As observed, the time
for computing the motion of a frame is in an average of 60ms, and that for computing matrix
approximation to the motion matrix requires about 50ms. Notice that, matrix approximation
is computed based on a video segment, and thus its computational time is required only when
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Figure 7.5: Approximation error of the motion matrix on UMN dataset, Scene 3.
Figure 7.6: Approximation error of the motion matrix on PET09 dataset.
the entire segment is processed. Thus, our method currently can process real-time surveillance
video stream in every other frames, assuming 20fps. In the future, we plan to further optimize
our system with faster algorithms and hardware.
7.2.2 Experimental Results for the Object-based Model
Next, we evaluate the object-based model on video data we captured inside a building. The
behaviors include walking, raising arms, squatting, drinking, running, jumping, kicking, lying,
Table 7.1: Running time (ms/F) for the region-based model.
Scene Optical Flow Matrix Approximation
UMN dataset 1 58.84 49.14
2 56.73 48.32
3 68.95 47.69
PETS09 dataset 50.74 48.27
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Table 7.2: Datasets for evaluating the object-based model.
Dataset No. of Frames Behavior patterns besides walking
(the starting and ending frames of behavior patterns are shown in the parenthesis)
Video 1 3337 turning ([51,120]) raising arm ([460,580],[660, 770]) squatting ([951,1045])
drinking ([1221,1310]) running ([1471,1512], [1741,1780]) jumping ([2051,2370])
kicking ([2436,2650]) lying ([2741,2940], [3101,3337])
Video 2 3578 squatting ([1080,1170], [1200,1285], jumping ([1470,1580],[2100,2150], raising arm ([1715,1780])
[1315,1390],[2600,2650], [3290,3480])
[2690,2800])
running ([2420,2550]) bending ([2880,2970], [3040,3110])
Video 3 2698 hitting ([1540,1600]) running ([1601,1630],[2011,2030]) kicking ([1950,2010])
squatting ([2400,2500]) bending ([2541,2650])
bending, hitting or kicking a door. Table 7.2 shows the details of behavior patterns in each
period of frames, where the remaining unmarked frames contain only “walking” patterns. For
each experiment, we extract the video segments with normal walking for the training, and use
the whole video for the test. So the behaviors except for walking are regarded as abnormal
events. The parameters are set as follows: window size at 20, window shift step at 5, and order
number k at 10.
We first compare our method with the Hankel matrix-based model [35], a fast event de-
tection method by estimating the rank of a matrix constructed from the observed data. The
positions of four corner points of the blobs are used as the tracking features to build the Hankel
matrix, as the same as the motion matrix in our method, i.e., Equation (7.6). As stated in [35],
the rank of the Hankel matrix can be estimated by the number of singular values that are larger
than a threshold. In our experiment, we set the threshold at 30.
Figure 7.7 shows the typical pictures of various behaviors in Video 1. Note that the same
person is represented by two different blobs, i.e., “Blob[0]” and “Blob[202]”. That is because
the person disappears during the period of frame 1500 to frame 1600, and a new blob is gener-
ated when he re-appears in the video. Besides, we discard the noisy blobs, which usually have
a short tracking history, and only analyze the blobs with long trajectories. In our experiment,
we set the minimum length of a trajectory to be analyzed at 60, i.e., two seconds.
Figure 7.8 and Figure 7.9 show the experimental results by the Hankel matrix-based model
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Walk (frame 143) Raise arm (frame 538) Squat (frame 987) Drink (frame 1267)
Run (frame 1757) Jump (frame 2218)
Walk
Kick (frame 2468) Lie (frame 2793)
Figure 7.7: Typical pictures of various behaviors in Video 1 (the corresponding frame number shown
in parenthesis).
and our object-based model, respectively. Particularly, we note the detected abnormal events
with text boxes, and mark the frames containing abnormal behaviors in grey. Clearly, the
Hankel matrix-based model tends to detect more events than our model. For example, in the
period of frame 130 to 150, the rank of the Hankel matrix protrudes, where a “Turn” movement
is taken. Similarly, during a “Drink” behavior, the rank protrudes in the period of frame 1250 to
1300. However, Hankel method is sensitive to noise, resulting in many false alarms, as shown
in green circles in Figure 7.8. In comparison, our method is robust to noise, and can detect all
abnormal behaviors with the approximation error protrudes during these periods. Note that in
“Turn” and “Drink”, the shape of the blob is similar to that in “Walk”, so our method provides
low approximation error for these motions. Thus, these behaviors are considered as normal.
Similarly, in “Run”, “Jump”, and “Kick”, the approximation error is not as high as that in the
behaviors with obvious shape changes, e.g., “Squat” and “Lie”. However, the approximation
error protrudes during these periods, so the abnormal behaviors can be successful detected.
Next, we present the experimental results on other video datasets. The typical pictures in
Video 2 and Video 3 are shown in Figure 7.10 and Figure 7.12, respectively. Particularly, the
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Figure 7.8: Rank of the Hankel matrix by using the Hankel matrix-based approach.
Figure 7.9: Approximation error of the motion matrix on Video 1 by using the object-based model.
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Walk (frame 247) Squat (frame 1098) Jump (frame 1547) Raise arm (frame 1730)
Raise arm (frame 1752) Jump (frame 2107) Run (frame 2433) Bend (frame 2902)
Figure 7.10: Typical pictures of various behaviors in Video 2 (the corresponding frame number shown
in parenthesis).
abnormal behaviors in Video 2 include “Squat”, “Jump”, “Raise arms”, “Run”, and “Bend”,
while Video 3 contains “Hit”, “Run”, “Kick”, “Squat”, and “Bend”. In Figures 7.11-7.13, we
plot the approximation error against the frame number. Clearly, approximation error protrudes
in the video segments with abnormal behaviors, indicating successful detection. Notice that the
approximation error is very high for the behaviors such as “Squat”, “Bend”, and “Kick”. That
is because the shapes of block with those behaviors are quite different from “Walk”, which is
used to train the model and generate the representative subspaces. While the shapes of blocks
with“Jump”, “Raise”, “Run”, and “Hit” are similar to “Walk”, and thus the approximation error
is relatively small.
From the running time perspective, our tracking system can track multiple objects in real
time. Besides, our method needs to compute the matrix approximations with the representative
subspaces for each video segment, which requires no more than 60ms. Since each video
segment contains 60 frames (two seconds) in our experiments, the time for processing one
frame is no more than 1ms in average. Thus, our method is very efficient to process video
data, and can be applied to video surveillance in real time.
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Figure 7.11: Approximation error of the motion matrix in Video 2 by using the object-based model.
Walk (frame 247) Walk (frame 403) Enter (frame 841) Hit door (frame 1592)
Run (frame 1622) Kick door (frame 1967) Squat and observe (frame
2433)
Bend (frame 2633)
Figure 7.12: Typical pictures of various behaviors in Video 3 (the corresponding frame number shown
in parenthesis).
Figure 7.13: Approximation error of the motion matrix in Video 3 by using the object-based model.
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Table 7.3: The number of subspaces
Video Name Video 1 Video 2 Video 3
No. of subspaces 358 78 93
Finally, the number of subspaces is reported in Table 7.3. As observed, tens of subspaces
are generated for these videos. Since the motion matrix is typically full as it is built based on
the trajectory of blobs in a video segment, more subspaces are required to represent behavior
patterns for each trajectory. Besides, we notice the number of subspaces in Video 1 is much
larger than that of the other two videos. That is because Video 1 contains two person move-
ments, while the other two videos have only one person. Thus more subspaces are required to
capture all normal behavior patterns in a complex scenario.
7.3 Chapter Summary
In this chapter, we propose two models to detect abnormal crowd/individual behaviors in
video surveillance. Our approach employs low-rank matrix approximations to model behavior
patterns, and as a result, it can fast detect abnormal events in complex scenes. In addition, our
system is built through the adaptive learning module, which allows to incorporate new behavior
patterns during the detection process. Thus, our approach can detect abnormal events in videos
with very complicated crowd activities. Our model is based on object motions, and thus only
used to detect abnormal human movements. One of the future work could be the analysis of
scenes and interactions among the moving and static objects, which provide various contexts
for abnormal event detection.
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CHAPTER 8
CONCLUSION AND FUTUREWORK
8.1 Conclusion
This dissertation focuses on complex data analytics, including retrieving patterns, analyzing
dynamics, and detecting abnormity. Characterized by large-scale, high-dimensional, sparsely
encoded, and dynamic evolving, complex data imposes considerable challenges in data mining
research. We provide several models to solve the problems of complex data analysis through
incorporating low-rank matrix approximation into clusterings, such as matrix decomposition
based large-scale data clustering, evolving data grouping, multi-level low-rank approximate
spectral clustering for large datasets, and apply the algorithms to high-resolution image seg-
mentation, and abnormal event detection in video surveillance. More specifically,
1. We proposed Exemplar-based low-rank sparse Matrix Decomposition (EMD), a theoreti-
cal framework to cluster large-scale datasets. By uniquely combining matrix decomposition-
based clustering and low-rank matrix approximation, EMD is robust to noise through ex-
emplar selection in matrix approximation, leading to higher clustering accuracy. Besides,
it gains efficiency in both computational time and space by decomposing the compact ap-
proximation. In addition, it guarantees the basis matrix to lie within the representative
subspace, making cluster centroids more interpretable. Finally, it tends to generate sparse
factors, and thus a sharp partition of the data. From a theoretical perspective, we math-
ematically show the correctness and convergence of EMD, and prove it gains a linear
time complexity with respect to the volume of data. Empirically, EMD shows superior
performance over existing methods for large-scale data clustering [22, 101, 96].
2. We developed a mathematically-rigorous theoretical framework forEvolutionaryClustering
based on low-rank Kernel matrix Factorization (ECKF). By integrating low-rank kernel
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matrix approximation, ECKF can partition extremely large datasets at every time step.
ECKF works directly in the low-rank subspace, which has highly attractive properties
such as feature selection, robustness to noise, and as a result, higher clustering accuracy.
We demonstrated that ECKF outperforms existing evolutionary clustering methods in
terms of the clustering accuracy and efficiency through extensive experiments [104].
3. We proposed Multi-level Low-rank Approximation-based (MLA) spectral clustering
with a linear kernel for clustering large-scale datasets. Compared with existing approxi-
mate spectral clustering methods, MLA gains efficiency in both computational time and
space by integrating multi-level low-rank matrix approximations. Besides, using the ap-
proximation to the affinity subspace makes it possible to sample sufficient data points,
which is necessary to accurately obtain eigenvectors, and consequently, clustering re-
sults. In addition, with the proposed sampling strategies, MLA can efficiently select data
samples when processing large-scale data. Our experiments on real-world data showed
MLA outperforms leading approximate spectral clusterings for clustering large volume
of data [102].
4. We extended MLA to Multi-level Low-rank Approximation-based Spectral Clustering
(MLASC) with a non-linear kernel and applied it for high-resolution image segmenta-
tion. Similar to the linear kernel-based method, MLASC gains high efficiency in both
computational time and space by incorporating low-rank matrix approximation into spec-
tral clustering. Additionally, the approximation to the affinity matrix and its subspace
makes it possible to sample sufficient pixels to accurately approximate the subspace of
the Laplacian matrix and its eigenvectors, and thus achieve good segmentation. Besides,
with the proposed nearly-optimal sampling strategy, MLASC can quickly select data
samples from HD images. Through extensive experiments performed on public data and
real HD images, we demonstrate that MLASC outperforms leading approximation-based
spectral clusterings in terms of accuracy, approximation error and running time [97].
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5. We proposed two models to detect abnormal crowd/individual behaviors in video surveil-
lance. Our approach employs low-rank matrix approximations to model crowd behavior
patterns, and as a result, it can fast detect abnormal events in complex crowd scenes.
In addition, our system is built through the adaptive learning module, which allows to
incorporate new crowd behavior patterns during the detection process. Thus, our ap-
proach can detect abnormal events in videos with very complicated crowd activities.
Empirically, the effectiveness of our method is shown through experiments performed
on simulation crowd videos [98, 99, 100].
8.2 Future Work
This dissertation focuses on complex data analytics. It is beneficial to point out the exten-
sions for future work with focus on open problems in data mining.
First, EMD is proposed as a theoretical framework to cluster large-scale, high-dimensional,
and sparse data by using a matrix factorization approach. In EMD, we decompose data approxi-
mation into factors, i.e., the exemplar matrix, weight matrix, and cluster indicator matrix. From
the first two matrices, we can derive cluster centroids, and the data labels can be obtained from
the last matrix. As such this method focuses on data clustering. Thus, an extension of the EMD
framework is, co-clustering of both data points and features can be achieved by simultaneously
selecting data samples and representative features and decomposing data approximation ma-
trix into more factors: data sample matrix, data weight matrix, mixture matrix, feature weight
matrix, and feature sample matrix. Similar to EMD, the objective is to minimize the decom-
position error. From the factors, we can derive the cluster centroids for both data points and
features, i.e., multiplying the sample matrix with weight matrix. Besides, the cluster labels of
data points can be achieved simply by multiplying the last three matrices, and those for features
by multiplying the first three matrices. This extension for co-clustering inherits the merits of
EMD, such as robustness, interpretability, sparsity, and efficiency.
Second, the abnormal event detection approach can be extended to analyze dynamic envi-
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ronments. Nowadays, a dynamic model is required in many real-world applications, such as the
analysis of climate or financial data, network intrusion, spam and fraud detection, electricity
demand, and industrial quality inspection. Typically, this model must be adaptive and robust
to a missing, faulty, limited or unbalanced data context. With our framework, the patterns
are modeled as the representative subspaces, and the “sketch” of data is obtained by low-rank
approximation. Thus,our approach makes the analysis of non-stationary data easier and more
efficient as one only needs to study data exemplars or “sketches”. In addition, our model pro-
vides an online learning mechanism, that is, the learning module incorporates new patterns
during the analysis process. Thus, our model is adaptive and robust to analyze data obtained
in highly complicated dynamic environments. Finally, many data mining techniques such as
clustering can also be integrated with low-rank approximations in our model to assist reaching
other goals, e.g, information retrieval. In summary, our model is expected to provide a general
framework for analyzing a dynamic or evolving environment.
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Today, digital data is accumulated at a faster than ever speed in science, engineering,
biomedicine, and real-world sensing. Data mining provides us an effective way for the ex-
ploration and analysis of hidden patterns from these data for a broad spectrum of applications.
Usually, these datasets share one prominent characteristic: tremendous in size with tens of
thousands of objects and features. In addition, data is not only collected over a period of time,
but the relationship between data points can change over that period too. Besides, knowledge
is very sparsely encoded because the patterns are usually active only in a local area. The ubiq-
uitous phenomenon of massive, dynamic, and sparse data imposes considerable challenges in
data mining research. Recently, techniques that can expand the human ability to comprehend
large-scale data have attracted significant attention in the research community.
In this dissertation, we present approaches to solve the problems of complex data analysis
in various applications. Specifically, we have achieved the following: 1) we develop Exemplar-
based low-rank sparse Matrix Decomposition (EMD), a novel method for fast clustering large-
scale data by incorporating low-rank approximations into matrix decomposition-based clus-
tering; 2) we propose ECKF, a general model for large-scale Evolutionary Clustering based
on low-rank Kernel matrix Factorization; by monitoring the low-rank approximation errors at
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every time step, ECKF can analyze if the underlying structure of the data or the nature of the
relationship between the data points has changed over different time steps; based on this, a
decision to either succeed the previous clustering or perform a new clustering is made; 3) we
propose a Multi-level Low-rank Approximation (MLA) framework for fast spectral clustering,
which is empirically shown to cluster large-scale data very efficiently; 4) we extend the MLA
framework with a non-linear kernel and apply it to HD image segmentation; with sufficient data
samples selected by fast sampling strategy, our method shows superior performance compared
with other leading approximate spectral clusterings; 5) we develop a fast algorithm to detect
abnormal crowd behavior in surveillance videos by employing low-rank matrix approxima-
tions to model crowd behavior patterns; through experiments performed on simulation crowd
videos, we demonstrate the effectiveness of our method.
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