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Recent advances in the development of intense short pulse lasers have led to exciting 
progress in high energy density physics (HEDP). As an example, a several microns thin foil that 
is irradiated by a 100 TW, sub-picosecond laser pulse reaches keV (1 keV ~ 11,000,000 °C) 
temperatures locally at solid density, while the electron distribution is temporarily far out of 
equilibrium, featuring two or more widely distinct temperatures. In such a target atoms are 
almost fully ionized in the interaction region, while they are partially ionized deeply inside the 
target, especially in a high Z target. The energy transport and heating by hot electrons, of which 
energy is in a range of keV to 100 MeV (relativistic regime), is highly counted on the accuracy 
of the model of Coulomb collision among these hot electrons and partially ionized atoms. 
In this thesis, I first describe the effect of bounded electrons of partially ionized atom on 
the relativistic Coulomb collision, and propose a new model in order to integrate the cross 
section and calculate the energy and momentum transport in the collision. The model had been 
tested in the calculation of stopping power in various metal targets. The results are verified in 
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Recently, compact terawatt lasers have been developed, and the intensity of sub-picoseconds 




[1]. As an example, a several μm thin foil is irradiated by a 100 
TW, sub-picoseconds laser pulse, and reaches keV (1 keV ≈ 11,111,111 °C) temperatures at 
solid density, which is the similar state of matter inside of the Sun. In dense plasmas produced by 
intense short pulse lasers, the plasmas are almost fully ionized in the interaction region, while 
they are partially ionized deeply inside the target. The laser energy is absorbed mostly by 
electrons, and these hot electrons are moving with a relativistic speed, and are they are highly out 
of equilibrium. The hot electrons transport the energy inside the target, and they heat the target 
isochorically. In order to investigate physical processes in such laser produced plasmas, it is 
important to develop an accurate model of Coulomb collision among the hot electrons and 
partially ionized atoms. Many previous works have investigated the electron velocity distribution 
by solving the Fokker-Planck equation. However, in order to simulate the laser plasma 
interactions including both the hot electron transport and the target heating in the dense plasmas, 
it is necessary to have a relativistic binary collision model not only for plasma electrons, but 
taking into account the bounded electron clouds in the partially ionized plasmas. We had 
developed a new collision model based on the binary model used in plasmas simulations.  
Historically, the first binary collision model was developed by Oliphant and Nielson to 
simulate the shock wave in neutral gases [2]. In their model, the scattering angles were given on 
the basis of the local collision frequency, which depends on the relative velocity of the paired 




Then, a binary Coulomb collision algorithm for cases where each particle represents the same 
fraction of the particle density was first presented by Shanny [3]. Takizuka and Abe utilized the 
model by Oliphant and Nielson, and the algorithm by Shanny, for plasma simulations [4]. In 
their model, Debye-scale computational meshes are used, in each of which, particles are 
scattered by the binary collision process that conserves both energy and momentum perfectly for 
non-relativistic kinematics. 
Miller and Combi developed an algorithm for weighted particle simulations employing 
Monte-Carlo techniques [5]. Their model had been generalized to arbitrary particle weights by 
Nanbu and Yonemura, but in the latter approach, momentum and energy are not always 
conserved in each individual collision [6]. Instead, macroscopically, they are conserved on the 
average. This is permissible as long as there are enough particles, which is usually the case in 
Monte-Carl simulations. However, in typical high-energy density physics, Particle-in-Cell (PIC) 
simulations have a small (<100) number of particles per cell. This is for computational cost, 
resulting in an unacceptable violation of energy/momentum conservation. It is not possible to 
conserve both energy and momentum in collisions between differently weighted particles exactly 
by modifying the equilibration rates, but rather by ignoring the weights in the collision 
kinematics. This leads to inaccurate modeling of the bulk properties due to the local violation of 
both energy and momentum conservation. Recently, Sentoku and Kemp proposed a new 
algorithm for different weighted particles’ collision with conserving the energy perfectly, while 
conserving the momentum statistically [7]. The Sentoku’s model is also extended to the full 
relativistic kinetics to deal the relativistic plasmas. We start from this model to develop a new 
collision model for partially ionized plasmas. The current modeling has been able to accurately 




fact not often, the case in the ultra-intense laser produced plasmas, especially when the target is 
high Z material, such as a gold. In such case we might underestimate the stopping power (energy 
deposition rate) in the energy transport. In this thesis, we first describe the effect of bounded 
electrons of partially ionized atom on the relativistic Coulomb collision, and propose a new 
model in order to integrate the cross section and calculate the energy and momentum transport in 
the collision. The model had been tested in the calculation of stopping power in various metal 
targets. The results are verified in comparison to the NIST stopping power data. The collision 
model described here is purely kinematic in nature. Effects, like the emission of bremsstrahlung 
radiation by fastly ionized particles in matter, are not included at this point. Estimation of the 
ratio of radiation loss to collisional loss for an electron with energy γmec
2
 in a material with 
atomic charge Z can be calculated by 

dErad /dEcoll Z  ,         (1) 
where α is a constant coefficient. The radiation will become significant against the collisional-
effect for an electron in air with γ ≈ 200 and 20 in lead. This means radiation losses for laser-
accelerated electrons at energy below 20MeV can be ignored. 
The reason for the modeling is the examining and understanding intense-laser produced 
plasmas. An example of such plasmas, one that occurs naturally, with large density gradients is 
the ionosphere of our planet, in particular the polar outflow. There, the ion density changes by 
more than two orders of magnitude. This modeling can also be used to examine the possible 




2. Numerical model of binary collision for partially ionized 
plasmas 
 
Presented first is an advanced Coulomb collision model for small angle scattering 
between weighted particles with fully relativistic kinematics. The model benefits from perfect 
energy conservation in individual collisions and momentum conservation on the average, a great 
advantage for high-energy density physics (HEDP) simulations in which numerical heating or 
energy violations must be very small to accurately obtain a laser energy coupling with plasmas. 
In Section 3, we perform several test simulations to demonstrate its validity. 
To begin with, a fully relativistic binary collision model for small angle Coulomb 
scattering needs to be introduced. Randomly determined per each spatial cell are pairs of 
particles undergoing binary collisions. In PIC simulations, the cause for the model, the 
simulation grid size should coincide with the Debye length so that collisions between particles 
are performed in a Debye sphere. This is consistent with the physical model of collisions in 
plasmas. For all practical purposes, the collision cell size only needs to be smaller than typical 
density- and temperature-gradient lengths, while being large enough to provide good statistics 
for the collision operator. Otherwise, the result of the collision operator should be independent of 
the cell size. One thing to note is that the computational cost of a binary collision model, a kind 
of collision operator, scales with the number or particles N. This is opposed to a fully Boltzmann 
description of binary collisions, which scales with N
2
. 
The pairing procedures between particles are identical to that of the Takizuka and Abe 




in the center-of-momentum (CM) frame of the two particles. Here, the calculation of the 
scattering angle is revised by strictly following relativistic kinematics in order to make the model 
applicable to the ultra-relativistic regime [7]. 
The kinematics of a relativistic collision between two particles with masses mα and mβ 
and four-momenta ( , pα)
T
 and ( , pβ)
T
 can be best described in the center-of-momentum 
frame of reference (CM). This is not affected by the weight of the particles, as discussed below. 
The CM velocity is given by 
vCM = ,     γCM = .       (2) 
The momenta pα,β are given in the laboratory frame of reference are transformed into the CM 
frame by a Lorentz transformation [8 (Chapter 11)]. 
         (3) 
     (4) 
Accordingly, for each particle, the Lorentz factor at CM frame is γα,CM ≡ , and velocity is 
Vα = Pα/(mαγα,CM). The total momentum in the CM frame is zero, 
 Pα + Pβ = 0.          (5) 
Throughout the collision process, this total momentum is conserved. That is, the magnitude of 
momentum of each particle is invariantly 




where P is the momentum amplitude, so that in the CM frame, each particle is changing the 
direction only and not the momentum amplitude. This can simplify the momentum transfer 
calculation before and after the collision significantly. 
 The relative velocity between two particles in the CM frame, a requirement for 
calculating of the collision frequency, is given by 
         (7) 
We rotate the coordinate system of momentum space to a system in which the Pz-axis is aligned 
with the momentum vector Pα of the first particle, as per the description of the scattering process 
with relation to the code. This transformation is represented by 
 .   (8) 
Here, θr is the angle between Pz-axis and the vector Pα, and R is the angle between Px–Pz planes, 
where the Px-, Py- and Pz-axes are used in the CM frame. The inverse matrix calculation of Eq. 
(8) will be done by the binary collision operator. This is done not by calculating the collision 
kinematics, but rather by randomizing and pairing particles. 
In fully ionized plasmas, the frequency of small angle scattering between particle species 
with charges eα and eβ in the relativistic regime is given by 




where vrel(prel) is the relative velocity between two particles [9]. In the relativistic case, however, 
it is defined as the velocity of one-particle in the rest frame with regard to the other. We call this 
frame the one-particle-at-rest (OPR) frame for the following discussion. eα and eβ are the charges 
of each particle, and nl is the lower density among nα and nβ. The Coulomb logarithm is defined 
as L = log(1/θmin), where θmin is the smallest angle for which the process can still be regarded as 
small angle Coulomb scattering. This correlates to the distance of closest approach between the 
two charges, more specifically, the impact parameter b. In the classical case, θmin is the scattering 
angle for which b is equal to the Debye length λD. The corresponding transverse momentum 
transfer q  |eαeβ|/λDmαβ . Dividing q by the longitudinal momentum prel = mαβ , θmin can be 
seen to be approximately |eαeβ|/λDmαβ . L = log(λDmαβ /|eαeβ|)    log( nl), where mαβ is 
the reduced mass. The condition for classical scattering is that |eαeβ|/ℏ   1, where ℏ is the 
Planck constant. 
 This condition is not satisfied in the relativistic case, so scattering must be treated 
quantum-mechanically using the Born approximation [10]. The scattering cross-section can be 
expressed in terms of the Fourier component of the scattering potential with wave vector q/ℏ. 
The minimum scattering angle θmin is found from qminλDℏ  prelθminλD/ℏ   1. In this case, L = 
log(λDprel/ℏ) is expressed as the ratio between the Debye length and the de Broglie wave length. 
Note that |eαeβ|   ℏ , which corresponds to Te  15 eV for the e-e collisions, so that work is 
done in the Born approximation for the majority of the time. The expressions for the Coulomb 
logarithm in the classical and quantum limits both match at this threshold. Also, in the 




relative energy mαβ  is used as a temporal temperature, under the assumption that the averaged 
quantity would be close to the background temperature due to a lot of samples. Also, the correct 
Coulomb logarithm for stopping power really involves the fast particle velocity, not the relative 
velocity. As such, since the relative velocity is used in the general formula, there is about a factor 
2 difference in the logarithmic scale. Nevertheless, it stands in a logarithm, and thus, the 
resulting error is insignificant as shown in our test calculations. Having one general formula for 
both stopping and relaxation problems is useful for realistic problems, such as the laser-plasma 
interaction. Said interaction has the fast particle stopping and thermalization simultaneously. 
 To avoid a divergence of the collision frequency in cold plasma, a threshold is set for 
degenerate plasmas. The transition temperature T0 from the Spitzer regime to the degenerate 
regime is then calculated by the condition 
 ,        (10) 
at which the Spitzer collision frequency equals the frequency in the degenerate regime. Here, nh 
is the higher density among nα and nβ. A collision with less energy than T0 is treated as a 
collision in degenerate plasmas. The collision frequency is then constant: 
 .         (11)  
After calculating vαβ for a given pair of particles, a positive scattering angle θ, the angle of the pr 





  = vαβNcΔt,        (12) 
where Δt is the time step and Nc is the number of time steps between subsequent sampling times 
for calculation of the collision. This warrants the resulting collision term to be equal to that of a 
Fokker-Planck equation [3]. The right hand side of Eq. (12) is limited to 1/50, meaning that the 
average scattering angle should be small in each time step. This restriction assures that the model 
is close to small angle scattering based on the central limit theorem, which has a Gaussian 
distribution of scattering angles with a minimum scattering variance [8 (chapter 13)]. By only 
using small angle scattering, we improve the phase space of particles due to the limited number 
of particles per cell in simulations, since larger angle scattering would disperse the phase space 
worse statistically, especially in simulations dealing with weighted particles. 
 Since the momentum transfer is easily calculated in the center-of-momentum (CM) 
frame, θ is transferred to the CM frame. After scattering in OPR, the momentum P′ and the 
energy ′ in the CM are obtained by the Lorentz transformation 
  
where βcm is the reduced velocity of the CM system, and γcm is the Lorentz factor of the system. 
L, PL ≡ (0, PL sin θ, PL cos θ) are respectively the energy and the momentum of the projectile 
particle after the collision in the OPR frame. PL and L are not calculated because momentum 
and energy transfer in the OPR frame are so complex. Instead, the calculation will be done in the 
CM frame after obtaining the scattering angle θcm as described below. It is assumed that the 




      (14)  
Eliminating P′, we have a relation between θcm and θ of 
 tan θcm =         (15) 
where β is the reduced velocity after scattering in the OPR frame. β is not calculated yet, so the 
initial velocity is used to evaluate Eq. (15). Since only the small angle scattering is being dealt 
with, the energy transfer rate is small and the reduced velocity does not change much through 
collision in the relativistic case. As such, the approximation is justified. For the electron-ion 
collision the scattering angle in the CM, tan θcm, is approximately tan θ, since me  M, βcm  0 
and γcm  1. For the electron-electron collision in the non-relativistic regime, βcm = β/2 and γcm 
 1 make tan θcm  2 tan θ, which agrees the classical scattering angular relation. In the 
relativistic electron-electron collision, the scattering angle θcm is more than twice as larger due to 
the relativistic gamma effects. 
 Throughout each binary collision, the magnitude of the momentum P is constant, and the 
direction is the only change: 
 (0, 0, P)  (P sin θcm cos ϕcm, P sin θcm sin ϕcm, P cos θcm) 
where the azimuthal angle ϕcm is uniformly distributed in the interval [0, 2π]. The momentum 






By using ΔP = (ΔPx, ΔPy, ΔPz), we get the momentum after the collision, 
 ,         (18) 
 ,         (19)  
Finally the particle momenta in the laboratory frame are obtained by 
      (20) 
These calculations are done for every binary pair. 
 For simulations of particle transport in large density gradients, weighted particles are 
more efficient than uniformly weighted ones, and in some cases necessary due to limits of 
computer memory. Using an appropriate pairing statistics, the Coulomb collision operator 
described in TA77 [4] can be extended to weighted particles. The scattering calculation is 
identical to the one described in the previous section. However, in the TA77 operator, the heavier 
of the two particles is scattered with a finite probability. First, the weighted particle collision 
operator presented in NY98 [6] is described. 
Let wαi represent the weight of the ith particle of species α, and wβj is for the jth particle 
of species β. The number density of each species in a cell is then given by 




When the ith particle of α collides with the jth particle of species β, the simulated particle α 
undergoes a collision with a scattering probability of Pα = wβj/max(wαi, wβi) and the particle βj 
has a scattering probability of Pβ = wαj/max(wαi, wβi). For example, if wαj = 2, wβi = 6, and particle 
αi has a probability Pα = 1, then αi always scatters. On the other hand, if βj has a probability Pβ = 
2/6, then particle βj scatters in two of the six collisions. A uniformly distributed random number 
r, (0  r < 1), is generated, and particle βj is scattered only when r < Pβ, reflecting the scattering 
probability; if r > Pβ particle βj is not scattered. This is a common Monte-Carlo simulation 
technique. However, this approach does not conserve energy and momentum in each individual 
collision. This works well only when Ncell  100, because when Ncell  100, there is an 
unacceptable difference in terms of energy conservation. Particle weights are not included in the 
momentum transfer calculation described in the previous section to treat differently weighted 
particles as particles of the defined species. 
 An alternative way of scattering the heavier particle is proposed, in which both the light 
particle αi and the heavy one βj are always scattered, while βj undergoes only partial scattering 
depending on the scattering probability Pβ, where only Pβwβ sub-particles in βj are scattered. 
After that, the heavier particle’s energy and momentum are merged in the particle βj by the 
following steps for energy, 
 ,     (22) 
and then for momentum, 




We know that after these calculations, both energy and momentum “before” are conserved, but 
the momentum  is not consistent with the energy  anymore. The energy calculated 
based on the scatter momentum  in this way is smaller than the particle energy given by Eq. 
(22). This means momentum is lost somewhere in the merging process. In a physical sense, the 
collided particles and the particles at rest do a quick thermalization in a macro-particle, so that 
their “internal energy” increases. 
 To correct for this loss in energy, we add a perpendicular momentum to the  as a 
thermal momentum, 
 .        (24) 
The magnitude of pβ⏊ is calculated such that energy is conserved. Since this pβ⏊ is chosen in the 
plane perpendicular to  and pointing randomly in that plane, the total momentum is 
conserved on the average. The thermal momentum is calculated by the following equation, 
        (25) 
where 
          (26)  
 .       (27)  
In NY98, there is another important idea. This is of a common time increment per real particle in 




described by Nα > Nβ, where the number of binary collisions is Nα, and the total number of 
collision of real particles through the binary collisions is 
 nαβ = .        (28) 
To make the total number of collisions of real particles equal to the case involving uniformly 
weighted particles, we adjust the time step by multiplying a factor of 
 .          (29)  
This is a common time increment per real particle, where Δt0 is the simulation time step. When 
Nα > Nβ, we use Δt = (nβ/nαβ)Δt0. 
 In the case of α and β are identical, the number of collision is N = Nα/2 for even Nα, and 
Nα = (Nα + 1)/2 for odd Nα. The number of real particles that have collided is 
 nαα = 2 ,        (30) 
where a factor 2 comes from an identity involving two identical particles. Then we can choose Δt 
= (nα/nαα) Δt0 as the simulation particle time step. Since the number of collisions of real particles 
in our model is the same in NY98, we do the same correction of the time step when we calculate 
Eq. (12). 
Calculation of the collision frequency still requires further expansion for the partially 
ionized plasmas, which have bounded electron cloud moving with ions. The current collision 
model is for the plasmas without bounded electrons, which might underestimate the collision by 




bounded electrons. When including bounded electron collisions, the collision frequency becomes 
more accurate, by using the formula of ICRU rep. v.37, 
 vee = .      (31) 
Here, Zi is the average ionization charge state in the material, and Z is the full ionization charge 
state of the target particle. In the first term of RHS, ln Λbin, the Coulomb logarithm accounts for 
the free-free electron collision, defined as 
ln Λbin = ln(λD/b0),         (32) 
where b0 is the de Broglie wavelength. This is the same Coulomb logarithm in Eq. (9) for free-
free electron collision. In the second term, ln Λbound, the logarithmic factor for bounded electrons, 
accounts for the free-bounded electron collision through 
 ln Λbound = ,   (33) 
where I is the ionization energy potential as given by 
 ,       (34) 
with I0(Z)  10eV  Z, and x is the ratio of the ionization charges, x = Zi/Z. Eq. (33) is comprised 
of two parts, one related to the ionization potential,  , and the other for the 




We replace the collision frequency by Eq. (31) for electron-electron collision, and then follow 
the same steps of Lorentz transform, scattering, etc… to simulate the electron stopping in the 
partially ionized plasmas.  
In the next section, we perform the electron stopping power calculation for various target 
condition, and verify the model results in comparison to the database from the National Institute 




3. Simulation of electron stopping in metal plasma 
 
The model presented finds its usage when dealing with the stopping power or particles. 
Stopping power is the loss of energy through both ionic and kinetic collisions. In mathematical 
terms, it is the change in energy times the length over which the particle stops, divided by the 
mass of the particle. This represented by 
Sp = ΔEb  L/ρ,        (35) 
where L is the length, ρ is the mass, and Eb is the energy of the bomber electron, as seen in 
Figure 3.1. 
 
Figure 3.1 Simulation parameters. 
As a benchmark of the model, we inject an electron, of which energy is 1 keV to 1GeV 
(non-relativistic to super relativistic regime), into metal targets with the different average 




effect we change the target ionization degree from Z=1 to fully ionized degree, and compute the 
stopping power for the comparison. 
Once the model has been executed an element, the calculated stopping power is then 
graphed alongside the National Institute of Statistics and Technology (NIST) data for the same 
element. When the model minus the bounded electron collisions is graphed alongside the model 
with the bounded electrons, there is a difference for any Z = Zi. Figure 3.2 shows the model run 
for aluminum, when Zi = 1, compared to the NIST data. 
 
Figure 3.2 Stopping power in a solid aluminum (Z=1) 
In this graph, triangles, squares, and diamonds indicate the NIST stopping data, the results 
with the previous model (no bounded electrons), and the results from the new model (with 
bounded electrons), respectively. We will show the similar plots of stopping power for the 




In Figure 3.2, we can see an order magnitude difference between the model with and without 
the bounded electron calculations in MeV energy range. To understand what the difference 
means, let us calculate the distance that the electron would stop in, for a ρ = 3. When the 
bounded electrons are ignored, the stopping power of an electron with energy of 1 MeV would 
have a stopping power of approximately 0.1 MeV  cm
2
/g. This means the electron would stop in 
about 3 cm. On the other hand, when bounded electrons are accounted for, an electron with the 
same energy would have a stopping power of approximately 2 MeV  cm
2
/g, and the electron 
would stop in about 0.16 cm, which is 20 times shorter than the distance without the boundary 
electron effects. This second model result also matches the data from NIST very closely. 
As Zi approaches Z=13, this difference becomes less of an issue, and the two models 
become more similar, as seen in Figure 3.3, and when Z = Zi, the “With Bounded” model 
disappears. 
 
Figure 3.3 Stopping power in a solid aluminum (left: Z=7, right: Z=13) 
There is another factor that makes the differences even more drastic. With a higher Z 




for MeV electrons, as can be seen in Figure 3.4. We can also see that the change in the model 
without bounded electrons is greater when changing between smaller values of Zi. 
 
 
Figure 3.4 Stopping power in a solid gold (top left: Z=1, top right: Z=10, bottom left: Z=35, 
bottom right: Z=79) 
 
Our model successfully demonstrates the electron stopping power from the non-relativistic 
regime to super relativistic regime. From these results we conclude that it is very important to 
take into account collisions between the hot electrons and the bounded electrons in the partially 
ionized plasmas, especially, when the plasma is ionized a little at the early time in the laser 




implement into the current collisional Particle-in-Cell (PIC) code to study the hot electron 







Previous models of collisions for partially ionized plasmas had discrepancies from the 
experimental data. As such, we had to develop a new binary model, one that included the 
possibility of bounded electron collisions. This model also follows the relativistic kinematics, 
and can be applied even to the non-relativistic – relativistic regime. 
In order to check our model, we perform benchmark simulations for target metals. We used 
the model to show that the order underestimation of lower charge states from the previous model 
has been corrected, and our data is in agreement with the NIST data. Our model can also be 
easily transported to the particle-in-cell code, allowing a simulation of the energy transport in 
ultra-intense laser – target interaction. 
This model will allow for further examination, and hopefully advancement, in the field 
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