Abstract. We consider systems of homogenous polynomial equations of degree d in a projective space P m over a finite field F q . We are trying to determine the maximum possible number of solutions of such systems. The complete answer for the case r = 2, d < q − 1 is given, as well as new conjectures about the general case. We also prove a bound on the number of points of an algebraic set of given codimension and degree.
Introduction
Consider a system of polynomial equations where F i are linearly independent homogenous polynomials in m+1 variables over a finite field F q with q elements. Suppose all F i have degree d. The main purpose of this paper is to determine the maximal possible number of solutions of system (1) in m-dimensional projective space P m (F q ). In this paper q is fixed, |X| denotes the number of F q -points of an algebraic set X, p m = |P m | = q m+1 −1 q−1 . The case of one equation (r = 1) was considered a few years ago. M.Tsfasman constructed for each d ≤ q + 1 a polynomial F of degree d with dq m−1 + p m−2 zeroes and made a conjecture that this is the maximal possible value. This was proved by J.-P. Serre [11] and by Sørensen [12] , [13] . Serre used the induction on the dimension m to prove that the number of zeroes of Tsfasman's polynomial F is the maximal possible. F is a reducible polynomial. The zeroset X of this polynomial is a union of d hyperplanes passing through one common linear space of codimension 2.
Thus the bound given by Theorem 1 is exact for d ≤ q+1. When d = q+1 the theorem gives the upper bound p m . For d ≥ q + 1 there exist polynomials with p m zeroes.
One can study the same problem from another point of view. Let us consider the Veronese embedding of degree (1) is equivalent to the study of linear sections of Veronese varieties.
Suppose r = 2. Then system (1) consists of 2 equations. In section 3 we prove the following theorem.
Theorem 2 Let F 1 (x 0 : x 1 : . . . : x m ) and F 2 (x 0 : x 1 : . . . : x m ) be homogeneous polynomials in m + 1 variables of degree d. Suppose they are linearly independent and d < q − 1; then the maximal possible number of their common zeroes in
Theorem 2 is a direct modification of Theorem 1 to the case r = 2. The proof uses similar ideas.
To prove Theorem 2 we need the following Theorem 3, which can be also considered as a bound for the number of solutions of system (1) when polynomials F i are supposed to have no common proper divisors.
Theorem 3 Let X ⊂ P m be an algebraic set of degree δ and dimension s. Then |X| ≤ δp s .
For δ ≤ q Theorem 3 was proven by Lachaud [6] . This bound is far better than the bound of Schmidt (see [10] , Lemma 4.) Now we give some definitions. The set of solutions of system (1) is called an (r, m, d)-configuration , corresponding to system (1). An (r, m, d)-configuration is always an algebraic subset in P m whose image under the Veronese embedding of degree d lies in a linear subspace of codimension r.
Note that a given subset of P m can be an (r, m, d)-configuration for many different r and d. In section 3, we construct a maximal (2, m, d)-configuration, which consists of a maximal (1, m, d − 1)-configuration and of an additional linear subspace of codimension 2. This configuration as well as a maximal (1, m, d)-configuration is linear and dim-maximal. WE make a conjecture that a maximal (r, m, d)-configuration is also linear and dim-maximal. This will be discussed in section 2. In section 3, we also prove Theorems 2 and 3. Applications to the coding theory are given in section 4.
This work was presented in part at the conference 'Algebraic and Combinatorial Coding Theory', Novgorod, Russia, September 1994 and at the colloquium "Arithmetic, Geometry & Coding Theory", C.I.R.M. Luminy, Marseille, France, June 1995.
The author is grateful to M.Tsfasman for putting the problem and for his constant attention to this work.
Conjectures
We know that in the affine case all maximal (1, m, d)-configurations are linear (see [7] for the binary case and [2] for arbitrary q).
The following conjecture was stated by M.Tsfasman. An (r, m, d)-configuration that is maximal with the respect to this order is called dim-maximal.
The following conjecture looks also plausible to us.
m+1 be the r-th in lexicographical order monomial of degree d in m + 1 variable. Then the dim-type of a dim-maximal configuration is (ν 1 , ν 2 , . . . , ν m ).
Note that for an arbitrary configuration the sum i ν i can exceed d. Now we shall give another expression for the set {ν i (r),
m+1 be the r-th monomial. For each
monomials starting with x j 1
1 . All these monomials precede x
monomials starting with x
Lemma 4 There exists a union of d i linear subspaces of P m of codimension
F q -points, where j is the smallest integer such that d j = 0. This is the maximum possible number of points on a union of d i linear subspaces of codimension i (i = 1, . . . , m).
Proof. We compute the maximal possible number of
where I is a set of points (with multiplicities) that were counted more than once; a point P belongs to I with multiplicity t iff P belongs exactly to t + 1 linear subspaces Π i . A configuration with the maximal number of points is a configuraton with the minimal number of points in I.
Let We know that this conjecture is true for r = 1, 2 and for the plane case (m = 2). Clearly, a dim-maximal (1,m,d)-configuration contains d hyperplanes, so the maximal (1,m,d)-configuration described in section 1 is dim-maximal. In the proof of Lemma 6, we construct a maximal (2,m,d)-configuration. It contains d − 1 hyperplanes and one linear subvariety of P m of codimension 2 outside these hyperplanes. It is readily seen that this configuration is also dim-maximal.
After this work has been written, the author discovered the paper [4] where the affine case is considered. Their maximal affine configuration is alike configuration from Conjecture 3. The method of the proof is quite different and it is not clear how it can be extended to the projective case.
From Lemma 4 easily follows the For relevant δ and s this conjecture is stronger than Theorem 3. By Lemma 4, this conjecture holds for a union of linear subvarieties. Moreover, Lemma 4 implies that if this conjecture is true then its bound is exact.
Two equations
In this section we prove Theorems 2 and 3. Let R and S denote divisors of zeroes of functions F 1 and F 2 respectively. Let us show that if Theorem 2 holds, its bound is exact. 
¡ Theorem 3 gives a bound on the number of F q -points in an algebraic set X of dimension s and degree δ in P m . The bound does not depend on m. This topic was discussed by Lachaud in [6] . Lachaud proved that if δ ≤ q then there exists a linear subspace of dimension m − s − 1 in P m defined over F q that doesn't intersect X, the projection of X from this subspace is a δ-sheeted covering of P s defined over F q , so
This bound can be easily improved when δ ≥ p m /p s : the number of F qpoints on X can not exceed p m . The problem of exactness of the bound of Theorem 3 for δ < p m /p s will be discussed in another paper.
Proof of Theorem 3. The proof is by induction on m. For m = 1 we have dim X = 0 and |X| ≤ deg X = δ. Suppose we proved the theorem for the dimension m − 1.
First we consider the case (i) when X is irreducible and not contained in a hyperplane. Secondly we consider the case (ii) when X is contained in a hyperplane. Finally (iii), we deduce from (i) and (ii) the bound for an arbitrary X.
(i) Suppose X is irreducible and X is not contained in any hyperplane. Thus, X ∩ H is an algebraic set of dimension s − 1 and degree δ in H P m−1 for any hyperplane H. By the induction hypothesis, |X ∩ H| ≤ δp s−1 .
Now we use a construction, similar to one Serre used to prove Theorem 1. Consider the set in P m * × P m consisting of all pairs (H, P ), where H is a hyperplane and P a point of P m , both defined over F q , such that P ∈ H ∩ X. We compute the number of F q -points in this set by two different ways.
We have |X| ways of selecting a point P ∈ X and for each P we have p m−1 ways of selecting H. On the other hand, we can first select one of p m hyperplanes in P m and then select one of points on the intersection H ∩ X. So,
Combining this with |H ∩ X| ≤ δp s−1 ,
The reader will easily prove that
(ii) Suppose X is contained in a hyperplane H. Then X is an algebraic set of dimension s in H P m−1 and of degree δ . By the induction hypothesis,
(iii) Let X be an arbitrary algebraic set of dimension s. X can be decomposed into the sum of (absolutely) irreducible components
is not contained in a hyperplane then |X i | ≤ δ i p s by inequality (5) . If X i is contained in a hyperplane the same is true by inequality (6) . Note that some of X i may be not defined over F q , some of them may have dimension less than s; in both cases we have the same bound.
Thus, 
(ii) Suppose b = 0, then X = X and |X| ≤ d 2 p m−2 . It can easily be checked that
For d < q − 1 the last expression is negative, so |X| ≤ M q (2, m, d).
(iii) Suppose b > 0. We have
After some calculations we get
The sign of the right hand side of (7) is the same as the sign of
and θ < 0. We have
Combining this with the assumption
Thus, θ < 0 and |X| ≤ M q (2, m, d).
(v) Now we consider the last case b = d − 1. We have deg X = 1, so X is a linear subspace of codimension 2. We can not apply Theorem 1 directly, since we would get
If Y contains an F q -hyperplane H then H ∩ X contains a linear subspace of dimension m − 3, whence
Suppose Y does not contain an F q -hyperplane, i.e. for any H the intersection Y ∩ H is a divisor on H. As in the proof of Theorem 3, we use the induction on the dimension m and Serre's construction.
The case m = 1 is trivial. Now suppose we proved the proposition for the dimension m − 1. If Y (F q ) ⊂ X then the proposition is evident. Otherwise fix an F q -point Q ∈ (Y \X ). There exists a unique hyperplane H 0 passing through Q and X . The intersection
For any other hyperplane H = H 0 passing through Q the intersection H ∩ X is an algebraic set in H 
Consider the set in P m * × P m consisting of all pairs (H, P ), where H is a hyperplane and P a point of P m , both defined over F q , such that Q ∈ H, P ∈ H ∩ X, P = Q. We compute the number of F q -points in this set by two different ways.
We have |X| − 1 ways of selecting a point P ∈ X such that P = Q and for each P we have p m−2 ways of selecting H passing through P and Q. On the other hand, we can first select one of p m−1 hyperplanes in P m passing through Q and then select one of points in (H ∩ X)\Q.
Thus,
Sets of F q -points of algebraic varieties are a good source of projective systems (see [14] ). Codes, corresponding to algebraic varieties, are called algebraic-geometric codes.
Generalized weights for codes on several classes of algebraic varieties have been computed (see [5] , [8] , [9] , [1] and [15] for more references.)
Veronese varieties correspond to q-ary projective Reed-Muller codes. These codes are one of natural generalizations of binary Reed-Muller codes. The minimal distance for these codes was computed in [12] , [13] .
In his paper [16] , V.Wei computed the weight hierachy for binary ReedMuller codes. He implemented a strong result from the extremal set theory, namely the Kruskal-Katona theorem. Note that in binary case d is always not less than q = 2, while our results concern the case d < q and q > 2.
Heijnen and Pelikaan [4] recently computed the weight hierarchy for affine q-ary Reed-Muller codes. The answer is alike Corollary 8.
The following is a straightforward consequence of Theorem 2. m+1 is the r-th (in lexicographical order) monomial of degree d in m + 1 variables, and j is the smallest integer such that ν j = 0.
