Agent-based systems and cellular automata are two closely related model formulations that are heavily used in studying complex systems. They are both formulated as microscopically simple rule-based models that are applied to individual cells or agents in a collection, where the spatially localised neighbourhood of other cells or agents is used as input to update each one. We have experimented with a range of models including classic cellular automata, through more sophisticated multi-state automata, flocking models, and stochastic-agent models and animat agentbased predator-prey models. We discuss algorithmic commonalities and code implementation patterns that have emerged as common properties of these models and describe how we have experimented with optimal data structures to support spatially localised models of this class. We show how concurrency and model correctness issues are a↵ected by di↵erent data structures in addition to their e↵ect on model update computational e ciency.
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Introduction
Agent-based models have been used to make significant contributions in a variety of different disciplines including: Artificial Life [1, 18, 36] ; ecosystems [29] ; predator-prey systems [10, 31] ; trading and economics [8, 22, 24] ; traffic and transport [6, 25] ; and military simulations [3, 4, 35] .
Such spatial agent models are often known as "animat" models [38] and have several features and properties in common with classic cellular automata including:
• the grid (or map) -visually the action takes place in a particular area of space (often twodimensional but three-dimensional models also exist, such as Boids).
• a sequence of "time steps" simulating the passage of time
• the application of rules to individual agents or cell locations
• the "local view" -agents react to neighbours within a reasonably small bounded area
• the emergence of apparently unpredictable macro-patterns and behaviours such as flocking [19, 27] or spirals [14] • other complex and adaptive (spatial) properties [5, 32] .
Craig Reynolds [26, 28] refers to agent-based models as "individual-based models" in which a number of individual agents are defined by rules and parameters. He distinguishes between cellular automata and individual-based models as follows:
• cellular automata -homogeneous and dense with an emphasis on cells in a grid. If neighbours are required then their cell locations are referred to explicitly
Conway's Game of Life is an example of a classic cellular automaton. During each time-step, every cell in the grid is checked and the rules are followed. Thus the rules are applied to the grid location and strictly autonomous agents do not exist.
• individual-based models -a number of individuals defined by rules and parameters. Individuals usually need to be aware of several "local" neighbours
Reynolds goes on to state that a major difference between these types of models is whether the simulation's inner loop proceeds cell by cell, or individual by individual.
In fact there are good reasons why an advanced agentbased model should combine the important elements of both cellular automata and individual-based models. This article introduces an agent-based predatorprey model [31] that demonstrates the efficiency of this combined approach.
Our article is structured as follows: Brief overviews of Cellular Automata (CA) and Individual-based Models are provided in sections 2 and 3 respectively. Our predator-prey model is introduced in section 4.
The different approaches to the use of the grid and the search for neighbours are covered in section 5 and some conclusions are presented in section 7. [40] including statistical mechanics [39] and use of cyclic rules [16, 17] .
Cellular Automata
One well-known example of a cellular automaton is the Game of Life devised by John Conway in 1970 [7] . The Game consists of an infinite twodimensional grid of square cells and each cell has two possible states, live or dead. At each step in time, every cell interacts with its eight immediately adjacent neighbours by applying the following rules:
1. Any live cell with less than 2 live neighbours dies.
2. Any live cell with greater than 3 live neighbours dies.
3. Any live cell with 2 or 3 live neighbours remains unchanged.
4. Any dead cell with 3 neighbours comes to life.
The Game is initialised with a pattern of live and dead cells. The first generation is created by applying the rules simultaneously to every cell and then the rules are applied repeatedly to subsequent generations. The Game has attracted much interest because of the surprising ways in which patterns can evolve. Many initial patterns along with various extensions can be found on a large number of web sites. An example is shown in Figure 1 .
In each time step, every cell of the grid is checked in turn. Neighbours are defined by cell location. For example the adjacent neighbours of cell [9, 6] are cells [8, 5] , [8, 6] , [8, 7] , [9, 5] , [9, 7] , etc. The key point about these CA models is the lack of autonomy. Each cell is updated deterministically and obeys its rules slavishly and in synchrony.
It is possible to introduce some degree of stochasticity into automata-like models. A classic case is the Ising model [20] which has a synchronously applied microscopic rule but where a thermal heat-bath in the form of a source of pseudo randomly generated numbers is used to allow for some cells to increase their energy instead of monotonously decreasing their energy and slavishly obeying their update rule.
The Monte Carlo method is usually employed to evolve the Ising system in a sort of "pseudo-time". A typical quenching simulation or experiment is therefore to initialise an Ising spin variable (dumb agent) on each site. Spin sites are updated depending upon the energy consequences of the updates. In the Ferromagnetic variation of the model it is energetically favourable for spins to align. The Metropolis [23] algorithm for the Ising system is therefore: Similar ideas are sometimes applied to opinion formation models such as Sznajd's model [33] which has many similarities to the Ising system, except that information is propagated outwards to neighbouring agents [15] , instead of inwards in the Ising case [34] .
We have described the agent-like role of Ising and related systems in more detail elsewhere [9] . In this present paper we expand the spatial comparison to that of other multi-agent like system such as an individual-based system such as Reynolds' "Boids." 
Individual-Based Models
Most agent-based models will fit under the heading of Individual-Based Models. Usually there exist a large number of individual agents, each comprising a current state (eg: location, status, health, age) and a set of rules. Each time step, every agent is checked, the rules are applied and the state is updated.
For example, if a rule causes an agent to move, then the state is updated to reflect the new location. It is sometimes possible to have states being updated even if no rule is applied, for example: if a predator agent "eats" a prey agent the status of the prey agent is updated to "dead".
A well-known example is the three-dimensional model of coordinated animal motion called Boids [26] . The model simulates flocking behaviour by applying three simple steering behaviour rules to each agent. These rules are:
• separation -steer to avoid crowding local agents
• alignment -steer towards the average heading of local agents
• cohesion -steer towards the average position of local agents
More complex rules can be added such as avoiding obstacles and seeking goals. The basic model has been modified extensively with additions such as predator-prey situations and leadership. Observers are fascinated by the emergent flocking behaviours such as that seen in Figure 3 .
In each time-step, every individual agent is checked. Each agent has to locate the other agents in its local neighbourhood. Because all agents change position in every time-step, the only way to do this is to check every other agent and this leads to considerable computational overhead.
Typically agents will be stored in some sort of list that has to be traversed to update each one exactly once at each time step.
The Animat Model
An agent-based predator-prey model has been developed [31] consisting of "artificial animals" or animats [38] . Predators need to consume prey to survive and both species can breed to produce new animats. Animats can "die" from a lack of food or due to "old age" (i.e. if age reaches a set maximum for the species). Prey animats can also be "eaten" by a predator.
In common with most agent-based models, every animat carries a small set of simple rules. The rules are provided as a priority list, i.e. every time step the animat attempts to execute rule 1 first. However each rule has at least one condition that must be satisfied, so if the condition for rule 1 can not be met the animat attempts to execute rule 2 and so on. We have experimented with different rule sets and different priorities of rules (including the evolution of rule sets and priorities over time) [13] . The current rule sets are as follows:
Typical microscopic rules for predator animats:
1. breed if health > 50% and mate adjacent 2. eat prey if health < 50% and prey adjacent 3. seek mate if health > 50% 4. seek prey if health < 50%
randomly move to adjacent position
Typical microscopic rules for prey animats:
1. breed if health > 50% and mate adjacent 2. eat grass if health < 50% 3. seek mate if health > 50% 4. move away from adjacent predator
Note that "mate" refers to any other animat of the same species. Health (along with age) is maintained as part of the state of each animat. Health increases when "food" is consumed and decreases slightly every time step. Grass is placed in various locations around the map -usually evenly spread across most of it. Seek prey/mate causes the animat to look further away (not immediately adjacent) and then move towards a located (and appropriate) animat.
The interaction of the animats as they execute their individual rules has produced interesting emergent features in the form of macro-clusters often containing many hundreds of animats. We have analysed and documented these emergent clusters in [14] . The most fascinating cluster that consistently appears is a spiral as shown in Figure 4 .
A list of animats and a full grid structure (twodimensional array) are maintained. Each animat contains a link to its location in the grid and each grid location contains a link to the animat in that location as depicted in Figure 5 . 
Update and Searching
We therefore identify three ways of considering the agent update: a grid-oriented approach ; an individual approach; and a hybrid. The grid approach puts spatial structure as the primary data structure; the individual approach requires storage of agents in a collection such as a list; the hybrid approach uses both with suitable software apparatus to maintain the integrity of both data structures. We describe these below.
The GRID approach
This is the approach used by classic cellular automata in which the location of each cell in the grid takes precedence over any agents. In fact, agents per se do not exist and instead each cell is in one of a number of states. During each time step, every cell in the grid is checked and rules are applied to each cell to determine the state of the cell in the next generation.
Advantages of this approach include: simplicity, regular grid, no links (pointers) required.
Disadvantages include: it is less easy to associate ideas with autonomous individual agents.
The INDIVIDUAL approach
This is the approach used in Boids in which a list of agents is maintained, each with continuous coordinates. There is no grid because there are no discrete locations. In each time step, every agent has to check all other agents to find which are in its local neighbourhood. This O(n2) approach is enormously costly especially for large numbers of agents.
Various techniques have been used to reduce this overhead including advanced data structures and parallel algorithms. The advanced data structures (such as quad-trees) are difficult to implement and are not particularly effective in a situation where the agents are rapidly changing position [** cite **]. Parallel algorithms can only be used with sophisticated hardware and specialised programming languages.
Advantages of this approach include: independent agents, continuous co-ordinates in 3D space, minimal use of memory (grid is not stored).
Disadvantages include: high computational burden usually limits the number of agents, techniques used to reduce this burden (eg: quad-trees) are complex and are not designed for the rapidly changing locations of the agents.
The Hybrid COMBINED approach:
This is the approach used in the predator-prey model described in section 4. There is a grid with discrete coordinates and there is also a list of agents. Each agent carries a link to its position in the grid and each grid location carries a link to the agent (or agents) situated in that location as shown in Figure 5 .
In each time step, the list of animats is traversed in order to locate the nearest neighbour(s) for each animat by using the following algorithm:
1. follow the link from the animat to the grid to locate the animat's grid location 2. sequence through the lookup table using this grid location as a base 3. use lazy evaluation to set the upper limit
Advantages of the combined approach come from the benefits of grid and individual methods. Identification of neighbouring agents is aided by the grid information but a list agents can easily be traversed separately from the spatial order. For spatial agents the major advantage is the ease of collision tracking both from the perspective of programming and of computational speed and efficiency.
The real disadvantages of the hybrid approach are the need for more sophisticated software and data structures that must be maintained and of course this dual storage approach does also use more memory -which can be a consideration for the very large number of agents typically desired.
Discussion of Strategies
We can compare the relative features of agent strategies used in the different models. Figure 6 shows screen snapshots from four of the models discussed: the Game of Life; the Ising model; a Predator/Prey Automata [12] and the Sznajd Opinion agent model. These have varying degrees of self autonomy and make increasing use of hybrid approaches in the list order given.
The grid location provides a huge performance benefit in that the search for neighbours can be carried out by using a lookup table and is thus very rapid. This is shown in Figure 7 where agent "A" traverses its neighbour list in a specific order.
In addition, instead of using a generic "search for neighbours" function, each search is tailored for the rule that is currently being checked. For example, if the agent is a predator with health < 50, the rule checking process would proceed as follows:
1. do not breed as health < 50%
2. search for prey to eat -use only elements 1 to 8 of lookup table as prey must be adjacent (assume this fails for this example)
3. do not seek mate as health < 50%
4. seek prey -continue searching from element 9 of lookup table -stop searching if prey is located and move towards prey 5. randomly move to adjacent position (this rule will only be used if last rule failed) Figure 7 : Agent A using the lookup table to locate neighbours. The numbers indicate the order in which the grid will be searched. The first neighbour to be located will be the closest -or at least as close as any other neighbour.
Hence the search during Rule 2 (use only elements 1 to 8) differs from the search in Rule 4 (use elements 9 onwards). This could be regarded as a form of lazy evaluation.
A number of sophisticated data optimisation strategies are available to facilitate spatial search though a grid. These include maintaining spatial trees (quad trees in two dimensional systems [30] or oct trees in three dimensions [2, 21] ); grid-boxing [11] ; and other hash table structures [37] .
It is our observation that for truly autonomous spatial agent based models it is more convenient and flexible to maintain a hybrid of data structures so that agents can be given the appropriate neighbourhood and other spatial information they require to apply their microscopic rules appropriately. ) interaction scheme if agents are simply stored in a list, vector or array etc. Hashing optimisation schemes will typically reduce the interactions by some spatial cutoff so that this is reduced to O(N log N ) but as long as we are prepared to store precomputed neighbour lists and spatial information we obtain the best of both worlds and retain an agent update procedure that is still O(N ), albeit with a larger (bit still linear) prefactor. This is important when we wish to use large numbers of agents N !⇡ 10 6 .
Conclusion
Through an extensive review of the agent-based model literature we have identified and discussed key differences between the way agent models are formulated conceptually and have reviewed how the split between autonomous individual-based agents and non-autonomous spatial automata leads to important implementation differences in the simulation software required.
In summary, cellular models such as Conway's "Game of life" are homogeneous and spatially densely stored on a discrete lattice or grid based coordinate system. Every cell is always updated deterministically and in the same order. Individualbased agent models such as Reynolds' "Boids" are autonomous and reside in a continuous coordinate space and so are spatially sparse.
Multi-agent based model such as our animat agent system is a hybrid. It uses a coordinate system that is lattice based, but not every lattice cells is occupied and some are multiply-occupied. A hybrid approach that tracks a list of animat agents where each links or points to a spatial location is possible.
It is therefore feasible to obtain significant computational optimisations by storing spatial cell neighbourhood information once as part of the grid structure while allowing autonomous agent update s to access that information at the appropriate update point.
We are investigating the use of a spatial hash structure so that neighbours lists can be maintained alongside continuous spatial agent coordinates that "hash into" the approximate grid structure. The dual approach appears to have great potential for imporved computational performance and hence system size scalability.
Spatial multi-agent system will continue to find uses in a range of applications that require large system sizes to be simulated in order to expose multi-scale emergent effects. We therefore believe that these techniques will be of even higher importance for future agent-based simulations of realistically sized systems.
