The detection of galaxy clusters in present and future surveys enables measuring mass-to-light ratios, clustering properties, galaxy cluster abundances and therefore, constraining cosmological parameters. We present a new technique for detecting galaxy clusters, which is based on the Matched Filter Algorithm from a Bayesian point of view. The method is able to determine the position, redshift and richness of the cluster through the maximization of a filter depending on galaxy luminosity, density and photometric redshift combined with a galaxy cluster prior that accounts for colormagnitude relations and BCG-redshift relation. We tested the algorithm through realistic mock galaxy catalogs, revealing that the detections are 100% complete and 80% pure for clusters up to z <1.2 and richer than Λ CL >20 (Abell Richness ∼0, M∼4×10 14 M ⊙ ). The completeness and purity remains approximately the same if we do not include the prior information, implying that this method is able to detect galaxy cluster with and without a well defined red sequence. We applied the algorithm to the CFHTLS Archive Research Survey (CARS) data, recovering similar detections as previously published using the same or deeper data plus additional clusters which appear to be real.
INTRODUCTION
Galaxy clusters are the largest virialized structures in the Universe. They are valuable laboratories for investigating environmental effects on galaxy evolution (Treu et al. 2003; Moran et al. 2007 ) as well as the properties of their dark matter content. In addition, the evolution of their global properties through time and distance are of great importance to constrain the cosmological parameters of the Universe. Therefore, it is important to define samples of clusters which span a wide range of redshift and cluster mass with a minimum of false positives while remaining as complete as possible.
Achieving this goal requires very good wide-field survey data as well as very good algorithms. In the past decade, survey data have vastly improved both in terms of quantity (SDSS, DLS, CFHTLS...) and quality (depth, resolution, wavelength coverage, and uniformity). Additional surveys recently begun or under construction including Pan-STARRS, KIDS, DES, HSC and LSST will deliver even more and better data. In this context, it is important to develop ⋆ E-mail: ascaso@physics.ucdavis.edu cluster-selection algorithms which take maximum advantage of the large amount of information available.
A number of methods to detect clusters have been developed based on cluster X-ray emission (Rosati et al. 2002) , weak lensing (Tyson et al. 1990; Wittman et al. 2001 Wittman et al. , 2003 and the Sunyaev-Zeldovich effect (SZ: Carlstrom et al. (2002) ; Ascaso & Moles (2007) ; Menanteau et al. (2009) ). Furthermore, the cluster detection methods based on optical data have provided a large dataset of clusters. They take advantage of the larger number of bands, better photometric redshift quality or improvement in depth of the new surveys. We summarize below the main optical cluster detection methods in three main groups based on the use of different optical characteristics.
The first group of methods is based on the geometric distribution of the galaxies. They usually create density maps based on the spatial distribution of the sources. The candidate clusters are identified as overdensities over the mean background. These methods include the Counts in Cells method (Couch et al. 1991; Lidman & Peterson 1996) , the Percolation Algorithms (Dalton et al. 1997; Botzler et al. 2004 ), the Voronoi Tessellation algorithm (Ramella et al. 2001 ; Kim et al. 2002; Lopes et al. 2004) or the Friends of Friends Algorithm (Ramella et al. 2002; Botzler et al. 2004; van Breukelen & Clewley 2009) . They have the advantage that they do not bin data or make any assumption prior to the detection process. Thus, nonregular structures can be detected. However, these methods usually have large false detection rates (Couch et al. 1991; Lidman & Peterson 1996) , or do not go as deep as other methods (Kim et al. 2002; Lopes et al. 2004 ). Some variants have been introduced lately taking into account photometric redshifts or colors (Kim et al. 2002) , magnitudes (Ramella et al. 2001; Lopes et al. 2004) or redshifts (Way et al. 2010) in the Voronoi Tessellation Method to minimize the background and foreground contamination.
The second group takes into account the presence of the red sequence of the clusters and the fact that the early type population, including the brightest cluster galaxy (BCG), of the clusters have predictable colors and in some cases, magnitudes (Ascaso et al. 2011) . Some algorithms based on these properties are the Cutand-Enhance Algorithm (Goto et al. 2002) , the Cluster Red Sequence Method (Gladders & Yee 2000; López-Cruz et al. 2004; Gladders & Yee 2005) , MaxBCG (Hansen et al. 2005; ) and the C4 cluster-finding algorithm (Miller et al. 2005) . Some of these algorithms have been successfully applied to surveys such as SDSS or the Red Sequence Cluster Survey (RCS). Generally, those methods generate a set of color slices based on a particular model and select subsets of galaxies to belong to each slice. Then, peaks in the density maps are selected. Those algorithms work well in sufficiently deep photometric catalogs and provides robust photometric z estimates. However, the presence of the red sequence in all kind of clusters is still a matter of debate. Although many studies have proved it to exist up to redshift ∼ 1 (Mei et al. 2006; Ascaso et al. 2008; Andreon et al. 2008; Mei et al. 2009 ), others argued that the red sequence could be a characteristic only for virialized massive clusters while less massive clusters may not show it even at moderate redshifts. Thus, this method could be biased towards the high end of the mass function.
A higher redshift version of this algorithm has been implemented with SpARCS (Spitzer Adaptation of the RedSequence Cluster Survey; Wilson et al. 2008) , which samples the 4000Å break by analyzing Spitzer 3.6 micron and z band data. So far, some clusters have been confirmed spectroscopically (Wilson et al. 2009; Muzzin et al. 2009; Demarco et al. 2010) . However, the main concern about this method is the possible bias towards clusters showing the red sequence feature.
Finally, the third group includes those methods where different cluster characteristics such as the luminosity or density are taken into account to model the clusters. In general, the density and luminosity distributions of galaxies are first modeled for different redshift slices and consequently probability density maps are generated. Then, clusters are selected as the peaks of these maps and their redshift and richness estimated. The Matched Filter (Postman et al. 1996 (Postman et al. , 2002 has been applied to detect clusters in different surveys such as the Palomar Distant Cluster Survey. Some later modifications include the Adaptive Matched Filter (Kepner et al. 1999) , the Hybrid Matched Filter (Kim et al. 2002) , the Simple Smoothing Kernels (Shectman 1985) , the Adaptive Kernel method (Gal et al. 2000 (Gal et al. , 2003 or the 3D-Matched Filter (Milkeraitis et al. 2010) . They have been applied to NoSOCS (Gal et al. 2000) , CFHTLS (Olsen et al. 2007; Grove et al. 2009; Milkeraitis et al. 2010) and SDSS (Dong et al. 2008; Szabo et al. 2010 ). These methods usually recover a high completeness rate and small contamination. However, the results might be model dependent. A slightly different algorithm that can be included in this group is the Surface Brightness (SB) Enhancements (Zaritsky et al. 1997 (Zaritsky et al. , 2002 , which consists of detecting the localized cumulative SB enhancement due to unresolved light from galaxies in distant clusters.
Another important variation of this technique at high redshift has been introduced by Eisenhardt et al. (2008) . They used 3D overdensities based on the photo-z distribution. In their simulations, they found that only 10% of the detections are spurious. They identified 106 galaxy clusters at z>1 in 7.25 square degrees in the Spitzer Infrared Array Camera (IRAC) Shallow Survey. To date, they have confirmed 12 of them spectroscopically within a redshift range 1 < z < 1.41.
In addition, new ways of detecting methods at higher redshift have been developed for detecting galaxy clusters around radio galaxies at z∼ 1.5-2 (Galametz et al. 2009; Chiaberge et al. 2010) .
The motivation of this work is to take advantage of all the characteristics of the present methods by modeling each cluster property. There might be some cluster properties that do not show up in certain ranges of redshift or mass, for example the CMR, but we still want to detect a cluster if one of these properties is not present. To accomplish this, we have designed a Bayesian cluster finder where each galaxy is assigned a Bayesian probability that there is a cluster centered in that galaxy at a given redshift. This method takes into account cluster properties such as the cluster luminosity function, density profiles and photometric redshift distribution to generate a likelihood probability as a matched filter technique variation. In addition, we have included cluster properties such as the presence of a red sequence and the BCG magnitude -redshift relation as a prior term. Although these are properties that have been well observed, it is not clear that they exist and are present in every kind of cluster. With this formalism, we can easily turn on or off the prior term and as a result, be able to detect any kind of cluster. The uniqueness of this method comes from the inclusion of different sets of cluster properties.
We have tested the algorithm extensively on simulations. We have derived the completeness and purity rates of the detections and we have studied the improvement or dependence of our detections on the introduction of such a prior. Moreover, we have also tested the algorithm on real data. We have applied the algorithm to CFHTLS-ArchiveResearch Survey, (CARS, Erben et al. (2009) ) and compared our results with those obtained by Olsen et al. (2007) , Adami et al. (2010) and X-ray spectroscopically confirmed detections in the same fields. We find the results to be in fairly good agreement, providing support to our results.
The structure of the paper is as follows. In section 2, we describe the method we have implemented. Section 3 is devoted to simulations to study the completeness, purity and false positive rate of the results. Section 4 shows the cluster detections in CARS data (Erben et al. 2009 ) and the comparisons with other works. In Section 5, we include a summary and discussion of the results. Where appropriate, we have used the ΛCDM cosmology H0=71 km s −1 Mpc −1 , ΩM =0.23, ΩL=0.73 throughout this paper.
THE METHOD
We consider that a cluster in an (X, Y ) position, can be defined by Ng, Rc and zc, that is the number of galaxies in a given aperture ('richness'), the cluster radius and a redshift.
The set of galaxies in the field or in a cluster can be described by their coordinates (xi, yi), photometric redshift zi (including color information), magnitudes mi and spectral types ti estimated from a photometric redshift algorithm.
The probability for the existence of a cluster centered on the position (X, Y ), given a dataset D and a priori information I is p(X, Y, Ng, Rc, zc|D, I)
Finding this probability is proportional (applying Bayes' Theorem) to
where the first term
is the prior, or the information which is not implicit in the data, such as the distribution of the cluster properties, cluster redshift and spatial cluster distribution, and the second term is the likelihood
which is the probability of observing galaxy data D if there is a cluster in (X, Y ) with zc, Ng and Rc (also known as the likelihood). The likelihood can be rewritten as
or similarly, as
ln p(xi, yi, zi, mi, ti|X, Y, Ng, Rc, zc)
That is, the product of the likelihood for each galaxy, where the likelihood is the probability of observing a galaxy (xi, yi), with a given redshift, magnitude and spectral type, if there is a cluster at the (X, Y ) position with Ng, Rc and zc.
Likelihood
The likelihood or predicted density probability (n) for a cluster can be described by
where P (r) is the cluster radial profile. The sum is made over all the galaxies within a radius of rcut from the central one and within the limits of reliability of the photo-z. We use the Plummer profile to model P (r) (Postman et al. 1996) .
where r is calculated as
where DA(zc) is the angular diameter distance at the cluster's redshift zc.
We choose the core and cut radius as rc = 0.150 Mpc and rcut = 10rc respectively.
As far as the luminosity filter is concerned, we have adopted a total luminosity profile described by
where b(mi) is the number of background galaxies and φ(L) is the standard Schechter luminosity function (Schechter 1976 )
being Li = Li(mi, zi) the luminosity for each galaxy within rC and L * = L * (zc) the characteristic luminosity correspondent to the luminosity function of a cluster at a given redshift zc. We have applied k-corrections to the magnitudes by using the K-correct package from Blanton & Roweis (2007) . We selected the values of M * (0)=-20.44 and α = −1.05 from Blanton et al. (2003) in r band for local clusters, where M * is the magnitude associated to L * . We also applied the following evolutionary correction to M * ,
extracted from Postman et al. (2002) , which is consistent with observations (Postman et al. 2001; Nakata et al. 2001; Brown et al. 2007 ). We estimate the background galaxy counts b(m) in any given dataset in two iterative steps. We first detect galaxy clusters by using the background counts extracted from GOODS in R band from Harsono & DePropris (2009) as an initial estimate. Then, we obtain the survey's background galaxy distribution by masking out these detections from the survey. Finally, we run the detection algorithm again with the right background distribution.
The uncertainties on galaxy redshifts can be included in the probability with the following factor (13) where pP DF is the redshift probability distribution function for each galaxy obtained by any photometric redshift code like BPZ (Benítez 2000) . The limits of the integral are set to account for the spread of the redshifts of the galaxy cluster and their photometric errors and the fact that the estimated redshift could be shifted from the actual redshift value by ∆z/2, where ∆z refers to the difference between two consecutive redshift slices. We have chosen σc = (1 + zc)0.06. The actual value of σc is set from the data quality of the survey that we are simulating. In case the pP DF for each galaxy is not available, we can model p(zi|zc) by assuming a Gaussian distribution for the redshift distribution (Dong et al. 2008 ) with the same dispersion as before, σc.
Prior
The prior probabilities for the cluster distributions refer to already known properties of clusters that can help enhancing the likelihood. We decompose them into two different parts.
The first term models the probability of a spatial grouping of galaxies having the expected red sequence of a cluster at its redshift. This probability can be quantified as the departure of the data from the expected red sequence of clusters at this redshift.
where coli refers to the slope of the color-magnitude relation for the galaxies within a 1.5 Mpc and within a photometric redshift range of zc ± ∆z/2 ± 0.01(1 + z) and col(zc) is the expected slope at a particular redshift slice zc. We estimate synthetic color-magnitude relations computing the expected colors from a set of template spectra of E/S0, Sbc, Scd, and Irr by Coleman et al. (1980) and of starbursting galaxies SB3, SB2 by Kinney et al. (1996) and adding a fixed slope obtained from an individual well-characterized galaxy clusters in the survey being modeled. We selected colors that sample the 4000Å break (Gladders & Yee 2000 , 2005 Wilson et al. 2006) for each redshift slice. For instance, we chose g − r color for zs 0.3 and r − z color for zs > 0.3 for the CARS simulation. The expected g − r and r − z CMR for each redshift slice are shown in Figure 1 .
The second term takes into account the fact that each cluster has a brightest cluster galaxy (BCG) and that there is a tight relation between the apparent magnitude of the BCG and the redshift of this BCG and therefore the cluster redshift (Gladders & Yee 2000; . We obtain an empirical BCG magnitude-redshift relation by fitting the 13823 BCGs sample from SDSS ) and extrapolating it to higher redshift.
We model this term in the prior with an additional Gaussian term,
where mi refers to the magnitude of the brightest galaxy within 1.5 Mpc aperture from each galaxy, mBCG(z) is the expected magnitude of the BCG at the expected cluster redshift and σm BCG refers to the magnitude-redshift dispersion obtained from the empirical fit. Figure 1 . g-r(upper plot) and r-z (bottom plot) synthetic galaxy clusters color-magnitude for redshift slices ranging from z=0.1 to z=0.4 (g-r) and from z=0.5 to z=1.2 (r-z).
Cluster determination
Computing the probabilities for each galaxy in the survey is only the first step. In this section, we describe how we select, merge and purify the list of cluster candidates. First, we determine the probability threshold for cluster candidates as follows. For each redshift slice, we first compute the background probability level and its dispersion σ by fitting a Gaussian to the whole probability distribution (for the lowest redshift slice, z=0.1, we use a log-normal to better fit the asymmetric probability distribution). The background level and σ are set to the first and second moment of this Gaussian. Then, we select only those galaxies that have probability larger than 3σ above background. In Figure 2 , we illustrate this with the probability distribution of a redshift slice of z=0.3.
After that, for each galaxy we assign the redshift slice where its probability achieves a maximum over all the redshift slices. Then, for each redshift slice, we will obtain only the galaxies with maximum probability over the threshold.
Next, we make density maps using the selected galaxies for each redshift slice and we define galaxy clusters from the density peaks. For each redshift slice, zc, we select the maximum peak of probability and set the initial center of the candidate cluster on it. We assign zc as the redshift for the detection. We find the boundary of the cluster by finding Figure 2 . Background probability for a redshift slice of z=0.3. The jagged curve is the probability histogram, and the smooth curve is a Gaussian fit to it. The solid vertical line refers to the background probability while the dotted line indicates the 3σ threshold above which we select the galaxies belonging to clusters.
where the radial probability profile is nearly flat, specifically | dp dr | < 0.1. All the galaxies included within this boundary are used for the following calculation. We calculate an additional redshift estimate from the photometric redshift distribution of the galaxies within 1.5 Mpc from this center, zest. We fit a Gaussian to the redshift distribution of galaxies in the clusters and we adopt the peak value as zest.
The cluster richness is estimated with the ΛCL parameter. It is the effective number of L * galaxies in the cluster and within 1.5Mpc. Simulations in Postman et al. (2002) showed that this parameter is empirically related to NA, the Abell richness, that is the number of galaxies brighter than m3 + 2 in the central 1.5M pc, m3 being the third brightest member in the cluster. This richness is redshift-dependent, since it depends on the depth of the data. Therefore we have applied a correction based on the fraction of luminosity that we miss due to the completeness of the survey. This correction can be written in the following way:
where mco is the detection limit of the survey, and ΛCL,0 and ΛCL are the corrected and uncorrected richness respectively (see Schuecker & Boehringer 1998) . We run this process iteratively to the next maximum peak that has not been previously assigned to a cluster until there are no more galaxies above the threshold not assigned a cluster. With this preliminary list of clusters, we recenter the detection on the BCG candidate by iteratively looking for the brightest cluster member within 1.5 Mpc and within a redshift distance from the resdhift slice of ∆z 2
(1 + z). From this new center, we recalculate zest as before, keeping the boundary fixed.
Finally, we filter the preliminary list of cluster detections. First, we check that the redshift which maximizes the probability is consistent with the photometric redshift of the member galaxies. Thus, we selected as real clusters those that meet the following requirement,
By doing this, we exclude ∼30% of the initial detections. Additionally, a single cluster can result in multiple detections due to the photometric errors that can make a cluster be detected in multiple redshift slices. Thus, when two or more clusters within two consecutive redshift slices are at transverse distance less than 1.5 M pc, we just merge them into the one with highest probability.
SIMULATIONS
We performed simulations to test the accuracy of the algorithm and quantify the completeness and purity of the results. We created catalogues of galaxies, mimicking the observed properties of the simulated survey. For each richness, we simulated a 1 degree field with a cluster at z=0.1, a 1 degree field with two clusters at z=0.2 and z=0.3 and a 1 degree field with nine clusters at z=0.4 to z=1.2. We simulated nine different richnesses: ΛCL =10, 20, 30, 40, 50, 75, 100, 150 and 200. To mimic photometric redshift errors, we spread each cluster's galaxy population in a Gaussian with σ = 0.01(1 + zc) and µ = zc. The total number of galaxies is obtained assuming that the cluster luminosity function has a slope α and characteristic magnitude M * of -1.05 and -20.44 respectively. We set the detection magnitude limit as the one measured from the simulated survey. The density distribution follows a Plummer profile as in equation (8). We spread the magnitudes according to different luminosity functions for different spectral types as in Nakamura et al. (2003) extrapolated to higher redshift. We added to each magnitude a photometric error measured from the simulated survey.
The distribution of the two colors that sample the 4000Å break at low and high redshift were generated by using the empirical cluster color distribution by Baldry et al. (2004) , including noise. We shifted their colors to our estimated colors obtained from the template spectra set of E/S0, Sbc, Scd, and Irr by Coleman et al. (1980) and of starbursting galaxies SB3, SB2 by Kinney et al. (1996) and an empirical slope from one of the well-known galaxy clusters in the survey, as explained in section 2.2. In Figure 3 , we show the simulated g − r and r − z CMR for a ΛCL = 100 cluster at redshift 0.2 and 0.5 respectively.
Then, we embedded these simulated clusters into a distribution of field galaxies. In order to add the most realistic background field galaxies in the simulation, we used the properties of the background field galaxies in the real survey data. To obtain the survey background distribution, we detected clusters in the survey and masked them. Then, we redistributed the positions of the remaining galaxies by assuming an angular two-point correlation function similar to the galaxies in the real universe. We used the Rayleigh-Levy galaxy pair separation distribution:
We used θ0 = 3.19 ′′ and d = 0.8 extracted from the work by Grazian et al. (2006) for the GOODs Survey. Following the approach of Postman et al. (1996 Postman et al. ( , 2002 and Menanteau et al. (2009) , we allow up to seven galaxies to be so distributed about a given center, following a random walk with this angular distribution. Once the seven galaxies are generated, we choose at random a different center until the number of galaxies matches the observed number, normalized to match the simulated survey counts. The original magnitudes, morphological types, colors and photometric redshifts of the field galaxies are preserved. Only the positions are changed.
Completeness and purity rates
We examined which simulated clusters were detected and which detected clusters were not simulated. We define a recovered cluster as one which was simulated and then detected.
We define completeness as the rate of recoveries, that is, the ratio of recovered clusters to the total number of clusters simulated, and we define the purity as the ratio of recovered clusters to the total number detected.
In Figure 4 , we show the completeness and purity respectively as a function of redshift and ΛCL. The completeness is >90% for all richnesses, at all redshifts for z 1.2, the highest redshift simulated. The purity is over ≈ 80% for clusters with ΛCL 20 for z 1.2. In other words, galaxy clusters richer than ΛCL 20 are almost 100% recovered, with at most 20% of extra false positive detections for z 1.2. Additionally, we performed different sets of simulations to prove the robustness of these simulations. We have tested possible observational effects such as contamination or misidentification of close clusters in projected and redshift space, deviations from the simulations density profile or different choices of the cluster and core radius. Simulations show that most of these effects are negligible, proving the robustness of the method. The only non-negligible effect is if the real profile of the cluster is too different from the one employed to carry out the fit, which causes a maximum 10% decrease in purity for poor (ΛCL 30) clusters when the true profile is a Navarro-Frenk-White (Navarro et al. 1997) or a random tophat profile. In view of these results, to keep the completeness and purity rates over 80%, we will consider real clusters detections those with ΛCL 20 for z 1.2.
Effect of the prior
The universality of the red sequence in clusters has not been proved. According to the main scenarios of galaxy formation (White & Frenk 1991) , we would expect to find clusters without red sequence in the low mass regime or high redshift range. In order to take those clusters into account, we performed some sanity checks.
First of all, we checked how well we are recovering the galaxy clusters without the introduction of the prior. In Figure 5 , we show the same completeness and purity fraction as in Figure 4 , but just for the likelihood. The results are very similar. The completeness of the detections is approximately the same as when using the whole probability. We find a completeness higher than 90% for all richnesses and redshifts. The purity decreases by less than ∼10% for z<0.6 and ΛCL 20 . Therefore, we do see that for a sample of galaxy clusters showing with a predefined red sequence for all of them, the results of using the prior or not would be very similar.
Second, we consider a more realistic mix of clusters, i.e: galaxy clusters with and without red sequence in the same simulation. We performed another set of simulations considering half of the clusters with and half of the clusters without red sequence. Since the background probability is calculated from all the galaxies in the survey including those in clusters, the background could decrease slightly due to the lower values of probability in the galaxy cluster without red sequence and, therefore, we might have obtain more spurious detections. In Figure 6 , we show the completeness and purity rates of the whole distribution and in Figure 7 , the same but just for the clusters without the red sequence. The results are very similar for the whole distribution of clusters with only the completeness decreasing <10% as redshift increases. However, when we consider the galaxy clusters without red sequence the purity decreases to 60% for galaxy clusters with Λ 20. In this case, we define purity as the ratio of recovered clusters without a red sequence to the total number detected excluding the total number detected with a red sequence.
We show in Figure 8 , the results of using just the likelihood for those clusters without a red sequence generated in the mixed simulation. The rates keep approximately the same since those galaxy clusters have been simulated without a red sequence by construction. In summary, the inclusion of the prior in the main probability and the consideration of the photometric redshifts allow the method to obtain high purity and completeness rates, being able to detect almost every cluster richer than ΛCL 20 for z 1.2 with or without red sequence with a very low contamination rate (20% at most).
Cluster property recovery
We compare the simulated cluster properties with the recovered ones. In Figures 9, 10 and 11, we show the offset in the recovery of the position, redshift and richness respectively, as a function of redshift and richness.
The positions are quite well recovered, with offsets from 100 kpc for the most massive clusters up to 500 kpc for the least massive ones. Redshifts are very well determined (between 0.001 difference for the most massive clusters and up to 0.008 for the least massive clusters). Finally, the richnesses are slightly overestimated, especially for very poor clusters. This behavior is expected as the output cluster is recovering some contamination from the field galaxies.
In general, we find a good agreement between the properties of the simulated and recovered clusters, only finding a higher misalignment and richness overestimation for the very poor clusters (ΛCL 20). 
CLUSTERS IN CFHTLS-ARCHIVE RESEARCH SURVEY

Description of the sample
The Canadian-France-Hawaii Telescope Legacy Survey (CFHTLS) Deep and Wide consists of 4 and 171 degree squares respectively in five optical bands (ugriz). The completeness of this survey is up to 26 (CFHTLS-D) and 24.5 (CFHTLS-W) in r band. The combination of both width and depth of this survey makes it an excellent sample to test our algorithm to detect clusters. Erben et al. (2009) introduced the CFHTLS-ArchiveResearch Survey (CARS), which is based on the public archive images from the Wide CFHTLS. They created multicolor catalogues, and estimated photometric redshifts with BPZ (Benítez 2000) in almost 37 square degrees, 21, 5 and 11 square degrees in W1, W3 and W4 respectively.
The BPZ provides a quality indicator called odds, which is defined as the integral of the redshift probability distribution within a given interval centered on the recovered Bayesian photometric redshift. This parameter is useful to discard objects with unreliable photo-z. We selected all galaxies with odds parameter > 0.70 as a compromise between keeping the maximum number of galaxies in the survey and avoiding catastrophic outliers. We consider as galaxies those objects with stellar galaxy parameter less than 0.2 and magnitude less than 21 and all of them for magnitude greater than 21.
In Figures 12 and 13 , we show the galaxy magnitude and photometric redshift distribution for W1, W3 and W4. The redshift distribution peaks at ∼ 0.6 and the magnitude distribution at mr ∼ 25, this being the limit we are going to consider as the completeness of the data.
Cluster detection
We detected galaxy clusters in W1, W3 and W4 from the CARS catalogues. We obtained 735, 171 and 340 clusters with ΛCL 20 and z 1.2. This corresponds to 35, 34.2 and 30.91 per square degree. We now compare those cluster candidates with different detections found by other works. We should keep in mind though that the way that each work merges the detections is different in each case. As an example, if we assumed 1 Mpc instead of 1.5 Mpc as the maximum distance for the detections to be considered the same, we would end up with 42.38, 40.4 and 38 detections per square degree. Or, if we did not apply any merging procedure to the detection, we would obtain 51.24, 52.6 and 46.55 detections per square degree. This is an issue when using galaxy cluster counts for cosmological purposes.
Comparison with Olsen et al. 2007
Olsen et al. (2007) (hereafter O07) detected 46 clusters in Deep1, which overlaps with one square degree in W1. We detected 53 clusters in the common area of W1. We matched our detections to their detections by using a Friend of Friends (FoF) Algorithm (Huchra & Geller 1982; Botzler et al. 2004 ). For each of our detections, we searched for their O07 friends. These friends have to fulfill that they are within a comoving distance of 4 Mpc considering the errors in the redshift measurement. We calculated the redshift errors by measuring the width of the Gaussian that we fit to the photometric redshift distribution in order to obtain zest. Then, we searched for friends of friends until no more friends are found. Of the final list of friends, we select the one with the closest photometric redshift to the original detection. Finally, we consider a cluster to have a counterpart in B if their best friend is within a comoving distance of 4 Mpc. By matching A with B we are asking whether each cluster in A has at least one counterpart in B, so it is not the same as matching B with A. We allow a cluster from A to match more than one cluster in B since every different study follows different merging algorithms.
In Figure 14 , we show the relation between the comoving distance and fraction of matched detections. In the upper Figure 14 . Comoving distance between detections versus fraction of detections that matches O07 to this work (solid line) and this work to O07 (dotted line). The upper plot considers the whole O07 sample, whereas the bottom plot only considers the A and B systems by O07.
plot, the whole O07 detections are included whereas in the bottom plot, only the O07 subsample of 32 clusters, which excludes all the C or D systems. (In O07's notation, C systems are those which do not show any clear galaxy overdensity at examining the optical image, D grade is assigned to those systems which were detected due to artefacts such as an image edge or a lack of masking. Additionally, A systems refer to clear concentration of galaxies with similar colors whereas B systems are defined to appear as an overdensity of galaxies, less concentrated than A systems or without an obvious color concentration). We can see that with a 4 Mpc distance we find that 85% of our sample matches O07, whereas only 70% of O07 matches our sample. However, if we just consider the subsample of A and B systems by O07, we find a fraction of 80% matching within 4 Mpc for both samples.
In Figure 15 , we plot the difference between the redshift of the matched clusters with respect to the redshift estimated in this work. The top panel refers to the matches using all the detections in O07, whereas the bottom panel only refers to the detections excluding C and D systems in O07. We find a good agreement in redshift at any redshift with a slight tendency of z Olsen − zAscaso <0 at zAscaso > 1.
Additionally, we matched the catalogs in the reverse order. By doing this, we want to know how pure our detections are with respect to the other catalogue. We used the same criteria as previously explained to create the matches. We show the difference between the redshift of the matched clusters with respect to the O07 redshift estimations in Figure  16 . As before, the top panel refer to the matches using all the detection in O07, whereas the bottom panel only refers to the detections excluding C and D systems in O07. We see a very good agreement between both redshifts at any redshift. In the rest of the paper, we include the C and D systems.
In order to take into account the possible biases in the way that each work merges their detection by using different criteria, we created density maps of the cluster detections. Figure 15 . Redshift difference between a cluster candidate found in this work and their matched counterpart from O07, with respect to the redshift estimated in this work. The top panel refers to the matches using all the O07 catalogue, whereas the bottom panel excludes the C and D systems from O07 catalogue Figure 16 . Redshift difference between a cluster candidate from O07 and their matched counterpart in this work, with respect to the O07 redshift. The top panel refers to the matches using all the O07 catalogue, whereas the bottom panel excludes the C and D systems from O07 catalogue. Note the reversal of sign of the residuals compared to Fig. 15 .
Each detection is represented by a a Gaussian centered on the position of the cluster candidate, with a width of 1 Mpc radius at the redshift of the cluster. In Figure 17 , we show the density map for the detections found in this work with a color map. Additionally, we overplot the level curves of the density maps for the cluster candidates by O07 in Deep 1. We see a very good agreement between both detections. The main two prominent structures in the upper left and upper right are well identified in both cases. We also identify the four subclumps at the bottom. The only visible difference is the more elongated structure that O07 finds in the bottom left of the image and that we do not detect.
However, when we overplot the level curves of the density maps only for the A and B systems, or those which have been visually classified as having a clear cluster-like structure, this elongation becomes smaller as shown in Figure  18 . We find very similar structures as found in O07, even if the latter are based on Deep 1 data, which is almost ∼ 1 magnitude fainter than the Wide Fields used in this work. Figure 17 but the black contours correspond to the level curves of the density maps for the O07 systems classified as A or B.
Comparison with Adami et al. 2010
Recently, Adami et al. (2010) (hereafter A10) published detections in 19 out of 21 degrees of W1, 4 out of 5 degrees in W3 and 2 out of 11 degrees in W4. Their method consisted of an adaptive kernel technique combined with SExtractor for the detection of the structures. They used the T0004 catalogues from the CFHTLS. They also obtained photometric redshifts by using the Le Phare software (Ilbert et al. 2006) . Thus, the direct comparison between both methods could be affected by the systematics of the different catalogues and methods used in the data.
We obtain 682, 138 and 70 clusters in the common area of W1, W3 and W4. They detected clusters over 2 and 3σ, where the σ is estimated from SExtractor. Over 2σ, they obtain 755, 175 and 99 detections. A10's 3σ catalogs contain 441, 130 and 31 cluster candidates. As we explained at the beginning of the section, the numbers are not directly comparable since each work uses a different merging crite- Figure 19 . Comoving distance between detections versus fraction of detections that matches A10 in W1 to this work (solid line) and this work to A10 in W1 (dotted line). The upper plot considers the A10 sample in W1 over 3σ, whereas the bottom plot considers the A10 sample in W1 over 2σ. Figure 20 . Comoving distance between detections versus fraction of detections that matches A10 in W3 to this work (solid line) and this work to A10 in W3 (dotted line). The upper plot considers the A10 sample in W3 over 3σ, whereas the bottom plot considers the A10 sample in W3 over 2σ.
ria. However, our threshold appears to be somewhat closer to their 2σ threshold than their 3σ threshold.
We matched the detections found in this work to their detections using the same criteria as in the previous section. In Figures 19, 20 and 21, we show the maximum comoving distance for matching two detection versus the percentage of detections for the A10 sample over 3 and 2σ respectively for the overlapping area with W1, W3 and W4. In all cases the fraction of matched detections become higher than 80% for distances less than 4 Mpc.
In Figures 22, 23 and 24 we show the redshift difference between the cluster candidates in this work and the matched A10 candidates in W1, W3 and W4 respectively over 3 and 2σ respectively, as a function of our redshift estimate. The Figure 21 . Comoving distance between detections versus fraction of detections that matches A10 in W4 to this work (solid line) and this work to A10 in W4 (dotted line). The upper plot considers the A10 sample in W4 over 3σ, whereas the bottom plot considers the A10 sample in W4 over 2σ. redshift difference is consistent with zero for redshift z<1.1 and z Adami − zAscaso tends to be systematically negative at very high zAscaso (zAscaso >1.1). However, the dispersion is much smaller when compared to the A10 2σ detections, in particular in W4.
Again, we reversed the order of matching to check on any artifacts of the matching process. In Figures 25, 26 and 27, we show the redshift difference between the cluster candidates in this work that match those A10 candidates for W1, W3 and W4.
We find some cases in all the fields where the redshift difference for the matched clusters to the A10 catalogue is negative at higher zA10 >1. There are a few cases where the difference is positive at zA10 <0.3 as in W3. Since the redshift errors are not available in A10, we are not taking them into account when matching the detection in this work to their detection. This might produce a misidentification of the right candidate. Other than that, we find a good agreement between both detection.
As before, we created the density maps of the detections found in this work for the common area and compared them with contour levels for the detections found by A10 over 3 and 2σ in order to avoid systematics due to different merging procedures. In Figures 28, 29 and 30 we show the detections for the common area of W1, W3 and W4. Generally, the large structures are well matched in all fields. In general, there is a better agreement with A10 2σ detections.
As a conclusion, a direct comparison of our work with A10 in data with similar depth shows a larger number of structures in our analysis, which are detected over 2σ in the work by A10 but not over 3σ. In addition, there are some more structures that we find in this work and are not found in A10, which seem to be real (see section 5).
Eventually, we matched the detections from A10 to O07 catalogue using the same criteria. In Figure 31 , we show the redshift difference between the detections in O07 matched to the detections in A10 over 3 and 2σ respectively, with respect to the O07 cluster redshift. We find a very good agreement for all redshifts. By matching the O07 catalogue to the A10 catalogue detections, we also find a good agree- Figure 28 . Density maps of the cluster detections in this work in the area of CARS that overlaps with the area analyzed by A10 in field W1 (color maps). The black contours correspond to the level curves of the density maps from the A10 catalogue. Upper and bottom plots show the level curves over A10's 2 and 3σ catalogs respectively. ment as can be seen in Figure 32 . The dispersion increases at higher z Adami .
Comparison with X-ray data and spectroscopically confirmed sample
We checked the agreement between the clusters that we detected in the optical, and X-ray detections found in these fields. Pacaud et al. (2007) published 29 spectroscopically confirmed clusters in the XMM-LSS survey, 17 of which are in W1. Additionally, O07 made a compilation of 18 X-ray spectroscopically confirmed clusters in the same fields, of which 8 appear in the Pacaud et al. (2007) sample. Of these 25 clusters, we matched them to our sample by following the same criteria as before and we detected 23 within a minimum comoving distance of less than 4 Mpc distance. Even if this result is promising, the results might be biased since almost all the spectroscopy sample is selected to be in the high end of the mass function for clusters, making these results easier to be detected.
We find an excellent agreement between the redshift matches as we see in Figure 33 . The median and dispersion of the redshift differences is 0.0024 and 0.088, well within the predicted errors.
We also matched the sample of spectroscopically de- Figure 29 . Density maps of the cluster detections in this work in the area of CARS that overlaps with the area analyzed by A10 in field W3 (color maps). The black contours correspond to the level curves of the density maps from the A10 catalogue. Upper and bottom plots show the level curves over A10's 2 and 3σ catalogs respectively.
tection to O07 and A10 over 3σ. In Figures 34 and 35 , we show the redshift differences for the matched candidates to the sample. A10 finds all 25 galaxy clusters within 5 Mpc, where O07 finds 22. Let's note that A10's catalog is ∼ 1 mag shallower than O07. However, the dispersion of the redshift difference matching is 0.058 and 0.1238 for A10 and O07 respectively.
DISCUSSION AND CONCLUSIONS
We presented a new method based on a Bayesian approach of the matched filter technique, including the introduction of a prior containing the color-magnitude information, the BCG-redshift relation and the photometric redshift.
We performed simulations to test how well our clusters are recovered. We simulated galaxy clusters showing red sequence at different redshift and with different richnesses. We found very high completeness rates (> 90%) and purity rates for clusters with ΛCL 20 (> 80%) up to redshift 1.2 at least. The results were very similar with and without the inclusion of the prior. This result suggests that galaxy clusters showing a red sequence can be found without the need to model the color-magnitude red sequence. In addition, the completeness and purity rates are high for a wide range of masses and redshifts.
It is still not clear if every galaxy cluster exhibits a red sequence. Different methods (X-ray, SZ, weak lensing) have been finding these clusters independently of their colors in the high mass end and moderate redshift. Almost all of them appear to have a well defined red sequence. However, we do not know if this is the case at the low mass end of the cluster distribution or at high redshift. Hence, we tested the method on a mix of clusters, ie: galaxy clusters showing and not showing a red sequence. The results could be different since when running the algorithm globally, we determined a background probability for each redshift slice for the whole field. This background probability is determined by the probability distribution of the galaxies that exist in Figure 34 . Redshift comparison between the X-ray spectroscopically detected clusters and O07 detections. the survey, including those galaxies in clusters. In this case, the galaxy clusters not showing a red sequence could affect the main background probability, making the non-red sequence clusters tail not to pass this threshold or, on the contrary, including spurious detections in the sample.
The results of completeness and purity for the whole mix of clusters are very similar to the red sequence galaxy cluster simulations, with a slight decrease of purity (but still > 80%) at higher redshift. As expected, the introduction of the prior in these simulations does not make a difference since those clusters are, by construction, not showing a red sequence.
We applied this algorithm to the CARS Survey (Erben et al. 2009 ) based on the CFHTLS Wide data and compared the results with the different works in the optical in the area corresponding to D1 by O07 and W1, W3 and W4 by A10.
It is hard to directly compare different works since every work uses a different merging and centering algorithm to obtain the final cluster catalogue. We calculated the crosscorrelation between A10 and O07 and our work and it is shown in Figure 36 by using the Landy-Szalay estimator (LS; Landy & Szalay 1993) . We plot the auto correlation function as a reference. The cross-correlation function between two different sub-samples measures the excess probability over random of finding a cluster in the second sample at a given separation from a cluster belonging to the first sample. We find that both samples have a similar amplitude, being the clusters found by A10 over 3σ the most correlated with the ones in this paper at smaller scales.
In Figure 37 , we show the redshift distribution of the detections found by O07, A10 and this work. O07 finds a peak of detections at z ∼ 0.4, which are mostly low mass structures detected in their deeper data. Apart from this, the redshift detection distribution in this works agrees well with the redshift distribution from O07 and with the detections found by A10 over 2σ better than 3σ. However, we find a peak of detections at z ∼ 1 that the other works do not find. Many of these cluster candidates seem to be real by looking at the images as shown in Figure 38 . In fact, some of them were detected with X-rays in Pacaud et al. (2007) as the first cluster in Figure 38 . They provided a redshift estimate of 1.05 for this cluster, whereas we obtain a redshift estimate of 1.01. These detections will be confirmed by Figure 36 . Cross-correlation as a function of angular separation of the cluster distribution in this work (solid line), between this work and A10 (dotted line; over 3σ, dashed line; over 2σ) and between this work and O07 (dashed-dotted line). We used the LS estimator. obtaining spectroscopic information or deeper data in these regions.
In summary, we find a good agreement with the galaxy clusters that we find in CARS and other detections found in similar or deeper data of the same fields. In addition, we find several detections at high redshift which are not reported and appear to be real based on visual characteristics. We are currently applying this algorithm to the Deep Lens Survey (DLS), (Ascaso et al. in preparation) in order to provide the first optical galaxy cluster in the survey. Figure 38 . Color images of a galaxy cluster detections found by this work in the common area of CARS with Deep 1. The works by O07 and A10 do not detect them. However, the structures seem to be real since we find a concentration or similar color galaxies. The upper, middle and bottom detections have estimated redshifts of 1.01, 0.92 and 1.21 respectively. In fact, the upper structure was detected with X-rays in Pacaud et al. 2007 with a redshift estimate of 1.05. The size of the box corresponds to a ∼ 1 Mpc size box at the estimated redshift of the structure.
