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Abstract
An action having an acceleration term in addition to the usual ve-
locity term is analyzed. The quantum mechanical system is directly
defined for Euclidean time using the path integral. The Euclidean
Hamiltonian is shown to yield the acceleration Lagrangian and the
path integral with the correct boundary conditions. Due to the accel-
eration term, the state space depends on both position and velocity –
and hence the Euclidean Hamiltonian depends on two degrees of free-
dom. The Hamiltonian for the acceleration system is non-Hermitian
and can be mapped to a Hermitian Hamiltonian using a similarity
transformation; the matrix elements of this unbounded transforma-
tion is explicitly evaluated. The mapping fails for a critical value of
the coupling constants.
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1 Introduction
The action with acceleration arises in many diverse fields; the Euclidean ac-
tion and path integral, studied by Hawking and Hertog [6], arises in quantum
gravity and D-brane dynamics; Bender and Mannheim have extensively stud-
ied the problem of ghost states in quantum mechanics using the Minkowski
action [9]; the action appears is the study of mathematical finance, describ-
ing the time dependence of financial instruments [1], and the Euclidean path
integral has been studied extensively in [2], [13]; the action is as an example
of higher derivative Lagrangians [12]; the path integral for pseudo-Hermitian
Hamiltonians has been studied starting from the propagator for the theory
[7] and [10].
Euclidean time is defined by the analytic continuation of Minkowski time
tM = −iτ , where τ is Euclidean time. The degree of freedom x does not
change in going from Minkowski to Euclidean time but Minkowski velocity
vM picks up an extra factor of i since it is related to Euclidean velocity v by
the following1
v = −dx
dτ
= i
dx
dtM
= ivM (1)
The non-Hermitian Euclidean Hamiltonian and path integral are well be-
haved with a single analytic continuation of time, and no further complexi-
fication of the degrees of freedom is required. In contrast, an analytic con-
tinuation of the degrees of freedom is required for the Minkowski case, as
discussed in [5].
1The minus in the definition of Euclidean velocity follows from v = ivM , which is
consistent with τ = itM .
2
2 The Feynman path integral
Consider the Euclidean time Lagrangian with acceleration given by
L = −γ
2
(
d2x
dt2
)2 − α
2
(
dx
dt
)2 − Φ(x) (2)
with the acceleration action for finite Euclidean time τ given by
S[x] =
∫ τ
0
dtL (3)
The Feynman path integral for finite Euclidean time is given by
K(xf , x˙f ; xi, x˙i) =
∫
DX eS[x]
∣∣∣
(xi,x˙i;xf ,x˙f )
(4)∫
DX = N˜
τ∏
t=0
∫ +∞
−∞
dx(t) (5)
where N˜ is a normalization constant. The paths have the following four
boundary conditions
x(0) = xi;
dx(0)
dt
= x˙i initial position and velocity (6)
x(τ) = xf ;
dx(τ)
dt
= x˙f final position and velocity (7)
Since the path integral given Eq. 4 is quadratic, it can be evaluated
exactly using the classical solution. Let xc(t) be the classical solution given
by
δS[xc]
δx(t)
= 0 (8)
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that satisfies the following boundary conditions
xc(0) = xi;
dxc(0)
dt
= x˙i initial position and velocity (9)
xc(τ) = xf ;
dxc(τ)
dt
= x˙f final position and velocity
Consider the following change of integration variables, from x(t) to ξ(t)
x(t) = xc(t) + ξ(t) (10)
with boundary conditions for given by
ξ(0) = 0;
dξ(0)
dt
= 0 initial position and velocity (11)
ξ(τ) = xf ;
dξ(τ)
dt
= 0 final position and velocity
The change of variables yields
S[x] = S[xc + ξ] = S[xc] + S[ξ]∫
DX eS = N (τ)eS[xc] (12)
where N (τ) =
∫
Dξ eS[ξ]
Hence, From Eqs. 4 and 12
K(xf , x˙f ; xi, x˙i) = N (τ)eS[xc] (13)
The evolution kernel given in Eq. 13 has been evaluated explicitly in [6] and
[13] by solving for the classical solution xc(t) and then obtaining S[xc] and
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N (τ).
As can be directly verified from the classical action S[xc], the classical
solution xc(t) given by Eq. 8 yields another equally valid classical solution
x˜c(t) given by the following
x˜c(t) = xc(τ − t) (14)
with boundary conditions, from Eq. 9, given by
x˜c(0) = xc(τ) = xf ;
dx˜c(0)
dt
= −dxc(τ)
dt
= −x˙f (15)
x˜c(τ) = xc(0) = xi;
dx˜c(τ)
dt
= −dxc(0)
dt
= −x˙i (16)
⇒ S[xc] = S[x˜c]
Hence
Sc[xf , x˙f ; xi, x˙i] = S[xi,−x˙i; xf ,−x˙f ] (17)
The classical action Sc is given in Eq. 121; the solution is seen to have
the symmetry given in Eq. 17.
The evolution kernel, from Eqs. 13 and 17, has the following symmetry
K(xf , x˙f ; xi, x˙i) = K(xi,−x˙i; xf ,−x˙f ) (18)
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3 Euclidean Hamiltonian and Path Integral
The derivation of K(xf , x˙f ; xi, x˙i) was done entirely in terms of the coordinate
degree of freedom x(t) and made no reference to any other degrees of freedom;
in particular, the velocity degree of freedom v(t) did not appear in the path
integral derivation.
One would like to interpret the evolution kernel K(xf , x˙f ; xi, x˙i) as the
probability amplitude for a transition from an initial to a final state vector.
Such an interpretation of course needs both a state space and a Hamiltonian.
Based on the boundary conditions given in Eq. 6, it can be seen that the
state space has to have two independent degrees of freedom, corresponding
to the two initial conditions given by the initial position x and velocity x˙.
Hence, the state space V of non-Hermitian Hamiltonian is taken to have two
degrees of freedom, namely a position x and a velocity v degree of freedom .
The Hamiltonian has to be chosen in such a manner that the velocity degree
of freedom v is constrained to be equal to the velocity x˙ of the coordinate
degree of freedom x.
Consider two independent degrees of freedom x and v. The completeness
equation for the basis states are given by
I =
∫ +∞
−∞
dxdv|x, v〉〈v, x| (19)
〈x, v|x′, v′〉 = δ(x− x′)δ(v − v′)
A state space representation of the evolution kernel K(xf , x˙f ; xi, x˙i) is
derived. It will be shown that the evolution kernel is closely related to the
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probability amplitude of going, in time τ , from the initial state |xi, vi〉 to the
final state 〈xf , vf | and is given by
KS(xf , vf ; xi, vi) = 〈xf , vf |e−τH |xi, vi〉 (20)
A similar definition is adopted for the path integral of a non-Hermitian Hamil-
tonian in [8].
It remains to be seen as to what is the precise relation of the probability
amplitude KS(xf , vf ; xi, vi) defined using the state space and Hamiltonian to
the probability amplitude K(xf , x˙f ; xi, x˙i) defined using the path integral. In
particular, as it stands in Eq. 20, the initial vi and final velocity vf have no
relation with the coordinate degree of freedom x. The Hamiltonian has to
implement a constraint to set the initial and final state in Eq. 20 to have the
same as the boundary conditions given in Eq. 6 for K(xf , x˙f ; xi, x˙i).
The Hamiltonian, for infinitesimal time τ = ǫ, is given by the Dirac-
Feynman formula as follows
〈x, v|e−ǫH|x′, v′〉 = C(ǫ)eǫL(x,x′;v,v′) (21)
where C(ǫ) is a normalization constant that depends only on ǫ. The discrete
time Lagrangian is given by
L(x, x′; v, v′) = −γ
2
(
x˙− x˙′
ǫ
)2
− α
2
(
x− x′
ǫ
)2
− 1
2
[Φ(x) + Φ(x′)] (22)
The Minkowski Hamiltonian for the action acceleration has been obtained
by Bender and Mannheim [5], [9]; they have shown that Hamiltonian and
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state space for Minkowski time is well behaved, but requires an analytic
continuation of the degree of freedom.
The analytic continuation to Euclidean time of the Minkowski Hamilto-
nian yields a Euclidean Hamiltonian given by
H = − 1
2γ
∂2
∂v2
− v ∂
∂x
+
1
2
αv2 + Φ(x) (23)
The term −v∂/∂x is noteworthy since it does not depend on any coupling
constant; this term constrains the degrees of freedom and finally leads to the
constraint that v = −dx/dt, as required by Eq. 1; the constraint due to the
term −v∂/∂x in the Hamiltonian has a transparent realization in the path
integral formulation and discussed in Section 4.
Note that H is not Hermitian since
H† = − 1
2γ
∂2
∂v2
+ v
∂
∂x
− α
2
v2 + Φ(x) 6= H (24)
The transition probability amplitude is given by defining ǫ = τ/N and
inserting N − 1 complete set of states given in Eq. 19. Hence, for bound-
ary conditions given by x0 = xi, v0 = vi; xN = xf , vN = vf , the transition
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amplitude is given by
K(xf , vf ; xi, vi) = 〈xf , vf |e−τH |xi, vi〉
=
N−1∏
n=1
∫
dxndvn
N∏
n=1
〈xn, vn|e−ǫH|xn−1, vn−1〉
=
N−1∏
n=1
∫
dxn〈xN , vN |e−ǫH |xN−1, vN−1〉
×
[
N−1∏
n=1
∫
dvn〈xn, vn|e−ǫH|xn−1, vn−1〉
]
(25)
The reason for putting the term 〈xN , vN |e−ǫH|xN−1, vN−1〉 outside the
∫
dvn
integrations is because, as will be seen in Eq. 27, this term does not depend
on vN−1.
The differential operator H given in Eq. 23, for xn = x, v = vn; x
′ =
xn−1, v′ = vn−1, yields the following2
〈x, v|e−ǫH|x′, v′〉 = e−ǫH(x, ∂∂x ;v, ∂∂v )〈x|x′〉〈v|v′〉
= e−ǫH
∫
dp
2π
dq
2π
eip(x−x
′)+iq(v−v′)
=
∫
dp
2π
dq
2π
e−
ǫ
2γ
q2+iq(v−v′)− ǫα
2
v2eip(x−x
′+ǫv)−ǫΦ(x)
= Cδ(x− x′ + ǫv) exp{− γ
2ǫ
(v − v′)2 − ǫα
2
v2 − ǫΦ(x)} (26)
Hence Eq. 26 yields the following
〈xn, vn|e−ǫH |xn−1, vn−1〉 = Cδ(xn − xn−1 + ǫvn) exp{ǫLn} (27)
2Note that the Hamiltonian acts on the dual basis states 〈x, v|.
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The δ-function depends only on vn and results in constraining vn on reaching
a boundary of the path integral.
Eq. 26 yields the remarkable result that, as mentioned earlier, the term
v∂/∂x in the Hamiltonian yields a constraint δ(x− x′ + ǫv) on the degree of
freedom v so that it is constrained to be the velocity, namely v = −dx/dτ .
The appearance of the δ−function in Eq. 27 yields, in the integrand of
the path integral, the following constraint
δ(xn − xn−1 + ǫvn) ⇒ vn = −xn − xn−1
ǫ
(28)
⇒ lim
ǫ→0
vn = −dxn
dτ
(29)
The Lagrangian Ln, from Eqs. 26 and 27, is given by
Ln = − γ
2ǫ2
(v − v′)2 − α
2
v2 − 1
2
[Φ(x) + Φ(x′)]
= −γ
2
(
vn − vn−1
ǫ
)2
− α
2
(
xn − xn−1
ǫ
)2
− 1
2
[Φ(xn) + Φ(xn−1)] (30)
The path integral and Lagrangian that appears in Eq. 4 makes no ref-
erence to the integration over the velocity variables. Hence, all the velocity
integrations
∫
dvn need to be carried out in order that one obtains the ex-
pression in Eq. 4. Remarkably enough, all the
∫
dvn integrations can be done
exactly due to the δ− function that appears in Eq. 27.
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Eqs. 25 and 27 yield the following velocity path integral
N−1∏
n=1
∫
dvn〈xn, vn|e−ǫH|xn−1, vn−1〉
= CN−1
N−1∏
n=1
∫
dvnδ(xn − xn−1 + ǫvn) exp{ǫLn} (31)
4 Change of boundary conditions
The four boundary conditions given in Eq. 9 are solely in terms of the
position degree of freedom x(t) whereas the boundary conditions given in
Eq. 20, the defining equation for KS(xf , vf ; xi, vi) is given in terms of final
and initial positions and velocities xf , vf ; xi, vi respectively.
The initial and final time steps in the path integral need to be examined
carefully to see how the initial and final velocity, v0 and vN respectively, can
be expressed solely in terms of the position degree of freedom.
Note the integrand of Eq. 31, for n = 1, yields, from Eq. 30, the following
∫
dv1δ(x1 − x0 + ǫv1) exp{ǫL1}
L1 = −γ
2
(
v1 − v0
ǫ
)2
− α
2
(
x1 − x0
ǫ
)2
− 1
2
[Φ(x1) + Φ(x0)] (32)
On performing the
∫
dv1 integration, the delta function constrains v1 =
11
−(x1 − x0)/ǫ; hence, L1 has the following value
exp{ǫL1} = exp
{
− γ
2ǫ
(
x1 − x0
ǫ
+ v0
)2
− α
2ǫ
(x1 − x0)2 +O(ǫ)
}
= exp
{
− γ
2ǫ
(
x1 − x0
ǫ
+ v0
)2
− αǫ
2
v20 +O(ǫ)
}
= C(ǫ)δ(x1 − x0 + ǫv0) +O(ǫ) = C(ǫ)δ(x1 − xi + ǫvi) (33)
where x0 = xi and v0 = vi are the initial position and velocity.
The final time boundary term for the action yields, using the final velocity
vN = vf , the following
〈xN , vN |e−ǫH|xN−1, vN−1〉 = C(ǫ)δ(xN − xN−1 + ǫvN ) exp{ǫLN}
= C(ǫ)δ(xf − xN−1 + ǫvf ) exp{ǫLN}
since xN = xf and vN = vf .
Collecting all the results yields the discrete time path integral for the
transition probability expressed solely in terms of the co-ordinated degrees
of freedom, namely
KS(xf , vf ; xi, vi) = 〈xf , vf |e−τH |xi, vi〉
= C˜
N−1∏
n=1
∫
dxnδ(xf − xN−1 + ǫvf )δ(x1 − xi + ǫvi) exp{ǫ
N∑
n=1
Ln} (34)
where C˜ is a normalization.
The path integral over the velocity degrees of freedom yields, in addition
to the expected acceleration action, two delta functions. These delta func-
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tions are crucial in changing the boundary conditions for the path integral
over the position degrees of freedom.
The position path integral given in Eq. 34, due to the two delta-functions
in the integrand, has four boundary conditions for the position degree of
freedom, namely xi, xf due to boundary conditions from the initial and final
state vectors and two more boundary conditions imposed on x1, xN−1 due to
the two delta-functions resulting from the velocity path integral; in effect,
these two delta-functions remove two integrations, namely
∫
dx1dxN−1 in the
path integral given in Eq. 34 by fixing the value of x1, xN−1.
To take the continuum limit define
x˙(t) =
dx(t)
dt
=
xn − xn−1
ǫ
; t = nǫ (35)
Hence, from Eqs. 33 and 34, respectively
vi =
x0 − x1
ǫ
→ −dx(0)
dt
= −x˙i (36)
vf =
xN−1 − xN
ǫ
→ −dx(τ)
dt
= −x˙f (37)
From Eq. 31,
ǫLn = − γ
2ǫ
(x˙n − x˙n−1)2 − ǫα
2
x˙2n − ǫΦ(xn) (38)
Taking the limit of ǫ→ 0 using x¨ = [x˙n − x˙n−1]/ǫ yields
L = −γ
2
x¨2 − α
2
x˙2 − Φ(x) (39)
The delta functions for the boundary values of the functional integral
∫
DX
are constraints that change the boundary conditions on the path integral, con-
verting the two position boundary conditions in the path integral
∫
DXDV
to four boundary conditions for the path integral
∫
DX . Hence, one obtains
the following continuum result
KS(xf , vf ; xi, vi) = 〈xf , vf |e−τH |xi, vi〉
=
∫
DXδ(vi + x˙i)δ(vf + x˙f )e
S
∣∣∣
(xi,xf )
=
∫
DXeS
∣∣∣
(xi,x˙i=−vi;xf ,x˙f=−vf )
= K(xi, x˙i = −vi; xf , x˙f = −vf )
⇒ KS(xf , vf ; xi, vi) = K(xf ,−vf ; xi,−vi)
Recall from Eq. 42, the Hamiltonian for Lagrangian in Eq. 39 is given by
H = − 1
2γ
∂2
∂v2
− v ∂
∂x
− α
2
v2 + Φ(x) (40)
5 Equivalent Hermitian Hamiltonian H0
To analyze H in greater detail, choose the Gaussian potential
Φ(x) =
β
2
x2 (41)
that yields the Hamiltonian and Lagrangian given by
H = − 1
2γ
∂2
∂v2
− v ∂
∂x
+
1
2
αv2 +
β
2
x2 ; L = −1
2
[
γx¨2 + αx˙2 + βx2
]
(42)
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A parametrization that is more suitable for studying the Hamiltonian and
state space is given by [5]
L = −γ
2
[
x¨2 + (ω21 + ω
2
2)x˙
2 + ω21ω
2
2x
2
]
(43)
Note the Lagrangian is completely symmetric in parameters ω1 and ω2.
The Hamiltonian given by
H = − 1
2γ
∂2
∂v2
− v ∂
∂x
+
γ
2
(ω21 + ω
2
2)v
2 +
γ
2
ω21ω
2
2x
2 (44)
The Hamiltonian acts on a state space V with two degrees of freedom,
namely position position x and velocity degree of function v. The state vecor
|Ψ〉 is given by
|Ψ〉 ∈ V ; 〈x, v|Ψ〉 = Ψ(x, v) (45)
α
1
b
Reω =
2
b
Reω −=
Real BranchComplex Branch
1
i
Re
φω =
1
*
2
i
Re
φω ω−= =
0α = 2 βγ
Figure 1: Parameter branches.
The parameters have three branches and are shown in Figure 1.
• Complex branch α < 2√βγ.
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Frequencies ω1, ω2 are complex.
ω1 = ω
∗
2 = Re
iφ : R > 0, φ ∈ [−π/2, π/2]
Note φ ∈ [−π/2, π/2] for all α, β > 0 – and this is also the range for
which the path integral is convergent.
• Real branch α > 2√βγ.
Frequencies ω1, ω2 are real and ω1 > ω2 is chosen without any loss of
generality.
ω1 = Re
b ; ω2 = Re
−b : R > 0, b ∈ [0,+∞]
For the case of real ω1 and ω2, the entire parameter space is covered
by choosing say ω1 > ω2 and the roots are chosen accordingly as given
below
ω1 =
1
2
√
γ
(√
α + 2
√
γβ +
√
α− 2
√
γβ
)
ω2 =
1
2
√
γ
(√
α + 2
√
γβ −
√
α− 2
√
γβ
)
(46)
ω1 > ω2 for ω1, ω2 real
• Equal frequency α = 2√βγ.
ω1 = ω2 ; b = 0 = φ
The special case of equal frequency ω1 = ω2 is treated in detail in [3].
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A similarity transformation is obtained such that
e−Q/2HeQ/2 = HO (47)
where the Hamiltonian HO is a system of two decoupled harmonic oscillators,
one each for degree of freedom x and v.
In a pioneering paper, Bender and Mannheim [5] found the operator Q
for the Minkowski case; the Euclidean version of their result is given by the
following
Q = axv − b ∂
2
∂x∂v
(48)
For the real domain where ω1, ω2 are real, both coefficients a, b are real and
hence
Q = Q† : Hermitian for ω1, ω2 real (49)
The definition of Q continues to hold for the complex domain but Q is no
longer Hermitian.
To obtain H0, the equation for the commutator
e−QOeQ =
∞∑
n=0
1
n!
[[[O, Q], Q] . . . Q]︸ ︷︷ ︸
n−fold commutator
(50)
needs to be applied to O = x, v, ∂/∂x, ∂/∂v.
To obtain the commutator, note that the n-fold commutator of Q with
x, v, ∂/∂x and ∂/∂v follows a simple pattern that repeats after two commu-
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tations. In particular, note that
[x,Q] = b
∂
∂v
, [[x,Q], Q] = abx, . . .
[
∂
∂x
,Q] = av,
[
[
∂
∂x
,Q], Q
]
= ab
∂
∂x
, . . .
[v,Q] = b
∂
∂x
, [[v,Q], Q] = abv, . . .
[
∂
∂v
,Q] = ax,
[
[
∂
∂v
,Q], Q
]
= ab
∂
∂v
, . . .
Carrying out the nested commutators to all orders and summing the result
yields, for a, b > 0, the following
e−τQxeτQ = cosh(τ
√
ab)x+
√
b
a
sinh(τ
√
ab)
∂
∂v
e−τQ
∂
∂x
eτQ = cosh(τ
√
ab)
∂
∂x
+
√
a
b
sinh(τ
√
ab)v
e−QveτQ = cosh(τ
√
ab)v +
√
b
a
sinh(τ
√
ab)
∂
∂x
eτ−Q
∂
∂v
eτQ = cosh(τ
√
ab)
∂
∂v
+
√
a
b
sinh(τ
√
ab)x (51)
The Euclidean result given above is simpler that the Minkowski commutators,
which have alternating signs and i’s in the various expressions.
Consider the following equation
e−Q/2HeQ/2 = C1
∂2
∂v2
+ C2x
∂
∂v
+ C3v
∂
∂x
+ C4
∂2
∂x2
+ C5x
2 + C6v
2 (52)
To obtain the factorization of the Hamiltonian into two de-coupled oscil-
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lators, choose the following values for a and b, namely
√
a
b
= γω1ω2; sinh(
√
ab) =
2ω1ω2
ω21 − ω22
⇒
√
ab = ln
(
ω1 + ω2
ω1 − ω2
)
(53)
Note the definition of a and b is based on ω1, ω2 being real and ω1 > ω2, and
which makes the operator Q Hermitian.
Define
A = cosh(
√
ab
2
) =
ω1√
ω21 − ω22
; B = sinh(
√
ab
2
) =
ω2√
ω21 − ω22
(54)
C =
√
a
b
= γω1ω2
Using the result of Eq. 51 and the definitions in Eq. 52 yields the following
C1 = − 1
2γ
A2 +
γ
2
(
B
C
)2
ω21ω
2
2
= − 1
2γ
[
cosh2
(√
ab
2
)
− sinh2
(√
ab
2
)]
= − 1
2γ
(55)
Similarly, after some simplifications
C2 = −CAB
γ
+ γω21ω
2
2
(
AB
C
)
= 0
C3 = −(A2 +B2) + γ(ω21 + ω22)
(
AB
C
)
= 0
The constants a and b are chosen so that C2 = C3 = 0; hence one has the
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following
C2 = C3 = 0 ⇒ Determines a and b (56)
The remaining coefficients are given by
C4 = −AB
C
+
γ
2
(ω21 + ω
2
2)
(
B
C
)2
= − 1
2γω21
C5 = − 1
2γ
B2C2 +
γ
2
ω21ω
2
2A
2 =
γ
2
ω21ω
2
2
C6 = −ABC + γ
2
(ω21 + ω
2
2)A
2 =
γ
2
ω21 (57)
Collecting all the results yields
e−Q/2HeQ/2 = HO (58)
= − 1
2γ
∂2
∂v2
− 1
2γω21
∂2
∂x2
+
γ
2
ω21v
2 +
γ
2
ω21ω
2
2x
2 (59)
6 The matrix elements of e−τQ
The Q-operator is given from Eq. 48 by
Q = axv − b ∂
2
∂x∂v
(60)
where, from Eq. 53
√
a
b
= γω1ω2 ; sinh(
√
ab) =
2ω1ω2
ω21 − ω22
The finite matrix elements of the e±τQ-operator are required for many
calculations involving the state vectors. The exact matrix elements can be
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obtained by noting that the Hermitian Q-operator factorizes into two decou-
pled harmonic oscillators by an appropriate change of variables.
Consider the change of variables given by
α =
1√
2
(x+ v) ; β =
1√
2
(x− v) (61)
∂
∂x
=
1√
2
(
∂
∂α
+
∂
∂β
) ;
∂
∂v
=
1√
2
(
∂
∂α
− ∂
∂β
) (62)
In these coordinates the α, β sectors completely factorize and yield
Q =
a
2
(α2 − β2)− b
2
(
∂2
∂α2
− ∂
2
∂β2
)
= −1
2
b
∂2
∂α2
+
1
2
aα2 +
1
2
b
∂2
∂β2
− 1
2
aβ2 (63)
Consider the Hamiltonian of a quantum oscillator given by
Hsho = − 1
2m
∂2
∂z2
+
1
2
mω2z2 (64)
with the transition amplitude given by [11]
K(z, z′; τ) = 〈z|e−τH |z′〉
=
√
mω
2π sinhωτ
exp
{
− mω
2 sinh(ωτ)
[
(z2 + z′2) cosh(ωτ)− 2zz′
]}
(65)
Comparing the α- and β-sectors of Q with Hsho shows that, for a, b real, the
α sector is the usual quantum oscillator but the β sector yields a divergent
transition amplitude. The result for the β sector is assumed to be given by the
analytic continuation of the oscillator transition amplitude; this assumption
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will later be verified by an independent derivation.
To exploit the quadratic form of the α and β sectors, consider extending
the range of m to the real line.
α− sector : b = 1
m
; a = mω2 ⇒ ω =
√
ab (66)
β − sector : b = − 1
m
; a = −mω2 ⇒ ω =
√
ab (67)
Hence Eqs. 63, 65 and Eq. 67 yield the following
〈α, β|e−τQ|α′, β ′〉
= NαNβ exp
{
− 1
2b
√
ab
sinh(τ
√
ab)
[
(α2 + α′2) cosh(τ
√
ab)− 2αα′]
}
× exp
{
1
2b
√
ab
sinh(τ
√
ab)
[
(β2 + β ′2) cosh(τ
√
ab)− 2ββ ′]
}
= N (τ) exp
{
− 1
2
G(τ)(α2 + α′2 − β2 − β ′2) +H(τ)(αα′ − ββ ′)
}
where
G(τ) =
√
a
b
coth(τ
√
ab) ; H(τ) =
√
a
b
1
sinh(τ
√
ab)
(68)
and
N (τ) =
√ √
ab
2πb sinh(τ
√
ab)
·
√ √
ab
−2πb sinh(τ√ab)
⇒ N (τ) = i
2π
√
a
b
1
| sinh(τ√ab)| =
i
2π
∣∣H(τ)∣∣ (69)
22
Hence a heuristic derivation for Q yields
〈x, v|e−τQ|x′, v′〉 = N (τ) exp {−G(τ)(xv + x′v′) +H(τ)(xv′ + vx′)} (70)
The normalization constant N (τ) will be seen to play a crucial role in the
normalization of all the state vectors of the Hamiltonian H .
For the real branch, both coefficients G(τ) and H(τ) are real and hence
Q = Q† is Hermitian.
Note the form obtained for e−τQ in Eq. 70 is a major simplification since
in general, for Hermitian Q, one would need to evaluate 4 + 12 = 16 real co-
efficients. Instead, the form that has been heuristically derived in Eq. 70 has
reduced the determination of e−τQ to that of computing two real coefficient
functions G(τ) and H(τ) and a normalization constant N (τ).
The operator Q is unbounded and many of the manipulations are only
formally valid. For example, the identity e−τQeτQ = I holds for the ma-
trix elements only in a formal sense. Evaluating the matrix elements of the
product e−τQeτQ yields the following
〈x, v|e−τQeτQ|x′, v′〉 =
∫
dξdζ〈x, v|e−τQ|ξ, ζ〉〈ξ, ζ |eτQ|x′, v′〉
= N 2(τ)
∫
dξdζe−G(τ)(xv+ξζ)+H(τ)(xζ+vξ)eG(τ)(ξζ+x
′v′)−H(τ)(ξv′+ζx′)
= N 2(τ)e−G(τ)(xv−x′v′)
∫
dξdζ exp{iH(τ)iξ(v′ − v) + iH(τ)iζ(x′ − x)}
= N 2(τ)
(
2π
iH(τ)
)2
δ(x− x′)δ(v − v′) = δ(x− x′)δ(v − v′)
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Hence
e−τQeτQ = I (71)
To make the above derivation more rigorous one can analytically continue τ
back to Minkowski time t = −iτ , do the computation and then analytically
continue back to Euclidean time τ . This would give the result given above.
7 Vacuum state; e±Q/2
The vacuum state and the dual vacuum state of the Euclidean Hamiltonian
is obtained using the expression for eQ/2 and e−Q/2 respectively. The vacuum
can verified to be correct by the direct application of the Hamiltonians H and
H† and hence provides an independent verification for the matrix elements
obtained for Q in Section 6.
From the oscillator Hamiltonian H0 given in Eq. 59, the oscillator vacuum
state, by inspection, is given by
H0|0, 0〉 = 12(ω1 + ω2)|0, 0〉
〈x, v|0, 0〉 =
(
γ2ω3
1
ω2
π2
)1/4
exp
{−γ
2
(ω1v
2 + ω21ω2x
2)
}
The vacuum state is given by
|Ψ00〉 = eQ/2|0, 0〉 ; H|Ψ00〉 = E0|Ψ00〉 ; E00 = 1
2
[ω1 + ω2] (72)
The co-ordinate representation of the vacuum state can be directly ob-
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tained from the Hamiltonian H and is given by [4]
Ψ00(x, v) = 〈x, v|Ψ00〉 = 〈x, v|eQ/2|0, 0〉
= N00 exp
{
−γ
2
(ω1 + ω2)ω1ω2x
2 − γ
2
(ω1 + ω2)v
2 − γω1ω2xv
}
(73)
The vacuum state |Ψ00〉 is real valued and normalizable, with N00 the nor-
malization constant.
It can be directly verified that the dual ground state, from Eq. 73, is
given by
ΨD00(x, v) = N00 exp
{
−γ
2
(ω1 + ω2)ω1ω2x
2 − γ
2
(ω1 + ω2)v
2 + γω1ω2xv
}
More formally, the dual vacuum state obeys the following
〈ΨD00| = 〈0, 0|e−Q/2
⇒ ΨD00(x, v) = 〈ΨD00|x, v〉 = 〈0, 0|e−Q/2|x, v〉
From Eq. 70, τ = −1/2 yields
〈x, v|eQ/2|x′, v′〉 =
N (1
2
) exp


√
a
b
coth
(√
ab
2
)
(xv + x′v′)−
√
a
b
(xv′ + vx′)
sinh
(√
ab
2
)

 (74)
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Note
√
a
b
coth
(√
ab
2
)
= γω21 ;
√
a
b
1
sinh
(√
ab
2
) = γω1√ω21 − ω22 (75)
N (1
2
) =
i
2π
√
a
b
1
sinh
(√
ab
2
) = i
2π
γω1
√
ω21 − ω22 (76)
Hence, from Eq. 74
〈x, v|eQ/2|x′, v′〉 = N (1
2
) exp
{
γω21(xv + x
′v′)− γω1
√
ω21 − ω22(xv′ + vx′)
}
Hence
Ψ00(x, v) = 〈x, v|eQ/2|0, 0〉
=
∫
dξdζ〈x, v|eQ/2|ξ, ζ〉〈ξ, ζ |0, 0〉
= N (1
2
)
(
γ2ω31ω2
π
)1/4 ∫
dξdζeS
where
S = −γ
2
(ω1ζ
2 + ω21ω2ξ
2 − 2c1ξζ)− γc2(ζx+ vξ) + γc1xv
c1 = ω
2
1 ; c2 = ω1
√
ω21 − ω22
Performing the Gaussian integrations over ξ and ζ yields
Ψ00(x, v) = N00e
F
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where
F =
γ2c22
2γ(ω31ω2 − c21)
[ω1v
2 + ω21ω2x
2 + 2c1xv] + γc1xv
= −γ
2
[(ω1 + ω2)ω1ω2x
2 + (ω1 + ω2)v
2]− γω1ω2xv
which is the expected result.
To determine N00 note that the Gaussian integration has the following
matrix
M = γ

 ω21ω2 −c1
−c1 ω1

 ; √det(M) = iγω3/21 √ω1 − ω2
Note the determinant of matrix M is negative and hence leads to the correct
sign for the exponent F of the vacuum state vector.
Performing the Gaussian integration and using Eq. 76 yields the following
N00 = N (1
2
)
(
γ2ω31ω2
π
)1/4
2π√
det(M)
=
i
2π
γω1
√
ω21 − ω22
(
γ2ω31ω2
π2
)1/4
2π
iγω
3/2
1
√
ω1 − ω2
⇒ N00 = (ω1ω2)1/4
√
γ
π
(ω1 + ω2) (77)
To derive the dual vacuum state, note from Eq. 74
〈x, v|e−Q/2|x′, v′〉 = N (1
2
) exp
{
−γω21(xv + x′v′) + γω1
√
ω21 − ω22(xv′ + vx′)
}
A derivation similar to the one for the vacuum state Ψ00 yields the dual
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vacuum state
ΨD00(x, v) = 〈0, 0|e−Q/2|x, v〉
= N00 exp{−γ
2
(ω1 + ω2)ω1ω2x
2 − γ
2
(ω1 + ω2)v
2 + γω1ω2xv} (78)
The norm of a state is defined by the scalar product of state with its dual
and yields the following norm for the vacuum state
〈ΨD00|Ψ00〉 =
∫
dxdvΨD00(x, v)Ψ00(x, v)
= N200
∫
dxdv exp{−γ(ω1 + ω2)ω1ω2x2 − γ(ω1 + ω2)v2}
= 1
8 Heisenberg operator equations
In Schro¨dinger’s formulation of quantum mechanics, all the time dependence
of a quantum system arises due to the time evolution of the state vector
|Ψ(tM)〉, where tM is Minkowski time; the operators O being taken to be
time-independent. The Schro¨dinger equation yields the following
|Ψ(tM)〉 = e−itMH |Ψ〉 ; 〈χ(tM)| = 〈χ| eitMH (79)
with the time-dependent expectation of operator O given by
E[O; tM ] = 〈χ(tM)|O|Ψ(tM)〉 = 〈χ|eitMHOe−itMH |Ψ〉 (80)
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In Heisenberg’s formulation of quantum mechanics, all the time depen-
dence of an operatorOH(tM ) arises due to the time evolution of the operators,
with the state vector |Ψ〉 and the dual state vectors 〈χ| being taken to be
time-independent; the expectation value is then given by
E[O; tM ] = 〈χ|OH(tM)|Ψ〉 (81)
OH(t) = eitMHOe−itMH (82)
For Euclidean time τ , one has the following expressions
τ = −itM
OH(τ) = eτHOe−τH
and yields Heisenberg operator equations of motion for Euclidean time
∂OH(τ)
∂τ
= [H,OH(τ)]
The non-Hermitian Hamiltonian H for action with acceleration, from Eq.
58, is given by
H† = e−Q/2HOe
Q/2 (83)
⇒H† = e−QHeQ : pseudo-Hermitian (84)
⇒ (e−τH)† = e−τH† = e−Qe−τHeQ (85)
To obtain the Heisenberg operator equations of motion, it is necessary
to define the dual state vectors for the pseudo-Hermitian Hamiltonian using
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Q-conjugation. Namely
|χ〉 → 〈χ|e−Q (86)
Hence, for Euclidean time, the time dependent expectation value, using
Eq. 85 yields the following result
E[O; τ ] = 〈χ(τ)|e−QO|Ψ(τ)〉 = 〈χ|eτH†e−QOe−τH |Ψ〉
= 〈χ|e−QeτHOe−τH |Ψ〉 = 〈χ|e−QOH(τ)|Ψ〉 (87)
Hence, from Eq. 87, due to the choice of the Hilbert space metric e−Q,
the Heisenberg time-dependent operator OH(τ) for the pseudo-Hermitian
Hamiltonian is given by the same expression as for the Hermitian Hamilto-
nian, namely
OH(τ) = eτHOe−τH
⇒ ∂OH(τ)
∂τ
= [H,OH(τ)]
In particular, for the acceleration Hamiltonian given by Eq. 23
H = − 1
2γ
∂2
∂v2
− v ∂
∂x
+
1
2
αv2 + Φ(x)
the Heisenberg equation for the position operator xH(τ), with x being the
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Schro¨dinger position operator, yields the following
xH(τ) = e
τHxe−τH
x˙H(τ) =
∂xH(τ)
∂τ
= [H,OH(τ)] = −vH(τ) (88)
Hence, the identification made in the path integral derivation, namely x˙(τ) =
−v(τ), is seen to also hold as an operator equation for the Heisenberg oper-
ators x˙H(τ), vH(τ) as shown by Eq. 88.
To illustrate the role of the Hilbert space metric e−Q consider the time-
ordered vacuum expectation value of the Heisenberg operators at two dif-
ferent (Euclidean) times τ > 0. The vacuum state is given by |Ψ00〉 with
HΨ00〉 = E00|Ψ00〉; E00 ≡ E0 = (ω1 + ω2)/2; using the rule for forming the
dual vector of the pseudo-Hermitian Hamiltonian yields the following
G(τ) = 〈ΨD00|xH(τ)xH(0)|Ψ00〉 = 〈Ψ00|e−QxH(τ)xH(0)|Ψ00〉
= 〈Ψ00|e−QeτHxe−τHx|Ψ00〉 = 〈Ψ00|eτH†e−Qxe−τHx|Ψ00〉
= 〈Ψ00|e−Qxe−τ(H−E0)x|Ψ00〉 (89)
since 〈ΨD00|H† = E0〈ΨD00|.
The propagator G(τ) in Eq. 89 is the propagator and is analyzed in detail
in [3].
Recall that the probability amplitude is given in Eq. 20
KS(x, v; x′, v′) = 〈x, v|e−τH |x′, v′〉
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and the matrix elements of the the Hilbert space metric e−Q is given (later)
in Eq. 70
〈x, v|e−τQ|x′, v′〉 = N exp {−G(τ)(xv + x′v′) +H(τ)(xv′ + vx′)} (90)
For both the operators e−τH and e−τQ, there is no need for an extra metric
e−τQ since Eqs. 20 and 70 are the matrix elements of the operators in a
complete basis 〈x, v| and its dual |x′, v′〉.
It is only the matrix elements of operators e−τH and so on are determined
for eigenstates and dual eigenstates of H , then the metric e−Q is required.
A verification of the definition of KS(x, v; x′, v′) is given by considering
the limit of the probability amplitude for τ → ∞; Eq. 20 yields (E1 is the
generic energy of the state above the ground state)
lim
τ→∞
KS(x, v; x′, v′) ≃ e−τE00〈x, v|eQ/2|0, 0〉〈0, 0|e−Q/2|x′, v′〉+O(e−(E1−E00)τ )
= e−τE00Ψ00(x, v)Ψ
D
00(x
′, v′) = e−τE00Ψ00(x, v)Ψ00(x
′,−v′) (91)
In Appendix B, the value of KS(x, v; x′, v′) for large τ is obtained from the
classical solution in Eq. 127 and confirms the form of the kernel given in Eq.
91 is correct and consistent with its path integral definition.
One can evaluate the matrix elements of e−τH in Hilbert space using the
basis states eQ/2|x, v〉, the dual basis (〈x, v|eQ/2)e−Q = 〈x, v|e−Q/2 and the
metric e−Q, and yields the following
〈x, v|e−Q/2e−τHeQ/2|x′, v′〉 = 〈x, v|e−τH0|x′, v′〉 (92)
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The symmetry of the matrix elements of 〈x, v|e−Q/2e−τHeQ/2|x′, v′〉 given
above in Eq. 92 does not yield the acceleration Lagrangian that results
for 〈x, v|e−τH|x′, v′〉; hence the correct expression for the kernel is given by
KS(x, v; x′, v′) = 〈x, v|e−τH |x′, v′〉, and which in turn yields the correct matrix
elements given by the path integral.
9 Complex ω1, ω2
An interesting case for the parameters is the complex domain for which ω1, ω2
are complex; the eigenfunctions and eigenenergies are well behaved as long
as the vacuum state |Ψ00〉 given in Eq. 73 is normalizable. Let
ω1 = Re
iφ ; ω2 = Re
−iφ (93)
⇒ ω1 + ω2 = 2R cos(φ) ; ω1ω2 = R2 (94)
that yields, from Eq. 73, the vacuum state for the complex domain as
Ψ00(x, v) = N00 exp
{−γR3 cos(φ)x2 − γR cos(φ)v2 − γR2xv} (95)
Hence, from Eq. 95, the vacuum state and Hilbert space for the complex
domain is well defined for
cos(φ) > 0 ⇒ − π/2 < φ < π/2
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10 Many degrees of freedom
Consider the Hamiltonian that is a quadratic generalization of the acceler-
ation action given in Eq. 42. For degrees of freedom xn, n = 1, 2, ...N the
acceleration Hamiltonian , in matrix notation, is given as follows
H = −1
2
∂
∂v
ST
1
γ
S
∂
∂v
− v ∂
∂x
+
1
2
vSTαSv +
1
2
xSTβSx (96)
A specific choice is made for the Hamiltonian that is simple and consistent
with the definitions of v and x given in the defining Eq. 1. The Lagrangian
is given by
L = −1
2
[
x¨STγSx¨+ x˙STαSx˙+ xSTβSx
]
(97)
The (real) orthogonal matrix S and the diagonal matrices are given in matrix
notation as follow
SST = I ; γ = diag(γ1, γ2, .., γN)
α = diag(α1, α2, .., αN) ; β = diag(β1, β2, .., βN) (98)
Define new variables, in matrix notation
x = ST z; v = STu (99)
The Hamiltonian in Eq. 96 is given by
H = −1
2
N∑
n=1
1
γn
∂2
∂u2n
−
N∑
n=1
un
∂
∂zn
+
1
2
N∑
n=1
αnu
2
n +
1
2
N∑
n=1
βnz
2
m (100)
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The corresponding Lagrangian, from Eq. 97 and similar to Eq. 43, is given
by
L = −1
2
N∑
n=1
γn
[
z¨2n + (ω
2
1n + ω
2
2n)z˙
2
n + ω
2
1nω
2
2nz
2
n
]
(101)
The parametrization is a generalization of Eq. 46 and is given by
ω1n =
1
2
√
γn
(√
αn + 2
√
γnβn +
√
αn − 2
√
γnβn
)
(102)
ω2n =
1
2
√
γn
(√
αn + 2
√
γnβn −
√
αn − 2
√
γnβn
)
(103)
ω1n > ω2n for ω1n, ω2n real
The diagonal H given in Eq. 96 is obtained from a Q-operator, which is a
generalization of Eq. 48, and is given by
Q =
N∑
n=1
Qn (104)
Qn = anznun − bn ∂
2
∂zn∂un
(105)
with the following values for an and bn
√
an
bn
= γnω1nω2n;
√
anbn = ln
(
ω1n + ω2n
ω1n − ω2n
)
(106)
The diagonal Hamiltonian HO is given similar to the earlier case. The ground
state is given by generalizing Eq. 73 and yields the following
Ψ00(x, v) = N
N∏
n=1
exp
{
−γn
2
(ω1n + ω2n)ω1nω2nz
2
n −
γn
2
(ω1n + ω2n)u
2
n − γnω1nω2nznun
}
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In terms of the original coordinates
Ψ00(x, v) = N exp
{
−1
2
N∑
m,n=1
(
Pmnxmxn +Qmnvmvn + 2Rmnxnvn
)}
(107)
where, again in matrix notation
P = SpST ; pn = γn(ω1n + ω2n)ω1nω2n
Q = SqST ; qn = γn(ω1n + ω2n)
R = SrST ; rn = γnω1nω2n
11 Conclusions
The Euclidean acceleration action yields a well defined quantum system that
has a well defined Euclidean Hamiltonian. The Euclidean path integral is
the appropriate formulation for numerical and Monte Carlo simulation of
the system. The path integral using the action and the Hamiltonian yield
the same result due to a constraint term in the Hamiltonian.
The state space of the pseudo-Hermitian Euclidean Hamiltonian has a
state space metric e−Q, which is a natural generalization of the state space
of quantum mechanics. The metric e−Q is an unbounded operator that maps
the non-Hermitian Hamiltonian to the oscillator Hamiltonian; the matrix
elements of e−Q were evaluated exactly and shown to yield the expected
similarity transformation.
As was seen in various derivations carried out, the results from Minkowski
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time serve as a useful guideline for the derivations, but given a plethora of i
and various ± signs that differ between the Euclidean and Minkowski results,
all the derivations for the Euclidean have to done independently from the
Minkowski case, and from first principles.
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A e−τQ and similarity transformations
The heuristic derivation for G(τ) and H(τ) was obtained by an analogy with
the oscillator Hamiltonian and cannot be assumed to be correct since the β-
sector yields an un-stable Hamiltonian. The result needs to be independently
verify.
The fundamental similarity transformations by e±τQ of operators x, ∂/∂x, v
and ∂/∂v are directly obtained using the result given in Eq. 70 and shown
to be identical to the defining equations for Q given in Eq. 51.
Recall from Eq. 51 that e±τQ yields the following similarity transforma-
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tions
I. e−τQxeτQ = cosh(τ
√
ab)x+
√
b
a
sinh(τ
√
ab)
∂
∂v
II. e−τQ
∂
∂x
eτQ = cosh(τ
√
ab)
∂
∂x
+
√
a
b
sinh(τ
√
ab)v
III. e−τQveτQ = cosh(τ
√
ab)v +
√
b
a
sinh(τ
√
ab)
∂
∂x
IV. e−τQ
∂
∂v
eτQ = cosh(τ
√
ab)
∂
∂v
+
√
a
b
sinh(τ
√
ab)x
Consider the operator equation
e−τQxeτQ = cosh(τ
√
ab)x+
√
b
a
sinh(τ
√
ab)
∂
∂v
(108)
The matrix element of e−τQxeτQ, using I from above, is given by
〈x, v|e−τQxeτQ|x′, v′〉 = cosh(τ
√
ab)xδ(x− x′)δ(v − v′)
+
√
b
a
sinh(τ
√
ab)
∂
∂v
δ(x− x′)δ(v − v′) (109)
Eq. 70 yields
〈x, v|e−τQ|x′, v′〉 = N exp{−g(xv + x′v′) + h(xv′ + vx′)} (110)
where
g = G(τ) =
√
a
b
cosh(τ
√
ab)
sinh(τ
√
ab)
; h = H(τ) =
√
a
b
1
sinh(τ
√
ab)
N = N (τ) = i
2πH(τ)
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The left hand side of Eq. 109 yields
〈x, v|e−τQxeτQ|x, v〉 =
∫
dξdζ〈x, v|e−τQ|ξ, ζ〉〈ξ, ζ |ξeτQ|x′, v′〉
= N
∫
dξdζe−g(xv+ξζ)+h(xζ+vξ) ξ〈ξ, ζ |eτQ|x′, v′〉
But
ξ exp{−g(xv + ξζ) + h(xζ + vξ)}
=
[√
b
a
sin(τ
√
ab)
∂
∂v
+ cosh(τ
√
ab)x
]
e−g(xv+ξζ)+h(xζ+vξ) (111)
Hence, using e−τQeτQ = I given in Eq. 71, we obtain the expected result
that
〈x, v|e−τQxeτQ|x′, v′〉 =
[
cosh(τ
√
ab) +
√
b
a
sinh(τ
√
ab) ∂
∂v
]
〈x, v|e−τQeτQ|x′, v′〉
⇒ I. e−τQxeτQ = cosh(τ√ab) +
√
b
a
sinh(τ
√
ab) ∂
∂v
Consider
〈x, v|e−τQveτQ|x′, v′〉 =
∫
dξdζ 〈x, v|e−τQ|ξ, ζ〉〈ξ, ζ |ζeτQ|x′, v′〉
=
∫
dξdζ ζ〈x, v|e−τQ|ξ, ζ〉〈ξ, ζ |eτQ|x′, v′〉
=
(√
b
a
sinh(τ
√
ab)
∂
∂x
+ cosh(τ
√
ab)v
)
δ(x− x′)δ(v − v′) (112)
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and yields the expected result that
II. e−τQveτQ = cosh(τ
√
ab)v +
√
b
a
sinh(τ
√
ab)
∂
∂x
Consider the following matrix element
〈x, v|e−τQ ∂
∂x
eτQ|x′, v′〉 =
∫
dξdζ〈x, v|e−τQ|ξ, ζ〉〈ξ, ζ | ∂
∂ξ
eτQ|x′, v′〉
= N
∫
dξdζ
[(
− ∂
∂ζ
)
e−g(xv+ξζ)+h(xζ+vξ)
]
〈ξ, ζ |eτQ|x′, v′〉
=
∫
dξdζ
[
gζ − hv
]
〈x, v|e−τQ|ξ, ζ〉〈ξ, ζ |eτQ|x, v〉
Using Eq. 112 to replace ζ in above expression yields,
e−τQ
∂
∂x
eτQ = g
(√
b
a
sinh(τ
√
ab)
∂
∂v
+ cosh(τ
√
ab)v
)
− hv
⇒ III. e−τQ ∂
∂x
eτQ = cosh(τ
√
ab)
∂
∂x
+
√
b
a
sinh(τ
√
ab)v
And lastly, similar to above derivation
〈x, v|e−τQ ∂
∂v
eτQ|x′, v′〉 = N
∫
dξdζ
[
− ∂
∂ζ
e−g(xv+ξζ)+h(xζ+vξ)
]
〈ξ, ζ |eτQ|x′, v′〉
=
∫
dξdζ
[
gξ − hx
]
〈x, v|e−τQ|ξ, ζ〉〈ξ, ζ |eτQ|x′, v′〉
Using Eq. 111 to replace ξ in equation above yields
e−τQ
∂
∂v
eτQ = g
(√
b
a
sinh(τ
√
ab)
∂
∂v
+ cosh(τ
√
ab)x
)
− hx
⇒ IV. e−τQ ∂
∂v
eτQ = cosh(τ
√
ab)
∂
∂v
+
√
b
a
cosh(τ
√
ab)x
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The finite matrix elements of e−τQ produce all the defining similarity
transformations on the x, v degrees of freedom and verifies that the heuristic
derivation of the matrix elements of e−τQ is, in fact, correct.
B The classical solution
Consider the following parametrization of the acceleration Lagrangian
L = −1
2
(
ax¨2 + 2b(x˙)2 + cx2
)
; S =
∫ τ
0
dtL (113)
The parametrization chosen in Eq. 113 is more suitable for studying the
classical solutions and is different from the one given in Eq. 43.
The Euler-Lagrangian equation
δS
δx
∣∣∣∣
x=xc
= 0 (114)
yields the equation of motion; the classical solution xc(t) satisfies following
equation of motion
a
....
x c(t)− 2bx¨c(t) + cxc(t) = 0. (115)
Choose the boundary conditions
Initial values : x(0) = xf = x1, x˙(0) = x˙f = x2 = −vf
Final values : x(τ) = xi = x4, x˙(τ) = x˙i = x3 = −vi (116)
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From the definition of the probability amplitude given in Eq. 20
KS(xf , vf ; xi, vi) = 〈xf , vf |e−τH |xi, vi〉 =
∫
DXeS
with boundary conditions given by Eq. 116.
Define the parameters r and ω by
r + iω ≡
√
b+ i
√
ac− b2
a
(117)
From Eq. 115 the classical solution of equations of motion is given by [13]
xc(t) = e
rt(a1 sinωt+ a2 cosωt) + e
−rt(a3 sinωt+ a4 cosωt) (118)
The parameters a1, .., a4 are obtained from the boundary conditions and given
by the following.
a1 = Γ
[
r2xfe
2rτ sin(2τω) + ωvfe
2rτ − rvfe2rτ sin(2τω) + rωxfe2rτ cos(2τω)− rωxf
− ωvf − 2r2xierτ sin(τω)− 2rvierτ sin(τω)− ωerτ
(
e2rτ − 1) cos(τω) (vi + rxi)
− ω2xierτ sin(τω) + ω2xie3rτ sin(τω)
]
a2 = Γ
[
r2xf
(−e2rτ)+ rvfe2rτ + re2rτ cos(2τω) (rxf − vf )− ω2xfe2rτ
− rωxfe2rτ sin(2τω) + ω2xf − ωvierτ sin(τω) + ωvie3rτ sin(τω)
+ ω2xie
rτ
(
e2rτ − 1) cos(τω) + rωxierτ sin(τω) + rωxie3rτ sin(τω)]
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a3 = Γe
rτ
[
r2xfe
rτ sin(2τω) + ωvfe
rτ − ωvfe3rτ + rvferτ sin(2τω)
+ rωxfe
3rτ − rωxferτ cos(2τω)− 2r2xie2rτ sin(τω)− 2rvie2rτ sin(τω)
− ω (e2rτ − 1) cos(τω) (rxi − vi)− ω2xie2rτ sin(τω) + ω2xi sin(τω)]
a4 = Γe
rτ
[
r2xf (−erτ )− rvferτ + rerτ cos(2τω) (rxf + vf )− ω2xferτ
+ ω2xfe
3rτ + rωxfe
rτ sin(2τω)− ωvie2rτ sin(τω)− ω2xi
(
e2rτ − 1) cos(τω)
− rωxie2rτ sin(τω)− rωxi sin(τω) + ωvi sin(τω)
]
In the above equations, Γ is
Γ =
1
ω2 + ω2e4rτ + 2r2e2rτ cos(2τω)− 2e2rτ (r2 + ω2) (119)
Choosing boundary condition as Eq.116, the classical action yields
Sc = Sc(xf , vf , xi, vi) = −1
2
4∑
I,J=1
xIMIJxJ
From Eq. 17, the classical action has the symmetry
Sc[xf , vf ; xi, vi] = S[xi,−vi; xf ,−vf ] (120)
Hence under this boundary condition, the solution of matrix M satisfies the
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following symmetry
M11 =M44, M22 = M33
M12 = −M34, M13 = −M24
and the action can be simplified to
Sc(xf , vf , vi, xi) = −1
2
M11(x
2
i + x
2
f )−
1
2
M22(v
2
i + v
2
f )
+M12(xivi − xfvf) +M13(xivf − xfvi)−M14xixf −M23vivf (121)
Solution of MIJ is listed below.
M11 = Γ
[
2arω
(
r2 + ω2
) (
ω
(
e4rτ − 1)+ 2re2rτ sin(2τω)) ]
M12 = Γ
[
ω2e4rτ
(
2ar2 − b) − 2r2e2rτ (2aω2 + b) cos(2τω)
− ω2 (b− 2ar2)+ 2be2rτ (r2 + ω2) ]
M13 = Γ
[
4arωerτ
(
e2rτ − 1) (r2 + ω2) sin(τω)]
M14 = Γ
[
− 4arωerτ (r2 + ω2) (r (e2rτ + 1) sin(τω) + ω (e2rτ − 1) cos(τω)) ]
M22 = Γ
[
− 2arω (ω (−e4rτ)+ 2re2rτ sin(2τω) + ω) ]
M23 = Γ
[
4arωerτ
(
r
(
e2rτ + 1
)
sin(τω)− ω (e2rτ − 1) cos(τω)) ]
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B.1 Infinite time limit of classical action
The infinite τ limit of matrix elements M under the boundary condition
xf , vf , xi, vi are given by the following.
lim
τ→+∞
M11 = 2ra(r
2 + ω2) ; lim
τ→+∞
M22 = 2ra ; lim
τ→+∞
M12 = 2r
2a− b (122)
lim
τ→+∞
M13 = lim
τ→+∞
M14 = lim
τ→+∞
M23 = 0
From the definition of the probability amplitude given in Eq. 20
KS(xf , vf ; xi, vi) = 〈xf , vf |e−τH |xi, vi〉 = 〈xf , vf |eQ/2e−τH0e−Q/2|xi, vi〉
yields, for infinite τ limit as given in Eq. 91, the following
lim
τ→+∞
KS(xf , vf ; xi, vi) ≃ e−τE00〈xf , vf |Ψ00〉〈ΨD00|xi, vi〉+O(e−τ(E1−E0))
= e−τE00Ψ00(xf , vf)Ψ
D
00(xi, vi) = e
−τE00Ψ00(xf , vf)Ψ00(xi,−vi)
Hence, from Eq. 123, the infinite limit of transition amplitude is the product
of vacuum state ΨD00(xi, vi) and Ψ00(xf , vf) and the classical solution yields
lim
τ→+∞
K(xf , vf , xi, vi) = lim
τ→+∞
N ′eSc(xf ,vf ,xi,vi)
= e−τE00Ψ00(xf , vf)Ψ00(xi,−vi) (123)
The infinite time classical action has precisely the factorization of the
initial and final boundary values as given in Eq. 123. Therefore, the vacuum
state, obtained from Eqs. 121 and 122 and, defining xf = x, vf = v, yields
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the following
Ψ00(x, v) = lim
τ→+∞
N exp
(
−1
2
M11x
2 − 1
2
M22v
2 −M12xv
)
= N exp
(
−ra2(r2 + ω2)x2 − rav2 − (2r2a− b)xv
)
(124)
where N is fixed by normalizing Ω(x, v).
To make connection with the earlier parametrization, rewrite the La-
grangian in ω1 and ω2 parametrization (the only difference with the parametriza-
tion given in Eq. 43 is in the overall factor of a instead of γ)
L = −1
2
a
(
x¨2 + 2
b
a
x˙2 +
c
a
x2
)
= −1
2
a
(
x¨2 + (ω21 + ω
2
2)x˙
2 + (ω21ω
2
2)x
2
)
(125)
where ω1 and ω2 are
3
ω1 =
1√
2a
(√
b+
√
ac +
√
b−√ac
)
ω2 =
1√
2a
(√
b+
√
ac−
√
b−√ac
)
The definition variables r and ω in terms of ω1 and ω2 is given by
ω1 = r + iω ; ω2 = r − iω
3Note that ω1 and ω2 in Eq. 46 have a different parametrization, given by
ω1 =
1
2
√
γ
(√
α+ 2
√
γβ +
√
α− 2
√
γβ
)
; ω2 =
1
2
√
γ
(√
α+ 2
√
γβ −
√
α− 2
√
γβ
)
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The two parameterizations have the following relationship
r2 + ω2 = ω21ω
2
2 ; r =
1
2
(ω1 + ω2) ; b =
a
2
(ω21ω
2
2) (126)
Eqs. 124 and 126 hence yield – replacing a by γ to conform to the notation
given in Eq. 46 – the vacuum state given in Eq. 73, namely
Ψ00(x, v) = N exp
(
−γ
2
(ω1 + ω2)ω1ω2x
2 − γ
2
(ω1 + ω2)v
2 − γω1ω2xv
)
(127)
The definition of the evolution kernel KS(xf , vf ; xi, vi) = 〈xf , vf |e−τH |xi, vi〉
given in Eq. 20 is seen to be correct since the evolution kernel obtained from
the classical solution also gives the same result for the vacuum state as given
by the Hamiltonian in Eq. 73.
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