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Abstract
We have previously proved Kummer congruences mod primes p such that p − 1|/n for the
universal divided Bernoulli numbers Bˆn/n. In this paper we strengthen these congruences to
hold mod powers of p.
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1. Introduction
The strongest form of the classical Kummer congruences says that if p is prime and
p − 1 | m and bm = (1− pm−1)Bm/m, where Bm is a Bernoulli number, then if  is
the Euler -function and n ≡ mmod(pN+1), then
bn ≡ bmmod pN+1. (1.1)
This periodic behavior of the divided Bernoulli numbers Bm/m is closely related
to the existence of a p-adic zeta function (cf. [17]). The factor 1 − pm−1 is called
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an Euler factor. The congruence is now usually proved by means of p-adic measures
and p-adic integration (cf. [22]). As a corollary, we have a congruence without Euler
factors, namely if p − 1 | m and n ≡ mmod(pN+1) and n,m  N + 2, then
Bn/n ≡ Bm/mmod pN+1. (1.2)
This congruence is the one that we generalize in this paper to the divided universal
Bernoulli numbers Bˆn/n. As our concluding examples in Section 4 show, the obvious
strengthening to delta operators does not appear to work in the universal context. Our
proofs, which imply the classical Kummer congruences as special cases, do not use
p-adic measures or integration, but depend instead on use of many of the main results
of elementary number theory, and in particular on careful p-adic analysis of factorials
and of their congruences. The proofs are considerably more involved than our previous
proofs of the mod p universal Kummer congruences [1,2]. They are independent of
those proofs, which are special cases, and use more reﬁned analysis.
Deﬁnition 1.1. Let c1, c2, . . . be indeterminates over Q and let
F(t) = t + c1t2/2+ c2t3/3+ · · · .
Let G(t) = F−1(t) be the compositional formal power series inverse of F(t), i.e.,
F
(
G(t)
) = G(F(t)) = t . The universal Bernoulli numbers Bˆn are deﬁned by
t/G(t) =
∞∑
n=0
Bˆnt
n/n!. (1.3)
It follows that Bˆn ∈ Q[c1, c2, . . . , cn], and in fact Bˆn is a non-trivial Q-linear combi-
nation of all the monomials of weight n, where ci has weight i, so Bˆn is the sum of
p(n) monomials, where p(n) is the partition function. We will use the explicit formula
(3.1) for Bˆn/n in terms of the partitions of n throughout this paper.
If c1, c2, . . . are specialized to values in an extension K of Q, then the Bˆn are also
specialized to values in K, which we will continue to denote by Bˆn, unless there is
a chance of confusion. In particular if ci = (−1)i then F(t) = log(1 + t), so G(t) =
et −1, and Bˆn = Bn. More generally if ci = ai then Bˆn = (−a)nBn. A variety of other
specializations have also been investigated, particularly by algebraic topologists who
work with the universal formal group and with complex cobordism rings (cf. [9,10]).
The universal formal group has formal group law F˜ (X, Y ) = G(F(X) + F(Y )).
In this context, F is called formal group logarithm and G is called the formal group
exponential. The universal formal group is not deﬁned over Z[c1, c2, . . .], but is deﬁned
minimally over the Lazard ring L, which is the subring of Q[c1, c2, . . .] generated by
the coefﬁcients of F˜ (X, Y ). Clarke proved in [9] that Bˆn/n is p-integral if p−1 | n, as
part of his universal von Staudt Theorem. Miller [16] studied the specialization where
ci is the equivalence class of the complex projective space CP i , and proved that in that
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case L is the unitary bordism ring MU∗. He also proved that for this specialization, if
k is odd and k = 1 then Bˆk/k ∈ L.
The following theorem is essentially a restatement of the main result of this paper
(Theorem 4.5).
Theorem. Let m  N + 2 and let n = m+ l(p − 1) where pN |l. Then
(i) if m /≡ 0, 1mod p − 1 then Bˆn/n ≡ clp−1Bˆm/mmod pN+1 Zp[c1, . . . , cn].
(ii) If p is odd and m = q(p − 1)+ 1 then
Bˆn/n ≡ clp−1Bˆm/m + cl+q−2p−1
(
cp−1cp1 − c2p−1
)
l/2mod pN+1Zp[c1, . . . , cn].
This theorem generalizes the mod p Kummer congruences which we previously
proved for universal divided Bernoulli numbers in [1], since by [2, Remark 3.3], if
p is an odd prime then
Bˆp/p ≡ −cp + (c1cp−1 + cp1 )/2mod pZp[c1, . . . , cp]. (1.4)
It should be noted that unlike the classical Bernoulli numbers Bn where Bn = 0 if
n > 1 and is odd, the universal Bernoulli numbers Bˆn = 0 for all n. Case (i) contains
non-trivial congruences where n and m are odd, but not when m ≡ 1mod p − 1, so is
vacuous when p = 3. On the other hand, when p  3 the congruences in case (ii) for n
and m odd are all non-trivial. Observe that in case (ii) we have l+q = (n−1)/(p−1).
An essential ingredient of our proof is a fundamental bound for the p-adic sizes
of the coefﬁcients of the terms in Bˆn/n (Proposition 3.2), which promises to be very
helpful for congruences of universal Bernoulli numbers. This bound can be used to
simplify Clarke’s proof of the universal von Staudt Theorem in [9] as well as our
proofs of the universal mod p Kummer congruences given in [1,2].
Carlitz [6,8] considered the question of Kummer congruences for specializations of
the variables ci . Snyder [20,21] considered this question in relation to formal groups
and one-dimensional algebraic groups. His results show why the strongest form of the
Kummer congruences does not hold in the universal case, since the universal formal
group law is not deﬁned over Z[c1, c2 . . .] but only over L. The results of Carlitz and
Snyder on Kummer congruences do not appear to apply directly to the divided universal
Bernoulli numbers, and in particular the somewhat surprising signiﬁcance of whether
or not m ≡ 1mod p − 1 has apparently not been noticed before in the context of the
universal Bernoulli numbers.
2. Number-theoretic preliminaries
Throughout this paper p will be an odd prime, which is implied by the generic
hypothesis that p− 1 | n throughout, except for the remarks after Corollary 3.3. We let
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 = p be the standard p-adic valuation of Q, i.e., (r) = f if pf ‖ r . We canonically
extend  to Q[c1, c2, . . .] by 
(∑
auc
u
) = min{(au)} when u = (u1, . . . , un) ∈ Nn
and cu = cu11 . . . cunn .
We will freely use the following easily proven standard results (cf [18, Chapter 4]).

(
(a + b)!)  (a!)+ (b!), (2.1)

(
(lp)!) = l + (l!), (2.2)
(a!) = ((a/pp)!) =(a − S(a))/(p − 1), (2.3)
where S is the base p digit sum.
(a!)  (a − 1)/(p − 1) if a > 0. (2.4)
The following lemma is the odd prime case of [9, Proposition 2]. The basic proof
technique, which also implies (2.2), is used in several of our proofs.
Lemma 2.1. If p is an odd prime and N = (l) then
(lp)!/(l!pl) ≡ (−1)l mod pN+1.
Proof. Clearly
(lp)!/(l!pl) =
lp∏
i=1
(i,p)=1
i. (2.5)
If l = pN where p | , then (−1)l = (−1) since p = 2, so it will sufﬁce to prove
with k = N + 1 that
pk∏
i=1
(i,p)=1
i ≡ −1mod pk. (2.6)
But this product is the product of all elements of the unit group Z∗
pk
which is known
to be cyclic, so by the usual argument of pairing group elements with their inverses,
the product is congruent to −1, which is the unique element of order 2. 
Lemma 2.2. 
(
(
∑
hjp
j )!) ∑(jhj + (hj !)).
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Proof. By (2.1), it will sufﬁce to show that ((hp)!)  h + (h!), which we prove
by induction on . The result is trivial if  = 0 and is true if  = 1 by (2.2). Assume
true for  where   1. Then

(
(hp+1)!) = hp + ((hp)!)  hp + h+ (h!)  (+ 1)h+ (h!).  (2.7)
Lemma 2.3. If p is an odd prime and 0 < k  p then
(a!)  (a + k)
unless a = p − k, in which case (a!) = (a + k)− 1.
Proof. We can assume p | a + k, i.e., a + k = p where  > 0 and p  | . If  > 1,
then a = p − k  p − p  (− 1)p  p, so (a!)  (p) = . Thus it sufﬁces
to assume a + k = p with  > 1. Then (a!) = ((p − p)!)  p−1 − 1   since
  2 and p  3. 
The following proposition, which is a big generalization of Wilson’s Theorem, plays
an important role in our proof of the universal Kummer congruences.
Proposition 2.4. Let (l) = N . Then
(i) ((l + q)p)!/((l + q)!pl+q) ≡ (−1)l(qp)!/(q!pq)mod pN+1.
(ii) ((l + q)p + a)!/((l + q)!pl+q) ≡ (−1)l(qp + a)!/(q!pq)mod pN+1.
(iii) If a  ep then congruence (ii) holds mod pN+e.
(iv) If a  (e + 1)p then
(
(l + q)p + a)!/((l + q)!pl+q+e) ≡ (−1)l(qp + a)!/(q!pq+e)mod pN+1.
Proof. Note that Lemma (2.1) is the special case of (i) for q = 0. To prove (i), clearly
(
(l + q)p)! =
q∏
i=1
(lp + ip)
qp∏
x=1
(x,p)=1
(lp + x)(lp)! (2.8)
Thus, using Lemma 2.1
(
(l + q)p)!
(l + q)!pl+q =
qp∏
x=1
(x,p)=1
(lp + x)(lp)!/l!pl ≡
qp∏
x=1
(x,p)=1
x(−1)l mod pN+1. (2.9)
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Congruence (i) follows since
qp∏
x=1
(x,p)=1
x = (qp)!/(q!pq). (2.10)
To deduce (ii), just multiply congruence (i) by
a∏
x=1
(
(l + q)p + x) ≡
a∏
x=1
(qp + x)mod pN+1. (2.11)
To deduce (iii), let S = {p, . . . , ep} and observe that
a∏
x=1
(
(l + q)p + x) =
e∏
i=1
(lp + qp + ip)
a∏
x=1
x /∈S
(lp + qp + x) (2.12)
= pe
e∏
i=1
(l + q + i)
a∏
x=1
x /∈S
(lp + qp + x).
Thus
a∏
x=1
(
(l + q)p + x) ≡ pe
e∏
i=1
(q + i)
a∏
x=1
x /∈S
(qp + x)mod pN+e. (2.13)
This concludes the deduction of (iii) from (i) since
e∏
i=1
(qp + ip)
a∏
x=1
x /∈S
(qp + x) =
a∏
x=1
(qp + x). (2.14)
Finally to deduce (iv), use congruence (iii) with e replaced by e+1, and then divide
by pe. 
3. Explicit formulas and a critical bound for Bˆn/n
If u = (u1, u2, . . .) ∈ N∞ with ui = 0 if i  0 and w(u) = ∑ i ui , we identify u
with a partition of w(u), where ui is the number of occurrences of the part i in the
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partition. If d(u) = ∑ ui , then d(u) is the number of parts in the partition. We call
w(u) the weight of u and d(u) the degree of u.
The key to our investigation is the following explicit formula, which comes from
Lagrange inversion [2,9]
Bˆn
n
=
∑
w=n
ucu (3.1)
where u = (u1, . . . , un) ∈ Nn, w = w(u), d = d(u), cu = cu11 · · · cunn , u = 2u1 · · · (n+
1)unu1! · · · un!, and
u = (−1)d−1(n+ d − 2)!/u. (3.2)
The preceding notations will be used throughout the paper.
The following examples for small n illustrate the nature of the divided universal
Bernoulli numbers. A more extensive list, for 1  n  10, can be found in the
appendix to [9].
Example 3.1.
Bˆ1 = c1/2,
Bˆ2/2 = −c21/4+ c2/3,
Bˆ3/3 = c31/2− c1c2 + c3/2,
Bˆ4/4 = −15c41/8+ 5c21c2 − 3c1c3 − 4c22/3+ 6c4/5.
Our plan is to prove the universal Kummer congruences (Theorem 4.5) as follows,
with the notations of (3.1) and (3.2):
Let n = m+ l(p − 1) and pN | l. Suppose that p − 1 | n and m  N + 2. We will
show in Section 4 that if up−1 < l, then except for certain cases that occur only if
n ≡ 1mod p − 1, we have (u)  N + 1. We will also show that if up−1  l and u′
is deﬁned by u′p−1 = up−1 − l and u′i = ui if i = p − 1, so that d(u′) = d(u) − l,
w(u′) = m and cu = clp−1cu
′
, then u ≡ u′ mod pN+1. Combining these cases will
prove the universal Kummer congruences Theorem 4.5(i) when n ≡ 1mod p−1. Finally,
analysis of the exceptional cases occurring when n ≡ 1mod p− 1 will prove Theorem
4.5(ii) to complete the demonstration of the theorem.
The following proposition gives a very useful bound for the p-adic size of the
coefﬁcient u. It can be utilized to signiﬁcantly simplify Clarke’s proof of the universal
von Staudt Theorem in [9] as well as the proof of the mod p Kummer congruences
that we gave in [1,2]. Notations are as in formulas (3.1) and (3.2).
Proposition 3.2. Let w(u) = n and suppose that p − 1 | n and up−1 < n/(p − 1).
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Let e = (u)− 
(
(pup−1)!
)
and n′ = n− (p − 1)up−1. Then
n+ d − 2  (up−1 + e + 1)p
except for the following cases where (up−1 + e + 1)p > n + d − 2  (up−1 + e)p,
which occur when n = q(p − 1)+ 1:
(i) up−1 = q − 1, u1 = p = n′ and e = 1;
(ii) up−1 = q − 1, up = 1, n′ = p and e = 0;
(iii) up−1 = q − 2, u2p−1 = 1, n′ = 2p − 1 and e = 1.
Proof. Note that the hypotheses imply that n  n′  p. Let u′ be the partition such
that u′p−1 = 0 and u′i = ui if i = p − 1. Then w(u′) = n′ and (u′) = e. Also
n+ d − 2 = pup−1 + n′ + d ′ − 2, so replacing u by u′, we can assume that up−1 = 0.
Clearly we have n+ d =∑(i + 1)ui and e =∑ ei , where
ei = (i + 1)ui + (ui !), (3.3)
so ei > 0 only when p | i + 1 or ui  p.
First consider the exceptional cases (i)–(iii): It is clear that (i + 1)ui = (ei + 1)p
with ei = 1 for cases (i) and (iii), where i = 1 and ui = p, and i = 2p−1 and ui = 1
respectively, whereas (i + 1)ui = (ei + 1)p + 1 with ei = 0 for case (ii), where i = p
and ui = 1.
We assert that
(i + 1)ui  (ei + 1)p + 2 (3.4)
for all other cases where ei > 0 and i = p − 1, with the single exception that
(i + 1)ui = (ei + 1)p (3.5)
if i = p2 − 1 and p = 3, with ui = 1 and ei = 2.
We must show that apart from this isolated exception and cases (i)–(iii) handled
above,
(i + 1)ui 
(
(i + 1)ui + (ui !)+ 1
)
p + 2 (3.6)
if i = p− 1 and p | i + 1 or ui  p. Since the right-hand side of the inequality (3.6)
involves only (i + 1) rather than i + 1, it sufﬁces to take i + 1 minimal for given
(i + 1), i.e., we have only to consider the cases i = 1 and ui  p, i = 2p − 1 and
ui  1, and i = p − 1 with   2 and ui  1. In all cases the inequality follows
easily using the estimate (2.4) that (ui !)  (ui − 1)/(p− 1)  (ui − 1)/2. The details
follow:
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First assume that p | i + 1 and ui  p. If i  2 and ui = p, inequality (3.6) holds
since 3p  2p + 2. If i = 1 and p + 1  ui < 2p, then (3.6) holds since 2(p + 1) =
2p + 2. Finally let i = 1 and ui = kp + f where k  2 and 0  f < p. Then it will
sufﬁce to prove that 2(kp) 
(
k+ (k!)+1)p+2, which is true since (k!)  (k−1)/2
so k− 1− (k!)  1 if k  2, and hence p(k− 1− (k!))  2. This concludes the case
where p | i + 1.
Next assume that  = (i + 1)  1. If  = 1 then (3.6) is equivalent to kpui (
ui+(ui !)+1
)
p+2 if k  2 and ui  1, except if k = 2 and ui = 1. But this inequality
is equivalent to p
(
(k−1)ui−1−(ui !)
)
 2, which is true since (ui !) < (k−1)ui−1
if k  2 and ui  1 except if k = 2 and ui = 1.
Finally assume that   2. As previously noted, it sufﬁces to take i = p−1, and (3.6)
is then equivalent to p
(
(p−1−)ui−1−(ui !)
)
 2, which is true if   2 and ui  1
with the single exception  = 2, p = 3 and ui = 1 since p−1− = 1 if p = 3 and  =
2, and in all other cases p−1− > 1, so (ui !) < (p−1−)ui−1, and hence (3.6) holds
as speciﬁed.
Finally if ui  1 then (i + 1)ui  2, while if (i + 1)ui  (ei + 1)p and (j +
1)uj  (ej + 1)p then (i + 1)ui + (j + 1)uj  (ei + ej + 1)p + p  (ei + ej +
1)p + 2. Since p − 1  | n, there exists i = p − 1 such that ui  1. If e = 0
then as previously noted, since n  p, we have n + d − 2  (e + 1)p, except
if n = p and d = 1, which is case (ii). The desired inequality of the propo-
sition for n + d − 2 now follows by adding the “local” inequalities for each part
i separately. 
Corollary 3.3. Suppose that p − 1 | n and w(u) = n and up−1 < n/(p − 1). Then
(u)  1 except for cases (i)–(iii), occurring when n ≡ 1mod p − 1. In these cases
or if up−1  n/(p − 1) it is still true that (u)  0.
Proof. With the same notations as before, if n+d−2  (up−1+e+1)p then 
(
(n+d−
2)!)  
((
(up−1+ e+1)p
)!
)
 
(
(pup−1)!
)+ e+1, so (u)  1. Explicit veriﬁcation
in cases (i)–(iii) where n+d−2  (up−1+e)p shows (u)  0, and that this is now the
best bound.
Finally if up−1n/(p−1) then n′ < p−1, so e=(u′)=0 and (u)0. 
Remark 3.4. If we were to extend the preceding proposition to include the case where
p − 1 | n, in particular when p = 2, we would get an alternative proof to Clarke’s
universal von Staudt Theorem. Since 
(
(pup−1 − 2)!
) = ((pup−1)!
) − (pup−1), if
n = (p − 1)up−1 then (u) = −(np). If p = 2 and up−1 = 0 then it is not hard to
show that (u)  0 unless n = 3 and u3 = 1 or n = 6 and u3 = 2. By considering the
congruences for u in these cases, the full universal von Staudt Theorem [9, Theorem 5]
would follow. If we could conveniently determine all u such that (u) = 0, we would
have mod p Kummer congruences including the case where p − 1 | n, which is not
currently known.
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4. The universal Kummer congruences
Deﬁnition 4.1. A partition u is called reduced if there is a part g ∈ N such that ug = 1
and if i = g and ui = 0 then i = p − 1.
The part g is needed to insure that w(u) = n, but is otherwise unimportant. It
represents a kind of “garbage collection.” Note that if u is reduced and w(u) = n then
n ≡ gmod p − 1, so if p − 1 | n then p − 1 | g, and in particular g = p − 1.
Lemma 4.2. Assume p−1 | m and let n = (m+ i)p− i = i(p−1)+mp where i  0.
Let w(u) = n and suppose that d(u)  i + 1. Then there exists a reduced u′ such that
w(u′) = n, d(u′)  i + 1 and (u)  (u′).
Proof. We ﬁrst construct a partition u′′ such that if u′′i = 0 then i = p − 1, with
w(u′′) < n:
(i) If uj = 0 with j = p − 1 and p  |  and  > 1, let u′′j = 0 and u′′k = uk + uj
where k = p − 1, i.e., transfer uj to the part p − 1.
(ii) If uj  p where p  | j + 1, let u′′j = 0 and u′′p−1 = up−1 + uj/(p − 1) − 1,
i.e., transfer to the part p − 1.
(iii) If 0 < uj < p and p  | j + 1, let u′′j = 0, i.e., delete the part j from the
partition. The partition u′′ is formed by considering all parts, and should be thought
of as loading the parts where i = p − 1. All other parts of u where (i)–(iii) do not
apply are unchanged. The partition u′′ can be constructed from u one part at a time or
all at once.
Observe that (u′′)  (u) by (2.1) and (2.4), and that d(u′′) = d(u) if all modiﬁ-
cations are of type (i), while otherwise d(u′′) < d(u).
Next since p − 1 | n, we have g = n−w(u′′) > 0 and g = p − 1. Let u′g = 1 and
u′j = u′′j if j = g. Then obviously u′ is reduced and w(u′) = n. Since d ′ = d(u′) =
d(u′′)+1, if d(u′′) < d(u) then d(u′)  d(u)  i+1. Hence n+d−2  n+d ′ −2 and
(u′) = (u′′)+(g+1)  (u), so (u)  (u′) in this case. Finally assume d(u′′) =
d(u). In this case all modiﬁcations are of type (i), so n = ∑ iui = ∑(kjp − 1)hj .
But n = (m+ i)p − i, so i ≡∑hj = d(u)mod p. Since 1  d(u)  i + 1, it follows
that d(u) = i and d(u′) = i + 1. Also n+ d − 2 =∑hjkjp− 2, so 
(
(n+ d − 2)!) =

(
(n+ d ′ − 2)!) by (2.3). Since (u′)  (u′′)  (u), the proof is concluded. 
The following, rather delicate, lemma will give the mod pN+1 vanishing of the terms
where up−1 < l, which is an essential part of the Kummer congruences.
Lemma 4.3. Let n = (m+ i)p − i with p − 1 | m. Let u be reduced, with w = n and
d  i + 1. Then (u)  m− 1.
Proof. Let
hj = uk if k = pj − 1 (4.1)
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with j  1. Then d =∑hj + 1 and n =∑hj (pj − 1)+ g. Thus
n+ d − 2 =
∑
hjp
j + g − 1. (4.2)
Also
(u) =
∑(
jhj + (hj !)
)+ (g + 1). (4.3)
Let
 = i + 1− d = i −
∑
hj . (4.4)
Then   0 since d  i + 1 and
+ g = kp (4.5)
where
k = m+ i −
∑
hjp
j−1. (4.6)
Since g > 0 and   0, we have k > 0, and if  = 0 then g = kp. On the other
hand, n = (m+ i)p − i so
n+ d − 2 = (m+ i)p − (+ 1) = (m+ i − k)p + g − 1. (4.7)
Hence by (2.1), (2.2) and Lemma 2.2, we have

(
(n+ d − 2)!)  
((
(m+ i − k)p)!
)
+ ((g − 1)!)
= m+ i − k + ((
∑
hjp
j−1)!)+ ((g − 1)!)
 m+ i − k +
∑(
(j − 1)hj + (hj !)
)+ ((g − 1)!). (4.8)
If
 = − k + 1+ ((g − 1)!)− (g + 1) (4.9)
then from (4.3), (4.8) and (4.9),
(u)  m− 1+ . (4.10)
A. Adelberg / Journal of Number Theory 109 (2004) 362–378 373
Thus to complete the proof we must show that   0.
If − k  0, this is true by Lemma 2.3. Thus it will sufﬁce to assume − k < 0.
In this case let
 = xp + r with 0  r < p (4.11)
so x = /p. Clearly x <  unless  = 0 = r = x, and x <  − 1 if   2 since
p  3.
Since 0 < g = kp −  = (k − x)p − r , we have k − x  1. But
g − 1 = (k − x)p − (r + 1) = (k − x − 1)p + (p − r − 1) (4.12)
so

(
(g − 1)!) = 
((
(k − x − 1)p)!
)
= k − x − 1+ ((k − x − 1)!). (4.13)
Hence
 = − k + 1+ k − x − 1+ ((k − x − 1)!)− (g + 1)
= − x + ((k − x − 1)!)− (g + 1). (4.14)
Thus   0 unless p | g + 1. Since g + 1 = (k − x)p − (r − 1), if p | g + 1 then
r = 1 and g + 1 = (k − x)p, so
 = − x + ((k − x − 1)!)− (k − x)− 1. (4.15)
Since r = 0, we have  = 0, so  − x  1. It remains by Lemma (2.3) to show
that  − x = 1 is impossible. If  − x = 1 then  = 1 and x = 0, and it will sufﬁce
to show that k − x = p. But if k = p then + g = 1+ g = kp = p2, so g = p2 − 1,
which is impossible since g = p − 1 as we have seen. 
By combining the preceding lemmas we get
Corollary 4.4. Let n = (m+ i)p− i with p−1 | m. Assume that w = n and d  i+1.
Then (u)  m− 1.
We are now ready to turn to the universal Kummer congruences.
Theorem 4.5. Let n = m+ l(p−1) and pN | l. Suppose that p−1 | m and m  N+2.
(i) If m /≡ 1mod p − 1 then Bˆn/n ≡ clp−1Bˆm/mmod pN+1 Zp[c1, . . . , cn].
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(ii) If m = q(p − 1)+ 1 then
Bˆn/n ≡ clp−1Bˆm/m+ cl+q−2p−1
(
cp−1cp1 − c2p−1
)
l/2 mod pN+1 Zp[c1, . . . , cn].
Proof. First consider the terms ucu of Bˆn/n where up−1  l. First subtract l from
up−1, i.e., u′p−1 = up−1− l = q and u′i = ui if i = p−1, so w(u′) = m. Next subtract
q from u′p−1, i.e., u˙p−1 = 0 = u′p−1 − q and u˙i = ui if i = p − 1.
Let (u˙) = e, so u˙ = pe where p  | . Since d ′ = d(u′) = d(u) − l and d˙ =
d(u˙) = d ′ − q, we have
n+ d − 2 = lp +m+ d ′ − 2 = lp + qp + n˙+ d˙ − 2. (4.16)
Now use Propositions 2.4 and 3.2 with a = n˙+ d˙−2, noting that u = (l+q)!pl+qu˙
and u′ = q!pqu˙. Then
u ≡ u′ mod pN+1 (4.17)
except for cases (i) and (iii) where e = 1 and n˙ = p and 2p− 1 respectively: If e = 0,
this follows from Proposition 2.4(ii), while if a  (e+ 1)p we use Proposition 2.4(iv).
If e = 0 then clearly up−1 < n/(p − 1) so that a  (e + 1)p by Proposition 3.2,
with the exception of cases (i) and (iii), which occur when n ≡ 1mod p− 1. Note that
the q deﬁned earlier in this proof conforms with the usage in Proposition 2.4, but is
not exactly the same as the q in Proposition 3.2 or the q in Theorem 4.5(ii). We will
resolve this notational inconsistency below when we return to the notation of Theorem
4.5(ii) to explicitly consider the two exceptional cases where e > 0 and a < (e+ 1)p.
Thus
∑
w=n
′
ucu ≡ clp−1
∑
w=m
′′
ucumod pN+1 Zp[c1, . . . , cn], (4.18)
where
∑′ is summed over all u of weight n with up−1  l, with the exception of the
two terms indicated above for cases (i) and (iii) for n if n ≡ 1mod (p − 1), and ∑′′
is summed over the corresponding non-exceptional terms of weight m.
We now turn to the two exceptional terms, which occur if and only if m ≡
1mod (p − 1).
If m = q(p − 1)+ 1 and u′p−1 = q − 1 and u1 = p, then we assert that
u ≡ u′ + l/2mod pN+1. (4.19)
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This is true since up−1 = l + q − 1, so d = l + q − 1+ p and
u = (−1)d−1 (n+ d − 2)!
(l + q − 1)!pl+q−1p!2p
= (−1)l(−1)q−1
(
(l + q)p + p − 2)!(l + q)
(l + q)!pl+q(p − 1)!2p . (4.20)
By Proposition 2.4(ii),
(−1)l(−1)q−1
(
(l + q)p + p − 2)!q
(l + q)!pl+q(p − 1)!2p ≡ (−1)
q−1 (qp + p − 2)!q
q!pq(p − 1)!2p mod p
N+1.
The right-hand side is the term u′ . On the other hand
(−1)l(−1)q−1
(
(l + q)p + p − 2)!l
(l + q)!pl+q(p − 1)!2p ≡
l
2
mod pN+1
by Fermat’s Little Theorem, Wilson’s Theorem, and Lemma 2.1 taken mod p.
Finally if m = q(p − 1)+ 1, u′p−1 = q − 2 and u2p−1 = 1 then
u ≡ u′ − l/2mod pN+1, (4.21)
since now we have up−1 = l + q − 2, so d = l + q − 1 and
u = (−1)l+q
(
(l + q − 1)p + p − 2)!
(l + q − 2)!pl+q−22p
= (−1)l+q
(
(l + q − 1)p + p − 2)!(l + q − 1)
(l + q − 1)!pl+q−12 . (4.22)
By Proposition 2.4(ii) with q replaced by q − 1,
(−1)l(−1)q
(
(l + q − 1)p + p − 2)!(q − 1)
(l + q − 1)!pl+q−12
≡ (−1)q
(
(q − 1)p + p − 2)!(q − 1)
(q − 1)!pq−12 mod p
N+1.
The right-hand side is the term u′ . On the other hand
(−1)l+q
(
(l + q − 1)p + p − 2)! l
(l + q − 1)!pl+q−12 ≡ −
l
2
mod pN+1
by Wilson’s Theorem and the mod p special case of Lemma 2.1.
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We now turn our attention to the terms where up−1 < l. To ﬁnish the proof, it will
sufﬁce to show that if w(u) = n and up−1 < l then u ≡ 0mod pN+1 if m > N + 1,
with the single exception where u is given by up−1 = l − 1 and u2p−1 = 1. In this
case, the argument just given shows u ≡ −l/2mod pN+1, which is consistent with
our Kummer congruences when q = 1 and m = p.
Assume henceforth that up−1 = l − x with x  1. First assume that n+ d − 2  lp,
so we can consider n+d−2  (l+k)p with k maximal. Then with our usual notation,
n˙ = n− (l − x)(p − 1) = m+ x(p − 1). Thus since n˙ > m, the only exceptional case
of Proposition 3.2 that can occur is when m = p, x = 1 and n˙ = 2p − 1, which was
previously considered. Thus if e = (u˙) then by Proposition 3.2
n+ d − 2  (l − x + e + 1)p. (4.23)
On the other hand, n+ d − 2  (l + k)p so

((
n+ d − 2)!/((l − x)p)!
)
 
((
(l + k)p)!/((l − x)p)!
)
 k + (lp)+ x − 1 (4.24)
so if (u) < (lp) then e > k + x − 1, i.e., e  k + x. But then by (4.23)
n+ d − 2  (l + k + 1)p (4.25)
which contradicts the assumed maximality of k.
Thus we are reduced to the case where up−1 = l−x with x > 0 and n+d−2 < lp,
i.e., m + l(p − 1) + d < lp + 2, or m + d  l + 1. Since p − 1  | n, we have
up−1 = l − x < d  l + 1−m, so x  m. Thus x = m+ i with i  0. Then
w(u˙) = m+ x(p − 1) = (m+ i)p − i (4.26)
and
d(u˙) = d − (l − x)  x + 1−m = i + 1. (4.27)
But up−1 = l − x, so n + d − 2  (l − x)p + n˙ + d˙ − 2 and (u)  (u˙) by
(2.1) and (2.2). Since m − 1  (lp) by assumption and we can replace n and u by
n˙ = (m+ i)p − i and u˙, respectively, Corollary 4.4 gives u ≡ 0mod pN+1.
Hence by (4.18), (4.19), and (4.21), the proof is complete. 
Taking into account the single exception considered in the previous proof where
m = p, and up−1 = l − 1 and u2p−1 = 1, we have the following corollary.
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Corollary 4.6. Suppose that p− 1 | n and n− l(p− 1) > N + 1, where pN | l. Then
Bˆn/n ≡ 0mod
(
pN+1, clp−1
)
Zp[c1, . . . cn]
unless n = l(p − 1)+ p, in which case
Bˆn/n ≡ −cl−1p−1c2p−1 l/2mod
(
pN+1, clp−1
)
Zp[c1, . . . , cn].
Finally, we give some examples to show there are no obvious improvements to our
universal Kummer congruences.
Example 4.7. It does not appear to be possible to weaken the hypothesis m  N+2 in
Theorem 4.5 by incorporating an appropriate “Euler factor” for the universal Bernoulli
numbers. As an example, if n = 22, m = 2, l = 5, and p = 5 so that N = (l) = 1,
the two partitions u of n where u4 = 3, u10 = 1 and where u4 = 1, u9 = 2 both
satisfy 1 = (u) < N + 1 = 2, so these terms, which do not correspond to terms for
m since up−1 < l, will occur non-trivially in any Kummer congruence mod pN+1, and
no “Euler factor” will ameliorate the situation.
Example 4.8. If  increments indices by p − 1, i.e.,
(Bm/m) = Bm+p−1/(m+ p − 1)− Bm/m,
then it is known that (cf. [7])
r (Bm/m) ≡ 0mod pr if m  r + 1 and p − 1 | m. (4.28)
If we make the obvious modiﬁcation
(Bˆm/m) = Bˆm+p−1/(m+ p − 1)− cp−1Bˆm/m, (4.29)
then the congruence r (Bˆm/m) ≡ 0mod prZ[c1, c2, . . .] is not always true if m  r+1,
even if m /≡ 0, 1mod p−1. As an example, related to the Euler factor issue, if n = 11,
m = 3, p = 5 and r = 2, the partition u where u9 = u2 = 1 has v(u) = 1 < r , so the
term appears non-trivially in the congruence mod prZp[c1, c2, . . .] since up−1 = 0. The
congruence even fails in certain instances where up−1  r , e.g., let n = 31, m = 7,
p = 5 and r = 6. Then if u4 = 7 and u2 = u5 = 1, the coefﬁcient of cumod pr
in r (Bˆm/m) is non-zero, namely its p-adic valuation is r − 1. Empirical evidence
suggests that for the monomials cu where up−1  r , the congruence for r (Bˆm/m)
may hold mod pr−1Zp[c1, c2, . . .] in general, and may hold mod prZp[c1, c2, . . .] if
p > r .
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