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Re´sume´
Soient N et p deux nombres premiers ≥ 5 tels que p divise N −1. Nous es-
timons le p-rang du groupe des classes de Q(N
1
p ), en terme du comportement
de certaines unite´s, dont nous conside´rons des logarithmes a` valeur dans Fp.
Nous re´interpre´tons ces logarithmes graˆce a` la formule de Gross–Koblitz et a`
des identite´s sur la fonction Gamma N -adique. Un cas particulier (dont nous
n’avons pas trouve´ de preuve e´le´mentaire) de nos formules s’e´nonce ainsi : sup-
posons qu’il existe a, b ∈ Z tels que N = ap+bpa+b . Alors (a + b) ·
(∏N−1
2
k=1 k
8k
)
est une puissance p-ie`me modulo N . De plus nous donnons une nouvelle de´-
monstration sans utiliser le formes modulaires d’un re´sultat de Calegari et
Emerton.
Abstract
Let N and p be two prime numbers ≥ 5 such that p divides N − 1. We
estimate the p-rank of the class group of Q(N
1
p ) in terms of the discrete log-
arithm, with values un Fp, of certain units. Using the Gross–Koblitz formula
and identities on the N -adic Gamma function, we explicitly compute these
logarithms. A special case (for which we don’t have an elementary proof) of
our formula is the following: assume there are some integers a, b such that
N = a
p+bp
a+b . Then (a + b) ·
(∏N−1
2
k=1 k
8k
)
is a p-th power modulo N . Fur-
thermore we give a new proof which doesn’t use modular forms of a result of
Calegari and Emerton.
Table des matie`res
1 Introduction 2
1
2 Rappels des re´sultats d’Iimura et Jaulent (et comple´ments) 8
3 Un crite`re par les logarithmes d’unite´ (d’une somme de Gauss) 14
4 Etude de rK0 19
5 Lien avec la conjecture de Gross 21
6 De´monstration par la formule de Gross–Koblitz 28
1 Introduction
Soient N et p deux nombres premiers ≥ 5. Supposons que N ≡ 1 (mod p). Soit
ν la valuation p-adique de N − 1. Fixons un morphisme surjectif de groupes log :
(Z/NZ)× → Z/pνZ. Il nous arrivera de conside´rer la re´duction modulo p de log, c’est
pourquoi nous pre´ciserons toujours dans nos formules si nous travaillons seulement
modulo p ou bien modulo pν . Fixons e´galement une cloˆture alge´brique Q de Q.
Si L est un corps de nombres, soit CL le p-sous-groupe de Sylow du groupe des
classes de L. Soit rL le p-rang de CL. Soit α ∈ Q tel que αp = N et posonsK = Q(α).
Le but de cet article est d’e´tudier l’entier rK . Cet entier e´te´ e´tudie´, notamment
par Iimura ([Iim86]) et plus re´cemment par Calegari et Emerton ([CE05]). On peut
montrer, via la the´orie du genre, que rK ≥ 1 (i.e. CK 6= 0). En utilisant la formule des
genres de Jaulent, Iimura parvient a` estimer pre´cise´ment rK en fonction de symboles
de Hilbert, qui ont le de´savantage de ne pas eˆtre tre`s explicites. D’un autre coˆte´,
Calegari et Emerton donnent le crite`re explicite suivant :
The´ore`me 1. [CE05, Theorem 1.3 (ii)] Supposons que
∑N−1
2
k=1 k·log(k) ≡ 0 (mod p).
Alors on a rK ≥ 2.
Soient ζp et ζN dans Q des racines primitives p-ie`mes et N -ie`mes de l’unite´
respectivement. La quantite´
∑N−1
2
k=1 k · log(k) intervient naturellement dans l’e´tude
du corps cyclotomique Q(ζp, ζN).
Soit ω : (Z/pZ)× → Z×p le caracte`re de Teichmu¨ller (ve´rifiant ω(a) ≡ a (mod p)).
Dans cet article, χ de´signe un caracte`re (Z/pZ)× → Z×p . On notera aussi χ0 :
(Z/pZ)× → Z×p le caracte`re trivial. Si G est un groupe fini, on note Zp[G] l’alge`bre
du groupe G et, si g ∈ G, on note [g] ∈ Zp[G] l’e´le´ment correspondant. On note IG ⊂
Zp[G] l’ide´al d’augmentation. On note eχ =
1
p−1 ·
∑
a∈F×p χ
−1(a) · [a] ∈ Zp[(Z/pZ)×]
l’idempotent associe´ a` χ. SiM est un groupe abe´lien, on noteM(χ) = eχ ·(M⊗ZZp).
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Soit ζ+N un ge´ne´rateur de l’unique sous-extension de degre´ p de Q(ζN), et soit
K0 = Q(ζp, ζ
+
N). Si χ : (Z/pZ)
× → Z×p est un caracte`re, notons rK0(χ) le p-rang de
CK0(χ).
The´ore`me 2. On a rK0(ω
−1) ≥ 1. On a rK0(ω−1) ≥ 2 si et seulement si
∑N−1
2
k=1 k ·
log(k) ≡ 0 (mod p).
Le sens direct est implicitement duˆ a` Schoof [Sch90] (comme nous le verrons
dans la section 4), qui semble donc eˆtre le premier a` conside´rer la quantite´
∑N−1
2
k=1 k ·
log(k) (mod p). Dans [CE05], Calegari et Emerton construisent par la the´orie des
de´formations un anneau R qu’ils identifient au comple´te´ p-adique Tp de l’alge`bre de
Hecke T conside´re´e par Mazur dans [Maz77], ou` p est le p-ide´al maximal d’Eisenstein.
L’e´tude de ces anneaux par la the´orie du corps de classe d’une part et les symboles
modulaires d’autre part ([Mer96, The´ore`me 2]) me`ne au the´ore`me 1. Cela permet
de montrer le sens re´ciproque du the´ore`me 2 (bien que ce fait n’ait pas e´te´ note´ par
[CE05]). Nous donnons cependant une preuve directe, par la pure the´orie alge´brique
des nombres, des the´ore`mes 1 et 2, ce qui re´pond a` une question de Calegari et
Emerton [CE05, note p.99].
Comme le note Schoof dans l’introduction de [Sch90], ce re´sultat qui concerne
la structure d’un groupe des classes cyclotomique n’est pas pre´dit par la the´orie
d’Iwasawa qui ne conside`re que le cardinal des groupes de classes.
Schoof e´tablit (implicitement) le re´sultat suivant dans [Sch90] :
The´ore`me 3. Soit i un entier tel que 1 ≤ i ≤ p − 1. Si rK0(ω−1) > i, alors pour
tout 1 ≤ j ≤ i, on a ∑N−12k=1 k · log(k)j ≡ 0 (mod p).
La re´ciproque du the´ore`me 3 est vraie au moins pour i ≤ 2. Nous le montrerons
en effet dans un prochain article graˆce aux symboles modulaires et au travail de
Calegari–Emerton.
La re´ciproque du the´ore`me 1 est fausse en ge´ne´ral (contrairement a` ce qu’espe´-
raient Calegari et Emerton sur la base de re´sultats nume´riques, cf. [CE05] dernier
paragraphe de la page 142) : par exemple si p = 7 et N = 337, on a
∑N−1
2
k=1 k ·log(k) 6=
0 (mod p) mais rK = 2 (en fait le groupe des classes de K est isomorphe a` (Z/7Z)
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par SAGE en supposant GRH pour les fonctions L de Dirichlet). Pour montrer
leur crite`re, Calegari et Emerton construisent explicitement (en utilisant les repre´-
sentations galoisiennes) deux Fp-extensions abe´liennes inde´pendantes partout non
ramifie´es de K. Cependant les re´sultats de Iimura montrent que ces deux exten-
sions ne correspondent qu’aux deux premiers crans d’une filtration de CK . Iimura,
en e´tudiant ces deux premiers crans, s’inte´resse au cas particulier suivant :
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The´ore`me 4 ([Iim86]). Supposons qu’il existe deux entiers a et b tels que N = a
p+bp
a+b
.
Si log(a+ b) ≡ 0 (mod p), alors on a rK ≥ 2.
On peut soupc¸onner que log(a+ b) et
∑N−1
2
k=1 k · log(k) sont proportionnels. C’est
effectivement le cas et on peut faire le lien entre les the´ore`mes 1 et 4 :
The´ore`me 5. Supposons que N = a
p+bp
a+b
avec a, b ∈ Z. Alors on a
log(a + b) ≡ −8 ·
N−1
2∑
k=1
k · log(k) (mod p) .
Cette identite´, dont nous n’avons pas trouve´ de preuve e´le´mentaire, est un cas
particulier d’un re´sultat plus ge´ne´ral que nous de´crivons maintenant. Supposons que
N est une norme dans Q(ζp), i.e. qu’il existe u ∈ Z[ζp] tel que N = NQ(ζp)/Q(u).
Soit χ : (Z/pZ)× → Z×p un caracte`re impair (χ(−1) = −1), diffe´rent de ω, et tel
que B1,χ−1 :=
∑p−1
a=1 a · χ−1(a) soit dans Z×p (autrement dit, si on e´crit χ = ω−i avec
1 ≤ i ≤ p − 4, alors p ne divise pas le nombre de Bernoulli Bi+1 car par [Was97,
Corollary 5.15] on a B1,ωi ≡ Bi+1i+1 (mod p)).
Si a ∈ F×p , soit σa ∈ Gal(Q(ζp, α)/Q(α)) tel que σa(ζp) = ζap (σa s’identifie a` un
e´le´ment de Gal(Q(ζp)/Q) par restriction).
Comme N ≡ 1 (mod p), l’ide´al (N) est totalement de´compose´ dans Q(ζp). Les
ide´aux premiers au dessus de N sont les (σa(u)) pour a ∈ F×p . Si a 6≡ 1 (mod p),
notons que σa(u) est premier a` (u). De plus Z[ζp]/(u) s’identifie canoniquement a`
F×N . On peut donc conside´rer log(σa(u)).
The´ore`me 6. On a :
p−1∑
a=2
(χ−1(a)− 1) · log(σa(u)) ≡ 1
B1,χ−1
·
(
N−1∑
k=1
(
k−1∑
a=1
χ−1(a)
)
· log(k)
)
(mod pν)
Notons que la quantite´ de gauche a un sens pour tout caracte`re χ : (Z/pZ)× →
Z×p (y compris pour χ pair). Nous n’avons pas pu trouver de formule explicite si
χ ne ve´rifie pas les conditions ci-dessus. On a une formule analogue sans supposer
que les ide´aux au-dessus de N dans Q(ζp) sont principaux, en utilisant le fait que
CQ(ζp)(χ) = 0 par le the´ore`me d’Herbrand–Ribet (cf. The´ore`me 9).
Les calculs figurant dans [Iim86, p. 164 − 165] permettent de montrer que les
membres de gauche des the´ore`mes 5 et 6 sont congrus modulo p (lorsque N = a
p+bp
a+b
,
u = a + b · ζp et χ = ω−1), si bien que le the´ore`me 5 re´sulte du the´ore`me 6 (en
utilisant le fait que B1,ω−1 ≡ B22 ≡ 112 (mod p)).
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L’identite´ du the´ore`me 6 provient essentiellement d’une conjecture (tordue par χ)
de Gross ([Gro88, Conjecture 7.6]) : le terme de gauche correspond a` un re´gulateur
des N -unite´s de Q(ζp) et le terme de droite correspond a` l’image d’un e´le´ment de
Stickelberger dans I/I2 ou` I est l’ide´al d’augmentation dans Zp[(Z/NZ)
×] (cf. la
proposition 8). Gross relie une telle quantite´ a` la de´rive´e d’une fonction L abe´lienne
en s = 0. Cependant nous n’avons pas trouve´ dans la litte´rature de preuve d’une
version de la conjecture de Gross sur Q donnant lieu a` cette identite´. Nous avons
donc prouve´ directement l’identite´ du the´ore`me 6, en suivant l’ide´e de la preuve de
la conjecture de Gross usuelle (cf. [Hay88]), c’est a` dire en utilisant la formule de
Gross–Koblitz (cf. [GK79, Theorem 1.7]).
Si i ∈ {1, 2, ..., p− 2}, posons :
Si ≡
N−1∑
k=1
(
k−1∑
a=1
ai
)
· log(k) (mod p)
≡ 1
i+ 1
·
(
N−1∑
k=1
Bi+1(k) · log(k)
)
(mod p)
ou` Bi+1(X) est le i+ 1-ie`me polynoˆme de Bernoulli (et Bi+1 = Bi+1(0) est le i+ 1-
ie`me nombre de Bernoulli). Soit µ le nombre de i dans {1, 3, ..., p− 4} impairs tels
que Bi+1 6≡ 0 (mod p) et Si 6≡ 0 (mod p).
On verra (cf. lemme 11) que S1 = −23 ·
∑N−1
2
k=1 k · log(k) (mod p). On pose µ1 = 1
si S1 ≡ 0 (mod p) et µ1 = 0 sinon.
The´ore`me 7. On a :
1+µ1 ≤ rK ≤ rQ(ζp)+p−2−µ−Card
(
Z[ζp]
×/N
Q(ζp,N
1
p )/Q(ζp)
(Q(ζp, N
1
p )×) ∩ Z[ζp]×
)
.
En particulier on retrouve le the´ore`me 1. Comme nous le verrons dans la preuve,
on a une description plus fine mais plus complique´e de rK et rK0(ω
−1), et nous
expliquerons quelles sont les difficulte´s pour ame´liorer les bornes explicitement.
Pour trouver des couples (p,N) avec rK ≥ 2 mais
∑N−1
2
k=1 k · log(k) 6≡ 0 (mod p),
il est judicieux au vu du the´ore`me 7 de chercher l’annulation des sommes Si pour i
dans {1, 3, ..., p − 4} impair tel que Bi+1 6≡ 0 (mod p). Par exemple pour p = 7 et
N = 337, 631, 659, 1303, 1723, on a S1 6= 0 mais S3 = 0, et dans ces cas on ve´rifie en
utilisant SAGE (sous GRH) que rK = 2.
Pour p = 5 nous conjecturons, comme Calegari–Emerton, que la re´ciproque du
the´ore`me 1 est vraie.
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The´ore`me 8. Supposons que p = 5 (dans ce cas Q(ζp) est principal et 1 + ζp est
une unite´ fondamentale de Z[ζp]). Soit u ∈ Z[ζp] tel que (u) est un ide´al premier
au-dessus de N dans Q(ζp). On a
1 ≤ rK ≤ 3 .
(i) Si
∑N−1
2
k=1 k · log(k) ≡ 0 (mod p), alors rK ≥ 2, et dans ce cas, si rK ≥ 3, alors
4∑
a=1
a2 · log(1 + ζap ) ≡ 0 (mod p)
et ∑
a∈F×p , a6≡1
(a2 − 1) · log(σa(u)) ≡ 0 (mod p)
(la deuxie`me quantite´ est inde´pendante du choix de u sous l’hypothe`se que la premie`re
quantite´ est nulle)
(ii) Si
∑N−1
2
k=1 k · log(k) 6≡ 0 (mod p) et que rK ≥ 2 alors
4∑
a=1
a2 · log(1 + ζap ) ≡ 0 (mod p)
et ∑
a∈F×p , a6≡1
(a2 − 1) · log(σa(u)) ≡ 0 (mod p) .
Nous conjecturons que le cas (ii) (rK > 1 et
∑N−1
2
k=1 k · log(k) 6≡ 0 (mod p)) ne se
produit jamais. Nous conjecturons que dans le cas (i) ou`
∑N−1
2
k=1 k·log(k) ≡ 0 (mod p),
le fait que rK = 3 est e´quivalent a`
4∑
a=1
a2 · log(1 + ζap ) ≡ 0 (mod p)
et ∑
a∈F×p , a6≡1
(a2 − 1) · log(σa(u)) ≡ 0 (mod p) .
Nous avons ve´rifie´ cette conjecture nume´riquement avec SAGE, sous GRH, pour
N < 5000 (le plus petit exemple pour lequel rK = 3 estN = 211). Il serait inte´ressant
d’avoir une formule plus explicite pour ces deux sommes de logarithmes (comme dans
le the´ore`me 6).
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Pour p = 3 et N ≡ 1 (mod 9) , le groupe CK a e´te´ e´tudie´ par les meˆmes me´thodes
dans [Ger05] et re´pond a` une conjecture de Calegari et Emerton [CE05, p.141].
Pour p = 2 et N ≡ 9 (mod 16), Calegari et Emerton ([CE05, Theorem 1.1]) ont
relie´ le cardinal de CQ(√−N) au rang de l’alge`bre de Hecke mentionne´e ci-dessus, mais
nous ne connaissons pas de bornes pour le 2-rang du 2-sylow de CQ(√−N) (qui est
6= 0 par la the´orie du genre de Gauss).
Dans la deuxie`me partie de cet article, nous reprenons les me´thodes d’Iimura
pour e´tudier l’entier rK , et donnons des bornes en termes de symboles de Hilbert.
Dans la troisie`me partie, nous explicitons ces symboles de Hilbert en termes du loga-
rithme discret d’une certaine N -unite´ (qui est lie´e a` une somme de Gauss). Dans la
quatrie`me partie, nous e´tudions l’entier rK0 avec les meˆme me´thodes que pre´ce´dem-
ment, et nous faisons le lien avec [Sch90]. Dans la cinquie`me partie, nous faisons le
lien entre la fonction Gamma N -adique et certains e´le´ments de Stickelberger. Dans
la sixie`me partie, nous finissons la de´monstration des the´ore`mes e´nonce´s plus hauts
graˆce a` la formule de Gross–Koblitz.
Je voudrais remercier Lo¨ıc Merel, mon directeur de the`se, pour avoir guide´ ce
travail et pour ses conseils de re´daction. Il a attire´ mon attention sur la quantite´∑N−1
2
k=1 k · log(k), et a remarque´ l’analogie avec une valeur de de´rive´e de fonction L.
Il a aussi remarque´ que certaines identite´s de ce papier ressemblent a` des formules
de nombre de classe, ce qui m’a mene´ a` la conjecture de Gross. Je souhaite aussi
remercier Henri Cohen qui m’a souligne´ le lien entre les travaux de Rene´ Schoof sur
les corps cyclotomiques et la quantite´
∑N−1
2
k=1 k · log(k). Enfin je tiens a` remercier
Rene´ Schoof pour m’avoir envoye´ l’article en question.
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2 Rappels des re´sultats d’Iimura et Jaulent (et
comple´ments)
Cette partie est largement due a` Iimura, mais pour le confort du lecteur nous repre-
nons ses me´thodes (et ses notations autant que possible) dans notre contexte, sans
constamment renvoyer a` l’article original ([Iim86]).
Soit K1 = Q(ζp, α) la cloˆture galoisienne de K dans Q. Soient G = Gal(K1/Q),
S = Gal(K1/Q(ζp)) et T = Gal(K1/K). On identifie T a` Gal(Q(ζp)/Q) par res-
triction, ainsi qu’a` F×p via l’isomorphisme F
×
p → Gal(Q(ζp)/Q) donne´ par a 7→ σa
(rappelons que σa(ζp) = ζ
a
p ). Ainsi un caracte`re χ : (Z/pZ)
× → Z×p s’identifie a`
un caracte`re de T . Fixons dans ce qui suit un ge´ne´rateur σ de S. Rappelons que ω
de´note le caracte`re de Teichmu¨ller.
Le groupe CK1 est un Zp[G]-module a` gauche. Si 0 ≤ i ≤ p − 2 est un entier,
on note Ji = (I
i
S · CK1) · CpK1 (ou` IS est l’ide´al d’augmentation de Zp[S]) et on pose
Ii = Ji/Ji+1, qui est un Fp[G]-module. Si χ : T → Z×p est un caracte`re, notons αi(χ)
le Fp-rang de eχ(Ii).
Comme le degre´ [K1 : K] = p− 1 est premier a` p, la fle`che naturelle CK → CK1
est injective. Rappelons que χ0 est le caracte`re trivial de T . Le fait suivant est la cle´
pour l’e´tude de rK .
Proposition 1. [Iim86, Lemma 1.1] On a CK = CK1(χ0). On a rK =
∑p−2
i=0 αi(χ0).
On pose
δ =
p−1∑
i=0
[σi] .
Lemme 1. [Jau81, Lemme 1] On a
p ∈ (([σ]− 1)p−1 − δ) · Zp[S]× .
Prouvons la proposition 1. On a clairement CK ⊂ CK1(χ0). Re´ciproquement, si
une classe d’ide´aux c est fixe´e par T , on a NK1/K(c) = c
p−1 ∈ CK donc c ∈ CK . Par
le lemme 1, CpK = eχ0 · (Ip−1S · CK1) (on utilise le fait que δ · CK = NK/Q(CK) = 1 car
Q a un groupe des classes trivial).
Il s’agit donc de comprendre les αi(χ0).
Notons que si τ ∈ T , alors
τστ−1 = σω(τ) .
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On pose, en suivant par exemple Jaulent dans [Jau81],
∆ =
1
p− 1 ·
(∑
τ∈T
ω(τ−1) · [σω(τ)]
)
∈ Zp[S] .
Fait 1. [Jau81, Proposition 2] L’e´le´ment ∆ de l’alge`bre de groupe Zp[T ] est un
ge´ne´rateur de l’ide´al d’augmentation. De plus on a la relation suivante, pour tout
caracte`re ψ : T → Z×p :
eψ·ω ·∆ = ∆ · eψ
ou` on rappelle que eψ =
1
p−1 ·
(∑
τ∈T ψ(τ
−1) · [τ ]) ∈ Zp[T ].
En suivant Iimura, on a la suite exacte suivante, pour tout 0 ≤ i ≤ p− 3 :
1→ Ui → Ii → Ii+1 → 1
ou` la fle`che Ii → Ii+1 est la multiplication par ∆. Par le fait 1, cette suite induit
pour tout caracte`re χ de T une suite exacte :
1→ Ui(χ · ω−1)→ Ii(χ · ω−1)→ Ii+1(χ)→ 1 . (1)
Il semble difficile de comprendre les Ui en ge´ne´ral, mais U0 est calculable en termes
de symboles de Hilbert. La the´orie du genre nous donne par ailleurs une description
de I0(χ) pour tout χ. La suite exacte permet alors une majoration de Ii(χ).
Pour e´noncer la formule des genres de Jaulent, on a besoin de quelques notations.
Soit χ : T → Z×p un caracte`re. Soit n(χ) le p-rang du groupe (Z[ζp]×/Z[ζp]× ∩
NK1/Q(ζp)(K1))(χ). Soit CK1 le noyau deNK1/Q(ζp) : CK1 → CQ(ζp). On a IS ·CK1 ⊂ CK1
car δ · ([σ] − 1) = 0. Soit J = CK1/(IS · CK1), et j(χ) le χ-rang de J . Remarquons
que Jp = 1 par le lemme 1.
La proposition suivante, qui utilise la the´orie du genre, sera importante pour
comprendre α0(χ) (cf. la proposition 3 ci-dessous).
Proposition 2. On a, pour tout caracte`re χ : T → Z×p :
j(χ) = 1− n(χ)
sauf si N ≡ 1 (mod p2) et que χ = ω, auquel cas on a
j(ω) = 0 .
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De´monstration. D’apre`s [Jau81, Proposition 8], on a une suite exacte :
1→ Z[ζp]×/Z[ζp]×∩NK1/Q(ζp)(K1)→ ⊕pIp → Ker(Gal(K˜1/Q(ζp)) res−→ Gal( ˜Q(ζp)/Q(ζp)))→ 1
(2)
Ici K˜1 est la plus grande extension d’ordre une puissance de p non ramifie´e sur K1
dans Q qui est abe´lienne sur Q(ζp). Le corps ˜Q(ζp) est le p-Hilbert de Q(ζp) et
⊕pIp est la somme directe des groupes d’inerties dans Gal(K˜1/Q(ζp)) en les ide´aux
premiers p de Z[ζp] se ramifiant dans K1. La fle`che de gauche est donne´e par le
symbole d’Artin en les diffe´rents p, le point important est l’exactitude au milieu. Le
groupe Ker(Gal(K˜1/Q(ζp))
res−→ Gal( ˜Q(ζp)/Q(ζp))) est une extension de S par J .
En effet on a un diagramme commutatif dont les lignes sont exactes :
0 // Gal(K˜1/K1) //
res

Gal(K˜1/Q(ζp)) //
res

S //

0
0 // Gal( ˜Q(ζp)/Q(ζp))
=
// Gal( ˜Q(ζp)/Q(ζp)) // 0 // 0
Le noyau de la fle`che verticale de gauche est J par la the´orie globale du corps
de classe (en effet, la restriction des groupes de Galois correspond a` la norme des
ide´aux). Le lemme du serpent nous donne alors une suite exacte :
0→ J → Ker(Gal(K˜1/Q(ζp)) res−→ Gal( ˜Q(ζp)/Q(ζp)))→ S → 0 .
Comme les Ip sont d’ordre p, la suite exacte (2) est une suite exacte de de Fp-espace
vectoriels, qui est T -e´quivariante (pour l’action usuelle de T sur ⊕pIp).
Conside´rons maintenant la χ-partie de cette suite exacte.
Si χ 6= ω, on a S(χ) = 0. Seuls les ide´aux premiers au-dessus de N dans Z[ζp]
interviennent dans le terme (⊕Ip)(χ), et comme T agit transitivement sur ces ide´aux,
le the´ore`me 2 est prouve´.
Si χ = ω, on a S(χ) ≃ Fp. Les ide´aux premiers p de Z[ζp] intervenant dans
Z[ζp] sont ceux au-dessus de N et de p sauf si N ≡ 1 (mod p2) auquel cas K1 n’est
pas ramifie´ en p au-dessus de Q(ζp) et seuls les ide´aux premiers p au-dessus de N
interviennent. Cela ache`ve la preuve du the´ore`me 2 dans ce cas.
En fait on montrera dans le lemme 10 qu’on a toujours j(ω) = 0.
Comme K1 est ramifie´ en N au-dessus de Q(ζp), la fle`che naturelle CQ(ζp) → CK1
est injective. On voit donc CQ(ζp) comme un sous-groupe de CK1 . Par ailleurs la
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the´orie globale du corps de classe nous donne :
NK1/Q(ζp)(CK1) = CQ(ζp) (3)
(en effet, en termes d’extensions abe´liennes, la norme correspond a` la restriction des
groupes de Galois, et la restriction est ici surjective car K1 est totalement ramifie´
en N sur Q(ζp)).
Lemme 2. On a dans CK1 :
(IS · CK1) · CpK1 = (IS · CK1) · CQ(ζp)
(ou` l’on voit abusivement CQ(ζp) comme un sous-groupe de CK1).
De´monstration. En effet, par le lemme 1,
CpK1 = (Ip−1S · CK1) · (δ · CK1) ⊂ (IS · CK1) ·NK1/Q(ζp)(CK1) = (IS · CK1) · CQ(ζp)
la dernie`re e´galite´ venant de la remarque pre´ce´dente. Re´ciproquement,
CQ(ζp) = NK1/Q(ζp)(CK1) = δ · CK1 = (Ip−1S · CK1) · (CK1)p ⊂ (IS · CK1) · CpK1
la dernie`re e´galite´ venant du lemme 1.
Soit ψ : CK1 → CK1/(IS · CK1) = J la projection canonique.
Notons rQ(ζp)(χ) le p-rang de eχ(CQ(ζp)) et CQ(ζp) = {c ∈ CQ(ζp), cp = 1}. La
proposition suivante est la cle´ pour comprendre α0(χ).
Proposition 3. [Iim86, Lemma 1.3] Pour tout caracte`re χ : T → Z×p , on a :
α0(χ) = rQ(ζp)(χ) + j(χ)− dimFp(ψ(eχ · CQ(ζp))) ≤ rQ(ζp)(χ) + j(χ) .
De´monstration. Posons B = CK1/(IS · CK1). Alors α0(χ) = dimFp((eχ ·B)/(eχ ·B)p).
Conside´rons le diagramme commutatif dont les lignes sont exactes et les fle`ches
verticales sont des inclusions :
1 // ψ(eχ · (CpK1 ∩ CK1)) //

B(χ)p //

CQ(ζp)(χ)p //

1
1 // J(χ) // B(χ) // CQ(ζp)(χ) // 1
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Les troisie`mes fle`ches horizontales correspondent a` la norme. Par le lemme 2, on a
ψ(CpK1 ∩ CK1) = ψ(CQ(ζp)). Cela ache`ve la de´monstration de la proposition 3 par le
lemme du serpent.
En particulier, par la suite exacte (1) on a :
αi(χ0) ≤ α0(ω−i) ≤ 1− n(ω−i) + rQ(ζp)(ω−i) . (4)
On va raffiner cette majoration pour certains i.
On suppose de´sormais, sauf mention du contraire, que i est impair, i 6= p − 2
et CQ(ζp)(ω−i) = 0. Par exemple i = 1 convient par le the´ore`me d’Herbrand–Ribet
puisque B2 =
1
6
est premier a` p ≥ 5.
On a (sous les hypothe`ses sur i) α0(ω
−i) = j(ω−i) = 1. En effet, il s’agit de voir
par le the´ore`me 2 que n(ω−i) = 0. Il suffit de voir que Z[ζp]×(ω−i) = 0. Cela de´coule
du re´sultat classique suivant :
Lemme 3. Soit n > 1 un entier impair. Soit Un (resp. U
+
n ) le groupe des unite´s de
l’anneau des entiers de Q(ζn) (resp. du sous-corps totalement re´el maximal Q(ζn)
+
de Q(ζn)).
Si n est un nombre premier impair, on a :
Un = ζ
Z
n · U+n .
En ge´ne´ral, sans supposer que n est premier,
Un/(U
+
n · ζZn )
est un 2-groupe d’exposant divisant 2.
De´monstration. Le cas n premier impair est bien connu, mais nous n’avons pas
trouve´ de re´fe´rence pour le cas n impair quelconque. Nous reproduisons une preuve
d’Emerton trouve´e sur le site de discussion en ligne StackExchange.
Soit c ∈ Gal(Q(ζn)/Q(ζn)+) non trivial (c est la conjugaison complexe). Soient
ǫ ∈ Un et u = ǫc(ǫ) . Soit U−n = {x ∈ Un, c(x) = x−1}, on a alors u ∈ U−n . Le
the´ore`me des unite´s de Dirichlet montre que U+n et Un ont le meˆme rang. Comme
U−n ∩ U+n = {1,−1}, le groupe U−n est fini, donc tout e´le´ment de U−n est une racine
de l’unite´ dans Q(ζn). Le groupe des racines de l’unite´s µ(Q(ζn)) de Q(ζn) est e´gal
a` (−1)Z · (ζn)Z. En effet, soit m le cardinal de µ(Q(ζn)). On a alors 2n | m et ϕ(m)
divise ϕ(n) (car Q(ζm) est un sous-corps de Q(ζn)). Cela implique que m = 2n.
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Par conse´quent, u = ±ζαn pour un α ∈ Z. Donc u = ±v2 pour un v ∈ (ζn)Z. Soit
γ = ǫ · v−1. On a γ = ±c(ǫ) · v = ±c(γ), donc γ2 ∈ U+n , donc ǫ2 ∈ U+n · (ζn)Z, donc
Un/(U
+
n · ζZn ) est d’exposant divisant 2.
Si n est premier, on a en fait c(γ) = γ car sinon c(γ) = −γ et dans ce cas
γ 6∈ Q(ζn)+ mais γ2 ∈ Q(ζn)+, donc Q(ζn) = Q(ζn)+(
√
u) est non ramifie´ en dehors
de 2, ce qui est impossible car si n est premier, Q(ζn) est totalement ramifie´ en n
sur Q, donc sur Q(ζn)
+.
Nous allons calculer le noyau U0(ω
−i) de la fle`che I0(ω−i) → I1(ω−i+1). Comme
α0(ω
−i) = 1, alors αi(χ0) ≤ 1 est non nul seulement si U0(ω−i) = 0.
Soit ϕ : CK1 → CK1/((IS · CK1) · CpK1) = I0. La proposition suivante est due a`
Iimura si i = 1. Nous reprenons sa de´monstration dans le cas ge´ne´ral. Notons que
dans l’e´nonce´ on ne suppose pas les conditions pre´ce´dentes sur i.
Proposition 4. ([Iim86, Lemma 2.1] pour le cas i = 1) Soit 1 ≤ i ≤ p − 1.
Soit C1 ⊂ CK1 le sous-groupe engendre´ par les classes d’ide´aux a tels que σ(a) = a
(rappelons que σ est un ge´ne´rateur de S = Gal(K1/Q(ζp))). Alors
ϕ(C1(ω−i)) ⊂ U0(ω−i)
avec e´galite´ si CQ(ζp)(ω−i+1) = 0 (ce qui est vrai si la conjecture de Vandiver est
vraie ou si i = 1) et (Z[ζp]
× ∩NK1/Q(ζp)(K×))(ω−i+1) = (NK1/Q(ζp)(O×K1))(ω−i+1) ou`
OK1 est le groupe des unite´s de K1 (ce qui est vrai si i = 1).
De´monstration. L’inclusion ϕ(C1(ω−i)) ⊂ U0(ω−i) est imme´diate car ∆ ∈ IS. Mon-
trons l’assertion sur le cas d’e´galite´. On suppose donc dans toute la suite de la
de´monstration que
CQ(ζp)(ω−i+1) = 0
et que
(Z[ζp]
× ∩ NK1/Q(ζp)(K×)/NK1/Q(ζp)(O×K1))(ω−i+1) = 0 .
Notons
C′1 = {c ∈ CK1 ,∆ · c = 1} = {c ∈ CK1, σ(c) = c}
et
C′′1 = {c ∈ CK1 ,∆ · c ∈ δ · CK1} .
Lemme 4. On a C′1(ω−i) = C′′1 (ω−i).
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De´monstration. Il s’agit de montrer que C′′1 (ω−i) ⊂ C′1(ω−i). Soit c ∈ CK1 tel que ∆ ·
c = δ·c′ avec c′ ∈ CK1 . Alors ∆·(eω−i ·c) = eω−i·ω·(∆·c) = eω−i·ω·(δ·c′) ∈ CQ(ζp)(ω−i+1).
Si CQ(ζp)(ω−i+1) = 0 alors on a eω−i · c ∈ C′1(ω−i) et donc C′′1 (ω−i) ⊂ C′1(ω−i).
Lemme 5. On a C1(ω−i) = C′1(ω−i).
De´monstration. On sait, par [Jau81, Proposition 3 (i)] que (C′1/C1)(ω−i) ≃ (Z[ζp]×∩
NK1/Q(ζp)(K
×)/NK1/Q(ζp)(O×K1))(ω−i+1), ce dernier groupe e´tant trivial par hypo-
the`se.
Finissons la preuve de la proposition 4.
Soit Cˆ1 = {c ∈ CK1 ,∆ · c ∈ CpK1}. On a U0 = ϕ(Cˆ1), donc U0(ω−i) = ϕ(Cˆ1(ω−i)).
Lemme 6. On a ϕ(Cˆ1) = ϕ(C′′1 ).
De´monstration. Si c ∈ Cˆ1, alors ∆ · c = c′p pour un c′ ∈ CK1 . Par le lemme 1,
cela implique qu’il existe c1 et c2 dans CK1 tels que ∆ · (c · (∆p−2 · c1)) = cδ2, donc
ϕ(c) = ϕ(c · (∆p−2 · c1)) ∈ ϕ(C′′1 ). Re´ciproquement, si c ∈ C′′1 , alors ∆ · c = δ · c′
pour un certain c′ ∈ CK1. Par le lemme 1, il existe c1 et c2 dans CK1 tels que
∆ · (c · (∆p−2 · c1)) = cp2, donc ϕ(c) = ϕ(c · (∆p−2 · c1)) ∈ ϕ(Cˆ1).
La proposition 4 re´sulte du lemme pre´ce´dent.
3 Un crite`re par les logarithmes d’unite´ (d’une
somme de Gauss)
Nous allons maintenant expliciter le terme ϕ(C1(ω−i)). Soit p un ide´al premier de
Q(ζp) au-dessus de (N) (comme N ≡ 1 (mod p), N est totalement de´compose´ dans
Q(ζp)). Soit P l’unique ide´al premier au-dessus de p dans K1. Si a est un ide´al de
K1, soit c(a) sa classe dans le groupe des classes C(K1) de K1. Conside´rons la classe
γ :=
∏
t∈T
c(t(P))ω
i(t) ∈ CK1(ω−i)
ou` t(P) est l’image de P par l’e´le´ment t de T = Gal(K1/K). Il est clair que C1(ω−i)
est engendre´ par γ. On a :
NK1/Q(ζp)(γ) =
∏
t∈T
c(t(p))ω
i(t) ∈ CQ(ζp)(ω−i).
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Comme par hypothe`se sur i, on a CQ(ζp)(ω−i) = 0, alors NK1/Q(ζp)(γ) est trivial.
Comme Zp est plat sur Z, on a une suite exacte :
1→ Z[ζp]× ⊗Z Zp → Q(ζp)× ⊗Z Zp → I ⊗Z Zp → C(Q(ζp))⊗Z Zp → 1
ou` C(Q(ζp)) est le groupe des classes de Q(ζp) et I est le groupe des ide´aux frac-
tionnaires de Q(ζp). L’e´le´ment
∏
t∈T t(p)
ωi(t) de I ⊗Z Zp a son image triviale dans
C(Q(ζp))⊗Z Zp, donc il existe uω−i ∈ (Q(ζp)× ⊗Z Zp)(ω−i) tel que :
∏
t∈T
t(p)ω
i(t) = (uω−i) .
Comme Z[ζp]
×(ω−i) = 0 par le lemme 3 et le fait que ω−i est impair, uω−i est
uniquement de´termine´.
En fait uω−i est lie´ a` une somme de Gauss.
Rappelons qu’on a fixe´ une racine primitiveN -ie`me ζN ∈ Q. Soit χN : (Z/NZ)× →
Z×N le caracte`re de Teichmu¨ller (qui ve´rifie χN(a) ≡ a (mod N)). On peut voir χ
N−1
p
N
comme un caracte`re a` valeurs dans Z[ζp] par le choix de p.
Conside´rons la somme de Gauss :
G = −
N−1∑
a=1
χN (a)
−(N−1)
p · ζaN ∈ Q(ζp, ζN) .
Rappelons qu’on a note´ K0 = Q(ζp, ζ
+
N). Par la the´orie de Galois, Gp ∈ Q(ζp), donc
G ∈ K0. Soit P0 l’ide´al premier au-dessus de p dans K0.
Le groupe T = Gal(Q(ζp)/Q) s’identifie a` Gal(K0/Q(ζ
+
N)). Si t ∈ T , notons
Rep(t) l’unique entier a ∈ {1, 2, ..., p− 1} tel que t = σa (i.e. t(ζp) = ζap ).
On a la factorisation en ide´aux premiers dans K0 :
(G) =
∏
t∈T
t−1(P0)
Rep(t) .
Soit
Gi =
∏
t∈T
t(G)ωi(t) ∈ (K×0 ⊗Z Zp)(ω−i) .
Si Q est un ide´al premier de K0, et x⊗a ∈ K×0 ⊗ZZp, on pose vQ(x⊗a) = a ·vQ(x) ∈
Zp (ou` vQ(x) est la valuation Q-adique de x). Cela induit une injection K
×
0 ⊗ZZp →∏
QZp ou` Q de´crit les ide´aux premiers de K0. Par platitude de Zp sur Z, le noyau
est O×K0 ⊗Z Zp ou` OK0 est l’anneau des entiers de K0. On a Gi ∈ eω−i(K×0 ⊗Z Zp) (la
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ω−i-composante de K×0 ⊗Z Zp).
Lemme 7. On a eω−i(O×K0 ⊗Z Zp) = 0.
De´monstration. On aK0 →֒ Q(ζNp). Par platitude de Zp sur Z, il suffit de montrer le
meˆme re´sultat avec Q(ζNp) a` la place de K0. Comme ω
−i est impair et que ω−i 6= ω,
cela de´coule du lemme 3.
Le re´sultat suivant est important car il nous permet de lier uω−i a` une somme de
Gauss, qu’on calculera avec la formule de Gross–Koblitz.
Proposition 5. On a
u
B1,ωi
ω−i
= Gi .
De´monstration. Soit v = u
B
1,ωi
ω−i . Par le lemme pre´ce´dent, il suffit de ve´rifier que pour
tout Q ide´al premier de K0 on a vQ(Gi) = vQ(v). On a vQ(Gi) = vQ(v) = 0 sauf
si Q = t(P0) pour un t ∈ T , auquel cas on a vt(P0)(Gi) = vt(P0)(v) =
∑
τ∈T ω
i(τ) ·
Rep(τ · t−1).
De´finissons un logarithme discret de Q×N ⊗Z Zp a` valeur dans Z/pνZ. Soit Λ :
Q×N ⊗Z Zp → Z/pνZ de´fini par :
Λ(Nk · u⊗Z a) = a · log(u) (mod pν)
ou` k ∈ Z, u ∈ Z×N , u et a de´signent la re´duction modulo N et pν respectivement.
Comme N est totalement de´compose´ dans Q(ζp), la comple´tion Q(ζp)p de Q(ζp)
en p est e´gale a` Q×N . Rappelons que ϕ(C1(ω−i)) ⊂ U0(ω−i) et que U0(ω−i) est un
sous-Fp-espace vectoriel de I0(ω
−i) de dimension ≤ 1 (car I0(ω−i) est de dimension
≤ 1).
La proposition suivante est le point essentiel de cette partie.
Proposition 6. On a
ϕ(C1(ω−i)) = 0
si et seulement si on a
Λ(
uω−i
N
) ≡ 0 (mod p) .
De´monstration. Comme NK1/Q(ζp)(γ) = 1, on γ ∈ CK1(ω−i) et ϕ(C1(ω−i)) = ϕ(γ)Zp
est trivial si et seulement si ψ(γ) ∈ J(ω−i) est nul.
Pour t ∈ T , soit
χt : Q(ζp)t(p) → Gal((K1)t(P)/Q(ζp)t(p)) = S
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l’application d’Artin locale de la the´orie locale du corps de classe. Soit
D : Q(ζp)
× → S(T )
donne´e par x 7→ (χt(x))t∈T et Sˆ := D(Z[ζp]×) ⊂ S(T ). Notons que le noyau la
restriction de D a` Z[ζp]
× est Z[ζp]× ∩ NK1/Q(ζp)(K×1 ). En effet, par le the´ore`me des
normes de Hasse pour une extension cyclique, un e´le´ment x de Z[ζp]
× est une norme
de K1 si et seulement si c’est une norme localement en tous les ide´aux premiers,
si et seulement si c’est une norme en tous les ide´aux premiers ramifie´s (car [K1 :
Q(ζp)] = p est premier), si et seulement si D(x) = 0 par la the´orie locale du corps
de classe. En particulier,
Sˆ ≃ Z[ζp]×/Z[ζp]× ∩NK1/Q(ζp)(K×1 ) .
Soit
χˆ : J → S(T )/Sˆ
l’application suivante. Si c ∈ J , NK1/Q(ζp)(c) = 1. Si on e´crit c = c(a) comme la
classe de la norme d’un ide´al fractionnaire a de K1. Alors NK1/Q(ζp)(a) est principal,
engendre´ par un e´le´ment u ∈ Q(ζp)×. On pose
χˆ(a) = (χt(u))t∈T .
Cela ne de´pend pas du choix de a car on a quotiente´ par Sˆ.
Le groupe S(T ) est un T -module naturel (si τ ∈ T , τ · (xt)t∈T := (xτ ·t)t∈T ).
L’application D est T -e´quivariante. Donc Sˆ est un sous T -module de S(T ), et χˆ est
T -e´quivariante.
Lemme 8. [HK72, Satz 1] L’application χˆ est injective. C’est un isomorphisme si
ν = 1 (i.e. si p || N − 1 ou encore si (1− ζp) est ramifie´ dans K1).
Le lemme 3 montre que Sˆ(ω−i) = 0 (sous les hypothe`ses sur i). On a donc
ϕ(γ) = 0 si et seulement si χˆ(ω−i)(uω−i) = 0.
Lemme 9. On a χˆ(ω−i)(uω−i) = 0 si et seulement si Λ(
u
ω−i
N
) = 0 (mod p).
De´monstration. On a χˆ(ω−i)(uω−i) = 0 si et seulement si (uω−i, N)p = 1 ou` si
a, b ∈ Q(ζp)×p , (a, b)p ∈ µp de´signe le symbole de Hilbert relativement au corps
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Q(ζp)p. On a la formule classique :
(a, b) =
(
(−1)v(a)v(b) · bv(a)
av(b)
p
)
ou` v(a) et v(b) de´signent la valuation p-adique de a et b respectivement, et si v(x) =
0, (
x
m
)
= x
N−1
p (mod p) ∈ µp ⊂ κ×
(κ = FN est le corps re´siduel de Q(ζp) en p). Cela ache`ve la preuve du lemme 9 et
de la proposition 6.
La preuve de la proposition 6 donne le :
Lemme 10. On a j(ω) = 0.
De´monstration. On sait que c’est vrai si ν > 1 par la proposition 2.
Si ν = 1, il s’agit de voir que ζp 6∈ Z[ζp]×∩NK1/Q(ζp)(K×1 ). On a vu dans la preuve
de la proposition 6 que ζp ∈ Z[ζp]× ∩ NK1/Q(ζp)(K×1 ) si et seulement si D(ζp) = 0 si
et seulement si Λ(ζp) = 0, si et seulement si ζp est une puissance p-ie`me modulo N ,
ce qui est le cas si et seulement si ν > 1.
Pour montrer le the´ore`me 7, il suffit de montrer le lemme 10 ci-dessous et l’iden-
tite´ :
The´ore`me 9. On a :
Λ(
uω−i
N
) ≡ 1
B1,ωi
·
(
N−1∑
k=1
(
k−1∑
a=1
ωi(a)
)
· log(k)
)
(mod pν) .
Nous montrons cette identite´ dans la dernie`re partie en utilisant la formule de
Gross–Koblitz, en meˆme temps que les diverses identite´s annonce´es dans l’introduc-
tion.
Traitons le cas p = 5. Dans ce cas, Q(ζ5) est principal, son groupe des unite´s
est E = (−ζ5)Z · (1 + ζ5)Z. Notons que E ⊗Z Z5 = Z5(2) (c’est a` dire que l’action
de T = Gal(Q(ζ5)/Q) est donne´e par ω
2). En effet, 1 + ζ25 = −ζ−15 · (1 + ζ5)−1 et
−1 ≡ 22 (mod 5).
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On a, par le lemme 1, rK =
∑3
i=0 αi(χ0) avec αi(χ0) ∈ {0, 1} et αi(χ0) ≤ α0(ω−i).
On a vu que α0(χ0) = 1, et que α1(χ0) = 1 si et seulement si
∑N−1
2
k=1 k · log(k) ≡
0 (mod p).
On a α3(χ0) = α0(ω) = 0. En effet, il suffit de montrer que α0(ω) = 0 car
α3(χ0) ≤ α0(ω−3) = α0(ω). Cela de´coule du lemme 10.
Il reste a` e´tudier α2(χ0) ∈ {0, 1}. Comme α2(χ0) ≤ α0(ω2), une condition ne´-
cessaire pour que α2(χ0) = 1 est que α0(ω
2) = 1, i.e. que Z[ζ5]
×(ω2) = (Z[ζ5]× ∩
NK1/Q(ζp)(K
×
1 ))(ω
2) par la proposition 2. Cette dernie`re condition est e´quivalente a`
4∑
a=1
ω2(a) · log(σa(1 + ζ5)) ≡ 0 (mod p)
par la preuve de la proposition 6.
Supposons cette condition re´alise´e. On a alors I0(ω
2) ≃ F5. La proposition 4
pour i = 2 et la proposition 6 (dont la preuve s’adapte pour i = 2 car Sˆ(ω−i) = 0
par la condition pre´ce´dente) montrent que le noyau de la fle`che I0(ω
2)→ I1(ω3) est
nul si et seulement si
4∑
a=2
(a2 − 1) · log(σa(u)) ≡ 0 (mod 5)
ou` (u) est un ide´al premier au-dessus de N dans Q(ζ5) (cette dernie`re quantite´ ne
de´pend pas du choix de u car
∑4
a=1(a
2 − 1) · log(σa(1 + ζ5)) ≡ 0 (mod p)).
Cela ache`ve la preuve du the´ore`me 8. Nous voyons que la difficulte´ pour de´-
terminer comple`tement rK dans le cas p = 5 est de calculer le noyau de la fle`che
I1(ω
3)→ I2(χ0). Nous conjecturons que ce noyau est nul si et seulement si
∑N−1
2
k=1 k ·
log(k) ≡ 0 (mod 5) (quand les conditions I0(ω) = I1(ω2) ≃ Fp sont satisfaites). Cela
impliquerait la re´ciproque du the´ore`me 1 pour p = 5, i.e. que rK > 1 si et seulement
si
∑N−1
2
k=1 k · log(k) ≡ 0 (mod 5).
4 Etude de rK0
The´ore`me 10. On a
∑N−1
2
k=1 k · log(k) ≡ 0 (mod p) si et seulement si rK0(ω−1) > 1.
De´monstration. On refait la meˆme e´tude avecK0 au lieu deK1. Cette foisGal(K0/Q)
est abe´lien donc S = Gal(K0/Q(ζp)) ≃ Fp et T = Gal(K0/Q(ζ+N)) = F×p com-
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mutent. On a donc une suite exacte :
1→ U0(ω−1)→ I0(ω−1)→ I1(ω−1)→ 1
ou` les de´finitions de U et de Ii sont similaires pour K0. L’analogue imme´diat de la
proposition 3 (avec χ = ω−1) donne (en tenant compte du fait que CQ(ζp)(ω−1) = 0
par le the´ore`me d’Herbrand–Ribet) :
I0(ω
−1) ≃ Fp .
(en fait I0 correspond par la the´orie globale du corps de classe a` l’extension abe´-
lienne K−1 · K0 de K0 ou` K−1 est l’unique Fp-extension de Q(ζp) non ramifie´e en
dehors de N , sur laquelle le groupe de Galois T agit par ω−1, cf. (iii) de [CE05,
Proposition 5.4]). Donc U0(ω
−1) = 0 si et seulement si I1(ω−1) ≃ Fp si et seulement
si rK0(ω
−1) > 1 (car si I1(ω−1) = 0, alors pour tout i ≥ 1, Ii(ω−1) = 0). L’analogue
de la proposition 4 pour i = 1 donne :
U0(ω
−1) = ϕ(C0(ω−1))
(on utilise le fait que CQ(ζp)(ω−1) = 0 et que Z[ζp]×[ω0] = 0). Ici C0 est engendre´ par
les p− 1 ide´aux premiers de K0 au dessus de N , qu’on note comme ci-dessus t(P),
t ∈ T = Gal(Q(ζp)/Q) = Gal(K0/Q(ζ+N)). L’analogue imme´diat de la proposition 6
est le suivant :
Proposition 7. Soit β ∈ Q(ζp) tel que K0 = Q(ζp)(β
1
p ) (c’est possible par la the´orie
de Kummer). Alors on a
ϕ(C0(ω−1)) = 0
si et seulement si
Λ(
uω−1
β
) ≡ 0 (mod p) .
On va montrer dans la partie suivante le :
The´ore`me 11. On a
Λ(
uω−1
β
) ≡ Λ(uω−1
N
) ≡ 1
B1,ω
· S1 ≡ −8 ·
N−1
2∑
k=1
k · log(k) (mod p) .
Cela ache`ve la preuve du the´ore`me 10.
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Esquissons finalement la preuve du the´ore`me 3, implicite dans [Sch90]. On rai-
sonne par re´currence sur 1 ≤ i ≤ p− 1. Si i = 1, cela de´coule du the´ore`me 2. Nous
nous re´fe´rons a` la partie suivante (ou a` [Sch90, p. 190]) pour la de´finition de l’e´le´-
ment de Stickelberger tordu φω−1. Si a ∈ (Z/NZ)×, le coefficient de φω−1 en [a−1] est
B1,ω +
∑a−1
k=1 ω(k) par la preuve de la proposition 8 dans la partie ci-dessous. Si on
identifie un ge´ne´rateur de (Z/NZ)× a` l’inde´termine´e 1+T (modulo l’ide´al engendre´
par (1+T )N−1−1, on peut voir φω−1 comme un e´le´ment de Zp[T ]/((1+T )N−1−1)).
Son coefficient modulo p en T j pour 1 ≤ j < i est nul par l’hypothe`se de re´currence.
Son coefficient en T i est −4
3
·∑N−12k=1 k · log(k)i par la meˆme preuve que le lemme 11
(avec l’hypothe`se que
∑N−1
2
k=1 k · log(k)j ≡ 0 (mod p) pour tout 1 ≤ j < i). Comme
φω−1 est dans l’ide´al de Fitting du Zp[[T ]]-module CK0(ω−1), par la proposition 2.1
de [Sch90] on a −4
3
·∑N−12k=1 k · log(k)i ≡ 0 (mod p), d’ou` le re´sultat par re´currence.
Il serait inte´ressant de prouver que la re´ciproque du the´ore`me 3 est vraie pour tout
1 ≤ i ≤ p− 1. En utilisant les repre´sentations galoisiennes construites par Calegari–
Emerton et la the´orie des symboles modulaires, on montrera dans un prochain article
que la re´ciproque est vraie pour i ≤ 2, au moins si ν = 1.
5 Lien avec la conjecture de Gross
Soit χ : (Z/pZ)× → Z×p un caracte`re diffe´rent de ω (donc χ = ωi pour i entier,
i 6≡ 1 (mod p)). Soit H = (Z/NZ)×. Rappelons que IH ⊂ Zp[H ] est l’ide´al d’aug-
mentation.
Soit B1 : R→ R le premier polynoˆme de Bernoulli pe´riodique de´fini par B1(x) =
x− [x]− 1
2
si x 6∈ Z et B1(x) = 0 si x ∈ Z.
On de´finit l’e´le´ment de Stickelberger tordu par χ, note´ φχ ∈ Qp[H ] donne´ par :
φχ =
∑
a∈(Z/NpZ)×
B1(
a
Np
) · χ−1(a) · [a−1] .
Il est classique que si χ 6= 1, ω, φχ ∈ Zp[H ] (nous le de´montrons dans la propo-
sition ci-dessous).
Proposition 8. Si χ 6= 1, ω, on a φχ ∈ IH . On a un homomorphisme de groupes
L : IH/I2H → Z/pνZ donne´e par [a]− 1 7→ log(a). On a :
L(φχ) ≡ −
N−1∑
r=1
(
r−1∑
a=1
χ−1(a)) · log(r) (mod pν) .
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En particulier si χ = ω−1, cette image modulo p est
2
3
·
N−1
2∑
k=1
k · log(k) (mod p) .
De´monstration. Soit r un entier premier a` N tel que 0 < r < N . Le coefficient αr
en [r−1] de φχ est
αr =
∑
a∈G,a≡r (mod N)
B1(
a
Np
) · χ−1(a) =
p−1∑
k=0,k 6=p−r
B1(
kN + r
Np
) · χ−1(kN + r) .
Comme χ 6= 1,
αr =
p−1∑
k=0,k 6=p−r
k
p
· χ−1(k + r) = 1
p
·
(
p−1∑
a=1
a · χ−1(a) + p ·
r−1∑
a=1
χ−1(a)
)
.
Donc
αr = B1,χ−1 +
r−1∑
a=1
χ−1(a) .
ou` B1,χ−1 =
∑
a∈(Z/pZ)× B1(
a
p
) ·χ−1(a) est le premier nombre de Bernoulli ge´ne´ralise´
associe´ a` χ−1. D’apre`s [Was97, Corollary 5.15] (comme χ 6= ω), B1,χ ∈ Zp (et est
congru a` Bi+1
i+1
modulo p si χ = ωi). Donc αr ∈ Z×p , et on a la formule pour L(φχ).
La dernie`re assertion vient du :
Lemme 11. On a :
N−1∑
k=1
k2 · log(k) ≡ −4
3
·

N−12∑
k=1
k · log(k)

 (mod pν) .
De´monstration. On pose V =
∑N−1
2
t=1 t · log(t). Soit B2 : R→ R de´fini par
B2(x) = B2(x− [x])
ou` B2(x) = x
2 − x + 1
6
est le deuxie`me polynoˆme de Bernoulli et [x] est la partie
entie`re (infe´rieure) de x. On a alors
V =
∑
t∈(Z/NZ)×
F (
t
N
) · log(t)
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ou`
F (x) =
1
4
B2(2x)−B2(x) + 1
2
B1(x− 1
2
) +
1
8
.
Par conse´quent, on a
V =
−3
4
·
∑
t∈(Z/NZ)×
B2(
t
N
) · log(t)
donc
V =
−3
4
·
N−1∑
t=1
t2 · log(t)
Soit ΓN : ZN → Z×N la fonction gamma N -adique de Morita. C’est l’unique
fonction continue ZN → Z×N ve´rifiant ΓN(n) = (−1)n ·
∏
1≤i≤n−1, pgcd(n,N)=1 i si n > 1
est un entier. Rappelons quelques proprie´te´s de ΓN (qui caracte´risent en fait ΓN , par
[Hay88, p.524]).
• ΓN(0) = 1.
• Si z ∈ Z×N , ΓN(1− z) = z · ΓN(−z).
• Si z ∈ NZN , ΓN (1− z) = −ΓN (z).
Si a ∈ Q×N et t ∈ Zp, notons
at := a⊗ t ∈ Q×N ⊗Z Zp .
Rappelons qu’on a de´fini un logarithme discret
Λ : Q×N ⊗Z Zp → Z/pνZ .
Proposition 9. Soit χ : (Z/pZ)× → Zp un caracte`re 6= 1, ω. Alors on a
Λ
(
p−1∏
a=1
ΓN(
a
p
)χ
−1(a)
)
≡ χ(−1) ·L(φχ) ≡ −χ(−1) ·
N−1∑
r=1
·(
r−1∑
a=1
χ−1(a)) · log(r) (mod pν)
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(cf. proposition 8). En particulier si χ = ω−1, on obtient la congruence suivante (on
voit log comme un morphisme Z×N → Fp via la projection Z×N → F×N) :
p−1∑
a=1
a · log(ΓN(a
p
)) ≡ −2
3
·
N−1
2∑
k=1
k · log(k) (mod p) .
De´monstration. Remarquons d’abord que si z ∈ NZN , on a ΓN(z) ≡ ±1 (mod N).
En effet c’est vrai si z ∈ N car (N − 1)! ≡ −1 (mod N), or N est dense dans Zp et
ΓN est continue.
On suit [Hay88, p.525−526]. Par l’e´quation fonctionnelle satisfaite par ΓN , pour
tous entiers e et n avec 0 ≤ e ≤ n on a :
ΓN(1− z − e) =
(
n∏
r=e
{z + r}
)
· ΓN(−z − n)
ou` {z} = z si z ∈ Z×N et {z} = −1 si z ∈ NZN .
Lemme 12. Soit 1 ≤ a ≤ p− 1 un entier. On a :
ΓN(1− a
p
) ≡ ±(a
p
)a·
N−1
p
∏
x∈X
x[
ax
Np
]+[ a(N−x)
Np
]+1 (mod N)
ou` X est n’importe quel ensemble d’entiers repre´sentant les classes inversibles mo-
dulo N , avec la condition que tout x ∈ X soit ≡ 1 (mod p) ([.] est la partie entie`re
infe´rieure).
De´monstration. On choisit z = a
p
avec 1 ≤ a ≤ p − 1, e = 0 et n = a · N−1
p
dans
l’identite´ pre´ce´dent le lemme. Cela donne : ΓN(1− ap) =
∏a·N−1
p
r=0 {ap+r}·ΓN(−aNp ). On
a vu au de´but de la de´monstration de la proposition que ΓN (
−aN
p
) ≡ ±1 (mod N).
Cela montre :
ΓN(1− a
p
) = ±
a·N−1
p∏
r=0
{a
p
+ r} .
Pour tout 0 ≤ r < a · N−1
p
, on a a
p
+ r ∈ Z×N . En effet, si ap + r = kp ·N pour un
entier k, on a k > 0 et r = kN−a
p
∈ N, donc k ≡ a (mod p), i.e. k = k′p + a avec
k′ ≥ 0, donc r ≥ a · N−1
p
.
Soit X un ensemble comme dans l’e´nonce´ du lemme. Soit x ∈ X . On conside`re
les entiers r tels que 1 + pr
a
≡ x (mod N) et 0 ≤ r ≤ a · N−1
p
.
On e´crit 1 + pr
a
= x+ p·t
a
·N pour un t ∈ Q. On a t = a+pr−ax
Np
. On a a + pr − ax ≡
0 (mod p) car x ≡ 1 (mod p) et a+pr−ax ≡ 0 (mod N) car 1+ pr
a
≡ x (mod N). On
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a donc t ∈ Z. Re´ciproquement, si t ∈ Z, on de´finit r par 1+ pr
a
= x+ p·t
a
·N , c’est a` dire
r = a(x−1)
p
+ t ·N , et on a r ∈ Z car x ≡ 1 (mod p). En e´crivant −a
p
< r ≤ a(N−1)
p
, on
obtient −ax
Np
< t ≤ a(N−x)
Np
, donc il y a [a(N−x)
Np
]− [−ax
Np
] = [a(N−x)
Np
]+[ ax
Np
]+1 possibilite´s
pour t, ce qui montre le lemme.
Fixons dans toute la suite l’ensemble X = {N − k · p, k ∈ {1, 2, ..., N − 1}}. On
peut aussi e´crire X = {1 + k · p, k ∈ K} ou` K = {N−1
p
− (N − 1), ..., N−1
p
− 1}.
On a : ∏
x∈X
x ≡ (N − 1)! ≡ −1 (mod N) .
Donc :
ΓN(1− a
p
) = ±(a
p
)a·
N−1
p ·
∏
x∈X
x[
ax
Np
]+[
a(N−x)
Np
] .
Fixons dans toute la suite l’ensemble X = {N − k · p, k ∈ {1, 2, ..., N − 1}}. On a :
∏
x∈X
x[
a(N−x)
Np
] ≡
∏
y∈Y
(−y)[ ayNp ] (mod N)
ou` Y = {k · p, k ∈ {1, 2, ..., N − 1}}.
On a : ∏
y∈Y
(−y)[ ayNp ] ≡
N−1∏
k=1
(−kp)[ akN ] (mod N) .
Lemme 13. On a, pour tout a ≥ 1 entier :
N−1∑
k=1
[
ak
N
] =
(a− 1)(N − 1)
2
.
De´monstration. Notons G la quantite´ de gauche. Alors 2(G+[aN
N
]+N) = 2(G+a+
N) est le nombre de points a` coordonne´es entie`res (bords compris) dans un rectangle
a` sommets entiers et de coˆte´s de longueurs a et N , c’est a` dire (a+1)(N +1). Donc
G = (a−1)(N−1)
2
.
Lemme 14. On a (
N−1∏
k=1
k[
ak
N
]
)4
≡ 1 (mod N) .
De´monstration. En effet, on regroupe k et N − k, en utilisant le fait que [a(N−k)
N
] =
a− [ak
N
]− 1 et que (N−1
2
)!4 ≡ 1 (mod N).
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En utilisant les deux lemmes pre´ce´dents, on obtient
χ−1(−1)·Λ
(
p−1∏
a=1
ΓN(
a
p
)χ
−1(a)
)
= Λ
(
p−1∏
a=1
(
a
p
)a·χ
−1(a)·N−1
p
)
+Λ
(
p−1∏
a=1
∏
x∈X
x[
ax
Np
]·χ−1(a)
)
.
Pour finir la preuve du the´ore`me 9, il s’agit de montrer l’identite´ :
p−1∑
a=1
∑
x∈X
χ−1(a) · (a · N − 1
p
) · log(a) + [ ax
Np
] · χ−1(a) · log(x) ≡ L(φχ) (mod pν) .
Rappelons que φχ =
∑p−1
a=1
∑
x∈X B1(
ax
Np
) · χ−1(a) · [(ax)−1], et qu’en fait φχ ∈
Zp[(Z/NZ)
×]. Soit λ : (Z/NZ)× → Z un rele`vement du log : (Z/NZ)× → Z/pνZ
fixe´ dans cet article. Soit
S =
p−1∑
a=1
∑
x∈X
χ−1(a)(
ax
Np
− [ ax
Np
]) · λ(ax) ∈ Zp
(le fait que S ∈ Zp vient du fait que φχ ∈ Zp[(Z/NZ)×].) Alors on a :
L(φχ) ≡ −S (mod pν) .
On a :
S = S1 − S2
ou`
S1 =
p−1∑
a=1
∑
x∈X
χ−1(a) · ax
Np
· λ(ax)
et
S2 =
p−1∑
a=1
∑
x∈X
χ−1(a) · [ ax
Np
] · λ(ax) .
On a S1 et S2 ∈ Zp. De plus
S2 ≡
(
p−1∑
a=1
χ−1(a) · a · N − 1
p
· log(a)
)
+
(
p−1∑
a=1
∑
x∈X
χ−1(a) · [ ax
Np
] · log(x)
)
(mod pν) .
par l’identite´ suivante :
Lemme 15. On a, pour a entier, 1 ≤ a ≤ p− 1,
∑
x∈X
[
ax
Np
] ≡ a · N − 1
p
(mod pν) .
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De´monstration. Rappelons qu’on a X = {kp + 1, k ∈ K} ou` K = {N−1
p
− (N −
1), ..., N−1
p
− 1}. Si x = k · p+ 1 ∈ X , on a [a·x
Np
] = [ak
N
+ a
Np
] = [ak
N
]. Donc :
∑
x∈X
[
ax
Np
] =
N−1
p
−1∑
k=N−1
p
−(N−1)
[
ak
N
] =


N−1
p
−1∑
k=1
[
ak
N
]

−

N−1−
N−1
p∑
k=1
[
ak
N
]

− (N − 1− N − 1
p
)
=

 N−1∑
k=N−N−1
p
[
a(N − k)
N
]

 −

N−1−
N−1
p∑
k=1
[
ak
N
]

− (N − 1− N − 1
p
)
=
(a− 1)(N − 1)
p
−
N−1∑
k=1
[
ak
N
]− (N − 1− N − 1
p
) .
D’apre`s le lemme 13,
∑N−1
k=1 [
ak
N
] = (a−1)(N−1)
2
, d’ou` :
∑
x∈X
[
ax
Np
] =
(a− 1)(N − 1)
p
− (a− 1)(N − 1)
2
− (N − 1− N − 1
p
) ≡ a · N − 1
p
(mod pν)
ce qui ache`ve la de´monstration du lemme.
Pour finir la de´monstration de la proposition 9, il reste a` montrer que S1 ≡
0 (mod pν). On a :
S1 =
1
Np
·
(
p−1∑
a=1
χ−1(a) · a · (
∑
x∈X
x · λ(ax))
)
.
On a :
∑
x∈X
x · λ(ax) =
∑
k∈K
(1 + kp) · λ(ax) =
(∑
x∈X
λ(ax)
)
+ p ·
(∑
k∈K
k · λ((kp+ 1)a)
)
.
Le terme ∑
x∈X
λ(ax)
ne de´pend pas de a et est divisible par pν . Comme 1
p
∑p−1
a=1 a · χ−1(a) = B1,χ−1 ∈ Zp,
on a :
S1 ≡ 1
N
·
(
p−1∑
a=1
χ−1(a) · a · (
∑
k∈K
k · log((kp+ 1)a))
)
(mod pν) .
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Donc :
S1 ≡
(
(
∑
k∈K
k) ·
p−1∑
a=1
χ−1(a) · a · log(a)
)
+
(
p−1∑
a=1
χ−1(a) · a · (
∑
k∈K
k · log(kp+ 1))
)
(mod pν) .
On a ∑
k∈K
k = (N − 1) · N − 1
p
− N(N − 1)
2
≡ 0 (mod pν) .
On a
p−1∑
a=1
χ−1(a)·a·(
∑
k∈K
k·log(kp+1)) ≡ B1,χ−1·
∑
k∈K
k·p·log(kp+1) ≡ B1,χ−1 ·
∑
x∈X
x·log(x) (mod pν)
(la dernie`re congruence vient du fait que
∑
x∈X log(x) ≡ 0 (mod pν)). On a :
∑
x∈X
x · log(x) ≡
N−1∑
k=1
(N − kp) · log(kp) ≡ 0 (mod pν)
car
∑N−1
k=1 k · log(k) ≡
∑N−1
2
k=1 log(k) ≡ log((N−12 )!) ≡ 0 (mod pν) (on regroupe les
termes en k et N − k pour la premie`re congruence).
On obtient finalement :
S1 ≡ 0 (mod pν) .
La preuve de la proposition 9 est donc acheve´e.
6 De´monstration par la formule de Gross–Koblitz
Achevons cet article en montrant les the´ore`mes 9, 11 et 6.
Rappelons qu’on a fixe´ un ide´al premier p au-dessus de (N) dans Q(ζp). Soit P
l’ide´al premier au-dessus de p dans F := Q(ζp, ζN). On a un plongement canonique
F →֒ FP ou` FP est le comple´te´ P-adique de F . Rappelons qu’on a de´fini une somme
de Gauss G.
The´ore`me 12. (Formule de Gross-Koblitz, [GK79, Theorem 1.7]) Soit π ∈ FP
l’unique uniformisante ve´rifiant :
• πN−1 = −N ,
• π ≡ ζN − 1 (mod (ζN − 1)2).
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Alors dans KP on a l’e´galite´ suivante pour tout a ∈ {1, ..., p− 1} :
σa(G) = πa·
N−1
p · ΓN(a
p
) .
Par la proposition 5 et la formule de Gross–Koblitz ci-dessus, on a
u
B
1,ωi
ω−i = π
(N−1)·B1,ωi ·
p−1∏
a=1
ΓN(
a
p
)ω
i(a) = (−N)B1,ωi ·
p−1∏
a=1
ΓN (
a
p
)ω
i(a) ∈ Q×N ⊗Z Zp .
Cette e´galite´, combine´e avec la proposition 9, prouve le the´ore`me 9.
Si p est principal, engendre´ par ǫ ∈ Z[ζp], on a par construction :
u
B1,ωi
ω−i
= ǫB1,ωi ·
∏
a∈F×p , a6≡1
log(σa(ǫ))
ωi(a)·B
1,ωi
et
N =
∏
a∈F×p
σa(ǫ)
donc ∏
a∈F×p , a6≡1
σa(ǫ)
(ωi(a)−1)·B
1,ωi = (−1)B1,ωi ·
p−1∏
a=1
ΓN(
a
p
)ω
i(a) .
D’apre`s la proposition 9, on obtient la formule annonce´e dans le the´ore`me 6.
Pour conclure cet article, il reste a` montrer le the´ore`me 11.
On doit montrer que Λ( β
N
) = 0 (mod p) ou` β ∈ Q(ζp)× est tel que K0 =
Q(ζp)(β
1
p ) (on voit β comme un e´le´ment de Q×N via la comple´tion de Q(ζp) en
p). Par la the´orie de Galois, on a
Gp ∈ Z[ζp] .
Comme G ∈ Q(ζp, ζN), on en de´duit qu’on peut choisir β = Gp. Les congruences de
Kummer (cf. [Gar10, p.5]) nous donnent :
G
(ζN − 1)
N−1
p
≡ −1
(N−1
p
)!
(mod P) .
On a :
N = (ζN − 1) · (ζ2N − 1) · ... · (ζN−1N − 1)
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et comme ζN ≡ 1 (mod P), on obtient
N
(ζN − 1)N−1 ≡ (N − 1)! ≡ −1 (mod P) .
Donc :
β
N
=
Gp
N
≡ −( −1
(N−1
p
)!
)p (mod p) .
Cela montre que β
N
est une puissance p-ie`me modulo p, donc que Λ( β
N
) = 1.
Cela ache`ve la preuve du the´ore`me 11.
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