This is a summary for the authors' article [OU1] (prerint (2009) arXiv: math.QA/0910.0718), including a new result on the five term relation for the dilogarithm. This note will appear in the RIMS Kôkyûroku for the conference on "Representation Theory and Combinatorics" held at Hokkaido University from August 25th to 28th, 2009.
Introduction
The aim of our work is to construct and research the fundamental solution of the formal KZ (Knizhnik-Zamolodchikov) equation via iterated integrals. First we establish the decomposition theorem for the normalized fundamental solution of the formal KZ equation on the moduli space M 0,5 (or, the formal KZ equation of two variables). Next we show that, by using iterated integrals, it can be viewed as a generating function of hyperlogarithms of the type M 0,5 . The decomposition theorem says that the normalized fundamental solution decomposes to a product of two factors which are the normalized fundamental solutions of the formal (generalized) KZ equations of one variable. Comparing the different ways of decomposition gives the generalized harmonic product relations of the hyperlogarithms. These relations properly contain the harmonic product of multiple polylogarithms.
The most simple case of the harmonic product is the following: Let us define Li k1,...,kr (z) = m k n l = Li k,l (1, 1; z 1 , z 2 ) + Li k+l (z 1 z 2 ) + Li l,k (1, 1; z 2 , z 1 ). (HPMPL)
Taking the limit, we have the harmonic product of multiple zeta values
(The harmonic product of multiple zeta values is considered from the viewpoint of arithmetic geometry in [BF] , [DT] , [F] .) Moreover we consider the transformation theory of the fundamental solution of the formal KZ equation of two variables and derive the five term relation for the dilogarithm due to Hill [Le] , Li 2 (z 1 z 2 ) = Li 2 −z 1 (1 − z 2 ) 1 − z 1 + Li 2 −z 2 (1 − z 1 ) 1 − z 2 + Li 2 (z 1 ) + Li 2 (z 2 ) + 1 2 log
For detailed accounts of the results in this note, see [OU1] and [OU2] . The transformation theory of the formal KZ equation of one variable (or the formal KZ equation on M 0,4 ) is studied in [OkU] .
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Definition of the formal KZ equation
First we introduce the formal KZ equation: It is defined on the configuration space of n points of P 1 (= the complement of the hyperplane arrangement associated with Dynkin diagram of A n−1 -type), which is by definition
The infinitesimal pure braid Lie algebra
is a graded Lie algebra for the lower central series of the fundamental group of (P 1 ) n * [I] . It is generated by the formal elements {X ij } 1≤i,j≤n with the defining relations (IPBR) (the infinitesimal pure braid relations)
By U(X), we denote the universal enveloping algebra of X. It has the unit I and has the grading with respect to the homogeneous degree of an element:
The formal KZ equation is by definition
which is a X-valued total differential equation (or, a connection) on (P 1 ) n * . (Such a formal equation was considered in [Ha] , [De] , [Dr] , [W] .)
The 1-forms ξ ij 's satisfy only the Arnold relations [A] as non-trivial relations of degree 2:
From (IPBR) and (AR), one can see that (KZ) is integrable and has PGL(2, C)-invariance. Hence (KZ) can be viewed as an equation on the moduli space
Hereafter we will call (KZ) the formal KZ equation on the moduli space M 0,n .
The formal KZ equation on
For analysis of (KZ), it is convenient to use the cubic coordinates on M 0,n [B] . Introducing the simplicial coordinates {y i } by
(fixing three points y n = ∞, y n−1 = 1, y n−2 = 0) the cubic coordinates {z i } are defined by blowing up at the origin,
We give representations of (KZ) for n = 4, 5. In the cubic coordinates of M 0,4 , we put z = z 1 and Z 1 = X 12 , Z 11 = −X 13 . Then (KZ) is represented as
which is referred to as the formal KZ equation of one variable. The singular divisors of this equation are D(M cubic 0,4 ) := {z = 0, 1, ∞}. The Lie algebra X is a free Lie algebra generated by Z 1 , Z 11 , and (AR) reduces to the trivial one ζ 1 ∧ ζ 11 = 0.
In the case of M 0,5 , we put
In the cubic coordinates of M 0,5 , (KZ) reads as
which is referred to as the formal KZ equation of two variables. The singular divisors of this equation are D(M cubic 0,5 ) := {z 1 = 0, 1, ∞} ∪ {z 2 = 0, 1, ∞} ∪ {z 1 z 2 = 1}. The Lie algebra X is generated by the five elements Z 1 , Z 11 , Z 2 , Z 22 , Z 12 with the defining relations
Non trivial relations among (AR) are
The following is a figure of the divisors D(M For a free shuffle algebra S = S(a 1 , . . . , a r ) generated by the alphabet a 1 , . . . , a r , we denote by 1 the unit, by • the product of concatenation and by x the shuffle product:
It is a graded algebra with respect to the homogeneous degree of an element. Let ζ 1 , ζ 11 be the 1-forms in (1KZ), and S(ζ 1 , ζ 11 ) a free shuffle algebra generated by them. For any word ϕ = ω 1 •· · ·•ω r (ω i = ζ 1 , or, ζ 11 ) in S(ζ 1 , ζ 11 ), we set the iterated integral by
which gives a many-valued analytic function on
A free shuffle algebra has the structure of a Hopf algebra, and S(ζ 1 , ζ 11 ) is a dual Hopf algebra of the universal enveloping algebra U(X).
The fundamental solution of (1KZ)
Next we consider the fundamental solution of (1KZ) normalized at the origin z = 0. We denote it by L(z). It is a solution satisfying the following condition:
It is easy to see thatL s (z) satisfies the following recursive equation:
Since the term
In terms of iterated integral, it is expressed aŝ
Here ad(Z 1 ) ∈ End(U(X)) stands for the adjoint operator by Z 1 , and µ(Z 11 ) ∈ End(U(X)) the multiplication of Z 11 from the left. From these considerations, it follows that the fundamental solution normalized at z = 0 exists and is unique.
The iterated integral in the right hand side is a multiple polylogarithm of one variable:
If |z| < 1, it has a Taylor expansion
where the right side above is a multiple zeta value,
(MZV)
The fundamental solution of the formal generalized KZ equation of one variable
Let us consider a generalization of (1KZ). For mutually distinct points a 1 , . . . , a m ∈ C − {0} we set
Here the coefficients X 0 , X 1 , . . . , X m are free formal elements. For r = 1, a 1 = 1, this is the formal KZ equation of one variable. This is a differential equation of the Schlesinger type with regular singular points 0, 1/a 1 , . . . , 1/a m , ∞. We call (G1KZ) the formal generalized KZ equation of one variable. Let X = C{X 0 , X 1 , . . . , X m } be a free Lie algebra generated by X 0 , X 1 , . . . , X m , and U(X) the universal enveloping algebra.
The free shuffle algebra S(ξ 0 , ξ 1 , . . . , ξ m ) where
is a dual Hopf algebra of U(X).
The fundamental solution L(z) normalized at the origin z = 0 of this equation exists and is unique. It satisfies the following conditions:
Here L( k1 a i1 · · · kr a ir ; z) is a hyperlogarithm of the general type:
For r = 1 and a 1 = 1, this is (1MPL). If |z| < min{
4 Let S = S(ζ 1 , ζ 11 , ζ 2 , ζ 22 , ζ 12 ) be a free shuffle algebra generated by ζ 1 , ζ 11 , ζ 2 , ζ 22 , ζ 12 which are 1-forms in (2KZ). The iterated integral of an element in S, in general, depends on the integral path. We want to construct a shuffle subalgebra of S such that the iterated integral of any element in this subalgebra depends only on the homotopy class of the integral path. We say that an element
where ω i ∈ {ζ 1 , ζ 11 , ζ 2 , ζ 22 , ζ 12 }, satisfies Chen's integrability condition [C1] if and only if
holds for any l (1 ≤ l < s) as a multiple differential form. Let B be the subalgebra of elements satisfying (CIC). We call it the reduced bar algebra, which coincides with the 0-th cohomology of the reduced bar complex [C2] associated with the Orlik-Solomon algebra [OT] generated by ζ 1 , ζ 11 , ζ 2 , ζ 22 , ζ 12 . For any element ϕ ∈ B, the iterated integral
2 ) ϕ gives a many-valued analytic function on 
where A := {ζ 1 , ζ 11 , ζ 2 , ζ 22 , ζ 12 }. For s > 2, B s is characterized as follows [B] ;
One can define a linear map
12 ) ⊗ S(ζ 2 , ζ 22 ) by the following procedure; (i) pick up the terms only having a form ψ 1 • ψ 2 ∈ S(ζ 1 , ζ 11 , ζ 12 ) • S(ζ 2 , ζ 22 ).
(ii) change each term ψ 1 • ψ 2 to ψ 1 ⊗ ψ 2 ∈ S(ζ 1 , ζ 11 , ζ 12 ) ⊗ S(ζ 2 , ζ 22 ).
(iii) replace ζ 12 to ζ One can show that
and that B is a dual Hopf algebra of U(X). Through this isomorphism and the duality, one can show the following proposition:
Proposition 1. The maps ι 1⊗2 and ι 2⊗1 are x-isomorphisms.
(Such an isomorphism is also obtained by [B] .) Let B 0 be the subspace of B spanned by elements which have no terms ending with ζ 1 and ζ 2 , and S 0 (ζ 1 , ζ 11 , ζ
12 ) (resp. S 0 (ζ 2 , ζ 22 )) the subspace spanned by elements which have no terms ending with ζ 1 (resp. ζ 2 ), and so on. They are shuffle algebras. One can show the following isomorphism: Proposition 2. By ι 1⊗2 and ι 2⊗1 ,
12 ) ⊗ S 0 (ζ 1 , ζ 11 ).
The free shuffle algebra S(ζ 1 , ζ 11 , ζ
12 ) is a polynomial algebra over S 0 (ζ 1 , ζ 11 , ζ
12 ) of the variable ζ 1 as a shuffle algebra [R] :
as a shuffle algebra. Applying these isomorphisms to Proposition 2, we have Proposition 3. The reduced bar algebra B is a polynomial algebra over B 0 of the variables ζ 1 , ζ 2 as a shuffle algebra:
Assume that 0 < |z 1 |, |z 2 | < 1 and define the following two contours C 1⊗2 , C 2⊗1 :
The composition of paths C • C ′ is defined by connecting C after
Since the map ι 1⊗2 (resp. ι 2⊗1 ) picks up the terms of B 0 whose iterated integral along C 1⊗2 (resp. C 2⊗1 ) does not vanish, we have
The fundamental solution of (2KZ)
We consider the fundamental solution L(z 1 , z 2 ) of (2KZ) normalized at the origin (z 1 , z 2 ) = (0, 0). It is a solution satisfying the following conditions:
andL 0 (z 1 , z 2 ) = I. We put
It is easy to see thatL s (z 1 , z 2 ) satisfies the following recursive equation:
Hence we haveL
Here we use the following convention of notations:
This says that the fundamental solution normalized at (z 1 , z 2 ) = (0, 0) exists and is unique. Moreover we can show that
5 Decomposition theorem and hyperlogarithms
The decomposition theorem of the normalized fundamental solution
We consider the following four formal (generalized) 1KZ equation. In the following d z1 (resp. d z2 ) stands for the exterior differentiation by the variable z 1 (resp. z 2 ):
2⊗1 = ζ 1 Z 1 + ζ 11 Z 11 . The fundamental solution normalized at the origin to each equation satisfies the conditions
at the origin decomposes to product of the normalized fundamental solutions of the (generalized) formal 1KZ equations as follows:
(ii) If the decomposition
holds, where
does, we have G
The iterated integral solution along the contours C 1⊗2
and C 2⊗1
From (IIFORM), we can choose C 1⊗2 as the integral contour in (IISOL). Hence we havê
, and W 0 (A) stands for the set of words of the letters A which do not end with Z 1 , Z 2 .) α : U(X) → End(U(X)) is an algebra homomorphism
(1) 12 ) and θ (2) 1⊗2 : U(C{Z 2 , Z 22 }) → S(ζ 2 , ζ 22 ) are linear maps defined by replacing
12 .
In the same way, we havê 2⊗1 : U(C{Z 1 , Z 11 }) → S(ζ 1 , ζ 11 ) are linear maps defined by replacing
This says that each decomposition in Proposition 4 corresponds to the choice of the integral contours C 1⊗2 , C 2⊗1 .
Hyperlogarithms of the type M 0,5
In (HLOG), let m = 2, a 1 = 1, a 2 = z 2 , replace ξ 0 , ξ 1 , ξ 2 by ζ 1 , ζ 11 , ζ
12 respectively, and put ζ(a i ) = ξ i (i = 1, 2). Then (HLOG) reads as
which is referred to as a hyperlogarithm of the type M 0,5 . If a i1 = · · · = a ir = 1, it is a multiple polylogarithm of one variable (1MPL)
is called a multiple polylogarithm of two variables. They constitute a subclass of hyperlogarithms of the type M 0,5 . We should note that, in the previous subsection, the iterated integral
is a hyperlogarithm of the type M 0,5 , and the iterated integral
is a multiple polylogarithm of one variable. Thus, the normalized fundamental solution L(z 1 , z 2 ) is a generating function of hyperlogarithms of the type M 0,5 .
6 Relations of multiple polylogarithms 6.1 Generalized harmonic product relations of hyperlogarithms
From Proposition 2, one can define
and
} is a linearly independent set, we obtain the following proposition:
Proposition 5. We have
We call (GHPR) the generalized harmonic product relations of hyperlogarithms.
Remark 6. We have actually
For the proof, see [OU1] .
Harmonic product of multiple polylogarithms
Hence (GHPR) for this case reads as
Moreover, by induction, one can prove that the generalized harmonic product relations properly contain the harmonic product of multiple polylogarithms such as (HPMPL). Taking the limit, we have harmonic product of multiple zeta values. Thus we can interpret the harmonic product of multiple zeta values as a connection problem for the formal KZ equation such as (HPMZV).
The five term relation for the dilogarithm
We define the action of S n on M 0,n by σ(x i ) = x σ(i) . For n = 5, the action of σ = (23)(45) ∈ S 5 is given, in the cubic coordinates, by a birational transformation on P 1 × P 1 such as σ(z 1 , z 2 ) = −z 1 (1 − z 2 ) 1 − z 1 , −z 2 (1 − z 1 ) 1 − z 2 .
It satisfies σ 2 = id and preserves the divisors D(M cubic 0,5 ). Let σ * : B → B be the pull back induced by σ, σ * ζ 1 = ζ 1 + ζ 11 − ζ 22 , σ * ζ 11 = −ζ 11 + ζ 12 , σ * ζ 2 = −ζ 11 + ζ 2 + ζ 22 , σ * ζ 22 = −ζ 22 + ζ 12 , σ * ζ 12 = ζ 12 .
and define an automorphism σ * : U(X) → U(X) by (σ * ⊗ id)Ω = (id ⊗σ * )Ω.
Hence we have σ * Z 1 = Z 1 , σ * Z 11 = Z 1 − Z 11 − Z 2 , σ * Z 2 = Z 2 , σ * Z 22 = −Z 1 + Z 2 − Z 22 , σ * Z 12 = Z 11 + Z 22 + Z 12 .
Since (id ⊗σ * ) −1 (σ * ⊗ id)Ω = (σ * ⊗ σ Therefore the connection formula for L(z 1 , z 2 ) andL(z 1 , z 2 ) is written as L(z 1 , z 2 ) = L(z 1 , z 2 ) exp(−sgn(Imz 1 ) πiZ 1 ) exp(−sgn(Imz 2 ) πiZ 2 ).
For the later use, it is convenient to rewrite this as follows:
(σ * L)(z 1 , z 2 ) = (σ * L)(z 1 , z 2 ) exp(−sgn(Imz 1 ) πiZ 1 ) exp(−sgn(Imz 2 ) πiZ 2 ).
The terms [Z 1 , Z 11 ] and [Z 2 , Z 22 ] in the both sides above appear in σ * L 2 (z 1 , z 2 ) and σ * L2 (z 1 , z 2 ). Comparing the coefficients of [Z 1 , Z 11 ], we have Li 2 −z 1 (1 − z 2 ) 1 − z 1 = Li 1,1 (1, 1; z 1 , z 2 ) − Li 2 (z 1 ) − Li 1,1 (z 1 ) + Li 2 (0, 1; z 1 , z 2 ),
and comparing the coefficients of [Z 2 , Z 22 ], Li 2 −z 2 (1 − z 1 ) 1 − z 2 = − Li 1,1 (1, 1; z 1 , z 2 ) − Li 2 (z 2 ) − Li 1,1 (z 2 ) + Li 1 (z 2 ) Li 1 (z 1 ).
(L2)
