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Abstract
In this paper, we have obtained a necessary and sufficient condition on (λn) for the series∑
λnan to be |A|k summable, k ≥ 1, whenever
∑
an is |A| summable. As a consequence we
extend some known results of Sarıgo¨l [2].
1. Introduction
Let
∑
an be a given infinite series with the partial sums (sn), and let A = (anv) be a normal
matrix, i.e., a lower triangular matrix of nonzero diagonal entries. Then A defines the sequence-
to-sequence transformation, mapping the sequence s = (sn) to As = (An(s)), where
An(s) =
n∑
v=0
anvsv, n = 0, 1, ... (1)
The series
∑
an is said to be summable |A|k , k ≥ 1, if (see [3])
∞∑
n=1
nk−1
∣∣∆¯An(s)∣∣k <∞, (2)
where
∆¯An(s) = An(s)−An−1(s)
and it is said to be |R, pn|k summable (see [5])if (2) holds when A is a Riesz matrix.
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By a Riesz matrix we mean one such that
anv =
pv
Pn
, for 0 ≤ v ≤ n, and anv = 0 for v > n,
where (pn) is a sequence of positive real numbers such that
Pn =
n∑
v=0
pv →∞, (n→∞), (P−i = p−i = 0, i ≥ 1) .
Sarıgo¨l [2] has proved the following theorem for |R, pn|k summability method.
Theorem A. Suppose that (pn) and (qn) are positive sequences with Pn → ∞ and Qn → ∞ as
n → ∞. Then
∑
anλn is summable |R, qn|k, k ≥ 1, whenever
∑
an is summable |R, pn|, if and
only if
(a) λn = O
{
n
1
k
−1 qnPn
pnQn
}
,
(b) Wn△ (Qn−1λn) = O
(
pn
Pn
)
, (3)
(c) Qnλn+1Wn = O(1),
where, provided that
Wn =
{
∞∑
v=n+1
vk−1
(
qv
QvQv−1
)k} 1k
<∞.
Lemma. ([4]) A = (anv) ∈ (l1, lk) if and only if
sup
v
∞∑
n=1
|anv|
k <∞ (4)
for the cases 1 ≤ k < ∞, where (l1, lk) denotes the set of all matrices A which map l1 into
lk = {x = (xn) :
∑
|xn|
k <∞}.
2. The main result. The aim of this paper is to generalize Theorem A for absolute matrix
summability. Before stating the main theorem we must first introduce some further notations.
Given a normal matrix A = (anv), we associate two lover semimatrices A¯ = (a¯nv) and Aˆ = (aˆnv)
as follows:
a¯nv =
n∑
i=v
ani, n, v = 0, 1, ... (5)
2
and
aˆ00 = a¯00 = a00, aˆnv = a¯nv − a¯n−1,v n = 1, 2, ... (6)
It may be noted that A¯ and Aˆ are the well-known matrices of series-to-sequence and series-to-series
transformations, respectively. Then, we have
An(s) =
n∑
v=0
anvsv =
n∑
v=0
anv
v∑
i=0
ai
=
n∑
i=0
ai
n∑
v=i
anv =
n∑
i=0
a¯niai (7)
and
∆¯An(s) =
n∑
i=0
a¯niai −
n−1∑
i=0
a¯n−1,iai
= a¯nnan +
n−1∑
i=0
(a¯ni − a¯n−1,i)ai
= aˆnnan +
n−1∑
i=0
aˆniai =
n∑
i=0
aˆniai. (8)
If A is a normal matrix, then A′ = (a′nv) will denote the inverse of A. Clearly, if A is normal then
Aˆ = (aˆnv) is normal and it has two-sided inverse Aˆ
′ = (aˆ′nv), which is also normal (see [1]).
Now we shall prove the following theorem.
Theorem. Let k ≥ 1, A = (anv) and B = (bnv) be two positive normal matrices. In order that∑
anλn is summable |B|k, whenever
∑
an is summable |A| it is necessary that
|λn| = O
{
n
1
k
−1 ann
bnn
}
, (9)
∞∑
n=v+1
nk−1|∆v(bˆnvλv)|
k = O(avv)
k, (10)
∞∑
n=v+1
nk−1|bˆn,v+1λv+1|
k = O(1), (11)
an−1,v ≥ anv, for n ≥ v + 1, (12)
a¯n0 = 1, n = 0, 1, 2, ... . (13)
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Then (9)-(11) and
b¯n0 = 1, n = 0, 1, 2, ..., (14)
ann − an+1,n = O(ann an+1,n+1), (15)
n∑
v=r+2
∣∣∣bˆnv∣∣∣ |aˆ′vrλv| = O( bnnann |λn|) (16)
are also sufficient.
It should be noted that if we take anv =
pv
Pn
and bnv =
qv
Qn
, then we get Theorem A.
Proof of the theorem.
Necessity. Let (xn) and (yn) denote A-transform and B-transform of the series
∑
an and
∑
anλn,
respectively. Then, by (7) and (8), we have
∆xn =
n∑
v=0
aˆnvav and ∆yn =
n∑
v=0
bˆnvavλv. (17)
For k ≥ 1, we define
A =
{
(ai) :
∑
ai is summable |A|
}
,
B =
{
(aiλi) :
∑
aiλi is summable |B|k
}
.
Then it is routine to verify that these are BK-spaces, if normed by
‖X‖ =
{
∞∑
n=0
| ∆xn |
}
(18)
and
‖Y ‖ =
{
∞∑
n=0
nk−1 | ∆yn |
k
} 1
k
(19)
respectively.
Since
∑
an is summable |A| implies
∑
anλn is summable |B|k, by the hypothesis of the theorem,
‖X‖ <∞⇒ ‖Y ‖ <∞.
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Now consider the inclusion map c: A→B defined by c(x)=x. This is continous, which is immediate
as A and B are BK-spaces. Thus there exists a constant M such that
‖Y ‖ ≤M ‖X‖ . (20)
By applying (17) to av = ev − ev+1 ( ev is the v-th coordinate vector), we have
∆xn =


0 , if n < v
aˆnv , if n = v
∆vaˆnv , if n > v
and
∆yn =


0 , if n < v
bˆnvλv , if n = v
∆v(bˆnvλv) , if n > v.
So (18) and (19) give us
‖X‖ =
{
avv +
∞∑
n=v+1
| ∆v aˆnv |
}
and
‖Y ‖ =
{
vk−1bvv | λv |
k +
∞∑
n=v+1
nk−1 | ∆v
(
bˆnvλv
)
|k
} 1
k
.
Hence it follows from (20) that
vk−1bvv | λv |
k +
∞∑
n=v+1
nk−1 | ∆v bˆnvλv |
k ≤ Mkakvv +M
k
∞∑
n=v+1
| ∆v aˆnv |
k .
Using (12), we can find
vk−1bvv | λv |
k +
∞∑
n=v+1
nk−1 | ∆v(bˆnvλv) |
k= O
{
akvv
}
.
The above inequality will be true iff each term on the left hand side is O
{
akvv
}
. Taking the first
term,
vk−1bvv | λv |
k= O
{
akvv
}
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then
| λv |= O
{
v
1
k
−1 avv
bvv
}
which verifies that (9) is necessary.
Using the second term we have,
∞∑
n=v+1
nk−1 | ∆v(bˆnvλv) |
k= O
{
| avv |
k
}
which is condition (10).
Now if we apply (17) to av = ev+1, we have,
∆xn =

 0 , if n ≤ vaˆn,v+1 , if n > v
and
∆yn =

 0 , if n ≤ vbˆn,v+1λv+1 , if n > v
respectively.
Hence
‖X‖ =
{
∞∑
n=v+1
| aˆn,v+1 |
}
,
‖Y ‖ =
{
∞∑
n=v+1
nk−1 | bˆn,v+1λv+1 |
k
} 1
k
.
Hence it follows from (20) that
∞∑
n=v+1
nk−1 | bˆn,v+1λv+1 |
k≤Mk
{
∞∑
n=v+1
| aˆn,v+1 |
}k
.
Using (13) we can find
∞∑
n=v+1
nk−1 | bˆn,v+1λv+1 |
k= O(1)
which is condition (11).
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Sufficiency. We use the notations of necessity. Then
∆xn =
n∑
v=0
aˆnvav (21)
which implies
av =
v∑
r=0
aˆ′vr ∆xr . (22)
In this case
∆¯yn =
n∑
v=0
bˆnvavλv =
n∑
v=0
bˆnvλv
v∑
r=0
aˆ′vr∆¯xr.
On the other hand, since
bˆn0 = b¯n0 − b¯n−1,0
by (14), we have
∆¯yn =
n∑
v=1
bˆnvλv{
v∑
r=0
aˆ′vr ∆¯xr}
=
n∑
v=1
bˆnvλv{aˆ
′
vv ∆¯xv + aˆ
′
v,v−1 ∆¯xv−1 +
v−2∑
r=0
aˆ′vr ∆¯xr}
=
n∑
v=1
bˆnvλv aˆ
′
vv ∆¯xv +
n∑
v=1
bˆnvλv aˆ
′
v,v−1 ∆¯xv−1 +
n∑
v=1
bˆnvλv
v−2∑
r=0
aˆ′vr ∆¯xr
= bˆnnλn aˆ
′
nn ∆¯xn +
n−1∑
v=1
(bˆnvλv aˆ
′
vv + bˆn,v+1λv+1 aˆ
′
v+1,v) ∆¯xv
+
n−2∑
r=0
∆¯xr
n∑
v=r+2
bˆnvλv aˆ
′
vr. (23)
By considering the equality
n∑
k=v
aˆ′nkaˆkv = δnv
where δnv is the Kronocker delta, we have that
bˆnvλv aˆ
′
vv + bˆn,v+1λv+1 aˆ
′
v+1,v =
bˆnvλv
aˆvv
+ bˆn,v+1λv+1 (−
aˆv+1,v
aˆvv aˆv+1,v+1
)
=
bˆnvλv
avv
−
bˆn,v+1λv+1 (a¯v+1,v − a¯v,v)
avv av+1,v+1
=
bˆnvλv
avv
−
bˆn,v+1λv+1 (av+1,v+1 + av+1,v − avv)
avv av+1,v+1
=
∆v
(
bˆnvλv
)
avv
+ bˆn,v+1λv+1
avv − av+1,v
avv av+1,v+1
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and so
∆¯yn =
bnnλn
ann
∆¯xn +
n−1∑
v=1
∆v
(
bˆnvλv
)
avv
∆¯xv +
n−1∑
v=1
bˆn,v+1λv+1
avv − av+1,v
avv av+1,v+1
∆¯xv
+
n−2∑
r=0
∆¯xr
n∑
v=r+2
bˆnvλv aˆ
′
vr.
Let
Tn(1) =
bnnλn
ann
∆¯xn +
n−1∑
v=1
∆v
(
bˆnvλv
)
avv
∆¯xv +
n−1∑
v=1
bˆn,v+1λv+1
avv − av+1,v
avv av+1,v+1
∆¯xv,
Tn(2) =
n−2∑
r=0
∆¯xr
n∑
v=r+2
bˆnvλv aˆ
′
vr.
Since
|Tn(1) + Tn(2)|
k ≤ 2k
(
|Tn(1)|
k + |Tn(2)|
k
)
to complete the proof of theorem, it is sufficient to show that
∞∑
n=1
nk−1 |Tn(i)|
k
<∞ for i = 1, 2.
Then
Tn(1) = n
1− 1
k Tn(1)
= n1−
1
k
bnnλn
ann
∆¯xn + n
1− 1
k
n−1∑
v=1
∆v
(
bˆnvλv
)
avv
∆¯xv + n
1− 1
k
n−1∑
v=1
bˆn,v+1λv+1
avv − av+1,v
avv av+1,v+1
∆¯xv
=
∞∑
v=1
cnv∆¯xv
where
cnv =


n1−
1
k
(
∆v(bnvλv)
avv
+ bˆn,v+1λv+1
avv−av+1,v
avv av+1,v+1
)
, if 1 ≤ v ≤ n− 1
n1−
1
k
bnnλn
ann
, if v = n
0 , if v > n.
Now
∑
|Tn(1)|
k <∞ whenever
∑
|∆¯xn| <∞
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is equivalently
sup
v
∞∑
n=1
|cnv|
k <∞ (24)
by Lemma. But (24) is equivalent to
∞∑
n=v
|cnv|
k = O(1)

n1−
1
k |
bnnλn
ann
|k +
∞∑
n=v+1
n1−
1
k
∣∣∣∣∣∣
∆v
(
bˆnvλv
)
avv
+ bˆn,v+1λv+1
avv − av+1,v
avv av+1,v+1
∣∣∣∣∣∣
k


= O(1) as v →∞. (25)
Finally
∞∑
n=2
nk−1 |Tn(2)|
k
=
∞∑
n=2
nk−1
∣∣∣∣∣
n−2∑
r=0
∆¯xr
n∑
v=r+2
bˆnv aˆ
′
vrλv
∣∣∣∣∣
k
= O(1)
∞∑
n=2
nk−1
∣∣∣∣∣
n−2∑
r=0
∆¯xr
bnnλn
ann
∣∣∣∣∣
k
.
Then as in Tn(1), we have that
Tn(2) =
n−2∑
r=0
n1−
1
k ∆¯xr
bnn|λn|
ann
=
∞∑
r=1
dnr∆¯xr
where
dnr =

 n
1− 1
k
bnnλn
ann
, if 0 ≤ r ≤ n− 2
0 , if r > n− 2.
Now
∑
|Tn(2)|
k <∞ whenever
∑
|∆¯xn| <∞
is equivalently
sup
r
∞∑
n=1
|dnr|
k <∞ (26)
by Lemma. But (26) is equivalent to
∞∑
n=r
|dnr |
k = O(1)
∞∑
n=r+2
∣∣∣∣n1− 1k bnnλnann
∣∣∣∣
k
= O(1). (27)
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Therefore, we have
∞∑
n=1
nk−1 |Tn(i)|
k
<∞ for i = 1, 2.
This completes the proof of theorem.
References
[1] R. G. Cooke, Infinite matrices and sequence spaces, Macmillan, (1950).
[2] M. A. Sarıgo¨l, On the absolute riesz summability factors of infinite series, Indian J. Pure Appl.
Math., 23 (12) (1992), 881-886.
[3] N.Tanovic˘-Miller, On strong summability, Glasnik Matematicki, 34 (1979), 87-97.
[4] I. J. Maddox, Elements of functional analysis, Cambridge University Press, (1970).
[5] C. Orhan, On Equivalence of Summability Methods, Math Slovaca, 40 (1990), 171-175.
10
