In this paper, a collocation method based on Bessel functions of the first kind is presented to compute the approximate solutions of a class of high-order nonlinear differential equations under the initial and boundary conditions. First, the matrix forms of the Bessel functions of the first kind and their derivatives are constructed. Second, by using these matrix forms, collocation points and the matrix operations, a nonlinear differential equation problem is converted to a system of nonlinear algebraic equations. The solutions of this system give the coefficients of the assumed approximate solution. To demonstrate the validity and applicability of the technique, numerical examples are included and comparisons are made with existing results. The results show the efficiency and accuracy of the present work.
Introduction
Nonlinear differential equations play a significant role in many physical and technical applications [1] [2] [3] [4] [5] [6] [7] [8] including the simulation of electrical networks and mechanical systems as well as the solutions of various fluid dynamics equations. Most of these equations do not have analytical solutions, but numerical techniques may be used to obtain approximate solutions. For example, various nonlinear differential equations have been solved using the Taylor matrix method [9] , the closed-form method [10] , Chebyshev polynomial approximations [11] , the variational iteration method [12] , the subdomain finite element method [13] , the differential quadrature method [14, 15] , the variational iteration method [16, 17] , He's variational iteration method [18] , the cubic B-spline scaling functions and Chebyshev cardinal functions [19] , the homotopy perturbation method [20, 21] , the variation of parameters method [22] , the Adomian decomposition method [23, 24] , the quintic B-spline differential quadrature method [25] , the variational iteration method, the power series method [26] , the Adomian decomposition method [27] , the Pade series method [28] , the Legendre polynomial function approximation [29] , the Taylor method [30] , the Chebyshev series method [31] and the modified variational iteration method [32] . Recently, the Taylor, Chebyshev, Legendre, Bernstein and Bessel matrixcollocation methods have been used [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] to solve some types of differential, integral, integro-differential-difference equations. Additionally, Sheikholeslami et al. [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] studied on solutions to various differential equations and model problems.
In this paper, by means of collocation points and the matrix relations between the Bessel functions of the first kind, the Bessel collocation method [38, 39] 
where y (0) (x) = y(x), y 0 (x) = 1 and y(x) is an unknown function. The known functions P k,r (x), Q k,r (x) and g(x) are defined on the interval a ≤ x ≤ b, and a jk , b jk and γ j are real or complex constants. The aim of this paper is to find an approximate solution of (1) expressed in the truncated Bessel series form of
Here, a n , n = 0,1,2,...,N are the unknown Bessel coefficients. N is chosen as any positive integer such that N ≥ m, and J n (x), n = 0, 1, 2,. . .,N are the Bessel functions of the first kind defined by
, n ∈ N, 0 ≤ x < ∞.
Main matrix relations required for the solution method
First, the Bessel polynomials J n (x) can be written in the matrix form as follows [38, 39] :
where
If N is odd and even, respectively, the following is true:
The desired solution y(x) of Eq. (1) is defined by the truncated Bessel series in Eq. (3) . Then, the function defined in Eq. (3) can be written in the matrix form
On the other hand, it is clearly seen from [38] that the relation between the matrix X(x) and its derivatives X (k) (x) is
Using relations (5) and (6), the matrix relation exists as follows:
Using collocation points x i defined by
in Eq. (5), the system of matrix equations becomes
or in compact form
. . .
Similarly, substituting the collocation points of Eq. (8) into y r (x)y (k) (x) [42] and y (r) (x)y (k) (x) while using the relations in (7), the matrix representation can be obtained as follows:
whereȲ =XDĀ and (Ȳ) (r) =X(B)
Solution method
To obtain a Bessel polynomial solution of Eq. (1) under the mixed conditions in Eq. (2), the following matrix method is used. This method is based on computing the Bessel coefficients by means of collocation points. First, the collocation points are substituted in Eq. (1) as
Then, this system can be written in the following matrix form:
Substituting the relations (10) and (12) into Eq. (13), the fundamental matrix equation can be obtained as
Briefly, Eq. (14) can also be written in the form,
Here, Eq. (15) corresponds to a system of the (N + 1) nonlinear algebraic equations with the unknown Bessel coefficients a n , n = 0,1,2,...,N. Now, a matrix representation of the mixed conditions in Eq. (2) can be found. Using the relation in Eq. (7) at points a and b, the matrix representation of the mixed conditions in Eq. (2) that depends on the Bessel coefficients in matrix A becomes
or briefly
Consequently, by replacing the row matrices in (16) by the m rows of the augmented matrix (15), the new augmented matrix becomes
which is a nonlinear algebraic system. For convenience, if the last rows of the matrix are replaced, the new augmented matrix of the above system is as follows:
However, the last rows in the above matrix do not need to be replaced. For example, if matrix W is singular, the rows that have the same factor or are all zero are replaced. Thus, by solving the nonlinear system in (17), the unknown Bessel coefficients a n , n = 0,1,2,...,N are determined and substituted into (3), and the Bessel polynomial solution is found.
Solution accuracy
The accuracy of the method can easily be checked since the truncated Bessel series (3) is an approximate solution of Eq. (1) . When the function y N (x) and its derivatives are substituted into Eq. (1), the resulting equation must be satisfied approximately; that is, for
If max 10 −k q = 10 −k (k is any positive integer) is prescribed, then the truncation limit N is increased until the difference E(x q ) at each point becomes smaller than the prescribed 10 −k , as in [38] [39] [40] [43] [44] . On the other hand, the error can be estimated by the function
Numerical examples
The method of this study is useful in finding the numerical solution of the nonlinear ordinary differential equations in terms of Bessel polynomials as well as the error analysis of the solutions. In this regard, tables and figures in this work illustrate the values of the exact solution y(x), the polynomial approximate solution y N (x), the error function
and the absolute error function e N (x) = |y(x) − y N (x)| at the selected points of the given interval. All the numerical computations have been done using Maple and MATLAB. The numerical solution is illustrated with the following examples.
Example 1. [9]
The Abel differential equation is considered first.
with initial condition
and the approximate the solution y(x) by the Bessel polynomial is
where N = 4, P 0,0 (x) = x, P 0,1 (x) = 1, P 0,2 (x) = x 2 , P 1,1 (x) = 1 and g(x) = xe −x + x 2 e −3x . Hence, the set of collocation points (8) for N = 4 is computed as
From Eq. (14), the fundamental matrix equation of the problem is Exact solution Taylor matrix method [9] Present method Table 1 shows the numerical results of the exact solution, the approximate solutions and absolute error functions obtained by the present method and the Taylor matrix method [9] . Fig. 1(a) displays the exact solution and the approximate solutions obtained by the present method and the Taylor matrix method [9] . Fig. 1(b) shows the absolute error functions obtained by the present method and the Taylor matrix method [9] . It is seen from Table 1 and Fig. 1 that the results obtained by the present method are better than that obtained by the Taylor matrix method.
Example 2. Consider the fourth order nonlinear differential equation
with initial conditions y(0) = 0, y (1) (0) = 1, y (2) (0) = 0, y (3) (0) = −1 and the exact solution y(x) = sin(x). 
Exact solution
Present method Here, P 0,0 (x) = cos(x), P 3,2 (x) = −1, P 4,0 (x) = 1, Q 2,1 (x) = sin(x) and g(x) = sin(x)(1 + cos(x)). From Eq. (14), the fundamental matrix equation of the problem is
As in previous example, the approximate solutions are found by the Bessel polynomials of the problem for N = 5, 8 and 11, respectively, Tables 2 and 3 show numerical results of the exact solution, the approximate solutions, the error functions and the absolute error functions of Eq. (19) by the present method for N = 5, 8 and 11, respectively. The exact and approximate solutions are displayed in Fig. 2(a) . The error functions E N (x) for N = 5, 8, 11 are compared in Fig. 2(b) , and Fig. 2 (c) Table 3 Numerical results of the error functions E N (x) and the absolute error functions e N (x) of Eq. (19) .
The numerical results of the errors functions E N (x i )
The numerical results of the absolute errors e N (x i ) shows the zoomed Fig. 2(b) for the interval 0.2 ≤ x ≤ 1. The absolute error functions e N (x) for N = 5, 8, 11 are compared in Fig. 2(d) , and Fig. 2(e) shows the zoomed Fig. 2(d) for the interval 0.2 ≤ x ≤ 1. It is seen from Tables 2 and 3 and Fig. 2 that the numerical results of the absolute errors are better than the numerical results of the error functions. Additionally, Table 3 and Fig. 2 show that as N increases, the errors decrease more rapidly.
Example 3.
[59] Consider the fifth order nonlinear differential equation
with boundary conditions y(0) = y (1) (0) = y (2) (0) = 1, y(1) = y (1) (1) = e and exact solution y(x) = e x . Here, P 0,1 (x) = −e −x , P 5,0 (x) = 1 and g(x) = 0.
From Eq. (14), the fundamental matrix equation of the problem is
By following the method given in Section 3, the approximate solutions are computed by the Bessel polynomials of the problem for N = 6, 9 and 12, respectively, Table 4 shows numerical results of the exact solution and the approximate solutions obtained by the present method of Eq. (20) for N = 6, 9 and 12. Fig. 3(a) displays the exact solution and the approximate solutions obtained by the present method of Eq. (20) for N = 6, 9 and 12. The numerical results of the absolute error functions obtained by the present method for N = 6, 9 and 12, the Variational iteration method [59] and Decomposition method [60] are compared in Table 5 . Fig. 3(b) displays the absolute error functions obtained by the present method for N = 6, 9 and 12 as well as the variational iteration method [59] and decomposition method [60] . Fig. 3(c) shows the zoomed Fig. 3(b) in the interval 0.2 ≤ x ≤ 1. It is seen from Table 5 and Fig. 3(b) -(c) that the results obtained by the present method are better than that obtained by the other methods. Additionally, as be seen from Table 4 and Fig. 3(a) , the result obtained by the Bessel polynomial method for N = 12 is almost the same as the results of the exact solution.
Example 4. [20] Consider the Riccati equation with initial condition y(0) = 0 and exact solution y(
where P 1,0 (x) = 1, P 0,0 (x) = −2, P 0,1 (x) = 1, and g(x) = 1. This problem was solved by homotopy perturbation method [20] and the standard Adomian's decomposition method [61] ; the approximate the solutions were found as follows: Table 5 The numerical results of the absolute error functions for the x i value of Eq. (20) .
Absolute errors e(x i ) with variational iteration method [59] Absolute errors e(x i ) with decomposition method [60] Absolute errors with Present method for N = 6, 9 and 12 Table 6 Numerical results of the solutions of Eq. (21).
Exact solution Adomian method [61] Homotopy method [20] Present method 
Hence, the approximate solutions are found by solving the Bessel polynomials of the problem for N = 5 and 8, respectively,
For the numerical results of Eq. (22), see Tables 6 and 7 , we display the exact solution and the approximate solutions obtained by the present method, the Adomian method [61] and the homotopy method [20] of Eq. (21) in Fig. 4(a) . Table 7 show the numerical results of the absolute error functions obtained the present method, the Adomian method [61] and the homotopy method [20] . Fig. 4 (c) displays the zoomed in Fig. 4(b) in the interval 0.2 ≤ x ≤ 1. It is seen from Tables 6 and 7 and Fig. 4 that our results are better than those obtained by the other methods. Thereby, the approximate solutions by the Bessel polynomials of the problem for N = 4 are the same as y(x) = x 4 , the exact solution.
Conclusions
Nonlinear ordinary differential equations are usually difficult to solve analytically. In many cases, approximate solutions are required. For this purpose, a numerical approach using the Bessel functions of the first kind is presented for a class of nonlinear differential equations. The method is explained by the numerical examples. The solutions and error function values are presented in the figures and tables; the results are effective. Additionally, the results are compared with other methods and the exact solutions; it is clear that the present method gives good results. The numerical results show that the solution accuracies improve when N is increased, as shown in the tables and figures. One considerable advantage of the method is that the Bessel coefficients of the solution are found very easily using the computer programs.
