Abstract. Sensitivity-based methods are extensively used to construct differentially private mechanisms. In this paper, we realize that designing a differentially private mechanism can be considered as finding a randomized mapping between two metric spaces. The metric in the first metric space can be considered as a metric about privacy and the metric in the second metric space can be considered as a metric about utility. We find that the sensitivity-based methods are those just using the metric about utility to construct mechanisms. By the observation, we design mechanisms based on the metric about privacy. Furthermore, we design mechanisms based on the composition of the two metrics. Moreover, we find that most mechanisms, such as the global sensitivity mechanism [1], the Staircase mechanism [2,3], the Ladder mechanism [4] and the K-norm mechanism [5, 6] , can be considered as special cases of our mechanisms. Finally, we analyze these mechanisms and apply them to the subgraph counting problem and the linear query problem. The experiments show that our mechanisms (in most cases) have more accurate results than the state of the art mechanisms.
Introduction
Differential privacy studies how to query dataset while preserving the privacy of individuals whose sensitive informations are contained in the dataset. The key of differential privacy is to find efficient algorithms (or in other words, mechanisms) to query sensitive dataset to obtain (relatively) accurate outputs while satisfying differential privacy. The global sensitivity-based method [1] is an efficient and widely used method to achieve differential privacy. Explicitly, the global sensitivity of a query function is its maximum difference when evaluated on any two neighbouring datasets (differing on at most one record), and the global sensitivity-based method is to perturb the query result with noise of magnitude proportional to the global sensitivity [1] . Although the global sensitivitybased method is powerful, it works poorly when the global sensitivity is large.
Due to this reason, there are a lot of works to improve the global sensitivitybased method, such as the smooth sensitivity-based method [7] and the local sensitivity-based method [4] among other variants or approximation methods [8, 9, 10, 11] , where the local sensitivity of a query f on a dataset x is the maximum difference of f (x) with the value of its any neighboring dataset, and the smooth sensitivity is a compromise between the global sensitivity and the local sensitivity. The (global or local) sensitivity has long been seen as a mark of the noise magnitude needed in order to satisfy differential privacy in practice. However, there is seldom theoretical result to support this point. Our questions are: Does there exist query function which has very large (global or local) sensitivity but has (relatively) accurate differentially private query results? Does there exist any other feature(s) which can characterize the noise magnitude needed to satisfy differential privacy. Are there other universal methods to design differentially private mechanisms except the sensitivity-based methods.
To answer these question, we first need to understand differential privacy in a simple way. However, since differential privacy model is task-specific, i.e., each query function needs a specific differentially private mechanism, which makes it hard to find common features to characterize all or most of differential privacy problems [12, 5, 13, 14, 15, 16, 9] . Due to this reason, we should first formalize differential privacy problems in a universal way.
Contribution
In this paper, we focus on how to design universal differentially private mechanisms. The contributions are as follows.
We first give an abstract model to formalize differential privacy problems in a universal way. In this model a differential privacy problem is modeled as finding a randomized mapping between two metric spaces. The privacy is modeled as the property of the randomized mapping to the first metric space and the utility is modeled as the property of the randomized mapping to the second metric space.
The above formalization makes it clear to understand most differential privacy problems. We reinterpret most of the sensitivity-based mechanisms, including the global sensitivity-based mechanisms [1, 2, 3] , the local sensitivity-based mechanism [4] etc., in a uniform way. These mechanisms can be considered as the mechanisms designed by using the second metric, which can be explained as the utility-oriented mechanisms. We then design the mechanisms which are based on the first metric and can be explained as the privacy-oriented mechanisms. We find that the K-norm mechanism [5, 6] can be considered as a special case of the later kind of mechanisms. Furthermore, we also construct several mechanisms by using the combination of the two metrics.
Finally, we analyze our mechanisms and apply them to the subgraph counting problem and the linear query problem. The experiments show that our mechanisms (in most cases) have more accurate results than the state of the art mechanisms.
Outline
The rest of the paper is organized as follows: Section 2 presents some fundamental materials. Section 3 gives an abstract model of differential privacy, which formalizes a differential privacy problem as finding a randomized mapping between two metric spaces. In Section 4, we construct six mechanisms by using the two metrics of the two metric spaces. In Section 5, we analyze the utility of our mechanisms. In Section 6 we apply the mechanisms in Section 4 to the subgraph counting problem and the linear query problem and give some experiments. Section 7 presents the related works. Finally, concluding remarks and a discussion of future works are presented in Section 8.
Preliminaries

Notations
LetN denote the set of the natural numbers including 0. Let z p represent the p -norm of z. LetQ = R − Q. In this paper, unless noted otherwise, any set is not a multiset.
Differential Privacy
A dataset is a collection (a multiset) of n records, each of which is derived from the record universe X and denotes the information of one individual. We use the histogram representation x ∈N |X | to denote the dataset x, where the ith entry x i of x represents the number of elements in x of type i ∈ X [12, 17, 18] . Two datasets x, x are said to be neighbors (or neighboring datasets) if x − x 1 = 1.
Differential privacy [19, 17] characterizes privacy problems by capturing the changes of outputs when one's record in a dataset is changed. The changes of datasets are captured by the notion of the neighboring datasets. For the dataset universe D and a query function f , let R = {f (x) : x ∈ D} and equip R with a Borel σ-algebra B.
Definition 1 (( , δ)-Differential Privacy). For the dataset universe D, let P(R) denote the set of all the probability measures on (R, B). A mapping M : D → P(R) gives ( , δ)-differential privacy if for all neighbors x, x ∈ D, and all S ∈ B,
where we abuse the notation M(x) as either denoting a probability distribution in P(R) or denoting a random variable following the probability distribution. If M satisfies ( , 0)-differential privacy, we say that M satisfies -differential privacy.
Achieving Differential Privacy
The global sensitivity-based method is a basic method to achieve differential privacy [1] . We first define the global sensitivity.
Definition 2 (Global Sensitivity). For the query function f : D → R, if R ⊆ R k , then the global sensitivity of f is defined as
Otherwise, letting q x : R → ( − ∞, 0] be the score function when inputting the dataset x and outputting the point r ∈ R, the global sensitivity of q x is defined as
The Laplace mechanism [19, 17] is one important global sensitivity-based mechanism and the Exponential mechanism [20] is one generalization of the global sensitivity-based mechanisms.
Definition 3. The Laplace mechanism M(x, f ) generates a real random vector r = (r 1 , . . . , r k ) with density
The Exponential mechanism M(x, q) outputs an element r ∈ R with probability proportional to exp(
). Both the Laplace mechanism and the Exponential mechanism satisfy -differential privacy [17] .
The Abstract Model of Differential Privacy
In this section, we give an abstract model of differential privacy, the intention of which is to reinterpret and formalize differentially private data processing problems in a universal way. There are somewhat similar treatments in [21, 22] .
The Dataset Metric Space and the Value Metric Space
The dataset universe is modeled as a set D on which a metricd is defined.
Definition 4 (Dataset Metric Space). Let f be a function defined on the set D on which a metricd is defined. Then the metric space (D,d) is called the dataset metric space of f . Two elements x, y ∈ D are said to be neighbors (or neighboring datasets) of distance k if k − 1 <d(x, y) ≤ k, for k ∈N. When k = 1, x, y are said to be neighbors.
The codomain of a query function f on D is modeled as a set R over which a metric d is defined.
Definition 5 (Value Metric Space). For a function f on D, set R = {f (x) : x ∈ D}. Defining a metric d on R, then (R, d) is called the value metric space of f . Equipping R with the Borel σ-algebra B generated by the open sets in R (in the metric topology), then (R, B) is a measurable space.
The product metric space and the product probability space are used to model the batch query functions.
and the induced topology agrees with the product topology.
Definition 7 (Product Probability Space). Let (R 1 , B 1 , µ 1 ), . . . , (R n , B n , µ n ) be n probability spaces. Then the probability space (R, B, µ), defined by R = R 1 × · · · ×R n , B = B 1 × · · · × B n and µ = µ 1 × · · · × µ n , is called the product probability space of the n probability spaces.
For n query functions f 1 , . . . , f n over the dataset metric space (D,d), let (R 1 , d 1 ), . . . , (R n , d n ) be their value metric spaces respectively. Then the product metric space R 1 × · · · × R n , N (d 1 , . . . , d n ) is called the (product) value metric space of f 1 , . . . , f n .
The Definition of Differential Privacy
Definition 8 ( -Differential Privacy). For a dataset metric space (D,d), let P(R) denote the set of all the probability measures on (R, B). A mapping M : D → P(R) gives -differential privacy if for all neighbors x, x ∈ D, and all S ∈ B,
where we abuse the notation M(x) as either denoting a probability distribution in P(R) or denoting a random variable following the probability distribution.
Proposition 1 (Composition Privacy). For the dataset metric space
i -differentially private on the product probability space (R, B).
Proof. The proof is similar with the one of Theorem 3.14 in [17] and is omitted.
Proposition 2 (Group Privacy). Let M be an -differentially private mechanism. Assume that, for any x, y ∈ D withd(x, y) = i for i ∈ N, there exists
for any S ∈ B.
Proof. The proposition is an immediate corollary of the inequality (2).
Utility Model
Let (R, d) be the value metric space of f . Set C
where T > 0. We use the probability P x T to measure the utility (or accuracy) of M at the dataset x, where
and where p x (r) is the probability distribution function of M(x), µ is a measure on (R, B). We use the set {P x T : x ∈ D} to measure the accuracy of M. An alternative to measure the utility of M at x is to use the expected value of the distance d(M(x), f (x)), i.e.,
Note that the accuracy of the batch queries is measured on their product value metric space.
Query Function
Linear function is known to be one kind of the simplest query functions in differential privacy, which is a generalization of the sum function or the counting function.
Definition 9 (Linear Function). For the query function f : D → R, assume both of D, R are vector spaces [23] . If f (x + y) = f (x) + f (y) for all x, y ∈ D, the function f is said to be a linear (query) function.
Since for a linear function f , the set
has no difference for different x and seems to be different from other linear queries, we will represent f by the set. We denote V f = {f (x ) − f (x) : x ∈ N x } and call it the neighboring set of f . Any query function, which is not a linear function, is said to be a non-linear (query) function. The identity function is used to model the data publication problem in differential privacy [24, 25] .
Definition 12 (Global Sensitivity and Local Sensitivity). Let (D,d), (R, d) be the dataset metric space, the value metric space of the function f , respectively. The global sensitivity of f is defined as ∆f = max
The local sensitivity of f at x is defined as
The local sensitivity of distance i of f at x is defined as
Note that the definitions of the global sensitivity and the local sensitivity are consistent with those in [1, 7, 4] .
Instance Interpretation
The abstract model in Section 3 is consistent with the classic differential privacy model. In this section, we give some instance interpretations. First, for a query function, the set D in the dataset metric space (D,d) is equivalent to the dataset universe in the classic differential privacy model. The metric d captures the mathematical meaning of the neighboring relation of datasets. The details are as follows. There are two different definitions about neighboring datasets in differential privacy: bounded neighboring datasets and unbounded neighboring datasets [26] . For the definition of bounded neighboring datasets, all of the datasets are assumed to have the same number n of records. Two datasets x, x ∈ D are said to be neighboring datasets if x − x 1 = 2, where x, x are their histogram representations as noted in Section 2.2. In this case, we can setd(x, y) = . For the definition of unbounded neighboring datasets, the number of records in a dataset can be any natural number. Two datasets x, x ∈ D are said to be neighboring datasets if x − x 1 = 1. In this case, we can setd(x, y) = x − y 1 .
Theoretically, in differential privacy, almost all of data processing problems can be explained as a function f whose domain is set to be D and whose codomain is set to be R, such as the SQL query problems [27, 9, 28, 5] , the statistical problems [29, 30] , and the data ming and machine learning problems [31, 32, 33, 34, 35, 36, 14, 15, 16] . The idea of differential privacy to preserve privacy can be explained as follows: When the real dataset is x, in order to preserve privacy, a differentially private mechanism first samples a dataset y ∈ D (according to a probability distribution) and then outputs f (y) as the final query result of f . There should be a distortion function L x (r) to measure the distortion when querying the dataset x but outputting f (y). Then, the metric d of the value metric space (R, d) can be set as
which is a measure of the distortion of querying the dataset x but outputting r. [12, 18] ; if R is a set of real matrices, we can use a norm over matrices to define d [13, 14, 37] . For the case of R being a set of non-numeric elements, the corresponding distortion function L x (r), in general, will not satisfy the triangular inequality property and the symmetric property of metric [32, 24, 25] . In this condition, the metric d can be considered as an ideal approximation of L x (r) and we would treat the real problem by the method found when treating the ideal problem, which would simplify the complexity of complex problems. We now give some examples.
Example 1 (counting query).
A counting query function f outputs non-negative integers. Then, we can set R = {0, . . . , k}, and d(r, f (x)) = |r − f (x)|. The subgraph counting query is a special kind of counting query [38, 9, 10, 27] .
Example 2 (multi-linear queries [12, 17, 18, 39] ). For k real valued linear queries
Example 3 (data publishing [32, 24, 25] ). For the data publishing problem, the query function can be defined as the identity function as defined in Definition 11 where the codomain R of f is the same as its domain D. There will be different way to set the metric d, the simplest way is to set d =d, i.e., the metric induced by the 1 -norm.
Example 4 (principal component analysis [13, 14, 37] ). For the principal component analysis problem, each record is a real-valued vector and a dataset x is an n × m real-valued matrix. The value f (x) is the principal component analysis matrix of x, i.e., a k × m real-valued matrix. Then R is a set of k × m real-valued matrices. The metric d(f (x), r) can be set as the spectral norm or the frobenius norm of the matrix r − f (x).
Example 5 (linear classifier [36, 40, 15] ). For the linear classifier problem, the value f (x) can be set as the classifier of the dataset x (if there are several candidates, just choose one randomly), i.e., a k dimensional real-valued vector, which is the output of a classifier algorithm, such as the logistic regression algorithm. Then R is a set of k dimensional real-valued vectors and d(r, f (x)) = r−f (x) p .
Example 6 (functional output [41, 36, 42] ). As noted in [41] , there are many applications, where the outputs are functions, such as the density functions. In this case, the value of f (x) would be a function and the codomain R would be a set of functions. Let (F, · ) be a normed space [23] and let R ⊆ F, then d(r, f (x)) = r − f (x) .
Discussion
By the formalization of Section 3, we can reinterpret differential privacy as follows. The basic idea of differential privacy to preserve privacy is: When the real dataset is x, in order to preserve privacy, a privacy mechanism first samples a dataset y ∈ D (according to a probability distribution) and then outputs f (y) ∈ R as the final query result of f . Or equivalently, the privacy mechanism directly samples a value r from the codomain R of f as the final query result. Note that the above privacy mechanism should be query-specific since the codomain R and the distortion function L x (r) of f are different from other query functions', in general.
A differentially private mechanism M of a function f is to find a randomized mapping M from the dataset metric space (D,d) to its value metric space (R, d). When inputting x, it outputs a probability distribution M(x) ∈ P(R), or equivalently, outputs a random variable M(x) following the probability distribution as defined in Definition 8. Differential privacy needs the mapping M should control the upper bound of the distance of outputs according to the distance of inputs. Specifically, for two different inputs x, y ∈ D, the distance of the outputs M(x), M(y) is upper bounded by the inequality
which can be considered as a distance measure of two probability distributions M(x), M(y). (Of course, there should be other distance measures to M(x), M(y), such as those in [43, 44] .) On the other hand, the utility needs the mapping M should, when inputting x ∈ D, output a random variable M(x) which is a good approximation to f (x). That is, the random variable M(x) should be a 'differentially private' approximation of f (x). This implies that high utility means that the outputs of the mapping M should keep the distance of the metric
) is large, then the two random variables M(x), M(y) should also have large distance in order to keep high utility. Note that there would be a contradiction if both high privacy and high utility need holding whend(x, y) is small but d(f (x), f (y)) is large. Therefore, there should be a tradeoff between privacy and utility. Furthermore, there is another kind of tradeoff in differential privacy which balances the utility of M among different datasets in D. In the next section we will give some concrete solutions for these tradeoffs.
Note that the differential privacy problem presented above is different from the randomized metric embedding problem in [45] where one needs to find a randomized mapping M between two metric spaces (D,d), (R, d) such that, for any x, y ∈ D, there isd
with probability 1 − η. Although both of them treat the randomized mapping problem between two metric spaces, there are several major differences. First, in the differential privacy there is one query function f between two metric spaces but none in the randomized metric embedding. Second, in the randomized metric embedding the randomized mapping M should keep the distance of the first metric space by the inequality (5). However, in the differential privacy, the privacy requirement needs the randomized mapping M only control the upper bound of the distance of the outputs according to the distance of the inputs using the inequality (2), which implies that the case where the outputs of the randomized mapping are the same is allowable. Third, in the differential privacy the high utility implies the outputs of M should keep the distance of the second spaces. However, the above implication is not reversible since there may be the case where the outputs of M keeps the distance of the second metric but the utility is low. One shortcoming of the abstract model of differential privacy is that there are many differential privacy problems whose utility functions are not metrics [24, 25] . However, we believe that the model captures the core issue of differential privacy, i.e., the privacy-utility tradeoff. Figuring out the problems in the model would be the cornerstone to understand the whole field of differential privacy.
Note that, by the results of this section, any function f can have its own differential privacy problem so long as its domain and codomain both are metric spaces. Therefore, an SQL query function may have the same (or similar) differential privacy problem as a mathematical function. From this aspect we can say that it is the obligation not just of computer scientists but also of mathematicians to figure out differential privacy.
The Policies of Mechanism Design
In this section, we present our ideas to design differentially private mechanisms. We will first use the metricsd, d interchangeably to design mechanisms. Then, we will use them combinatorially to design mechanisms.
The Basic Mechanisms
We first consider a simple mechanism presented in [2] , which we called Staircase mechanism. Let f : D → R be a real-valued query function. The idea of the Staircase mechanism is to set more high probability to those points in R if they are more near to f (x). This is reasonable since, for a point r ∈ R, the distance |r − f (x)| denotes the distortion extent when inputting x and outputting r. The Staircase mechanism is constructed as follows (with slight difference). First, for each dataset x ∈ D, the codomain of f , i.e. the set R, is partitioned into a set sequence {S
is the normalization. One can verify that, for any two neighboring datasets x, x , their corresponding set sequences {S Fig. 1 shows the geometric explanation. Therefore, the above mechanism satisfies -differential privacy. For general query functions, we formalize the Staircase mechanism as follow. 
For the mechanism M and a dataset x ∈ D, let the probability distribution p
where
Proof. Let x, x ∈ D be two neighbours. One can verify that, for any two integers s, t ∈N, S x s ∩S x t = ∅ only when |s−t| ≤ 1. Fig. 1 gives the geometric explanation of the result.
For any r ∈ R, assuming r ∈ S x i ∩ S x j , there must be j ∈ {i − 1, i, i + 1} by the result in the above paragraph. Therefore,
The density of the Staircase mechanism is shown in Fig. 2(a) . The proof is complete. The Staircase mechanism embodies the principle of sensitivity-based mechanisms. That is, sensitivity-based mechanisms assign more high probability for those points r ∈ R that is more near to f (x) when the input dataset is x. Intuitively, the assignments are reasonable since, for a point r ∈ R, the distance d(r, f (x)) denotes the distortion extent when inputting x but outputting r. However, since the Staircase mechanism is greatly determined by the global sensitivity ∆f , it works bad when the global sensitivity ∆f is large. We now present a different mechanism. This mechanism is based on the observation that the Staircase mechanism is mainly determined by the metric d but with seldom relation with the metricd, i.e., the metric for privacy. Therefore, we design a mechanism which is mainly based on the metricd. Sinced is the metric for privacy as discussed in Section 3.6, the idea of the mechanism would be first achieving privacy and then improving utility.
Theorem 2. For the dataset metric space (D,d) and a query function f , let (R, d) be the value metric space of f . Set
where A 
). Then the mechanism M satisfies 2 -differential privacy.
Before proving the theorem, we first explain the idea of the mechanism. Being contrary to partition the codomain R by the metric d as in the Staircase mechanism, we partition it by the metricd. Specifically, we first partition the dataset universe D according to the metricd, which generates the sequences {N x i : i ∈N}. Then, by using the mapping f , we can map the partition onto the codomain R to partition R accordingly, which generates the sequences {I The construction of the mechanism in Theorem 2 uses the same technique with the Staircase mechanism in Theorem 1: they both partition the value metric space R into set sequences. However, the later uses the metric d to partition the set R but the former uses the metricd. The former mechanism can be explained as first considering utility and then measuring privacy, but the later mechanism can be explained as first achieving privacy and then measuring utility.
We now give a simple example to explain how to obtain {I For the function f and one x ∈ D in example 7, we have
Note that the set A Figure 3 , we can find that {I x i , i ∈N} is a partition of the r-axis, i.e., the codomain R of f . Let x, x ∈ D be two neighbors. From Figure 3 , we can also verify that, for any s, t ∈N such that |s − t| ≥ 2, there is I 
for all x ∈ D, t ∈N.
Note that ∪ i∈N I 
The proof is complete.
We now use the above two mechanisms to explain the mechanisms in related works.
Example 8 (Global sensitivity mechanism). Let q x (r) be the probability distribution of the equation (4) in [1] and let p x (r) be the probability distribution of the Staircase mechanisms in Theorem 1. Then
where both of α x and β x are normalizations. Hence, the Staircase mechanism in Theorem 1 can be seen as the discrete variant of the global sensitivity mechanism in [1] .
Example 9 (Staircase mechanism). The mechanism in [2, 3] can be considered as a general form of the Staircase mechanism in Theorem 1. The only difference is to set the set sequence {S x i , i ∈N} as
where 0 ≤ γ < ∆ is constant.
Example 10 (Ladder mechanism). The mechanism in [4] , which we called Ladder mechanism, is a local sensitivity-based mechanism. It can be considered as a variant of the Staircase mechanism in Theorem 1. The only difference is to set the set sequence {S x i , i ∈N} as
The reasons are as follows. Let x, x ∈ D be two neighboring datasets. For any y ∈ D, ifd(x , y) ≤ i, thend(x, y) ≤d(x, x ) +d(x , y) ≤ 1 + i. We have
Therefore,
Furthermore, since f (x ) ∈ {r ∈ R : d(f (x), r) ≤ ∆ x 0 }, we have that {S Fig. 4 shows the geometric explanation. Therefore, the above mechanism satisfies 2 -differential privacy.
Example 11 (K-norm mechanism [5, 6] ). The K-norm mechanism can be explained as a continuous variant of a special case of the mechanism in Theorem 2. To see this, we need to first represent the K-norm mechanism as the language of this paper. Set D = R n , R = R d and the linear query F . In [5, 6] , two (12) Therefore, for any r ∈ R, if
Set q x (r) be the probability distribution of the K-norm mechanism when the dataset is x, we have
where β x is the normalization. Therefore, the K-norm mechanism can be explained as the discrete case of a special case of the mechanism in Theorem 2.
The Compositional Mechanisms
We now present two mechanisms which can be considered as compositions of the mechanisms in Theorem 1 and Theorem 2. The mechanisms mentioned above are based either on the first metricd or on the second metric d but not on both. In this section, we design compositional mechanisms which are based on both of the two metricsd, d.
We first give a variant of the mechanism in Theorem 2, which incorporates the second metric d into the mechanism design. For each x ∈ D, equip it a nonnegative real number δ for notational simplicity when there is no ambiguity. We construct a mechanism M as follows. Before proving Theorem 3, we give some interpretations about Theorem 3 and the set sequence {R . This substitution will assign the points in R near to f (x) the highest probabilities, the aim of which is obvious: improve the utility. In this way, we want to remedy the disadvantage of the construction of {I . It thus appears that the construction of the mechanism in Theorem 3 employs both of the metricsd, d.
Next, we present a concrete example about how to construct the set sequence {R 
For 2 ≤ i ≤ x − 1, we have
For i ≥ x, we have We now give a variant of the Staircase mechanism in Theorem 1, which incorporates the first metricd into the mechanism design. The details are as follows. For any r ∈ R, set
Then
One can verify that, for any x, y ∈ D, if f (x) = f (y), there is
where C Theorem 4. For the mechanism M and a dataset x ∈ D, let the probability distribution p
Proof. The proof of Theorem 4 is very similar with the one of Theorem 3 and therefore is omitted.
The Third Category Mechanisms
We now construct two mechanisms, each of which is a variant of Theorem 4 or Theorem 3 respectively.
) is the normalization. Then p x (r) satisfies 2 -differential privacy.
Theorem 6. Set E ⊂ R and t ∈ R + . Set E
The proof of the above two theorem are the same with Theorem 4 or Theorem 3 and are omitted.
We now explain the above two mechanisms. Let S ⊂ D and let E = {f (x) : x ∈ S}. The parameter t is used to balance the utility of the mechanism M between the datasets in S and the datasets inS = D − S, where the set S contains those datasets of importance, such as, each datasets in S has high appearing probability. The idea of the above two mechanisms is: The outputs of the datasets in S should obtain high utility than those inS. The coefficient e −t is used as the penalty factor of the utility of those datasets inS. The mechanisms try to improve the overall utility of the mechanism by tuning the parameter t. In the mechanisms, when E = R, they changes to the one in Theorem 4 or Theorem 3.
Discussion
As discussed in 3.6, the tradeoff between privacy and utility can be achieved by designing randomized mappings between two metric spaces. In Section 4 we present three categories of mechanisms to implement the tradeoff.
In Section 4.1 we present two basic mechanisms. The Staircase mechanism in Theorem 1 can be considered as a prototype of the sensitivity-based mechanisms. In technical aspect, it mainly uses the metric d of the value metric space (R, d) to construct mechanisms. On the contrary, the mechanism in Theorem 2 only uses the metricd of the dataset metric space (D,d) to construct mechanisms. Since d,d are metrics to measure the utility, the privacy respectively as noted in 3.6, we can explain the Staircase mechanism and the mechanism in Theorem 2 as utility oriented and privacy oriented, respectively.
In Section 4.2 we present another two composition mechanisms, each of which use both of the metrics d,d. The mechanism in Theorem 4 can be considered as first keeping utility then measuring privacy. On the contrary, the mechanism in Theorem 3 can be considered as first achieving privacy then improving utility.
In Section 4.3 we also present two mechanisms. The two mechanisms aim to balance the utility of a mechanism among different datasets.
One needing to be emphasized is that the proofs of the mechanisms in Theorem 2, in Theorem 3 and in Theorem 6 do not use the symmetric property and the triangular inequality property of the metric d. This implies that we can substitute a distortion function L x (r), which does not have the above two properties, for the metric d(f (x), r).
From the above discussion we can find that the mechanism designing techniques used in Section 4 are powerful. Furthermore, they are universal methods as the sensitivity-based methods, which are applicable for all queries in Section 3.
Parameter Tuning and Utility Analysis
In this section, we consider the parameter tuning of the mechanisms in Section 4.2. The mechanisms in Section 4.2 are compositional mechanisms, which combine both of the two metricsd, d to design mechanisms, and in which there are parameters {δ r , r ∈ R}, {δ x , x ∈ D}. The aims of the compositional mechanisms are to improve the utility of the mechanisms by tuning the parameters. We only analyze the mechanism in Theorem 3. The mechanism in Theorem 4 can be treated similarly.
We first consider the relation of P x T with the parameters {δ x , x ∈ D} in Theorem 3, where P x T can be evaluated by the equation
with
Obviously, when δ x = 0, x ∈ D, the above value P x T is the same as the corresponding value of the mechanism in Theorem 2. SetC
Therefore, in order to raise P x T , we should decrease the value of
. The later can be achieved by decreasing the value
for smaller i. One needs to be mentioned is that each dataset x ∈ D has its own δ
x . The change of δ x of any dataset x will have effect on all the P y T s of all other datasets y ∈ D\{x}. That is, for a dataset x ∈ D, raising its δ x will raise µ(R x 0 ) and then may raise P x T . However, this is based on prerequisite of the unchanging of all other datasets' δ x s. If all the δ x s of all the datasets raise, the variation of P x T s would be difficult to be determined. By the above analysis, we could find that this is a complicated balance problem, not just balance between utility and privacy, but also balance among the utilities of different datasets.
We next analyze the mechanisms in Theorem 3 by the expected distortion
where p x (r) is the probability distribution of M(x). By inputting the probability distribution of the mechanism in Theorem 3, we have
Setting a
In order to simplify the analysis, we next assume that all the datasets have the same δ, i.e., δ x = δ, ∀x ∈ D. Then a 
When δ raises, the variation of b 
is undetermined. Therefore, the sign of
is undermined. Hence, the variation of E[d(r, f (x))] is complicated and is hard to have a uniform conclusion for all query functions. We will analyze the quantity for some specific query functions by experiments in Section 6.
Discussion:
In Section 5, we analyze the variation of the utilities of the mechanisms in Section 4.2. We find that the variation of the utilities of these mechanisms are very complicated when the parameters {δ r , r ∈ R}, {δ x , x ∈ D} are changing. Therefore, we do not obtain any general and formal results about the variation currently, which will be one challenging future work. We will analyze the utilities for some specific query functions by experiments in Section 6.
We do not analyze the parameter tuning of the mechanisms in Section 4.3, which would be another future work.
Application
In this section, we apply the mechanism in Theorem 3 to the subgraph counting problem and the linear query problem. Recall that the mechanism in Theorem 2 is the special case of the one in Theorem 3, where δ x = 0 for all x ∈ D.
Application in Subgraph Counting
Subgraph counting is one important problem in differential privacy [10, 9, 8, 4] . We use the edge differential privacy as in [4] . That is, two graphs are said to be neighbors if the difference of their edges is 1. We count the number of triangles in a graph. The corresponding algorithm is shown in Algorithm 1, which implements the mechanism in Theorem 2 and outputs the set sequence {I gi k : k ∈N} of each graph g i ∈ D in G n , where G n denotes the set of all the graphs with the number of nodes equals n and D denotes the set of all non-isomorphic graphs in G n . The algorithm for the mechanism in Theorem 3 is similar with Algorithm 1 and is omitted. The accuracy of the mechanism M at g i is measured using the expected value of the distance d(M(g i ), f (g i )) as in Section 3.3, i.e.,
where f (g i ) denotes the number of triangles in the graph g i , p gi (r) dentes the probability of r in the mechanism M when the input is g i , and R = {f (g i ) : g i ∈ D}. We compare the accuracy of our mechanisms to the Ladder mechanisms in [4, Algorithm 1] . For the fairness of comparison, we set the codomain of the counting function f in [4, Algorithm 1] be R as above instead of Z. Furthermore, we substitute 2 for in [4, Algorithm 1] which ensures that the Ladder mechanism is 2 -differentially private as ours. We evaluate the rate Rate(g i ) = mean(gi) mean (gi) , where mean(g i ) denotes the expected value E[d(M(g i ), f (g i ))] of our mechanism and mean (g i ) denotes the corresponding expected value at g i of the Ladder mechanism.
The details of the experiments are as follows. We set G n be G 7 , where |D| = 1044 and |R| = 28. The results are shown in Fig. 6 where the point i in the x-axis denotes the graph g i , the point y in y-axis denotes the value and the value at the coordinate (i, y) is the value Rate(g i ) when the input graph is g i and = y. The upper figure in Fig. 6 shows the result when comparing the Ladder mechanism and the mechanism in Theorem 2. The below figure in Fig. 6 shows the result when comparing the Ladder mechanism and the mechanism in Theorem 3, where δ = 1 for all the graphs in {g i : i ∈ {1, 2, . . . , 100}}, and δ = 0 for other graphs in D. From Fig. 6 we can see the mechanism in Theorem 2 is better than the Ladder mechanism for most graphs when ≥ 0.5. However, the mechanism in Theorem 3 is worse than the Ladder mechanism for those graphs of δ = 1 and for most . We reason that this is due to the (almost) monotonicity of the triangle counting function. This can be seen from the equation (25) , where a x i s raise more quickly than b x i s when raising δ, in general.
Application in Linear Query
Linear query function (Definition 9) is a kind of well studied query functions in differential privacy [5, 12, 2, 3, 18] . Instead of treating batch linear queries, we treat a linear query.
We consider a special kind of the linear queries: the sum query. For the sum query, one dataset can be denoted as its histogram x ∈ R N , with x i denoting the number of elements in x of type i [12, 17] . As discussed in Section 3.4 we use the neighboring set V f of f to denote the linear function f .
The details of the experiments are as follows. we consider four linear functions (over four differnt dataset universes) respectively. They are standard K-norm mechanism whose neighboring set K is convex. We implement the mechanisms in Theorem 2 and in Theorem 3 to these queries. The corresponding algorithms to evaluate the sequences {I x i } i and {R x i } i are similar with Algorithm 1 and are omitted. The main difference is that, since a linear query is symmetric for different datasets, each of the above two sequences is the same (when subtracting the corresponding f (x)) for different datasets. Therefore, we only need to evaluate the sequences for only one dataset. Note that the same value δ is assigned to different datasets due to the above symmetric property. Before giving the detailed experiments, we first present some theoretical results about linear queries. The above corollary is due to the symmetric property presented above which leads to α x = α y (the proof of Theorem 2) for different datasets x, y. We now discuss the convergence of the set sequences.
Definition 13 (The convergence of set sequence). Let V f be a linear query function over R. The corresponding set sequence {I i : i ∈N} is said to be convergent if there exist a n and n such that I n = a n ± [0, ∆f ] and I n+1 = a n ± [∆f, 2∆f ], where ∆f is the global sensitivity of V f . The corresponding {R i : i ∈N} sequence has the similar convergence property with {I i : i ∈ N} as in Proposition 3.
The accuracy of the mechanism M is measured using the expected value of the distance d(M(x), f (x)) as in Section 3.3, i.e.,
cal sensitivity-based method [4] among others variants or approximations [8, 9, 10] . In section 4.1, we have shown that the sensitivity-based methods are just those using the metric d to construct mechanisms. Our mechanisms presented in Section 4 not just use the metric d, but also use the metricd to construct mechanisms. Moreover, by using both d andd, we have constructed six kinds of mechanisms and as the sensitivity-based methods a special case of these mechanisms. Furthermore, as shown in Section 4.1, the K-norm mechanism in [5, 6] can also be considered as a special case of our mechanisms. The mechanisms in Theorem 2 and Theorem 3 for linear queries first appear in our paper [46] . However, this paper mainly focuses on proving the optimality of these mechanisms and does not realize the relation to the two metricsd and d. To the best of our knowledge, this paper is the first to clearly point out that the sensitivity-based method mainly uses the metric d to construct mechanisms and is the first to realize that one can construct mechanisms by using the metricd or by using bothd and d.
Traditionally, the Exponential mechanism [20] is seen as a universal mechanism for all query functions. However, the score function used in the Exponential mechanism is not presented explicitly, which means that one needs to design score functions when using the Exponential mechanism. However, how to design a good score function is not known. Our mechanisms presented in Section 4 can be considered as some special cases of the Exponential mechanism. For example, the mechanism in Theorem 2 uses the score function q x (r) = −d(x, f −1 (r)), which denotes the minimal distance (about metricd) of x and the elements within the set f −1 (r). On the other hand, our mechanisms can be considered as how to design score functions in the Exponential mechanism. Moreover, they are universal for all data processing problems.
The composition privacy property in Proposition 1 is a powerful property to construct mechanisms for complicated applications [47, 25, 32] , which simplifies mechanism design in a modular construction way. Our model is consistent with the composition privacy property by using the product metric space and the product probability space as shown in Section 3.1.
The batch linear queries problems [48, 18, 49, 39] are studied extensively in differential privacy. These works focus on the dependence (such as linear dependence) among the batch linear queries. In order to improve the accuracy, they first compress the high-dependent linear queries to the low-dependent or independent linear queries of small numbers and then use a differentially private mechanism, such as the Laplace mechanism, on the later, or as a whole. Our work can be used to treat the later low-dependent or independent linear queries to improve the accuracy of the whole of the batch linear queries.
There are a large amount of works [50, 51, 52, 53] which approximate the batch linear queries to a dataset x by the batch linear queries to another dataset y, a synthetic dataset. These works are based on the statistical property of both the query functions and the arguments, i.e., the datasets. Our work currently does not treat these approximation problems.
There are a lot of works, which focus on the impossibility results [54] or the low bounds results [5, 12, 55] of the linear queries or the low-sensitivity queries. In this paper, we mainly focus on how to design universal mechanisms but do not evaluate impossibility results or low bounds of noise complexity, which would be one future work.
We model the differential privacy problem as finding a randomized mapping between two metric spaces. There are somewhat similar treatments about these concepts in [21, 22] . Our treatment is different from theirs in the following aspect. The papers [21, 22] mainly focus on either generalizing the differential privacy to a broaden scope or unifying the current problems or methods in differential privacy, whereas ours mainly focuses on finding methods to construct mechanisms.
Metric embedding [45] seems to have deep connection to differential privacy. The paper [56] uses the Johnson-Lindenstrauss transform to construct differentially private mechanism for some applications, such as PCA, Minimum cut query. The paper [57] uses a variant of Bourgain's theorem to solve k-means distances problem in differential privacy. Our work abstracts the differential privacy problem as finding a randomized mapping between two metric spaces which seems similar with the randomized metric embedding problem [45] . The detailed discussions about their differences are presented in Section 3.6.
Conclusion and Future Work
In this paper, we discuss how to design differentially private mechanisms. Designing a good differentially private mechanism for a data processing problem is difficult since it needs to do a complicated balance between privacy and utility. (We seldom consider the efficiency of algorithms in this paper.) Designing a good universal mechanism which can adapt to many data processing problems is more difficult since the differential privacy model is task-specific, i.e., each data processing problem will have its own different mechanism(s). The sensitivity-based method is the first solution to design universal mechanisms, which employs the (global, local etc.) sensitivity of a query function as parameter to adapt to different data processing problems. In this paper, we extend the idea of the sensitivity-based method and find another methods to design universal mechanisms, which can adapt to different data processing problems by tuning a lot of parameters as shown in Section 5. The main observation of our mechanisms is to realize that the sensitivity-based method just employs the metric about utility to design mechanism. The heart of our mechanisms is to use either the metric about privacy or the metric about utility, or both, to design mechanisms.
Currently, we can only reinterpret the global sensitivity mechanism, the local sensitivity mechanism, the K-norm mechanism, among others by using our model as shown in Section 4. We hope, in future, there will be other mechanisms to be reinterpreted by our model or whose techniques can be employed by our model, such as the mechanisms based on Lipschitz functions [11] , the mechanisms about synthetic datasets [50, 51, 52, 53] etc.
One shortcoming of our mechanisms is the lack of noise bounds. How to use the techniques in [5, 12, 55, 6 ] to estimate the noise bounds of our mechanisms is one future work, which needs to estimate the measures or to analyze the variations of those set sequences, such as {I x i } i and {R x i } i . This is challenging since the techniques in [5, 12, 6 ] mainly treat linear queries whose neighboring set V f is convex, but non-convex cases are more common, such as those in Section 6 and those of non-linear queries. Maybe, the convergence property in Definition 13 would be helpful.
