This paper focuses on a methodology for cmtstructing and analyzing the graph representing the dynamic execution of a program, and considers its application to parallelism studies. In Section 2 we introduce and discuss the various dependencies that exist in program execution, show how they form a graph representing the order of computation in a program, and discuss some of the interesting metrics that can be obtained from this graph. In Section 3 we detail the extraction of these dynamic dependency graphs from the execution trace of a sequential program. Previous work is cited and the implementation of Paragraph, our tool for extracting and analyzing the graph, is discussed. Section 4 presents results of parallelism studies on the SPEC benchmarks, and Section 5 presents a summary and conclusions. Table 1 shows the instruction latencies (in DDG levels) for each operation class in the MIPS processor. These values are used to determine how many levels an operation will span in the DD G before the value it creates is available for use by subsequent operations. The critical path leugths in Table 3 show the absolute Table 3 will not be possible if storage and control dependencies cannot be removed.
First consider the necessity to remove storage dependencies in order to expose parallelism. The parallelism values presented in Table 3 and Figure   7 also assume that the entire trace (100,000,000 instructions in most cases) can be searched to find independent operations.
For our next study, we vary the window size. This will demonstrate how many instructions in the dvnamic instruction stream will have to be exposed before significant parallelism is realized. Figure 8 
