A variational approach to brittle fracture and cohesive delamination:modelling and technological applications by Carollo, Valerio
IMT School for Advanced Studies, Lucca
Lucca, Italy
In joint supervision with
Universidad de Sevilla
Seville, Spain
A variational approach to brittle fracture
and cohesive delamination:
modelling and technological applications
PhD in Institutions, Markets and Technologies
Curriculum in
Computational Mechanics
XXX Cycle
Valerio Carollo
2018

The dissertation of Valerio Carollo is approved.
Program Coordinator of Computational Mechanics Curriculum Cycle
XXX: Prof. Marco Paggi, IMT School for Advanced Studies, Lucca
Supervisor: Prof. Marco Paggi, IMT School for Advanced Studies, Lucca
Supervisor: Dr. Jose´ Reinoso, University of Seville
Tutor: Prof. Marco Paggi, IMT School for Advanced Studies, Lucca
The dissertation of Valerio Carollo has been reviewed by:
Prof. Pedro Camanho, University of Porto
Prof. Davide Bigoni, University of Trento
Prof. Luis Tavara, University of Sevilla
IMT School for Advanced Studies, Lucca
2018

To my family

Contents
List of Figures ix
List of Tables xvii
Acknowledgements xix
Publications xxi
Abstract xxiii
1 Introduction 1
1.1 Review on fracture mechanics . . . . . . . . . . . . . . . . . 2
1.2 Fracture mechanics computational models . . . . . . . . . 4
1.3 Objectives and organization of the thesis . . . . . . . . . . . 6
2 Experimental investigation of the interaction between crack prop-
agation, plasticity and delamination 9
2.1 Crack propagation and plasticity . . . . . . . . . . . . . . . 10
2.1.1 Experimental tests on busbars’ specimens . . . . . . 12
2.2 Fracture in Al/SiC nanolaminate . . . . . . . . . . . . . . . 16
2.2.1 Micro tensile tests: design and results . . . . . . . . 21
3 Computational approaches for fracture and delamination 29
3.1 Brittle fracture . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.1 Phase field (PF) model for brittle fracture . . . . . . 29
3.1.2 2D finite element formulation and implementation
of the PF model for brittle fracture . . . . . . . . . . 33
vii
3.1.3 3D finite element formulation and implementation
of the PF method in finite strain solid shells . . . . . 36
3.2 The cohesive zone model (CZM) . . . . . . . . . . . . . . . 43
3.2.1 A CZM compatible with phase field . . . . . . . . . 45
3.2.2 3D finite element formulation and implementation
of the CZM compatible with the PF model in finite
strain interface elements . . . . . . . . . . . . . . . . 53
4 Fracture simulation in micro-systems 61
4.1 Elasto-plastic fracture of a busbar . . . . . . . . . . . . . . 61
4.1.1 Numerical simulations . . . . . . . . . . . . . . . . . 62
4.1.2 Parameter identification procedures . . . . . . . . . 64
4.2 Fracture phenomena at the micro scale: the case of the ad-
hesive wear . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.1 Design of the numerical experiments . . . . . . . . 79
4.2.2 Discussion of numerical results and mechanical in-
terpretation . . . . . . . . . . . . . . . . . . . . . . . 83
4.2.3 Occurrence of steady-state wear . . . . . . . . . . . 86
5 Fracture simulation in laminates 89
5.1 2D applications . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.1.1 Crack propagation in bi-material laminates . . . . . 93
5.1.2 Crack propagation in silicon nitride/boron nitride
microlaminate . . . . . . . . . . . . . . . . . . . . . . 102
5.1.3 Crack propagation in Al/SiC nano-laminates . . . . 106
5.2 3D applications . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.2.1 Single-edge notched specimen . . . . . . . . . . . . 111
5.2.2 Flat sandwich panel under 4-point bending and ten-
sion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.2.3 Cylinder under tension . . . . . . . . . . . . . . . . 121
5.2.4 Crack propagation in a solar photovoltaic panel . . 125
6 Conclusions and future developments 129
6.1 Future developments . . . . . . . . . . . . . . . . . . . . . . 132
References 139
viii
List of Figures
1 Infinite plane with a central elliptic hole under tension. . . 3
2 Electroluminescence images showing the crack propaga-
tion during the 3-point bending fatigue tests. With per-
mission from [54] . . . . . . . . . . . . . . . . . . . . . . . . 11
3 (a) busbars which connect two photovoltaic cells; (b) par-
tially etched specimen of a busbar. It can be recognize the
silver coating and the inner copper part (red). . . . . . . . . 11
4 Tensile stage: (a) description of the experimental set up;
(b) detail of the specimen and the clamps. . . . . . . . . . . 13
5 Specimen geometry and loading condition. . . . . . . . . . 13
6 Force-displacement curves for three different notch lengths:
unnotched specimen, 0.45 mm notch, 0.80 mm notch. The
red letters refers to the sequence of images in Fig. 7. . . . . 14
7 Evolution of the notch tip during the tensile test of the 0.45
mm notched specimen.For each image the imposed dis-
placement is: (a) 0.163 mm; (b) 0.340 mm; (c) 0.415 mm;
(d) 0.445 mm; (e) 0.490 mm; (f) 0.500 mm. . . . . . . . . . . 15
8 Crack path of the failed specimen with 0.45 mm notch. . . 15
9 Al/SiC nanolaminate layer structure. The darker uniform
layers correspond to the SiC layers. The clearer layers cor-
respond to the Al layers. With permission from [66]. . . . . 17
ix
10 Micropillar geometry: (a) 3D geometry from SEM image;
(b) internal structure of the layers from TEM image. With
permission from [68] . . . . . . . . . . . . . . . . . . . . . . 19
11 Pillar splitting test: (a) micropillar with the footprint of the
cube corner tip indenter; (b) fractured micropillar due to
the pillar splitting test. The non uniformity of the Al layers
are given by the metallic grains. With permission from [63]. 19
12 Micromechanical test: (a) SEM image of the shear test spec-
imen; (b) TEM image of the layer structure of the shear
test specimen; (c) micro cantilever beam test geometry; (d)
SEM image of the cantilever specimens. With permission
from [69] and [70] . . . . . . . . . . . . . . . . . . . . . . . . 20
13 Experimental facilities used for the micro tensile test at
IMDEA Materials institute: (a) FIB-FEGSEM dual-beam
microscope; (b) FEG S/TEM microscope; (c) nanoindenter
Hysitron, PI87. . . . . . . . . . . . . . . . . . . . . . . . . . . 22
14 Micro tensile grip geometry. . . . . . . . . . . . . . . . . . . 22
15 (a) geometry of the micro dog bone specimen; (b) simula-
tion of bending distortion of the specimen’s head due to a
small head height and a big specimen width. . . . . . . . . 23
16 Procedure of alignment of the tensile grip and the speci-
men’s head. . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
17 Tensile test with layers perpendicular to the loading direc-
tion: (a) stress-displacement curves; (b) TEM images of a
lamella of the failed specimens. . . . . . . . . . . . . . . . . 27
18 Tensile test with layers parallel to the loading direction: (a)
stress-displacement curves; (b) TEM images of a lamella of
the failed specimens. . . . . . . . . . . . . . . . . . . . . . . 28
19 (a) comparison between the discrete discontinuity of the
LEFM theory (left) with the smeared discontinuity of the
PF model (right); (b) 1D approximation function which
smear out the discontinuity, the damage d follows the ex-
ponential based function d = e−|x|/l. . . . . . . . . . . . . . 31
x
20 Solid shell element and finite strain kinematic framework. 36
21 Example of cohesive fracture in double cantilever beam
test. With permission from [85] . . . . . . . . . . . . . . . . 43
22 Example of cohesive fracture in double cantilever beam test. 45
23 Example of cohesive fracture in double cantilever beam test. 46
24 Schematic representation of the traction separation law of
the CZM which accounts for the PF variable. (a) Mode I
CZM traction σ vs. gn. (b) Mode II CZM traction τ vs. gt. . 48
25 2D interface element. . . . . . . . . . . . . . . . . . . . . . . 50
26 (a) generic shell body with cracks and prescribed inter-
faces; (b) generic Mode traction-separation law. . . . . . . . 54
27 Comparison between the experimental and the numerical
stress-strain curve for the case of unnotched specimen. . . 63
28 Geometry of the simulated notched specimen. In blue it
is highlighted the area where interface elements are intro-
duced. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
29 (a) Tvergaard CZM; (b) Bilinear with softening CZM. . . . 64
30 von Mises stress contour plot for the simulation of the 0.45
mm notch experiment. The images refers to following im-
posed displacements: (a) 0.045 mm; (b) 0.36 mm; (c) 0.54
mm; (d) 0.72 mm; (e) 0.9 mm. . . . . . . . . . . . . . . . . . 65
31 Variation of the guess of the unknown during the gradient
method validation: (a) variation of E; (b) variation of H ;
(b) variation of σmax. . . . . . . . . . . . . . . . . . . . . . . 71
32 Comparison of the experimental curves and numerical curves
of the simulations with Tvergaard CZM. (a) 0.45 mm notch;
(b) 0.80 mm notch. . . . . . . . . . . . . . . . . . . . . . . . 72
33 2D representation of the PSO evolution. (a) step 0 (initial
configuration); (b) step 6; (c) step 17. . . . . . . . . . . . . . 74
34 2D representation of the PSO evolution. (a) step 0 (initial
configuration); (b) step 6; (c) step 17. . . . . . . . . . . . . . 75
xi
35 Summary of the PSO evolution. (a) 3D evolution of three
representative steps of the algorithm. (b) evolution of the
cost function Φ during the PSO procedure. . . . . . . . . . 76
36 (a) Deformation of the asperities before fracture; (b) shear-
ing mechanism of fracture of the asperities. With permis-
sion from [109] . . . . . . . . . . . . . . . . . . . . . . . . . 79
37 Geometry of the computational model: (a) contact between
periodically distributed asperities; (b) the unit asperity junc-
tion and the boundary conditions (dashes denote periodic
boundary conditions while arrows denote imposed dis-
placements); (c) the re-entrant corners present in the ge-
ometry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
38 Different fracture modes: (a) fracture mode 1 generated by
the parameters γ = 45◦, L = 1.5, lc = 0.4L/2; (b) fracture
mode 2 generated by the parameters γ = 60◦, L = 1.5, lc =
0.4L/2; (c) fracture case 3 generated by the parameters γ =
75◦, L = 1, lc = 0.2L/2. . . . . . . . . . . . . . . . . . . . . . 82
39 Variation of T ∗c vsL for each combination of model param-
eter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
40 (a) Re-entrant corner geometry and polar coordinates; (b)
eigenvalue λ vs. α, γ and β. . . . . . . . . . . . . . . . . . . 85
41 (a) Crack propagation angle γ′; (b) Deviation angle vs nor-
malized contact area for all the simulations of the para-
metric analysis . . . . . . . . . . . . . . . . . . . . . . . . . 87
42 Configuration which are most likely to develop steady-
state wear. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
43 (a) geometry considered to study the effect of a crack im-
pinging on an interface; (b) curve which separate the crack
penetration and deflection cases for different impinging
angles. With permission from [97] . . . . . . . . . . . . . . 90
xii
44 (a) geometry of the tensile test of a bi-material system; (b)
curve which separate the crack penetration, crack single
deflection and crack double deflection cases. With permis-
sion from [97]. . . . . . . . . . . . . . . . . . . . . . . . . . . 91
45 Specimen geometry. . . . . . . . . . . . . . . . . . . . . . . . 95
46 Crack evolution in the simulation with fully bounded layers. 97
47 Crack evolution in the simulation with tough interface (σc,0 =
100 MPa). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
48 Crack evolution in the simulation with brittle interface (σc,0 =
1 MPa). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
49 Force-displacement curve of the three simulations. . . . . . 100
50 Force displacement curve compared with the crack and
delamination length for the case of σmax = 100 MPa (left)
and σmax = 1 MPa (right) normalized by the layer thickness
ly . The letter refer to the corresponding image in Fig. 47
for the case of σmax = 100 MPa and to Fig. 48 for the case
of σmax = 1 MPa. . . . . . . . . . . . . . . . . . . . . . . . . . 100
51 (a) Si3N4/BN structure of the microlaminate; (b) 4-point
bending experimental test geometry. Image (a) with per-
mission from [133]. . . . . . . . . . . . . . . . . . . . . . . . 103
52 Numerically predicted vs. experimental force-displacement
curves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
53 Fracture propagation and delamination resulting from the
numerical simulation. For each subfigure there is the dam-
age contour plot on top and the x-displacement contour
plot on bottom. . . . . . . . . . . . . . . . . . . . . . . . . . 105
54 (a) experimental crack pattern; (b) numerical result of the
crack pattern. Image (a) with permission from [133]. . . . . 106
55 Geometry of the simulated tensile tests: (a) 50 nm layer
thickness; (b) 100 nm layer thickness . . . . . . . . . . . . . 108
xiii
56 Failure of the specimens during the tensile test: (a) 50 nm
layer thickness; (b) 100 nm layer thickness; (c) zoom on the
50 nm layer fail area: it is evident the competition between
damage in the bulk and delamination; (d) zoom on the 100
nm layer fail area: pure delamination. . . . . . . . . . . . . 109
57 Stress-displacement curve comparison between the numer-
ical prediction and the experimental results. . . . . . . . . . 110
58 Specimen geometry. . . . . . . . . . . . . . . . . . . . . . . . 112
59 (a) & (b) two steps of crack propagation; (c) close-up view
of delamination when the crack is approaching the interface.113
60 Force displacement curve varying σmax and the ratio gc/gc,0.
The arrow shows the direction of increasing of σmax. . . . . 114
61 Geometry of the specimen under 4-point-bending and ten-
sion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
62 Sandwich panel structure along the thickness. . . . . . . . 116
63 Damage contour plot of the flat sandwich panel under ten-
sion and 4-point bending for the case of strong interfaces,
showing crack through the specimen without delamination 117
64 Crack propagation evolution of the flat sandwich panel
under tension and 4-point bending, for weak interface layer 118
65 Delamination evolution of the flat sandwich panel under
tension and 4-point bending, for weak interface layer . . . 119
66 Force-displacement curve of the sandwich panel under ten-
sion and 4-point-bending . . . . . . . . . . . . . . . . . . . 120
67 Geometry of the cylinder tension test. In grey is high-
lighted the symmetric domain considered for the simula-
tion. The cross setion structure is the same depicted in Fig.
62. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
68 Force-displacement curves of the cylinder under tension . 122
69 Crack propagation evolution of the sandwich panel with
cylindrical geometry under tension, for weak interface layer.123
70 Delamination evolution of the sandwich panel with cylin-
drical geometry under tension, for weak interface layer. . . 124
xiv
71 Geometry and boundary conditions of the specimen PV
panel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
72 Force displacement curve. . . . . . . . . . . . . . . . . . . . 126
73 Simulation of the 4-point bending test on the PV panel. . . 127
74 Simulation of nanoindentation tests for the characteriza-
tion of the Al/SiC nanolaminate. (a) shear test simulation
with layers parallel to the loading direction; (b) particu-
lar of the failure of the Al middle layer; (c) cantilever test
simulation with layers perpendicular to the loading direc-
tion; (d) cantilever test simulation with layers parallel to
the loading direction; . . . . . . . . . . . . . . . . . . . . . 134
75 Computational model of the pillar splitting test. (a) model
proposed in [63]; (b) model based on the 3D solid shell and
3D interface elements herein proposed. Image (a) With
permission from [63]. . . . . . . . . . . . . . . . . . . . . . . 135
76 Experimental study performed in [142]. The influence of
the interface thickness in the dynamic crack propagation
is studied. Interface thickness of: (a) 0.2 mm; (b) 1.0 mm;
(c) 2.7 mm. With permission from [142]. . . . . . . . . . . . 137
xv
xvi
List of Tables
1 Parameters used for the validation of the gradient descent
method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
2 Geometry and material parameters used in the simulation. 80
3 Crack nucleation (1, 2 based on Fig. 38) for each combina-
tion of model parameter. . . . . . . . . . . . . . . . . . . . . 83
4 Mode II eigenvalues for each simulated re-entrant corner;
In blue the eigenvalues which give a singular stress field
are highlighted. . . . . . . . . . . . . . . . . . . . . . . . . . 86
5 Geometry and material parameters. . . . . . . . . . . . . . 94
6 Geometry and material parameters of the tensile test. . . . 107
7 Geometry and material parameters of the tensile test. . . . 112
8 Sandwich panel geometry and material parameters. . . . . 116
9 Sandwich panel geometry and material parameters. . . . . 126
xvii
xviii
Acknowledgements
First and foremost, I would like to express my deep gratitude
to Prof. Marco Paggi and Dr. Jose´ Reinoso for their fruitful
supervision and support during my doctoral period. Their
ideas and research directions are the key that has led to the
contents of this thesis.
The majority of the thesis is based on articles published, or
currently under publication, co-authored by Prof. Paggi and
Dr. Reinoso. These articles are listed in the Publications Sec-
tion of this thesis. In particular, from article 1 are based the
Sections 3.1.3, 3.2.2 and 5.2. From article 2 are based the Sec-
tions 3.1.1, 3.1.2, 3.2.1 and all Section 5.1 except Section 5.1.3.
From article 3 are based the Sections 3.1.1, 3.1.2, 3.2.1 and the
introduction of Chapter 5. From article 4 is based Section 2.1.
On these article are also based parts of Chapters 1 and 6.
I would like to thank Dr. Claudia Borri for her great avail-
ability and support for the experimental part of my doctoral
research. The collaboration with Dr. Borri has led to the re-
search described in Section 2.1.
I would also like to thank Dr. Dario Piga from the Dalle
Molle Institute for Artificial Intelligence Research (Switzer-
land). His expertise in the field of identification and opti-
mization algorithm has led to the research described in Sec-
tion 4.1.
I would like to acknowledge the members of the Micro and
Nano Mechanics group at IMDEA Materials institute (Spain)
for the collaboration during my visiting period in 2016. That
collaboration has led to the research described in Sections 2.2
and 5.1.3.
xix
I would like to acknowledge the European Research Coun-
cil for the support to the ERC Starting Grant Multifield and
multi-scale Computational Approach to Design and Durabil-
ity of PhotoVoltaic Modules - CA2PVM, under the European
Unions Seventh Framework Programme (FP/2007-2013)/ERC
Grant Agreement n. 306622, which has partially supported
the present research.
I would like thank my friend and colleagues from IMT Lucca
for the pleasant environment create and enjoyable moments
spent during my Ph.D. years.
I am particularly grateful to my family to the support and
care provided me during my studies.
xx
Publications
1. V. Carollo, J. Reinoso and M. Paggi. ”A 3D finite strain
model for intralayer and interlayer crack simulation cou-
pling the phase field approach and cohesive zone mo-
del”. Composite structures 182 (2017): 636-651.
2. V. Carollo, J. Reinoso and M. Paggi. ”Modeling complex
crack paths in ceramic laminates: a novel variational
framework combining the phase field method of frac-
ture and the cohesive zone model approach”. Journal of
the European Ceramic Society. Under review.
3. V. Carollo, J. Reinoso and M. Paggi. ”Recent advance-
ments on the phase field approach to brittle fracture for
heterogeneous materials and structures”. Advanced Mod-
eling and Simulation in Engineering Sciences. Under re-
view.
4. V. Carollo, M. Paggi and C. Borri. ”A two-scale constitu-
tive parameters identification procedure for elastoplas-
tic fracture”. COMPLAS XIII: proceedings of the XIII Inter-
national Conference on Computational Plasticity: fundamen-
tals and applications. CIMNE, 2015.
5. V. Carollo, M. Paggi and A. Rossani. ”A two param-
eter elasto-plastic formulation for hardening pressure-
dependent materials”. Mechanics Research Communica-
tions 77 (2016): 1-4.
xxi
xxii
Abstract
A new computational model is used for the study of frac-
ture phenomena in homogeneous and composite materials.
The computational model is based on the coupling between
the phase field model and the cohesive zone model within
the framework of the finite element method. This model is
adopted from literature and consistently extended. The en-
hancements enclose the combination of the model with plas-
ticity and its extension to the 3D finite elasticity framework.
This extension is formulated in a consistent way by means
of the variational approach. The model is validated through
numerical examples mostly based on experimental results.
The experiments are designed and performed by means of
experimental facilities suitable for micro testing. The numer-
ical simulations comprehend problems at different scales of
homogeneous and composite materials in the bi-dimensional
and three-dimensional space. The model results particularly
appropriate for many technological applications. Among the
different applications, the following cases are analysed: the
competition between crack propagation and plasticity; the
adhesive wear phenomenon considering the fracture of the
micro asperities of two surfaces in contact; the mechanical
behaviour of a nanolaminate and a microlaminate; the in-
teraction between crack propagation and delamination. In
the latter application is where the model shows its strength.
The competition between crack propagation and delamina-
tion in composite materials is simulated without the neces-
sity of remeshing or crack tracking algorithms. The model is
particularly suitable for the exploitation in many engineering
industrial fields.
xxiii
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Chapter 1
Introduction
The onset and development of fracture events in solids has attracted an
increasing interest in many engineer fields. The prediction of the envi-
ronmental conditions which lead to the damage or failure of an engineer
system play a key role in the design of durable and safe structures. The
discipline which deals with this problem is Fracture Mechanics. Frac-
ture mechanics provides the rules to design a mechanical structure that
can operate in safety. The loading conditions are identified and defined
in order to avoid strong fracture phenomena like macroscopic cracks or
failure of the structure.
In order to study the problem, we should take under consideration
that in every engineer structure imperfections like micro cracks or flaws
are always present. The evolution of such imperfections promote the ap-
pearance of microscopic failure events, whose coalescence cause macro-
scopic fracture phenomena. In order to investigate these phenomena,
fracture mechanics deals with different length scales [1]. At the atomic
scale fracture is considered as the separation between atoms and atomic
slip systems. At the micro scale fracture phenomena interest the grains
of polycrystalline materials. Herewith, it is defined the competition be-
tween interlayer and intralayer fracture. At bigger scales, fracture phe-
nomena can interest the micro structure of a composite materials. At the
macro scale the materials take into accounts the lower scale considering
1
the stress and strains of the continuum material.
1.1 Review on fracture mechanics
The first pioneering investigation on Fracture Mechanics was conducted
by Inglis [2]. He studied the case of an infinite plane with an elliptic
hole under constant external stress (Fig. 1). After this seminal contri-
bution, in 1921, Griffith [3] built the foundation of the so called Linear
Elastic Fracture Mechanics (LEFM) theory stating the energy balance cri-
terion. According to this criterion the crack propagation can be predicted
through a relation among 5 energies contributions:
Ut = Ui − Ua − Uw + Uγ (1.1)
where Ut is the total elastic energy of the cracked body, Ui is the ini-
tial strain energy of the uncracked body, Ua is the elastic energy release
for the introduction of the crack, Uw is the work made by external load-
ings and Uγ is the increase in surface energy due to the creation of the
crack. From this energy balance criterion is possible to compute the crit-
ical stress at fracture σF imposing that the variation of total energy Ut
with respect to the crack length a has to be minimum. This condition can
be expressed mathematically as:
dUt
da
= 0 → σF =
√
2Eγs
pia
(1.2)
where E is the Young modulus and γs is the surface energy per unit
length. Many authors used LEFM to solve the problem with crack of
different shapes [4]. The stress distribution near the crack tip can be es-
timated through the fundamental developments by William [5], which
state that for all the crack tips the stress field is governed by the same
qualitative distribution. According with such assumptions, the so-called
stress intensity factor K [6] was introduced, which correspond to a cen-
tral magnitude to evaluate a particular fracture criterion.
The LEFM theory allows to describe many cracking phenomena, nev-
ertheless some limitations has to be considered. First of all, a crack can
2
Figure 1: Infinite plane with a central elliptic hole under tension.
only propagates starting from a pre-existing defect rather than nucleates
and propagates. Secondly, the theory can be applied only to brittle mate-
rials. In fact, due to the stress concentration at the crack tip the yield limit
would be violated even at low external load. In order to overcome the
latter limitation, the theory was extended to the so called Elasto-Plastic
Fracture Mechanics (EPFM), where the elasto-plastic formulation is con-
sidered to predict the redistribution of the stress and the blunting of the
crack tip due to the yielding of the material. The material develop plas-
ticity near the crack tip creating the so called plastic zone. The dimen-
sion and shape of the plastic zone depend on the material properties and
loading conditions. In particular, the higher is the stress intensity factor
or the lower is the value of the yield stress, the larger is the dimension
of the plastic zone. In the case of small plastic zone compared with the
crack length and the dimension of the structure, the plastic zone length
(dp) was computed in [7] assuming: von Mises plasticity; perfect plastic
behaviour; dependence of the plasticity on the stresses and strains within
a circle centred at the crack tip. Later, Irwin [8] correct that value of dp
3
assuming also at the crack ligament a force balance criterion between the
elastic and the elasto-plastic stress curve, obtaining:
dp =
1
6pi
(
KI
σF
)2
(1.3)
where KI take the name of stress intensity factor. Irwin also computed
the values of the effective crack length and the stress intensity factor.
Dugdale [9] set up another model which provide a similar result. He
started from three main assumptions: the entire plastic deformation is
concentrated in a strip of length dp; the strip has perfect plastic behaviour;
the effects of an external constant tension are superimposed with the ef-
fects of a constant tension acting on the strip. This formulation leads to:
dp =
pi
8
(
KI
σF
)2
(1.4)
The solution of this problem provides a relation that differs from the Ir-
win model only for a multiplicative constant.
Nowadays, these models are well-establish theory for the description
of fracture phenomena. In order to extend their applicability to complex
structural structure many computational models have been developed.
In the following section a review of the most used computational models
in the field of fracture mechanics are provided.
1.2 Fracture mechanics computational models
The development of new materials make fracture events a matter of the
interaction of many different phenomena. For instance, the advent of
new composite materials raised new investigation lines. Complex crack
patterns such as branching, multiple coalescence and crack merging are
developed in many engineering structures. These phenomena are caused
for the presence of anisotropy and/or heterogeneities, interfaces as well
as multi-axial external loadings, among others factors.
As a consequence of its practical importance, in the last decades,
many computational models have been developed to predict the strength
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and the crack path in brittle materials. Most of the computational models
for the description of fracture phenomena are developed within the finite
element method (FEM) [10] or boundary element method (BEM) [11; 12].
Techniques like the extended finite element method (XFEM) [13; 14], fi-
nite fracture mechanics (FFM) [15] and the embedded finite element me-
thod (EFEM) [16; 17; 18] belong to this class of approaches. In paral-
lel, methods to simulate quasi-brittle and interface fracture adopting the
cohesive zone model (CZM) [19; 20] have been proposed to simulate
cohesive fracture typical of elasto-plastic materials or interfaces. These
computational models generally suffer from some drawbacks due to the
complexity in tracing the evolution of the crack path. On the one side
in XFEM and EFEM, a splitting algorithm has to be defined for the ele-
ment crossed by the crack or containing the crack tip. This leads to crack
topology problems when the quadratic or higher order displacement in-
terpolation schemes are employed. This is not the case of FFM which
is a powerful and well-founded predictive tool, but can only by applied
to relatively simple structures for feasibility reasons. On the other side,
CZM-based methods, implemented using interface finite elements, are
viable strategies for pre-existing interfaces [21], while several algorith-
mic complexities arise for modelling evolving cracks in the continuum
[22].
Alternatively, continuum damage models (CDM) use a smeared crack
representation over a material band and constitute an easy-solution to be
implemented into standard finite element codes [23]. Pathological mesh-
dependency of CDMs can be alleviated by means of non-local damage
methods such as integral-based formulations [24], gradient enhanced
models [25; 26; 27; 28; 29], and thick level set methods [30; 31], to quote a
few of the existing modeling options.
Rooted on the Griffith theory of fracture, recent phase field methods
can be conceptually categorized as a gradient extended dissipative for-
mulations. These methods are derived within the context of the so-called
variational approach of fracture and are especially suitable for brittle ma-
terials [32]. In particular, phase field formulations endow a regulariza-
tion of the Griffith theory using a characteristic length scale l in the spirit
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of the Γ-convergence [33; 34; 35]. Due to their strong potential to model
complex crack patterns, phase field methods have been intensively de-
veloped following the landmark thermodynamically consistent formu-
lation proposed by Miehe et al. [36; 37]. Subsequent extensions to dy-
namic [38; 39] and ductile [40] fracture, higher order approximations [41],
multi-field problems [42; 43; 44] and shell structures [45; 46; 47; 48; 49]
have been successfully put forward in the last few years.
Recently, further developments of the phase field approach of frac-
ture for heterogeneous media have followed two basic methodologies:
(i) the use of a new energy model which combines the brittle energy dis-
sipation due to fracture in the bulk and the interfacial damage, based on
the level set method [50; 51], and (ii) the pioneering modelling frame-
work developed in [52], which accounts for the interaction between the
phase field model in the bulk and the interface cohesive model. This
latter variational concept has shown a great level of accuracy to retrieve
linear elastic fracture mechanics (LEFM) results for heterogeneous me-
dia, and seminally provided a comprehensive discussion regarding the
interaction between both fracture approaches based on the ratio between
their characteristic length scales, i.e. l/lCZM where lCZM is the character-
istic length scale of the cohesive model.
1.3 Objectives and organization of the thesis
In this thesis, a variational approach based on the phase field model for
brittle fracture and the cohesive zone model is proposed. The model
consider the combination of these two computational methods together
with other constitutive models such as plasticity. Phase field and cohe-
sive zone model are also coupled at the constitutive level making use
of the approach developed in [52]. This approach is adopted and en-
hanced considering its three-dimensional formulation in the finite elas-
ticity framework. Without loss of generality, the variational formula-
tion for the bulk is particularized to solid shells based on the novel en-
hanced assumed strain formulation presented in [49] to prevent locking
pathologies. Therefore, the proposed formulation enables the interaction
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of phase field and cohesive zone models for fracture with locking free
solid shell elements.
The dissertation is organized as follows. In Chapter 2 an experimen-
tal investigation on fracture phenomena is presented. In Section 2.1 the
interaction between crack propagation and plasticity is studied by means
on tensile tests on metallic strips. In Section 2.2 the fracture properties at
the micro scale are studied by means of experiments on a nanolaminate
materials. In this case the experiments are performed with facilities suit-
able for micro testing.
In Chapter 3 the variational formulation and the finite element im-
plementation of the computational model is outlined. The phase field
model is presented in Section 3.1 and the cohesive zone model is pre-
sented in Sections 3.2. In the latter section the coupled formulation of the
two model is presented.
In Chapter 4 the computational model herein proposed is applied to
two technological applications. In Section 4.1.1 the experimental results
described in Section 2.1 are reproduced in order to identify the material
and fracture parameters of the material. In Section 4.2 the adhesive wear
phenomenon is investigated by means of simulations based on the phase
field model.
In Chapter 5 the coupled phase field and cohesive zone model frame-
work is used to study the interaction between crack propagation and
delamination in laminates. This interaction is responsible for the gen-
eration of the typical complex crack paths developed in laminates. The
problem is approached in Section 5.1 by means of parametric analysis
and technology applications. In particular the experiments described in
Section 2.2 are reproduced in order to characterize the nanolaminate. In
Section 5.2 we show the potentialities of the 3D finite elasticity formu-
lation of the coupled phase field and cohesive zone model framework.
Then, numerical simulations on flat and curved 3D geometries are pre-
sented.
Finally, Section 6 addresses the main conclusions of the current re-
search. Moreover, it is outlined the perspective future developments and
applicability of the research developed.
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Chapter 2
Experimental investigation
of the interaction between
crack propagation,
plasticity and delamination
In this chapter is presented the behaviour of the crack propagation in
different materials and structures with high relevance in high technolog-
ical engineering applications. In particular, several experimental tests
that aim to shade light on the phenomena involving crack propagation
together with plasticity or delamination are henceforth analysed in de-
tail. In Section 2.1 the interaction between the crack propagation and
the plasticity is investigated with a metallic strip tested under uniform
tensile loading. In Section 2.2 the interaction between the crack propaga-
tion and the delamination of the interfaces of a nanolaminate is investi-
gated. The experimental facilities as well as the experimental procedure
are thoroughly described together with the corresponding results. Then,
the fracture performance of each of the engineering components under
consideration are characterized.
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2.1 Crack propagation and plasticity
In this section the interaction between crack propagation and plastic-
ity is investigated by means of an application from the field of photo-
voltaic (PV) technologies. The PV power generation via Silicon-based
wafers is one of the most growing technology in the framework of re-
newable energies. Among all the factors which influence the efficiency
of PV panels the mechanical integrity plays a key roll. In fact, a statis-
tic comprise in the period 2008-2011 from the Institute for Solar Energy
Research Hamelin and TU¨V Rheinland reveals that the 6% of the of the
PV modules present cracking phenomena already before the installation
[53]. These cracks are likely to evolve in more severe damage phenom-
ena due to ageing environmental effects like snow, wind gusts, hail or
rapid temperature variations.
In order to study the consequences of these environmental effects on
PV modules, various authors reproduce the environmental conditions
via mechanical testing. In [54] the fatigue behaviour of PV modules af-
fected by a preexisting crack have been studied. The preexisting cracks
have been generated by the impact of a PMMA balls of 4 cm of diam-
eter at a velocity of 6 m/s. After this, the crack propagation has been
monitored during a 650 cycle of a fatigue 3-point bending test. The crack
propagation together with the power loss during the fatigue test were
monitored via an electroluminescence camera (Fig. 2). In [55], indeed, it
has been studied the power loss and the crack propagation in a flexible
PV module. The PV module has been tested under 4-point bending. The
same electroluminescence technique was used to capture the results of
the test.
These investigations provide a thorough understanding with regard
to the durability of the silicon wafer of the PV cells. In this section we fo-
cus our attention on the durability of the electrical connections employed
between the PV cells. This electrical connections are metallic strips called
busbars (Fig. 3 (a)). The main problem of the busbars is that the gap
which separate two PV cells can suffer strong deformations. In [56] the
effect of the temperature variation on the gap deformation is studied.
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Figure 2: Electroluminescence images showing the crack propagation
during the 3-point bending fatigue tests. With permission from [54]
(a) (b)
Figure 3: (a) busbars which connect two photovoltaic cells; (b) partially
etched specimen of a busbar. It can be recognize the silver coating and
the inner copper part (red).
They found that between the temperature range of −40◦ and −80◦ the
gap suffer a strain from −1.25% to +2%. Considering that metals un-
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dergo plastic deformations from around a strain of 0.2%, we expect that
plasticity can be developed in busbars.
In the following section we investigate the interaction between crack
propagation and plasticity by means of experimental tests on busbars.
The tested busbars are composed of copper coated by a thin layer of sil-
ver (Fig. 3 (b)). The experimental campaign is then conducted to charac-
terize the mechanical and fracture properties of the busbars. Moreover,
in Section 4.1 the characterization is supported by a computational mo-
del and an optimization algorithm.
2.1.1 Experimental tests on busbars’ specimens
The experimental campaign described in this section is conducted in the
MUSAM-Lab of the IMT School for Advanced Studied Lucca in collab-
oration with Dr. Claudia Borri. The experiments are performed using a
Deben Gatan MTEST5000S tensile stage (Fig. 4) equipped with a 5 kN
loading cell. The tensile stage is placed inside a scanning electron micro-
scope (SEM) Zeiss EVO MA15, capable of working with variable pres-
sure to avoid metallization or graphitization of the samples surface. This
experimental setup allows performing monotonic and cyclic tensile tests
and record images of the surface during the test at different magnifica-
tions, observing the evolution of crack propagation at the micro scale.
The experiments are performed on notched and unnotched speci-
mens of busbar. The geometry of the specimens is characterized by a
free span of 17 mm, a width of 2.6 mm, a thickness of 0.2 mm and a
notch with length a0 which vary among the values: 0 mm (unnotched),
0.45 mm and 0.8 mm (Fig. 5). The total specimen length is longer than
the free span length. This external part is roll with a Teflon stripe and
clamped in the tensile stage. The Teflon stripe layer distribute the pres-
sure of the clamp avoiding stress localizations and preventing boundary
failure. The tests have been performed under quasi-static load applying
a monotonically increasing tensile displacement ∆ upon failure with a
constant velocity of 0.033 mm/min.
Fig. 6 shows the results of the experiments in terms of force-displacement
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(a) (b)
Figure 4: Tensile stage: (a) description of the experimental set up; (b)
detail of the specimen and the clamps.
(a) (b) (c)
Figure 5: Specimen geometry and loading condition.
curves. In this curves the regular drops in the force evolution are caused
by the temporary stops of the tensile stage for the recording of high res-
olution images of the specimen. The curve corresponding to the un-
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notched specimen shows the typical behaviour of an elasto-plastic ma-
terial. It is characterized by a first linear behaviour followed by a linear
hardening until the failure of the specimen. The curves corresponding
to the notched specimens show a coupled effect of plasticity and frac-
ture. The first part of the curve is characterized by a linear elastic be-
haviour. After that a plastic behaviour is shown. At this stage the ma-
terial around the notch tip experienced the development of strong plas-
tic deformation while maintaining the notch length equal to the initial
one. This behaviour can be observed comparing the SEM images Fig.
7(a) and 7(b). After a further increasing of the tensile displacement the
curves show a softening behaviour which is maintained until the failure
of the specimen. The softening branch of the curve can be addressed to
the fracture onset and the consequent crack propagation from the notch
tip (Fig. 7(c,d,e,f)).
Figure 6: Force-displacement curves for three different notch lengths: un-
notched specimen, 0.45 mm notch, 0.80 mm notch. The red letters refers
to the sequence of images in Fig. 7.
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Figure 7: Evolution of the notch tip during the tensile test of the 0.45 mm
notched specimen.For each image the imposed displacement is: (a) 0.163
mm; (b) 0.340 mm; (c) 0.415 mm; (d) 0.445 mm; (e) 0.490 mm; (f) 0.500
mm.
Figure 8: Crack path of the failed specimen with 0.45 mm notch.
The final crack direction follow a straight line (Fig. 8) as was expected
from the symmetry of the specimen and of the imposed boundary con-
ditions.
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These experimental results are used in Section 4.1 for the mechani-
cal and fracture characterization of the busbar. The characterization is
supported by the numerical model described in Section 3.2, and by the
optimization algorithms described in Section 4.1.
2.2 Fracture in Al/SiC nanolaminate
Nanolaminates composite have an increasing interest within the scien-
tific community due to their outstanding material properties and the
potential future applications in various engineering fields [57; 58; 59].
Nanolaminates are made of alternate layer of two different materials.
Usually the two constituent materials have layer thickness which range
from 10 nm to 100 nm. Various type of constituents combinations have
been already studied: the metallic systems like Cu/Nb [60], Cu/W [61]
or Al/Nb [62] among others; the metal ceramic systems like Al/SiC [63]
or Al/TiN [64] among others. The former systems are characterized by
ductile deformations. These systems show a strengthening due to the in-
teraction between dislocations, interfaces, grain boundaries and due to
the small layer thickness. In fact, the interfaces between the layers or
the grain boundaries act as a barrier for the dislocation causing the so
called dislocation pile-up. This phenomenon is the so called Hall-Petch
behaviour, and it is responsible of the material strengthening at small
scales. In metal ceramic nanolaminates deformations are limited due to
the higher stiffness introduced by the ceramic materials. Moreover, plas-
tic deformation are constraint within the metallic layer due to the brittle
nature of ceramics.
In this section it is investigated the mechanical and fracture properties
of the metal ceramic nanolaminate composed by aluminium and silicon-
carbide (Al/SiC). The material structure of the Al/SiC nanolaminate can
be seen in (Fig. 9). This nanolaminate is being studied as a suitable mate-
rial for high wear resistant coatings applications. In fact, SiC layers gives
to the nanolaminate good wear resistance properties, while the Al pro-
vides to the nanolaminate a ductile character to its mechanical perfor-
mance. Al/SiC nanolaminates are commonly fabricated by magnetron
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sputtering [65]. With this technology the material is slowly deposited on
a substrate. In details, the material to be deposited (target material) is
negatively charged and bombarded by energetic positive ions. The ions
are generated from a glow discharged plasma. The impact of the ions
on the target material provoke the ejection of atoms which will deposit
on the substrate material. The Al/SiC surfaces used for the experiments
herein described were fabricated with magnetron sputtering. A target
of pure aluminium was used for the Al layers and a SiC target for the
SiC layers. The sputtering gas used was Argon. The substrate where the
sputtered material deposited was made of silicon (Si).
Figure 9: Al/SiC nanolaminate layer structure. The darker uniform lay-
ers correspond to the SiC layers. The clearer layers correspond to the Al
layers. With permission from [66].
In order to investigate the small scale mechanical properties of such
nano-structured materials, experimental facilities able to perform mi-
cro testing are required. The most used technology for micro testing is
the nanoindentation [67]. Nanoindenters are instruments which apply a
pressure on the material by means of a tip of the dimensions of few mi-
crons. The indenter is equipped in a load cell able to measure with high
precision the force and the displacement imposed on the specimens. In-
denter’s tips are made of material with high stiffness like diamond. This
materials avoid the development of not negligible deformations of the tip
during the experimental tests. The tip of the indenter can assume vari-
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ous geometries. The most commons are flat, cube corner and Berkovich
geometry [67].
The most simple test that can be performed with a nanoindenter is
the indentation test. In the indentation test the surface of a material is
punched with the indenter until a prefixed pressure is detected by the
load cell. The loading-unloading curve provided by the test allow to
calculate the hardness and the Young modulus of the material [67].
More advanced techniques make use of indenters in order to impose a
concentrate load to a specimen with a particular geometry. The geometry
of the specimens are realized by means of Focus Ion Beam (FIB). This
equipment realize 3D geometries eroding the material that surround the
desire geometry. In particular, the FIB bombard the surface with gallium
ions (ions with high mass). The material is then removed due to the
impact between the ions and the material surface.
Making use of the FIB and the indenter, micropillars can be realized
and tested under compression (Fig. 10). The aim of this test is to retrieve
the fracture toughness of the material making it fail under compression.
Flat punch or cube corner tip are used to impose a pressure to a micropil-
lar [63; 68]. In particular the test that makes use of the cube corner tip
has taken the name of pillar splitting test. This test provoke the failure
of the micro pillar splitting it in three parts (Fig. 11). The way through
which the existing fracture events propagate in the micropillar provides
valuable informations regarding the material’s fracture properties. In
particular, the behaviour of the interfaces and the effect of the defect of
the materials can be studied. For instance, Al/SiC nanolaminates are
characterized by the so called columnar defect. This defect gives to the
layers of the nanolaminate a wave shape (Fig. 9). The boundaries of this
columnar defects are very brittle. A study currently under publication
of researchers from IMDEA Materials institute shows that micropillars
tends to fracture following the columnar boundaries.
The behaviour of the different fracture Modes of the Al/SiC nanolam-
inate has been also investigated. In [69] a shear test has been designed
and performed (Figs. 12(a), 12(b)). This study provide informations re-
garding the fracture Mode II of the nanolaminate with layers parallel to
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(a) (b)
Figure 10: Micropillar geometry: (a) 3D geometry from SEM image; (b)
internal structure of the layers from TEM image. With permission from
[68]
(a) (b)
Figure 11: Pillar splitting test: (a) micropillar with the footprint of the
cube corner tip indenter; (b) fractured micropillar due to the pillar split-
ting test. The non uniformity of the Al layers are given by the metallic
grains. With permission from [63].
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(a) (b)
(c) (d)
Figure 12: Micromechanical test: (a) SEM image of the shear test spec-
imen; (b) TEM image of the layer structure of the shear test specimen;
(c) micro cantilever beam test geometry; (d) SEM image of the cantilever
specimens. With permission from [69] and [70]
the loading direction. Finally, in [70] cantilever beam tests has been de-
signed and performed (Figs. 12(c), 12(d)). The cantilever beams have
been notched near the constraint end of the beam. A pressure has been
imposed from the top surface near the free end by means of an indenter.
Cantilever beams with various layer thickness and layer orientations has
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been tested.
In the following section the results of a tensile test technique are shown.
The tensile test provides informations on the Mode I fracture properties
of the weaker material. The difficulty of the micro tensile test is that is
very laborious to be performed.
2.2.1 Micro tensile tests: design and results
The facilities used for the experimental campaign have been provided
by the ”Nanomechanics and Micromechanics of Advanced Materials”
group of the IMDEA Materials institute. All the experimental results re-
garding the tensile tests of the Al/SiC nanolaminate have been retrieved
in collaboration with Dr. Jon Molina-Aldareguia, Yang Lingwey and Al-
berto Palomares. They are all members of the research group above men-
tioned.
The experimental facilities used for the microstructural characteriza-
tion of the Al/SiC nanolaminate are described in the sequel. First, a FIB-
FEGSEM dual-beam microscope Helios NanoLab 600i, FEI (Fig. 13 (a)) is
used. This facility is utilized for the micro machining and patterning of
the specimens through ion-beam milling. Moreover, it is used for TEM
sample preparation of lamellae. Additionally, a FEG S/TEM microscope
Talos F200X, FEI (Fig. 13 (b)) is used to acquire high resolution images of
the specimens. The TEM can reach good quality of images at lower scale
with respect to the SEM. Then, it is used for the investigation of the frac-
ture surface topography after the tensile test is performed. The tensile
stage utilized for the tensile test inside the SEM is an in-situ nanoinden-
ter Hysitron, PI87 (Fig. 13 (c)). This system can be assembled inside the
SEM to carry out tests like nanoindentation, micro-compression, micro-
bending, micro-tension. During the tests the load and the displacement
are recorded and the deformation mechanisms of the materials can be
investigated.
The procedure to perform a tensile test at the micro scale is not straight-
forward. First of all, a tensile grip of the dimension of few microns is
needed. This grip has been previously machined from a diamond tip
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(a)
(b)
(c)
Figure 13: Experimental facilities used for the micro tensile test at
IMDEA Materials institute: (a) FIB-FEGSEM dual-beam microscope; (b)
FEG S/TEM microscope; (c) nanoindenter Hysitron, PI87.
Figure 14: Micro tensile grip geometry.
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(a) (b)
Figure 15: (a) geometry of the micro dog bone specimen; (b) simulation
of bending distortion of the specimen’s head due to a small head height
and a big specimen width.
through a FIB milling process (Fig. 14). After that, the nanolaminate
specimen has to be machined through FIB to realize the required shape.
In order to achieve a test with pure tensile load a micro dog bone speci-
men is produced (Fig. 15 (a)). The shape need to be precisely designed
in order to make the head of the specimen fit within the tensile grip. The
design of the specimens is also supported by preliminary numerical sim-
ulations. Hence, it is predicted the shapes which avoid problems such as
stress concentrations at the specimen corners or undesired deformations
of the specimen head.
The critical point of this design are basically three. Firstly, the speci-
men need a base large enough to ensure a low distributed tensile load at
the interface between the laminate and the substrate. In fact, such inter-
face is extremely weak. With an incorrect design the specimen could de-
tach from the substrate during the tensile test. The second critical point
is to avoid large stress intensifications in the transition between the spec-
imens head/base and the specimen pillar. Finally, another critical point
is to design the specimen head enough tall in order to avoid a bending
deformation of the head (Fig. 15 (b)).
The nanolaminate available for the test is composed of Al/SiC sur-
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faces with layer thickness dimensions of: 100 nm, 50 nm and 10 nm. The
available nanolaminate has a total thickness which ranges between 10
µm and 17 µm. This is a limitation for the design of the specimen geome-
try. In fact, for the case of layers perpendicular to the tensile direction the
total length of the specimen has to be contained in the total nanolaminate
thickness.
After the achievement of a dog bone geometry which fulfil all the
constraints, the tensile test is simulated in the finite element program
Abaqus [71]. This simulations aim to verify: that the stress intensifica-
tion in the specimen corners are not too big; that the stress at the inter-
face between laminate and substrate are not too big; that the head of the
specimen will not bend due to the displacement imposed by the tensile
grip (Fig. 15 (b)). The variables which control that phenomena are the
specimen head height and the specimen width in the middle part. The
simulations are performed considering a linear elastic material for the
SiC and an elasto - perfectly plastic material for the Al.
Once the specimen geometry design is completed the specimens are
machined with the FIB system. Later, the tensile test of the specimens are
performed in the SEM equipped with the tensile stage. The introduction
of the specimen head inside the tensile grip is realized has follows: first
the specimen head and the tensile grip are placed close but at different
heights (Fig. 16 (a)); then, the specimen head and the tensile grip are
aligned one on top of the other (Fig. 16 (b)); finally, the grip is moved
vertically toward the specimen until the specimen’s head is totally inside
the grip. In order to verify that the specimen head is totally inside the
tensile grip, a very small displacement which distance the grip from the
specimen’s head is imposed. When the load cell detect an increment in
load then the specimen head is considered inside the grip
The experimental campaign is composed of 5 tests. For the case of
layers perpendicular to the loading direction, specimens with layer thick-
ness of 100 nm and 50 nm are tested. For the case of layers parallel to the
loading direction specimens with layer thickness of 100 nm, 50 nm and
10 nm are tested. The tests are performed under displacement control.
Regular stops are done to acquire high resolution images.
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(a)
(b)
Figure 16: Procedure of alignment of the tensile grip and the specimen’s
head.
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Fig. 17 (a) shows the force displacement curve of the tests with the
layers perpendicular to the loading directions. The curve corresponding
to the 100 nm thickness layers shows a quasi brittle behaviour. This is
caused by the fact that the failure of the specimen can be addressed to
the failure of an interface (Fig. 17 (b)). Indeed, the curve corresponding
to the 50 nm thickness layer shows a small ductility but the overall be-
haviour can be also considered quasi brittle. This small ductility could
be addressed to the fact that the failure of the specimen is an interac-
tion between the delamination of an interface and the crack propagation
in an Al layer. Moreover, the development of plasticity could have oc-
curred and generate the nonlinearity in the force - displacement curve.
In Fig. 17 (b) it can be seen the crack jump from an interface to another
one crossing an Al layer.
The test on the specimens with layers parallel to the loading direction
was not very successful. In fact, the specimens fail always following a
columnar boundary defect of the material (Fig. 18 (b)). This made the
specimen fail prematurely, as it can be see from stress value at failure in
Fig. 18 (a). Consequently the data collected in these tests are not usable
for the characterization of the material.
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(a)
(b)
Figure 17: Tensile test with layers perpendicular to the loading direction:
(a) stress-displacement curves; (b) TEM images of a lamella of the failed
specimens.
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(a)
(b)
Figure 18: Tensile test with layers parallel to the loading direction: (a)
stress-displacement curves; (b) TEM images of a lamella of the failed
specimens.
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Chapter 3
Computational approaches
for fracture and
delamination
3.1 Brittle fracture
In this section a smeared crack model for brittle fracture is used. Our
approach is based on the recent phase field formulations. It allows the
regularization of sharp crack representation using a pure continuous for-
mulation. In particular, phase field models can be interpreted as a reg-
ularized version of the Griffith theory of brittle fracture in the spirit of
the Γ-convergence [72]. One of the principal attributes of this approach
concerns with the introduction of a characteristic length scale parameter
into the particular form of the crack density functional.
3.1.1 Phase field (PF) model for brittle fracture
In this section we describe the thermodynamically consistent formula-
tion of the Phase field (PF) method for brittle fracture. The formulation
herein used is based on the approach proposed in [73; 74]. This formu-
lation lays in the classical fracture theory of Griffith and Irwin, but it
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considers the crack as a diffuse damage instead of a sharp discontinuity.
Our approach is developed in the general multi-dimensional frame-
work (Fig. 19 (a)). We consider an arbitrary body Ω ∈ Rn in the Eu-
clidean space. An arbitrary point in the body Ω is denoted by the vec-
tor of its Cartesian coordinates x, while the body forces are denoted by
fv : Ω −→ Rn. The boundaries of Ω are denoted by ∂Ω ∈ Rn−1, which
are split into the prescribed kinematic boundary ∂Ωu and the prescribed
traction boundary ∂Ωt. Where kinematic and traction boundaries fulfil
the two conditions: ∂Ωt ∪ ∂Ωu = ∂Ω and ∂Ωt ∩ ∂Ωu = ∅. For a generic
point of Ω, we denote the displacement vector by u and the Cauchy stress
tensor by σ. Then, the prescribed displacements, u¯, and tractions, t¯, at
the respective boundaries are denoted by:
u = u on ∂Ωu and t = σ · n on ∂Ωt,
where n denotes the outward normal unit vector to the body.
In the PF model for brittle fracture the crack, which is usually rep-
resented by a discrete discontinuity, is regularized through a diffuse PF
damage variable d, with d : Ω x [0, t] −→ [0, 1] [75]. For d = 0 we have the
undamaged state, while for d = 1 we identify a fully damage state. In the
1D case, between 0 and 1 the PF damage variable can vary following the
law given in Fig. 19 (b). Here, the parameter l is the so called PF internal
length, which control the amplitude of the diffusion area of the damage
[73; 74].
Following this framework, the potential energy of the system takes
the form:
Π(u, d) =
∫
Ω
ψ(ε, d) dΩ +
∫
Ω
Gcγ(d,∇xd) dΩ, (3.1)
where ψ(ε, d) is the elastic energy density which depend on the damage
d and the strain ε. Gc is the Griffith fracture energy and γ(d,∇xd) is the
so-called crack density functional which depends on d and its spacial
gradient ∇xd. The crack density functional is defined in [73] with the
following equation:
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(a)
(b)
Figure 19: (a) comparison between the discrete discontinuity of the
LEFM theory (left) with the smeared discontinuity of the PF model
(right); (b) 1D approximation function which smear out the discontinu-
ity, the damage d follows the exponential based function d = e−|x|/l.
γ(d,∇xd) = 1
2l
d2 +
l
2
|∇xd|2. (3.2)
Then, the Euler equations associated with the phase field formulation
are:
d− l2∇2xd = 0 in Ω and ∇xd · n = 0 in ∂Ω, (3.3)
where∇2xd is the Laplacian of the PF variable.
31
Regarding the elastic energy stored in the body ψ(ε, d), we consider
the formulation based on the positive-negative split [76]. The positive
counterpart of the elastic energy depends on the tensile stresses, while
the negative counterpart depends on the compressive stresses. Follow-
ing the approach in [36], the positive-negative split takes the form:
ψ(ε, d) = g(d)ψe+(ε) + ψ
e
−(ε), (3.4a)
ψe+(ε) =
λ
2
(〈tr[ε]〉+)2 + µtr[ε2+], (3.4b)
ψe−(ε) =
λ
2
(〈tr[ε]〉−)2 + µtr[ε2−], (3.4c)
where λ and µ are the Lame´ constants, ε+ and ε− are, respectively, the
positive and negative counterparts of the strain tensor. The symbol tr[•]
denotes the trace operator, the symbol 〈•〉± denotes the so-called Macaulay
brackets which describe the function 〈•〉± = (• ± | • |)/2. The function
g(d) is a degradation function that in our formulation takes the form:
g(d) = (1− d)2 +K, (3.5)
where K is a residual stiffness which is introduced to avoid numerical
instabilities and ill-conditioned stiffness matrix when d = 1. In Eq. (3.4a)
the degradation function (Eq. (3.5)) multiplies only the positive counter-
part of the elastic energy. In this way the damage is addressed only to
the tensile stresses, avoiding damage development in compression.
The split of the strain tensor into its positive and negative counter-
parts (ε = ε+ + ε−) is computed making use of the spectral decomposi-
tion of the strain tensor:
ε± =
ndim∑
i=1
〈εi〉±niε ⊗ niε, (3.6)
where εi and niε are, respectively, the eigenvalues and the eigenvectors
of the strain tensor.
Finally, the Cauchy stress tensor of the PF formulation takes the form:
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σ :=
∂ψˆ
∂ε
= g(d)σ+ + σ−; with σ± = λ (〈tr[ε]〉±)1+ 2µε±, (3.7)
where 1 denotes the second-order identity tensor, and σ± denotes the
positive-negative counterpart of the stress tensor.
3.1.2 2D finite element formulation and implementation
of the PF model for brittle fracture
In this section the PF formulation for brittle fracture is formulated within
the framework of the finite element method. The PF is included as con-
stitutive law for a 4-node isoparametric element.
First of all, the weak form of the PF model is derived following the
Galerkin procedure. According to the functional defined in Eq. (3.1) we
can derive its virtual variation as follows:
δΠb(u, δu, d, δd) =
∫
Ω
σ : δε dΩ−
∫
Ω
2(1− d)δdψe+(ε) dΩ+∫
Ω
Gbc l
[
1
l2
dδd +∇xd · ∇x(δd)
]
dΩ + δΠb,ext(u, δu),
∀δu ∈ Vu, δd ∈ Vd (3.8)
with:
Vu =
{
δu |u = u on ∂Ωu,u ∈ H1
}
Vd =
{
δd | δd = 0 on Γb, d ∈ H0
}
where δu is the virtual variation of the displacement vector, and δd is
the virtual variation of the PF variable. The variation of the external
contribution to the functional is defined as follows:
δΠb,ext(u, δu) =
∫
∂Ω
t · δu d∂Ω +
∫
Ω
fv · δu dΩ. (3.9)
The isoparametric element is defined in the bi-unit square domain
in the vector space ξ = {ξ1, ξ2}. In this space, the Lagrangian shape
functions N I(ξ) are employed in order to interpolate the geometry (x),
the displacement field (u), its variation (δu) and its linearization (∆u):
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x ∼=
n∑
I=1
N I x˜I = Nx˜; u ∼=
n∑
I=1
N IdI = Nd; (3.10)
δu ∼=
n∑
I=1
N IδdI = Nδd; ∆u ∼=
n∑
I=1
N I∆dI = Nδd, (3.11)
where n is the number of nodes per element, xI and dI are the discrete
nodal coordinates and displacements values, respectively, which are col-
lected in the corresponding vectors x˜ and d. The operator N collect the
interpolation function at the element level. The displacement-strain op-
erator Bd is also used in order to define and interpolate the strain field
(ε), its variation (δε) and its linearization (∆ε):
ε ∼= Bdd; δε ∼= Bdδd; ∆ε ∼= Bd∆d (3.12)
The operator N is also used to interpolate the PF variable d, its varia-
tion δd and linearization ∆d:
d ∼=
n∑
I=1
N IdI = Nd; δd ∼=
n∑
I=1
N IδdI = Nδd; ∆d ∼=
n∑
I=1
N I∆dI = Nδd,
(3.13)
where dI is the value of the PF variable at the node level, d is the vector
which collect the nodal PF variable value at the element level.
Finally the operator Bd is defined in order to interpolate the gradient
of the PF variable (∇xd), its variation (∇xδd) and linearization (∇x∆d):
∇xd ∼= Bdd; ∇x(δd) ∼= Bdδd; ∇x(∆d) ∼= Bd∆d. (3.14)
Considering the interpolation framework herein defined we can write
the discretized form of the Eq. (3.8) at the element level (denoted by the
superscript el):
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δΠ˜elb (d, δd, d, δd) =
= δdT{
∫
Ωel
[(
(1− d)2 +K
)
BTdσ+ +B
T
dσ−
]
dΩ+
−
∫
∂Ωel
NTt d∂Ω−
∫
Ωel
NTfv dΩ}+
+ δd
T
{∫
Ωel
−2(1− d)NTψe+(ε) dΩ +
∫
Ωel
Gbc l
(
BTd∇xd +
1
l2
NTd
)
dΩ
}
=
= δdTf bd + δd
T
f bd (3.15)
then the internal f bd,int and external f
b
d,ext contribution of the residual vec-
tor of the displacement field, and the residual vector associated with the
PF variable f bd are defined as:
f bd,int =
∫
Ωel
[(
(1− d)2 +K
)
BTdσ+ +B
T
dσ−
]
dΩ, (3.16)
f bd,ext =
∫
∂Ωel
NTt d∂Ω +
∫
Ω
NTfv dΩ, (3.17)
f bd =
∫
Ωel
−2(1− d)NTψe+(ε) dΩ +
∫
Ωel
Gbc l
[
BTd∇xd
1
l2
NTd
]
dΩ, (3.18)
from which the total residual vector of the displacement field can be
found as f bd = f
b
d,ext − f bd,int.
The solution scheme herein used is based on a fully coupled mono-
lithic scheme. With respect to the staggered scheme solution used in
[40; 50; 51], the monolithic scheme ensure a stronger stability of the so-
lution. Then, the coupled linearized system of equation can be written
as: Kbdd Kbdd
Kbdd K
b
dd
∆d
∆d
 =
f bd,ext
0
−
f bd,int
f bd
 . (3.19)
where Kbdd, K
b
dd, K
b
dd and K
b
dd are the stiffness matrices related to the
displacement and PF degree of freedom. Further details on the form and
components of these matrices can be found in [77].
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3.1.3 3D finite element formulation and implementation
of the PF method in finite strain solid shells
In this section the PF method is particularized for the case of 3D solid
shell elements (Fig. 20). In the solid shell formulation enhanced assumed
strain (EAS) technology is used in order to alleviate locking patholo-
gies. In particular, it is adopted the additive decomposition of the Green-
Lagrange strain tensor E = Eu + E˜, where Eu and E˜ denote the compat-
ible and the incompatible counterparts [78; 79], respectively.
Figure 20: Solid shell element and finite strain kinematic framework.
The formulation is defined trough the Hu-Washizu functional. In this
functional the displacements u, the incompatible strains E˜, the second
Piola-Kirchhoff stress tensor S, and the crack phase field variable d con-
stitute the independent fields of the formulation. According to the Grif-
fiths theory of brittle fracture, for cracked bodies, this variational formal-
ism in the reference configuration can be expressed as:
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Π(u, E˜,S, d) =
∫
B0\Γ
g(d)Ψ(E) dΩ−
∫
B0
S : E˜dΩ︸ ︷︷ ︸
Πbint
+
∫
Γ
Gc dΓ︸ ︷︷ ︸
Πfr
+Πext,
(3.20)
where the internal contribution of the bulk is denoted by Πbint, whilst Πfr
identifies the dissipative contribution due to fracture events. Further-
more, the prescribed external surface and body actions are arranged in
the term Πext. In Eq.(3.20), Ψ(E) is the effective Helmholtz free-energy
function in the bulk for undamaged hyperelastic materials and g(d) is the
degradation function. Ψ(E) and g(d) satisfies the relations g(0)Ψ(E) =
Ψ(E) for undamaged states, and g(1)Ψ(E) = KΨ(E) for fully damaged
states, being K ≈ 0 a residual positive parameter that prevents numeri-
cal instabilities [77]. Thus, without loss of generality, we adopt as degra-
dation function g(d) = [1− d]2 + K. Moreover, it is worth mentioning
that the second integral term of Πbint accounts for the contribution of the
second Piola-Kirchhoff stress tensor over the incompatible strains in the
view of the EAS method.
Introducing the PF approximation to the dissipated energy counter-
part of the functional in Eq. (3.20), it follows:
Πb(u, E˜,S, d) =
∫
B0\Γ
g(d)Ψ(E) dΩ−
∫
B0
S : E˜dΩ+
+
∫
B0
Gbcγ(d,∇Xd) dΩ + Πext (3.21)
The corresponding weak form of the functional in Eq. (3.21) is given
by the first variation through directional derivative concept with respect
to the four independent fields. This leads to the following residual equa-
tions:
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Ru(u, δu, E˜,S, d) = Ruint −Ruext =
=
∫
B0
g(d)
∂Ψ
∂E
: δEu dΩ + δΠext(u) = 0, ∀δu ∈ Vu,
(3.22)
RE˜(u, E˜, δE˜,S, d) =
∫
B0
g(d)
∂Ψ
∂E
: δE˜dΩ−
∫
B0
S : δE˜dΩ = 0, ∀δE˜ ∈ VE˜ ,
(3.23)
RS(u, E˜,S, δS, d) =
∫
B0
δS : E˜dΩ = 0, ∀δS ∈ VS , (3.24)
Rd(u, E˜,S, d, δd) =
=
∫
B0
−2(1− d)δdΨ(E) dΩ +
∫
B0
Gbc l
[
1
l2
dδd +∇Xd · ∇X(δd)
]
dΩ = 0,
∀δd ∈ Vd, (3.25)
where Vu =
{
δu ∈ [H1(B0)] : δu = 0 on ∂B0,u
}
identifies the space of
admissible displacement variations; VE˜ = [L2(B0)] and VS = [L2(B0)]
identify the admissible spaces corresponding to the test functions of the
incompatible strain and the stress fields, respectively; and finally Vd =
{δd ∈ H1(B0) | δd = 0 on Γc} is the space of admissible test functions for
the crack phase field variable.
Recalling the orthogonality condition for the stress field S and the en-
hanced strain field E˜ [80], the weak form of the boundary value problem
associated with the cracked bulk is reduced to the following three field
problem
Ru(u, δu, E˜, d) = Ruint −Ruext =
∫
B0
g(d)
∂Ψ
∂E
: δEu dΩ + δΠext(u) = 0,
(3.26)
RE˜(u, E˜, δE˜, d) =
∫
B0
g(d)
∂Ψ
∂E
: δE˜dΩ = 0, (3.27)
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Rd(u, E˜, d, δd) =
=
∫
B0
−2(1− d)δdΨ(E) dΩ +
∫
B0
Gbc l
[
1
l2
dδd +∇Xd · ∇X(δd)
]
dΩ = 0.
(3.28)
The nonlinear system given in Eqs.(3.26)-(3.28) is solved by means
of the standard incremental-iterative Newton-Raphson method. For this
purpose, the consistent linearization of these equations can be expressed
as
Lˆ[Ru(u, δu, E˜, d)] · [∆u,∆E˜,∆d] =
=
∫
B0
g(d)
[
δEu :
∂2Ψ
∂E2
: ∆Eu +
∂Ψ
∂E
: ∆δEu
]
dΩ+
+
∫
B0
g(d)
[
δEu :
∂2Ψ
∂E2
: ∆E˜
]
dΩ
∫
B0
δEu :
∂Ψ
∂E
∂g(d)
∂d
∆d dΩ, (3.29)
Lˆ[RE˜(u, E˜, δE˜, d)] · [∆u,∆E˜,∆d] =
=
∫
B0
g(d)
[
δE˜ :
∂2Ψ
∂E2
: ∆Eu + δE˜ :
∂2Ψ
∂E2
: ∆E˜
]
dΩ+
+
∫
B0
δE˜ :
∂Ψ
∂E
∂g(d)
∂d
∆ddΩ, (3.30)
Lˆ[Rd(u, E˜, d, δd)] · [∆u,∆E˜,∆d] =
=
∫
B0
−2(1− d)δd∂Ψ
∂E
: ∆Eu dΩ+
+
∫
B0
−2(1− d)δd∂Ψ
∂E
: ∆E˜dΩ
∫
B0
2δdΨ(E)∆d dΩ+
+
∫
B0
Gbc l
[
1
l2
δd∆d +∇X∆d · ∇X(δd)
]
dΩ. (3.31)
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The first variation of the displacement-derived GreenLagrange strain
tensor takes the form
δEu =
1
2
[δgi · gj + gi · δgj ]Gi ⊗Gj , (3.32)
whereas its linearized virtual displacement-derived GreenLagrange strain
tensor in the convective setting reads
∆δEu =
1
2
[δgi ·∆gj + ∆gi · δgj ]Gi ⊗Gj . (3.33)
The previous derivation leads to a fully coupled system of equations,
which is solved according to a monolithic solution scheme [49].
Regarding the material formulation, a hyperelastic neo-Hookean isotropic
constitutive response is assumed for the numerical implementation of
the current framework, with:
Ψ(C) =
λ
2
(lnJ)2 − µlnJ + µ
2
(tr[C]− 3) , (3.34a)
C(C) = 4∂CCΨ(C) = λC−1 ⊗C−1 + 2 (λlnJ − µ) ∂C
−1
∂C
, (3.34b)
where J identifies the determinant of the deformation gradient F ac-
counting for the consideration of the incompatible strains [49].
Finally, standard Dirichlet- and Neumann-type boundary conditions
are considered for the boundary value problem in the bulk.
For the boundary value problem for the bulk, standard discretization
of the domain B0 is considered to be constructed via ne non-overlapping
elements, such that B0 ≈
⋃ne
e=1 B(e)0 . The discretization of the bulk is
performed according to the solid shell concept [81; 82], being the para-
metric space identified as follows: A := {ξ = (ξ1, ξ2, ξ3) ∈ R3 | − 1 ≤
ξi ≤ +1; i = 1, 2, 3}, where (ξ1, ξ2) denote in-plane directions, whereas ξ3
identifies the thickness direction and H is the initial shell thickness (Fig.
20).
The reference position vector of any material point is linearly interpo-
lated by the position of the top Xt(ξ1, ξ2) and bottom Xb(ξ1, ξ2) vectors:
X(ξ) =
1
2
(
1 + ξ3
)
Xt(ξ1, ξ2) +
1
2
(
1− ξ3)Xb(ξ1, ξ2). (3.35)
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Similarly, the same interpolation scheme is adopted for the current con-
figuration:
x(ξ) =
1
2
(
1 + ξ3
)
xt(ξ1, ξ2) +
1
2
(
1− ξ3) xb(ξ1, ξ2). (3.36)
The previous approximation is also assumed for the PF variable:
d(ξ) =
1
2
(
1 + ξ3
)
dt(ξ
1, ξ2) +
1
2
(
1− ξ3) db(ξ1, ξ2), (3.37)
where dt and db stand for the PF variable values corresponding to the
top and bottom surfaces of the body, respectively. This ansazt for the
PF variable allows a non-uniform value of this parameter over the shell
thickness, as discussed in [49].
Standard trilinear shape functions are used to interpolate the refer-
ence and current position vectors:
X = N(ξ)X˜ and x = N(ξ)x˜, (3.38)
where N(ξ) is the matrix operator associated with the shape functions.
Accordingly, the displacement and the phase field variable (u, d), their
respective variations (δu, δd) and their increments (∆u,∆d) are approxi-
mated at the element level as
u ≈ N(ξ)d; δu ≈ N(ξ)δd; ∆u ≈ N(ξ)∆d, (3.39)
d = N(ξ)d; δd = N(ξ)δd; ∆d = N(ξ)∆d. (3.40)
The interpolation of the incompatible strain field is expressed in terms
of the operator M(ξ) that is designed to alleviate membrane and Poisson
thickness locking pathologies can be performed by the used of the EAS
method. The interpolation of the incompatible strains E˜, its variation δE˜
and its increment ∆E˜ renders
E˜ ≈M(ξ)ς, δE˜ ≈M(ξ)δς, ∆E˜ ≈M(ξ)∆ς, (3.41)
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The particular form of the interpolation operator in the local parametric
setting (M˜(ξ)) is given by [83]
M˜(ξ) =

ξ1 0 0 0 0 0 0
0 ξ2 0 0 0 0 0
0 0 ξ3 ξ1ξ3 ξ2ξ3 0 0
0 0 0 0 0 ξ1 ξ2
0 0 0 0 0 0 0
0 0 0 0 0 0 0

. (3.42)
As discussed in [78; 84], the operator M˜(ξ) is subsequently trans-
formed into the global Cartesian setting in order to preserve the consis-
tency of the formulation. Furthermore, in the current solid shell model,
transverse shear and trapezoidal locking are circumvented through the
use of the assumed natural strain method as detailed in [49].
Insertion of the previous discretization schemes into the residual forms
given in Eqs.(3.26)–(3.28), and into the corresponding linearized system,
Eqs.(3.29)–(3.31), leads to the following coupled system:
kdd kdd kdς
kdd kdd kdς
kςd kςd kςς


∆d
∆d
∆ς
 =

Rdext
0
0
−

Rdint
Rdint
Rςint
 . (3.43)
This system can be reduced due to the static condensation of the in-
compatible strains at the element level [49], so that the final system reads
of equations featuring the coupled scheme between the kinematic and
the phase field yieldsk∗dd k∗dd
k∗dd k
∗
dd
∆d
∆d
 =
Rdext
0
−
Rd∗int
Rd∗int
 (3.44)
where the modified residuals and tangent matrices take the form
k∗dd = kdd − kdςk−1ςς kςd, k∗dd = kdd − kdςk−1ςς kςd, (3.45)
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k∗dd = kdd − kdςk−1ςς kςd, k∗dd = kdd − kdςk−1ςς kςd, (3.46)
Rd∗int = R
d
int − kdςk−1ςς Rςint, Rd∗int = Rdint − kdςk−1ςς Rςint. (3.47)
The algebraic system in Eq.(3.44) is solved using a monolithic Newton-
Raphson procedure, which constitutes a robust scheme for the developed
modeling framework.
3.2 The cohesive zone model (CZM)
When a material is not brittle it can show a softening behaviour given by
cohesive fracture. The cohesive fracture concept relies on the idea that
after the crack tip there is a process zone where the material is damaged
but is still able to transfer stress (Fig. 21). Then, at the crack onset the
stress is not considered to go immediately to zero. The stress is decreas-
ing slowly as a function of the crack opening. In order to model this
phenomenon the so called cohesive zone model (CZM) is used.
.
Figure 21: Example of cohesive fracture in double cantilever beam test.
With permission from [85]
The first pioneering research regarding the CZM can be attributed to
Barenblatt [86]. He formulate a model which overcome the limitation of
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small plastic zone and the necessity of a pre-existing defect. This model
is able to predict the nonlinear behaviour of the zone ahead of the crack
tip caused by plasticity, micro-cracking or other phenomena, with the in-
troduction of a cohesive stress vs. crack separation law in the narrow
strip-shaped zone in front of the main crack. The principle parameters
that characterized this law are usually the maximum tensile stress σmax,
the fracture energy Gc and the critical crack opening gc, the latter deter-
mines the starting point of the total decohesion of the material, e.g. the
real crack tip. Many of these models have been formulated with differ-
ent shapes in order to describe crack phenomena in different materials in
the three different fracture modes. For instance Needleman used poly-
nomial [87] and exponential formulations [88] to describe the debonding
of particles in composite materials with metal matrices:
σI = −σmax
{
z
gn
δ
− βz2
[
1− cos
(
2pigt
gc
)]}
e1−
zgn
δ (3.48)
where σI is the mode I stress, gn the crack opening in mode I, gt the crack
opening in mode II and z, β, δ are material parameters. Tvergaard and
Hutchinson [89] used a trapezoidal relation to determine crack growth
resistance, Geubelle and Baylor [90] used a bilinear equation to deter-
mine the crack nucleation and propagation in the matrix of composite
materials. Examples of CZM shapes are shown in Fig. 22.
One of the main difficulties in using CZM approaches to describe co-
hesive fracture is that simple models are preferred to physically mean-
ingful models. This is addressed to the fact that a simple model are more
likely to avoid numerical problems in the simulations. Consequently,
the identification of the parameters which governs such model is not
straightforward. To overcome this problem inverse methods has been
proposed. In [91] the result of the numerical simulation are compared
with the real measured displacement field. In [92] the shape of the CZM
has been retrieved using molecular dynamics simulations. Another at-
tempt to identify the CZM parameters have been made in [93] by consid-
ering genetic algorithms and minimizing an objective function involving
the global macroscopic response. A method based on the J-integral has
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Figure 22: Example of cohesive fracture in double cantilever beam test.
been proposed in [94] to identify the shape of the CZM by monitoring
crack propagation in single-edge notched specimens tested inside a SEM
chamber.
3.2.1 A CZM compatible with phase field
In this section the formulation of the CZM compatible with the PF model
is presented. The two models are coupled at the constitutive level. In
this way the effects of the damage in the surrounding bulk is included in
the interface. Let’s consider a generic body where there are cracks Γb and
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prescribed interfaces Γi (Fig. 23). Both, cracks and interfaces, can evolve
and interact.
Figure 23: Example of cohesive fracture in double cantilever beam test.
Starting from the vectorial topology defined in Section 3.1.1, we de-
note a generic point on the interface Γi by the vector xc. Then, we recall
the free energy functional which governs the mechanics of the body Ω
defined in Eq. (3.1):
Π(u,Γ) = ΠΩ(u,Γ) + ΠΓ(Γ) =
∫
Ω\Γ
ψe(ε) dΩ +
∫
Γ
Gc dΓ,
The main idea which governs the coupling between the PF approach
for brittle fracture and the CZM is to split the fracture energy function
Gc in two parts. One part (Gbc ) which describes fracture in the bulk and
that is modelled with the PF approach. The second part (Gi) attains the
cohesive opening of the interface and is modelled with the CZM. Then,
the free energy functional in Eq. (3.2.1) can be rewritten as follow:
Π(u,Γb,Γi) = ΠΩ + ΠΓb + ΠΓi =
=
∫
Ω\Γ
ψe(ε) dΩ +
∫
Γb
Gbc(u, d) dΓ +
∫
Γi
Gi (g, h, d) dΓ,
(3.49)
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where g is the the displacement discontinuities at the interface, h is an
history parameter as in [95], and d is the PF variable.
The classical linear CZM with tension cut-off [96] is particularized in
order to take into account the effect of the bulk damage d. First of all, the
cohesive counterpart of the fracture energy in Eq. (3.49) is decomposed
into the sum of the Mode I and Mode II fracture energies, GI and GII
respectively. In the formulation in [97] the critical opening displacement
of the CZM (gc) depends on the bulk damage d according to the linear
relation gc(d) = (1 − d)gc,0 + dgc,1, where gc,0 = gc(d = 0) and gc,1 =
gc(d = 1). Then, the cohesive traction vs separation laws for Mode I and
Mode II take the form in Fig. 24, and have equations:
σ =

kn
gn
gnc
, if 0 <
gn
gnc
< 1;
0, if
gn
gnc
≥ 1,
τ =

kt
gt
gtc
, if 0 <
gt
gtc
< 1;
0, if
gt
gtc
≥ 1.
(3.50)
where σ and τ are the tensions for Mode I and Mode II respectively, g is
the opening displacement, and the subscript n and t refers to Mode I and
Mode II respectively. The stiffness of the cohesive law k depends on the
damage d according to the formula:
kn = kn,0
(
gnc,0
gnc
)2
, kt = kt,0
(
gtc,0
gtc
)2
.
(3.51)
where k0 and g0 are, respectively, the stiffness and critical opening for
d = 0.
In this formulation has been choose to keep constant Gic for many
reasons. Firstly, the model is formulated starting from the Griffith en-
ergy balance criterion, then in Eq. (3) we have a clear and explicit split
between the dissipated energy due to bulk fracture and due to interface
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Figure 24: Schematic representation of the traction separation law of the
CZM which accounts for the PF variable. (a) Mode I CZM traction σ vs.
gn. (b) Mode II CZM traction τ vs. gt.
opening. Then, Gic becomes the material parameter that governs the in-
terface delamination. This choice make easier the fracture characteriza-
tion of the interface. In fact, among the four parameter that govern the
cohesive law, Gc can be easier to measure from experimental tests [98].
Finally, the mixed mode failure criterion adopted is the one proposed
in [99]:
48
( GiI
GiIC
)2
+
( GiII
GiIIC
)2
= 1, (3.52)
where GiI and GiII are the dissipated fracture energies which take the
form:
GiI(d) =
1
2
nt,0g
2
n
g2nc,0
[(1− d)gnc,0 + dgnc,1]2
,
GiII(d) =
1
2
kt,0g
2
t
g2tc,0
[(1− d)gtc,0 + dgtc,1]2
. (3.53)
These dissipated fracture energies are compared in Eq. (3.52) with the
critical fracture energies GiIC and GiIIC , which have constant value and
take the form:
GiIC =
1
2
g2nc,0kn,0, GiIIC =
1
2
g2tc,0kt,0. (3.54)
2D finite element formulation and implementation of the CZM com-
patible with the PF model
The constitutive formulation presented in the previous Section is now
formulated and implemented in a 4-node isoparametric interface finite
element (Fig. 25). In analogy with the PF formulation we derive the
variation of the functional ΠΓi defined in Eq.(3.49):
δΠΓi(u, δu, d, δd) =
∫
Γi
(
∂Gi(u, d)
∂u
δu+
∂Gi(u, d)
∂d
δd
)
dΓ,
∀δu ∈ Vu, δd ∈ Vd (3.55)
where the variation of the displacement and of the PF variable are the
same defined in Eq. (3.8). Taking as base the discretization scheme de-
fined in Section 3.1.2, we introduce other vectors and operators needed
for the formulation of the interface element.
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First of all, it is defined the vector g which, for any point in the ele-
ment Γeli , gives the gap between opposing points of the interface flanks.
This vector is related to the nodal displacement vector d through the in-
terface compatibility operator Bˆd as follows:
g = NLd = Bˆdd, (3.56)
where N is the shape function matrix defined in Eq. (3.10), and L is a
matrix operator.
Figure 25: 2D interface element.
In order to apply the traction-separation law of the CZM, the gap
vector g in Eq.(3.56) has to be expressed in terms of the global reference
setting, and therefore a transformation from the local interface system is
required. The local reference system is defined at the element level by
the normal and tangential unit vectors at the interface [21; 100] (Fig. 25).
Then, the local gap vector gloc is defined as follows:
gloc ∼= Rg = RBˆbd. (3.57)
where R is the rotation matrix.
Regarding the discretization of the PF variable d at the element level
Γeli , the following expression is introduced:
d ∼= NdMdd¯ = Bˆdd¯, (3.58)
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where Md is the average operator and Bˆd is the compatible operator cor-
responding to the PF variable. We refer to [100; 101] for the detailed form
of the operators herein defined.
Making use of the discretization scheme herein defined for the in-
terface element formulation, Eq. (3.55) can be written in its discretized
form. Considering the discretization of the domain at the element level
Γeli (with Γi ∼
⋃
Γeli ), the discretized functional takes the form:
δΠ˜elΓi(d, δd, d¯, δd¯) =
=
∫
Γeli
(
∂Gi(d, d¯)
∂d
δd+
∂Gi(d, d¯)
∂d¯
δd¯
)
dΓ =
= δdT
∫
Γeli
(
∂Gi(d, d¯)
∂d
)T
dΓ + δd¯T
∫
Γeli
(
∂Gi(d, d¯)
∂d¯
)T
dΓ =
= δdT
∫
Γeli
BˆTdR
T
(
∂Gi(d, d¯)
∂gloc
)T
dΓ + δd¯T
∫
Γeli
BˆTd
(
∂Gi(d, d¯)
∂d¯
)T
dΓ
(3.59)
From which we can define the residual as follows:
f id =
∫
Γeli
BˆTdR
T
(
∂Gi(d, d¯)
∂gloc
)T
dΓ, (3.60a)
f id =
∫
Γeli
BˆTd
(
∂Gi(d, d¯)
∂d
)T
dΓ. (3.60b)
Similarly to the PF formulation, the operators needed for a fully-
coupled implicit solution are found. Then, the tangent stiffness matrix
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component are derived from the linearization of the residual vectors:
Kidd =
∂fd
∂d
=
∫
Γeli
BˆTdR
TCiddRBˆd dΓ, (3.61a)
Kidd =
∂fd
∂d
=
∫
Γeli
BˆTdR
TCiddBˆd dΓ, (3.61b)
Kidd =
∂fd
∂d
=
∫
Γeli
BˆTdCiddRBˆd dΓ, (3.61c)
Kidd =
∂fd
∂d
=
∫
Γeli
BˆTdCiddBˆd dΓ, (3.61d)
where, for the traction-separation law herein proposed, the tangent con-
stitutive operators takes the form:
Cidd =
 αˆkn 0
0 βˆkt
 , (3.62a)
Cidd =
[
gnkn
∂αˆ
∂d
, gtkt
∂βˆ
∂d
]
, (3.62b)
Cidd =
 gnkn ∂αˆ∂d
gtkt
∂βˆ
∂d
 , (3.62c)
Cidd =
1
2
g2nkn
∂2αˆ
∂d2
+
1
2
g2t kt
∂2βˆ
∂d2
. (3.62d)
with:
αˆ =
g2nc,0
[(1− d)gnc,0 + dgnc,1]2
, (3.63a)
βˆ =
g2tc,0
[(1− d)gtc,0 + dgtc,1]2
. (3.63b)
Finally, the linearized system of equation which couple the displace-
ment field with the PF variable takes the form:
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Kidd Kidd
Kidd K
i
dd
∆d
∆d
 =
f id
f id
 . (3.64)
3.2.2 3D finite element formulation and implementation
of the CZM compatible with the PF model in finite
strain interface elements
The postulation of a 3D interface formulation in the framework of the
finite strain is a direct extension of the 2D small strain formulation. We
consider a generic shell with cracks and prescribed interface as is shown
in Fig. 26 (a). We recall the hypothesis introduced in Section 3.2.1 in
which the dissipative part of the energy functional is split in a bulk con-
tribution and an interface contribution (Eq. (3.49)). We introduce the
same hypothesis in the Hu-Washizu functional defined in Eq. (3.20) and
it follows:
Π(u, E˜,S, d) =
∫
B0\Γ
g(d)Ψ(E) dΩ−
∫
B0
S : E˜dΩ+
+
∫
B0
Gbcγ(d,∇Xd) dΩ︸ ︷︷ ︸
Πbfr
+
∫
Γi
Gic(u, d) dΓ︸ ︷︷ ︸
Πifr
+Πext, (3.65)
where the interface contribution is defined as:
Πi(u, d) =
∫
Γi
Gic(u, d) dΓ. (3.66)
With respect to the 2D small strain formulation, we have to include
the contribution of the fracture in Mode III within the tensorial frame-
work of the finite strain formulation. Then, the constitutive response for
fracture Mode I (see Fig. 26 (b) for a generic fracture Mode) reads:
Sn =

kn
gn
gnc
, if 0 <
gn
gnc
< 1;
0, if
gn
gnc
≥ 1,
(3.67)
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(a)
(b)
Figure 26: (a) generic shell body with cracks and prescribed interfaces;
(b) generic Mode traction-separation law.
where Sn identifies the normal Piola traction component of the inter-
face, being Sc its corresponding critical value; kn is the interface stiffness,
whereas gn and gnc are the normal displacement gap and its critical value
in the local setting of the interface. Note that the previous cohesive law is
further equipped by a penalty formulation in compression with the aim
of precluding the inter-penetration of the corresponding flanks.
The interface response given in Eq.(3.67) is further extended for frac-
ture Modes II and III, which obey the following relationships:
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St1 =

kt1
gt1
gt1c
, if 0 <
gt1
gt1c
< 1;
0, if
gt1
gt1c
≥ 1,
St2 =

kt2
gt2
gt2c
, if 0 <
gt2
gt2c
< 1;
0, if
gt2
gt2c
≥ 1,
(3.68)
In Eq.(3.68), St1 and St2 stand for the tangential Piola traction compo-
nents associated with the fracture Modes II and III, respectively, whose
corresponding critical values are denoted as St1c and St2c. The interface
stiffness properties for fracture Modes II and III are given by kt1 and kt2,
respectively. Moreover, gt1 and gt1c are the tangential displacement gap
and its critical value for fracture Mode II, whilst gt2 and gt2c stand for the
same quantities for fracture Mode III.
Relying on the previous considerations, the fracture energies for Modes
I, II and III render:
GiIC =
1
2
Sngnc =
1
2
kng
2
nc;
GiIIC =
1
2
St1gt1c =
1
2
kt1g
2
t1c;
GiIIIC =
1
2
St2gt2c =
1
2
kt2g
2
t2c. (3.69)
Similarly to the 2D case, we recall that the critical openings triggering
the interface failure are function of dˆi but keeping constant the critical en-
ergy release rate for each fracture Mode. We consider that the critical gap
at the interfaces increases as the PF variable of the adjoining bulk evolves
from 0 to 1. Thus, the following relationship to express the dependency
of the critical gaps upon dˆi can be proposed:
gic(di) = (1− di)gic,0 + digic,1, with i = n, t1, t2. (3.70)
In Eq.(3.70), gic,0 and gic,1 denote the critical gaps for the states cor-
responding to undamaged (di = 0) and fully damaged (di = 1) sur-
rounding bulk. Through the imposition that the fracture energies for
each Mode is independent of the crack phase field value, a closed-form
expression for the interface stiffnesses can be obtained by equating the
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fracture energies for an arbitrary value of di and for di = 0:
kn = kn,0
(
gnc,0
gnc
)2
, kt1 = kt1,0
(
gt1c,0
gt1c
)2
, kt2 = kt2,0
(
gt2c,0
gt2c
)2
,
(3.71)
where kn,0, kt1,0 and kt2,0 are the interface stiffness for intact surrounding
bulk (dˆi = 0) for the fracture Modes I, II and III, respectively. Their cor-
responding values for a generic damage state in the bulk di are denoted
by kn, kt1 and kt2.
Therefore, the following closed-form expressions for the Modes I, II
and III energy release rates can be derived:
GiI(di) =
1
2
kn,0g
2
n
g2nc,0
[(1− di)gnc,0 + dignc,1]2
, (3.72)
GiII(di) =
1
2
kt1,0g
2
t
g2t1c,0
[(1− di)gt1c,0 + digt1c,1]2
, (3.73)
GiIII(di) =
1
2
kt2,0g
2
t2
g2t2c,0
[(1− di)gt2c,0 + digt2c,1]2
. (3.74)
Without loss of generality, a standard quadratic criterion to trigger
the interface failure under Mixed Mode fracture conditions is adopted,
to couple the modes of fracture:
( GiI
GiIC
)2
+
( GiII
GiIIC
)2
+
( GiIII
GiIIIC
)2
= 1. (3.75)
Finally, the following tangent constitutive operators at the interface
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are required for the subsequent numerical treatment via nonlinear FEM:
∂2Gic
∂g2loc
=

αˆkn 0 0
0 βˆkt1 0
0 0 γˆkt2
 , (3.76a)
∂2Gic
∂gloc∂dˆi
=
[
gnkn
∂αˆ
∂dˆi
gt1kt1
∂βˆ
∂dˆi
gt2kt2
∂γˆ
∂dˆi
]
, (3.76b)
∂2Gic
∂dˆi∂gloc
=

gnkn
∂αˆ
∂dˆi
gt1kt1
∂βˆ
∂dˆi
gt2kt2
∂γˆ
∂dˆi
 , (3.76c)
∂2Gic
∂δdˆ2i
=
1
2
g2nkn
∂2αˆ
∂dˆ2i
+
1
2
g2t1kt1
∂2βˆ
∂dˆ2i
+
1
2
g2t2kt2
∂2γˆ
∂dˆ2i
. (3.76d)
In the previous derivations, the terms αˆ, βˆ and γˆ are given by
αˆ =
g2nc,0
[(1− di)gnc,0 + dignc,1]2
, (3.77a)
βˆ =
g2t1c,0
[(1− di)gt1c,0 + digt1c,1]2
(3.77b)
γˆ =
g2t2c,0
[(1− di)gt2c,0 + digt2c,1]2
(3.77c)
Finally, note that due to the lack of reliable experimental data, the
previous formulation can be simplified by assuming the same interface
response for fracture Modes II and III.
Finite element formulation and implementation
The point of departure of the weak form of the interface contribution is
the term Πi in Eq.(3.66). In the following, we refer to the derivation of the
displacement field ui and the crack phase field di, which are associated
with the two flanks of the interface. Correspondingly, the local displace-
ment gap vector on the midsurface of the interface gloc can be computed
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by means of a suitable difference operator L [52], and a rotation operator
R(ui):
gloc = R(ui)Lui (3.78)
The previous transformation is required due to the fact that most of
the interface formulations employ a local setting to trigger the relative
gaps between the two flanks to distinguish fracture Modes for nonlin-
ear constitutive models [102; 103]. The variation δgloc and the increment
∆gloc of the local gap vector render
δgloc =
[
∂R(ui)
∂ui
Lui +R(ui)L
]
δui;
∆gloc =
[
∂R(ui)
∂ui
Lui +R(ui)L
]
∆ui (3.79)
Note that an additional geometric term stems from the linearized virtual
local gap ∆δgloc:
∆δgloc =
[
∂2R(ui)
∂u2i
Luiδui + 2
∂R(ui)
∂ui
Lδui
]
∆ui ≈
[
2
∂R(ui)
∂ui
Lδui
]
∆ui
(3.80)
As addressed in [101], to simplify the current interface model, the sec-
ond derivative of the rotation matrix with respect to the displacement
field can be neglected due to its minor representativeness. Moreover,
the derivative of the Jacobian, which defines the measure of the element
length, will also be neglected due to its minor contribution, as rigorously
shown in [104].
The PF variable is averaged along the midsurface between the two
flanks as follows: dˆi = Ldi. Then, the corresponding variation δdˆi and in-
crement of the averaged crack phase field variable at the interface reads:
δdˆi = Mδdi; ∆dˆi = M∆di (3.81)
Based on Eq.(3.66), the first variation of Πi with respect to the two
independent fields yields the following residual equations:
Rui(ui, δui, dˆi) =
∫
Γi
[δgloc]
T
[
∂Gic
∂gloc
]
dΓ, (3.82)
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Rdˆi(ui, dˆi, δdˆi) =
∫
Γi
[
δdˆi
]T [∂Gic
∂dˆi
]
dΓ. (3.83)
The consistent linearization of the residual forms given in Eqs.(3.82)–
(3.83) yields:
Lˆ[Rui(ui, δui, dˆi)] · [∆ui,∆dˆi] =
=
∫
Γi
[∆δgloc]
T
[
∂Gic
∂gloc
]
dΓ + [δgloc]
T
[
∂2Gic
∂g2loc
]
∆gloc dΓ+
+
∫
Γi
[δgloc]
T
[
∂2Gic
∂gloc∂dˆi
]
∆dˆi dΓ, (3.84)
Lˆ[Rdˆi(ui, dˆi, δdˆi)] · [∆ui,∆dˆi] =
=
∫
Γi
[
δdˆi
]T [∂2Gic
∂dˆ2i
]
∆dˆi dΓ +
∫
Γi
[
δdˆi
]T [ ∂2Gic
∂dˆi∂gloc
]
∆ui dΓ. (3.85)
The geometrical effects arise from the variation of the rotation op-
erator with respect to the displacement field [100; 101]. The proposed
model represents a generalization of the 2D formulation for small dis-
placements in [52] to 3D applications and finite deformations.
In line with the previous derivations, we construct the finite element
discretization of the proposed 3D geometrical nonlinear interface model
compatible with the phase field approach of fracture in the bulk. As
customary, this requires the definition of a reference surface (usually the
interface midsurface). The parametric space is defined as ξ¯ =
{
ξ1, ξ2
} ∈
[-1,1]×[-1,1], where ξ1, ξ2 denote the natural coordinates of the interface,
and N(ξ¯) identifies the operator arranging the interface shape functions
in matrix notation.
Applying standard arguments, the interpolation of the local gap vec-
tor can renders:
gloc = R(di)Bˆbdi, (3.86)
where Bˆb = LN is the interface compatibility operator, and di denotes
the vector collecting the nodal displacements of the interface flanks. There-
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fore, the discrete variation and increment of the local gap vector are given
by:
δgloc =
[
∂R(di)
∂di
Bˆbdi +R(di)Bˆb
]
δdi;
∆gloc =
[
∂R(di)
∂di
Bˆbdi +R(di)Bˆb
]
∆di, (3.87)
whilst the discrete linearized virtual local gap reads:
∆δgloc ≈
[
2
∂R(di)
∂di
Bˆbδdi
]
∆di (3.88)
In an analogous manner, the crack phase field variable, its variation
and its increment are interpolated as the interface as follows
di = Bˆdd¯i, δdi = Bˆdδd¯i, ∆di = Bˆd∆d¯i (3.89)
where Bˆd is the compatibility operator corresponding to the crack phase
field variable, and d¯i stands for the nodal phase field values at the inter-
face flanks.
Finally, through the insertion the approximations given above into
the residual, Eqs.(3.82)-(3.83), and linearized forms, Eqs.(3.84)-(3.85), the
following coupled algebraic systems can be obtained:kidd kidd
kidd k
i
dd
∆di
∆d¯i
 =
f id
f id
 . (3.90)
Note that in line with the bulk formulation, the system given in Eq.(3.90)
is solved via a monolithic Newton-Raphson method.
60
Chapter 4
Fracture simulation in
micro-systems
4.1 Elasto-plastic fracture of a busbar
In this section the experiments described in Section 2.1 are simulated.
The ductile fracture of the busbar is simulated by means of the numeri-
cal coupling between elasto-plastic elements and interface elements. The
interface elements are formulated considering the CZM described in Sec-
tion 3.2. With this approach the competition between plasticity and crack
propagation is investigated.
The crack propagation is studied at the micro and macro level. The
micro behaviour of the crack is taken into account considering the exper-
imental results described in Section 2.1. The macro behaviour is taken
into account by means of the experimental force-displacement curves of
the tests. The force-displacement curves give information on the overall
behaviour of the specimen.
From a computational point of view, the interface elements are not
used to simulate what is commonly called an interface, e.g. the surface
which separate two materials. They are introduced to reproduce a cohe-
sive fracture in the bulk. Then, we can control the fracture propagation at
the micro level tuning the parameters that govern the traction-separation
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law of the interface elements.
4.1.1 Numerical simulations
The first simulation concerns the unnotched tensile test. In this test the
behaviour of the specimen is purely elasto-plastic. No interface elements
are introduced to simulate that experiment. The mechanical parameters
used for the simulation are a Young modulus E = 1314 MPa, a harden-
ing coefficient H = 18.06 MPa and a yield stress σy = 3.2 MPa. These
values are interpolated with a bilinear fitting of the stress-strain curve
of the experimental test. Then, the comparison between the experimen-
tal results and simulation predictions is performed in order to validate
the computational model. The computational model consists of elasto-
plastic 4-node finite elements with a von Mises constitutive law with
linear hardening. Fig. 27 shows the good agreement between the ex-
perimental results and the simulation predictions.
For the case of notched specimens, the interface elements are intro-
duced along the middle line of the specimen (Fig. 28). The stiffness of
the traction-separation law is set very high in order to reduce the artifi-
cial compliance introduced with the interface elements. The simulated
geometry and the applied boundary conditions are shown in Fig. 28.
Among all the existing CZM laws, two formulations are compared
to best fit the experimental results: the two-parameters Tvergaard CZM
([105], Fig. 29(a)), and the three-parameters bilinear CZM with softening
([90], Fig. 29(b)). In the first case, the shape of the CZM is defined by the
following equation:
σ =

σmax
gn
gc
27
4
[
1− 2gn
gc
+
(
gn
gc
)2]
, if 0 <
gn
gnc
< 1,
0, if
gn
gnc
≥ 1.
(4.1)
The shape of the CZM is determined fixing two parameters. The param-
eters that we select for the control of the shape are the peak stress σmax
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Figure 27: Comparison between the experimental and the numerical
stress-strain curve for the case of unnotched specimen.
Figure 28: Geometry of the simulated notched specimen. In blue it is
highlighted the area where interface elements are introduced.
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(a) (b)
Figure 29: (a) Tvergaard CZM; (b) Bilinear with softening CZM.
and the critical opening at failure gc. In the second CZM, the shape is
defined by the following equation:
σ =

Kgn, if 0 < gn ≤ σmax
K
,
σmax −
(
gn − σmax
K
) σmax
gc − σmax/K , if
σmax
K
< gn ≤ gc,
0 if gn > gc.
(4.2)
In this case, the three parameters that we select for the identification of
the shape of the CZM are: the peak stress σmax, the initial slope K and
the critical opening gc.
The results of the notched simulations in terms of von Mises stress are
shown in Fig. 30. These results come from the simulation of the specimen
with a notch of 0.45 mm, but the qualitative result is the same for other
notch lengths.
The results of the 0.45 mm notch with an imposed displacement of
0.9 mm can be seen in Fig. 30. Here the von Mises stress contour plot is
shown for five representative time steps.
4.1.2 Parameter identification procedures
In order to speed up and automatized the identification of the CZM pa-
rameters, two optimization procedure are used. These procedures are set
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(a) (b) (c) (d) (e)
Figure 30: von Mises stress contour plot for the simulation of the 0.45
mm notch experiment. The images refers to following imposed displace-
ments: (a) 0.045 mm; (b) 0.36 mm; (c) 0.54 mm; (d) 0.72 mm; (e) 0.9 mm.
up in collaboration with Dr. Dario Piga from the Dalle Molle Institute for
Artificial Intelligence Research (Switzerland).
With these optimization algorithms want to identify the unknown
parameters of the CZM. We collect the unknown parameters in the vector
p. It reads:
p = [σmax, gc] for Tvergard CZM
p = [σmax, gc,K] for bilinear CZM
This vector is defined in the vector space P , which contain all the admis-
sible p. We consider that the vector p is not admissible if the simulation
performed with the parameters collected in it generate a result with no
physical meaning. Then, P is constraint according to physical or math-
ematical restrictions. For each value of p the so called cost function (or
objective function) Φ is computed. Φ is defined as the distance between
the experimental and the numerical force-displacement curves. Defining
∆F = Fnum − Fexp as the difference between the numerical and experi-
65
mental force vectors, the equation of Φ reads:
Φ =
√
∆FTQ∆F (4.3)
where Q is the weight matrix. This matrix is a diagonal matrix which
allow to improve the fitting of a specific part of the experimental curve.
When Q is equal to the identity matrix all the points of the force-displacement
curve will have the same weight.
The optimization algorithms herein used has been originally devel-
oped to solve optimization problems in convex functions. In our case
we want to minimize the cost function Φ which is not a convex function.
This means that Φ is characterized by many local minimums and the op-
timization procedure is influenced by the initial tentative value of p. In
order to deal with this non convex problem we use and compare the fol-
lowing optimization algorithms: the gradient descent method with back-
tracking line search [106], and the particle swarm optimization (PSO) al-
gorithm [107].
The gradient descent method is an algorithm which search for the
minimum of the cost function following the negative gradient direction.
The procedure commences with an initial tentative value of p. At each
time step k the numerical gradient of Φ with respect to p is computed via
a central difference approximation. The approximation reads:
∇Φi = ∂Φ
∂pi
w 1
2∆pi
[Φ(pi + ∆pi)− Φ(pi −∆pi)] (4.4)
where pi is the i-th component of the vector p and ∆pi is a small variation
of the i-th component.
The next tentative value pk+1 is given moving pk in the direction of the
negative gradient. The length of the displacement (pk+1 − pk) is propor-
tional to the variable t. This variable is calculated at each step according
to the backtracking line search algorithm. The schematic description of
the gradient descent algorithm and the backtracking line search can be
found in Algorithms 1 and 2, respectively.
The PSO is an algorithm based on particles which move and explore
the cost function values. The particles are located within the domain P .
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Algorithm 1: Gradient descent method.
Input: initial value of p ∈ P
Output: p which gives the minimum value of Φ
1: while error > tolerance do
—— Generic step k ——————————-
2: Numerical gradient: compute∇Φk (Eq. (4.4))
3: Backtracking line search: found the value of t (Algorithm 2)
4: Update: pk+1 = pk −∇Φktk
5: Error: ‖ ∇Φk ‖
6: end while
Algorithm 2: Backtracking line search.
Input: α = 0.5, β = 0.5, t0 = 1, ∇Φk
Output: t
1: t = t0
2: pln = pk
3: while Φ(pln) > Φ(pk)− α ‖ ∇Φk ‖ t do
4: Tentative parameters: pln,trial = pk −∇Φkt
5: if pln,trial ∈ P then
6: Update: pln = pln,trial
7: Update: t = βt
8: else
9: Update: t = βt
10: end if
11: end while
12: tk = t
The coordinates of a particle correspond to the entries of the unknown
vector p. The method is initialized defining a number of particles that are
randomly located in P . For each particle p(i) the cost function Φ is com-
puted. Once the value of Φ is known for each particle, the velocity vector
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v and the update position of the particles is computed at the following
step (k+1). These computations are based on the following system:
 v
(i)
k+1 = Wv
(i)
k + C1(p
(i)
opt − p(i)k ) + C2(pglobal opt − p(i)k )
p(i)k+1 = p
(i)
k + v
(i)
k+1
(4.5)
where W , C1 and C2 are known coefficients. p
(i)
opt is the local optimum. It
gives the best position assumed by a single particle in its history. For best
position it is intended the particle position which gives the minimum
value of Φ. pglobal opt is the global optimum. It gives the best position
assumed in the history of the whole system. Then, the history of all the
particles is evaluated. In other words, considering a single particle the
velocity terms is the sum of three contributions. The first contribution is
an inertial vector proportional to the current velocity of the particle. The
second contribution is a vector pointing at the local optimum of the par-
ticle. The third contribution is a vector pointing at the global optimum.
Then, the particle position is updated by adding to the current position
the updated velocity term. A schematic resume of this procedure can be
found in Algorithm 3.
In order to validate the optimization procedure herein described we
first test the gradient descent method with the simulation of the un-
notched specimen. The aim is to validate the algorithm trying to identify
the parameters with known optimal values. Then, the Young modulus
E, the yield stress σy and the hardening coefficient H are perturbed from
the optimal values and are given as initial guess of the unknown vector
p. This vector and the domain in which is defined reads:
p = [E, σy, H]
P = {E, σy, H | E > 0, σy > 0, H > 0}
We consider as optimal values of these parameters the values found with
the bilinear interpolation of the experimental stress-strain curve (Section
4.1.1). Table 1 shows the optimal and the perturbed values of p.
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Algorithm 3: Particle swarm optimization algorithm.
Input: Number of particles N , limits of the domain P , coefficients W ,
C1 and C2
Output: p which gives the minimum value of Φ
—— Initialization ———————————
1: Spread the particles randomly along the domain P
2: for all i = 1 : N do
3: Compute the cost Φ(p(i))
4: Define the local optimum p(i)opt = p(i)
5: end for
6: Define the global optimum: pglobal opt
—— Generic step k ——————————-
1: for all i = 1 : N do
2: Compute the velocity v(i)k+1
3: Update the particle position p(i)k+1
4: if p(i)k+1 ∈ P then
5: Compute the cost Φ(p(i)k+1)
6: else
7: Relocate randomly p(i)k+1 in P
8: Compute the cost Φ(p(i)k+1)
9: end if
10: Check if p(i)opt and p
(i)
global opt need to be updated
11: end for
The procedure reaches a minimum close to the optimal value in 110
steps. The overall computational time was around 40 minutes. The
cost function is calculated with and without the weight matrix Q. The
weight matrix is employed in order to improve the interpolation of the
linear part. The results of the gradient descent method, with and without
weight matrix, are shown in Fig. 31. These results are confirmed by other
sets of perturbed parameters. However, for some sets the algorithm does
not found a value close to the optimal one. This demonstrate that the cost
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p Optimalvalues
Perturbed
values
Gradient method
results
Initial
variation
Final
variation
E 1314 MPa 1000 MPa 1367 MPa -24% +4%
σy 3.55 MPa 2.5 MPa 4.05 MPa -30% +14%
H 18.06 MPa 100 MPa 17.70 MPa +450 % -2%
Table 1: Parameters used for the validation of the gradient descent me-
thod.
function is not convex and the algorithm reach a local minimum far from
the global minimum.
After this first validation, the gradient descent algorithm is used for
the identification of the two parameters of the Tvergaard CZM (Eq. (4.1)).
The 0.45 mm notched specimen is simulated considering the unknown
vector and its domain equal to:
p = [σmax, gc]
P = {σmax, gc | σmax > 0, gc > gmax}
Unfortunately, the gradient descent method proves to be not very suit-
able for this identification problem. In fact, due to the not convexity of
the cost function, many local minimum are found. This lead to two main
drawbacks: the solution found with the algorithm stays in the neigh-
bourhood of the initial guess of p; the algorithm is very slow. The first
drawback is caused by the fact that two local minimums are probably
separated by a local maximum. Then, considering the path drawn over
Φ by the various guess of p, this path cannot cross the region of a lo-
cal maximum. This aspect is ascribed to the fact that the new guess of
p follows the descent direction. Consequently, in presence of a function
with numerous local minimums, the algorithm find a solution close to
the initial guess. The second drawback is caused by the fact that the al-
gorithm become very slow when it is approaching a local minimum. In
fact, in those regions the gradient have small values, consequently the
new guess of p will be also very small. This can be seen from line 4 of the
Algorithm 1, which shows that the distance (pk+1−pk) is proportional to
the gradient.
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(a)
(b)
(c)
Figure 31: Variation of the guess of the unknown during the gradient
method validation: (a) variation of E; (b) variation of H ; (b) variation of
σmax.
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Due to the discouraging results obtained with the gradient descent
method we use the PSO algorithm. We first perform the optimization
procedure for the 0.45 mm notch simulation with Tvergaard CZM. The
domain to look for the solution is:
P = {σmax, gc | 3 MPa < σmax < 15 MPa , 0.01 mm < gc < 0.5 mm }
The procedure found the optimal values of σmax = 8.60 MPa and gc =
0.19 mm after 30 steps. This values fit with a satisfactory accuracy the
force displacement curve of the 0.45 mm notch experimental test (Fig. 32
(a)). The same satisfactory accuracy is not found for the case of the 0.80
mm notch experimental test (Fig. 32 (b)).
(a) (b)
Figure 32: Comparison of the experimental curves and numerical curves
of the simulations with Tvergaard CZM. (a) 0.45 mm notch; (b) 0.80 mm
notch.
In order to overcome this limitation we perform the same simula-
tions using the bilinear three-parameters CZM (Eq. (4.2)). With this CZM
we can control the softening part of the curve varying the ratio σmax/K.
Then, the CZM change its behaviour from brittle to ductile changing the
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independent parameters. With this bilinear model we perform the opti-
mization procedure for the case of 0.45 mm notch. The identified param-
eters are then verified with the simulation of the 0.8 mm notch. For this
optimization procedure the domain considered is:
P ={σmax, gc, K |
8 MPa < σmax < 20 MPa , 0.001 mm < gc < 0.1 mm ,
103MPa/mm < K < 104 MPa/mm , K > σmax/gc}
The condition K > σmax/gc is added to avoid the not physically shape
of the CZM where the crack opening corresponding to the peak stress is
bigger than the critical opening gc.
We use 30 particles to find the optimal values. The procedure took
17 steps to find the following optimal values: σmax = 13.3 MPa, gc =
0.07 mm, K = 6610 MPa/mm. In Figs. 33 and 34 the dynamic of the
particles during the optimization procedure is shown. The circles rep-
resent the particle positions and its radius is proportional to the particle
cost value Φ. For each particle the velocity vector is also displayed as a
black vector. The red filled circle represent the current global optimum.
In this figures three representative steps are shown in order to resume
the evolution of the algorithm. In Fig. 35(a) the three steps are repre-
sented all together. This figure evidence the attraction of the particle to
the global optimum. Moreover, it is shown the strength of the algorithm
in exploring the values of the cost function in the surroundings of the
current global optimum. Then, as it is shown in Fig. 35(b), the global
optimum is constantly improved.
The optimal parameters found with this last procedure give the fitting
shown in Fig. 32. Even though the bilinear CZM is governed by three
parameters, the fitting that provides is less accurate than the Tvergaard
CZM. In fact, the fitting of the softening part of the 0.45 mm notch curve
is underestimated. On the contrary, the fitting of the 0.8 mm notch is
more accurate than the Tvergaard CZM. The failure displacement of this
curve is overestimated of around a 20 %, which is a better result than
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(a)
(b)
(c)
Figure 33: 2D representation of the PSO evolution. (a) step 0 (initial con-
figuration); (b) step 6; (c) step 17.
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(a)
(b)
(c)
Figure 34: 2D representation of the PSO evolution. (a) step 0 (initial con-
figuration); (b) step 6; (c) step 17.
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(a)
(b)
Figure 35: Summary of the PSO evolution. (a) 3D evolution of three
representative steps of the algorithm. (b) evolution of the cost function
Φ during the PSO procedure.
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the 30 % of the Tvergaard model. Another important point regards the
different optimal parameters found with the two models. The value of
the critical opening gc found in the bilinear model is more acceptable
from a physical point of view. In fact, recalling the experimental results
described in Section 2.1, from the SEM images it is clear that the critical
opening should be of the order of few microns. Then the value found for
the bilinear model is more acceptable.
4.2 Fracture phenomena at the micro scale: the
case of the adhesive wear
Adhesive wear is one of the various forms of wear of materials [108] and
its evolution is not yet fully understood. It is mostly induced by severe
adhesion between asperities of rough surfaces in contact. It has its roots
at the micro-scale and it occurs under special environmental conditions
[109]. Its clear observation is possible only in high vacuum, where there
is no gas between the two surfaces in contact, and in absence impurities
like oxide films. In spite of the need for such particular conditions, ad-
hesive wear can occur frequently in mechanical system components in
the case of insufficient lubrication. For instance, this is the case of plane
bearings or gear teeth that are particularly affected by strong adhesive
wear.
Adhesive wear can occur not only in metals, but also in ceramics and
polymers. Materials with comparable hardness are more prone to adhe-
sive wear [110] and metals can develop the most severe form of adhesive
wear. It is theorized [111] that when two metallic surfaces are sufficiently
close to each other to consider them in contact (i.e. for a distance less than
1 nm), electrons can be exchanged between the two opposing surfaces.
This free movement of the electrons provides the explanation for the lo-
cal bonds causing adhesive wear.
In the literature, the study of adhesive wear is mostly based on two
well-known pioneering approaches: the atomistic model by Holm [112]
and the continuum fracture model by Archard [113]. Holm’s model as-
sumes that adhesive wear can be interpreted as a phenomenon of atoms
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removal from the asperities in contact. Consequently, the asperities un-
dergo a process of progressive flattening. This model is supported by
experiments conducted with the atomic force microscope [114; 115] and
by molecular dynamics simulations [116; 117]. This approach can hardly
predict the occurrence of steady state wear observed in many tribolog-
ical systems [118], due to a progressive flattening of the surfaces which
usually continues without reaching an asymptotic geometrical configu-
ration.
On the other hand, Archard’s model assumes that adhesive wear is
the result of debris originated by asperity interlocking and fracture. This
hypothesis is largely confirmed by many experimental tests [119; 120;
121; 122]. When two joint asperities are subjected to sliding motion, the
asperities experience a strong deformation which causes severe plastic
strain in ductile materials (Fig. 36 (a)). After that stage, cracks nucle-
ate under shear (Fig. 36 (b)) until the fractured material leads to debris
formation.
Most of the studies in the literature on adhesive wear are focused on
the estimation of the debris volume (wear volume) [120], to estimate the
material loss. In the present study, we focus on the simulation and un-
derstanding of the fracture stage which leads to debris formation. Using
the phase field (PF) approach to fracture, whose features are described
in Section 3.1.1, the nucleation of cracks at joined asperities is investi-
gated, along with the crack path from their propagation. Considering
a parametric study with different model asperity geometries, the condi-
tions for the occurrence of a steady state wear are carefully analysed and
identified. The condition of steady state wear is identified when the geo-
metrical features of the undeformed rough profile are re-generated after
wear debris formation.
The following sections are organized as follow: in Section 4.2.1 a para-
metric analysis is performed used the PF method; in Section 4.2.2 the
results of the parametric analysis are interpreted studying the effect of
the singularities in the simulated geometry; Finally, in Section 4.2.3 it is
shown the possibility of a steady-state wear phenomenon.
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(a)
(b)
Figure 36: (a) Deformation of the asperities before fracture; (b) shearing
mechanism of fracture of the asperities. With permission from [109]
4.2.1 Design of the numerical experiments
The geometry of rough profiles in contact has been herein simplified by
considering triangular asperities with a periodic distribution along the
profile, inspired by the model asperity study in [120]. Each asperity has
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one side in contact with another, as it is shown in Fig. 37 (a). Taking
advantage of periodicity, only the representative unit asperity junction
is investigated (Fig. 37 (b)), with periodic boundary conditions imposed
on each vertical side of the unit asperity junction. This configuration
generates a geometry characterized by 6 re-entrant corners (Fig. 37 (c))
which are potential source of stress singularities and crack nucleation.
Four re-entrant corners have a wedge angle 2β, while the remaining two
have an angle 2γ. The condition of adhesion between the two asperities
is modelled by considering the two asperities as a monolithic solid, in
line with theoretical arguments for complete contact problems [123; 124;
125]. The sliding motion of the asperities is simulated by imposing a
horizontal displacement on the top and on the bottom of the unit asperity
junction, see Fig. 37 (b).
Values of the geometrical parameters
γ 15; 30; 45; 60; 75 Asperity angle
L 1.0 ; 1.5 ; 2.0 Asperity lateral size (mm)
lc 0.1 L ; 0.2 L ; 0.3 L ; 0.4 L Horizontal projection of the junction area
Mechanical parameters
E 117,000 MPa Young modulus
v 0.35 Poisson ratio
G 70 N/mm Fracture energy
l 0.2 mm Phase Filed internal length scale
Table 2: Geometry and material parameters used in the simulation.
Although the present mechanical problem is nonlinear, we know from
[97] that the critical stress corresponding to crack propagation in the PF
approach is ruled by a scaling of the type Tc ∼
√
EGc/l. Therefore, the
apparent tangential stress at the onset of debris formation, Tc/L, where
Tc is the critical tangential force per unit out-of-plane thickness for crack
nucleation is expected to scale linearly with respect to
√
EGc/l. Hence,
dimensional analysis suggest that:
T ∗c =
Tc
L
√
EGc
l
= Φ
(
lc
L
, γ
)
, (4.6)
that is, that the dimensionless critical tangential force is solely function
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(a) (b)
(c)
Figure 37: Geometry of the computational model: (a) contact between
periodically distributed asperities; (b) the unit asperity junction and the
boundary conditions (dashes denote periodic boundary conditions while
arrows denote imposed displacements); (c) the re-entrant corners present
in the geometry.
of lc/L and γ.
Hence, the parametric analysis is carried out varying three geomet-
rical parameters: the asperity slope angle γ, the asperity size L, which
is also the distance between two adjacent asperities, and the horizontal
projection of the junction area lc (Fig. 37 (b)). The values selected for the
parameters are collected in Table 2. This led to a total of 60 simulations,
each one with around 57000 nodes. The choice of vary L in addition to
lc/L and γ is due to confirm dimensional analysis results suggesting an
independence of L of the critical condition at crack nucleation. Fig. 39
shows the variation of T ∗c vs. the parameter L for each simulation. This
plots show clearly that the dependence of the crack onset on the param-
81
eter L is almost negligible.
(a) Failure mode 1 (b) Failure mode 2
Figure 38: Different fracture modes: (a) fracture mode 1 generated by
the parameters γ = 45◦, L = 1.5, lc = 0.4L/2; (b) fracture mode 2 gener-
ated by the parameters γ = 60◦, L = 1.5, lc = 0.4L/2; (c) fracture case 3
generated by the parameters γ = 75◦, L = 1, lc = 0.2L/2.
Figure 39: Variation of T ∗c vs L for each combination of model parameter.
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lc/L
0.1
0.2
0.3
0.4
γ = 15◦
L
1.0 1.5 2.0
1 1 1
1 1 1
1 1 1
1 1 1
γ = 30◦
L
1.0 1.5 2.0
1 1 1
1 1 1
1 1 1
1 1 1
γ = 45◦
L
1.0 1.5 2.0
1 1 1
1 1 1
1 1 1
1 1 1
γ = 60◦
L
1.0 1.5 2.0
1 1 1
2 2 2
2 2 2
2 2 2
γ = 75◦
L
1.0 1.5 2.0
2 2 2
2 2 2
2 2 2
2 2 2
Table 3: Crack nucleation (1, 2 based on Fig. 38) for each combination of
model parameter.
4.2.2 Discussion of numerical results and mechanical in-
terpretation
The simulations show crack nucleation always in the proximity of a re-
entrant corner. We can distinguish among two failure modes: (1) crack
propagating from the re-entrant corners of amplitude 2γ (Fig. 38 (a)); (2)
crack propagating from the re-entrant corners of amplitude 2β (Fig. 38
(b)). Table 3 shows which failure mode occurs for each combination of
model parameters.
To propose a mechanical interpretation of the numerical results, it
is remarkable to notice that the problem geometry presents 6 re-entrant
corners (Fig. 37 (c)): 4 of amplitude 2β at the base of each asperity, and 2
of amplitude 2γ due to the junction of asperities. Angles γ and β are 90◦
complementary angles, i.e. β + γ = Π/2. Depending on the amplitude
of the re-entrant corners, a stress singularity may occur and it can be
responsible for the failure modes shown in Fig. 38.
To better understand, the stress-field components σij near the crack
tip for a radial distance r −→ 0 are given by the Williams [126] asymp-
totic analysis and are singular for r = 0, i.e.:
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σ = rλ−1f(θ), (4.7)
where r and θ are, respectively, the radial distance from the notch root
and the angle measured from a horizontal axis emanating fro the notch
tip (Fig. 40(a)), i and j are the indices of the stress tensor, λ is the eigen-
value characterizing the power of the stress singularity and f is the cor-
responding eigenfunction [127; 128]. For the present problem, the eigen-
values for Mode I and Mode II deformation, associated to notch opening
or sliding, can be determinate from the roots of the following eigenequa-
tion:
sin(2λα)± λ sin(2α) = 0, (4.8)
where α is the angle shown in Fig. 4.40(a). The positive sign in Eq.(4.8)
gives the roots corresponding to Mode I deformation (symmetric load-
ing w.r.t. the angle bisector), while the negative value gives the roots
corresponding to Mode II deformation (antisymmetric loading). The so-
lution Eq.(4.8) can be found in [129], and the eigenvalue λ is shown in
Fig. 40(b) vs. α in the range Π/2 ≤ α ≤ Π, or vs. β and γ in the range
0 ≤ β, γ ≤ Π/2.
As per Eq.(4.7) the stress singularities exist only for λ < 1. Conse-
quently, considering the re-entrant corner angles in our numerical simu-
lations, we can state that: the stress field associated to Mode I deforma-
tion is always singular; the stress field associated to Mode II deformation
is singular if α > 129◦ (e.g. γ and β < 51◦). The value of λ for the angles
γ and β are collected in Table 4. Those leading to singular stress field
components are highlighted. It can be noticed that the developed failure
mode can be predict from the corner amplitude. In fact, the crack onset
develop from the corner which generate a singular stress field in Mode
II (α > 129◦). There exist some exception to this rule. For instance for
the case of γ = 60◦ and lc = 0.2L/2 the corner whose generate a singular
stress field in Mode II is the one at the bottom of the asperity. Conse-
quently, a failure Mode 2 is expected but the simulations predict a failure
mode 1.
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(a)
(b)
Figure 40: (a) Re-entrant corner geometry and polar coordinates; (b)
eigenvalue λ vs. α, γ and β.
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In order to understand these results we have to consider the mutual
influence that the corners of amplitude 2α exert over each other. When
these corners are close to each other, their mutual influence amplifies
the stress singularity. In fact, all the exceptions observed are developed
when lc = 0.2L/2, that is when the two corners of amplitude 2α are
closer.
Mode II stress singularity Crack onset
γ λγ β λβ Failure mode 1 Failure mode 2
15◦ 0.61 75◦ 1.50 X
30◦ 0.74 60◦ 1.15 X
45◦ 0.91 45◦ 0.91 X
60◦ 1.15 30◦ 0.74 X X
75◦ 1.50 15◦ 0.61 X
Table 4: Mode II eigenvalues for each simulated re-entrant corner; In blue
the eigenvalues which give a singular stress field are highlighted.
4.2.3 Occurrence of steady-state wear
In this section we investigate the conditions leading to steady-state wear
in our model junction problem. Steady state adhesive wear is likely to
happen when the new profile created by fracture has the same geometry
as that of the undeformed original one. Consequently, the invariance in
the profile slope will produce exactly the same crack pattern and there-
fore the same debris size during further tangential contact. In order to
investigate on this phenomenon, the variation of the angle γ after frac-
ture is compared to the original one, defining the value ∆γ = γ′−γ. This
value is plotted vs. lc/L in Fig. 41. The angle γ′ of the new asperity is
numerically estimated from the crack propagation angle.
The plot confirm the results in Section 4.2.1: the variation of ∆γ is
mostly governed by the slope asperity angle γ; the contact horizontal
projection lc has a small influence while the half lateral length influence
can be neglected. Fig. 42 shows the crack patterns of the simulation
which closer reproduce the steady state wear phenomenon.
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(a)
(b)
Figure 41: (a) Crack propagation angle γ′; (b) Deviation angle vs normal-
ized contact area for all the simulations of the parametric analysis
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(a) γ = 45◦, L = 1.0, lc =
0.8L/2
(b) γ = 45◦, L = 1.5, lc = 0.8L/2
(c) γ = 45◦, L = 2.0, lc = 0.8L/2
Figure 42: Configuration which are most likely to develop steady-state
wear.
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Chapter 5
Fracture simulation in
laminates
The prediction of the crack path in composite materials is a very chal-
lenging task due to their inherent heterogeneous character. Various fac-
tor such as the different mechanical properties of the constituent materi-
als or the delamination of the interfaces[99; 130], make the crack propa-
gating along complex and tortuous paths. The first approach to simulate
such complex scenario can be found in [97]. In this study the interaction
between an interface and the crack propagation has been investigated.
The novelty of the method is the innovative modelling framework within
the context of the PF method of fracture and the CZM. In particular, the
characteristic length of the two approaches have been rigorously anal-
ysed in order to understand the interaction between the crack propaga-
tion and the delamination of the interfaces. This numerical framework
has been herein employed as fundamental modelling tool for the fracture
analysis of crack patterns in composite laminates.
In this regard, for instance, a notched specimen subjected to uniform
tensile loading and with the presence of an interface (Fig. 43 (a)) was set
up as representative case for the subsequent investigation. In this system
the functional of the reaction forces can be stated as follow:
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F = F
(
σc,Gbc ,Gic, E, ν, l, L,∆
)
. (5.1)
where σc is the peak traction of the interface, E and ν are, respectively,
the Young modulus and Poisson ratio of the bulk, l is the internal PF
length, L is the sample size and ∆ is the imposed traction displacement.
The functional is manipulated using the Π-theorem of the dimensional
analysis [131]. Considering σc and L as the physical independent quan-
tities it follows:
F
σcL2
= Φ
(Gbc
Gic
,
GicE
σ2cL
, ν,
l
L
,
∆
L
)
= Φ
(
Π1,Π2, ν,
l
L
,
∆
L
)
(5.2)
With this manipulation we can define two dimensionless number: Π1 =
Gbc/Gic and Π2 = (GicE)/(σ2cL). Π2 rules the size-scale effect given by
the cohesive interface, in fact it is proportional to the ratio lCZM/L [97].
When Π2 −→ 0 the interface is very brittle and LEFM is recovered, in this
case the dimensionless number Π1 rule the crack penetration vs deflec-
tion competition as shown in Fig. 43 (b). On the contrary, as Π2 increases,
more relevant cohesive phenomena at the interface are present, setting a
competition between these two parameters which rules the mechanical
system.
(a) (b)
Figure 43: (a) geometry considered to study the effect of a crack imping-
ing on an interface; (b) curve which separate the crack penetration and
deflection cases for different impinging angles. With permission from
[97]
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The behaviour changes when we have a bi-material system Fig. 44(a).
In this case for the prediction of crack penetration/deflection we have to
consider the Dundurs’ parameters defined as:
α =
µ1(1− ν2)− µ2(1− ν1)
µ1(1− ν2) + µ2(1− ν1) , (5.3a)
β =
µ1(1− 2ν2)− µ2(1− 2ν1)
µ1(1− ν2) + µ2(1− ν1) , (5.3b)
where µi, νi (i = 1, 2) denote the Lame´ constant and the Poisson ratio of
the two materials under consideration. In this case according to the value
of 1/Π1 three different crack patterns can be developed when the crack
imping on the interface: crack penetration for very large value of 1/Π1;
single deflection for greater values of 1/Π1; double deflection when 1/Π1
takes a small value. For the case of β = 0 and Π2 −→ 0 the three crack
patterns can be predict from the diagram in Fig. 44(b).
(a) (b)
Figure 44: (a) geometry of the tensile test of a bi-material system; (b)
curve which separate the crack penetration, crack single deflection and
crack double deflection cases. With permission from [97].
The numerical simulation of these phenomena has been performed
in [97]. Making use of the computational model formulated by the cited
authors, which is described in Chapter 3, the crack propagation in lam-
inates materials is studied. Laminates materials are made of one or two
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materials. Adjacent layers are separated by an interface. Consequently,
laminates are influenced by all the parameters introduced in the Eqs.
(5.2) and (5.3). Unfortunately, a relation to predict crack penetration/deflection
does not exist. Numerical simulation can then shade light on the predic-
tion of cracks and failure of laminates.
The simulations presented in the following sections have been per-
formed with the Finite Element Analysis Program FEAP [10].
5.1 2D applications
The laminates selected for the 2D application of the model described in
Chapter 3 are the ones designed to increase the toughness of ceramic ma-
terials. Ceramic materials are largely used in technological applications,
especially with the aim of achieving a desired resistance level to severe
wear or corrosive phenomena at high temperatures. However, the main
drawback of ceramics regards their brittleness. In order to increase their
low toughness, laminates are often used, alternating ceramic and metal-
lic layers. For instance, in [63; 64], Al/SiC and Al/TiN laminates have
been tested. The metallic layers make the composite able to withstand
higher deformations by means of the development of plasticity at sev-
eral locations within the specimen, and therefore increasing the overall
toughness of the laminate. The same toughening process has been ach-
ieved by alternating ceramic layers with polymeric layers in [132]. The
main drawback of these solutions is that metals and polymers loose their
mechanical properties at high temperatures and have a low wear resis-
tance. A possible way to enhance the toughness of ceramics is to intro-
duce brittle interfaces [133; 134]. Then, ceramics layers are alternated
with thin layers of a very brittle ceramic. Such a very brittle layer acts
as a brittle interface which make the crack path very complex, thus in-
creasing toughness by acting on the crack tortuosity. This mechanism
has been firstly theorized in [135] in the so called Cook-Gordon mecha-
nism. It is the result of crack branching and crack deflection typical of
the interaction between crack penetration in the layers and delamination
along the existing interfaces. Another approach to foster complex crack
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paths is to introduce porous layers between the ceramic ones [136]. How-
ever, the drawback of porous materials is their low wear resistance. An
alternative approach for the toughening of ceramics is to introduce tough
interfaces among the layers with preexisting defects [137]. The tough in-
terface can be made of a ceramic material which guarantees the resistance
to wear and corrosion, also at high temperatures. The defects present in
the tough interfaces, guarantee the development of crack deflection with
a consequent toughening of the ceramic material.
Considering the technological strategies herein described, the intro-
duction of an interface with tailored properties is a strategy to create
a complex crack and consequently enhance the toughness of ceramics.
This phenomena is studied in the following sections by means of numer-
ical simulations. Moreover, the results of the toughening strategy which
make use of layers of a ductile material is also studied. This comprehend
the study of the Al/SiC nanolaminate described in Section 2.2.
5.1.1 Crack propagation in bi-material laminates
In this section we study the effect of the interface toughness on the result-
ing crack path. The case of a single-edge notched bi-material laminate
under tension (Fig. 45) is considered. The laminate has been modelled
using the PF elements for the bulk and the interface elements compatible
with the PF between each layer. The materials which compose the lam-
inate are: a soft material 1 with high fracture toughness; a stiff material
2 with low fracture toughness. The material parameters are collected in
Table 5.
Three cases have been examined: (1) laminate with perfectly bonded
interfaces; (2) laminate with tough interfaces; (3) laminate with brittle
interfaces.
In the first simulation, no interface elements are introduced in order
to simulate fully bonded interfaces. The PF internal length l is set very
small for both layers (see Table 5), to reproduce LEFM predictions as
proven in [72]. The results of the simulations are shown in Fig. 46. The
first layer that shows crack nucleation is the second one (material 2). In
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Geometry parameters
L 6 mm Specimen length
ly 0.25 mm Layer thickness
h 0.005 mm Interface thickness
Mechanical parameters material 1
E1 70000 MPa Material 1 Young modulus
v1 0.34 Material 1 Poisson ratio
G1 0.025 N/mm Material 1 fracture energy
l1 0.0075 mm Material 1 PF length scale parameter
Mechanical parameters material 2
E2 300000 MPa Material 2 Young modulus
v2 0.14 Material 2 Poisson ratio
G2 0.005 N/mm Material 2 fracture energy
l2 0.0075 mm Material 2 PF length scale parameter
Mechanical parameters interface
k0 2000 MPa/mm Initial stiffness of interface
σc,0, τc,0 100 MPa Initial peak stress of the tough interface
Gic 2.5 N/mm Critical energy release rate for tough interface
σc,0, τc,0 1 MPa Initial peak stress of the brittle interface
Gic 0.025 N/mm Critical energy release rate for brittle interface
σc,0/σc, τc,0/τc 1
Ratio between the initial and final value
of the peak stress of the interface
Table 5: Geometry and material parameters.
this layer two parallel cracks are predicted to propagate (Fig. 46 (a)) si-
multaneously and can be considered as two branches of the initial notch
in the layer 1. After increasing the applied load, each crack in the second
layer further branches in the next brittle layer (Fig. 46 (b)). The same
process continue for the next brittle layer but only two branches are de-
veloped (Fig. 46 (c)). At this stage, the cracks in the brittle layers start
connecting through the material 1. Finally, failure of the specimen is ach-
ieved (Fig. 46 (d)) and it is the result of a complex crack path mostly
localized in the mid-span position.
In the second simulation, we introduce interface elements between
each layer. The parameters used for the interface are σc,0 = τc,0 = 100
MPa and k0 = 2000 MPa/mm to model a stiff brittle interface. As can
be expected, the evolution of the predicted crack pattern is very different
from that of the previous simulation. The first layer showing the appear-
ance of cracks is the second layer (Fig. 47 (a)) with the same pattern as in
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Figure 45: Specimen geometry.
the first simulation. Immediately after that, delamination events along
the interface between the first and the second layers take place (Fig. 47
(b)). Then, the first layer is cracked by the propagation from the notch
(Fig. 47 (c)). Continuing the simulation, cracking proceeds in the mate-
rial 2 layers together with the development of delamination at interfaces
(Fig. 47 (d)). At failure, delamination makes the crack pattern distributed
along the whole specimen, contrary to the first simulation. Another im-
portant aspect is that the majority of the material 1 layers are not cracked,
apart from the first layer containing the notch.
In the third simulation we introduce a more brittle interface, setting
σc,0 = τc,0 = 1 MPa and k0 = 2000 MPa/mm. The evolution of the crack
pattern is totally different from the previous two cases herein analysed
(Fig. 48). Thus, in the current case, first, delamination is predicted to
occur between the first and the second layer (Fig. 48 (a)). Then, the crack
starts propagating from the notch until it impinges on the delaminated
interface (Fig. 48 (b)). Subsequently, branching is predicted to take place
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in the second layer (Fig. 48 (c)), and each branched crack is developed
starting from where the delamination was stopped. Furthermore, crack
penetration triggers delamination of the second interface. Finally, the
sample failure is reached with a sudden development of delamination in
all the interfaces and cracks in the brittle layers (Fig. 48 (d)). Again, the
material 1 layers have been preserved from cracking.
The force-displacement curves of the above three simulations are shown
in Fig. 49. All of them present an initial nonlinearity due to the formation
of damage in the bulk. After that, the curve of the first simulation starts
losing the load-bearing capacity slowly with a smooth drop. This is due
to the gradual crack propagation within the specimen. The curves cor-
responding to the second and the third simulations show a completely
different failure pattern and the nonlinear effects are much more pro-
nounced in the load-displacement curve due to delamination. The de-
velopment of cracking and delamination events cause multiple drops in
the force.
The correspondence between crack/delamination events and the drops
in the force can be examined closely in Fig. 50. In these graphs, the force-
displacement curves are plotted together with other two quantities, the
total crack propagation length and the crack propagation length in the
bulk. The former is the sum of the length of the developed delamina-
tion and the length of the crack in the bulk. The latter is just the sum
of the length of the cracks in the bulk. Both quantities are normalized
with respect to the layer thickness, ly . These plots show that, in general,
delamination and cracking events occur simultaneously. This is in agree-
ment with the patterns in Figs. 47, 48, where in some cases delamination
triggers crack formation in the layers or vice versa. Another important
consideration is that the delamination length in the simulation with brit-
tle interfaces is bigger than the in simulation with tougher interface.
Finally we compare the results with what was theorized in [135] with
the Cook-Gordon mechanism. According to that theory, the introduction
of a brittle interface should increase the apparent material strength. The
results reported in Fig. 49 seem to challenge this theory and a brittle
interface reduces the apparent material strength as compared a tougher
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(a) (b)
(c) (d)
Figure 46: Crack evolution in the simulation with fully bounded layers.
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(a) (b)
(c) (d)
Figure 47: Crack evolution in the simulation with tough interface (σc,0 =
100 MPa).
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(a) (b)
(c) (d)
Figure 48: Crack evolution in the simulation with brittle interface (σc,0 =
1 MPa).
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Figure 49: Force-displacement curve of the three simulations.
Figure 50: Force displacement curve compared with the crack and de-
lamination length for the case of σmax = 100 MPa (left) and σmax = 1 MPa
(right) normalized by the layer thickness ly . The letter refer to the corre-
sponding image in Fig. 47 for the case of σmax = 100 MPa and to Fig. 48
for the case of σmax = 1 MPa.
one.
This contradiction can be explained by noting that the assumptions
behind the Cook-Gordon model are not satisfied in the present setting.
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One of the most relevant differences relies on the fact that in the Cook-
Gordon model the material is considered homogeneous and elastic un-
til the condition of fracture of the interface is achieved. After delam-
ination, discontinuities are considered along the interface and, conse-
quently, the interface starts interfering with the linear elastic fracture me-
chanics crack tip stress distribution. In the present model, on the other
hand, interfaces are introduced as another compliant material from the
very beginning of the simulation. In [97], it is shown that the behaviour
of such a system depends on the ratio between the interface process zone
size and the bulk energy dissipation zone size (lCZM/l). Depending on
this ratio, the apparent strength of the overall material ranges between
the strengths ruled by the following limit models: a model with prefect
bonded interfaces and finite l; a model with elastic bulk material and
finite lCZM . In our simulations, the ratio lCZM/l is kept constant. In
fact, the bulk properties do not change (then l is constant), and lCZM
is constant since k does not change in our simulations. The latter is a
consequence of the dimensional analysis performed in [97] from which
we have lCZM ∝ EGic/σ2max = E/(2k). The consequence of having a
constant ratio lCZM/l is that delamination is triggered earlier in the pres-
ence of a brittle interface. Due to this, we have also longer delamination
paths for a brittle interface.
These conclusions lead to the second important difference with re-
spect to the Cook-Gordon model, where the load is supposed to be ap-
plied as a remote tensile stress at infinity. The assumption of infinite
plane plays an important role, since there is no constrain on the size of
the delamination path. As a result, a brittle interface could lead to a
longer delamination with a consequent delayed crack propagation, in-
creasing the elastic energy release rate. The specimens that we simulated
are not long enough to be considered as infinite. Due to that, when the
interface is brittle, delamination reaches the boundaries of the specimen
causing the failure of the whole interface. This is also what accelerates
the final failure of the specimen. As a result, for a brittle interface, the
apparent strength of the specimen results to be lower than for a more
ductile one.
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Finally, there are other assumptions made in the Cook-Gordon model
that are not in line with the hypotheses of the present approach. For
instance, Cook and Gordon neglected the effect of the vertical stress σy
in the interface fracture criterion. They made this simplification because
their system is an homogeneous material with an interface, while here
we have a laminate with different elastic properties for the laminae. This
means that σy is not constant across the laminae and there are jumps in
correspondence of the interfaces. We cannot say quantitatively which
is the effect of the variation of σy on the interface delamination and on
the overall strength. Nevertheless, we have good motivations to believe
that σy cannot be neglected and that in any case is a source for possible
discrepancies with respect to the Cook-Gordon model predictions.
5.1.2 Crack propagation in silicon nitride/boron nitride
microlaminate
In this section, we reproduce the experimental results in [133] concerning
the 4-point bending test of a silicon nitride/boron nitride (Si3N4/BN )
microlaminate. Both constituent materials are brittle ceramics. The lam-
inate is structured with layers of Si3N4 of thickness between 40 µm and
60 µm, alternated by layers of BN of variable thickness between 2 µm
and 10 µm (Fig. 51 (a)). The BN layers act as brittle interface between
the Si3N4 layers.
The 4-point bending test geometry is shown in Fig. 51 (b). The dimen-
sions of the specimen are: total span L = 5 mm, thickness T = 3 mm, width
W = 4 mm. The outer and inner span of the 4-point bending test are, re-
spectively, S1 = 4 mm and S2 = 2 mm. This geometry is modelled with
phase field elements for the Si3N4 layers, representing the bulk material,
and cohesive interface elements compatible with phase field for the BN
layers. Due to the variable thickness of the Si3N4 layers, in our simula-
tion the thickness associated to the layers of this material is set equal to
40, 50 or 60 µm. The assignment of the Si3N4 layer thickness is randomly
chosen according to a uniform distribution. The interface thickness, on
the other hand, is set constant and equal to 5 µm. The material and frac-
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ture parameters of the bulk are: Young modulus E = 310 GPa, Poisson
ratio ν = 0.27, fracture energy Gs = 9 µN/µm and phase field internal
length scale l = 2 µm. The interface parameters are: σc,0 = τc,0 = 32 MPa
and k0 = 70 MPa/µm.
(a) (b)
Figure 51: (a) Si3N4/BN structure of the microlaminate; (b) 4-point
bending experimental test geometry. Image (a) with permission from
[133].
The experimental force-displacement curve (Fig. 52) shows an initial
linear behaviour until the peak load of 475 N is reached. After this point,
the load-carrying capacity of the specimen drops down to around 40%
of the peak load. Then, the load continue increasing until a second drop
is observed when the value of 240 N is reached. After this second drop,
the load-carrying capacity is reduced to 10% of that at peak load. The
specimen maintains this level until final failure.
Fig. 53 shows the evolution of the predicted crack pattern. Due to
symmetry of the geometry and of the boundary conditions only half
of the domain has been simulated, using around 380000 finite elements
nodes and finer mesh where the crack is expected to propagate. The
simulation shows an initial linear behaviour until the peak load of 475N
is reached (Fig. 53(a)). Then, an interface situated in the middle of the
specimen thickness fails due to delamination (Fig. 53(b)). After this first
delamination event, the specimen continues gaining load-carrying ca-
pacity until the Si3N4 layers start failing. According to the numerical
predictions, the layers that first fail are those at the intrados one and the
one immediately next to the delaminated interface (Fig. 53(c)). The crack
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is predicted to continue its propagation towards the extrados of the spec-
imen until final failure (Fig. 53(d)). The result of the simulation in terms
of force-displacement curve shows a good agreement with the experi-
mental one (Fig. 52). The initial part of the curve, the peak load and the
drop in load-carrying capacity are very well predicted, capturing the crit-
ical load at which damage events occur. The final part of the simulation
shows a more progressive failure evolution until collapse. This is not in
perfect agreement with experiments, since we suppose that the second
drop in the force noticed in experiments is caused by a second severe
delamination event which we were not able to reproduce numerically.
One possible source for this mismatch can be attributed to the interface
parameters, since no experimental characterization was available.
Another important result of the simulation is the very satisfactory
prediction of the crack pattern features conforming to the experimental
evidences. The experimental image in Fig. 54 (a) shows the strong crack
deflection and branching developed due to delamination. The same be-
haviour has been reproduced by the numerical simulation (Fig. 54 (b))
where both phenomena are present in the simulated crack pattern.
Figure 52: Numerically predicted vs. experimental force-displacement
curves.
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(a) Damage initiation before the first delamination.
(b) Delamination of the middle layer.
(c) Crack propagation through the layers.
(d) Specimen failure.
Figure 53: Fracture propagation and delamination resulting from the nu-
merical simulation. For each subfigure there is the damage contour plot
on top and the x-displacement contour plot on bottom.
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(a) (b)
Figure 54: (a) experimental crack pattern; (b) numerical result of the
crack pattern. Image (a) with permission from [133].
5.1.3 Crack propagation in Al/SiC nano-laminates
In line with the previous applications, the experiments described in Sec-
tion 2.2 are simulated. The simulations concern the results of the tensile
test with layers perpendicular to the loading direction. The computa-
tional model used consist in the coupling between the PF and CZM. The
PF model is used to describe the constitutive behaviour of the Al and SiC
layers. The CZM is used to describe the behaviour of the interfaces.
The comparison between the simulation predictions with the exper-
imental results, shade light on the properties of the interface. Unfor-
tunately, the data available are not sufficient for the characterization of
fracture properties of the two constituent materials. This is addressed to
the fact that the tensile tests with layers parallel to the tensile direction
fail prematurely due to the presence of columnar boundaries (Fig. 18 (a)).
Some considerations about the experimental results have to be done
before the description of the computational procedure. First of all, it has
to be considered that the stress-displacement curves provided in Section
2.2 are affected by machine imprecision in the measure of the displace-
ment. Effects like deformation of the head of the specimen, specimen
relaxation or image drifting has to be considered in the displacement
measure. Unfortunately, the amount of the displacement affected by the
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listed phenomena cannot be quantified. Moreover, it is probable that
small plastic deformations are developed during the test. This deforma-
tion cannot be captured by our computational model. The PF model is
suitable for brittle and quasi-brittle fracture. In order to account for the
probable small plasticity developed in the Al layer, the internal length
parameter l of the PF is set with a high value. In this way, we try to
substitute the inelastic deformation given by plasticity with the inelastic
deformation given by the damage. The experimental value of the stress,
indeed, is a very precise measure. For all these reasons, the characteriza-
tion of the interface is done in terms of peak stress.
Mechanical parameters of the Al/SiC nanolaminate
EAl 70000 MPa Al Young modulus
vAl 0.34 Al Poisson ratio
ESiC 300000 MPa SiC Young modulus
vSiC 0.14 SiC Poisson ratio
Fracture parameters for the 50 nm layers
GAl 5 µN/µm Al fracture energy
lAl 0.025 µm Al PF internal length
GSiC 64 µN/µm SiC fracture energy
lSiC 0.025 µm SiC PF internal length
σmax 2100 MPa Interface peak stress
K 5e5 MPa/µm Interface stiffness
Fracture parameters for the 100 nm layers
GAl 2.5 µN/µm Al fracture energy
lAl 0.05 µm Al PF internal length
GSiC 60 µN/µm SiC fracture energy
lSiC 0.05 µm SiC PF internal length
σmax 1400 MPa Interface peak stress
K 5e5 MPa/µm Interface stiffness
Table 6: Geometry and material parameters of the tensile test.
The geometry and the imposed boundary conditions of the two sim-
ulated tensile tests are resumed in Fig. 55. The material parameter which
has demonstrate to best fit the experimental peak stress are given in Table
6. Fig. 56 shows the predictions of the specimens at failure. In the case of
100 nm layer the failure is very brittle. There is a diffuse damage in the Al
layer and a peak of the damage in the proximity of the interface that fails
(Fig. 56 (b),(d)). This damage characterizes the small nonlinearity in the
107
(a)
(b)
Figure 55: Geometry of the simulated tensile tests: (a) 50 nm layer thick-
ness; (b) 100 nm layer thickness
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resultant stress displacement curve (Fig. 57). In the case of 50 nm layers,
the fracture energy of the Al is reduced. In this way a stronger nonlinear-
ity is predicted and the Al layer fail together with the interface (Fig. 56
(a),(c)). Then, the crack pattern reproduce the experimental phenomenon
in which the crack involve two interfaces and a layer. Consequently, the
stress-displacement curve (Fig. 57) shows a stronger nonlinearity.
(a) (b)
(c) (d)
Figure 56: Failure of the specimens during the tensile test: (a) 50 nm
layer thickness; (b) 100 nm layer thickness; (c) zoom on the 50 nm layer
fail area: it is evident the competition between damage in the bulk and
delamination; (d) zoom on the 100 nm layer fail area: pure delamination.
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Figure 57: Stress-displacement curve comparison between the numerical
prediction and the experimental results.
5.2 3D applications
In this section, the modelling capabilities of the proposed 3D compu-
tational framework coupling the PF approach of fracture and the CZM
for interface cracking for finite elasticity (Section 3.1.3 and 3.2.2) are as-
sessed through several examples. The main objective of these simula-
tions concerns showing the ability of the proposed model to simulate
different crack propagation paths in heterogeneous materials and engi-
neering structural components with different 3D geometries.
In the first example we aim to show the effect of the interaction be-
tween the PF and the CZM within the proposed model. A tensile test of
a flat single-edge notched specimen of a homogeneous material is then
considered. The second and third examples illustrate the potentialities
of the combined use of the enhanced-based solid shell formulation to-
gether with the 3D interface. These applications comprise the simula-
tion of heterogeneous specimens using out-of-plane loading with planar
structures (Section 5.2.2), and membrane loading with curved geometry
(Section 5.2.3). Finally, an experimental case study regarding fracture
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predictions in photovoltaic (PV) panels is considered (Section 5.2.4). In
particular, a 4-point bending test of a solar panel is simulated, being the
corresponding results correlated with experimental data taken from the
related literature. All the simulations have been performed with the fi-
nite element program FEAP [10]. Dirichlet boundary conditions applied
with a monotonically increasing law are defined in the numerical exam-
ples herein addressed.
5.2.1 Single-edge notched specimen
The first insight onto the potentialities of the proposed model is pre-
sented by means of the simulation of a flat single-edge notched specimen
under uniform tensile loading. The geometry of the specimen is shown
in Fig. 58. An interface perpendicular to a middle notch runs along all the
length of the specimen. A prescribed displacement along the y-direction
is prescribed at the top and bottom edges of the specimen. The material
and geometry parameters used are collected in Table 7.
Several simulations with various interface parameters have been per-
formed in order to show the different crack patterns that can be acti-
vated. According to [138], the occurrence of delamination together with
crack propagation is governed by the interface maximum tensile traction.
These authors claimed that when the length of the initial delamination
or crack penetration is much smaller then the global dimension, crack
deflection is confined within the stress field. In line with these consider-
ations, in the system defined in Fig. 58, the global dimension L is much
larger than the crack penetration/delamination length (the specific ratio
between those dimensions is higher than 10). Therefore, we focus our
parametric analysis on the variation of the peak traction of the interface
in order to evaluate the accuracy of the proposed method with respect to
linear elastic fracture mechanics predictions.
The computational model herein used is composed of 11794 nodes.
The mesh is refined in correspondence of the centre of the specimen to
achieve the convergence during crack propagation. The maximum ten-
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Geometry parameters
L 1 mm Plate length
t 0.003 mm Plate thickness
h 0.0001 mm Interface thickness
Mechanical parameters for the PF model
Eb 3240 MPa Bulk Young modulus
vb 0.35 Bulk Poisson ratio
Gb 0.35 N/mm Bulk fracture energy
lb 0.02 mm Phase Filed length scale parameter
Gi 0.35 N/mm
Interface fracture energy for
mode I, mode II and mode III
σmax 1000 75 MPa
Interface maximum tensile traction for
mode I, mode II and mode III
gc,0 7e-4 0.014 mm
Interface initial critical opening for
mode I, mode II and mode III
gc/gc,0 1 5
Interface opening ratio for
mode I, mode II and mode III
Table 7: Geometry and material parameters of the tensile test.
Figure 58: Specimen geometry.
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(a) Crack impinging
on the interface
(b) Specimen failure
(c) Delamination of the interface (shown in
black solid lines)
Figure 59: (a) & (b) two steps of crack propagation; (c) close-up view of
delamination when the crack is approaching the interface.
sile (Mode I) traction of the CZM has been increased from 75 MPa to 1000
MPa. Moreover, the final interface critical opening for d = 1 (gc) takes the
following values: gc = gc,0, 2gc,0, 5gc,0. The general evolution of the sim-
ulations is shown in Fig. 59 for each of the cases defined above. In this
graph it can be observed that the crack propagates straight in the bulk,
and when imping on the interface two scenarios might occur depending
on the interface peak traction: (1) no delamination is developed at the
113
interface and the crack starts propagating in the right bulk; (2) delamina-
tion occurs at the interface, so that the crack propagation in the adjacent
bulk is delayed.
This behaviour can be recognized from the force-displacement curves
in Fig. 60. In particular, when delamination occurs, the curve is charac-
terized by two drops in carrying capacity of the system: the first kink
(a) (b)
(c)
Figure 60: Force displacement curve varying σmax and the ratio gc/gc,0.
The arrow shows the direction of increasing of σmax.
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corresponds to the failure of the left part and the second one is associated
with the failure of the right part. The concurrence of crack propagation
and delamination together is obtained for 75 MPa< σmax <250 MPa. For
values of σmax ≥ 250 MPa, the interface is stiff enough such that the crack
propagates in the bulk without delamination.
The ratio gc/gc,0, which governs the coupling between the PF and the
CZM, is also affecting the fracture predictions. High values of this ratio
cause longer delamination paths. In fact, when gc/gc,0 > 1, the damage in
the bulk makes the interface more compliant and consequently the actual
σmax decreases according to the present model. Under this condition, de-
lamination is triggered earlier. As a side effect, the crack propagation into
the adjacent layer is delayed. This behaviour can be identified also in the
force-displacement curve in Fig. 60 through observing that the second
drop in the evolution curve is predicted to take place for larger displace-
ments as gc/gc,0 increases.
5.2.2 Flat sandwich panel under 4-point bending and ten-
sion
This example concerns the fracture of a flat sandwich panel subjected
to combined in-plane and out-of-plane loading (Fig. 61). The sandwich
panel is made of three brittle layers with an interface between each layer.
The topmost layer is characterized by a notch in the middle of the span
that runs along over the complete width of the specimen, whereas its
depth is equal to half its thickness. The topmost and the bottommost
layers are assumed to have the same material parameters, while the mid-
dle layer is made of a stiffer material (Fig. 62). All the relevant material
parameters used in the present application are reported in Table 8.
Figure 61: Geometry of the specimen under 4-point-bending and tension.
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Figure 62: Sandwich panel structure along the thickness.
Geometry parameters
L 2 mm Panel length and outer bending span
w 0.5 mm Panel width
a 1.556 mm Inner bending span
t 0.01 mm Main thickness
h 0.001 mm Interface thickness
∆x/∆y 2
ratio between the in-plane (∆x) and
out-of-plane (∆y) loading
Mechanical parameters
E1 100 GPa Material 1 Young modulus
v1 0.3 Material 1 Poisson ratio
G1 0.5 N/mm Material 1 fracture energy
l1 0.05 mm Material 1 Phase Filed parameter
E2 200 GPa Material 2 Young modulus
v2 0.2 Material 2 Poisson ratio
G2 1.0 N/mm Material 2 fracture energy
l2 0.05 mm Material 2 Phase Filed parameter
Gi 0.5 N/mm
Interface fracture energy for
Mode I, Mode II and Mode III
σmax 1000 and 0.01 GPa
Interface maximum tensile stress for
Mode I, Mode II and Mode III
gc/gc,0 1
Interface opening ratio for
Mode I, Mode II and Mode III
Table 8: Sandwich panel geometry and material parameters.
By exploiting the symmetry of the system and of the applied bound-
ary conditions, we consider only half domain for the simulations. The
model has 12376 nodes and is refined in proximity of the notch. Two
different simulations are carried out: the first simulation concerns with a
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strong interface (σmax = 1x106 MPa), where the second case comprises a
weak interface definition (σmax = 10 MPa).
(a) Damage in the topmost layer
(b) Damage at specimen failure
Figure 63: Damage contour plot of the flat sandwich panel under ten-
sion and 4-point bending for the case of strong interfaces, showing crack
through the specimen without delamination
In the simulation with a stronger interface, damage evolution is pre-
dicted to propagate from the notch (Fig. 63 (a)), and the final failure
follows immediately after crack propagation (Fig. 63 (b)). Numerical
results predict bulk failure without any delamination. On the contrary,
for a weaker interface (σmax = 10 MPa), the failure sequence follows this
order: (1) failure of the topmost notched layer (Figs. 64(a), 65(a)), (2) in-
terfacial delamination between the topmost and the middle layer (Figs.
64(b), 65(b)), (3) bulk failure of the middle layer (Figs. 64(c), 65(c)), (4)
delamination between the middle and the bottommost layer (Figs. 64(d),
65(d)), (5) failure of the bottommost layer (Figs. 64(e), 65(e)).
Fig. 66 depicts the reaction force vs. the out-of-plane displacement
curves for the above two scenarios. The strong interface evolution shows
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(a) Damage initiation in the topmost layer
(b) Complete cracking of the topmost layer
(c) Progressive cracking in the middle layer
(d) Complete cracking of the middle layer and onset of delamination
(e) Total specimen failure
Figure 64: Crack propagation evolution of the flat sandwich panel under
tension and 4-point bending, for weak interface layer
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(a) Damage initiation in the topmost layer
(b) Complete cracking of the topmost layer
(c) Progressive cracking in the middle layer
(d) Complete cracking of the middle layer and onset of delamination
(e) Total specimen failure
Figure 65: Delamination evolution of the flat sandwich panel under ten-
sion and 4-point bending, for weak interface layer
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Figure 66: Force-displacement curve of the sandwich panel under ten-
sion and 4-point-bending
an initial nearly linear behaviour. Subsequently, nonlinear effects at-
tributed to the deformation process and bulk damage can be identified.
Finally, the absence of interface delamination leads to a characteristics
brittle failure of the specimen upon failure. Conversely, the case includ-
ing a weaker interface exhibits a much different response. Analysing the
red curve in Fig. 66, it can be observed that nonlinear effects occur for
much lower displacements due to the combination of three aspects: (1)
the presence of geometrically bending deformation effects, (2) the de-
velopment of bulk damage in the topmost layer, and (3) the onset and
growth of delamination events which are provoked for the different stiff-
ness values between adjacent layers. Moreover, at advanced stages, the
evolution is characterized by several load drops. Specifically, these drops
are directly associated with the failure of each of the composing layers,
which concomitantly evolves with the progression of delamination along
the adjoining interfaces.
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5.2.3 Cylinder under tension
The proposed methodology is further examined in relation to a cylindri-
cal geometry whose dimensions are: length L = 2 mm, external diameter
dext = 0.72 mm, and inner diameter dint = 0.678 mm (Fig. 67). The same
material parameters used in Section 5.2.2 are considered, including the
strong and weak interface cases.
The external layer is characterized by a notch which runs around all the
circumference and its depth is half of its thickness. Due to the symme-
try of the problem, the simulations are performed by considering 1/8 of
the total domain. The FE discretization presents by 13824 nodes. The
specimen is loaded under tensile displacement along the x-direction.
Fig. 68 shows the force-displacement curves for a strong interface
(σmax = 1x106 MPa) and a weak interface (σmax = 10 MPa). For the
current application, delamination at each interface are predicted to take
place for very small imposed displacements, simultaneously with bulk
crack propagation.
This response stems from the fact that there are no bending effects. There-
fore, the nonlinear evolution of both curves before the first drop in the
load-carrying capacity is mostly due to the development of damage in
the external layer. Furthermore, for the strong interface case, the fail-
ure is characterized by an almost perfect brittle evolution (sudden drop).
In contrast, the weak interface scenario features a post-peak response as
that noted in Section 5.2.2, from a qualitative standpoint (Figs. 69, 70).
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Figure 67: Geometry of the cylinder tension test. In grey is highlighted
the symmetric domain considered for the simulation. The cross setion
structure is the same depicted in Fig. 62.
Figure 68: Force-displacement curves of the cylinder under tension
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(a) Complete cracking of the topmost layer
(b) Damage of the middle layer
(c) Progressive cracking in the middle layer
(d) Complete cracking of the middle layer and onset of delamination
Figure 69: Crack propagation evolution of the sandwich panel with
cylindrical geometry under tension, for weak interface layer.
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(a) Complete cracking of the topmost layer
(b) Damage of the middle layer
(c) Progressive cracking in the middle layer
(d) Complete cracking of the middle layer and onset of delamination
Figure 70: Delamination evolution of the sandwich panel with cylindri-
cal geometry under tension, for weak interface layer.
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5.2.4 Crack propagation in a solar photovoltaic panel
The last numerical example concerns the simulation of a 4-point bending
experimental test of a photovoltaic (PV) module. The experimental test
was performed and comprehensively described in [55]. A typical PV
module is composed of 5 different layers (Fig. 71 (a)): the middle layer is
made of solar cells, which are encapsulate in an adhesive material made
of EVA, while the topmost and bottommost layers are made of glass and
PET, respectively.
(a) PV panel structure. (b) Experimental test setup (distances in
mm).
Figure 71: Geometry and boundary conditions of the specimen PV panel.
The experimental set-up and the specimen geometry are shown in
(Fig. 71 (b)). The panel is composed of 10 solar cells, which were dis-
posed along two parallel rows (5 cells per row). An electroluminescence
camera was positioned on top of the middle line in order to detect mi-
crocrack patterns. The experimental tests were conducted on specimens
with busbars parallel or perpendicular to the applied displacement direc-
tion. Recalling the analysis carried out in [55], in the current investiga-
tion, we only consider the PV panel configuration with parallel busbars,
where crack events are mostly concentrated along the middle line of the
specimen.
The numerical model herein used to reproduce the experimental re-
sults comprises 11172 nodes. Again, the exploitation of symmetry con-
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Mechanical parameters
ESi 130 GPa Silicon Young modulus
vSi 0.16 Silicon Poisson ratio
GSi 0.0432 N/mm Silicon fracture energy
lSi 0.04 mm Silicon Phase Filed parameter
EEVA 0.004 GPa EVA Young modulus
vEVA 0.4 EVA Poisson ratio
EPET 2.8 GPa PET Young modulus
vPET 0.37 PET Poisson ratio
EGl 73 GPa Glass Young modulus
vGl 0.25 Glass Poisson ratio
Gi 100 N/mm
Interface fracture energy for
Mode I, Mode II and Mode III
σmax 1000 GPa
Interface maximum tensile stress for
Mode I, Mode II and Mode III
gc/gc,0 1
Interface opening ratio for
Mode I, Mode II and Mode III
Table 9: Sandwich panel geometry and material parameters.
Figure 72: Force displacement curve.
ditions allows the discretization of just one quarter of the panel. The
relevant material parameters for this test are collected in Table 9 comply-
ing within standard PV panels [139]. The middle layer of the specimen,
corresponding to the solar cells, is modelled as a homogeneous single
layer 0.166 mm thick with material properties of brittle Silicon (Si) (Table
9). The regularization parameter lSi of the PF model for the Si layer is set
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equal to 0.04 mm.
The EVA layers are 0.5 mm thick and the corresponding material
properties, which strongly depend on temperature, are evaluated at room
temperature. The bottommost PET layer and the topmost glass layer
have a thickness equal to 0.1 mm and 2.55 mm, respectively. In between
the Si and the EVA layers, interfaces 0.001 mm thick are introduced. Only
PF fracture in the Silicon layer is allowed, due to its brittleness, and its
competition with interface delamination is investigated.
(a) Undeformed specimen (grey) and deformed specimen at fail-
ure (blue).
(b) Zoom on the fail-
ure line.
Figure 73: Simulation of the 4-point bending test on the PV panel.
The load-displacement curves corresponding to the experimental data
and to the numerical predictions are shown in Fig. 72. The specimen re-
sponse was characterized by an initial proportional load-displacement
evolution up to a load level of around 800 N. This initial stage is satisfac-
torily reproduced by the current numerical method. Progressing along
the loading application, the experimental evolution features a moder-
ate variation of the stiffness of the specimen due to the development of
microcracking phenomena in the Si cells. Analysing the corresponding
numerical prediction, the present model enables capturing the load level
at which this drop took place in the load-displacement curve with good
accuracy. However, due to the fact that the present simulation devices a
uniform Si layer instead of a cell-wise model, it is not possible to simulate
the growth of multiple small cracks. This fact yields a load drop concen-
trated in one single event, rather than due to multiple cracks propaga-
tion. Nevertheless, it can be observed that at the final stage of such evo-
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lution an (when cracking affected all the solar cells throughout the mid-
dle line of the panel), the numerical model captures the final stiffness of
the panel, consistently with the experimental results. The deformed con-
figuration at failure is shown in Fig. 73 (a) and cracking in the Si layer is
shown in Fig. 73 (b).
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Chapter 6
Conclusions and future
developments
In the present thesis the PF model for brittle fracture and the CZM for
cohesive fracture are adopted, extended and validated by numerical sim-
ulations and experiments. The coupling of these two models as well as
their combination with other constitutive models such as plasticity or
finite elasticity, leads to a modelling framework applicable to relevant
problems in the field of material science and structural mechanics. In
this dissertation we analyse problems at different scales and problems
with materials with an heterogeneous structure.
The potential capabilities of the CZM are firstly employed in combi-
nation with the von Mises elasto-plastic model. This model shade light
on the interaction between plasticity and crack propagation in ductile
materials (Section 4.1). The investigation is supported by the experimen-
tal study on busbars (Section 2.1). This constitutive model is character-
ized in terms of CZM peak stress (σmax), critical opening (gc) and initial
stiffness (K). The use of the PSO algorithm allow to identify the param-
eters which best fit the experimental results. For this identification two
kind of CZM are considered and compared: the Tvergaard model and
the bilinear model. We obtain a good agreement between experimental
and numerical curves in both cases. The Tvergaard model achieve a bet-
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ter fitting of the 0.45 mm notch experiment. On the contrary, the bilinear
model achieve a better fitting of the 0.8 mm notch experiment. Moreover,
for the bilinear model is identified an optimal critical opening gc = 0.07
mm. This value is physically more meaningful with respect to the value
obtained using the Tvergaard model (gc = 0.19 mm). The comparison
with the experimental SEM images (Fig. 7) gives a discrepancy of one
order of magnitude between the experimental and the numerical critical
opening. Based on the arguments herein outlined, such discrepancy can
be addressed to a diffusive nature of the fracture. With the CZM we con-
fine the damage phenomena in the middle line of the specimen. Then,
the high value of gc could take also into account the damage developed
in the surrounding area around the middle line.
Another problem at the micro level is faced making use of the PF
model. In Section 4.2 the adhesive wear phenomenon is investigated
simulating the fracture of idealized asperities of two surfaces in contact.
We identify two failure modes from the parametric analysis and from
the study of the asperities’ singularity. The responsible of the crack nu-
cleation is identified in the Mode II stress intensification around the as-
perity’s geometry corners. The competition between crack nucleation at
the base corners of the asperity or at the contact corners is gained by the
corner which generates a Mode II stress singularity. The Mode II stress
singularity is predicted to occurs when the total amplitude of the corner
2γ is smaller than 51◦. On the other side, the asperity crack propagation
angle γ′ is related with the possibility of predicting a steady state wear. It
is found that the steady state wear is more likely to occur for an asperity
slope of γ = 45◦.
The predictive capabilities of the two fracture computational models
(PF and CZM) adopted in the previous applications are exploited cou-
pling them together at the constitutive level (Section 3.2.1). The cou-
pling between the two models lay on the hypothesis that the increasing
amount of damage d at the surrounding bulk reduce the CZM stiffness.
In this way many complex crack paths in composite materials are repro-
duced. This computational model is used for the investigation and the
characterization of the fracture behaviour in composite laminated ma-
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terials. The general behaviour of crack propagation and delamination
interaction is investigated by means of a notched tensile test of laminate
with layers perpendicular to the notch. This test is used as benchmark to
investigate the effects of the variation of the interface parameters keeping
constant the bulk material properties. Then, effects of tough and brittle
interfaces are compared with the case of fully bounded layers. We find
that the introduction of an interface makes the crack path more tortuous
and involve a larger part of the specimen length. It is also identified that
for this problem the peak stress of the CZM governs the development of
crack penetration, crack branching and crack deflection phenomena.
Considering the general understanding of the problem that is acqu-
ired from these benchmark tests, the computational model is applied for
the characterization of real laminates structures. The Si3N4/BN lami-
nate is characterized identifying the Si3N4 fracture energy and the traction-
separation law of theBN interfaces. The identification is performed sim-
ulating the experimental 4-point bending test. The crack pattern and the
force-displacement curve of the experiment are reproduced with good
agreement using a very weak BN interface.
Another application of the coupled PF and CZM framework is the
characterization of the Al/SiC nanolaminate. The simulations concerns
the experimental results described in Section 2.2. The PF model gives to
the numerical predictions the nonlinear behaviour encountered in the Al
layers during the experiments. Even though the origin of the nonlinear
behaviour cannot be precisely defined, we suppose that it is generated by
a diffuse damage. Then, the peak stress of the CZM is matched with the
experimental peak tensile stress, finding the values of σmax = 1.6 GPa for
the case of 50 nm layers and σmax = 1.4 GPa for the case of 100 nm layers.
Another important result is given by the particular fracture pattern that
the 50 nm layers simulation is able to reproduce.
The complex crack patterns developed in the simulations herein de-
scribed, demonstrate the suitability of coupled PF and CZM framework
for the study of fracture in laminates. The main advantages of this mo-
del is that the Griffith fracture criterion is inherently adopted in the PF
model. Then, the implementation of a crack tracking algorithm or the
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computations of the stress in the regions close to cracks are avoided.
Moreover, there is no necessity to use a remeshing algorithm during the
simulation like in other models (XFEM or SDA). This implicate a great
reduction of computational time.
In order to study more complex laminate structures, the coupled PF
and CZM modelling framework is enhanced from the bi-dimensional to
the three-dimensional space (Sections 3.1.3 and 3.2.2). The PF model is
enclosed in a 3D solid shell formulation, while the CZM is extended to a
3D interface element. Both formulations are coupled at the constitutive
level and are enclosed in a finite elasticity formulation. Several numer-
ical examples, concerning the crack propagation in a flat geometry, in a
flat and curved sandwich panel and in a PV solar panel, are used to val-
idate the proposed computational model. The model shows its power-
ful ability to simulate complex crack phenomena in 3D composite struc-
tures. The interaction between intralayer crack propagation and inter-
layer delamination can be captured including patterns with concurrent
delamination and crack propagation. Moreover, the potentialities of the
solid shell formulation can be exploited by simulating curved geome-
tries and/or out-of-plane loading. The model herein presented fosters
new possibilities for the three-dimensional simulation of failure in com-
posite materials. In this concern, it has been shown that the proposed
numerical framework opens new possibilities with regard to the accurate
stress analysis in composite photovoltaic modules and the simulation of
material-related failures related to brittle cracking in Silicon or backsheet
delamination due to cohesion failure of the encapsulant material.
6.1 Future developments
The first development of this dissertation will be a more complete char-
acterization of the Al/SiC nanolaminate. In Section 5.1.3 the peak stress
of the interfaces is characterized by means of the coupled PF and CZM
modelling framework. The fracture characterization of the two consti-
tuent materials will be performed using the same modelling framework
and applying it to other nanoindentation test already performed in lit-
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erature (Section 2.2). For instance, from the numerical simulation of the
shear test proposed in [69], it can be identify the fracture energy of the
Al. In this experiment the layers of the nanolaminate were parallel to the
loading direction (Figs. 12(a),(b)). The failure of the specimen was found
to occur among the middle Al layer and the two neighbour interfaces.
Then, the reproduction of this crack pattern together with the fitting of
the force-displacement curve will provide a good approximation of the
Al fracture energy (Figs. 74(a),(b)). Once the fracture energy is identified,
the simulation of the cantilever test experiments performed in [70] (Fig.
74(c),(d)) can provide information for the identification of the SiC frac-
ture energy. In this case the experimental campaign is more significant
and experimental data regarding various layer orientation and thickness
are available. Consequently, fitting the force-displacement curves re-
trieved from the tensile and shear tests, will provide the overall fracture
characterization of the nanolaminate.
A further validation of the fracture parameters retrieved from the pre-
vious approach will be performed by means of the identification proce-
dure proposed in [63]. The procedure is based on the results of the mi-
cropillar splitting test (Fig. 11). A 3D computational model is built to re-
produce the experiments. Taking advantage of the symmetric geometry
and boundary conditions, the computational model consider one-sixth
of the total domain (Fig. 75(a)). Symmetric boundary conditions were
applied on both lateral surface of the simulated domain. One of the two
lateral surfaces is equipped with a plane made of 3D interface elements.
This plane has the objective of reproducinf the fracture propagation in
the splitting test. In this investigation the specimen was made of one
homogeneous material. The bulk material has been considered elasto-
plastic and 3D brick elements has been used. The indenter was modelled
with a contact between the pillar and a rigid body with the Berkovich
tip shape. The comparison between the numerical and the experimental
force-displacement curve allow the identification of the fracture param-
eters of the model. Taking this procedure as starting point, the computa-
tional model will be enhanced in order to simulate the splitting test of the
Al/SiC nanolaminate. The 3D solid shell with PF formulation together
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(a) (b)
(c)
(d)
Figure 74: Simulation of nanoindentation tests for the characterization of
the Al/SiC nanolaminate. (a) shear test simulation with layers parallel to
the loading direction; (b) particular of the failure of the Al middle layer;
(c) cantilever test simulation with layers perpendicular to the loading
direction; (d) cantilever test simulation with layers parallel to the loading
direction;
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with the 3D interface elements will be used to reproduce the experimen-
tal tests available in literature (Fig. 75(b)). The 3D shell element will
be used to model evry layer with its mechanical and fracture properties.
The interface elements will be used for modelling the interfaces between
layers. With this computational model, the geometry of the specimen to
consider is one-third with symmetric boundary conditions. This proce-
dure can provide a more precise characterization of the Al/SiC nanolam-
inate. In fact, phenomena like crack branching or deflection will be fully
captured.
(a) (b)
Figure 75: Computational model of the pillar splitting test. (a) model
proposed in [63]; (b) model based on the 3D solid shell and 3D interface
elements herein proposed. Image (a) With permission from [63].
The computation framework herein described and developed can be
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used to explore many others applications. It can be studied other com-
posite structures such as fibre reinforced composites or composite mate-
rials made of aggregates. Other applications could be found in the civil
engineering field, studying the behaviour of masonries or reinforced con-
crete structures. All these applications share the problem of combining
heterogeneous components separated by interfaces.
Aside the field of the applications, the computational model itself
will be enhanced extending the formulation to the dynamic field. Many
author have already developed a dynamic formulation of the PF model
[140] and of the CZM [141]. Then, in the spirit of the coupling hypothe-
sis described in Section 3.2.1, the two dynamical models will be coupled.
In particular, the dynamic formulation will be based on the following
Lagrangian functional L:
L = K −Π, (6.1)
where Π is the potential energy functional defined in Eq. (3.49) and K is
the kinetic energy of the coupled problem defined as:
K =
1
2
∫
Ω
ρu˙ · u˙dV +
∫
Γi
ρiu˙ · u˙dΓ, (6.2)
where ρ and ρi are, respectively, the density mass of the bulk and the
interface, and u˙ is the velocity vector.
After the computation of the weak form of the variational problem
of the functional (6.1), and after the linearization and the finite element
formulation, the resulting linearized system of equation will reads:
Mu¨ + Ku = Fext + Fd, (6.3)
where M is the mass matrix, u¨ is the acceleration vector, K is the stiffness
matrix, Fext is the external force vector and Fd is the dynamic force vector.
Making use of a lumped formulation, the mass matrix M will read:
M = Mb + Mi =
(
Nn
1
n
ρt‖J‖+Nn 1
n
ρtil
)
I, (6.4)
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where Mb and Mi are, respectively, the mass matrix of the bulk and the
interface element, Nn is a coefficient determined by the solution strategy
of the dynamical simulation, n is the number of nodes of the element, t
is the thickness of the bulk element, J is the Jacobian matrix, ti and l are,
respectively, the thickness and the length of the interface element and I
is the identity matrix. The dynamic force vector Fd, which depend only
on the bulk, will read:
Fd =
1
n
ρt‖J‖u¨. (6.5)
According to this formulations the dynamic interaction between crack
propagation and delamination will be studied. For instance, in [142] a
dynamic crack propagation experiment has been performed. It was con-
sidered the impact of a projectile against a borosilicate glass with a pre-
existing interface. It was found that increasing the interface thickness
the crack branching phenomenon is more relevant (Fig. 76). The repro-
duction of this experiments in the spirit of the dynamical computational
model, will shed light on the phenomenon of crack branching due to the
dynamic interaction between crack propagation and interfaces.
(a) (b) (c)
Figure 76: Experimental study performed in [142]. The influence of the
interface thickness in the dynamic crack propagation is studied. Interface
thickness of: (a) 0.2 mm; (b) 1.0 mm; (c) 2.7 mm. With permission from
[142].
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