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The excitement of web-driven machine learning research comes at two dif-
ferent granularity levels: on one hand, it enables us to model the complex inter-
actions among web users and web components in the abstract; and on the other
hand, it provides us with an automated means for comprehension of concrete
web contents such as texts, images and audios. Through the lens of machine
learning and machine vision, this thesis focuses on approaches of learning rep-
resentations of web-scale data in perspectives of web user interaction and web
content comprehension.
This thesis work contributes to the field of machine learning in both algorith-
mic foundations and practical advances. The first part focuses on classification
and prediction problems on the web when the interactions of individuals are
modeled by graphs. We will leverage graphs and machine learning models as
tools to effectively represent how users’ interactions are related to each other,
and to identify interesting patterns of behavior of web users. The second part
of the thesis focuses on methods for understanding and comprehending visual
contents on the web. In particular, we turn to deep learning – a subfield of ma-
chine learning that has recently been placed at the core of many web-driven
tasks such as image classification and understanding. Despite its success, there
has been lacking understanding of the representations learned by deep neural
networks. This thesis sheds light on how we can be better interpret the inner
representations of deep neural networks, and also leads to new techniques of
how we can facilitate learning better representations.
To my husband Gabriel Culbertson. For everything.
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CHAPTER 1
INTRODUCTION
The excitement of web-driven machine learning research comes at two dif-
ferent granularity levels: on one hand, it enables us to model the complex inter-
actions among web users and web components in the abstract; and on the other
hand, it provides us with an automated means for comprehension of concrete
web contents such as texts, images and audios. Through the lens of machine
learning and machine vision, this thesis focuses on approaches of learning rep-
resentations of web-scale data in perspectives of web user interaction and web
content comprehension.
The first part focuses on classification and prediction problems on the web
when the interactions of individuals are modeled by graphs. We will lever-
age graphs and machine learning models as tools to effectively represent how
users’ interactions are related to each other, and to identify interesting patterns
of behavior of web users. The second part of the thesis focuses on methods for
automatically understanding and comprehending visual contents on the web.
In particular, we will turn to deep learning – a subfield of machine learning that
has recently been placed at the core of many web-driven tasks such as image
classification and understanding. The representation power of neural networks
is enabled through learning a hierarchy of concepts, with each concept built out
of simpler ones. The ever-growing power in model expressiveness has exposed
new research challenges and directions to the field. In the second part I will
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highlight a few contributions to deep learning research.
1.1 Part I: Machine Learning for Modeling Web User Interac-
tions
Graphs are powerful tools for understanding and modeling complex interac-
tions on the web. In many cases, web data can be effectively modeled using
a relational graph, where users are nodes, and interactions between users are
edges. A subset of nodes sharing certain common characteristics can be viewed
as a community. For example, in social networks, a node (user) might belong
to a work community, a community of friends, and a community of individuals
that share the same hobby.
The first part of the thesis is comprised of three chapters. Firstly, we in-
troduce a principled framework for scalable graph clustering. The proposed
semi-supervised learning method, LEMON, can effectively learn representa-
tions of local graph structure embedding. By leveraging the latent represen-
tations, we show promise of finding small clusters in large graphs in a localized
manner without relying on the global graph structure (Chapter 1). I will then
demonstrate a Google-scale deployment of such algorithm, which significantly
reduces the computational cost compared to state-of-the-art approaches (Chap-
ter 2). Furthermore, going beyond static network structure, we show how ma-
chine learning approaches can effectively model the dynamics of online groups
evolving on the web (Chapter 3).
Chapter 1 considers the general semi-supervised learning problem of labeling
nodes around a given seed node or set of seed nodes of interest. That is, the al-
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gorithm is given as input a node (or nodes) in the graph, and the goal is to find
a cluster (community) of which it is a member. The problem of clustering nodes
into smaller groups (communities) is classical in machine learning, and has been
an important graph primitive with a wealth of applications and research activ-
ity. Conventional approaches relying on the global graph structure is no longer
feasible as graph scales to contain billions of nodes. The rapid growth of web-
scale data calls for solutions that are both computationally efficient and scalable.
To this end, we introduce a principled framework for scalable graph learning us-
ing localized probabilistic diffusion approach. Specifically, we propose a novel
approach named LEMON (Local Expansion via Minimum One Norm). LEMON
can scale effectively to extremely large relational graphs since the computations
involve only partial of the graph. The general framework operates by first con-
ducting a local diffusion, which propagates probability values from the labeled
nodes (seeds) to the remaining unlabeled ones. The algorithm then returns as
the detected community the set of nodes that have largest probability mass.
We demonstrate that LEMON can achieve high detection accuracy with signifi-
cantly reduced computation cost – outperforming state-of-the-art proposals by
a large margin. We release our code and database publicly to support future
research, available online at https://github.com/yixuanli/lemon.
Chapter 2 puts the principles of local graph clustering into practice, and ap-
plies the ideas to large-scale deployment at Google. We present Local Expansion
at Scale (LEAS), a large-scale implementation of local spectral clustering algo-
rithm developed in Chapter 1. We focus on solving the practical problem of
detecting fake/abusive accounts on the social site of YouTube. Generally speak-
ing, any web user activity that does not reflect user’s genuine interest can be
viewed as fake social engagement. We show how those fake engagement ac-
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tivities on YouTube can be tracked over time by analyzing the temporal graph
based on the engagement behavior pattern between users and YouTube videos.
The engagement graph allows us to detect orchestrated actions by sets of users
which have a very low likelihood of happening spontaneously or organically.
Such behavior of groups of users acting together on the same web content at
around the same time is also known as lockstep behavior.
To detect the lockstep behavior, we make use of existing known abusive ac-
counts as seeds. Specifically, LEAS searches for nodes with similar pattern of
behavior as the given seeds. We offer a fast, scalable MapReduce deployment
adapted from the localized spectral clustering algorithm. We demonstrate the
effectiveness of our deployment at Google by achieving accuracy of 98%. Com-
paring with the state-of-the-art approach, LEAS achieves 10 times faster run-
ning time on average. Leas is now actively in use at Google, searching for daily
deceptive practices on YouTube spanning over a billion users. Our approach
is generally applicable, and can be extended to many other real-world settings
including Twitter followers, Amazon product reviews and Facebook Likes etc.
Chapter 3 goes beyond discovering communities in static relational graphs, and
investigates also the dynamics of interactions behind the online groups (com-
munities) – with the goal of understanding the processes by which groups come
together, grow new members, and evolve over time.
In collaboration with Tencent Corporation, we analyzed the real-world data
from WeChat group messaging platform – the largest social messaging service
in China, with more than 600 million monthly active users. WeChat, similar to
WhatsApp, allows users to send and receive multimedia messages in real-time
via Internet. One compelling feature in WeChat is group chat. A chat group on
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WeChat can be analogy to a community, where one can chat with several users
at a time. There are two ways in which a user can involve in a chat group: one
can either initiate a new chat group, or get invited by an existing member of the
group. Groups play a very important role in WeChat. Our statistics show that
group chat constitutes 25% of the total message traffic on WeChat. More than 2
million new groups are created every day. To our knowledge, this is by far the
first large-scale rigorous study on modeling WeChat group dynamics.
We model the growth and evolution of messaging groups at two levels:
group level and individual level. At the group-level, we predict whether a so-
cial group will grow and persist in the long run, using signals from the struc-
tural and behavioral patterns exhibited by the group at its early stage. At the
individual-level, we model the process by which groups gain new members.
Specifically, can we predict which users in the group are more likely to be ac-
tive and invite new users, and to whom will they send invitations? Making
sense of such questions requires fine-grained inspection into users’ historical
engagement behavior as well as the local social network structure that users are
embedded in. To this end, we develop a membership cascade process model in
which we consider features of both inviter – a group member who sends invita-
tion to friend(s), and invitee – the individual in the inviter’s ego networks who
gets invited to the group chat. Our inviter prediction model using all features
generally achieves prediction accuracy as high as 95.31%, and invitee prediction
model reaches accuracy of 98.66%.
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1.2 Part II: Machine Vision for Understanding Web Contents
Apart from modeling the interactions among web entities, an integral part of
the thesis work further studies approaches for analyzing and comprehending
web contents such as visual images. Many visual understanding tasks (e.g., tell
apart a lion and a jaguar, read a sign, or recognize a human’s face) seem easy
to human brains, yet they’ve been hard problems to solve with computers for
decades.
In the past few years, the field of machine learning has made tremendous
progress on addressing these difficult problems. In particular, deep learning, a
branch of machine learning algorithms, has recently been working really well
- matching or exceeding human performance in some visual understanding
tasks. A deep neural network (DNN) usually consists of multiple hidden lay-
ers of neurons between the input and output layers. DNNs are effective in
modeling complex nonlinear relationships. The expressiveness of neural net-
works is enabled through learning a hierarchy of concepts, with each concept
built out of simpler ones. Researchers have demonstrated steady progress in
computer vision, each time achieving a new state-of-the-art result: LeNet [113],
AlexNet [100], VGG-Net [161], ResNet [69] and DenseNet [76]. While succes-
sive models continue to show improvements, the ever-growing power in model
expressiveness has exposed new research challenges and directions to the field.
First, deep neural networks should be treated more than just expressive
black-box models, and call for a greater understanding and intuition for the
computation performed in the middle. Researchers have only recently started
investigating the features learned on their intermediate layers. Such research is
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difficult because it requires making sense of non-linear computations performed
by millions of parameters, but valuable because it increases our ability to under-
stand learned representations and create improved versions of them. This part
of my thesis focuses on develop mechanisms for the purpose of better under-
standing the inner workings of deep neural networks (Chapter 4). Built upon
the understandings, we also explore approaches for improving the performance
of deep neural networks through collaborative training of multiple neural net-
works, where we leverage both common features shared across models as well
as model-specific features (Chapter 5). Lastly, the great model expressiveness
comes at a non-trivial computational cost. As model complexity grows, even a
single neural network can take days or weeks to train on GPUs, not to mention
ensembles of neural networks. This becomes uneconomical for most researchers
without access to industrial scale computational resources. We discuss mecha-
nism to obtain cheap neural network ensembles with saving computational cost
(Chapter 6).
Chapter 4 investigates the extent to which neural networks exhibit what we
call convergent learning, which is when the representations learned by multiple
nets converge to a set of features which are either individually similar between
networks or where subsets of features span similar low-dimensional spaces. We
propose a specific method of probing representations: training multiple net-
works (with the same architecture but different random weight initializations)
and then comparing and contrasting their individual, learned representations
at the level of neurons or groups of neurons. We use correlation statistics as
a way of measuring how related the activations of one neuron are to another
neuron, either within the network or between networks. To find equivalent or
nearly-equivalent neurons across networks, we adopt the following three tech-
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niques: a bipartite matching approach that makes one-to-one assignments be-
tween neurons, a sparse prediction approach that finds one-to-many mappings,
and a spectral clustering approach that finds many-to-many mappings.
This initial investigation reveals a few previously unknown properties of
neural networks, and we argue that future research into the question of conver-
gent learning will yield many more. The insights described here include (1) that
some features are learned reliably in multiple networks, yet other features are
not consistently learned; (2) that units learn to span low-dimensional subspaces
and, while these subspaces are common to multiple networks, the specific basis
vectors learned are not; (3) that the representation codes show evidence of being
a mix between a local code and slightly, but not fully, distributed codes across
multiple units.
We further discovered that the matching of features is more common to the
first several layers than higher levels. The first level of the network learns fea-
tures of images such as Gabor filters, color and edge detectors, etc. but not
features of the specific set of images. The deeper layers in the networks tends
to converge to slightly different sets of features, increasing the difficulty of find-
ing the matching features. We release our code and database publicly to sup-
port future research, available online at https://github.com/yixuanli/
convergent_learning.
Chapter 5 builds on the insights gained from Chapter 4, and presents Sub-
space Ensemble Networks (SEN), a method that improves the generalization per-
formance of small deep network ensembles through learning a shared feature
subspace. In large part, the success of ensembles is due to their having signifi-
cantly lower variance than any individual classifier. Unfortunately, the massive
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training time of state-of-the-art deep networks largely prohibits their use in en-
sembles larger than size 5. This is in contrast to the 500-model ensemble used to
win the Netflix prize competition.
SEN provides an elegant framework to trade-off the variance of individ-
ual deep networks with a carefully chosen model bias. We facilitate this by
learning a shared representation subspace, that can be aligned across all clas-
sifiers of the ensemble, alongside network-specific null spaces. By enforcing
shared classifier weights in the common space we bias the ensemble mem-
bers towards a common classifier, which is trained on the internal represen-
tations of all networks. This fine-tuned bias-variance trade-off enables us to
drastically reduce the ensemble sizes, in most datasets outperforming stan-
dard ensembles of 20 deep networks with just 2—resulting in improved ac-
curacy and an order of magnitude reduction in training time. We release
our code and database publicly to support future research, available online at
https://github.com/yixuanli/sen.
Chapter 6 proposes an efficient method to obtain an ensemble of multiple neu-
ral networks with significant deduction in computation costs. The ensemble
method – averaging the predictions of multiple machine learning models – is an
effective method to improve prediction accuracy by approximating the expected
classifier. Ensembles of deep networks have been shown to yield classifiers that
even surpass human abilities. Some of the state-of-the-art competition-winning
approaches for image classification have simply been ensembles of several deep
learning architectures. However, training deep networks is computationally ex-
pensive and can last for days or even weeks even on high performance hard-
ware with GPU acceleration. Training ensembles of them increases the cost lin-
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early and quickly becomes prohibitive for most researchers without access to
industrial scale computational resources. Although the training of deep net en-
sembles can be trivially parallelized, few have access to sufficient GPU servers
that can be deployed in parallel for long durations.
To this end, we introduce an efficient ensemble method by letting a single
neural network converge into several local minima along its optimization path
and save the intermediate model parameters. The resulting technique, which
we refer to as Snapshot Ensembling, is surprisingly simple, yet effective. We
show in a series of experiments that our approach is compatible with diverse
network architectures and learning tasks. It consistently yields significantly
lower error rates than state-of-the-art single models at no additional training
cost, and matches favorably with the results of (far more expensive) indepen-
dently trained network ensembles. On CIFAR-10 and CIFAR-100 datasets, our
approach has achieved a new record on image classification, with error rates of
3.4% and 17.4% respectively.
10
Part I
Machine Learning for Modeling
Web User Interactions
11
CHAPTER 2
SCALABLE GRAPH LEARNING: THE PRINCIPLES
This chapter is written in collaboration with David Bindel, John Hopcroft, Kyle Kloster
and Kun He. The work was published in Proceedings of the 24th International
Conference on World Wide Web in 2015. Extended journal version has been accepted
for publication in the Transactions of Knowledge and Data Discovery (TKDD) in 2017.
2.1 Introduction
Analyzing the structure and extracting information from complex networks is
an important research area. Significant research has been carried out in finding
the structure of networks and identifying communities [56].
In early work, researchers assumed that communities were disjoint and had
more internal connections than external connections. Both assumptions have
been discarded since it is clear that in most networks a vertex belongs to more
than one community. For instance, in social networks, one might belong to
a work community, a community of friends, and a community of individuals
that share the same hobby such as golf; in co-purchased networks, one item
might belong to multiple categories. Also since we are dealing with networks
with hundreds of millions of vertices, an individual in a community of size 1001
will certainly have more links outside the community than inside. These key
insights have motivated us to identify communities from a new perspective.
1A statistical study on social networks done by Leskovec et al. [119] has shown that real-
world communities with high quality are quite small and usually consist of no more than 100
vertices.
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Considerable researches on detecting communities have focused on the
global structure. And these globally based detection algorithms usually run
in time functional to the size of the entire graph, a major drawback in com-
putational cost. Nowadays, we explore networks with billions of vertices to
find communities of size a hundred. Thus, taking the entire graph into account
might not serve as a practical solution in many situations. It is thus crucial to
shift our attention from global structure to local structure in large networks, and
develop new approaches that enable finding communities in time functional to
the size of the community.
Quite recently, there has been a growing interest in finding communities
by locally expanding an exemplary seed set in the community of interest
[10][95][184][190]. This type of algorithm usually starts with a few members
that are already known to be in the target community, and the goal is to un-
cover the remaining members in the community as the exemplary members.
These known members are usually referred to as seeds in the literature, and the
process of growing the seed set gradually into a larger set until the target com-
munity is revealed is called seed set expansion. The setting of seed set expansion
can be widely applied to real world applications. For example, in web search,
with a few known pages that share similar information, we could generate a
larger group of web pages that contains the relevant contents with respect to a
certain search query; in product networks, seed set expansion enables the auto-
matical categorizing of products that are discovered to be in the same commu-
nity as the labeled items.
The random walk technique has been extensively adopted as a subroutine
for locally growing the seed set in the literature [10][84][95][149][155][184][190].
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The dynamics of random walks are effective in finding a local community since
they make non-uniform expansion decisions based on the structure revealed
during the exploration of the neighborhood surrounding the seeds [10]. This
implies that random walk based local expansion is able to trace the commu-
nity members in a principled way that best resembles the natural process for
forming the local community structure. Very recently, Abrahao et al. also exper-
imentally verified that random walk produces communities that are most struc-
turally similar to real-world communities amongst various algorithmic commu-
nities [6].
In this paper we propose a novel approach for finding overlapping commu-
nities called LEMON (Local Expansion via Minimum One Norm)2 for finding
overlapping communities in large networks. We systematically demonstrate
that LEMON can achieve both high efficiency and effectiveness that significantly
stands out amongst state-of-the-art proposals. Specifically, we consider the span
of a few dimensions of vectors after the short random walk and use it as the ap-
proximate invariant subspace, which we refer as local spectra.
In contrast to the traditional spectral clustering methods, our local spectral
method does not require the burdensome computation of a large number of
singular vectors. In addition, as traditional spectral methods usually partition
the vertices into disjoint communities, we make another fundamental change.
Concretely, we mine the communities from the subspace by seeking a sparse
approximate indicator vector in the span of the local spectral such that the seeds
are in its support. In practice, this can be mathematically achieved by solving a
`1-penalized linear programming problem.
2Our demo code is publicly available at: https://github.com/yixuanli/lemon.
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Domain Dataset Vertices Links Average Maximum Community
membership membership size mean
Product Amazon 334,863 925,872 0.11 49 39
Collaboration DBLP 317,080 1,049,866 0.22 11 251
Social YouTube 1,134,890 2,987,624 0.05 41 79
Social Orkut 3,072,441 117,185,083 9.56 504 83
Table 2.1: Statistics for the real networks.
We aim to develop a comprehensive understanding of the local spectral ap-
proach for identifying a community from a small seed set. Following the central
idea of our approach, we seek to solve fundamentally important questions such
as: what defines “good” communities and when do they emerge as we expand
the seed set (Section 2.4.4)? How to find a small community in time functional
to the size of the community rather than that of the entire graph (Section 2.4.3)?
What defines “good” seeds and how many seeds could uniquely define a com-
munity (Section 2.5)? And given that networks are not all similar in nature, how
the local expansion approach is suited for uncovering communities in different
types of networks (Section 2.6.4)?
We thoroughly evaluate our approach using both synthetic and real-world
datasets across different domains, and analyze the empirical variations when
applying our method to inherently different networks in practice. We believe
that the insights we gained from researching on these problems would provide
valuable guidance for future investigation on this topic.
2.2 Related Work
A considerable amount of literature has been published on finding communities
in large social and information networks. We highlight a few ideas that have
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recently emerged in the literature to clarify how our method differs.
Globally based community finding algorithms. Various community de-
tection algorithms have been developed in the past decade. And most of the
algorithms fall into the category of global approach. One stream of global al-
gorithms attempt to find communities by optimizing an objective function. For
example, GCE [115] identifies maximal cliques as seed communities. It expands
these cliques by greedily optimizing a local fitness function. OSLOM [109] is
also based on the optimization of a fitness function, which expresses the statisti-
cal significance of clusters with respect to random fluctuations (i.e., the random
graph generated by the configuration model [132] during community expan-
sion). However, the communities identified by mathematical construction may
structurally diverge from real communities as pointed in [6]. Another main
stream of research adopts the label propagation approach [151], which defines
rules that simulate the spread of labels of vertices in the network. The DEMON
algorithm [42], for example, democratically lets each vertex vote for the com-
munities it sees surrounding it in its limited view of the global system using
a label propagation algorithm, and then merges the local communities into a
global collection. Other approaches such as Link Community (LC) [8] parti-
tions the graph by first building a hierarchical link dendrogram according to
the link similarity and then cutting the dendrogram at some threshold to yield
link communities.
Random walk based detection algorithms. As noted in the preceding sec-
tion, among the divergent approaches, random walks tend to reveal communi-
ties that bear the closest resemblance to the ground truth communities in nature
[6]. In the following, we briefly review some methods that have adopted the
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random walk technique in finding communities. Speaking of methods that fo-
cus on the global structure, Pons et al. [149] proposed a hierarchical agglomer-
ative algorithm, WalkTrap, that quantified the similarity between vertices using
random walks and then partitioned the network into non-overlapping commu-
nities. Meilaˇ et al. [130] presented a clustering approach by viewing the pair-
wise similarities as edge flows in a random walk and studied the eigenvectors
and values of the resulting transition matrix. A later successful algorithm, In-
fomap, proposed by by Rosvall & Bergstrom [155] enables uncovering hierarchi-
cal structures in networks by compressing a description of a random walker as
a proxy for real flow on networks. Variants of this technique such as biased
random walk [200] has also been employed in community finding.
Local expansion based approaches. To interpret the problem of community
detection from a local perspective, our work shares the same spirit as the lo-
cal expansion algorithms in [10], [95], [184] and [93]. Specifically, Andersen &
Lang [10] adapted the theoretical results from [165] to expand a set into a com-
munity with locally minimal conductance based on lazy random walks. How-
ever, the lazy random walk endured a much slower mixing speed and it usually
took more than 500 hundred steps to converge to a local structure compared
with several steps of rapid mixing in a regular random walk. Featuring on the
seeding strategies, Whang et al. [184] established several sophisticated methods
for choosing the seed set, and then used similar PageRank scheme as that in
[9] to expand the seeds until a community with optimal conductance is found.
Nonetheless, the performance gained by adopting these intricate seeding meth-
ods was not significantly better than that by using random seeds. This implies
that a better scheme of expanding the seeds is also needed aside from a good
seeding strategy. A recent work by Kloumann & Kleinberg [95] provided a sys-
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tematic understanding of variants of PageRank-based seed set expansion. They
showed many insightful findings regarding the heuristics on seed set. However,
the drawback of lacking a proper stop criterion has limited its functionality in
practice. Even though a recently proposed heat kernel algorithm [93] advances
PageRank by introducing a sophisticated diffusion method, the detection accu-
racy achieved by heat kernel approach is still much lower than that of LEMON,
which we will show in Section 2.6.2.
Local spectra vs. global spectra. Spectral methods is one of the most widely
used techniques for exploratory data analysis, with applications ranging from
data clustering, image segmentation to community detection etc. Spectral clus-
tering makes use of the first few singular vectors of the Laplacian matrix as-
sociated with a graph, which are inherently global quantities and may not be
sensitive to very local information. For example, in the case when provided
with domain knowledge about a target region in the graph, one might be inter-
ested in finding clusters only near the specified local region in a semi-supervised
manner, which might not be otherwise well captured by a method using global
eigenvectors. Therefore, in the semi-supervised setting, our pioneer work on
local spectral clustering [121, 70]3 have substantial advantage over traditional
spectral techniques, with the capability of prioritizing and learning more about
a local region of the graph surrounding the seeds. Although the local spectral
proposal in [127] incorporates the local information as an additional constraint
based on the global spectral methods, the optimization program involves the
entire eigenspace, which is less advantageous than using the partial invariant
subspace constructed by the Krylov subspace in our approach.
3This manuscript is an extended version of an earlier conference publication [121].
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2.3 Preliminaries
2.3.1 Problem Statement
Given a network G = (V,E) and a set of members S in the target community
C, where |C|  |V | and |S|  |C|, we are interested in discovering the remaining
members in C. Generally speaking, we focus on answering how to accurately
find a small community in time functional to the size of the community from
a seed set?
2.3.2 Symbols and Definitions
Table 2.2 summarizes a list of the different symbols we will use throughout the
paper. In general, we use italic letters, e.g., n, µ, to denote scalars; lower boldface
characters, e.g. y, to denote vectors; uppercase boldface characters, e.g., A, to
denote matrices; and script characters, e.g., C, to denote sets.
2.3.3 Datasets
Synthetic datasets
The LFR benchmark graphs [108] have been widely adopted for the purpose of
evaluating the performance of community detection algorithms. LFR datasets
are generated with built-in community structure that resembles the features
found in most real-world networks with power-law degree distribution. It pro-
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Symbol Definiton and description
S Seed set
C Detected community
C∗ Ground truth community
GS Subgraph extracted from the neighborhood surrounding the seed set S
N Size of the subgraph GS
AS Adjacency matrix of subgraph GS
A¯S Normalized adjacency matrix of subgraph GS
DS Diagonal degree matrix of subgraph GS
LS Laplacian matrix of subgraph GS
L¯S Normalized Laplacian matrix of subgraph GS
Vk,l l-dimensional local spectral subspace with k-step random walks.
Φ(V) Conductance of the node setV
λ(H)i The i-th smallest eigenvalues of matrix H
y Probability indicator vector, where larger value indicates a higher
possibility being in the same community as the seeds
Table 2.2: Symbols and Definitons.
vides researchers with rich flexibility to control the network topology by tun-
ing different parameters, including the graph size n, the average degree k¯, the
maximum degree kmax, the minimum and maximum community size |C|min and
|C|max, the mixing parameter µ, the overlapping membership om and the num-
ber of vertices with overlapping membership on. Among these parameters, the
mixing parameter µ has the most significant impact on the network topology,
which controls the fraction of links for each vertex that cross to a community
with which the vertex is not associated. Usually, larger µ would result in lower
detection accuracy.
Xie et al. [187] have performed a thorough performance comparison of
different state-of-the-art overlapping community detection algorithms on LFR
benchmark datasets. To make the performance evaluation of our algorithm con-
sistent with that in [187], we adopt the same parameters in our paper. In total,
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we generate two sets of networks with mixing parameter µ = 0.1 and µ = 0.3
respectively. We vary the parameter om from 2 to 8 for each µ and obtain a to-
tal of 14 networks. Table 2.3 lists the value of the parameters we have used for
generating the LFR datasets.
Parameter Description Value
n graph size 5000
µ mixing parameter {0.1, 0.3}
k¯ average degree 10
kmax maximum degree 50
|C|min minimum community size 20
|C|max maximum community size 100
τ1 node degree distribution exp. 2
τ2 community size distribution exp. 1
om overlapping membership {2, 3, ..., 8}
on overlapping node 2500
Table 2.3: Parameters for the LFR datasets.
Real datasets
For the purpose of testing on real networks, we include four datasets
with ground truth community membership from Stanford Network Analysis
Project4. These datasets span various domains of network applications, includ-
ing product networks (Amazon), collaboration networks (DBLP), and online
social networks (YouTube and Orkut)5. Each of the networks can be viewed as
an undirected, connected graph. The statistical information of the datasets is
summarized in Table 2.1.
4http://snap.stanford.edu
5For all the four real datasets, we adopt the top 5000 communities that possess the highest
quality according to [190].
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2.3.4 Evaluation Metric
For the evaluation metric, we adopt F1 score to quantify the similarity between
the algorithmic community C and the ground truth community C∗. The F1 score
for each pair of (C,C∗) is defined by:
F1(C,C∗) = 2 · Precision(C,C
∗) · Recall(C,C∗)
Precision(C,C∗) + Recall(C,C∗) , (2.1)
where the precision and recall are defined as:
Precision(C,C∗) = |C ∩ C
∗|
|C| , (2.2)
Recall(C,C∗) = |C ∩ C
∗|
|C∗| . (2.3)
Throughout the paper, unless otherwise pointed out, the experimental re-
sults on synthetic data for each instance are given by the statistical mean and
standard deviation based on 24 test cases6; and the experimental results on real
datasets for each instance are based on 120 test cases. All the ground truth com-
munities for testing are randomly chosen. The randomness of batch tests can
guarantee the elimination of statistical bias in our tests.
2.4 Local Spectral Clustering
2.4.1 Algorithm Overview
Spectral clustering makes use of a small number of singular vectors propor-
tional to the number of communities in the network. If a graph has thousands
6Each local expansion process from a seed set can be viewed as a test case.
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of small communities, it is impractical to calculate a number of singular vectors
greater than the number of communities. We are experimenting with a funda-
mentally new technique, which does not require the burdensome computation
of a large number of singular vectors. Before explaining our local spectral ap-
proach for finding overlapping communities, it is necessary to make clear what
we mean by local spectra.
In traditional spectral clustering methods, one finds the first few singular
vectors of the Laplacian matrix7 of a graph G with n vertices. Suppose the first
d singular vectors are obtained, one can form an n× d matrix V as a latent space.
Then one associates with each vertex a point in this latent space whose coor-
dinates are given by the entries of the corresponding row in the matrix. Ver-
tices are clustered using some method such as k-means clustering algorithm.
This method is not likely to work well if the communities are small and heavily
overlapping with each other.
We make two fundamental changes to this method. The first modification
is to overcome the drawback of computing the singular vectors. Intuitively, the
vertices around the seed members are more likely to be in the target commu-
nity, thus a random walk serves as a natural subroutine to reveal these potential
members.
We start a random walk from several known members in the target com-
munity and run for a few steps. The number of random walk steps should be
long enough to reach out to the vertices in the target community, but not long
enough to spread out to the entire graph. Instead of considering a single proba-
bility vector, we consider the span of a few dimensions of vectors after the short
7In the literature, several different definitions of graph Laplacian exist. Readers can refer to
[138] for more details, which serves as a good introductory paper on spectral clustering.
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random walks and use it as the approximate invariant subspace (local spectra)
V. The second is to handle the overlapping situation. Now suppose we wanted
to find all the nodes in the same community as node i, it is equivalent to find
rows in V that are nearly identical to that correspond to node i. In other words,
we want to find rows in the invariant subspace that point in nearly the same
direction as the seed node i. To do so, we look for a sparse vector in the span of
V such that i is in the support. This is equivalent to solve the minimum 0-norm
problem
min ||y||0
s.t. y = Vx,
y ≥ 0,
yi ≥ 1,
where y can be viewed as the linear combination of basis vectors in V, weighted
by the element in an unknown vector x.
In general seeking sparse vectors in a given subspace is a hard problem. We
will use 1-norm vector ||y||1 as a proxy for the minimum 0-norm vector, and solve
the linear programming problem instead
min ||y||1
s.t. y = Vx,
y ≥ 0,
yi ≥ 1.
In the following, we give a formal description of our local spectral approach
LEMON for detecting target communities from a small seed set. Given the input
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of a set of few vertices S that are already known to be in the target ground truth
community C∗, our algorithm would output the algorithmic community C such
that the F1 measure for scoring the similarity between C and C∗ is maximized.
Step 0. Subgraph sampling:
In practice, the unknown members in the target community are more likely
to be around the seed members, and are usually a few steps away from the
seeds. This observation motivates us to reduce the complexity by taking only a
portion of the graph into consideration. Ideally, this partial graph should con-
tain as many vertices in the target community as possible, and maintains a small
size of the same scale as that of the target community.
To sample the graph, we expand the seed set using random walk. After a
few steps of the random walk, vertices with large probability are more likely to
be in the target community while vertices with small probability being reached
would be treated as redundant ones. If the target community exists for the seed
set, then according to [10], this target community would serve as a bottleneck
for the probability to be spread out. It is worthwhile noting that other expansion
methods such as breadth-first-search (BFS) would entirely ignore the bottleneck
defining the community and rapidly mix with the entire graph before a signifi-
cant fraction of vertices in the community have been reached. In the following,
we use GS = (VS,ES) denote the subgraph extracted from the neighborhood
surrounding the seed set S.
Step 1. Generate the local spectra:
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Consider the subgraph graph GS extracted from the neighborhood sur-
rounding the seed set S. Let A¯S = DS−1/2(AS + I)DS−1/2 be the normalized adja-
cency matrix of the graph. We define the normalized adjacency matrix A¯S of the
graph GS as
A¯S
def
= DS−1/2(AS + I)DS−1/2, (2.4)
where AS and DS denotes the adjacency matrix and the diagonal degree matrix
of G, respectively. Consider a random walk starting from exemplary vertices
in S. Let p0 denote the initial probability vector where the total probability is
evenly distributed among the seed members. We describe how to efficiently
construct the local spectra by iteratively transforming the orthonormal basis
starting with a Krylov subspace defined below.
Definition 1. The order-l + 1 Krylov matrix generated by the matrix A ∈ Rn×n and
vector p0 is defined by the probability vectors in l successive random walks
Kl+1(A,p0) =
[
p0,Ap0, ...,Alp0
]
. (2.5)
The column vectors of the Krylov matrix can be orthogonalized, and form the
basis vectors of the Krylov subspace Kl+1. In other words, the Krylov subspace is
defined by
Kl+1(A,p0) = span
(
p0,Ap0, ...,Alp0
)
. (2.6)
The main idea of Krylov subspace is to approximate the original eigenvec-
tor problem of size n by one of dimension l + 1, typically much smaller than
n. Krylov method finds the largest a few eigenvectors of a large matrix in an
iterative way [156], which avoids expensive matrix-matrix operations. We may
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expect the basis vectors of Kl+1(A,p0) to give good approximations of the eigen-
vectors corresponding to the l + 1 largest eigenvalues of A, especially when the
dominant eigenvalues decay fast enough.
In Algorithm 1, we briefly summarize the procedure of calculating the local
spectral subspace 8 from a specified seed set S. We start by calculating the initial
invariant subspace V0,l, which is the orthonormal basis of Kl+1(AS,p0). And the
local spectral subspace can be then obtained by iterating the process specified in
LINE 4-6 of Algorithm 1. Figure 2.1 shows an example local spectral subspace
V3,3, generated from a synthetic graph with Erdo˝s-Re´nyi G(n, p) model. In the
G(n, p) model, a graph is constructed by connecting nodes randomly. Each edge
is included in the graph with probability p independent from every other edge.
Algorithm 1: LOCALSPECTRAL(GS,S)
Input: subgraph GS, subspace dimension l, and random walk step k
Output: local spectra Vk,l
1: Compute normalized adjacency matrix A¯S using (2.4)
2: Initialize p0
3: V0,l = orth(Kl+1(A¯S,p0))
4: for i = 1, ..., k do
5: Vi,lRi,l = A¯SVi−1,l . Ri,l ∈ Rn×l is obtained by QR factorization so that Vi,l is
orthonormal.
6: end for
7: Return local spectra Vk,l
8In the experiments on real datasets, we fix the walk step k and dimension l to be 3 and 3
respectively. For LFR benchmark datasets, we adopt all together 6 combinations for the (step,
dimension) tuple: (2, 3), (2, 4), (2, 5), (3, 3), (3, 4), (3, 5) and the highest F1 score among these com-
binations will be returned.
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subspace
Figure 2.1: An example of local spectral subspace V3,3. The synthetic sub-
graph Gs is generated with Erdo˝s-Re´nyi G(n, p) model with
background noise p = 0.05. The spammer group A and B (de-
noted by blue and pink respectively) are of size 100 with edge
probabolity p = 0.9, with partial overlapped 20 nodes. The
non-spammer group C (denoted by the green color) has size
320 with p = 0.2. The subspace is generated by Algorithm 1
starting from the seed with index 10 in the spammer group A.
Step 2. Seek for a sparse vector
With the local spectra Vk,l, we solve the following linear programming prob-
lem,
min ||y||1
s.t. y = Vk,lx,
y ≥ 0,
y(S) ≥ 1,
where the first constraint indicates that y ∈ Rn is in the span of Vk,l ∈ Rn×l.
The element in y indicate the likelihood for the corresponding vertex belong to
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the target community, which is non-negative. The third constraint enforces that
seeds are in the support of sparse vector y, where S is the set of indices for the
seed nodes that we require to be in the community. The entries in the sparse
vector y corresponding to the seeds should be no less than 1.
After sorting the elements in y in non-ascending order and getting a vector
yˆ, the vertices corresponding to the top |C| elements in yˆ are returned as the de-
tected community with respect to the seed set S.
Step 3. Reseeding
Augment the initial seed set by adding the vertices corresponding to the top
t elements of yˆ. Denote the augmented seed set as S′. Then repeat step 1 and
step 2 using the augmented seed set S′. The detection accuracy can be improved
through iterations via increasing t by a constant number s each time. We define
s to be the seed expansion step, which is used as a tunable parameter for ad-
justing the convergence rate. Usually, the larger expansion step would result
in lower performance but a faster running speed with less iterations. In the ex-
periments, we fix the seed expansion step to be 6 for both synthetic and real
datasets. The number of iterations for the seed expansion is determined by the
stop criteria (Section 2.4.4).
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2.4.2 Parameter Sensitivity
The random walk step k, subspace dimension l and seed expansion step s are the
key parameters in the local spectral clustering algorithm. We conduct parameter
sensitivity study for these three parameter on the four real datasets.
Subspace dimension
To study the parameter of subspace dimension l, we fix the random walk step
to be 3, and vary the number of dimension l from 1 to 15. Figure 2.2 (left panel)
shows that changing the dimension l does not cause significant fluctuation of
the performance on Amazon dataset. On one hand, choosing a large dimen-
sion l is undesirable because it would increase the computation cost in the step
of generating local spectra. On the other hand, when dimension degrades to
l = 1, the standard deviation of F1 score becomes significant, making the de-
tection accuracy unstable. Figure 2.3 (left panel) shows that increasing l cause
the performance drop on LFR datasets. Therefore, choosing a small value is
more desirable considering both the computation cost and performance. In this
paper, we fix l = 3 because the experiment suggests that setting l = 3 can sta-
tistically achieve both high and stable performance. Note that such observation
holds not only for Amazon network, but for the remaining real datasets as well.
Random walk step
To investigate how the step of random walk affects the algorithm performance,
we fix the dimension l to be 3, and vary the random walk step k from 1 to 15.
Figure 2.2 (right panel) shows that the average F1 score plateaus as k increases,
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and 3-step random walk can yield the algorithm’s full potential. The standard
deviation, however, significantly increases when k exceeds 10. This indicates
that longer random walk is undesirable for stably uncovering the local commu-
nity structure. Throughout the paper, we fix the random walk step k = 3 for the
real datasets9.
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Figure 2.2: The average F1 score on Amazon network with varying dimen-
sions l and random walk step k, respectively. The plots depict
the statistical regression line with a 95% confidence interval.
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Figure 2.3: The average F1 score on LFR benchmark graph (µ = 0.3) with
varying dimensions l and random walk step k, respectively.
The plots depict the statistical regression line with a 95% confi-
dence interval.
9For LFR benchmark graphs, we adopt all together 6 combinations for the (step, dimension)
tuple: (2, 3), (2, 4), (2, 5), (3, 3), (3, 4), (3, 5) and return the highest F1 score among using these com-
binations.
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Seed expansion step
To study the effect of seed expansion step s, we fix both the dimension l and
random walk step k to be 3, and vary the expansion step s from 2 to 16. Fig-
ure 2.4 shows the results on Amazon (left panel) and LFR (right panel) datasets,
respectively. In general, we find our approach is robust to the parameter s when
s is kept to a small enough range (e.g., s ≤ 10). A large incremental step when
reseeding is less desirable for stably uncovering the local community structure.
Throughout the paper, we fix the expansion step s = 6.
Figure 2.4: The average F1 score with varying seed expansion step s. The
plots depict the statistical regression line with a 95% confidence
interval.
2.4.3 Complexity Reduction by Sampling Method
If one wants to uncover a small community within a large network consisting of
billions of vertices, it would be very costly to take all the vertices into account.
We want to discover the target community accurately while keeping the number
of vertices examined small. Sampling method can effectively solve the memory
consumption issue when one wants to find a local community within a large
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graph, since the whole graph does not have to be stored in memory.
In the experiments on real datasets, we conduct a random walk starting from
the seed set until the probability has been spread out to α · |C|avg vertices, where
α is some constant and |C|avg is the average community size in the graph10. Note
that α · |C|avg should be large enough to be able to cover as many vertices in
the ground truth community as possible. This newly obtained subgraph will
be used for the remaining computation. The complexity of our algorithm now
depends on the size of the subgraph after sampling, which is O(|C|avgτ) for some
small constant τ.
Dataset Coverage Sample |C|avg Subgraph
ratio rate size
Amazon 1.00 0.0087 39 2913
DBLP 0.98 0.0076 251 2409
YouTube 0.66 0.0033 79 3745
Orkut 0.64 0.0011 83 3379
Table 2.4: Statistics of the mean values for the sampling method on real
datasets.
Table 2.4 gives the statistics after applying sampling method to the real net-
works. For example, in DBLP network, setting α to be around 10 would yield
a subgraph containing on average 98% vertices in the ground truth community.
After sampling, we only need to deal with a subgraph of size around 2400 in-
stead of 317,080, bringing a significant reduction of both temporal and spatial
complexity.
10A fast implementation method for updating the probability vector of the random walks is
featured in detail in [10], Section 4.
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2.4.4 Round Diffusion Vector via Sweeping Cut
If there are ground truth community sizes available, the above algorithm is
guaranteed to stop within few iterations since the seed set will no longer aug-
ment once its size exceeds that of the ground truth community. The algorithm
would then return the community found with the highest F1 score during the
iterations as the result. However, in real case, we don’t know the exact size of
the communities, causing the ambiguity for most locally based detection algo-
rithm to decide when is the proper time to terminate expanding such that the
discovered community is a “good” community. It is thus important to solve the
two issues: 1) how to automatically determine the size of the community given
a seed set S, and 2) when to stop growing the seed set during the reseeding
process.
Determine the size of the community
It has already been shown that random walks produce communities with con-
ductance guarantees and ensure a small boundary defining a natural commu-
nity in locally based detection algorithms [10]. The intuition is that adding ir-
relevant vertices to the target community would inevitably cause the conduc-
tance to increase, and finding a low-conductance community could ensure the
closeness between the detected members and the known seed set. A commonly
adopted method of rounding the diffusion values into labels is to perform a
sweep-cut procedure on the nodes ranked by the diffusion value, with an ob-
jective of minimizing the graph cut metric such as conductance [9, 127, 184]. As
we will see, the local conductance for a small group of vertices in the graph
contains valuable information and enables us to design effective stopping cri-
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teria for our algorithm. We define conductance using the generalized Rayleigh
quotient specified below:
Definition 2. Let x ∈ {0, 1}N denote the binary indicator vector for the subset V˜ ⊆ Vs
and H ∈ RN×N is any symmetric matrix. The Rayleigh quotient with respect to H is
expressed as the quadratic form of
RH(x) =
xTHx
xTx
(2.7)
In particular, conductance of the set V˜measures the fraction of edges leaving
V˜ among all the edges incident on V˜, and can be expressed using a generalized
Rayleigh quotient
Φ(V˜) = RLS,DS(x) =
xTLSx
xTDSx
=
xT (DS − AS)x
xTDSx
, (2.8)
where LS = DS − AS is the Laplacian matrix of graph GS.
Now suppose we have a rough estimation of the lower and upper bound
for the size of communities in a graph, which we denote by |C|min and |C|max
respectively. We could modify the original algorithm in the following way.
At step 2, after obtaining the sorted sparse vector yˆ, we are hoping to trun-
cate the sorted vector at some point yg such that all the vertices corresponding
to the elements no less than yg are included in the algorithmic community. The
crux lies in that we do not know which is the best position to truncate the vec-
tor yˆ. To solve this issue, we denote Λi as the set of vertices corresponding to
the top i elements in yˆ. We then sweep over the sets from Λ|C|min to Λ|C|max and
calculate the corresponding conductance for each of the sets. In practice, the
value of the conductance with respect to varying size would usually change in
a non-monotonic pattern that decreases first and then increases later on. We
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Figure 2.5: Comparison of the average F1 score with ground truth and au-
tomatic size determination. The left corresponds to the LFR
datasets when µ = 0.3 and the right corresponds to the real
datasets.
then adopt the minimum conductance encountered on this curve as the esti-
mated size of the community with respect to the seed set S, which we denote
by ΦminS .
Stop the reseeding process
As we keep augmenting the seed set through reseeding at step 3, a different
seed set would result in a different sparse vector yˆ and thus lead to potentially
different algorithmic communities. Practically, one of these seed sets during
the augmenting process would achieve the highest F1 score. And it remains to
address the issue of when to stop growing the seed set so that it finds the com-
munity that resembles most of the ground truth community. This issue can be
solved in a similar fashion as that for determining community size. Specifically,
we keep track of the value of ΦminS for different seed set during the expansion,
and stop to grow the seed set when ΦminS reaches a local minimum and starts to
increase for the first time.
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Auto detect size vs ground truth size
To verify our method, we compare the performance after applying the stop cri-
teria with that obtained using ground truth communities. Figure 2.5 shows
the statistical result of F1 score on both synthetic and real datasets. On both
datasets, the F1 score with automatic size determination is only lowered by 10%
on average compared with the performance with available ground truth. This
implies that our method is applicable for finding communities that mostly re-
semble the ground truth communities on both synthetic and real datasets in
different domains. It also suggests that our method can be applied in practice to
uncover natural communities in the situation when no ground truth is available.
2.4.5 Bounding the Performance
In the following discussion, we bound the measure of “tightness” of the ex-
tracted community with respect to the subgraph GS by relating spectral proper-
ties to Rayleigh quotients. We start by providing several theorems and lemmas
that will be used for deriving the bound of conductance.
Theorem 1. (Cheeger’s Inequality) Let λ2 be the second smallest eigenvalue of the
Laplacian matrix for a graph GS. Then φ(GS) ≥ λ22 , where φ(GS) = minV˜⊆VS Φ(V˜).
There are many proofs known for this theorem [39], and we henceforth omit
the details here.
Lemma 1. The generalized Rayleigh quotient RLS,DS(x) is equivalent to the form of
RL¯S(DS
1/2x), where L¯S = I − DS−1/2ASDS−1/2 is the normalized Laplacian matrix of
graph GS.
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Proof. By the definition in Equation 2.7 we have
RL¯S(DS
1/2x) =
(DS1/2x)
T L¯S(DS1/2x)
(DS1/2x)
T
(DS1/2x)
=
xTDS1/2L¯SDS1/2x
xTDSx
=
xT (DS − AS)x
xTDSx
= RLS,DS(x).

Theorem 2. (Courant-Fischer Theorem) Let Xk denote a k dimensional subspace of RN
and x ⊥ Xk represents that x ⊥ y for all y ∈ Xk. For any symmetric matrix H ∈ RN×N
with eigenvalues λ(H)1 ≤ λ(H)2 ≤ ... ≤ λ(H)N ,
λ(H)i = minXN−i−1
(
max
x⊥XN−i−1,x,0
RH(x)
)
= max
Xi
(
min
x⊥Xi,x,0
RH(x)
)
(2.9)
We will not include the proof of the Courant-Fischer Theorem here. The
interested reader can find a proof in any major linear algebra textbook.
We denote by DS1/2x = z. With the Courant-Fischer Theorem, we can express
the eigenvalues of the normalized Laplacian matrix L¯S in the following:
λ(L¯S)i = minZN−i−1
(
max
z⊥ZN−i−1,z,0
RL¯S(z)
)
= min
ZN−i−1
(
max
z⊥ZN−i−1,z,0
xT (DS − AS)x
xTDSx
)
= min
XN−i−1
(
max
x⊥XN−i−1,x,0
xT (DS − AS)x
xTDSx
)
= min
XN−i−1
(
max
x⊥XN−i−1,x,0
∑
i∼ j
(xi − x j)2∑
i
x2i di
)
≤ 2,
where i ∼ j indicates that i is adjacent to j. Similarly,
λ(L¯S)i = maxXi
(
min
x⊥Xi,x,0
∑
i∼ j
(xi − x j)2∑
i
x2i di
)
≤ 2. (2.10)
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Corollary 1. Given a graph GS with N nodes, the largest eigenvector of its normalized
adjacency matrix is no bigger than 2, i.e., λ(L¯S)N ≤ 2.
For any symmetric matrix H ∈ RN×N with orthonormal eigenvectors
q1,q2, ...,qN , and corresponding eigenvalues λ(H)1 ≤ λ(H)2 ≤ ... ≤ λ(H)N , we can al-
ways decompose the binary indicator vector x into a linear combination of the
eigenvectors, i.e., x =
∑
i
aiqi. This allows us to write
RH(x) =
xTHx
xTx
=
(∑
i
aiqTi
)(∑
i
aiλ
(H)
i qi
)
(∑
i
aiqTi
)(∑
i
aiqi
) =
∑
i
a2i λ
(H)
i∑
i
a2i
=
∑
i
wiλ
(H)
i , (2.11)
where wi = a2i /||x||2. Hence, the Rayleign quotient can be viewed as a weighted
average of the eigenvalues. If the indicator vector x forms an acute angle with
the invariant subspace associated with the extreme eigenvalues, then most of
the weight in the average must be on eigenvalues close to λ(H)N . Similarly, RH(x)
can be bounded from below by the smallest eigenvalues of H, in which case the
indicator vector x can be approximated by a linear combination of the eigenvec-
tors associated with the smallest eigenvalues.
Lemma 2. Let x ∈ {0, 1}N denote the binary indicator vector for the detected community
C ⊆ Vs corresponding to the seed set S, the conductance of C is bounded by
λ2/2 ≤ Φ(C) ≤ min{1, 2(1 − w1)}, (2.12)
where λ2 is the second smallest eigenvalue of Laplacian matrix of GS, and w1 is the
weight of the smallest eigenvalue of the normalized Laplacian matrix L¯S, as specified in
Equation 2.11.
Proof. The left side inequality holds due to the fact that Φ(C) ≥ φ(GS). Following
the Cheeger’s inequality that φ(GS) ≥ λ2/2 in Theorem 1, we therefore have
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λ2/2 ≤ Φ(C). To prove the right side, we first express the conductance Φ(C)
using Rayleigh quotient,
Φ(C) = RLS,DS(x), (2.13)
which can be further rewritten as RL¯S(DS
1/2x), according to Lemma 1. Using
similar decomposition as that in Equation 2.11, we can express RL¯S(DS
1/2x) as
the weighted average of the eigenvalues λ(L¯S)1 ≤ λ(L¯S)2 ≤ ... ≤ λ(L¯S)N , i.e.,
RL¯S(DS
1/2x) =
∑
i
wiλ
(L¯S)
i
≤ w1λ(L¯S)1 + (1 − w1)λ(L¯S)N
≤ 2(1 − w1).

2.5 Seeding
Since the initial seed set serves as a key component in our algorithm for uncov-
ering the target community C, it is thus crucial to consider how the quality of
seed set affect the performance. In practice, there is not much control over how
the seeds are selected. However, the alternative seeding methods can be strate-
gically applied by domain experts in different scenarios based on the availability
of candidate seeds. In this section, we will focus on addressing two fundamen-
tally important issues regarding the seed set: 1) What defines “good” seeds?
and 2) How many seeds are needed in order to uniquely define a community?
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2.5.1 Seeding Method
To give a well-rounded evaluation on this, we encompass in total five different
seeding methods here. In this experiment, we adopt |S| = 3 seeds for each of the
seeding method listed below.
1. High degree seeding: pick |S| vertices with degree ranked in the top one
third among the degree of all vertices in C.
2. Low degree seeding: pick |S| vertices with degree ranked in the bottom
one third among the degree of all vertices in C.
3. Triangle seeding: pick |S| vertices in C that form a triangle as the initial
seed set.
4. Random seeding: pick |S| vertices in C randomly.
5. High inward-edge ratio seeding: the inward-edge ratio for a vertex v is
defined by the fraction of links connecting to another vertex inside the
target community C among all the links coming out from v. We pick |S|
vertices with inward-edge ratio ranked in the top one third among all ver-
tices in C.
We show the effect of various seeding methods on LFR dataset (µ = 0.1) in
Figure 2.6 and real datasets in Figure 2.7, respectively. It is interesting to note
that the high-degree seeding method consistently achieves the higher F1 score
than low-degree seeding, random seeding and triangle seeding methods. Tri-
angle seeding leads to the worst performance with low F1 score and high stan-
dard deviation. This implies that seeding from a compact core structure is less
advantageous than seeding sporadically among vertices. The intuitive explana-
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Figure 2.6: The average F1 score on LFR datasets (µ = 0.1) with different
seeding methods.
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Figure 2.7: The average F1 score on real datasets with different seeding
methods.
tion behind this phenomenon is that it is more difficult for the probabilities to
spread out when the random walk initiates from a cohesive structure.
Another interesting observation is that high inward-edge ratio seeding
method can consistently lead to the best performance among different seed-
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ing methods on both synthetic and real datasets. In [95], the authors have the
same observation as ours but did not give an explicit explanation on this phe-
nomenon. In fact, when a large fraction of the seeds links connect to vertices
within the same community, random walks starting from these seeds would
be more likely to transit probabilities into the vertices within the community
rather than spreading out to vertices outside the community. A higher detec-
tion accuracy can be thus achieved since the target community contains much
of the probability after short random walks.
Moreover, it is also striking to note the difference between the test results on
synthetic datasets and that on real datasets. Even though the high-degree seed-
ing method can always bring higher performance than that of random seeding
on synthetic datasets, the behavior of these seeding methods on real networks is
quite different. In Figure 2.7, we see that low-degree seeds lead to better result
than that of high-degree seeds on DBLP and YouTube datasets. The degree of
seeds does not have a significant impact on the performance in Amazon and
Orkut networks since the performance of high-degree seeding and low-degree
seeding almost tie with each other on these datasets. In [95], the authors com-
pared the detection accuracy of PageRank based seed set expansion algorithm
with high-degree seeding and random seeding on real networks, and concluded
that random seeding method always outperforms high-degree seeding in all do-
mains of real networks. However, we remark here that this observation does not
apply to our algorithm as we find that high-degree seeding works slightly better
than random seeding on Orkut and YouTube datasets.
For all the remaining analysis, we will be using random seeding due to its
generality and practicality.
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2.5.2 Seed Set Size
It is also interesting to investigate how the size of the seed set affects the perfor-
mance of our algorithm.
We first experiment on the LFR benchmark datasets with varying seed set
size. We choose seed set of size proportional to the size of the target community
C. Specifically, we test with five different seeding ratios r: 2%, 4%, 6%, 8% and
10% respectively, and round r · |C| to an integer if it is a fraction. Figure 2.8 shows
the F1 scores when µ = 0.1. The algorithm’s performance can be improved in
general as the seed set size increases. In the case when both mixing parameter
and overlapping membership are small, e.g., µ = 0.1, om = 2, increasing the
seed set size does not seem to affect the performance significantly, and seed set
consisting of a small percentage of vertices are sufficient to discover the target
community with high accuracy. This implies that when the structure of a small
community is well-defined, our algorithm only needs 2 to 3 seeds to reveal the
remaining members in a community of size roughly 100. In general, we use an
8% fraction of the vertices in the target community for the whole LFR datasets.
We then carry out the similar experiment on the real datasets. The result on
real networks is interesting because increasing the seed set size has little affect
on the performance. Especially, using only 3 seeds can yield almost the same
performance as using an 8% fraction of the vertices in the target community as
seeds on real datasets.
Our algorithm is thus advantageous to many other seed set expansion al-
gorithms that usually require a higher fraction of vertices to be known. For
example, in [95], the authors perform a similar experiment on DBLP network.
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Figure 2.8: The average F1 score on LFR benchmark data with different
seeding ratio. The left figure corresponds to the datasets with
mixing parameter µ = 0.1 and the right one corresponds to µ =
0.3..
The performance of their algorithm achieves the maximum recall of 0.3 when
seeding ratio is 10%, while LEMON can achieve an average F1 score of 0.66 with
3 vertices. This makes our algorithm practical for real networks when it is im-
possible to collect a large number of seeds.
2.5.3 Further Extension
As the results of using different seeding methods suggests, high-degree seeds
can heuristically lead to better result on synthetic data. Such heuristic implies
that a vertex with higher degree may exert higher impact on shaping the sub-
space we are looking for, and thus affect the performance by leading to different
sparse vectors where we obtain the “candidates” of the target community from.
In practice, we usually have little control on the seed set. The chance we get
a seed set of high-degree members is rare. More often than not, the degree of
seeds is randomly distributed. We are therefore inspired to tailor our algorithm
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accordingly in order to emphasize the seeds with high degree. The modifica-
tion is rather straightforward: when calculating the initial probability vector p0
to start a random walk from, instead of evenly distributing the amount of prob-
ability to each seed, we initialize the probability vector according to the degree
of each seed. Formally,
p0(vi) =

d(vi)/Vol(S) if vi ∈ S
0 otherwise
(2.14)
where d(vi) denotes the degree of vertex vi. In other words, we enforce a bias
towards the high-degree vertices at the beginning of the random walk. Note that
each time after the reseeding process, the initial probability vector also needs to
be recalculated in the same way.
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Figure 2.9: Comparison of the average F1 score on LFR datasets with
and without normalizing the initial probability vector by each
seed’s degree.
Figure 2.9 depicts the experimental results on LFR benchmark graphs with
and without degree normalized initialization for the random walk respectively.
We can find that degree-normalization of the initial probability vector results in
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better performance.
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Figure 2.10: Comparison of the average F1 score on real datasets with
and without normalizing the initial probability vector by each
seed’s degree.
We then perform the same experiments on real networks, and find that
degree-normalization would on the contrary, lead to slightly worse statistical
results (see Figure 2.10). The completely different behavior of using degree nor-
malization on real datasets is rather intriguing. In fact, this phenomenon ac-
cords with our previous observation in Section 2.5.1 that a high-degree seed set
is less advantageous than random seeds on real datasets. And this explains why
emphasizing on the high-degree vertices would worsen the performance on real
datasets.
2.5.4 Enlarging the Initial Seed Set
In Section 2.5.2, we see that a larger seed set would lead to better results in
general on synthetic datasets. But in the situation when there are not many
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seeds available, can we still find a way to improve the performance on synthetic
datasets? This can be achieved via preprocessing the seed set before running
our algorithm. Specifically, for each pair of vertices (vi, v j) in the seed set S, we
search for the shortest path P that connects vi and v j, and add the vertices on
the path to the original seed set if the length of the shortest path |P| ≤ 3. The
intuition behind this idea is that any two seeds in the same community must
be related for some reason, and they connect with each other either via a direct
link or via some other intermediate vertices. In the latter case, those interme-
diate vertices bridging the seeds are also likely to be in the target community
because they serve as the relational “relay” in order for the seeds to be in the
same community.
Note that the procedure of enlarging the initial seed set S differentiates from
the reseeding process while running the algorithm. The pre-processing is done
before we feed the seed into the algorithm, which is used for the purpose of
increasing the size of initial seed set.
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Figure 2.11: Comparison of the average F1 score with and without enlarg-
ing the initial seed set on LFR benchmark datasets.
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Figure 2.11 presents the experimental results on LFR benchmark data with
and without enlarging the initial seed set in advance. We can see that enlarging
the seed set can statistically improve the performance. This method can help
solve the dilemma of lacking enough available seeds. Especially, this method
would help when the seed set consists of 3 or 4 vertices.
2.6 Comparison with State-of-the-art Algorithms
2.6.1 Local Spectra vs. PageRank
The local spectra clustering approach and PageRank algorithm both utilize short
random walks to detect the local community structure. PageRank is solely
based on the single probability vector, and the latent community members are
selected through ranking the probability value among vertices. The local spec-
tral clustering advances PageRank-like algorithms by forming a subspace based
on the short random walk, and seeking for a sparse vector such that the seeds
are in its support.
Amazon DBLP YouTube Orkut
LEMON 0.953 0.665 0.240 0.202
PageRank 0.140 0.115 0.136 0.044
Table 2.5: Comparison of the mean F1 score with local spectral clustering
and PageRank.
By comparing the performance of these two approaches on the real datasets,
we show that seeking for the sparse vector is more effective than directly sorting
the probability vector alone. Table 2.5 shows the comparison of average F1 score
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obtained by local spectral clustering and PageRank, respectively.11 From the
result, we see that the performance gain brought by the local spectral method
is significant, where it achieves more than 5 times higher accuracy on Amazon,
DBLP and Orkut networks. We also take into account of a variety of state-of-
the-art community detection algorithms for performance comparison in Section
2.6.
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Figure 2.12: Comparison of the average F1 score with local spectral clus-
tering and PageRank algorithms. Height of the bars shows
the mean and 95% confidence interval.
To give a well-rounded performance comparison with state-of-the-art algo-
rithms, we further compared our results to three localized community detection
algorithms and four global community detection algorithms.
2.6.2 Comparison with Localized Algorithms
We refer to the experimental results reported in some recent publications on lo-
calized community detection algorithms [93][95][184]. Figure 2.13 illustrates the
11The statistical results of PageRank algorithm is sourced from [93].
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comparison of F1 scores on Amazon, DBLP, YouTube and Orkut datasets. We
use “LEMON-auto” to denote the results obtained by applying the stop criteria
in Section 2.4.4. Since the results on Orkut and YouTube datasets are missing in
[184] and [95], we use empty bars to indicate them.
1. Localized algorithms: We encompass three locally based methods, Heat
Kernel (HK) [93], PageRank (PR) [95] and Seed Set Expansion (SSE) [184].
2. Heat Kernel [93]: The heat kernel 12 (HK) is a type of graph diffusion for
locally identifying a community nearby a starting seed node. The algo-
rithm can deterministically find the community by computing the diffu-
sion.
3. PageRank [95]: The personalized PageRank (PR) scheme is computed us-
ing the power method and jumpback probability α = 0.10 in [95].
4. Seed Set Expansion [184]: The seed set expansion (SSE) approach starts
with a phrase of choosing good seed set. The personalized PageRank
scheme is then applied to expand the seeds until a community with op-
timal conductance is found.
Figure 2.13 show that LEMON achieves an F1 score of 0.910 on the Amazon
dataset, far outperforming the other algorithms. The average F1 scores increases
the performance by 3 times compared with the heat kernel algorithm [93] on
Amazon, DBLP and Orkut networks. To compare with [184], we find that the
average F1 score of our algorithm doubles their best performance achieved by
the “spread hubs” method on Amazon dataset and triples the performance on
the DBLP network. The performance comparison of LEMON and PageRank has
12https://www.cs.purdue.edu/homes/dgleich/codes/hkgrow
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Figure 2.13: Comparison of the average F1 score with state-of-the-art local
detection algorithms on real networks.
been elaborated in Section 2.6.1. Also, note that in [95], the authors did not have
an explicit stop criterion and instead assumed using a budget for predicting the
size of the target community. We compare with the F1 score at a budget of 100
for both Amazon and DBLP datasets. From the results on Amazon networks
in [95], we notice that even granted a budget of 400, which is far beyond the
average community size of 39 in Amazon network, only a recall of 0.45 can be
achieved. And we infer the F1 score would be even lower than this value since
the precision is dragged down by the large budget set.
It is also worth noting that we only use 3 randomly picked seeds for all the
test cases on each dataset. Our algorithm requires very fewer seeds than other
algorithms such as [95].
We further compare the running time with localized random walk based
algorithms, namely Heat Kernel [93] and Personalized PageRank [95]. Fig-
ure 2.14 shows the running time of different approaches (in log scale) on four
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real datasets in consideration. We notice LEMON-auto takes slightly longer
time compared to other two walk based approaches, but not substantial. This is
due to the component of solving linear programming takes extra computation
time.
Figure 2.14: Comparison of the running time with local random walk
based detection algorithms on real networks.
Algorithm Implementation Amazon DBLP YouTube Orkut
LEMON Python 0.953 0.665 0.240 0.202
LEMON-auto Python 0.910 0.525 0.190 0.170
DEMON Python/C++ 0.164 0.196 0.031 -
OSLOM C++ 0.766 0.542 - -
LC Python/C++ 0.815 0.527 - -
Table 2.6: Comparison of accuracy with global algorithms on real datasets.
Algorithm Implementation Amazon DBLP YouTube Orkut
LEMON Python <15s <15s <15s <15s
LEMON-auto Python <15s <15s <15s <15s
DEMON Python/C++ 4,562s 727,675s 22,395s -
OSLOM C++ 885,867s 23,262s >10d -
LC Python/C++ 4,606s 49,045s >10d -
Table 2.7: Comparison of running time with global algorithms.
The experiment has verified that our algorithm is able to achieve high accu-
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racy on large networks constituting communities of average size roughly hun-
dred. This implies that our approach is well-suited for the task of detecting
small communities in large networks.
2.6.3 Comparison with Global Algorithms
We also compare local spectral clustering with several state-of-the-art global
based algorithms.
1. OSLOM [109]:
OSLOM13 is based on the optimization of a fitness function expressing
the statistical significance of clusters with respect to random fluctuations
(i.e., the random graph generated by the configuration model [132] during
community expansion). The worst case running time of OSLOM is O(n2).
2. DEMON [42]:
The DEMON14 algorithm adopts a local-first approach for finding commu-
nities. It democratically lets each vertex vote for the communities it sees
surrounding it in its limited view of the global system using a label prop-
agation algorithm, and then merges the local communities into a global
collection.
3. LC [8]:
Link Community15 (LC) is a global partitioning algorithm that first builds
a hierarchical link dendrogram according to the link similarity and then
13 http://www.oslom.org/software.htm
14http://www.michelecoscia.com/?page_id=42
15https://github.com/bagrow/linkcomm
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cuts the dendrogram at some threshold to yield link communities. The
time complexity is O(nk2max) where kmax is the maximum vertex degree in
the network.
Table 2.6 and 2.7 summarize the average F1 score as well as the running time
of each algorithm on real datasets. Among the baselines, OSLOM and LC fail to
terminate within 10 days on the YouTube dataset. The OSLOM algorithm can
achieve rather good performance but does not scale well.
In contrast, our algorithm can consistently return the result within few sec-
onds irrespective of how large the entire graph is. Besides, our algorithm has
small memory consumption, and a machine with 4GB RAM can afford to pro-
cess networks as large as Orkut since the algorithm does not have to store the
whole graph in memory. Moreover, our locally based algorithm is parallelizable
because each seed set expansion can be computed independently. Such prop-
erty can bring a further performance gain on running time with multi-threaded
implementation [184].
Figure 2.15 and 2.16 compares the average F1 score with some state-of-the-
art algorithms on LFR benchmark graphs. During the experimentation, we
also incorporate the methods that can effectively improve the performance on
synthetic datasets that are addressed in Section 2.5.3. We notice that our al-
gorithm outperforms the baseline algorithms even when we use the random
seeding strategy. When the mixing parameter µ = 0.3, as is shown in Figure 2.15
and 2.16, LEMON brings about 30% ∼ 40% relative improvement compared with
the best results among the baselines. And we can expect the performance gain
to be even more significant if the seeds possess the qualities discussed in Section
2.5.1.
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Figure 2.15: Comparison of the average F1 score on LFR datasets (µ = 0.1)
with baseline algorithms.
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Figure 2.16: Comparison of the average F1 score on LFR datasets (µ = 0.3)
with baseline algorithms.
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Among the four baselines, we notice that LC and DEMON consistently per-
form poorly on both groups of the synthetic datasets. We further look into the
communities found by LC and DEMON respectively, and find that LC tends
to partition the graphs into very small pieces while DEMON, on the contrary,
usually finds communities that are much larger than the ground truth commu-
nities. This implies that both algorithms extract structures from networks that
bear little resemblance to the natural formation of the communities. However,
we remark here that even LC fails to recognize the communities well on the
synthetic data, it perform better on real datasets as we see in Table 2.7.
2.6.4 Empirical Comparison Between Synthetic and Real Data
Networks are not all similar and we cannot assume one algorithm works for
finding communities in a network will behave the same on the other networks.
Therefore, it is important to develop the understanding of how different types
of networks affect the behavior of algorithms.
Our algorithm sustains a consistent performance on both LFR benchmark
graphs and real networks though, we still want to summarize and call the at-
tention to several subtle differences here.
First, LEMON is less sensitive to the parameter of random walk step k and
subspace dimension l on real networks than that on LFR benchmark graphs. In
practice, fixing (k, l) to be (3, 3) for real networks can ensure a good performance.
Second, LEMON is less sensitive to the seed set size on real networks than
that on LFR benchmark. In practice, a seed set size of 3 can guarantee a good
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performance on real networks. As for LFR, we adopt the seed set size to be
proportional to the community size (8%).
Third, LEMON is more sensitive to the high-degree seeds in graphs where the
node distribution is highly skewed (e.g., when the node degree can range from
tens to thousands). In LFR graphs, the degree of a vertex is at most 50. Whereas
in some large real networks such as YouTube, the degree of some vertices ex-
ceeds 1000, making the degree distribution much more skewed than that seen
in LFR graphs. And we expect that vertices with unusually high degree in real
networks would have a stronger power in controlling the trend for the probabil-
ities to spread out during the random walk, and thus have a higher risk to enter
some other neighboring communities. Such an effect can be counterbalanced by
putting less initial probabilities on these “super cores”.
The above empirical analysis informs us that finding communities in real
networks seems to be less parameterized than that on synthetic datasets for
our algorithm. This indicates that our algorithm is better suited for uncover-
ing those naturally well-formed communities than the artificially constructed
communities in practice.
2.7 Conclusion
The problem of identifying small community structure in large networks has
been gaining importance. In this paper, we have presented a method for finding
overlapping communities by seeking a sparse vector in the span of local spectra
where the seeds are in its support. To overcome the drawbacks of traditional
spectral clustering methods, we propose a novel method to construct the local
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spectra based on the singular vector approximations drawn from short random
walks. Our algorithm enables finding a small community in time functional to
the size of the community, and it consistently returns the result within seconds
even for a network with billions of vertices. We demonstrate the effectiveness
and efficiency of our method for discovering communities on both synthetic and
real-world datasets. As the experimental result shows, our algorithm achieves
the highest detection accuracy amongst the state-of-the-art proposals.
Many other fundamentally important research questions remain to be ad-
dressed. First, the community detection algorithm based on local spectral clus-
tering could be potentially applied to the membership detection problem, i.e.,
finding all the communities that an arbitrary vertex belongs to. Second, during
the process of seed set expansion, we adopt the first low-conductance commu-
nity as the target community, which usually yields a high resemblance to the
ground truth community. It would also be interesting to look further into some
larger low-conductance communities and see if a hierarchical structure exists.
In this case, some large social group consisting of several small cliques is likely
to be discovered.
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CHAPTER 3
SCALABLE GRAPH LEARNING: LARGE-SCALE DEPLOYMENT
This section is written in collaboration with Oscar Martinez, Xing Chen, Yi Li and
John Hopcroft. The work was published in Proceedings of the 25th International
Conference on World Wide Web in 2016.
3.1 Introduction
Every day people generate a large amount of comments on YouTube but not all
of those engagement activities are real. Bad actors have been trying to game the
system by posting inorganic contents and inflating the count of social engage-
ment metrics.
We consider any practice that attempts to post fake contents, or artificially
inflate the number of YouTube engagement metrics through the use of auto-
mated means or as a marketplace, as illegitimate activity. Generally speaking,
any engagement activity in online social media that does not reflect user’s gen-
uine interest can be viewed as fake social engagement.
The issue of fake social engagement came into being partly due to that third-
party businesses attempt to boost YouTube video engagement metrics in order
for promoting contents and increasing popularity. At Google, we have seen
attackers attempting to take advantage of the YouTube community by using a
variety of deceptive practices [5], including malware, fake accounts, artificial
traffic spam and comment spam. Among the various forms of spam activity,
fake social engagement has become the most frequently seen yet hardest to de-
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tect practice. In particular, we have discovered that abusive YouTube Comments
have evolved from traditionally explicit spammy-like (e.g. linked with bad URLs
or associated with obvious advertisement), to a more insinuated outlook that
makes them difficult to discern from those organic comments. For instance, one
common type of fake YouTube Comments comprises text pieces such as “cool ”,
“oh”, which have made approaches largely basing on text features and bad URL
detection insufficient in such scenario.
We note the importance of keeping the service free of fake engagement ac-
tivities that may potentially spoil the online social ecosystem. As the YouTube
official policy guide on subscription [4] states, for example:
Subscribing to a channel creates a relationship between a content creator
and a content consumer; the creator keeps making great videos, and the con-
sumer keeps watching, like-ing, and commenting. We take this relationship
seriously. A subscription is a user-initiated pledge of support to a YouTube
channel; this means that a real human being wants this channel’s content in
their feed every day. The amount of users subscribed to a YouTube channel
should be a metric that reflects genuine interest in that channel, not a gauge
of automated or falsified activity.
And we believe that such policy does not only apply to YouTube Subscribes,
but can also be extended to other engagement activities such as Comments as
well. As a matter of fact, YouTube is far from the only social media facing the
challenge of keeping its service free of deceptive practices. Twitter Followers,
Amazon Reviews and Facebook Likes are all buyable by the thousand online
[45], for example.
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To address these issues, we study the temporal engagement activity patterns
on YouTube, making use of anonymized aggregate daily logs of YouTube Com-
ments. We create the engagement relationship graph by taking account the
frequency of common engagement activities shared between two individuals
within a short period of time. The engagement graph allows us to detect orches-
trated actions by sets of users which have a very low likelihood of happening
spontaneously or organically. Such behavior of groups of users acting together
on the same videos or channels at around the same time, is also known as lock-
step behavior [23].
To detect the lockstep behavior on YouTube, we take a semi-supervised
learning approach, making use of existing known abusive accounts as seeds.
We demonstrate an effective method, LEAS (Local Expansion at Scale)1, in detect-
ing deceitful user engagement based on the local spectral graph diffusion [121].
Local spectral method has substantial advantage over traditional spectral tech-
niques because of its capability in prioritizing and finding clusters only near a
local region of the engagement graph surrounding the seed. Specifically, LEAS
searches for clusters consisting of suspicious nodes with similar pattern of be-
havior as the given seeds. We show LEAS is scalable to massive datasets, with
a straightforward adaption to the MapReduce implementation. Moreover, the
MapReduce deployment has the same performance guarantee as the serializa-
tion since each diffusion procedure is performed locally. By clustering YouTube
users based on their engagement behavior pattern, LEAS can greatly expand
the coverage of daily fake engagement take-down volume on YouTube. Our
approach can be extended to many other settings including Twitter followers,
Amazon product reviews and Facebook Likes etc.
1Interestingly, the word “leas” has the meaning of “well-being” in old Irish.
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The ultimate goal of our research effort is to help improve social media en-
vironment as well as user experience, and to ensure an online world where con-
tents and clicks can be translated into genuine and meaningful interactions. To-
ward achieving the goal, this paper offers a number of contributions listed in
the following:
1. Problem Formulation: We provide a novel problem formulation — a
semi-supervised learning problem based on the local spectral graph diffu-
sion — to a real-world challenge realized at Google and relevant in many
online settings. One advantage of our setting is its full generality. That
is, it is applicable for any similarity-based graph without much need for
customization.
2. Algorithm: We offer a fast, scalable MapReduce implementation adapted
from the localized spectral clustering algorithm [121]. This is the first
large-scale deployment of local spectral clustering to the best of our
knowledge.
3. Behavioral Analysis: We show comprehensive performance evaluations
on LEAS — focusing on multitudes of different characteristics exhibited
by abusive accounts compared to that of general population — using both
structural and contextual information.
The remainder of the paper is organized as follows. Section 4.2 describes re-
lated work on using graph-based approaches in detecting anomalies. In Section
3.3 and Section 3.4 we mathematically formulate the problem and describe how
it can be solved in a semi-supervised learning framework. We introduce the
YouTube engagement graph dataset in Section 3.5. A MapReduce implemen-
tation is discussed in Section 3.6. Finally in Section 3.7 we offer experimental
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analysis, demonstrating the usefulness of our deployment at Google; and con-
clude our work in Section 4.6.
3.2 Related Work
Online spam activities are evolving as fast as the web services themselves. Abu-
sive actions have been observed in a wide range of domains, including Email
[38], web search [19, 35, 141, 181, 185] and blogs [96]. In recent years, spam
campaigns have also been prevalently emerging on major social media sites
[58, 169], with a diverse set of application targets spanning YouTube [21, 143],
Facebook [23, 33, 45], Amazon [123, 134], Twitter [20, 179], eBay [145], and many
others.
A number of content-based spam detection strategies have been exploited
in the past decade [35, 141, 181, 185]. Most of the proposed methods rely on
extracting evidences from textual descriptions of the content, treating the text
corpus as a set of objects with associated attributes, and applying classification
method such as Support Vector Machine (SVM) [85] to detect spam [71, 141].
A few other more sophisticated methods also take into account the multimedia
information such as image features [129, 186].
Content and link based approaches, however, can be infeasible in identi-
fying fake social engagement when contextual information is unavailable, or
faking to be organic-like. Many papers tend to devise feature-based classi-
fiers incorporating various account-level as well as social relationship features
[21, 169, 193]. While these supervised training models are useful at depicting
the spam strategy behind the observed temporal dynamics, it is nonetheless un-
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clear how generalizable they are beyond the particular product or signal stud-
ied. Furthermore, it is practically difficult to obtain large volumes of training
data because manual labeling can be expensive. To this end, recent propos-
als based on behavioral clustering have demonstrated to be effective in spotting
groups of users with similar behavior patterns in terms of engagement activities
[23, 33, 83, 134, 180, 170]. These methods often start with constructing a bipartite
graph representing user-product engagement relationships. Various unsuper-
vised clustering techniques (e.g., co-clustering [23] and community detection
[170]) have been applied for detecting groups of actors with similar behavior.
Below we highlight a few and illustrate how our work contributes to this line.
More related to our own work, Beutel et al. [23] investigated the problem of
fake Page Likes on Facebook and observed a lockstep behavior pattern exhib-
ited by spammers, where groups of users often acting together and Like-ing the
same Pages in a loosely synchronized manner. Such collaborative spamming be-
havior was also observed in Twitter [116] and Amazon product reviews [134],
where paid groups of frequent fake review writers have been trying to promote
or demote certain products on Amazon. [33] further extended the COPYCATCH
approach [23] to several other applications such as Facebook app install and
Instagram follow. Note that our setting advances [23] by making use of pos-
sible domain information in a semi-supervised manner; and our problem for-
mulation is also complementary to [134] which required a large number of both
positive and negative examples in a fully supervised manner.
Our work builds on these papers, providing advances in two aspects: al-
gorithmically, our clustering algorithm is operated in a fully localized fashion,
which is efficient to compute and easily parallelizable; practically, our frame-
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work is fully generalizable, which can be extended to other behavioral cluster-
ing problems and applications without much need for customization.
3.3 Problem Formulation
We now describe the mathematical formulation of our problem. We take a semi-
supervised approach and define suspicious behavior in terms of graph structure
and edge creation times.
To make our problem definition more generalizable, we adopt the notions of
actor and target in representing the entities involved in an engagement activity.
For example, in the context of YouTube Comments, a target can be translated
into a video.
In the following, we introduce two types of graph that can be created using
the engagement activity information. A straightforward way is to build an en-
gagement bipartite graph between the set of actors and the set of target, where we
use edge to indicate the engagement timestamp. Since we are interested in clus-
tering entities of actors, a more refined way would be to construct an engagement
relationship graph, in which nodes consist of all the actors and two nodes share
an edge if they have acted upon the same target(s).
Mathematically, assuming we are provided with a set of actors, V = {vi}|V|i=1
and a set of targets Q = {q j}|K|j=1. We are also given a set of seeds S = {sr}|S|r=1.
Each engagement activity can be described by a tuple of (vi, q j, tvi→q j), where
tvi→q j records the timestamp at which actor vi acted on target q j.
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• Engagement Bipartite: We define B = (V,Q,T ) as a temporal engagement
bipartite graph, where each timestamped edge (vi, q j) ∈ T records the time
at which vi ∈ V acted on q j ∈ Q. We further enforce the temporal constraint
that all the actors acted on the targets in a 2∆t time window, i.e.,
∃tr ∈ R s.t. |tr − tvi→q j | ≤ ∆t ∀vi ∈ V, q j ∈ Q (3.1)
• Engagement Relationship Graph: We define G = (V,E,W) as a temporal
engagement relationship graph. E is the edge set, where (vi, v j) ∈ E if actors
vi and v j have acted upon the same non-empty set of target Qvi,v j ⊆ Q, with
weight denoted by wvi,v j ∈ W. Further details regarding the edge weight
will be discussed in Section 3.5.
Throughout the paper, our methods and analysis will be focusing on the en-
gagement relationship graph. And we will henceforth use the term engagement
graph for brevity.
Given: An engagement graph G = (V,E,W) that models the intensity engage-
ment relationship between nodes; and the seed set S.
Output: Accomplice clusters C1, C1,..., C|S| corresponding to each seed in the set
S. Each cluster consists of suspicious nodes with similar pattern of behavior as
the given seed, which satisfy the definition of [n,m, ρ,∆t]-temporally approximate
bipartite core (T-ABC) given below.
Definition 3. We define an [n,m, ρ,∆t]-temporally approximate bipartite core (T-ABC)
with respect to a given seed s ∈ S, as a set of actors C′ ⊆ V associated with a set of
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edges E′ ⊆ E such that
s ∈ C′ (3.2)
|C′| ≥ n (3.3)
|E′| ≥ ρ · n(n − 1)
2
(3.4)
wvi,v j ≥ m ∀(vi, v j) ∈ E′ (3.5)
Here we introduce the term ρ ∈ [0, 1] to relax the constraint in the original
definition of [n,m,∆t]-temporally coherent bipartite core (TBC) in [23]. We make
such change since we find many loosely connected abusive clusters existing in
practice. Relaxing the constraint enables us finding both tightly and loosely
connected groups of suspicious actors.
3.4 Semi-supervised learning via local spectral diffusion
We use the semi-supervised learning method to tackle the problem of detecting
the suspicious actor groups defined in previous Section. Graph-based learning
approach can be viewed as a probability diffusion that propagates large values
from a small set of nodes with known labels — which are usually referred to
as seeds in literature — to the remaining nodes of the graph [60]. This type of
approach typically starts with a graph and the labeled sample matrix S ∈ RN×K ,
where N is the number of nodes in the graph and K is the number of classes.
S i, j = 1 if node i is labeled with class j, and S i, j = 0 otherwise.
A graph-based learning framework usually incorporates two essential parts.
The first is to produce an N × K matrix Y which encodes the probability for each
unlabeled node to be in certain classes. Specifically, Yi, j should be large if node i
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should be labeled as class j. In our problem setting of binary classification, the
diffusion matrix can be reduced to a vector y ∈ RN , where larger value indicates
a higher possibility being labeled the same as the seeds. And the second key
component is to decode the diffusion values in y into a predicted label based on
some graph metric optimization criterion. In the following, we will provide
details on both components of our learning algorithm.
Local spectra vs. global spectra
Spectral method is one of the most widely used techniques for exploratory data
analysis, with applications ranging from data clustering, image segmentation
to community detection etc. Spectral clustering makes use of the first few sin-
gular vectors of the Laplacian matrix associated with a graph, which are in-
herently global quantities and may not be sensitive to very local information
[127]. For example, in the case when provided with domain knowledge about
a target region in the graph, one might be interested in finding clusters only
near the specified local region in a semi-supervised manner, which might not
be otherwise well captured by a method using global eigenvectors. Therefore,
in the semi-supervised setting, our pioneer work on local spectral clustering
[121] have substantial advantage over traditional spectral techniques, with the
capability of prioritizing and learning more about a local region of the graph
surrounding the seeds.
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3.4.1 Degree-thresholded Sampling
We apply a degree-thresholded sampling procedure using breadth-first-search
(BFS) to get a small subgraph Gs covering a local neighborhood region sur-
rounding the seed. Starting from the given seed s, we take the set of frontier
nodes — except for those nodes with degree larger than dmax — into the sub-
graph node set and repeat the process until the size of the subgraph reaches
the specified upper limit N. We enforce the degree thresholding to prevent in-
cluding extremely high-degree nodes, which are less likely to be spammers2. In
practice, we choose the parameter of N to be at least several times larger than the
maximum size of the cluster of interest |Cs|, in order to capture as many nodes
in the target group as possible.
3.5 User Engagement Graph
3.5.1 Graph Builder
We create engagement graph by using interactions between users to model the
way users interact with a video or a channel. This allows us to detect orches-
trated actions by sets of users which have a very low likelihood of happening
spontaneously or organically.
In practice, the YouTube Comment engagement graph is built with the
anonymized aggregate YouTube user activity logs from the past 30 days win-
dow, and is updated on a daily basis using a MapReduce implementation. Here
2We set dmax to be 500 by default. This is because the degree of most known spammer nodes
is smaller than 500, as shown in Figure 3.2.
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we take the snapshot of graph created on August 3rd, 2015. The Comment
engagement graph consists of hundreds of thousands of nodes and tens of mil-
lions of edges. The detailed statistics of the engagement graph in use are not
discussed here for privacy reasons. Note that the engagement graph we created
here constitutes a subgraph of the entire YouTube engagement graph, where we
only captured entities that had activities within the scope of a month.
In the engagement graph, nodes represent users and edges represent com-
mon videos or channels in which the users engage. Users that have interacted
with a common video will share an edge and are consequently joined in the
graph. Edge weights are by default computed based on the number of common
engagement activities between two nodes. For example, in the case of users
commenting on a YouTube video, this approach translates into users having
and edge weight between them equal to the number of common videos they
have commented upon.
Adding weight penalty
The way we built the YouTube Comments engagement graph is essentially the
same as above except for the subtle difference that node can be two types of
entities – a user or a Google+ Page. It is worthwhile noting here that YouTube
Comments can be made through the Google+ social platform, without having
to log into the YouTube sites. Such feature was powered by YouTube’s Google+
comment integration system introduced in November, 2013. Each PlusPage be-
haves like a unique user ID and can be used to write comments across platforms
including YouTube.
In order to detect abuse originating from PlusPages, we add an additional
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Figure 3.1: Example of constructing Google+ pages engaged graph. It
shows a group of two users using their PlusPages to spam
video #1.
step when constructing the graph. This modification tends to penalize those
PlusPages created by the same user the following way:
w˜pi,p j = 1(u(pi) = u(p j)) · |P(u(pi))| + wpi,p j , (3.6)
where 1(·) is the indicator function; u(·) defines the owner of a PlusPages and
P(·) gives the set of PlusPages a user has created. We use wpi,p j to denote the orig-
inal edge weight between PlusPages pi and p j, and is calculated by the number
of common videos both pi and p j commented on. w˜pi,p j is the updated edge
weight, and is equal to wpi,p j when pi and p j share different owners. In the case
where pi and p j are created by the same user, we add extra weight regulated
by the total number of PlusPages the user has created. The rationale being that
owning a larger number of PlusPages indicates a stronger signal of being po-
tentially abusive.
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Figure 3.1 gives an example of constructing Google+ pages engaged graph.
It shows that the edge weight between (A, B), (A,C) and (B,C) are all increased
by 3, which is the total number of PlusPages the user U1 has created. The clique
structure formed by node A, B and C becomes more noticeable after applying
the penalty.
3.5.2 Spammer Seeds
In the context of anomaly detection, when we find suspicious users, we often
want to quickly find additional users with similar patterns of behavior that
should be disabled as well. LEAS makes use of those users that are identified to
be abusive from other YouTube’s security mechanisms as seeds.
In practice, spammer seeds are also updated on a daily basis together with
the engagement graph. Since the number of available seeds can be limited, LEAS
can greatly expand the coverage of daily fake engagement take-down volume.
Degree distribution
We started probing into the behavior pattern between the spammer nodes and
the general population by examining the node degree distribution. A salient
observation from Figure 3.2 is that the degree distribution of seeds (depicted in
magenta) has a dissimilar tail effect compared to that of the general population
(depicted in blue). And the difference can be been across all engagement-level
activities, and is mostly evident in the Comments graph.
This observation surprisingly corresponds with the fact that spam cam-
paigns and companies involved in selling fake engagements may have efforts
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Figure 3.2: Comparison of node degree distribution between spammers
and the general population in YouTube Comment engagement
graph. The degree distribution of seeds is depicted in magenta,
whereas the distribution of general population is depicted in
blue. The number of seeds used for plotting is 2k. To plot
the general population distribution, we first randomly sam-
pled 10k nodes from the engagement graph. We further ex-
cluded those known abusive nodes from the sampled popula-
tion, which left us with 9,957 nodes. Note that the sampled
population may contain unknown malicious nodes.
in relatively modest scope and scale. For example, we looked into several ex-
isting online vendor sites that claim to sell YouTube fake engagement. Through
investigation we found that YouTube Comments are usually sold with package
size ranging from 15 to several hundred, which matches exactly with the seed
degree distribution in Figure 3.2. For example, we find spammer nodes rarely
have degree greater than 781 in the Comments graph.
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3.6 A MapReduce Implementation
Our local spectral diffusion method enables a straightforward adaption to the
MapReduce implementation framework. In this Section, we introduce practical
details and also potential caveats in applying the method at scale. The imple-
mentation is provably scalable to massive datasets and trivially parallelizable,
with the capability of searching for many clusters simultaneously. Furthermore,
our pipeline has the same performance guarantee as the serialization since each
diffusion procedure is performed locally on the graph.
Data Server The engagement graph is served using SSTableService, a dis-
tributed in-memory key-value serving system within Google. Each data server
holds a partition containing 1/P of the total amount of data, where P denotes the
number of shards (partitions) of the data. SSTableService allows serving graph
queries in a much faster speed compared to on-disk queries. The SSTableService
is shared across mappers when running the job.
Data Format We use Protocol Buffers3 for defining the I/O data streams in our
implementation. Each protocol buffer message is a small logical record of infor-
mation, containing a series of name-value pairs. The graph protocol namely
stores the weighted adjacency list keyed by each node; the seed protocol con-
tains the IDs of the spammer seeds; and the accomplice protocol defines the
output of detected accomplice clusters consisting of suspicious nodes with sim-
ilar pattern of behavior as the seed. Additionally, we define config protocol
for conveniently encapsulating and passing configuration parameters to each
mapper when initializing the jobs. Some tunable parameters in our pipeline in-
clude, for example, the dimensionality of local spectral subspace l, the number
3https://developers.google.com/protocol-buffers/
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Figure 3.3: MapReduce implementation of YouTube fake engagement de-
tection pipeline.
of short random walk steps k, the minimum cluster size n, the maximum size of
the sampled subgraph N, the degree threshold dmax for sampling the subgraph,
the edge weight threshold m.
Algorithm 2: MAPREDUCE LEAS
Globals:graph G = (A,E,W), configuration parameters
1: INITIALIZEREPLICA()
2: for s ∈ S do
3: if deg(s) ≤ dmax then
4: Sample subgraph Gs
5: Vk,l = LOCALSPECTRAL(Gs, s) . compute local spectral subspace
6: Solve the optimization objective y in Section 3.3
7: C′ = SWEEPCUT(y)
8: emit 〈s, accomplice C′〉
9: end if
10: end for
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The core of the MapReduce LEAS algorithm can be seen in Algorithm 2. The
module of INITIALIZEREPLICA passes the parameters defined by the configura-
tion protocol to all the mappers. And each mapper job processes one seed at a
time independently. The entire pipeline of fake engagement detection is illus-
trated in Figure 3.3, which encompasses the main components of graph builder
and seed expander. The graph builder is also implemented using MapReduce
framework, where the details are omitted here due to space limit.
3.7 Experimental Analysis
3.7.1 Scalability
YouTube now has over a billion users and is continuing to grow. Therefore, it
is important for the algorithm scales well to large datasets in order to efficiently
catch the fake engagement activities on a daily basis. We test and compare the
performance with COPYCATCH, which is the state-of-the-art algorithm that de-
tects fake Page Likes by analyzing the engagement graph of user-Page interac-
tion.
Firstly, we test the scalability of the algorithm by running our implementa-
tion on the YouTube Comments graph over different number of seeds. To make
the test results comparable, we choose the same set of seed numbers as that re-
ported in [23]. The number of seeds varies from 100 to 5,000. We additionally
run the pipeline with only 10 seeds to test the system starting-up time. De-
pending on the resources availability, it usually takes about 4 ∼ 6 minutes for
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Figure 3.4: (a) Comparison of pipeline running time with state-of-the-art
as the number of seeds increases. (b) Internal density and
Flake-ODF of detected accomplice clusters in YouTube Com-
ments engagement graph. We filtered those seeds with degree
greater than 500, i.e., dmax=500 and performed the diffusion al-
gorithm on the rest of the seeds. The number clusters in plot is
955. Cluster indices are sorted by the internal density value.
the system to allocate and set up the data servers and the MapReduce clusters.
Figure 3.4(a) shows the comparison of running time between COPYCATCH and
LEAS4. It is worthwhile noting that LEAS achieves 10 times faster running time
with much fewer machines. For example, 3,000 mappers and 500 reducers were
used for all the testing data points in [23], whereas at most 1,500 mappers and
2 reducers are required in LEAS test run with 5,000 seeds. Even fewer mappers
are required for those tests with smaller number of seeds. For example, running
the pipeline with 1,000 seeds uses 295 mappers, 2,000 seeds uses 597 mappers
and 10,000 seeds uses 2,999 mappers.
As seen in the results, we find that the running time of LEAS is almost in-
dependent of the number of seeds. This is reassuring that our implementation
exploits the parallelism of the problem and can continue to scale as the data
scales.
4We refer to the experimental results originally reported in [23] for evaluation.
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3.7.2 Performance Evaluation
Graph Metrics
To evaluate the accomplice clusters found by LEAS, we first measure the struc-
tural properties using two commonly adopted metrics [191].
• Internal density measures the internal edge density of a node set V′.
A larger internal density value indicates a more densely connected
community-like structure among nodes.
f (V′) = 2|E
′|
|V′|(|V′| − 1)
• Flake-ODF is a cluster metric that takes into account both the internal and
external connectivity of a set. It measure the fraction of nodes in V′ that
have fewer edges pointing inside than to the outside of the set. Ideally, a
smaller Flake-ODF value indicates a better cluster quality.
f (V′) = |{v : v ∈ V
′, |{(v, u) ∈ E′ : u ∈ V′}| < deg(v)/2}|
|V′|
Figure 3.4(b) presents the measurement scores of accomplice clusters de-
tected in three YouTube Comments engagement graph. The most striking ob-
servation is the difference concerning the internal density distribution exhibited
by the Comments graph. We see that clusters detected from the engagement
graph in general are compact with high internal density, which may signify the
orchestration strategy when performing fake engagement — that the YouTube
fake Comments spammers are exposed to have stronger lockstep behavior pat-
tern, where groups of users acting together, commenting on the same videos at
around the same time. The clusters corresponding to the tail part of the curve,
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on the other hand, displays a less orchestrated pattern with more likelihood
to be incentivized campaigns. Our probe into the structural properties of the
detected clusters also suggests that further evaluation is imperative.
YouTube Comment: Manual Review Results
To verify the effectiveness of the algorithm, we ran the pipeline on the engage-
ment graph built on August 3rd, 2015 within 30 days of time window, and per-
formed intensive manual review on the detected accounts. In total, the pipeline
detected roughly 24,000 unique accounts with 955 spammer seeds. Among the
newly detected accounts, we find that 8,500 of them are found by more than
one seed; while the other 15,500 accounts are detected by only one seed. Figure
3.5 depicts the distribution of the frequency for each account being detected by
certain seed(s). The fact that an account detected by several seeds is a stronger
indication of being potentially abusive. We therefore divide the results into two
types and perform analysis accordingly:
• Tier I: accounts that are repeatedly detected by more than one seed (35%).
• Tier II: accounts that are uniquely detected by only one seed (65%).
To investigate the Tier I accounts, we randomly selected 36 accounts without
applying any metric thresholding. We manually examined each account’s infor-
mation and YouTube post history. We also take into consideration the Google
internal security measures associated with each account, but will not discuss
in detail here for security reasons. The manual review shows that 100% of the
Tier I accounts were verified to be fake. Among the Tier I accounts, the most
frequently detected account was found by 64 seeds. We find that this particular
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Figure 3.5: Detection frequency distribution of among the accounts de-
tected by LEAS.
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Figure 3.6: (a) Age distribution of 36 manually reviewed Tier I suspicious
accounts. (b) Google live runs on YouTube engagement graphs
with portion of the seeds, dating from August 6th to August
13th, 2015. The magenta curve depicts the daily volume of
unique accounts detected by LEAS pipeline, and the blue curve
indicates the daily number of videos these accounts have acted
upon.
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account was created less than 10 days ago yet had posted more than 253 posts
with many quota exceeded. We manually clicked through the comments posted
by these accounts, and found that most comments are short text pieces such as
“good videos”, “very cool ”, “nice”, “oh”, “lol” or emoji of smile faces. We also find
the common pattern for accounts to post exactly the same or similar short, fake
comments to different videos. Besides, we also discovered a few accounts post-
ing comments under popular songs, the contents of which are irrelevant to the
video content itself but rather asking for view and subscribe (e.g., “please sub-
scribe” or “subscribe now”). Additionally, several other spammy accounts posting
comments including malicious URLs and advertisement were detected.
Besides the contextual information, we also looked into the lifespan of each
suspicious account. Although one might expect most spammer accounts to have
relatively young age, it was actually quite surprising to see the age heterogene-
ity of those accounts, as shown in Figure 3.6(a). Among the 36 accounts, the
most frequent age falls into the range between 0.5 and 1.5 years; whereas the
oldest spammer account have already been existent for more than 6 years.
The Tier II accounts are the harder cases. In order to guarantee the FP guards
in production, we randomly selected 100 Tier II accounts that belong to an ac-
complice cluster with internal density greater than 0.7. The manual investi-
gation shows that 98% detected Tier II accounts to be fake5. The comments
posted by these accounts share similar pattern as those made by Tier I accounts.
Quite interestingly, we indeed found a detected cluster of 15 accounts posting
the same comments of either “i love pets”, “yeah” or URLs under certain videos.
This further verified that the suspicious groups detected by the algorithm are
of high accuracy. As for the other two accounts we are uncertain about, one
5In practice, we treat activities made by both Tier I and Tier II accounts as fake engagement.
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has huge amount of Google+ shares of good deals although it posted nothing
on YouTube comments; another 4-month old account posts a mixture of both
organic and fake-like comments, which might be incentivized.
3.7.3 Deployment at Google
LEAS now runs regularly at Google, expanding the coverage of fake engage-
ment activities on YouTube. Parameters have been chosen to significantly distin-
guish organic user behavior from fake social engagement. There are two levels
of take-down actions in practice — engagement level and account level. En-
gagement level take-down is a soft penalty which removes all the fake engage-
ment activities happened during the day associated with the detected accounts;
account level take-down is a more severe outcome, which is applied when we
have very high confidence in certain bad actors committing fake engagement
from time to time. Figure 3.6(b) shows the daily aggregate volume of detected
accounts when running our pipeline on YouTube Comments graphs with por-
tion of the spammer seeds, dating from August 6th to August 13th, 20156. We do
not display the entire daily take-down volume here for security reasons. Note
that engagement level take-down was the main penalty applied during our test
runs, henceforth the detected accounts didn’t exhibit a fluctuation from day to
day — otherwise we would expect to see a decreasing volume of detected ac-
counts when applying the account level take-down policy. Overall, this method,
in combination with other existing abuse infrastructure at Google, is effective in
decreasing the volume of fake social engagement on YouTube.
6The decreased amount of detected account on August 8th and 9th was due to the reduced
number of available seeds. In practice, the seeds data is provided by YouTube abuse team and
the quantity of which may vary from day to day.
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3.8 Conclusion and Extensions
In this paper, we show how fake social engagement activities on YouTube can
be tracked over time by analyzing the temporal engagement graph, which mod-
els the interactions between users and YouTube video objects. With the domain
knowledge of spammer seeds, we formulate and tackle the problem of detect-
ing fake social engagement in a semi-supervised manner — with the objective
of searching for individuals that have similar pattern of behavior as the known
seeds — based on a graph diffusion process via local spectral subspace. We
show our method, LEAS, is scalable to massive datasets, with a straightforward
adaption to the MapReduce implementation. We demonstrate the effectiveness
of our deployment at Google by achieving a manual review accuracy of 98%
on YouTube Comments graph in practice. Our examination on the anonymized
YouTube log data also revealed multitudes of different patterns of behavior be-
tween abusive accounts and the general population, measured by the average
co-engagement intensity, monthly aggregate activity, for instance.
Our approach can be extended to many other settings including Twitter fol-
lowers, Amazon product reviews and Facebook Likes etc. We envision two
future directions towards which our work can evolve. First, while this paper
describes the approach in a generic setting, our method can be extended by
incorporating other meta signals such as IP address the engagement activities
were made from. Second, we believe that better detection model can be derived
by taking into account the incentivized engagement behavior, where users are
offered incentives (e.g. bonus point rewards) to act on a target such as writing
product reviews.
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CHAPTER 4
MODELING AND INFERRING ONLINE GROUP DYNAMICS
This section is written in collaboration with Jiezhong Qiu, Jie Tang and John Hopcroft.
The work was published in Proceedings of the 25th International Conference on World
Wide Web in 2016.
4.1 Introduction
The advent and proliferation of social instant messaging services have been
shaping and transforming the way people connect, communicate with individ-
uals or groups of friends, bringing users diverse and ubiquitous social expe-
riences that traditional text-based short message service (SMS) could not. For
example, WhatsApp is the most globally popular messaging service with more
than 900 million monthly active users (MAUs), WeChat, the largest messaging
service in China, has more than 600 million MAUs. These tools have enriched
the way people interact by including images, video, location information, audio
and text messages. More importantly, they have also catalyzed the formation of
social groups, bringing people a stronger sense of community and connection
compared with traditional text messaging [40].
While past work has extensively studied the dynamics of group formation
and evolution, much of the work is limited to the setting of online communities
embedded within the social networking sites — which is inherently different
from groups seen in the context of social messaging. Previous study [40] has
shown that, for most social messaging tools adopters, the creation and use of
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instant group messaging occurs more frequently and habitually than other form
of group-level social engagement in their daily life. In terms of lifecycle, social
messaging groups have a relatively shorter life span — ranging from several
hours to months — as opposed to those online groups seen in social network-
ing sites such as Reddit [31] and Facebook [146] that can sustain up to years.
Furthermore, all the chat groups are by default only visible to the group mem-
bers and grow in an invitation-only fashion, i.e., new members invited to the
group are guaranteed to be on the fringe of group networks (one-hop neighbors
of current group members) — thus the membership cascade process is more
locally dependent, with unidirectional contagion dominated mostly by the ex-
isting group members. This is very dissimilar from the diffusion and growing
models in previous literature on online communities (e.g., [17, 144]), in which
users can make their own decisions to join, even if they are not friends with any
of the current group members.
Researchers have recently begun interpreting the group messaging behavior
and processes from a social science perspective, yet concrete empirical mea-
surement and statements cannot be drawn from existing literature. Much of
the challenge has been the lack of appropriate datasets — one needs a large
collection of messaging groups with sufficient time-resolution so that one can
keep track of their emergence, growth and demise over time. Another challenge
comes from devising an effective model to depict and quantify the diversified,
complex processes by which the groups develop over time. As a result, the re-
search community still knows very little about the formation and evolution of
chat groups in the context of social messaging — their lifecycles, the change in
their underlying structures over time, and the cascade processes by which they
develop new members.
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To address these issues, in this paper, we analyze the daily usage logs from
the WeChat 1 group messaging platform — the largest standalone messaging
communication service developed by Tencent in China [3] — with the goal of
understanding the processes by which social messaging groups come together,
grow new members, and evolve over time. To our knowledge, this is so far the
first large-scale analysis on messaging group dynamics. WeChat allows users to
send and receive multimedia messages in real-time via Internet. One important
feature in WeChat is that any user can create a new group and invite friends to
join this group. Please note that such group is invited only, which means that the
other users (friends) cannot apply to join if no invitation comes from the group.
Groups play a very important role in WeChat. Our statistics show that roughly
25% of the messages in WeChat were generated in group conversations. On
the other hand, the groups are very dynamic. Every day, about 2,300,000 new
groups were created and about 40% of the newly created groups become silent
within only one week. We will describe detailed information about the WeChat
dataset along with its mechanics in Section 4.3.
The Present Work: Lifecycle Dichotomy in Social Messaging Groups. In
this paper, we contribute to research on group evolution in social messaging
platforms by observing and making a conceptual difference between two types
of groups in terms of their lifecycle: long-term and short-term groups. Our
empirical analysis shows that almost 40% of them stop interaction within one
week. On the other hand, we also observe 30% of the groups can survive a
much longer period of time (≥ 30 days). The strong lifecycle dichotomy of chat
groups leads us to a natural lifecycle modeling and prediction questions — how
separable are the long-term and short-term groups by taking into account the
1www.wechat.com/en/
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structural and social behavioral features? To address this issue, we develop a
separability model by studying snapshots of millions of groups, and show the
strong distinction between long-term and short-term groups — measured with
a broad range of features including the underlying group network structure, the
membership cascade tree properties (e.g. tree size and depth), and the demo-
graphics entropy of group members such as gender, age and region.
We also discuss the phenomena of lifecycle dichotomy from the perspective
of the roles and functions that social messaging platforms have in users’ daily
social experiences. This leads to the question of how does the lifecycle and
growth pattern of social messaging groups correlate with the social functions it
is serving? It turns out that messaging groups have been commonly adopted
as a convenient way of connecting with smaller communities all at once, e.g.,
a family group, a colleague’s group, a classmate’s group, as well as groups for
social events [40]. And the lifecycle of messaging groups is largely dependent
on it social purpose for being setup — for instance, one may expect that event-
driven groups will have a higher chance of dying out than friend groups for
frequent catching-up.
Furthermore, given the strong separability between the long-term and short-
term groups, a fundamental problem concerning the design of successful com-
munities is: Can we predict whether a social group will grow and persist in
the long run by analyzing the structural and behavioral patterns exhibited by
the group at its early stage? We phrase it as a problem of early prediction in
group longevity. Through the lens of various features exhibited by a group, we
demonstrate that strong prediction results can be obtained even with a group
history of one day.
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The Present Work: Group Membership Cascade and Prediction. In addi-
tion to modeling the growth and evolution from a group-level perspective, we
take one step further and investigate the individual-level attributes of group
members and study the cascade process by which groups gain new members.
Specifically, given the historical behavior of group users as well as the local so-
cial structure, can we predict which users in the group are more likely to be
active and invite new users to the group chat and to whom will he/she send
invitations to? Making sense of such questions requires fine-grained inspection
into users’ historical engagement behavior as well as the local social network
structure that users embedded in. To this end, we develop a membership cas-
cade process model in which we consider features of both inviter — a group
member who sends invitation to friend(s), and invitee — the individual in the
inviter’s ego networks who gets invited to the group chat. Our inviter predic-
tion model using all features generally achieves AUC as high as 95.31%, and
invitee prediction model reaches AUC of 98.66%.
Furthermore, we also attempt to analyze: how does the added new members
in return lead to the change of underlying social network structure, as the group
evolves over time? To address this issue, we take snapshots and compare the
same set of sample group at the timestamp of setup and after a month, respec-
tively. Interestingly, we observe that although both long-term and short-term
groups have increment on features such as close triads, long-term groups have
shown to increase the close triads more significantly.
Organization. The remainder of this chapter is organized as follows. Section
4.2 describes related work on analyzing group formation and evolution. In Sec-
tion 4.3, we introduce the WeChat social messaging group dataset. The discus-
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sion on group lifecycle dichotomy as well as early prediction model is provided
in Section 4.4. The membership cascade process is investigated in Section 4.5.
Finally we conclude our work in Section 4.6.
4.2 Related Work
The study of groups and communities is central to many research problems on
mining and analytics of sociological data. There have been two major lines of
research in this domain: one focuses on the static snapshots of social graphs and
seeks to infer and identify tightly-connected group of members — also known
as community detection in literature [59, 74, 121, 136, 172]; another line of re-
search focusing on the group dynamics — the growth and evolution of social
groups — is more related to our work here. Below we highlight a few and exl-
pain how ours contribute to the existing research.
Group Dynamics. To understand the process of how social groups form and
evolve over time, previous work has extensively investigated the growth and
longevity of various forms of online communities such as Facebook apps [94],
game communities [49], knowledge sharing communities [192] and social net-
works communities [17, 32, 86, 144, 172]. A more generalized work of Riberiro
[152] investigates the group growth dynamics by encompassing a broad range
of 22 membership-based websites.
Our work focuses on studying the group dynamics of a rather understud-
ied realm — the social messaging services. Although researchers have recently
begun interpreting the group messaging behavior from a social science per-
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spective (e.g., [40]), research community still knows little about the formation
and evolution of social messaging groups with concrete and empirical mea-
surement. Focusing on the Yahoo! instant messaging traffic data, Aral et al.
[15] considers the individual-level dynamics from the perspective of peer influ-
ence and homophily, yet it is unclear how the groups as a whole evolve over
time — their lifecycles, their structural dynamics etc. Our work contributes to
the current research by discovering a strong dichotomy among social messag-
ing groups in terms of their lifecycle. By taking into account a broad range of
group-level structural and behavioral features, we develop a separability model
that distinguishes between long-term groups and short-terms groups, as well as
an early prediction model that forecasts the longevity of groups.
Cascades. The second half our of work on group membership cascade predic-
tion builds on previous literature that studies diffusion processes [62]. In recent
years, scientiests have been able to observe and quantify large-scale diffusions
from the richness of online data, including blog space [7, 120], marketing [118],
social sites such as LinkedIn [11], Flickr [36], Twitter [61, 106, 154], Facebook
[18, 37, 94, 171], LiveJournal [17]. In work that aligns more closely to our focus
on social messaging, Aral et al. [15] have looked into the effects of peer-influence
and homophily during the diffusion processes. Our work has a more compre-
hensive scope than [15] by integrating both individual-level and group-level
features into our cascade prediction model.
The membership cascade process in the context of social messaging groups
differs from previous work in two folds. First, in terms of cascade size, in
contrast to previous findings on the structural virality in global-scale cascades
[11, 61, 182], we observe a relatively smaller scale of cascade in message groups
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and find a siginificant fraction of short-term group memerbship cascades ter-
minate at the depth of 2 or 3. Such difference is caused by the social messag-
ing group nature of maintaining a compact community size than going “viral”
[183]. Second, due to mechanics specific to application, the cascade process we
consider here is locally dependent, with unidirectional contagion dominated
mostly by the existing group members. In WeChat, all the groups are by default
only visible to group members and grow in a invitation-only fashion. Only the
one-hop neighbors of current group members can be invited to the group chat.
And this is very dissimilar to the diffusion models in previous work by Back-
strom et al. [17] which assumes that users can make their own decision to join
based on the group influence, even if they are not friends with any of the current
group members.
4.3 Data
Preliminaries. Before describing the details of the dataset, we first give a brief
overview about WeChat’s Group Chat feature that is central to our study here.
While WeChat supports many other important features including Moments for
photo sharing, Friend Radar for searching nearby friends and Sticker Gallery, it is
important to note that those are beyond the scope of our research focus in this
paper.
On WeChat, each user keeps a brief profile, including demographical infor-
mation (e.g., gender, age and region) and address book which saves the contact
list of user’s friends. We use the tuple (u, v,T ) to denote a friend relationship
record if user u becomes friend with user v at timestamp T .
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(a) WeChat group membership (b) Membership invitation
Figure 4.1: The WeChat user interaface (UI) of inviting friends to group
chat. (a) Group membership UI displays the current users
in the group, along with attributes and basic settings for the
group such as group name, group capacity etc. Group mem-
bers can tap the “+” button to invite friends into the group
chat. (b) The UI of inviting friends to the group chat. Users
can browse and select contacts to add, and click “OK” to send
invitations. When group size is under the capacity 40, invited
users will be automatically added into the current group chat
without requiring further confirmation. However, under the
circumstances that group size exceeds the capacity limit, in-
vited users will have to manually click through the invitation
message in order to join the group. The largest WeChat group
can have as many as 500 members by default. Sourced from
WeChat official feature site [2].
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A chat group on WeChat can be analogy to a community, where one can
chat with several friends all at once. There are two ways in which a user can
involve in a chat group: one can either initiate a new chat group, or get invited
by an existing member of the group. Figure 4.1 illustrates an example of the
WeChat user interface of inviting friends to group chat. We consider (u, v,C,T )
as a successful invitation if user v joins group C invited by user u at timestamp
T .
After being a member of a chat group, one can send various forms of mes-
sages (e.g., text, photo and voice) to the entire group. We use the tuple (u,C,T ) to
denote the a group chat record if user u send a message to group C at timestamp
T .
Data Collection and Cleaning. The data for this study comes from
anonymized logs of complete WeChat group messaging activities, collected be-
tween July 26th, 2015 to August 28, 2015. We first collect all the 2.3 million
groups generated on July 26th, 2015, as our group set of interest. We preprocess
the data by ignoring groups with less then 5 chat logs — i.e., we only consider
groups that are not born to be dead; and also filtering groups with users that are
in list of monthly spam users (MSU) or monthly inactive users (MIU). The list is
maintained and updated by WeChat on a monthly basis. All the initial groups
in consideration consist of at least three members.
Data Description. After preprocessing the initial group set, we are left with
474,726 groups for further analysis. We then collect four datasets of interest
listed below. Tabel 4.1 summarizes statistics of the dataset used for this study.
• Group Activity Records G: It consists of all the temporal group activity
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records (u,C,T ) for each of the sampled group, with T running between
July 26th, 2015 to August 28, 2015.
• User SetU: It consists of all the members belonging to the sampled groups
as well as their one-hop neighbors, as of August 28, 2015. Note that we
further remove users in the list of MSU or MIU from the user set.
• Invitation Records I: It consists of tuples (u, v,C,T ) where user u success-
fully invites v to join group C at timestamp T during our data collection
period.
• Friendship Records F : It consists of all the tuples (u, v,T ) where u and
v (u, v ∈ U) become friends with each other at time T . The friend rela-
tionships in WeChat are undirected, and we have both (u, v,T ) ∈ F and
(v, u,T ) ∈ F .
Table 4.1: Summary of data set.
Category Type Number
Group
Total 474,726
Min group size 3
Max group size 500
User Total 245,352,140
Invitation Total 2,013,351
Friendship Total 624,529,005
4.4 Group Lifecycle Dichotomy
One question that we brought up previously is how social messaging groups
grow and evolve over time — their lifecycles and their structural dynamics. As
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a high-level characteristic, social messaging groups can have a relatively shorter
lifespan — ranging from several hours to months — as opposed to those online
groups seen in social networking sites such as Reddit [31] and Facebook [146]
that can sustain up to years. In this section, we start with discussing the phe-
nomena of lifecycle dichotomy we observe from the group activity temporal
data. To do this, we define the lifespan of a social messaging group below.
Definition 1. Group Lifespan. We define it by the duration from the timestamp at
which a group is initialized, to the timestamp at which no group member sends chat
messages anymore.
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Figure 4.2: Group Lifecycle Dichotomy. Left: Histogram of group lifes-
pan (measured by day); Right: Cumulative distribution func-
tion (CDF) of group lifespan.
We begin by analyzing the distribution of lifespan among all the 474,726
group samples. Since we stop our data collection on the day of August 28, 2015,
the longest lifespan a group can have is 34 days during the period of our obser-
vation. Figure 4.2(a) and Figure 4.2(b) display the distribution and Cumulative
distribution function (CDF) of group lifespan respectively. A salient observa-
tion drawn from the result is that the histogram of group lifespan is dominated
by two peaks: one appears on the leftest (near a few hours) and another appears
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on the rightest side (near one month). This implies a strong dichotomy exists
among groups in terms of their lifecycle, and we accordingly make a conceptual
difference between two types of groups:
• Short-term groups: this type of groups emerge and die very quickly, and
usually have lifespan ranging from hours to a few days. For example,
Figure 4.2(b) shows that almost 40% of groups stop interaction within only
a week.
• Long-term groups: this type of groups can survive a much longer period
of time than short-term groups. Figure 4.2(b) shows that about 30% groups
fall into this category and can sustain longer than 30 days.
The phenomena of lifecycle dichotomy also leads us to the question of how
does the lifecycle and growth pattern of social messaging groups correlate with
the social functions it is serving? To address this, we manually examine 100 ran-
domly selected groups, among which 60 are long-term groups and 40 are short-
term groups, respectively. We categorize these groups according to their social
functions (the title of groups) by hand, and list the details in Table 4.2. Quite
interestingly, we find that most short-term groups are event-driven (e.g., travel
groups, meeting groups and dining groups), while long-term groups are more
relationship-driven (e.g., family groups, colleague groups and friend groups).
4.4.1 Group Structure Dynamics
In this subsection, we move on to study the underlying structural change of
messaging groups over time. We investigate several representative structural
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Figure 4.3: Group Structure Pattern. (a): An example of group friendship
networks. Group members and friend relationships are repre-
sented as nodes and dot lines, respectively. For this example,
we can see A, B and C are connected as a closed triad; A, C
and D are connected as an open triad. The edge density of this
group is 0.476. (b) (c): Horizontal axis is the normalized num-
ber of open/closed triads at the setting up of a WeChat group,
and vertical axis is the normalized number of open/closed one
month later. (c): Horizontal axis is the edge density at the set-
ting up of a WeChat group, and veritcal axis is the edge density
one month later.
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Table 4.2: Case study by group displayed name.
Category Long Short Example
Travel 0 8 Discuss on a short trip
Meeting 1 2 Schedule an official meeting
Event 4 13 Plan a wedding
Entertain 5 13 Dine together
Organization 9 0 Departments of company
Class 12 4 Course for GRE test
Friend 13 0 Childhood friend
Family 16 0 A family of three
features (e.g., open triad count, closed triad count and edge density), and quan-
titatively analyze the how these features evolve in a different pattern with re-
spect to the long-term and short-term groups, respectively.
Triad Count. The studies about transitivity in social networks [73] suggest
that the local structure in social networks can be expressed by the triad count. In
WeChat groups, we try to examine whether long-term and short-term groups
show different transitivity patterns. We take into account both the open triad
count and close triad count, based on the friendship networks structure of sam-
pled WeChat groups. To illustrate this, Figure 4.3(a) shows an example of a
small WeChat group friendship networks, in which nodes A, B and C form a
closed triad; nodes A, C and D is considered an open triad.
Edge Density. We also consider the feature of internal edge density of a group,
which is defined by the fraction of edges (friendships) within the group among
all the possible edges when the group is fully connected.
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To see how these structural features change over time, we take two snapshots
for the groups: one at the time when the groups are initialized (we choose ∼10
minutes in this study), another after one month being setting up. We consider
long-term and short-term groups separately in order to see the different patterns
of structural patterns between these two. We also remark here that although
short-term groups may stop messaging interactions at some point, members
within the groups are still likely to build friendship as long as they maintain the
group membership, and thus affect the underlying friendship network structure
for potentially longer period of time.
Figure 4.3(b), Figure 4.3(c) and Figure 4.3(d) show the results for feature dy-
namics of open triad count, close triad count and edge density, respectively.
Note that if the structure of groups are not changing at all, we would expect
to see a scatter plot centering around the diagonal line of y = x (with normal-
ization). From the visualization results, it is interesting to first observe the dif-
ferent evolution patterns exhibited between short-term groups and long-term
groups — the long-term ones show stronger dynamics in terms of the underly-
ing friendship structure features while most short-term groups are less likely to
develop friendship over time.
We infer such dichotomy in structure dynamics is related to the social roles
and functions for the social groups to be setup. For example, a colleague’s group
served for long-term communications is more likely to develop social connec-
tions between members, as opposed to a group setup for some specific social
event.
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4.4.2 Cascade Tree Pattern
Beside studying the friendship structure, we also discuss the group formation
processes, namely by investigating the group membership invitation cascading
tree structure. We start with defining the group cascade tree below.
Definition 2. Group Cascade Tree. A directed graph where each group member is a
node, and a directed edge from u to v is constructed if u (inviter) successfully invites v
(invitee) to the group. The tree is rooted at the user who initiated the group. Cycles are
impossible since inviters always join the group earlier than invitees.
(a) Example of long-term group (b) Example of short-term group
Figure 4.4: Example of WeChat group cascade tree for long-term group
and short-term group, respectively.
To show how long-term and short-term groups differ in terms of cascade
tree structure, Figure 4.4(a) and Figure 4.4(b) show the examples for two types
of WeChat group cascade tree. We find that long-term groups tend to exhibit
a deeper tree structre with more branchings; whereas many short-term group
cascade trees display an approximate star graph structure with most members
being the leaves of the root node. In order to quantify such difference, we con-
sider here four representative features concerning the structure of cascade trees.
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Figure 4.5: Cascade tree related feature distributions. (a): Distribution
over group size. Vertical axis is the fraction of groups with
size larger than |C|. (b): Distribution over subtree size. Ver-
tical axis is the fraction of non-singleton members in trees of
specific size. (c): Distribution over cascade depth. (d): Distri-
bution over Wiener index.
Cascade Size. We start our analysis on cascade tree by examining the total
number of nodes in the cascade tree, i.e., group size. Figure 4.5(a) shows the
normalized distribution of cascade tree size for both types of groups. We find
that long-term groups tend to have larger size (up to 500 by default) while the
size of short-term groups diminishes around 100. This is not very surprising
since long-term groups can be advantageous in gaining more members give a
longer timespan for growth.
Invitation as a Function of Cascade Depth. A natural way to measure the dif-
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ference in cascade tree between long-term groups and short-groups is to exam-
ine the distribution of cascade depth at which the invitation occur. We measure
the cascade depth for each of the invitation happens during our observation pe-
riod, which is defined by the number of steps from the root to the group member
in the cascade tree. Figure 4.5(c) shows the normalized distribution of cascade
depth among all the invitations in our dataset. We observe that more invitations
occurs far from the root in long-term groups than that in short-term groups. For
example, 10% of invitations in long-term groups occur at depth 3 or greater;
whereas for short-term groups, only less than 1% of invitations occur at depth 3
or greater.
Invitation as a Function of Subtree Size. Finally, we measure the difference
of cascade tree structure between long-term groups and short-term groups by
measuring the size of subtree for each node in the cascade tree. In Figure 4.5(b),
we show the distribution of the cascade subtree size for each node resides in
the cascade tree, aggregated among all the sampled groups. Again, we observe
substantial difference between long-term groups and short-term groups. For
example, 30% of nodes in the cascade tree of long-term groups have subtree
size greater than 10; whereas only 10% of nodes have subtree size greater than
10 in short-term groups.
Structural Virality. We also quantify cascade trees by measuring their struc-
tural virality as that used in [61]. Structural virality, also know as Wiener index,
is useful for disambiguating between shallow, broadcast-like diffusion and the
deep branching structures. Wiener index is defined by the average distance
between any two nodes in the cascade tree. For example, the cascade trees in
Figure 4.4(a) and Figure 4.4(b) have Wiener indexes of 3.99 and 1.83, respec-
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tively. In Figure 4.5(d), we show the distribution of Wiener index of cascade
trees for both long-term and short-term groups. We observe that more than 99%
of short-term groups have Wiener index smaller than 2, which implies that most
membership cascades happen in a broadcast fashion, settled mostly by the root
node.
4.4.3 Group Lifecycle Prediction
The strong dichotomy of group lifecycle and structure dynamics leads us to a
natural modeling and prediction questions – how separable are the long-term
and short-term groups by taking into account the structural, behavioral as well
as demographical features? Can we predict whether a social group will grow
and persist in the long run by analyzing the structural and behavioral patterns
exhibited by the group at its early stage? In this section, we address both issues
through analyzing the snapshots of millions of groups, combining a broad range
of features.
Separability Model
In this model, we consider the task of predicting whether a group is long-term or
short-term, from features including the underlying group network structure, the
membership cascade tree properties, and the demographics entropy of group
members. The full list of features can be found in Table 4.5, where we are only
using group-level ones for this task.
To train the separability model, we construct the training dataset by labeling
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groups with less than 5 days of lifespan as negative examples, and groups with
longer than 25 days of lifespan as positive examples. We represent each group as
a feature vector extracted one month after groups are built, and further train the
dataset using support vector machine (SVM) [54] with 10-fold cross validation.
Table 4.3: Feature contribution analysis on the separability of long-term
and short-term groups.(%)
Features used AUC Prec. Rec. F1
All Features 66.62 63.23 57.66 60.32
-Structure 64.75 59.36 62.83 61.04
-Cascade 65.36 64.49 47.67 54.82
-Demographics 65.24 57.35 65.71 61.25
Random Guess 50.00 50.00 50.00 50.00
+Structure 64.21 61.98 42.51 50.43
+Cascade 61.23 57.35 65.71 61.25
+Demographics 62.77 63.18 41.41 50.03
The prediction results are shown in Table 4.3. We find that highest classifica-
tion accuracy (66.62% AUC) can be obtained with full set of features. We further
investigated how each set of features (i.e., structure, cascade and demographics)
affects the training performance by considering only one at a time. And we find
that the set of structural features by itself can yield high accuracy, which again
confirms that strong distinctions exist between short-term and long-term group
structures.
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Early Prediction of Group Lifecycle
Given the strong separability between the long-term and short-term groups, we
pose a fundamental question of how well can we predict if a group can grow
and persist in the long run, from the features exhibited in its early age?
Table 4.4: Group lifecycle early prediction performance results(%). We
train the classifier using all the group-level features.
Features used AUC Prec. Rec. F1
1 hour 57.95 54.16 56.80 55.45
1 day 65.08 61.92 53.38 57.34
5 days 65.46 62.52 54.11 58.01
10 days 65.57 62.48 56.81 59.51
20 days 65.76 62.78 56.56 59.51
1 month 66.62 63.23 57.66 60.32
The way we implement the early prediction model is largely similar to the
separability model previously except for the subtle difference that group fea-
tures (see group-level features in Table 4.5) are extracted at earlier timestamps.
Specifically, for each group in our training set, we take multiple snapshots at
the age of 1 hour, 1 day, 5 days, 10 days, 20 days and 1 month, and calculate
the feature vector accordingly. We repeat similar procedure to train the dataset
with respect to features extracted at various timestamp, and compare the train-
ing performance. Table 4.4 shows the prediction performance results at different
stages. We find that features extracted one day after the groups being set up can
yield AUC accuracy as high as 65.08%, which is almost as good as the prediction
accuracy of 66.62% when adopting features at timestamp of 1 month.
The results of early prediction model reassure that the likelihood for social
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messaging group to grow in the future can be well inferred from its very early
age (e.g., 1 day). Such predictability is in contrast to previous study on predict-
ing the longevity of online social communities [86] which requires features at
the age of months for making short-term prediction and years for making long-
term prediction. And again this is partly due to the different nature of social
messaging groups and online communities in terms of the lifecycle.
4.5 Membership Cascade Process
Now we have modeled the growth and evolution of social messaging groups
from a group-level perspective. In this section, we approach the problem with
a focus on the individual-level and study the membership cascade process by
which group gain new members.
To start with, we introduce a group membership cascade model, as illus-
trated in Figure 4.6. The model captures two important roles: inviter — a group
member who sends invitation to friend(s), and invitee — the individual in the
inviters ego networks who gets invited to the group chat2. For instance, the big
dotted circle in Figure 4.6 encompasses all the current members within a group.
There are two essential steps behind each invitation: 1) a member in a group
become active (denoted by blue in Figure 4.6), and 2) the active member selects
his/her friends (denoted by red in Figure 4.6) into the group chat.
2On WeChat, instead of sending group invitation to any registered user, one can only invite
his/her current friends into the group chat.
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Figure 4.6: Graphical example of WeChat groups’ cascade process model.
At some timestamp T , some members in a group become active
(denoted by blue) and select their friends (denoted by red) to
the group chat.
4.5.1 Membership Cascade Pattern
Behavioral Pattern
To have a better understanding of membership cascade pattern, it is important
to first study group members’ behavioral pattern. For example, an interesting
question would be how often do people invite their friends into the group chat
once they become a group member? This can also be phrased as how often do
membership cascade happen in social messaging groups? In this subsection,
we provide some empirical findings concerning members’ invitation behavior
pattern measured by the concepts of invitation interval and first invitation latency
defined below.
Definition 3. Invitation Interval is defined as the time interval between any two
consecutive invitations from a group member. Additionally, First Invitation Latency
is defined as the interval between the timestamp at which a user joins a group (invited
by some existing member) and the timestamp when he/she, for the first time, invites
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Figure 4.7: Dynamic pattern of invitations. Left: Cumulative distribution
function (CDF) of first invitation latency (measured by day);
Right: Cumulative distribution function (CDF) of invitation
interval (measured by day). The invitations in WeChat group
display a highly time-sensitive pattern.
another friend to the same group.
Intuitively, investigating the action of a group member’s first invitation is
useful since it signifies how well has he/she been adapting to the current group,
and how strong the sense of relevance he/she has with respect to the current
group.
To address above questions, we obtain the distribution of invitation interval
and first invitation latency, aggregating over each member in each group. Fig-
ure 4.7(a) and Figure 4.7(b) show the CDF curve of first invitation latency and
invitation interval, respectively. We observe the invitations in WeChat groups
are highly time-sensitive. On the one hand, when one is invited to a group,
he/she tends to start invite other people soon. For example, about 80% of the
first invitations happen within 5 days after the inviter joining the group. On the
other hand, we find that members suffer from a longer latency in sending their
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first invitations than the invitation interval in general. For example, more than
80% of consecutive invitations happen within 2 days of interval.
The Influence of Local Structure
In this subsection, we probe into the local structure of group and investigate
how the membership cascade process is influenced by the structural features.
Specifically, we study how the probability for a user u being invited by his/her
friend into a group is affected by the structure of ego networks of u.
Backstrom et al. Revisit. In the context of online social networks, Backstrom
et al. [17] introduced the probability that an individual adopts and joins a com-
munity with the number of friends already in the group.
As noted earlier, a significant difference in our setting of social messaging
group is that new group members are “passively invited” to the group rather
than “actively adopt” the group. To this end, we calculate P(k) — the fraction
of user who is invited to a community as a function of the number of k of their
friends who are already members, with slightly tweaking the definition in [17].
Specifically, we first take two snapshots of group membership, with 10 days
apart. We find tuples (u,C, k) where u < C at the time of the first snapshot and u
has k friends in C at that time. We then compute P(k) by looking at the fraction
of tuples (u,C, k) that u ∈ C at the time of the second snapshot.
The results for WeChat group (see Figure 4.8(b)) exhibit an interesting con-
trast to the curves of LiveJournal and DBLP groups shown in Backstrom, Hut-
tenlocher, Kleinberg and Lan [17]. Instead of observing an increasing trend of
the curve with respect to larger values of k, we find a qualitatively different
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shape where the adoption probability suffers from a slight decrease at moderate
values of k, and drastic fluctuations when k exceeds 40. We infer such difference
is caused by the mechanism inherent to WeChat, that when a group has more
than 40 users, inviting friends to join the group requires their confirmation. We
leave the detailed inspection on this for future investigation.
Furthermore, we also observe a strong evidence for the influence of struc-
tural locality. In particular when k is small, the fraction of invitee (invited to
the group) with 10 friends already in the group (k = 10) is twice as much as the
fraction of invitee with 5 friends in the group (k = 5).
Structural Diversity. The above analysis informs us that the number of friends
in the group can affect whether a user gets invited. Yet it is unclear how it
is affected by the local network structure. In this subsection, we study how
structural diversity of user u’s ego networks [176] affects the probability for u to
be invited by friends into a group.
For a given user u with k friends already in a group, we measure structural
diversity by counting the connected components in the networks formed by
these k friends. For example, as illustrated in Figure 4.8(a), user v has four
friends (A, B,C and D) already in a group. A, B,C and D form 3 connected com-
ponents, i.e., {A, B}, {C} and {D}. Figure 4.8(c) plots the curves of the probability
of being invited to a group with respect to the number of connected compo-
nents formed by friends already in group. We choose the parameter k (i.e., the
number of friends already in group) to be 2, 3, 4, 5, 6-10 and > 10, respectively.
Interestingly, we find that given a fixed k, the more closely these k friends are
connected, the more likely u will be invited to the group.
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Figure 4.8: Local structure pattern of invitations. (a): Illustration of a po-
tential invitee’s ego networks. Give a group C, blue nodes rep-
resent user v’s friends who have been in the group, while the
white nodes denote those users in v’s ego networks who did
not join the group. (b): The probability p of being invited to a
WeChat group as a function of the number of friends k already
in the group. Error bars represent 95% confidence interval. (c):
The effect of structure diversity. Structural diversity is repre-
sented by the number of connected components formed by the
friends already in the group. Horizontal axis is the number of
connected components formed by friends already in the group
and the vertical axis is the probability p of being invited to a
WeChat group.
4.5.2 Membership Cascade Prediction
Now we have seen how the membership cascade process can be affected by both
users’ behavioral pattern as well as the local structure surrounding a user. In
this subsection, we propose a prediction model by integrating a comprehensive
set of behavioral and structural features. This can be used in practice to make
effective inference on the membership cascade process. Specifically, given the
historical behavior of group members as well as the local social structure, can
we predict which members in the group are more likely to be active and invite
new users to the group chat and to whom will he/she send invitations to?
To address the issue, we separately model the inviter prediction and invitee
prediction problems.
114
Inviter Prediction. At some timestamp T , for a given group C and a specified
user u ∈ C, our learning task here is to predict whether u will become active and
invite friends to C during the time interval (T,T + ∆t].
Invitee Prediction. At some time T , for a given group C and a user u ∈
f ringe(C), our learning task here is to predict whether u (one-hop neighbor of
current members) will be invited to C during the time interval (T,T + ∆t].
For both prediction task, we construct each training example by randomly
selecting T from 10 minutes to 1 month, and fixing ∆t = 1 day. We also notice
that, on average, only 5.6% of group members have invitation action and fewer
than 1% among users in the fringe of groups are invited, causing the number
of positive examples and negative examples quite unbalanced. We thus down-
sample [105] the size of negative examples and maintain a positive/negative
ratio of 1:2 in our training set.
Table 4.7: Performance of inviter/invitee prediction and inviter/invitee-
level feature contribution analysis (%).
Task Features used AUC Prec. Rec. F1
Inviter
All 95.31 85.95 88.39 87.15
-History Behavior 91.52 82.07 84.31 83.17
-Local Structure 93.22 84.50 87.04 85.75
Invitee
All 98.66 54.55 93.47 68.89
-Demographics 98.05 45.76 94.68 61.70
-Local Structure 89.29 11.85 76.53 20.52
We incorporate both group-level and inviter-level features seen in Table 4.5
and Table 4.6 for training the inviter model; and use instead the group-level
and invitee-level features for invitee model. We further train the dataset using
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support vector machine (SVM) [54] with 10-fold cross validation. The predic-
tion performance results are shown in Table 4.7. We see that our model is quite
effective, with AUC of 95.31% in predicting inviter, and an AUC of 98.66% in
predicting invitee. We further investigated how each set of features affects the
training performance by considering only one at a time. Quite interestingly,
we find that historical behavioral features can be important factors in the task
of predicting inviter; while local structural features are the dominant ones in
predicting invitee. The information of demographics exert little affect on the
performance of predicting invitee, which implies that our model can be gener-
alizable without requiring user-specific attributes.
4.6 Conclusion
Summary. In this paper, we studied the formation and evolution of chat groups
in the context of social messaging — their lifecycles, the change in their underly-
ing structures over time, and the diffusion processes by which they develop new
members. We use a large collection of anonymized data from WeChat group
messaging platform, providing analysis on dynamics of millions of groups by
keeping track of their emergence, growth and demise over time. We discov-
ered a strong dichotomy of groups existed in terms of their lifecycle, and de-
fined two types of groups accordingly: long-term and short-term groups. First,
we developed an effective separability model by taking into account a broad
range of group-level features, showing that long-term and short-term groups
are inherently distinct. We also found that the lifecycle of messaging groups
is largely dependent on their social roles and functionalities in users’ daily so-
cial experiences and specific purposes. Specifically, event-driven groups in gen-
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eral have a shorter lifespan as apposed to those friendship groups serving for
frequent catching-up purpose. Given the strong separability between the long-
term and short-term groups, we further addressed the problem of early predic-
tion in group longevity, and demonstrated that strong prediction results can be
obtained even with a group’s history up to one day.
In addition to modeling the growth and evolution from a group-level per-
spective, we also investigated the individual-level attributes of group members
and study the diffusion process by which groups gain new members. We devel-
oped a membership cascade process model in which we consider users histori-
cal engagement behavior as well as the local social network structure that users
embedded in. We demonstrated the effectiveness by achieving AUC of 95.31%
in the inviter prediction model using all features, and an AUC of 98.66% in the
invitee prediction model.
Future Research. Ours findings raise many important open questions that
would be interesting to take into account in future research. First, our design
of membership cascade model can be used in practice for group member rec-
ommendation, and may be potentially integrated into current WeChat platform.
This can further motivate research on conducting online experiments and inves-
tigating whether users are likely to adopt the group member recommendations,
and under what circumstances. Such studies will also lead to design of better
group chat platforms and engage users more effectively in the long run.
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Part II
Machine Vision for Understanding
Visual Contents on the Web
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CHAPTER 5
VISUALIZING AND UNDERSTANDING DEEP NEURAL NETWORKS
This section is written in collaboration with Jason Yosinski, Jeff Clune and John
Hopcroft. The work was published in Proceedings of the 4th International Conference
on Learning Representation in 2016, and Journal in Machine Learning Research.
5.1 Introduction
Many recent studies have focused on understanding deep neural networks from
both a theoretical perspective [16, 137, 133, 147, 63] and from an empirical per-
spective [52, 51, 174, 160, 197, 140, 194, 126, 195, 198]. In this paper we continue
this trajectory toward attaining a deeper understanding of neural net training by
proposing a new approach. We begin by noting that modern deep neural net-
works (DNNs) exhibit an interesting phenomenon: networks trained starting
at different random initializations frequently converge to solutions with sim-
ilar performance (see [43] and Section 5.2 below). Such similar performance
by different networks raises the question of to what extent the learned internal
representations differ: Do the networks learn radically different sets of features
that happen to perform similarly, or do they exhibit convergent learning, mean-
ing that their learned feature representations are largely the same? This paper
makes a first attempt at asking and answering these questions. Any improved
understanding of what neural networks learn should improve our ability to de-
sign better architectures, learning algorithms, and hyperparameters, ultimately
enabling more capable models. For instance, distributed data-parallel neural
network training is more complicated than distributed data-parallel training of
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convex models because periodic direct averaging of model parameters is not
an effective strategy: perhaps solving a neuron correspondence problem before
averaging would mitigate the need for constant synchronization. As another
example, if networks converge to diverse solutions, then perhaps additional
performance improvements are possible via training multiple models and then
using model compilation techniques to realize the resulting ensemble in a single
model.
In this paper, we investigate the similarities and differences between the
representations learned by neural networks with the same architecture trained
from different random initializations. We employ an architecture derived from
AlexNet [100] and train multiple networks on the ImageNet dataset [46] (details
in Section 5.2). We then compare the representations learned across different
networks. We demonstrate the effectiveness of this method by both visually
and quantitatively showing that the features learned by some neuron clusters
in one network can be quite similar to those learned by neuron clusters in an in-
dependently trained neural network. Our specific contributions are asking and
shedding light on the following questions:
1. By defining a measure of similarity between units1 in different neural net-
works, can we come up with a permutation for the units of one network
to bring it into a one-to-one alignment with the units of another network
trained on the same task? Is this matching or alignment close, because fea-
tures learned by one network are learned nearly identically somewhere on
the same layer of the second network, or is the approach ill-fated, because
the representations of each network are unique? (Answer: a core repre-
1Note that we use the words “filters”, “channels”, “neurons”, and “units” interchangeably
to mean channels for a convolutional layer or individual units in a fully connected layer.
120
sentation is shared, but some rare features are learned in one network but
not another; see Section 5.3).
2. Are the above one-to-one alignment results robust with respect to different
measures of neuron similarity? (Answer: yes, under both linear correla-
tion and estimated mutual information metrics; see Section 5.3.2).
3. To the extent that an accurate one-to-one neuron alignment is not possi-
ble, is it simply because one network’s representation space is a rotated
version2 of another’s? If so, can we find and characterize these rotations?
(Answers: by learning a sparse weight LASSO model to predict one repre-
sentation from only a few units of the other, we can see that the transform
from one space to the other can be possibly decoupled into transforms
between small subspaces; see Section 5.4).
4. Can we further cluster groups of neurons from one network with a similar
group from another network? (Answer: yes. To approximately match
clusters, we adopt a spectral clustering algorithm that enables many-to-
many mappings to be found between networks. See Section A.3).
5. For two neurons detecting similar patterns, are the activation statistics
similar as well? (Answer: mostly, but with some differences; see Sec-
tion A.4).
5.2 Experimental Setup
All networks in this study follow the basic architecture laid out by [100], with
parameters learned in five convolutional layers (conv1 – conv5) followed by
2Or, more generally, a space that is an affine transformation of the first network’s represen-
tation space.
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three fully connected layers (fc6 – fc8). The structure is modified slightly in
two ways. First, [100] employed limited connectivity between certain pairs of
layers to enable splitting the model across two GPUs.3 Here we remove this
artificial group structure and allow all channels on each layer to connect to all
channels on the preceding layer, as we wish to study only the group structure,
if any, that arises naturally, not that which is created by architectural choices.
Second, we place the local response normalization layers after the pooling lay-
ers following the defaults released with the Caffe framework, which does not
significantly impact performance [82]. Networks are trained using Caffe on the
ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 2012 dataset [46].
Further details and the complete code necessary to reproduce these experiments
is available at https://github.com/yixuanli/convergent_learning.
We trained four networks in the above manner using four different random
initializations. We refer to these as Net1, Net2, Net3, and Net4. The four net-
works perform very similarly on the validation set, achieving top-1 accuracies
of 58.65%, 58.73%, 58.79%, and 58.84%, which are similar to the top-1 perfor-
mance of 59.3% reported in the original study [100].
We then aggregate certain statistics of the activations within the networks.
Given a network Netn trained in this manner, the scalar random variable X(n)l,i
denotes the series of activation values produced over the entire ILSVRC valida-
tion dataset by unit i on layer l ∈ {conv1, conv2, conv3, conv4, conv5, fc6, fc7}.4 We
3In [100] the conv2, conv4, and conv5 layers were only connected to half of the preceding
layer’s channels.
4 For the fully connected layers, the random variable X(n)l,i has one specific value for each
input image; for the convolutional layers, the value of X(n)l,i takes on different values at each
spatial position. In other words, to sample an X(n)l,i for an FC layer, we pick a random image from
the validation set; to sample X(n)l,i for a conv layer, we sample a random image and a random
position within the conv layer.
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collect the following statistics by aggregating over the validation set (and in the
case of convolutional layers also over spatial positions):
Mean: µ(n)l,i = E[X
(n)
l,i ]
Standard deviation: σ(n)l,i =
√
(E[(X(n)l,i − µ(n)l,i )2])
Within-net correlation: c(n)l,i, j = E[(X
(n)
l,i − µ(n)l,i )(X(n)l, j − µ(n)l, j )]/σ(n)l,i σ(n)l, j
Between-net correlation: c(n,m)l,i, j = E[(X
(n)
l,i − µ(n)l,i )(X(m)l, j − µ(m)l, j )]/σ(n)l,i σ(m)l, j
Intuitively, we compute the mean and standard deviation of the activation
of each unit in the network over the validation set. For convolutional layers,
we compute the mean and standard deviation of each channel. The mean and
standard deviation for a given network and layer is a vector with length equal to
the number of channels (for convolutional layers) or units (for fully connected
layers).5 The within-net correlation values for each layer can be considered as a
symmetric square matrix with side length equal to the number of units in that
layer (e.g. a 96 × 96 matrix for conv1 as in Figure 5.1a,b). For a pair of networks,
the between-net correlation values also form a square matrix, which in this case
is not symmetric (Figure 5.1c,d).
We use these correlation values as a way of measuring how related the acti-
vations of one unit are to another unit, either within the network or between net-
works. We use correlation to measure similarity because it is independent of the
scale of the activations of units. Within-net correlation quantifies the similarity
between two neurons in the same network; whereas the between-net correlation
matrix quantifies the similarity of two neurons from different neural networks.
5 For reference, the number of channels for conv1 to fc8 is given by: S =
{96, 256, 384, 384, 256, 4096, 4096, 1000}. The corresponding size of the correlation matrix in each
layer is: {s2 | ∀s ∈ S}. Furthermore, the spatial extents of each channel in each convolutional
layer is given by: {conv1 : 55× 55, conv2 : 27× 27, conv3 : 13× 13, conv4 : 13× 13, conv5 : 13× 13}
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c(Net2)conv1within-net c
(Net1,Net2)
conv1between-net
natural (unaligned) order permuted (aligned) order
c(Net1)conv1
(a) (b) (c) (d)
Figure 5.1: Correlation matrices for the conv1 layer, displayed as images
with minimum value at black and maximum at white. (a,b)
Within-net correlation matrices for Net1 and Net2, respectively.
(c) Between-net correlation for Net1 vs. Net2. (d) Between-
net correlation for Net1 vs. a version of Net2 that has been
permuted to approximate Net1’s feature order. The partially
white diagonal of this final matrix shows the extent to which
the alignment is successful; see Figure 5.3 for a plot of the val-
ues along this diagonal and further discussion.
Note that the units compared are always on the same layer on the network; we
do not compare units between different layers. In the Supplementary Informa-
tion (see Figure A.1), we plot the activation values for several example high
correlation and low correlation pairs of units from conv1 and conv2 layers; the
simplicity of the distribution of values suggests that the correlation measure-
ment is an adequate indicator of the similarity between two neurons. To further
confirm this suspicion, we also tested with a full estimate of the mutual infor-
mation between units and found it to yield similar results to correlation (see
Section 5.3.2).
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5.3 One-to-One Alignment Between Features Learned by Dif-
ferent Neural Networks
We would like to investigate the similarities and differences between multiple
training runs of same network architecture. Due to symmetries in the architec-
ture and weight initialization procedures, for any given parameter vector that
is found, one could create many equivalent solutions simply by permuting the
unit orders within a layer (and permuting the outgoing weights accordingly).
Thus, as a first step toward analyzing the similarities and differences between
different networks, we ask the following question: if we allow ourselves to per-
mute the units of one network, to what extent can we bring it into alignment
with another? To do so requires finding equivalent or nearly-equivalent units
across networks, and for this task we adopt the magnitude independent mea-
sures of correlation and mutual information. We primarily give results with
the simpler, computationally faster correlation measure (Section 5.3.1), but then
confirm the mutual information measure provides qualitatively similar results
(Section 5.3.2).
5.3.1 Alignment via Correlation
As discussed in Section 5.2, we compute within-net and between-net unit corre-
lations. Figure 5.1 shows the within-net correlation values computed between
units on a network and other units on the same network (panels a,b) as well
as the between-net correlations between two different networks (panel c). We
find matching units between a pair of networks — here Net1 and Net2 — in
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two ways. In the first approach, for each unit in Net1, we find the unit in Net2
with maximum correlation to it, which is the max along each row of Figure 5.1c.
This type of assignment is known as a bipartite semi-matching in graph theory
[111], and we adopt the same nomenclature here. This procedure can result
in multiple units of Net1 being paired with the same unit in Net2. Figure 5.2
shows the eight highest correlation matched features and eight lowest correla-
tion matched features using the semi-matching approach (corresponding to the
leftmost eight and rightmost eight points in Figure 5.3). To visualize the func-
tionality each unit, we plot the image patch from the validation set that causes
the highest activation for that unit. For all the layers shown, the most corre-
lated filters (on the left) reveal that there are nearly perfect counterparts in each
network, whereas the low-correlation filters (on the right) reveal that there are
many features learned by one network that are unique and thus have no corol-
lary in the other network.
An alternative approach is to find the one-to-one assignment between units
in Net1 and Net2 without replacement, such that every unit in each network is
paired with a unique unit in the other network. This more common approach is
known as bipartite matching.6 A matching that maximizes the sum of the cho-
sen correlation values may be found efficiently via the Hopcroft-Karp algorithm
[? ] after turning the between-net correlation matrix into a weighted bipartite
graph. Figure 5.1c shows an example between-net correlation matrix; the max
weighted matching can be thought of as a path through the matrix such that
each row and each column are selected exactly once, and the sum of elements
along the path is maximized. Once such a path is found, we can permute the
6Note that the semi-matching is “row-wise greedy” and will always have equal or better sum
of correlation than the matching, which maximizes the same objective but must also satisfy global
constraints.
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Figure 5.2: With assignments chosen by semi-matching, the eight best
(highest correlation, left) and eight worst (lowest correlation,
right) matched features between Net1 and Net2 for the conv1 –
conv3 layers. For all layers visualized, (1) the most correlated
filters are near perfect matches, showing that many similar fea-
tures are learned by independently trained neural networks,
and (2) the least correlated features show that many features
are learned by one network and are not learned by the other
network, at least not by a single neuron in the other network.
The results for the conv4 and conv5 layers can be found in the
Supplementary Material (see Figure A.2).
units of Net2 to bring it into the best possible alignment with Net1, so that the
first channel of Net2 approximately matches (has high correlation with) the first
channel of Net1, the second channels of each also approximately match, and so
on. The correlation matrix of Net1 with the permuted version of Net2 is shown
in Figure 5.1d. Whereas the diagonal of the self correlation matrices are exactly
one, the diagonal of the permuted between-net correlation matrix contains val-
ues that are generally less than one. Note that the diagonal of the permuted
between-net correlation matrix is bright (close to white) in many places, which
shows that for many units in Net1 it is possible to find a unique, highly corre-
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lated unit in Net2.
Figure 5.3 shows a comparison of assignments produced by the semi-
matching and matching methods for the conv1 layer (Figure A.3 shows re-
sults for other layers). Insights into the differing representations learned can
be gained from both assignment methods. The first conclusion is that for most
units, particularly those with the higher semi-matching and matching correla-
tions (Figure 5.3, left), the semi-matching and matching assignments coincide,
revealing that for many units a one-to-one assignment is possible. Both methods
reveal that the average correlation for one-to-one alignments varies from layer
to layer (Figure 5.4), with the highest matches in the conv1 and conv5 layers,
but worse matches in between. This pattern implies that the path from a rel-
atively matchable conv1 representation to conv5 representation passes through
an intermediate middle region where matching is more difficult, suggesting that
what is learned by different networks on conv1 and conv2 is more convergent
than conv3, conv4 and conv5. This result may be related to previously observed
greater complexity in the intermediate layers as measured through the lens of
optimization difficulty [194].
Next, we can see that where the semi-matching and matching differ, the
matching is often much worse.One hypothesis for why this occurs is that the
two networks learn different numbers of units to span certain subspaces. For
example, Net1 might learn a representation that uses six filters to span a sub-
space of human faces, but Net2 learns to span the same subspace with five fil-
ters. With unique matching, five out of the six filters from Net1 may be matched
to their nearest counterpart in Net2, but the sixth Net1 unit will be left without
a counterpart and will end up paired with an almost unrelated filter.
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Finally, with reference to Figure 5.3 (but similarly observable in Figure A.3
for other layers), another salient observation is that the correlation of the semi-
matching falls significantly from the best-matched unit (correlations near 1) to
the lowest-matched (correlations near 0.3). This indicates that some filters in
Net1 can be paired up with filters in Net2 with high correlation, but other fil-
ters in Net1 and Net2 are network-specific and have no high-correlation pairing
in the alternate network, implying that those filters are rare and not always
learned. This holds across the conv1 – conv5 layers.
5.3.2 Alignment via Mutual Information
Because correlation is a relatively simple mathematical metric that may miss
some forms of statistical dependence, we also performed one-to-one alignments
of neurons by measuring the mutual information between them. Mutual informa-
tion measures how much knowledge one gains about one variable by knowing
the value of another. Formally, the mutual information of the two random vari-
ables X(n)l,i and X
(m)
l, j representing the activation of the i-th neuron in Netn and the
j-th neuron in Netm, is defined as:
I
(
X(n)l,i ; X
(m)
l, j
)
=
∑
a∈X(n)l,i
∑
b∈X(m)l, j
p(a, b) log
( p(a, b)
p(a)p(b)
)
,
where p(a, b) is the joint probability distribution of X(n)l,i and X
(m)
l, j , and p(a) and
p(b) are their marginal probability distributions, respectively. The within-net
mutual information matrix and between-net mutual information matrix have
the same shapes as their equivalent correlation matrices.
We apply the same matching technique described in Section 5.3.1 to the
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between-net mutual information matrix,7 and compare the highest and low-
est mutual information matches (Figure A.4) to those obtained via correlation
(Figure 5.2). The results are qualitatively the same. For example, seven out of
eight best matched pairs in the conv1 layer stay the same. These results suggest
that correlation is an adequate measurement of the similarity between two neu-
rons, and that switching to a mutual information metric would not qualitatively
change the correlation-based conclusions presented above.
5.4 Relaxing the One-to-One Constraint to Find Sparse, Few-
to-One Mappings
The preceding section showed that, while some neurons have a one-to-one
match in another network, for other neurons no one-to-one match exists (with
correlation above some modest threshold). For example, 17% of conv1 neurons
inNet1 have no match inNet2with a correlation above 0.5 (Figure 5.3); this num-
ber rises to 37% for conv2, 63% for conv3, and 92% for conv4, before dropping to
75% for conv5 (see Figure A.3).
These numbers indicate that, particularly for intermediate layers, a simple
one-to-one mapping is not a sufficient model to predict the activations of some
neurons in one network given the activations of neurons in another network
(even with the same architecture trained on the same task). That result could ei-
ther be because the representations are unique (i.e. not convergent), or because
7The mutual information between each pair of neurons is estimated using 1D and 2D his-
tograms of paired activation values over 60,000 random activation samples. We discretize the
activation value distribution into percentile bins along each dimension, each of which captures
5% of the marginal distribution mass. We also add a special bin with range (− inf, 10−6] in order
to capture the significant mass around 0.
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the best possible one-to-one mapping is insufficient to tell the complete story
of how one representation is related to another. We can think of a one-to-one
mapping as a model that predicts activations in the second network by multi-
plying the activations of the first by a permutation matrix — a square matrix
constrained such that each row and each column contain a single one and the
rest zeros. Can we do better if we learn a model without this constraint?
We can relax this one-to-one constraint to various degrees by learning a map-
ping layer with an L1 penalty (known as a LASSO model, [175]), where stronger
penalties will lead to sparser (more few-to-one or one-to-one) mappings. This
sparsity pressure can be varied from quite strong (encouraging a mostly one-to-
one mapping) all the way to zero, which encourages the learned linear model to
be dense. More specifically, to predict one layer’s representation from another,
we learn a single mapping layer from one to the other (similar to the “stitching
layer” in [117]). In the case of convolutional layers, this mapping layer is a con-
volutional layer with 1 × 1 kernel size and number of output channels equal to
the number of input channels. The mapping layer’s parameters can be consid-
ered as a square weight matrix with side length equal to the number of units
in the layer; the layer learns to predict any unit in one network via a linear
weighted sum of any number of units in the other. The model and resulting
square weight matrices are shown in Figure 5.5. This layer is then trained to
minimize the sum of squared prediction errors plus an L1 penalty, the strength
of which is varied.8
8Both representations (input and target) are taken after the relu is applied. Before training,
each channel is normalized to have mean zero and standard deviation 1/
√
N, where N is the
number of dimensions of the representation at that layer (e.g. N = 55 · 55 · 96 = 290400 for
conv1). This normalization has two effects. First, the channels in a layer are all given equal
importance, without which the channels with large activation values (see Figure A.9) dominate
the cost and are predicted well at the expense of less active channels, a solution which provides
little information about the less active channels. Second, the representation at any layer for a
single image becomes approximately unit length, making the initial cost about the same on all
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Mapping layers are trained for layers conv1 – conv5. The average squared
prediction errors for each are shown in Table 5.1 for a variety of L1 penalty
weights (i.e. different decay values). For the conv1 and conv2 layers, the predic-
tion errors do not rise with the imposition of a sparsity penalty until a penalty
greater than 10−3. A sparsity penalty as high as 10−3 results in mapping layer
models that are nearly as accurate as their dense counterparts, but that contain
mostly zero weights. Additional experiments for conv1 revealed that a penalty
multiplier of 10−2.6 provides a good trade-off between sparsity and accuracy,
resulting in a model with sparse prediction loss 0.235, and an average of 4.7
units used to predict each unit in the target network (i.e. an average of 4.7
significantly non-zero weights). For conv2 the 10−3 multiplier worked well, pro-
ducing a model with an average of 2.5 non-zero connections per predicted unit.
The mapping layers for higher layers (conv3 – conv5) showed poor performance
even without regularization, for reasons we do not yet fully understand, so fur-
ther results on those layers are not included here. Future investigation with
different hyperparameters or different architectures (e.g. multiple hidden lay-
ers) could train more powerful predictive models for these layers.
The one-to-one results of Section 5.3 considered in combination with these
results on sparse prediction shed light on the open, long-standing debate about
the extent to which learned representations are local vs. distributed : The units
that match well one-to-one suggest the presence of a local code, where each
of these dimensions is important enough, independent enough, or privileged
enough in some other way to be relearned by different networks. Units that do
not match well one-to-one, but are predicted well by a sparse model, suggest
layers and allowing the same learning rate and SGD momentum hyperparameters to be used
for all layers. It also makes the effect of specific L1 multipliers approximately commensurate
and allows for rough comparison of prediction performance between layers, because the scale
is constant.
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Figure 5.5: A visualization of the network-to-network sparse “mapping
layers” (green squares). The layers are trained independently
of each other and with an L1 weight penalty to encourage
sparse weights.
the presence, along those dimensions, of slightly distributed codes.
The results could have been otherwise: if all units could accurately be
matched one-to-one, we would suspect a local code across the whole layer. On
the other hand, if making predictions from one network to another required
a dense affine transformation, then we would interpret the code as fully dis-
tributed, with each unit serving only as a basis vector used to span a large di-
mensional subspace, whose only requirement was to have large projection onto
the subspace (to be useful) and small projection onto other basis vectors (to be
orthogonal). The story that actually emerges is that the first two layers use a
mix of a local and a slightly distributed code.
Figure 5.6 shows a visualization of the learned weight matrix for conv1,
along with a permuted weight matrix that aligns units from Net2 with the Net1
units that most predict them. We also show two example units in Net2 and,
for each, the only three units in Net1 that are needed to predict their activation
values.
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These sparse prediction results suggest that small groups of units in each
network span similar subspaces, but we have not yet identified or visualized
the particular subspaces that are spanned. Below we present one approach to
do so by using the sparse prediction matrix directly, and in the Supplementary
Section A.3 we discuss a related approach using spectral clustering.
For a layer with s channels we begin by creating a 2s × 2s block matrix B by
concatenating the blocks [I, W; WT , I] where I is the s×s identity matrix andW is
the learned weight matrix. Then we use Hierarchical Agglomerative Clustering
(HAC), as implemented in Scikit-learn [148] to recursively cluster individual
units into clusters, and those clusters into larger clusters, until all have been
joined into one cluster. The HAC algorithm as adapted to this application works
in the following way: (1) For all pairs of units, we find the biggest off-diagonal
value in B, i.e. the largest prediction weight; (2) We pair those two units together
into a cluster and consider it as a single entity for the remainder of the algorithm;
(3) We start again from step 2 using the same process (still looking for the biggest
value), but whenever we need to compare unit ↔ cluster or cluster ↔ cluster,
we use the average unit↔ unit weight over all cross-cluster pairs;(4) Eventually
the process terminates when there is a single cluster.9
The resulting clustering can be interpreted as a tree with units as leaves,
clusters as intermediate nodes, and the single final cluster as the root node. In
Figure 5.7 we plot the Bmatrix with rows and columns permuted together in the
order leaves are encountered when traversing the tree, and intermediate nodes
are overlaid as lines joining their subordinate units or clusters. For clarity, we
color the diagonal pixels (which all have value one) with green or red if the
associated unit came from Net1 or Net2, respectively.
9For example, in the conv1 layer with 96 channels, this happens after 96 · 2 − 1 = 191 steps.
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Plotted in this way, structure is readily visible: Most parents of leaf clus-
ters (the smallest merges shown as two blue lines of length two covering a
2 × 2 region) contain one unit from Net1 and one from Net2. These units can be
considered most predictive of each other.10 Slightly higher level clusters show
small subspaces, comprised of multiple units from each network, where multi-
ple units from one network are useful for predicting activations from the other
network (see the example zoomed regions on the right side of Figure 5.7).
The HAC method employs greedy merges, which could in some cases be
suboptimal. In the Supplementary Section A.3 we explore a related method
that is less greedy, but operates on the denser correlation matrix instead. Future
work investigating or developing other methods for analyzing the structure of
the sparse prediction matrices may shed further light on the shared, learned
subspaces of independently trained networks.
5.5 Conclusions
We have demonstrated a method for quantifying the feature similarity between
different, independently trained deep neural networks. We show how insights
may be gain by approximately aligning different neural networks on a feature or
subspace level by blending three approaches: a bipartite matching that makes
one-to-one assignments between neurons, a sparse prediction and clustering
approach that finds one-to-many mappings, and a spectral clustering approach
that finds many-to-many mappings. Our main findings include:
10Note that the upper right corner of B is W = W1→2, the matrix predicting Net1 → Net2,
and the lower left is just the transpose WT1→2. The corners could instead be W1→2 and W2→1,
respectively.
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Figure 5.6: (left) The learned mapping layer from Net1 to Net2 for the
conv1 layer. (right) Two example units (bottom) in Net2 —
which correspond to the same colored rows in the left weight
matrix — together with, for each, the only three units in Net1
that are needed to predict their activation. To fully visualize the
functionality each unit, we plot the top 9 image patches from
the validation set that causes the highest activation for that unit
(“maxim”), as well as its corresponding “deconv” visualization
introduced by [197]. We also show the actual weight associated
with each unit in Net1 in the sparse prediction matrix.
1. Some features are learned reliably in multiple networks, yet other features
are not consistently learned.
2. Units learn to span low-dimensional subspaces and, while these subspaces
are common to multiple networks, the specific basis vectors learned are
not.
3. The representation codes are a mix between a local (single unit) code and
slightly, but not fully, distributed codes across multiple units.
4. The average activation values of neurons vary considerably within a net-
work, yet the mean activation values across different networks converge
to an almost identical distribution.
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Figure 5.7: The results of the Hierarchical Agglomerative Clustering
(HAC) algorithm described in Section 5.4 on the conv1 layer.
Left: The B matrix permuted by the tree-traversal order of leaf
nodes. Pixels on the diagonal are leaf nodes and represent orig-
inal units of either network (green for Net1 and red for Net2).
The brighter the gray pixel is, the larger the weight is in the
matrix. See text for a complete interpretation. Right: Two
zoomed in regions of the diagonal, showing two different four-
dimensional subspaces spanned by four units in each network.
The top 9 and bottom 9 images correspond to the maxim and
deconv visualizations, respectively. Best viewed digitally with
zoom.
5.6 Future Work
The findings in this paper open up new future research directions, for example:
(1) Model compression. How would removing low-correlation, rare filters af-
fect performance? (2) Optimizing ensemble formation. The results show some
features (and subspaces) are shared between independently trained DNNs, and
some are not. This suggests testing how feature correlation among different
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DNNs in an ensemble affects ensemble performance. For example, the “shared
cores” of multiple networks could be deduplicated, but the unique features in
the tails of their feature sets could be kept. (3) Similarly, one could (a) post-hoc
assemble ensembles with greater diversity, or even (b) directly encourage en-
semble feature diversity during training. (4) Certain visualization techniques,
e.g., deconv [197], DeepVis [195], have revealed neurons with multiple func-
tions (e.g. detectors that fire for wheels and faces). The proposed matching
methods could reveal more about why these arise. Are these units consistently
learned because they are helpful or are they just noisy, imperfect features found
in local optima? (5) Model combination: can multiple models be combined by
concatenating their features, deleting those with high overlap, and then fine-
tuning? (6) Apply the analysis to networks with different architectures — for
example, networks with different numbers of layers or different layer sizes —
or networks trained on different subsets of the training data. (7) Study the cor-
relations of features in the same network, but across training iterations, which
could show whether some features are trained early and not changed much
later, versus perhaps others being changed in the later stages of fine-tuning. This
could lead to complementary insights on learning dynamics to those reported
by [52]. (8) Study whether particular regularization or optimization strategies
(e.g., dropout, ordered dropout, path SGD, etc.) increase or decrease the con-
vergent properties of the representations to facilitate different goals (more con-
vergent would be better for data-parallel training, and less convergent would
be better for ensemble formation and compilation).
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Figure 5.3: Correlations between paired conv1 units inNet1 andNet2. Pair-
ings are made via semi-matching (light green), which allows
the same unit in Net2 to be matched with multiple units inNet1,
or matching (dark green), which forces a unique Net2 neuron
to be paired with each Net1 neuron. Units are sorted by their
semi-matching values. See text for discussion.
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Figure 5.4: Average correlations between paired conv1 units in Net1 and
Net2. Both semi-matching (light green) and matching (dark
green) methods suggest that features learned in different net-
works are most convergent on conv1 and least convergent on
conv4.
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Sparse Prediction Loss (after 4,500 iterations)
decay 0 decay 10−5 decay 10−4 decay 10−3 decay 10−2 decay 10−1
conv1 0.170 0.169 0.162 0.172 0.484 0.517
conv2 0.372 0.368 0.337 0.392 0.518 0.514
conv3 0.434 0.427 0.383 0.462 0.497 0.496
conv4 0.478 0.470 0.423 0.477 0.489 0.488
conv5 0.484 0.478 0.439 0.436 0.478 0.477
Table 5.1: Average prediction error for mapping layers with varying L1
penalties (i.e. decay terms). Larger decay parameters enforce
stronger sparsity in the learned weight matrix. Notably, on
conv1 and conv2, the prediction errors do not rise much com-
pared to the dense (decay = 0) case with the imposition of a spar-
sity penalty until after an L1 penalty weight of over 10−3 is used.
This region of roughly constant performance despite increasing
sparsity pressure is shown in bold. That such extreme sparsity
does not hurt performance implies that each neuron in one net-
work can be predicted by only one or a few neurons in another
network. For the conv3, conv4, and conv5 layers, the overall er-
ror is higher, so it is difficult to draw any strong conclusions
regarding those layers. The high errors could be because of the
uniqueness of the learned representations, or the optimization
could be learning a suboptimal mapping layer for other reasons.
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CHAPTER 6
TRAINING NEURAL NETWORKS ENSEMBLES THROUGH COMMON
SUBSPACE
This section is written in collaboration with Shuang Li, Matt Kusner, Karthik
Sridharan, Kilian Weinberger and John Hopcroft.
6.1 Introduction
Averaging classifiers is an effective method to reduce model variance by approx-
imating the expected classifier. Ensemble methods [28, 34, 67, 103, 199] leverage
this fact to obtain improved generalization performance [97]. For example, the
Random Forests [28] algorithm elevates the modest CART [29] algorithm to one
of the most competitive classifiers within machine learning. Here, slightly mod-
ified CART trees are bagged [28], where each tree is trained on a different subset
of the data (drawn uniformly with replacement) and splits are randomized. The
additional randomization of the decision trees leads to high variance classifiers.
This is advantageous as the ensemble size can be very large (in practice often ex-
ceeding 10,000 CART trees) due to the extremely efficient ID3 algorithm [150].
The large number of classifiers ensures that even in the presence of high vari-
ance the ensemble average approaches the expected model (which would have
zero model variance).
In the wake of deep learning, ensembling is just as important as it has ever
been. Nowadays most high profile competitions (e.g. Imagenet [47] or Kaggle1)
1www.kaggle.com
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are won by ensembles of deep learning architectures. As neural networks are
often initialized with random weights, there appears to be a sufficient amount
of natural variation that allows all networks to be trained on the entire data set.
Training deep networks is computationally expensive and can last for days
or even weeks even on high performance hardware with GPU acceleration.
Training ensembles of them increases the cost linearly and quickly becomes pro-
hibitive for most researchers without access to industrial scale computational
resources. Although the training of deep net ensembles can be trivially par-
allelized, few have access to sufficient GPU servers that can be deployed in
parallel for long durations. As a result, ensembles of deep nets are typically
small—averaging only a hand-full of classifiers. Consequently, the ensemble
average still has high variance and does not approach the expected model.
In this paper we propose Subspace Ensemble Networks (SEN), a method that
improves the generalization performance of small deep network ensembles.
SEN trades off the variance of individual deep networks for increased model
bias (along a carefully chosen direction). A key component to the success of
deep learning is that neural networks automatically learn their own feature rep-
resentation of the data. Similar to the standard ensemble approach of reducing
the variance of the output by averaging the predictions, we also reduce the vari-
ance of the internal representation by aligning the learned features.
Neural networks that are trained on the same data set but with different
initializations will learn partially correlated feature representations [122]. We
reinforce this trend by decomposing the feature representation of the final layer
into two components: (a) the common low-dimensional subspaces that are
aligned across all ensemble members; and (b) the corresponding null spaces—
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orthogonal to the subspaces—learn features specific to each particular neural
network.
The aligned subspace distills the commonality between the individual net-
works’ features and improves their respective feature quality but biases them
towards the same representation. The null spaces allows each individual net-
work to learn features that are unique to itself and make different generalization
mistakes. The decomposition of representation space is therefore a natural way
to trade-off the bias and variance of the ensemble members.
We evaluate SEN on six benchmark data sets and demonstrate that it yields
significant performance gains over standard ensembles. In particular, it reduces
the required ensemble sizes drastically. In 5 out of 6 data sets SEN with only 2
classifiers significantly outperforms ensembles of 20 deep nets.
6.2 Related Work and Preliminary
We first briefly review deep networks and our interpretation of them as general-
ized feature extractors. We then discuss model ensembling and the special case
in which each model is a deep neural network. Throughout, we shall use lower
case letters for scalars and functions, bold lower case for vectors, and upper case
letters for matrices.
Deep Networks. We assume that we are provided with a labeled training set
of n samples {(x1, y1), . . . , (xn, yn)} ∼ Pn(x, y), where xi ∈ Rd are the input fea-
tures and yi ∈ ∆k are the corresponding classification labels2. Deep networks
2∆k denotes the k−1 dimensional simplex of class probabilities.
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[68, 157, 22] take an initial feature representation x and learn a nested sequence
of representations that are designed to be more effective for classification. In
general, we can view these approaches as generalized feature extractors that
given an x, produce high-level features h = Net(x) ∈ Rp, when passed through
the deep network Net(·). We jointly learn a linear classifier W ∈ Rp×k to predict
the class probability of each input. Specifically, we compute the linear classi-
fication z = W>h and apply the softmax function σ(z) = ez∑k
j=1 e
z j to estimate the
corresponding class probability vector y. We train our classifier W to minimize
the cross-entropy loss `(·, ·) : ∆k × ∆k → R+ between the true label (one-hot)
distribution y and our estimated distribution σ(z):
`(y, σ(z)) = −
k∑
j=1
y j logσ(z) j.
Ensemble Methods. In general an ensemble [28, 34, 48, 103, 199] is a collection
of machine learning models that are averaged to improve their overall general-
ization performance by reducing the variance of the model space. The intuition
is that because different models will tend to make different mistakes, by aver-
aging the predictions of many models we can ‘average over’ these mistakes and
thus improve classification [67]. This technique has notably been applied very
successfully in Random Forests [28], which turn simple decision tree models
into a highly-competitive classifier.
In this paper we will consider an ensemble of M neural networks, represented
by M feature extractors Net1, . . . , NetM. While it is possible to ensemble neu-
ral networks with different architectures, for simplicity, we assume that the M
networks have the same architecture and further we denote the dimensionality
of the last layer by D. Throughout this paper we shall use the shorthand nota-
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tion hαi to denote the vector Netα(xi). It will be understood that h
i
α refers to the
αth network applied to the ith sample. Figure 6.1 illustrates the architecture of a
standard ensemble of (two) deep networks.
Structural Learning Our approach falls into a general category of structural
learning. More closely related to our approach is the work by Ando and Zhang
et al. [12, 13], who proposed the learning paradigm that allows for discovering
a common predictive subspace shared by multiple linear models. This stream of
research has demonstrated its success in semi-supervised learning [13], multi-
task learning [142] and multi-label classification [81]. Blitzer et al. [26, 25] intro-
duced a variant approach, structural correspondence learning (SCL) for domain
adaptation. SCL enables learning a shared low-dimensional linear subspace
from both the unlabeled source and target data. [24, 87] related structural learn-
ing and SCL to canonical correlation analysis (CCA) [75], a statistical method for
discovering correlating basis vectors of two multivariate random variables. Our
approach advances previous studies on structural learning by considering the
setting in deep networks instead of linear models, and allows discovering the
common low-dimensional predictive structure in the inner working of neural
representations.
Neural Representation Alignment There is a growing body of work that in-
vestigates the representation alignment in multiple neural networks, which are
either trained on the same task [122] or multi-modal data. Li et al. [122] found
that features learned in multiple independently trained convolutional neural
networks (CNNs) tend to span similar low-dimensional subspaces, although the
basis vectors can be rotated in the subspaces. Ngiam et al. [139] described an au-
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Figure 6.1: The paradigm of conventional ensemble neural networks.
Models (here Net1 and Net2) are independently trained. The
ensemble makes prediction by averaging over the individual
models.
toencoder that learned audio-video representations through a shared bottleneck
layer. Frome et al. [57] and Karpathy et al. [89, 88, 164] introduced models that
learned to map images and words to a common semantic embedding. The suc-
cess of visual-semantic alignment has shed light on important computer vision
tasks such as visual question answering [14, 128] and image captioning [55, 189].
6.3 Subspace Ensemble Networks
E[ ]
 ¯
 µ
Standard Ensemble Subspace Ensemble
 1
 2
 3
 1
 2
 3
Figure 6.2: Illustration of SEN.
In general, we will not be able to ensemble
more than 3 or 5 deep networks due to the
massive computational cost of days or even
weeks required to train a single network. In
this section we describe an efficient technique
to create an accurately biased small deep net-
work ensemble, that in many cases outperforms much larger network ensem-
bles.
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Figure 6.2 illustrates the high level intuition behind our subspace ensemble
method. In a standard ensemble (left plot), classifiers σ1, . . . , σM are drawn from
a distribution around the expected classifier σµ = E[σ].
The ensemble approximates this expected classifier because σ¯ → σµ as
M → ∞. If the classifier variance is high and the ensemble size M is small,
this approximation will be poor. We therefore propose to sample low variance
classifiers around a biased center σµ , E[σ] however at low variance (right plot).
We obtain the biased classifier σµ by enforcing a shared subspace across all net-
works. More precisely, the learned features hα is decomposed into two vectors
within orthogonal sub-spaces sα and s⊥α . The first of the two shares a classi-
fier V across all neural networks which all ensemble members to be close to a
common “center classifier” σµ. The latter has classifier weights unique to each
neural network and ensures a controlled amount of variance across the ensem-
ble members. To facilitate this decomposition, we add an additional subspace
decomposition layer to each neural network, as illustrated in Figure 6.3. In the
following, we describe its individual components in detail.
Subspace Decomposition. We decompose the feature representation
learned by Netα into two orthogonal subspaces sα = Θhα and s⊥α = Θˆhα. The
two affine matrices are of dimensions Θα ∈ Rd×D and Θˆα ∈ R(D−d)×D and are
constrained to have (approximately) orthonormal rows, i.e. precisely ΘΘ> ≈ I
and ΘˆΘˆ> ≈ I. The two sub-spaces are forced to be approximately orthogonal,
i.e. Θ>Θˆ ≈ 0. Essentially, we divide the feature space into two different com-
ponents. The first will be used for a shared, the second for a network specific
classifier.
Subspace Classifiers. We define the first component of the feature repre-
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Figure 6.3: The Subspace Ensemble Network (SEN). The final hidden layer
of each network is decomposed into two types of activations: 1.
an aligned activation set s1, s2 and 2. a set of orthogonal activa-
tions s⊥1 , s
⊥
2 . The aligned activations capture generalized infor-
mation about the classification task and the orthogonal activa-
tions explain the variance of the model class. The final output
of each network is the softmax σ(·) over a weighted combina-
tion of the aligned and orthogonal activations.
sentation, sα, as the shared space and the second component, s>α , as the network
specific space. For the shared space s, we learn a shared weight matrix V ∈ Rd×k
which produces predictions VΘαhα. Each row of V is a linear classifier for one of
the k classes, applied and averaged over the d dimensions of the shared space.
As these linear classifiers are shared across the ensemble members, the feature
representation becomes aligned such that the transformed data points siα lie on
the “right side” of the hyper-planes. In practice, the fully connected layer lead-
ing to the softmax can have hundreds or even thousands of dimensions, result-
ing in high-dimensional representation space. The dimensionality of the sub-
space d can be much smaller than the original feature dimensionality D. The
shared subspace distills the most valuable predictive structure across the en-
semble networks. It further increases the similarity across the networks and
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benefits the classifier V , which is effectively trained on a much larger set of data
points (M × n) and therefore generalizes better to unseen test data.
Network Specific Null Space. In order for the ensemble compilation to
work, it is important to allow classifiers to make independent mistakes (which
is averaged out). It is therefore important to also have a feature representation
and classifier weights that are unique to the individual model. We facilitate this
requirement by maintaining a second, network specific weight matrix Uα for the
null space s>α . The weight matrix Uα ∈ R(D−d)×k is trained to produce a prediction,
UαΘˆαhα.
Loss Function. The softmax layer takes the weighted sum between the linear
subspace predictor VΘαhα, and the null space predictor UαΘˆαhα, as the input.
We define the matrix
Wα = λVΘα + (1 − λ)UαΘˆα.
and obtain the final weighted classifier, WTα hα, where we use λ ∈ [0, 1] to control
the weighting between the shared subspace and the null space. The param-
eter λ controls the inherent tradeoff between the variance reduction (through
the shared subspace), and model independences (through the null spaces). The
extreme case when λ = 1 means that the predictors are completely relying on
the common subspace features, whereas with λ = 0 the commonality across the
ensemble members is removed and all networks become unrelated. The final
training objective becomes
Objective(V,U1:M,Θ1:M, Θˆ1:M,Net1:M) =
1
nM
M∑
α=1
n∑
i=1
`(yi, σ(WTα h
i
α)). (6.1)
with a slight abuse of notation, where hiα is to mean Netα(xi). The objective
(6.1) is minimized with respect to all weights of the neural network, including
matrices V and U1, . . . ,UM.
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6.3.1 Soft Orthonormality Constraint
In practice, training deep neural networks while ensuring the orthonormality
of {Θα, Θˆα}α=1..M is hard since it requires the costly computation of singular value
decomposition (SVD), especially considering the dimensionality of hα can be of
thousands in real networks and the entire training can take up to hundreds of
thousands iterations. We use a soft penalty for constraining the orthonormal-
ity introduced in [112], and integrate the optimization of {Θα, Θˆα}α=1..M into the
learning objective as a whole. Specifically, the soft orthonormality constraint for
any projection matrix Θ is given by
min‖ΘΘT − I‖2F .
Furthermore, for any individual network j, the orthonormality between the sub-
space and null space can be achieved similarly through the soft constraint of
min‖ΘαΘˆTα‖2F ,
so that each component in Θˆα is orthogonal to Θα. The entire regularizer can
then be formatted as a sum of orthonormality constraint on each individual
network, with additional penalty on the model complexity.
Regularizer. The regularizer becomes
R(Θ1:M, Θˆ1:M,U1:M,V) =
γ
M
M∑
α=1
(
‖ΘαΘTα − I‖2F︸          ︷︷          ︸
Orthonormality
+ ‖ΘαΘˆTα‖2F + ‖ΘˆαΘˆTα − I‖2F︸                          ︷︷                          ︸
Null space constraint
)
(6.2)
+
1
M
M∑
α=1
Ω(Θα, Θˆα,Uα,V),
where Ω(·) is a standard weight-decay regularization term on the weight pa-
rameters in order for controlling the model complexity; and γ the coefficient
regulating the orthonormality.
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The entire set of projection matrices can be optimized directly through any
non-convex optimization algorithm (e.g., stochastic gradient descent) used in
deep architectures. This advances previous work studying the structural learn-
ing under the setting of linear models [13, 12, 26] which uses an alternating
structural optimization (ASO) procedure (i.e., performing the learning objective
optimization and SVD computation in an alternating fashion).
Training Objective. Our final training objective can be formulated as the
sum of Objective and regularizer
arg min
V,U1:M ,Θ1:M ,Θˆ1:M ,Net1:M
Objective(V,U1:M,Θ1:M, Θˆ1:M,Net1:M) + R(Θ1:M, Θˆ1:M,U1:M,V)
(6.3)
6.4 Experiments
Our method is implemented in Tensorflow [53]. The Python code for repro-
ducing all the following experiments is available at https://github.com/
yixuanli/sen. We first demonstrate the technique for classification with fully
connected networks (FCNs). We visualize our method ‘under-the-hood’, show-
ing that each network truly learns an aligned common subspace, while learning
a network-specific null space. We then demonstrate the effectiveness of our
technique for classification. Finally, we show that our technique applies just as
well to convolutional neural networks (CNNs).
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6.4.1 Fully Connected Neural Networks
Network Configuration and Optimization. We begin by describing the con-
figuration of our network and our optimization scheme. We train two fully
connected networks Net1 and Net2 using our method. Each individual network
consists of three hidden layers of 1, 000 rectified linear units, followed by a soft-
max output layer. The aligned subspaces s1, s2 have dimensionality d = 64 and
are placed after the last hidden layer as described in the previous section and
Figure 6.3. We train all models for 100 epochs (where an epoch is one pass over
the training set) using mini-batch stochastic gradient descent with mini-batch
size 100 and dropout probability 0.2. We use an initial learning rate 0.05 and
drop after every 10 epochs with a decay rate 0.9. We fix the imitation parameter
to λ=0.7, and the orthonormality regularization coefficient to γ=200.
Visualizing the Aligned Subspace. To show that the subspace representa-
tions s1, s2 are indeed aligned among networks Net1 and Net2 as the optimiza-
tion proceeds, we visualize each subspace using t-Stochastic Neighbor Embed-
ding (t-SNE) [177]. Figure 6.4 (a)-(c) shows the t-SNE embeddings the represen-
tations s1, s2 computed on the MNIST dataset after different numbers of training
epochs. Each point corresponds to one validation input, each color signifies a
certain network, and each cluster corresponds to one of the 10 digit classes in
MNIST.
At the beginning of training, in each network, the subspace representations
s1, s2 cluster by classes in different ways, seemingly learning distinct represen-
tations. After 10 epochs the representations of each network begin to overlap
and after 100 epochs the two representations are well-aligned.
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Figure 6.4: (a) - (c) t-SNE [177] visualization of the subspace represen-
tations s1, s2 of two neural networks on the MNIST vali-
dation dataset. (c) & (d): The MMD measured between
the aligned representations s1, s2 and the null representations
s⊥1 , s
⊥
2 , learned in Net1 and Net2.
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To quantify how well the subspace representations align during training, we
make use of a kernelized test-statistic that describes how much two distribu-
tions overlap, called the Maximum Mean Discrepancy (MMD) [66]. The MMD
distance is 0 when two distributions are identical to each other. We compute an
empirical estimate of the MMD between the aligned and null subspace repre-
sentations of each network, over the entire training set {s1,i, s⊥1,i}ni=1 and {s2,i, s⊥2,i}ni=1,
for different training epochs. Figure 6.4 (c) shows the MMD between the aligned
subspace representations s1, s2. We note that the MMD approaches 0 as training
continues, indicating the the two representations become nearly identical. Fig-
ure 6.4 (d) shows the MMD between the null subspaces s⊥1 , s
⊥
2 . As we suspect,
the MMD continually increases throughout training, indicating that each net-
work learns its own representation.
Ensemble Training Performance. Figure 6.5 shows a comparison of our tech-
nique Subspace Ensemble Networks(SEN) against traditional ensembling of
neural networks. We evaluate our fully approach on five datasets which are
modifications of the classic digit recognition dataset MNIST: ROT, the MNIST
dataset in which digits are rotated arbitrarily, BG-IMG & BG-RAND superim-
pose various backgrounds on the digit images, and BG-IMG-ROT which per-
forms includes background addition and digit rotation. Each variation set has
12, 000 training and 50, 000 testing examples. For each dataset we show the per-
formance of the standard ensemble and SEN over different ensemble sizes. On
MNIST we note that the standard ensemble (in green) reaches the lowest error
1.46% when using as many as 20 networks, whereas our approach (in blue) can
yield test error of 1.44% with only 2-network ensemble. When training ensemble
of only 2 networks with shared subspace, our approach can consistently outper-
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form the standard ensemble approach with 20 networks.
Figure 6.6 (a) shows example of the validation curves during the first 4 train-
ing epochs of individually-trained Net1 (in gray), and Net1 with SEN (in blue,
jointly trained with Net2). We initialize both networks identically prior to train-
ing. When Net1 is trained with a shared subspace, we observe a significantly
faster convergence speed and also a higher final test accuracy.
6.4.2 Convolutional Neural Networks
We further demonstrate the compatibility of our method with modern convolu-
tional neural networks. Many state-of-the-art architectures such as VGG [161],
AlexNet [101] often consist of alternating convolutions and nonlinearities.
These layers are followed by fully connected (FC) layers leading into a soft-
max classifier. Our subspace ensemble approach can be used directly after the
high-dimensional FC layers in almost any deep architecture.
Network Configuration. We adopt the generic VGG architecture [161] with
3 × 3 kernels and train on the full CIFAR-10 dataset [98] with data augmenta-
tion. The images are cropped to size 24×24, with horizontal flipping and scaling.
The model architecture and parameter setting can be found in the supplemen-
tary material (see Table 1). We train the model using standard gradient descent
with a learning rate of 0.001 which exponentially decays every 50 epochs, we
also fix a momentum to 0.9. We perform dropout after each pooling and fully
connected layer, with a rate of 0.2. As is now common-practice batch normaliza-
tion [78] is also used before each non-linearity. The standalone model achieves
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an average test error of 7.97 ± 0.17% after 300 epochs, which matches roughly
the performance reported in previous literature using the same architecture3.
Optimization. To evaluate the effectiveness of our approach, we train two
VGG networks with sharing subspace of dimensionality d=256 on the last fully
connected layer. We set the orthonormality regularization coefficient γ = 100
and λ=0.2. As shown in Figure 6.5 (f) our method yields an average test error of
7.10 ± 0.16% with ensemble of 2 networks, is statistically identical to the perfor-
mance of standard ensemble of 5 networks (6.98 ± 0.15%), while slightly worse
than the 20 ensemble network4.
Training Time. When training two networks using our method on a single
GeForce GTX TITAN X with a batch size of 128, it takes anywhere from 0.3 to
0.6 seconds to process each mini-batch. The computation overhead caused by
the subspace sharing is almost negligible compared to the entire forward and
backward process. The training of both networks can be further parallelized for
the remaining layers, which can reduce the computation time to nearly the same
as individual deep networks.
Finally, we show the relative test error reduction averaged across all the six
datasets in Figure 6.6 (b). With ensemble of 2 networks, our SEN approach can
reduce the test error by 13.55% on average, whereas standard ensemble reduces
by only 7.69% on average with 20 networks.
3http://torch.ch/blog/2015/07/30/cifar.html
4We suspect this is due to the parameters of subspace dimensionality d and weight coefficient
λ are chosen suboptimally.
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6.4.3 Sensitivity Analysis on λ and d
As λ controls the importance of shared predictive structure among classifiers,
we further evaluate how the performance changes with respect to different λ.
We train SEN with two networks on MNIST with increasing λ from 0 to 1. Fig-
ure 6.7 (a) displays the test error and variances with respect to λ. A salient
observation is that our method can consistently outperform the standard en-
semble with the same number of networks, invariant to the choice of λ. When
comparing against standard ensemble of 20 networks, λ between 0.8 and 0.9 can
yield good performance with low variance and error. We perform similar exper-
iment for investigating the effect the subspace dimensionality d (see Figure 6.7
(b)). We fix λ to be 0.7 and choose a set of exponentially increasing number of
d = {4, 8, 16, 32, 64, 128, 256}. We find the performance degrades when d becomes
too large.
6.4.4 Bias-Variance Analysis of Ensemble Member Perfor-
mance
We empirically validate the bias-variance hypothesis illustrated in Figure 6.2.
To show that SEN can effectively bias the ensemble members toward a common
classifier with reduced variance, we report in Table 6.1 (left column) for each
dataset the average test error of 10 independently trained networks. We then
randomly pair these networks into ensemble of 2 networks and train each of
the 5 pairs with subspace sharing, and compute the test error averaged across
all the 10 networks individually (see Table 6.1, right column). When trained
with subspace sharing, the average performance of each individual networks is
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largely improved compared to that of independent training.
Dataset Standard SEN
MNIST 1.58 ± 0.04% 1.50 ± 0.04%
BG-RAND 16.47 ± 0.40% 14.62 ± 0.24%
BG-IMG 19.19 ± 0.16% 18.24 ± 0.11%
ROT 12.54 ± 0.11% 11.69 ± 0.10%
BG-IMG-ROT 48.34 ± 0.23% 46.62 ± 0.21%
CIFAR-10 7.97 ± 0.17% 7.72 ± 0.15%
Table 6.1: Individual network test error (%) on six benchmark datasets.
6.5 Discussion and Future Work
We have introduced a novel learning paradigm, Subspace Ensemble Networks
(SEN), for improving the generalization performance of small deep network
ensembles. SEN provides a framework to trade-off the variance of individ-
ual deep networks through decomposition the internal representation into two
components: (1) a shared representation subspace, that can be aligned across
an ensemble, (2) a null space orthogonal to the shared subspace, that can learn
network-specific features and make unique contribution to the ensemble com-
pilation. SEN achieves better ensemble performance with drastic reductions in
number of models. In 5 out of 6 data sets SEN with only 2 classifiers signifi-
cantly outperforms conventional ensembles of 20 deep nets. When trained with
subspace sharing, the average performance of each individual networks is also
largely improved. SEN is compatible with almost any state-of-the-art neural
architectures, and can be easily used as a plug-in to existing networks.
Our findings open up new future research directions, for example, (1)
Domain-adaptation: our model can be extended to train multiple networks on
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different datasets in the related domain. Similar approach can be used for dis-
tilling the common feature subspace between the source domain and target do-
main. (2) Multi-task learning: our method allows training different tasks while
discovering the common predictive structure among them.
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Figure 6.5: Comparison of ensemble test error (%) between our method
(blue) and standard ensemble (green) on different benchmark
datasets. We vary the number of networks from 1 to 20 in stan-
dard ensemble, and compare against our approach with en-
semble of either 2 or 5 networks. The variances of the test er-
rors are indicated by the shaded regions.
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Figure 6.6: (a) Comparison of convergence speed at the beginning of train-
ing on MNIST dataset. Gray: the validation curve when trained
on MNIST standalone. Blue: the validation curve when trained
on two neural networks with SEN. The subspace has dimen-
sionality of 64. The curves shown here are both with the same
weight initialization. (b) Comparison of the relative test error
reduction averaged across all the six datasets.
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Figure 6.7: Sensitivity analysis on the subspace weight parameter λ and
subspace dimensionality d respectively. The average test error
and variance is shown for each parameter setting.
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CHAPTER 7
EFFICIENT TRAINING OF DEEP NEURAL NETWORK ENSEMBLES
This section is written in collaboration with Gao Huang, Geoff Pleiss, Zhuang Liu,
John Hopcroft and Kilian Weinberger. The work has been published in the 5th
International Conference on Learning Representation in 2017.
7.1 Introduction
Stochastic Gradient Descent (SGD) [27] and its accelerated variants [92, 50] have
become the de-facto approaches for optimizing deep neural networks. The pop-
ularity of SGD is typically attributed to its ability to avoid and even escape spu-
rious saddle-points and local minima [44]. Although this ability is generally
considered positive, in this paper we argue that there may in fact be some value
to these local minima and that simply leaving them on the way-side may be
outright wasteful.
Although deep networks typically never converge to a global minimum,
there is a notion of “good” and “bad” local minima in terms of generalization.
[91] argue that a local minimum generalizes well if it has a flat basin. SGD
can avoid sharper spurious local minima because its gradients are computed
from small mini-batches and are therefore inexact [91]. If the learning-rate is
sufficiently large, there will be enough intrinsic random motion across gradient
steps that the optimizer will not be trapped in any of the sharper local minima
along its optimization path. If however the learning rate is sufficiently small,
then the model will converge into the closest local minimum. These two very
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different behaviors of SGD are typically exploited in different phases of the op-
timization [69]. Initially the learning rate is kept high to move into the general
vicinity of a flat local minimum. Once this search has reached a stage in which
the optimization makes no more progress, the learning-rate is dropped (once or
twice), which triggers a descent and ultimately a convergence into the final local
minimum.
It is well established [90] that the number of possible local minima grows
exponentially with the number of parameters—of which modern neural net-
works can have millions. It is therefore not surprising that two identical ar-
chitectures optimized from different initializations or even just with a different
order of minibatches will converge to different solutions. Although different
local minima often lead to very similar error rates, the corresponding neural
networks tend to make very different mistakes. This diversity can be exploited
through ensembling, in which multiple neural networks are trained from dif-
ferent initializations and then combined with majority voting or averaging [34].
Ensembling often leads to drastic reductions in error rates. In fact, most high
profile competitions, e.g. Imagenet [47] or Kaggle1, are won by ensembles of
deep learning architectures. Despite its obvious advantages, the use of ensem-
bling for deep networks is not nearly as wide-spread as for other algorithms.
One likely reason for this lack of adaptation may be the additional training cost
incurred by ensembling. Training deep networks is computationally expensive
and can last for weeks, even on high performance hardware with GPU accelera-
tion. As the training cost for ensembles increases linearly, ensembles can quickly
becomes uneconomical for most researchers without access to industrial scale
computational resources.
1www.kaggle.com
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Figure 7.1: Left: Illustration of SGD optimization with a typical learning
rate schedule. The model converges to a minimum at the end of
training. Right: Illustration of Snapshot Ensembling optimiza-
tion. The model undergoes several learning rate annealing cy-
cles, converging to and escaping from multiple local minima.
We take a snapshot at each minimum for test time ensembling.
In this paper we propose a method to achieve the seemingly contradictory
goal to obtain an ensemble of multiple neural networks without incurring any ad-
ditional training costs. Our approach leverages the non-convex nature of neural
networks and the ability of SGD to converge into and escape from local minima
on demand. Most importantly, it is compellingly simple and straight-forward to
implement. Instead of training M neural networks independently from scratch,
we let SGD converge M times into local minima along its optimization path.
Each time the model converges we save the weights and add the corresponding
network to our ensemble. We then restart the optimization with a large learn-
ing rate to escape the current local minimum and continue the optimization.
To achieve this cyclic learning, we adopt the aggressive cosine annealing proce-
dure suggested by [125], which lowers the learning rate continuously following
a cosine function. Because our final ensemble consists of snapshots of the op-
timization path, we refer to our approach as Snapshot Ensembling. Figure 7.1
presents a high-level overview of this method.
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In contrast to traditional ensembles, the training time for the entire ensemble
is identical to the time required to train a single traditional model. During testing
time, one can evaluate and average the last (and therefore most accurate) m
out of M models. Our approach is naturally compatible with other methods
to improve the accuracy, such as data augmentation, stochastic depth [77], or
batch normalization [79]. In fact, Snapshot Ensemble can even be ensembled,
if for example parallel resources are available during training. In this case, an
ensemble of K Snapshot Ensembles yields K ×M models at K times the training
cost.
We evaluate the efficacy of Snapshot Ensemble on three popular state-of-
the-art deep learning architectures for object recognition: ResNet [1], Wide-
ResNet [196], and DenseNet [76]. We show across four different data sets that
Snapshot Ensemble almost always leads to substantial reductions in error rates
at the same training costs. For example, on Cifar-10 and Cifar-100 it obtains
error rates of 3.44% and 17.41% respectively.
7.2 Related Work
Neural networks ensembles have been widely studied and applied in machine
learning [67, 103]. However, most existing works focuses on improving the gen-
eralization performance, while few of them address the cost of training ensem-
bles.
As an alternative to traditional ensembles, so-called “implicit” ensembles
have high efficiency during both training and testing [167, 178, 77, 162, 104]. The
Dropout [167] technique creates an ensemble out of a single model by “drop-
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ping” — or zeroing — random sets of hidden nodes during each mini-batch.
At test time, no nodes are dropped, and each node is scaled by the probability
of surviving during training. [167] claim that Dropout reduces overfitting by
preventing the co-adaptation of nodes. An alternative explanation is that this
mechanism creates an exponential number of networks with shared weights
during training, which are then implicitly ensembled at test time. DropCon-
nect [178] uses a similar trick to create ensembles at test time by dropping
connections (weights) during training instead of nodes. The recently proposed
Stochastic Depth technique [77] randomly drops layers during training to cre-
ate an implicit ensemble of networks with varying depth at test time. Stochastic
Depth has a strong regularization effect and tends to outperform Dropout on
very deep networks [77]. Finally, Swapout [162] is a stochastic training method
that generalizes Dropout and Stochastic Depth. From the perspective of model
ensembling, it provides diversified network structures for model averaging.
Our proposed method similarly trains only a single model; however, the re-
sulting ensemble is explicit in that the models do not share weights. It is also be
used in conjunction with implicit ensembling techniques.
Several recent publications focus on reducing the test time cost of ensembles,
by transferring the “knowledge” of cumbersome ensembles into a single model
[30, 72]. [72] propose to use an ensemble of multiple networks as the target of
the single (smaller) network. In order to produce more informative guidance,
a high temperature is used to soften the probability distribution over classes.
Our proposed method is complementary to these works as we aim to reduce
the training cost of ensembles rather than the test time cost.
There are several recently proposed training mechanisms to improve the
166
power of explicit ensembles. [107] propose a temporal ensembling method
for semi-supervised learning, which achieves consensus among models trained
with different regularization and augmentation conditions. Recently, [131]
show that boosting can be applied to convolutional neural networks to create
strong ensembles.
Perhaps most similar to our work is that of [173] and [188], who have ex-
plored creating ensembles from slices of the learning trajectory. [188] introduce
the horizontal and vertical ensembling method, which combines the output of
networks within a range of training epochs. More recently, [80] and [158] show
the improvement by building an ensemble of the intermediate stages of model
training. Our work differs from these prior works in that we ensure our snap-
shots are taken after a model has reached a local minimum, rather than taking
snapshots before the model has converged. We believe this key insight allows
us to leverage more power from our ensembles.
Our work is inspired by recent work of [125] and [163], who show that cycli-
cal learning rates can be effective for training convolutional neural networks.
The authors show that each cycle produces models which are (almost) compet-
itive to those learned with traditional learning rate schedules in a fraction of
training iterations. Although the model performance temporarily suffers when
the learning rate cycle is restarted, the performance eventually surpasses that
of the previous cycle after annealing the learning rate. The authors suggest that
cycling perturbs the parameters of a converged model, which allows the model
to find a better local minimum. Our work builds upon these recent findings in
non-linear function optimization, but we are not concerned with speeding up or
improving the training of a single model but instead try to extract an ensemble
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of classifiers while following the optimization path of the final model.
7.3 Snapshot Ensembling
Snapshot Ensembling produces an ensemble of accurate and diverse models
from a single training process. At the heart of Snapshot Ensembling is an opti-
mization process which visits several local minima before converging to a final
solution. We take model snapshots at these various minima, and average soft-
max predictions from each of them at test time.
Ensembles work best if their individual members have low test error and
have little overlap in the set of examples they still misclassify. Almost all
weight assignments along the optimization path of a neural network do not
lead to low error models. In fact, it is commonly observed that the validation
error drops significantly only after the learning rate has been reduced at least
once, which is typically done after several hundred epochs. Our approach is
inspired by the observation that training neural networks for fewer epochs—
dropping the learning rate earlier—often increases the final error by only a small
amount [125]. This seems to suggest, that the local minima along the optimiza-
tion path are already starting to become promising in terms of generalization
error after only several epochs.
Cyclical Cosine Annealing. In our search for viable local minima we follow a
cyclic annealing schedule as proposed by (author?) [125]. We lower the learning
rate at a very fast pace, encouraging the model to converge towards its first local
minimum after as few as 50 epochs. The optimization is then continued at a
larger learning rate, perturbing the model to snap out of its local minimum and
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Figure 7.2: Training loss of 100-layer DenseNet on CIFAR10 when using
standard learning rate (blue) and M = 6 cosine annealing cycles
(red). The intermediate models, denoted by the dotted lines,
are ensembled together at the end of training.
the annealing cycle starts over. Formally, the learning rate α has the form:
α(t) = f
(
mod (t − 1, dT/Me)) , (7.1)
where t is the iteration number, T is the total number of training iterations, and
f is a monotonically decreasing function. In other words, we split the training
process into M cycles, each of which starts with a large learning rate value. Each
cycle then undergoes a full annealing process before raising the learning rate at
the beginning of the next cycle. The large learning rate α = f (0) in each stage
gives the model enough energy to escape from a critical point, and the small
learning rate α = f (T/M) will drive the model to a well behaved local minimum.
The learning rate function in (7.1) can be any monotonically decreasing function.
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We adopt the shifted cosine function proposed by [125]:
α(t) =
α0
2
(
cos
(
pimod(t − 1, dT/Me)
dT/Me
)
+ 1
)
, (7.2)
where α0 is the initial learning rate. Intuitively, this function anneals the learn-
ing rate from its initial value α0to f (T/M) = 0 over the course of a cycle. Fol-
lowing [125], we update the learning rate at each iteration rather than at every
epoch. This improves the convergence of short cycles, even when a large initial
learning rate is used .
Snapshot Ensembling. Figure 7.2 depicts the training process using cyclic
and traditional learning rate schedules. At the end of each training cycle, it is
apparent that the model reaches a local minimum with respect to training the
loss. Thus, before raising the learning rate, we take a “snapshot” of the model
weights (indicated as vertical dashed black lines). After training M cycles, we
have M model snapshots, f1 . . . fM, each of which will be used in the final ensem-
ble. It is important to highlight that the total training time of the M snapshots is
the same as training a model with a standard schedule (indicated in blue). It is
also fair to point out that the training loss under the standard schedule is even-
tually lower—however, as we will show in the next section, ensembling the M
models more than compensates for that.
Ensembling at test-time. At test time, we compute the ensemble prediction
by averaging the softmax outputs of the last m models. Let x be a test sample
and let fi (x) be the softmax score of snapshot i. The output of the ensemble
is a simple average of the last m models: fEnsemble = 1m
∑m−1
0 fM−i (x) . We always
ensemble the last m models because the generalization error of the models tends
to monotonically decrease.
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Method C10 C100 SVHN Tiny
ImageNet
ResNet-110
Single model 5.52 28.02 1.96 46.50
NoCycle Snapshot Ensemble 5.49 26.97 1.78 43.69
SingleCycle Ensembles 6.66 24.54 1.74 42.60
Snapshot Ensemble (α0 = 0.1) 5.73 25.55 1.63 40.54
Snapshot Ensemble (α0 = 0.2) 5.32 24.19 1.66 39.40
Wide-ResNet-32
Single model 5.43 23.55 1.90 39.63
Dropout 4.68 22.82 1.81 36.58
NoCycle Snapshot Ensemble 5.18 22.81 1.81 38.64
SingleCycle Ensembles 5.95 21.38 1.65 35.53
Snapshot Ensemble (α0 = 0.1) 4.41 21.26 1.64 35.45
Snapshot Ensemble (α0 = 0.2) 4.73 21.56 1.51 32.90
DenseNet-40
Single model 5.24∗ 24.42∗ 1.77 39.09
Dropout 6.08 25.79 1.79∗ 39.68
NoCycle Snapshot Ensemble 5.20 24.63 1.80 38.51
SingleCycle Ensembles 5.43 22.51 1.87 38.00
Snapshot Ensemble (α0 = 0.1) 4.99 23.34 1.64 37.25
Snapshot Ensemble (α0 = 0.2) 4.84 21.93 1.73 36.61
DenseNet-100
Single model 3.74∗ 19.25∗ - -
Dropout 3.65 18.77 - -
NoCycle Snapshot Ensemble 3.80 19.30 - -
SingleCycle Ensembles 4.52 18.38
Snapshot Ensemble (α0 = 0.1) 3.57 18.12 - -
Snapshot Ensemble (α0 = 0.2) 3.44 17.41 - -
Table 7.1: Error rates (%) on CIFAR-10 and CIFAR-100 datasets. All methods in the same
group use the same amount of training time and cost. Results of our method
are colored in blue, and best result for each network and each dataset is shown
in bold. ∗ indicates numbers directly taken from [76].
7.4 Experiments
We demonstrate the effectiveness of Snapshot Ensembles on several benchmark
datasets and compare it with competitive baselines. We run all experiments
with Torch 7 [41]2.
2Code to reproduce results is available at https://github.com/gaohuang/
SnapshotEnsemble
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7.4.1 Datasets
CIFAR. The two CIFAR datasets [99] consist of colored natural scene images
sized at 32×32 pixels. CIFAR-10 (C10) and CIFAR-100 (C100)images are drawn
from 10 and 100 classes respectively. For each dataset, there are 50,000 training
images and 10,000 images reserved for testing. A standard data augmentation
scheme is used as in [124, 153, 114, 166, 168, 69, 77, 110]: the images are first zero-
padded with 4 pixels on each side, then randomly cropped to again produce
32×32 images; half of the images are then horizontally mirrored.
SVHN. The Street View House Numbers (SVHN) dataset [135] contains 32× 32
colored digit images from Google Street View, with 10 different classes for each
digit. There are 73,257 images in the training set and 26,032 images in the test
set. Following common practice [159, 65, 76], we withhold 6,000 training images
for validation, and train on the remaining images without data augmentation.
Tiny ImageNet. The Tiny ImageNet dataset3 consists of a subset of ImageNet
ILSVRC images [47], with 200 classes. Each class has 500 training images, 50
validation images and 50 test images. Each image is resized to 64 × 64, with
standard data augmentation including random crops, horizontal mirroring, and
altering RGB intensities [102].
ImageNet. The ILSVRC 2012 classification dataset [47] consists 1.2 million
training images from 1000 different classes, and there are 50,000 images for val-
idation. We adopt the same data augmentation scheme for the training images
as in [69, 76], and apply a 224 × 224 center crop to images at test time.
3https://tiny-imagenet.herokuapp.com
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Figure 7.3: Snapshot Ensemble performance on CIFAR-10 and CIFAR-100
when trained on DenseNet-100 with restart learning rate 0.1
(left two) and 0.2 (right two) with M = 6 annealing cycles (50
epochs per each).
7.4.2 Training Setting
Architectures. We benchmark on several state-of-the-art architectures includ-
ing residual networks (ResNet) [1], Wide ResNet [196] and DenseNet [76]. For
ResNet, we use the original 110-layer network introduced by [69]. The Wide-
ResNet) is a 32-layer ResNet with each of its convolutional layer four times
wider (in terms of the number of output channels) than standard ResNets. For
DenseNet, our large model in use is consistent with the original setup in [76],
with depth L = 100, growth rate k = 24. In addition, we also evaluate our
method on a small DenseNet, with depth L = 40 and k = 12. For Tiny ImageNet,
we add a stride of 2 to the first convolution of each model to downsample the
images to a 32 × 32 size. For ImageNet, the 50-layer ResNet proposed in [69] is
used.
We use a batch size 64 for all the architectures and on all datasets, except the
ResNet-110 and Wide-ResNet are trained with batch size 128 on Tiny ImageNet,
and the ResNet-50 for ImageNet is trained with batch size 256.
Baselines. Snapshot Ensembles incur the training cost of a single model;
therefore, we compare with baselines that require the same amount of train-
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ing. Firstly, we compare against a Single Model trained with a standard learn-
ing rate schedule, dropping the learning rate from 0.1 to 0.01 halfway through
training, and then to 0.001 when training is at 75%. Additionally, to compare
against implicit ensembling methods, we test against a single model trained
with Dropout. This baseline uses the same learning rate as above, and drops
nodes during training with a probability of 0.2.
We then test variants of the Snapshot Ensemble algorithm trained with the
cyclic cosine cycle as described by Equation (7.2). We test models with the max
learning rate α0 set to 0.1 and 0.2. In both cases, we divide the training process
into six contingent learning rate cycles. We take a model snapshot at the end
of each training cycle. Additionally, we train a Snapshot Ensemble with a non-
cyclic learning rate schedule. This NoCycle Snapshot Ensemble, which uses
the same schedule as the Single Model and Dropout baselines, is meant to high-
light the impact of cyclic learning rates for our method. To accurately compare
with the cyclical Snapshot Ensembles, we take six snapshots equally spaced
throughout the training process. Finally, we compare against SingleCycle En-
sembles, a Snapshot Ensemble variant in which the network is re-initialized
at the beginning of every cosine learning rate cycle, rather than using the pa-
rameters from the previous optimization cycle. This baseline essentially creates
a traditional ensemble, yet each network only has 1/M of the typical training
time. This variant is meant to highlight the tradeoff between model diversity
and model convergence. Though SingleCycle Ensembles should in theory ex-
plore more of the parameter space, the models do not benefit from optimization
of previous cycles. For each of the variants, we test the ensemble by feeding
samples through each model snapshot and averaging the softmax outputs.
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Method Val. Error (%)
Single model 24.01
Snapshot Ensemble (M = 2) 23.33
Snapshot Ensemble (M = 3) 23.96
Table 7.2: Top-1 error rates (%) on ImageNet validation set using ResNet-50 with
varying number of cycles.
Training Cost. The DenseNet-40 and DenseNet-100 baseline models are
trained for a total of B = 300 epochs (150 for Tiny ImageNet). Snapshot variants
were trained with M = 6 cycles of B/M = 50 epochs each (25 for Tiny ImageNet).
Following the original training budget in [69, 196], we train ResNet and Wide
ResNet models for 200 epochs (150 for Tiny ImageNet). Snapshot variants of
ResNet and Wide ResNet were trained with 5 cycles of 40 epochs each (6 cycles
of 25 epochs for Tiny ImageNet). On SVHN dataset, we consistently train all the
models using a total training budget of B = 40 epochs. Snapshot variants in this
case are trained with 5 cycles of 8 epochs each. On ImageNet, the total training
budget is B = 90 epochs, and we experiment with 2 and 3 training cycles.
7.4.3 Snapshot Ensemble results
Accuracy. The main results are summarized in Table 7.1. In all but one ex-
periment, Snapshot ensembles achieve lower error than any of the baseline
methods. Most notably, Snapshot Ensembling yields an error rate of 17.41% on
CIFAR-100 using large DenseNets, far outperforming the state-of-the-art record
of 19.25% under the same training cost and architecture [76]. Our method has
the most success on CIFAR-100 and Tiny ImageNet, which is likely due to the
complexity of these datasets. The softmax outputs for these datasets are high
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dimensional due to the large number of classes, making it unlikely that any two
models make the same predictions. Snapshot Ensembling is also capable of im-
proving the competitive baselines for CIFAR-10 and SVHN, reducing error by
1% and 0.4% respectively with the Wide ResNet architecture.
The NoCycle Snapshot Ensemble generally has little effect on performance,
and in some instances even increases the test error. This highlights the need for
a cyclical learning rate to discover solutions for useful ensembling. The Sin-
gleCycle Ensemble has similarly mixed performance. This demonstrates that
Snapshot Ensembles work best when utilizing information from previous cy-
cles. Effectively, Snapshot Ensembles strike a balance between model diversity
and optimization. In some cases, e.g., DenseNet-40 on CIFAR-100, the Single-
Cycle Ensemble is competitive compared to Snapshot Ensemble. However, as
the model size increases to 100 layers, it becomes less attractive. This is because
training larger models from scratch for a short learning rate cycle tends to give
less accurate solutions.
Table 7.2 shows Snapshot Ensemble results on ImageNet. The Snapshot En-
semble with M = 2 achieves 23.33% validation error, outperforming the single
model baseline with 24.01% validation error. It appears that 2 cycles is the opti-
mal choice for the ImageNet dataset. We hypothesize that allocating fewer than
B/2 = 45 epochs per training cycle is insufficient for the ResNet-50 model to
converge to a good local minimum on such a large dataset.
Ensemble Size. In some applications, it may be beneficial to vary the size of
the ensemble dynamically at test time depending on available resources. Fig-
ure 7.3 displays the performance of CIFAR DenseNets as the effective ensemble
size, m, is varied. Each ensemble is comprised of snapshots from later cycles, as
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M Test Error (%)
2 22.92
4 22.07
6 21.93
8 21.89
10 22.16
Table 7.3: Error rates (%) on CIFAR-100 using DenseNet-40 with varying number
of cycles.
these snapshots have received the most training and converge to better minima.
Although ensembling more models generally gives better performance, we ob-
serve significant drops in error when the second and third models are added
to the ensemble. In most cases, an ensemble of two models outperforms the
baseline model.
Restart Learning Rate. The effect of restart learning rate can be observed in
Figure 7.3. The left two plots show the performance when using restart learning
rate of α0 = 0.1 at the beginning of each cycle, and the bottom panel shows
that of α0 = 0.2 restart learning rate. In most cases, we find that larger restart
learning rate can lead to better ensemble performance, presumably due to larger
diversity introduced by the stronger perturbation inbetween cycles.
Varying Number of Cycles Given a fixed training budget, there is a trade-off
between the number of learning rate cycles and their length. Therefore, we
investigate how the number cycles M affects the ensemble performance, give a
training budget of B = 300 epochs. We train a 40-layer DenseNet on CIFAR-
100 dataset with an initial learning rate of α0 = 0.2. As shown in Table 7.3,
our method is relatively robust with respect to different values of M. At the
extremes, M = 2 and M = 10, we find a slight degradation in performance, as
the cycles are either too few or too short. In practice, we find setting M to be
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Figure 7.4: Left: Snapshot Ensembles under different training budget on
CIFAR10. Middle: Snapshot Ensembles under different train-
ing budget on CIFAR100. Right: Performance comparison of
Snapshot Ensembles with true ensembles.
4 ∼ 8 works reasonably well.
Varying Training Budget. The left and middle panels of Figure 7.4 show the
performance of Snapshot Ensemble (we fix M = 6) as a function of training bud-
get. We train a 40-layer DenseNet on CIFAR-10 and CIFAR-100, with an initial
learning rate of α0 = 0.1, and the total number of epochs ranging from 60 to
300 (with step size 60). We can observe a clear trend that Snapshot Ensemble
becomes more accurate as the training budget increases. However, we high-
light that with small training budget (corresponds to the left part of the curves),
Snapshot Ensemble can still yield competitive results, while the performance of
the SingleCycle Ensemble degrades dramatically. The results also suggest that
Snapshot Ensemble is most useful when there is limited training budget.
Comparison with True Ensemble. We compare Snapshot Ensemble with the
expensive traditional ensemble method. The right panel of Figure 7.4 shows the
test rates of DenseNet-40 on CIFAR-100. The true ensemble method averages
models that are trained with 300 full epochs, each with different weight initial-
izations. Given the same number of models at test time, the error rate of the true
ensemble can be seen as an lower bound of our method. Our method achieves
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performance that compares favorably with ensembling of 3 independant mod-
els, but with the training cost of one model.
7.4.4 Diversity of model ensembles
Parameter Space. We hypothesize that the cyclical learning rate schedule cre-
ates snapshots which are not only accurate but also diverse with respect to
model predictions. We qualitatively measure this diversity by visualizing the
local minima they fall into. For that purpose we linearly interpolate snapshot
models, as described by [64]. Let J (θ) be the test error of a model using pa-
rameters θ. Given θ1 and θ2 — the parameters from models 1 and 2 respec-
tively — we can compute J (θ) for various combinations of these parameters:
θ = λ (θ1) + (1 − λ) (θ2) , where λ is a mixing coefficient. Setting λ to 1 results in
a parameters that are entirely θ1 while setting λ to 0 give the parameters θ2. By
sweeping the values of λ, we can examine an linear slice of the parameter space.
Two models with similar convergence point will have smooth parameter inter-
polations, whereas the interpolation for models at different minima will likely
be non-convex and show a “bump” around λ = 0.5.
In Figure 7.5, we draw interpolations between the final model of DenseNet-
40 (sixth snapshot) and all intermediate snapshots. The left two of the plots
denote Snapshot Ensembles trained with a cyclical learning rate, while the right
two plots denote NoCycle Snapshot Models. λ = 0 represents a model which
is entirely snapshot parameters, while λ = 1 represents a model which is en-
tirely the final parameters. From this figure, it is clear that there are differences
between cyclical and non-cyclical learning rate schedules. Firstly, all of the cycli-
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Figure 7.5: Interpolations in parameter space between the final model
(sixth snapshot) and all intermediate snapshots. λ = 0 rep-
resents an intermediate snapshot model, while λ = 1 repre-
sents entirely final model parameters. Left: Snapshot Ensem-
ble, with cosine annealing cycles (α0 = 0.2 every B/M = 50
epochs). Right: NoCycle Snapshot Ensemble, (two learning
rate drops, snapshots every 50 epochs).
cal snapshots achieve roughly the same error as the final cyclical model, as the
error is similar for λ = 0 and λ = 1. Additionally, it appears that most snap-
shots do not lie in the same minimum as the final model. Thus the snapshots
are likely to misclassify different samples. Conversely, the first three snapshots
achieve much higher error than the final model. This can be observed by the
sharp minima around λ = 1, which suggests that mixing in any amount of the
snapshot parameters will worsen performance. While the final two snapshots
achieve low error, the figures suggests that they lie in the same minimum as the
final model, and therefore likely add limited diversity to the ensemble.
Activation space. To further explore the diversity of models, we compute
the pairwise correlation of softmax outputs for every pair of snapshots. Fig-
ure 7.6 displays the average correlation for both for cyclical snapshots and for
non-cyclical snapshots. Firstly, there are large correlations between the last 3
snapshots of the non-cyclical training schedule (right). These snapshots are
taken after dropping the learning rate, suggesting that each snapshot has con-
verged to the same minimum. Though there is more diversity amongst the ear-
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Figure 7.6: Pairwise correlation of softmax outputs between any two
snapshots for DenseNet-100. Left: Snapshot Ensemble, with
cosine annealing cycles (restart with 0.2 every 50 epochs).
Right: NoCycle Snapshot Ensemble, (two learning rate drops,
snapshots every 50 epochs).
lier snapshots, these snapshots have much higher error rates and are therefore
not ideal for ensembling. Conversely, there is less correlation between all cycli-
cal snapshots (left). Because all snapshots have similar accuracy (as can be seen
in Figure 7.5), these difference in predictions can be exploited to create effective
ensembles. As expected, correlations are strongest between consecutive snap-
shots.
7.5 Discussion
We introduce Snapshot Ensemble, a simple method to obtain ensembles of neu-
ral networks without any additional training cost. Our method exploits the
ability of SGD to converge to and escape from local minima, which allows the
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model to visit several accurate solutions over the course of training. We har-
ness this power with cyclical learning rate schedule proposed by (author?) [125],
saving snapshots of the models at each point of convergence. We show in sev-
eral experiments that all acquired snapshots are accurate, yet produce different
predictions from one another, and therefore are ideal for test-time ensembles.
Ensembles of these snapshots significantly improve the state-of-the-art on the
CIFAR-10, CIFAR-100 and SVHN datasets. Future work will explore combining
Snapshot Ensembles with traditional ensembles. In particular, we will inves-
tigate how to balance growing an ensemble with new models (with random
initializations) and refining existing models with further training cycles under
a fixed training budget.
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A.1 Activation Values: High Correlation vs. Low Correlation
(a) conv1, high correlation c(1,2)1,34,48: 0.995
(b) conv1, low correlation c(1,2)1,2,74: 0.178
(c) conv2, high correlation c(1,2)2,122,236: 0.92
(d) conv2, low correlation c(1,2)2,30,26: 0.24
Figure A.1: Activation values are computed across 5,000 randomly sam-
pled images and all spatial positions (55 × 55 and 27 × 27 for
layers conv1 and conv2, respectively). The joint distributions
appear simple enough to suggest that a correlation measureis
sufficient to find matching units between networks.
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A.2 Additional Matching Results
Figure A.3 shows additional results of comparison of assignments produced by
semi-matching and matching methods in conv2 – conv5. For each unit, both the
semi-matching and matching are found, then the units are sorted in order of
decreasing semi-matching value and both correlation values are plotted.
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A.3 Does Relaxing the One-to-One Constraint to Find Many-
to-Many Groupings Reveal More Similarities Between
what Different Networks Learn?
Since the preceding sections have shown that neurons may not necessarily cor-
respond via a globally consistent one-to-one matching between networks, we
now seek to find many-to-many matchings between networks using a spectral
clustering approach.
A.3.1 Neuron Similarity Graphs
We define three types of similarity graphs based on the correlation matrices
obtained above.
Single-net neuron similarity graphs. Given a fully trained DNN X and a
specified layer l, we first construct the single-net neuron similarity graph GX,l =
(V, E). Each vertex vp in this graph represents a unit p in layer l. Two vertices
are connected by an edge of weight cpq if the correlation value cpq in the self-
correlation matrix corr(Xl, Xl) between unit p and unit q is greater than a certain
threshold τ.
Between-net neuron similarity graphs. Given a pair of fully trained DNNs
X and Y , the between-net neuron similarity graph GXY,l = (V, E) can be constructed
in a similar manner. Note that GXY,l is a bipartite graph and contains twice as
many vertices as that inGX,l since it incorporates units from both networks. Two
vertices are connected by an edge of weight cpq if the correlation value cpq in the
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between-net correlation matrix corr(Xl,Yl) between unit p in X and unit q in Y is
greater than a certain threshold τ.
Combined similarity graphs. The problem of matching neurons in differ-
ent networks can now be reformulated as finding a partition in the combined
neuron similarity graphs GX+Y,l = GX,l + GY,l + GXY,l, such that the edges between
different groups have very low weights and the edges within a group have rel-
atively high weights.
A.3.2 Spectral Clustering and Metrics for Neuron Clusters
We define three types of similarity graphs based on the correlation matrices
obtained above (see Section A.3.1 for definition). Define Wl ∈ R2Sl×2Sl to be the
combined correlation matrices between two DNNs, X and Y in layer l, where
w jk is the entry at jth row and kth column of that matrix. Sl is the number of
channels (units) in layer l. Wl is given by
Wl =
 corr(Xl, Xl) corr(Xl,Yl)corr(Xl,Yl)> corr(Yl,Yl)
 .
The unnormalized Laplacian matrix is defined as Ll = Dl −Wl, where the degree
matrix Dl is the diagonal matrix with the degrees d j =
∑2Sl
k=1 w jk. The unnor-
malized Laplacian matrix and its eigenvalues and eigenvectors can be used to
effectively embed points in a lower-dimension representation without losing
too information about spatial relationships. If neuron clusters can be identified,
then the Laplacian Ll is approximately block-diagonal, with each block corre-
sponding a cluster. Assuming there are k clusters in the graph, spectral cluster-
ing would then take the first k eigenvectors1,U ∈ R2Sl×k, corresponding to the k
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smallest eigenvalues, and partition neurons in the eigenspace with the k-means
algorithm.
A.3.3 Spectral Clustering Results
We use Net1 and Net2 as an example for showing the results of matching neu-
rons between DNNs. Figure A.5 shows the permuted combined correlation ma-
trix after apply the spectral clustering algorithm for conv1 – conv5. Figure A.6
displays 12 neuron clusters with high between-net similarity measurement in
conv1 layer, and Figure A.7 displays the top 8 neuron clusters with highest
between-net similarity measurement in conv2 layer. The matching results im-
ply that there exists many-to-many correspondence of the feature maps between
two fully trained networks with different random initializations, and the num-
ber of neurons learning the same feature can be different between networks. For
example, the four units of {89, 90, 134, 226} in Net1 and three units of {2, 39, 83}
in Net2 are learning the features about green objects.
We also computed and visualized the matching neurons in other layers as
well. The results of conv1 are shown in Figure A.6. As noted earlier, the conv1
layer tends to learn more general features like Gabor filters (edge detectors) and
blobs of color. Our approach finds many matching Gabor filters (e.g., clusters
#5, #6, #10, #11 and #12), and also some matching color blobs (e.g., clusters #1,
#3 and #4).
1In practice, when the number of clusters is unknown, the best value of k to choose is where
where the eigenvalue shows a relatively abrupt change.
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A.3.4 Hierarchical Spectral Clustering Results
Due to the stochastic effects of randomly initializing centroids in k-means clus-
tering, some of the initial clusters contains more neurons than others. To get
more fine-grained cluster structure, we recurrently apply k-means clustering on
any clusters with size > 2α · Sl, where α is a tunable parameter for adjusting
the maximum size of the leaf clusters. Figure A.8 shows the partial hierarchi-
cal structure of neuron matchings in the conv2 layer. The cluster at the root of
the tree is a first-level cluster that contains many similar units from both DNNs.
Here we adopt α = 0.025 for the conv2 layer, resulting in a hierarchical neuron
cluster tree structure with leaf clusters containing less than 6 neurons from each
network. The bold box of each subcluster contains neurons from Net1 and the
remaining neurons are from Net2. For example, in subcluster #3, which shows
conv2 features, units {62, 137, 148} from Net1 learned similar features as units
{33, 64, 230} from Net2, namely, red and magenta objects.
A.3.5 Metrics for Neuron Clusters
Here we introduce two metrics for quantifying the similarity among neurons
grouped together after applying the clustering algorithm above.
Between-net similarity: SimXl→Yl = (
Sl∑
p=1
Sl∑
q=1
corr(Xl,Yl)pq)/S2l
Within-net similarity: SimXl,Yl = (SimXl→Xl + SimYl→Yl)/2
We further performed experiments in quantifying the similarity among neu-
rons that are clustered together. Figure ?? shows the between-net and within-net
similarity measurement for conv1 – conv5. The value of k for initial clustering
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is set to be 40 for conv1 layer and 100 for all the other layers. In our experi-
ments, the number of final clusters obtained after further hierarchical branch-
ing is {43, 113, 130, 155, 131}. The tail in those curves with value 0 is due to
the non-existence of between-net similarity for the clusters containing neurons
from only one of the two DNNs. To better capture the distribution of non-zero
similarity values, we leave out the tail after 100 in the plot for conv3 - conv5
layers.
A.4 Comparing Average Neural Activations within and be-
tween Networks
The first layer of networks trained on natural images (here the conv1 layer) tends
to learn channels matching patterns similar to Gabor filters (oriented edge fil-
ters) and blobs of color. As shown in Figures A.9, A.10, and A.11, there are cer-
tain systematic biases in the relative magnitudes of the activations of the differ-
ent channels of the first layer. Responses of the low frequency filters have much
higher magnitude than that of the high frequency filters. This phenomenon is
likely a consequence of the 1/ f power spectrum of natural images in which, on
average, low spatial frequencies tend to contain higher energy (because they are
more common) than high spatial frequencies.
In Figure A.9 we show the mean activations for each unit of four networks,
plotted in sorted order from highest to lowest. First and most saliently, we see
a pattern of widely varying mean activation values across units, with a gap be-
tween the most active and least active units of one or two orders of magnitude
(depending on the layer). Second, we observe a rough overall correspondence
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in the spectrum of activations between the networks. However, the correspon-
dence is not perfect: although much of the spectrum matches well, the most ac-
tive filters converged to solutions of somewhat different magnitudes. For exam-
ple, the average activation value of the filter on conv2 with the highest average
activation varies between 49 to 120 over the four networks; the range for conv1
was 98 to 130.2 This effect is more interesting considering that all filters were
learned with constant weight decay, which pushes all individual filter weights
and biases (and thus subsequent activations) toward zero with the same force.
Figure A.10 shows the conv1 units with the highest and lowest activations
for each of the four networks. As mentioned earlier (and as expected), filters for
lower spatial frequencies have higher average activation, and vice versa. What
is surprising is the relative lack of ordering between the four networks. For ex-
ample, the top two most active filters in Net1 respond to constant color regions
of black or light blue, whereas none of the top eight filters in Net2 or Net3 re-
spond to such patterns. One might have thought that whatever influence from
the dataset caused the largest filters to be black and blue in the first network
would have caused similar constant color patches to dominate the other net-
works, but we did not observe such consistency. Similar differences exist when
observing the learned edge filters: in Net1 and Net4 the most active edge filter is
horizontal; in Net2 and Net3 it is vertical. The right half of Figure A.10 depicts
the least active filters. The same lack of alignment arises, but here the activa-
tion values are more tightly packed, so the exact ordering is less meaningful.
Figure A.11 shows the even more widely varying activations from conv2.
2Recall that the units use rectified linear activation functions, so the activation magnitude is
unbounded. The max activation over all channels and all spatial positions of the first layer is
often over 2000.
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Figure A.2: With assignments chosen by semi-matching, the eight best
(highest correlation, left) and eight worst (lowest correlation,
right) matched features between Net1 and Net2 for the conv1
through conv5 layers. To visualize the functionality each unit,
we plot the nine image patches (in a three by three block) from
the validation set that causes the highest activation for that
unit and directly beneath that block show the “deconv” visu-
alization of each of the nine images. Best view with siginicant
zoom in.
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(a) conv2
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(b) conv3
0 50 100 150 200 250 300 350
unit index (sorted by correlation of semi-matching assignment)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
co
rr
el
at
io
n
 w
it
h
 a
ss
ig
n
ed
 u
n
it
semi-matching
matching
(c) conv4
0 50 100 150 200 250
unit index (sorted by correlation of semi-matching assignment)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
co
rr
el
at
io
n
 w
it
h
 a
ss
ig
n
ed
 u
n
it
semi-matching
matching
(d) conv5
Figure A.3: Correlations between units in conv2 - conv5 layers of Net1 and
their paired units in Net2, where pairings are made via semi-
matching (large light green circles) or matching (small dark
green dots).
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Figure A.4: The eight best (highest mutual information, left) and eight
worst (lowest mutual information, right) features in the semi-
matching between Net1 and Net2 for the conv1 and conv2 lay-
ers.
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Figure A.5: The permuted combined correlation matrix after apply spec-
tral clustering method (conv1 – conv5). The diagonal block
structure represents the groups of neurons that are clustered
together. The value of k adopted for these five layers are:
{40,100,100,100,100}, which is consistent with the parameter
setting for other experiments in this paper.
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Figure A.6: The neuron matchings between two DNNs (Net1 and Net2)
in conv1 layer. Here we display the 12 neuron clusters with
relatively high between-net similarity measurement. Each la-
beled half-row corresponds to one cluster, where the filter vi-
sualizations for neurons from Net1 and Net2 are separated by
white space slot. The matching results imply that there exists
many-to-many correspondence of the feature maps between
two fully trained networks with different random initializa-
tions. For instance, in cluster #6, neurons from Net1 and Net2
are both learning 135◦ diagonal edges; and neurons in cluster
#10 and #12 are learning 45◦ diagonal edges.
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Figure A.7: The neuron matchings between two DNNs: Net1 and Net2.
Each of the 3 × 3 block displays the top 9 image patches that
cause the highest activations to each neuron. Each labeled
half-row corresponds to one cluster, where the filter visual-
izations with dashed boxes represent neurons from Net1 and
those without are from Net2. For example, there are 7 neurons
learning similar features in cluster #3, where the left four neu-
rons are in Net1 and the right three are from Net2. Best viewed
in electronic form with zoom.
Figure A.8: The hierarchical structure of neuron matchings between two
DNNs: Net1 and Net2 (conv2 layer). The initial clusters are
obtained using spectral clustering with the number of clusters
k = 100 and threshold τ = 0.2.
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Figure A.9: The average activation values of each unit on all layers of Net1
– Net4. A couple salient effects are observable. First, in a given
network, average activations vary widely within each layer.
While most activations fall within a relatively narrow band
(the middle of each plot), a rare few highly active units have
one or two orders of magnitude higher average output than
the least active. Second, the overall distribution of activation
values is similar across networks. However, also note that the
max single activation does vary across networks in some cases,
e.g. on the conv2 layer by a factor of two between networks.
For clarity, on layers other than conv1 circle markers are shown
only at the line endpoints.
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Figure A.10: The most active (left) to least active (right) conv1 filters from
Net1 – Net4, with average activation values printed above
each filter. The most active filters generally respond to low
spatial frequencies, and the least active filtered to high spa-
tial frequencies, but the lack of alignment is interesting (see
text).
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Figure A.11: Most active (left) to least active (right) conv2 filters as in Fig-
ure A.10. Compared to the conv1 filters, here the separation
and misalignment between the top filters is even larger. For
example, the top unit responding to horizontal lines in Net1
has average activation of 121.8, whereas similar units in Net2
and Net4 average 27.2 and 26.9, respectively. The unit does
not appear in the top eight units of Net3 at all. The least ac-
tive units seem to respond to rare specific concepts.
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B.1 Single model and Snapshot Ensemble performance over
time
We present more details about experimental results of Snapshot Ensembles in
Figure B.1-B.3. The blue curve shows how the test error of single model snap-
shot using cyclical cosine learning rate. The green curve shows the test error by
ensembling model snapshots over time. As a reference, the red dashed line in
each panel represents the test error of single model trained for 300 epochs us-
ing standard learning rate schedule. Without Snapshot Ensembles, we find that
in about half of the cases, the test error of final model using cyclical learning
rate (shown on the right most point in the blue curve) is no better than using
standard learning rate scheduling.
One can observe that under all settings except ResNet-110 on CIFAR-10,
Snapshot Ensembles (shown on the right most point of the green curves) outper-
form the single model baselines. In many cases, ensemble of just 2 or 3 model
snapshots is able to match the performance of the single model trained with
standard learning rate. Not surprisingly, ensemble of model snapshots consis-
tently outperform any of its members, yielding a smooth curve of test error over
time.
200
1 2 3 4 5
5
6
7
8
9
#snapshots
te
st
 e
rro
r (
%)
ResNet−110 on C10 (α0=0.1)
 
Single model snapshot
Snapshot Ensemble
Single model with STD−LR
1 2 3 4 5
5
6
7
8
9
#snapshots
te
st
 e
rro
r (
%)
ResNet−110 on C10 (α0=0.2)
1 2 3 4 5
24
26
28
30
32
#snapshots
te
st
 e
rro
r (
%)
ResNet−110 on C100 (α0=0.1)
1 2 3 4 5
24
26
28
30
32
#snapshots
te
st
 e
rro
r (
%)
ResNet−110 on C100 (α0=0.2)
1 2 3 4 5
1.6
1.8
2
#snapshots
te
st
 e
rro
r (
%)
ResNet−110 on SVHN (α0=0.1)
1 2 3 4 5
1.6
1.8
2
#snapshots
te
st
 e
rro
r (
%)
ResNet−110 on SVHN (α0=0.2)
1 2 3 4 5 6
40
45
50
#snapshots
te
st
 e
rro
r (
%)
ResNet−110 on Tiny ImageNet (α0=0.1)
1 2 3 4 5 6
40
45
50
#snapshots
te
st
 e
rro
r (
%)
ResNet−110 on Tiny ImageNet (α0=0.2)
1 2 3 4 5
4
5
6
7
#snapshots
te
st
 e
rro
r (
%)
Wide−ResNet−32 on C10 (α0=0.1)
1 2 3 4 5
4
5
6
7
#snapshots
te
st
 e
rro
r (
%)
Wide−ResNet−32 on C10 (α0=0.2)
Figure B.1: Single model and Snapshot Ensemble performance over time.
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Figure B.2: Single model and Snapshot Ensemble performance over time.
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Figure B.3: Single model and Snapshot Ensemble performance over time.
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