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We theoretically investigate qualitative features of the field-temperature (H-T ) phase diagram of
superconductors with strong attractive interaction lying in the BCS-BEC crossover regime. Starting
with a simple attractive Hubbard model, we estimate three kinds of characteristic fields, i.e., the
pair-formation field H∗, the vortex-liquid-formation field Hc2, and the vortex-lattice-formation field
Hmelt. The region between Hc2 and Hmelt, as well as that between Hc2 and H
∗, is found to be
enlarged as the interaction is stronger. In other words, a strong attractive interaction can stabilize
both the vortex-liquid and preformed-pair regions. We also point out the expected particle-density
dependence of the H-T phase diagram.
I. INTRODUCTION
So far, the superfluid transition with variable attrac-
tive interaction between Fermions has been studied pri-
marily in the field of the ultracold atomic physics. Phys-
ical properties have been investigated especially in the
BCS-BEC crossover regime, where the interaction be-
tween particles is strong enough to create non-condensed
preformed pairs [1].
Intriguingly, recent experiments have suggested that
a strong attractive interaction can exist in FeSe and re-
lated superconductors [2, 3], which can pave the way for
material realization of the BCS-BEC crossover. In con-
trast to the electrically neutral ultracold atoms, electrons
in a superconductor are charged and thus naturally cou-
pled with the gauge field of an external magnetic field.
Therefore, FeSe and related materials can provide an op-
portunity to experimentally scrutinize unexplored effects
of the magnetic gauge coupling on superconductors with
strong attractive interaction. In fact, superconducting-
fluctuation effects on diamagnetic response observed in
FeSe are unusually enhanced compared with those in
conventional superconductors [4], which may be under-
stood as caused by the strong attractive interaction [5].
In addition, recent NMR measurements have proposed
that a pseudogap caused by the preformed-pair forma-
tion can exist, and that the onset temperature of the
pseudogap depends on the magnetic-field strength [6].
The pair-formation field H∗(T ) in FeSe has been esti-
mated based on this NMR result [6] and also on thermo-
dynamic and transport properties [4]. However, theoret-
ical understanding of these magnetic-field effects on su-
perconductors with strong attractive interaction remains
incomplete.
The field v.s. temperature (H-T ) phase diagram of
a superconductor with strong fluctuation has been thor-
oughly investigated in relation to high Tc cuprates [7–
9] which are believed to belong to superconductors with
high particle density. There, it has been clarified by de-
veloping the superconducting fluctuation theory [7, 10]
that the so-called upper critical field Hc2(T ) in the three-
dimensional (3D) type-II superconductor is not a phase
transition line but a crossover one separating the vortex-
liquid region, which is the strongly fluctuating region of
the normal phase, from the conventional normal phase
with negligibly weak fluctuations, and that, in clean
3D materials, the genuine superconducting ordering oc-
curs as a weak first-order transition corresponding to the
vortex-lattice melting [11]. The vortex-lattice melting
curve Hmelt(T ) can alternatively be determined by ex-
amining the elastic energy of the mean-field vortex-lattice
state and invoking the Lindemann criterion [9]. In the
so-called lowest-Landau-level (LLL) approach to the GL
theory, it is believed that Hmelt(T ) should be found as a
consequence of the superconducting fluctuation. In fact,
the fluctuation effect shows the scaling behavior of the
form T − Tc(H) ∼ (TH)2/3 [10], while the field depen-
dence of the melting temperature also obeys this scal-
ing behavior [12]. Experimentally, the first-order melt-
ing transition and the transition line Hmelt(T ) have been
observed in high Tc cuprates [13–15].
In this study, we theoretically investigate qualitative
features of the H-T phase diagram of superconductors
with strong attractive interaction. To obtain a qualita-
tive picture, we start with a simple attractive Hubbard
model. Using the T-matrix approximation combined
with analysis of the Ginzburg-Landau (GL) functional,
we estimate three types of characteristic magnetic fields:
the pair-formation field H∗, the vortex-liquid-formation
field Hc2, and the vortex-lattice-formation field Hmelt.
The region between Hc2 and Hmelt, as well as that be-
tween H∗ and Hmelt, is found to become broader as the
attractive interaction gets stronger. Based on this re-
sult, we conclude that a strong attractive interaction can
stabilize both the vortex-liquid and the preformed-pair
regions.
II. MODEL
To consider qualitative magnetic-field effects on elec-
tron systems with strong attractive interaction, we begin
with a simple attractive Hubbard model on a simple cu-
bic lattice:
H = −t
∑
〈i,j〉,σ
(
c†iσcjσ + c
†
jσciσ
)
−U
∑
i
c†i↑c
†
i↓ci↓ci↑. (1)
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2Here, c
(†)
iσ is the annihilation (creation) operator of an
electron with spin σ at site i, and 〈i, j〉 means a nearest-
neighbor pair of sites. There are two parameters in our
model: the nearest-neighbor hopping amplitude t(> 0)
and the onsite attractive interaction U(> 0). For sim-
plicity, the magnetic-field term is introduced at the stage
of analyzing our GL functional (see Sec. IV and Ap-
pendix C). Basically, this simplification, equivalent to
the electronic semi-classical approximation, corresponds
to neglecting the Landau quantization of electron kinetic
energy. In the following, the lattice constant is set to
unity.
III. ZERO-FIELD PAIR-FORMATION AND
PAIR-CONDENSATION TEMPERATURES
As a preliminary step to explore magnetic-field ef-
fects, we estimate the zero-field pair-formation and pair-
condensation temperatures. Though the results pre-
sented in this section is well-known [16], we show them
for completeness. As shown in the following, the pair-
formation temperature T ∗ is calculated within the mean-
field approximation [17, 18], and the pair-condensation
temperature Tc is calculated within the T-matrix approx-
imation [19–22]. The T-matrix approximation can take
into account the shift of chemical potential due to su-
perconducting fluctuation, which is important when the
attractive interaction is strong, and in addtion the par-
ticle density is not so high [23].
To calculate T ∗, we apply to Eq. (1) the mean-field ap-
proximation, or equivalently, combine the following two
equations with each other: the condition for divergence
of the uniform superconducting susceptibility [see Eq. (4)
for its definition]
χ
(SC)
0 =∞, (2)
and the particle-number conservation for non-interacting
particles
n =
2
M
∑
k
1
exp[(k − µ)/T ] + 1 . (3)
Here, we define several symbols: particle density (per
site) n, chemical potential µ, temperature T , the total
number of lattice sites M = MxMyMz [24], the lat-
tice momentum with the periodic boundary condition
kα = 2pinα/Mα (−Mα/2 ≤ nα < Mα/2 with nα ∈ Z),
and the energy dispersion of non-interacting particles
k = −2t(cos kx + cos ky + cos kz). The superconducting
susceptibility with pair (or center-of-mass) momentum q
is defined as
χ(SC)q =
χ
(0)
q (0)
1− Uχ(0)q (0)
, (4)
where
χ(0)q (iωm) =
T
M
∑
k,n
G
(0)
k+q(iεn + iωm)G
(0)
−k(−iεn). (5)
Here, εn = 2pi(n + 1/2)T (ωm = 2pimT ) is the Fermion
(Boson) Matsubara frequency, and G
(0)
k (iεn) = (iεn −
k + µ)
−1 is the non-interacting Green’s function.
As for Tc, we apply the T-matrix approximation. This
approximation combines the divergence of the suscepti-
bility χ
(SC)
0 =∞, which is the same condition as defining
T ∗, with the particle-number conservation
n =
2T
M
∑
k,n
Gk(iεn)e
+iεn0, (6)
in which superconducting-fluctuation effects are taken
into account. Here, Gk(iεn) is the interacting Green’s
function, which is defined as
Gk(iεn)
−1 = G(0)k (iεn)
−1 − Σk(iεn), (7)
and Σk(iεn) is the self energy defined within the T-matrix
approximation as
Σk(iεn) = − T
M
∑
q,m
G
(0)
q−k(iωm − iεn)
× U
2χ
(0)
q (iωm)
1− Uχ(0)q (iωm)
e+i(ωm−εn)0. (8)
Here, the temperature-independent Hartree shift
Σ(H) = −U T
M
∑
k,n
Gk(iεn)e
+iεn0 = −Un
2
, (9)
is already taken into account by properly choosing the
origin of energy; therefore we do not explicitly consider
Σ(H) [20, 25].
To explain physical meanings of the definitions of T ∗
and Tc, it is convenient to consider the opposite limit
to the weak-coupling BCS one in which T ∗ and Tc take
almost the same value. In this strong-coupling limit
(U/t → ∞), we can show that T ∗ ∝ |µ| ∝ U ∝ Eb,
where Eb is the two-particle binding energy [25]; there-
fore, T ∗ can be interpreted as the pair-formation (or pair-
breaking) temperature. Actually, regardless of the in-
teraction strength U , T ∗ is of the same order of mag-
nitude as the zero-temperature excitation energy gap
Egap, which can be interpreted as a typical energy scale
to break an electron pair (see Appendix A); thus, T ∗
can be interpreted as the pair-formation temperature.
As for Tc, in the strong-coupling limit, we obtain an
asymptotic formula Tc ∝ t2/U , which represents the
BEC transition temperature of non-interacting Bosons
(or preformed-pairs) with a nearest-neighbor hopping
amplitude tB ∝ t2/U [16]; accordingly, Tc can be un-
derstood as the pair-condensation temperature.
Figure 1 shows an interaction strength v.s. temper-
ature phase diagram obtained from the equations listed
above with the particle density fixed to n = 0.2. As
seen from Fig. 1, the preformed-pair region becomes
broader as the interaction gets stronger. In Fig. 1, we
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FIG. 1. Interaction strength v.s. temperature phase dia-
gram for the particle density n = 0.2 in zero field. The pair-
formation temperature T ∗ (blue dashed line) roughly sepa-
rates the normal-state region (grey area) from the preformed-
pair region (blue area). The pair-condensation, or super-
conducting transition, temperature Tc (red solid line) sep-
arates the preformed-pair region from the superconducting
(SC) region (red area). The threshold interaction value
U = U0 ' 8.14t for the formation of a two-particle bound
state (grey dotted line) and the values of interaction used in
the analysis in Sec. V, U = 2.57t (green dotted line) and 5.14t
(yellow dotted line), are also shown.
also show with a grey dotted line the threshold value
U = U0 ' 8.14t for the formation of a two-particle bound
state [21, 25, 26]. Note that the BCS-BEC crossover oc-
curs close to U0.
As shown in Fig. 2, the chemical potential µ is re-
markably reduced when the attractive interaction U ap-
proaches U0. When U is larger than U0, µ tends to be-
come lower than the band bottom.
In the following, we focus on systems where U < U0 is
satisfied so that the decrease in µ is not so large. More
specifically, we consider two systems with different values
of U : U/t = 2.57 and U/t = 5.14 (see the green and
yellow dotted lines in Figs. 1 and 2).
IV. PAIR-FORMATION,
VORTEX-LIQUID-FORMATION, AND
VORTEX-LATTICE-FORMATION FIELD
To understand qualitative features of the H-T phase
diagram, we estimate three kinds of magnetic-field val-
ues: the pair-formation field H∗, the vortex-liquid-
formation fieldHc2, and the vortex-lattice-formation field
Hmelt. In the following, the direction of magnetic field
is fixed in parallel to the z axis, and we assume strongly
type-II systems and neglect the difference between the
applied magnetic field and the magnetic field in the sys-
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FIG. 2. Chemical potential µ at the pair-condensation tem-
perature Tc for the particle density n = 0.2. The vertical
axis is measured from the bottom of the non-interacting en-
ergy band −6t in units of the Fermi energy EF (' 2.8t). In
the same way as Fig. 1, the threshold value of interaction
U = U0 ' 8.14t for the formation of a two-particle bound
state (grey dotted line) and the values of interaction used in
the analysis in Sec. V, U = 2.57t (green dotted line) and 5.14t
(yellow dotted line), are also shown.
tem (B = µ0H). As mentioned in Sec. II, we neglect the
Landau quantization of the electron kinetic energy.
The pair-formation field H∗ is calculated in a similar
way to the calculation of T ∗. To introduce the effect
of magnetic field H, we only have to replace the condi-
tion for divergence of the uniform superconducting sus-
ceptibility [Eq. (2)] with that for divergence of a finite-
momentum superconducting susceptibility [27]
χ(SC)qH =∞, (10)
where qH
2 = 2piµ0H/φ0 [28] and χ
(SC)
q is given in Eq. (4).
Here µ0 is the vacuum permeability, and φ0 = pi~/e is the
flux quantum. χ
(SC)
qH approximately describes the suscep-
tibility for states with the lowest-Landau-level index and
uniform in the z direction. Note that, as we show in Ap-
pendix C, Eq. (10) represents the transition point in the
Gaussian approximation within the functional-integral
formalism. As for a free-particle number equation to de-
termine the chemical potential, we adopt Eq. (3) since we
neglect the Landau quantization of the electron kinetic
energy. Therefore, we combine Eq. (10) with Eq. (3) to
estimate H∗. The curve (T,H∗(T )) merges into (T ∗, 0)
in the low-field limit; thus H∗ can be regarded as a nat-
ural extension of T ∗ to the finite-field region.
The vortex-liquid formation field Hc2 is estimated in a
similar way to the calculation of Tc. Since we focus on
systems with U < U0 (see the green and yellow dotted
lines in Fig. 2), where the decrease in µ is not so large
and the T dependence of µ is not so important, we simply
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FIG. 3. Theoretical H-T phase diagrams. Figures (a) and (b) respectively show the weak-interaction (U/t = 2.57) and
strong-interaction (U/t = 5.14) cases with lower density (n = 0.2). Figures (c) and (d) respectively show the weak-interaction
(U/t = 2.57) and strong-interaction (U/t = 5.14) cases with higher density (n = 0.5). In each figure, the pair-formation field
H∗ (blue dashed line) separates the normal-state region (grey area) from the preformed-pair region (blue area), the vortex-
liquid-formation field Hc2 (purple dashed line) separates the preformed-pair region from the vortex-liquid region (purple area),
and the vortex-lattice-formation field Hmelt (red solid line) separates the vortex-liquid region from the vortex-lattice region (red
area). In all data, the phenomenological parameter to describe Hmelt is fixed as c = 0.5 (see the main text).
approximate
µ(T,H) ' µ(Tc, 0), (11)
where µ(Tc, 0) is obtained within the T-matrix approx-
imation (see Sec. III and Fig. 2). This approximation
is correct at least in the weak-coupling BCS side since
µ is almost fixed regardless of temperature [29], and we
believe that this approximation is a first step to consider
magnetic-field effects in the case with strong attractive
interaction. After we replace µ(T,H) with µ(Tc, 0), we
solve Eq. (10) to estimate Hc2. Similar to the case of H
∗,
the curve (T,Hc2(T )) merges into (Tc, 0) in the low-field
limit; thus Hc2 can be understood as an extension of Tc
to the finite-field region.
Regarding the vortex-lattice-formation field Hmelt, we
apply an analysis based on the GL functional [30] in
the lowest-Landau-level approximation [12, 31], which is
valid closer to the Hc2 line [12, 32]. First, as explained in
Appendix B, we derive the zero-field GL functional FGL:
FGL =
∑
q
T
(
1− Uχ(0)q (0)
)
|aq|2 + β
2
∑
i
|ai|4. (12)
5Here, ai is the order-parameter field defined on the
lattice sites, aq is its Fourier transformation satisfying
ai = M
−1/2∑
q exp(iq · ri)aq, and the coefficient β is
given as
β =
T 3U2
M
∑
k,n
∣∣∣G(0)k (iεn)∣∣∣4 . (13)
As shown in Appendix C, by applying the lowest-Landau-
level approximation to Eq. (12) with replacement of the
momentum in the x-y plane by qH consistently with
Eq. (10) and using the gradient expansion in the z di-
rection, we obtain
FGL '
∫
d3r
[(
αqH |ψ(r)|2 + γ|∂zψ(r)|2
)
+
β
2
|ψ(r)|4
]
,
(14)
where the order-parameter field ψ(r) involves only the
lowest-Landau-level modes in the x-y plane. The coeffi-
cients are given as follows:
αqH = T
(
1− Uχ(0)qH (0)
)
, (15)
and
γ =− T
2Ut
M
∑
k,n
[
G
(0)
k (iεn)
]2
G
(0)
−k(−iεn)
×
[
cos kz + 4tG
(0)
k (iεn) sin
2 kz
]2
. (16)
As shown in Appendix D, based on Eq. (14), the vortex-
lattice-formation field Hmelt is approximately calculated
by solving the following equation:
T
4pi
√
ρsc66
=
c2
h
. (17)
Here, h = 2piµ0H/φ0 is a dimensionless magnetic field
(note that the lattice constant is set to unity), and
c = O(10−1) is a phenomenological parameter [9, 12].
Also, c66 and ρs represent the shear modulus of the vor-
tex lattice and the superfluid density defined along the
magnetic field, respectively (see Appendix D):
c66 =
2γA|αqH |2
βA
2β
, (18)
and
ρs =
2|αqH |γ
βAβ
(19)
with numerical factors related to the triangular vortex-
lattice structure: βA ' 1.16 and γA ' 0.119. Note
that β and γ appearing in these expressions are given
in Eqs. (13) and (16), respectively. To obtain Hmelt,
we solve Eq. (17) in combination with the approximated
chemical potential [Eq. (11)].
V. FIELD–TEMPERATURE PHASE DIAGRAM
Based on numerically calculated H∗, Hc2, and Hmelt,
we obtain typical H-T phase diagrams (Fig. 3). Since our
purpose is to investigate qualitative features of the H-T
phase diagram, we fix the phenomenological parameter to
estimate Hmelt as c = 0.5 throughout our calculation. A
slight change in c does not affect the qualitative features.
The value of c may be phenomenologically determined
by comparing the resulting phase diagram with certain
experiments or could be derived from a more complete
theory. Figures 3(a) and (b) show the weak-interaction
(U/t = 2.57) and strong-interaction (U/t = 5.14) cases
with lower density (n = 0.2), respectively. Comparing
Figs. 3(a) and (b), we can see that the vortex-liquid re-
gion between Hc2 and Hmelt, as well as the preformed-
pair region between Hc2 and H
∗, becomes broader as the
interaction becomes stronger; therefore, a strong attrac-
tive interaction stabilizes both the vortex-liquid and the
preformed-pair regions.
Let us consider physical reasons why both the vortex-
liquid and preformed-pair states are stabilized by a strong
attractive interaction. First, the stabilization of the
preformed-pair state can be understood in the same
way as the zero-field case: a strong attractive interac-
tion makes it easy to create non-condensed pairs, or
preformed pairs [1]. Second, the stabilization of the
vortex-liquid region can be understood based on the
superconducting-fluctuation strength: as the attractive
interaction gets stronger toward the BCS-BEC crossover
regime, the fluctuation becomes more significant [5, 33],
and thus the vortex-liquid region becomes wider.
Figures 3(c) and (d) show the obtained phase diagrams
with higher density (n = 0.5). Similar to the case with
lower density (n = 0.2), we can see that both the vortex-
liquid and the preformed-pair regions are stabilized when
the interaction is strong. Moreover, comparing the higher
density case [Figs. 3(a) and (b)] with the lower density
case [Figs. 3(c) and (d)], we can see that the vortex-liquid
region is broader while the preformed-pair region is nar-
rower when the density is higher. From this result, we
conclude that the particle density, in addition to interac-
tion strength, is an important factor in determining the
resultant H-T phase diagram.
Here, we point out that keeping only the LLL modes
among various order parameter’s spatial variations is
an approach from the weak fluctuation in the following
sense: it is clear that, in the weak-field limit, the LLL
mode vanishes so that the fluctuation-induced downward
shift of Tc in zero field, ∆Tc(0), cannot be described
within the present approach. To describe ∆Tc(0), it is
necessary to incorporate the higher-Landau-level (HLL)
modes in our calculation. In fact, the HLL modes in-
corporating the vortex-loop fluctuations [8, 34] should
lead to not only ∆Tc(0) and a shift of the Hc2(T ) line
in low fields accompanying it but also a downward shift
of Hmelt(T ) and a change of its temperature dependence
in low enough fields. Although such effects have been
6omitted in the present LLL approach, this simplification
is not essential to our purpose here of understanding a
qualitative picture of the H-T phase diagram in super-
conductors with a strong pairing interaction.
So far, we consider the H-T phase diagram based
on the T-matrix approximation. Beyond the T-matrix
approximation used here, several kinds of more sophis-
ticated approximations such as the self-consistent T-
matrix approximation [19, 20, 35] have been applied to
discuss the U -T phase diagram, thermodynamic quanti-
ties, and others. Here we briefly discuss what can occur
if we use the self-consistent T-matrix approximation, in-
stead of the method used in this study, to examine the
H-T phase diagram. With the use of the self-consistent
calculation, it is known that the pseudogap created by
the preformed pair can be reflected in the electronic state
through the self-energy effect, which reduces further the
transition temperature Tc [20, 35]. In the same way,
Hc2(T ) and Hmelt(T ) are expected to be further lowered;
therefore, the separation between H∗(T ) and Hc2(T ) as
well as that between H∗(T ) and Hmelt(T ) will become
more prominent as U gets larger, compared with the re-
sults shown in Fig. 3. Nonetheless, we believe that the
qualitative features obtained in this study can be seen
even if we apply the above-mentioned self-consistent cal-
culation.
VI. CONCLUSION
To obtain typical H-T phase diagrams in electron sys-
tems with strong attractive interaction, we estimate the
pair-formation field H∗, the vortex-liquid-formation field
Hc2, and the vortex-lattice-formation field Hmelt. Based
on numerical calculations, we find that a strong attractive
interaction can stabilize both the vortex-liquid and the
preformed-pair regions. In addition, we point out that
the particle density also influences the resultant phase
diagram.
In the preformed-pair and vortex-liquid regions sta-
bilized by strong attractive interaction, thermodynamic
and transport properties are expected to be characteris-
tic. In particular, the Hall conductivity in the vortex-
liquid region can be enhanced by superconducting-
fluctuation effecs [36, 37] since the dynamics of the su-
perconducting order parameter can involve a larger prop-
agating part when the interaction is stronger [17].
In the end of this paper, we discuss the H-T phase di-
agram in FeSe suggested by several experiments [2, 4, 6].
We should remark that FeSe has a two-band structure
consisting of an electron Fermi surface and a hole one,
so that our analysis on the single-band Hubbard model
will not completely describe the physical properties of
FeSe. Nevertheless, let us compare our numerical results
with the experimental data observed in FeSe. Also, we
do not comment on the high-field low-temperature phase
(“B-phase”) proposed in Ref. [2] since in our calcula-
tion we do not take into account the Zeeman coupling of
magnetic field, which may be important in the high-field
low-temperature region.
First, a large pseudogap region above Hc2 in the H-
T plane is suggested in Ref. [6]. If we assume that
the pseudogap is caused by the preformed pair [19, 22],
we can interpret the observed pseudogap region as the
preformed-pair region stabilized by a strong attractive
interaction as in Fig. 3(b). Second, a crossing of magne-
tization curves [38] is observed in Ref. [4]. This crossing
can be understood as caused by a strong attractive inter-
action [5] in the vortex-liquid region stabilized also by the
strong attractive interaction. Third, the Hall, Seebeck,
and Nernst coefficients have shown their maximum or
minimum near a temperature T ∼ 2Tc with weak depen-
dence on H [4]. Though a strong attractive interaction
may be related to this behavior, the detailed electronic
structure [2, 39, 40] should be taken into account to dis-
cuss such transport phenomena since FeSe is an almost
compensated semimetal [2] and compensation of electron
and hole carriers can make the sign of transport coeffi-
cients, such as the Hall coefficient, subtle.
In addition, we discuss the resistive vanishing in FeSe
in finite fields. As stressed in the present work as well
as Ref. [25], a broad preformed-pair region is expected,
as in Fig. 3(b), to lie above the nominal Hc2(T ) curve in
FeSe. If so, the fact [2, 4] that the vortex-liquid region is
relatively narrow in the experimental phase diagram of
FeSe needs to be clarified. This discrepancy may be due
to the fact that the resistivity vanishes at a much higher
temperature than Hmelt(T ) defined in clean limit. This
possibility occurs when the resistivity vanishes through
a vortex-glass transition due to the vortex pinnings to
columnar defects or correlated defects [41, 42]. Another
possibility is that the vortex-liquid region has estimated
to be much narrower from the resistivity data than the
actual one. This may occur when the quantum fluctua-
tion neglected in the present study is not negligible [43].
If this scenario is true, the resistivity is insensitive to the
position of the actual Hc2 and, upon cooling, begins to
vanish close to a vortex-glass transition, which lies near
Hmelt and much below the actual Hc2.
As another possible scenario to explain why the vortex-
liquid region is estimated to be relatively narrow in FeSe,
let us consider the two-band structure characteristic of
FeSe [2, 39, 40]. If a strong attractive interaction is
present in one of these bands while a weak attractive in-
teraction exists in another band, the vortices due to the
former band can be pinned by the vortex lattice gener-
ated by the latter band. If this is true, the vortex-liquid
region can become relatively narrow compared to the case
considered in the present work where only a single band
with strong attractive interaction exists. This possibility
will be examined in details elsewhere.
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∗ to Egap in
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Appendix A: Comparison between pair-formation
temperature and zero-temperature excitation energy
gap
In this section, let us compare the pair-formation tem-
perature T ∗ with the zero-temperature excitation energy
gap Egap to show that T
∗ and Egap are of the same order
of magnitude (0.1 . T ∗/Egap . 0.5) regardless of the in-
teraction strength U across a broad range of the particle
density n (0.015 . n . 1.985). Based on this fact, as
discussed in the following, T ∗ can be interpreted as the
pair-formation temperature.
The pair-formation temperature T ∗ is calculated from
Eqs. (2) and (3), or rewritten as
1
M
∑
k
tanh [(k − µ) /(2T )]
2 (k − µ) =
1
U
, (A1)
and
1
M
∑
k
[
1− tanh
(
k − µ
2T
)]
= n. (A2)
To estimate the zero-temperature excitation energy, we
need to calculate the zero-temperature superconducting
gap amplitude ∆0. ∆0 can be estimated through the
BCS-BEC crossover with the use of the mean-field ap-
proximation or variational BCS wave function [16, 19,
23]. The resulting equations to calculate ∆0 is given as
the gap equation
1
M
∑
k
1
2
√
(k − µ˜)2 + ∆02
=
1
U
, (A3)
and the particle-number equation
1
M
∑
k
1− k − µ˜√
(k − µ˜)2 + ∆02
 = n, (A4)
where the Hartree shift is incorporated by redefining the
chemical potential as µ˜ = µ+ nU/2 [44].
The one-particle excitation energy Ek [45] is given
as [16]
Ek =
√
(k − µ˜)2 + ∆02, (A5)
and the minimum excitation energy Egap, i.e., the lowest
energy to break an electron pair without changing the
total number of particles, is given as [16]
Egap = 2 min
k
Ek. (A6)
Therefore, for the weak-coupling side satisfying |µ˜| < 6t
(= half of the band width), Egap is given by 2∆0; on
the other hand, for the strong-coupling side satisfying
|µ˜| > 6t, Egap is given by 2
√
(|µ˜| − 6t)2 + ∆02.
To investigate the ratio of T ∗ to Egap, let us first con-
sider the weak-coupling limit (U/t  1), where Egap =
2∆0. In this limit, T
∗ is essentially equivalent to the pair-
condensation temperature Tc, and the well-known BCS
relation for the s-wave superconductivity [45] is applica-
ble:
T ∗
Egap
' Tc
Egap
' e
γE
2pi
≡ Rw ' 0.283 (for U/t 1),
(A7)
where γE ' 0.577 is the Euler’s constant, and Rw rep-
resents T ∗/Egap in the weak-coupling limit. Next, let
us consider the strong-coupling limit (U/t  1), where
Egap = 2
√
(|µ˜| − 6t)2 + ∆02. In this limit, we can obtain
from Eqs. (A1) and (A2)
T ∗ ' 1− n
2 ln(2/n− 1)U (for U/t 1). (A8)
On the other hand, in the same strong-coupling limit, we
obtain from Eqs. (A3) and (A4) [16]
∆0 '
√
n(2− n)
2
U (for U/t 1), (A9)
as well as
µ˜ ' n− 1
2
U (for U/t 1). (A10)
Thus, we obtain the expression Egap ' U , where U is just
the binding energy of two particles in the strong-coupling
limit [16]. Therefore, in the strong-coupling limit, we see
T ∗
Egap
' 1− n
2 ln(2/n− 1) ≡ Rs(n) (for U/t 1). (A11)
Figure 4 shows the n dependence of Rs(n), which repre-
sents T ∗/Egap in the strong-coupling limit. From Fig. 4,
we may see that 0.1 . Rs(n) . 0.25 across a broad range
of the particle density n (0.015 . n . 1.985).
Based on the above consideration of the weak- and
strong-coupling limits, we can expect that T ∗ ∼ Egap
8(a) (b)
FIG. 5. (a) The ratio of the pair-formation temperature T ∗ to the zero-temperature excitation energy gap Egap as a function
of the interaction strength U for the particle density n = 0.015 (red solid line). The asymptotic ratio in the weak-coupling
limit Rw ' 0.283 (grey dotted line) and that in the strong-coupling limit Rs(n = 0.015) ' 0.101 (grey dashed line) are also
shown [see Eqs. (A7) and (A11) for the definitions of Rw and Rs(n), respectively]. (b) U dependence of T
∗ (blue solid line).
The asymptotic U dependence of T ∗ in the weak-coupling limit Rw × Egap (grey dotted line) and that in the strong-coupling
limit Rs(n = 0.015)× Egap (grey dashed line) are also shown.
(a) (b)
FIG. 6. U dependence of (a) T ∗/Egap and (b) T ∗ corresponding to Fig. 5 for the case of n = 0.2. The meaning of each curve
is the same as used in Fig. 5. Note that Rw ' 0.283 and Rs(n = 0.2) ' 0.182.
through the BCS-BEC crossover, or irrespective of the
value of U , as long as the density n is neither very low nor
very high (0.015 . n . 1.985). As examples, we present
the numerically calculated U dependence of T ∗/Egap for
n = 0.015 in Fig. 5(a) and n = 0.2 in Fig. 6(a) [for refer-
ence, the U dependence of T ∗ is also shown in Fig. 5(b)
for n = 0.015 and Fig. 6(b) for n = 0.2]. These fig-
ures show that 0.1 . T ∗/Egap . 0.5 is satisfied in the
BCS-BEC crossover regime as well as in the weak- and
strong-coupling regimes.
To sum up, we obtain 0.1 . T ∗/Egap . 0.5 regard-
less of the interaction strength U across a broad range
of the particle density n (0.015 . n . 1.985). Since the
zero-temperature excitation energy gap Egap can be in-
terpreted as a typical energy scale to break an electron
pair, T ∗ also can be regarded as a typical temperature
scale to break a pair; therefore, T ∗ is expected to repre-
sent the pair-breaking, or pair-formation, temperature.
Appendix B: Derivation of Ginzuburg-Landau
functional
Here we derive the zero-field GL functional given by
Eq. (12). By using the functional integral representa-
tion [17, 33, 46], we can formally rewrite the grand-
canonical partition function Z as
Z =
∫  ∏
k,σ,n
dc∗kσ(εn)dckσ(εn)
 e−(S0+Sint), (B1)
9where
S0 =
1
T
∑
k,σ,n
[
−G(0)k (iεn)−1
]
c∗kσ(εn)ckσ(εn), (B2)
Sint = − U
TM
∑
q,m
φ∗q(ωm)φq(ωm), (B3)
and
φq(ωm) =
∑
k,n
c−k↓(−εn)ck+q↑(εn + ωm). (B4)
Here, ckσ(εn) and c
∗
kσ(εn) are the Grassmann numbers,
and G
(0)
k (iεn) = (iεn − k + µ)−1 is the non-interacting
Green’s function.
Introducing the order-parameter field aq(ωm) and
a∗q(ωm) with the Hubbard-Stratonovich transformation,
we can obtain the following expression:
e−Sint =
∫ [∏
q,m
da∗q(ωm)daq(ωm)
pi
]
e−
∑
q,m |aq(ωm)|2
× e
√
U/(TM)
∑
q,m[a
∗
q(ωm)φq(ωm)+c.c.]. (B5)
Using this expression, we can transform the partition
function as
Z
Z0
=〈e−Sint〉0
=
∫ [∏
q,m
da∗q(ωm)daq(ωm)
pi
]
e−
∑
q,m |aq(ωm)|2
×
〈
e
√
U/(TM)
∑
q,m[a
∗
q(ωm)φq(ωm)+c.c.]
〉
0
. (B6)
Here, Z0 =
∫
[
∏
k,σ,n dc
∗
kσ(εn)dckσ(εn)]e
−S0 is the non-
interacting partition function, and 〈· · · 〉0 represents the
grand-canonical ensemble average with respect to the
non-interacting part S0. Expanding the last term in
Eq. (B6) with respect to the order-parameter field
aq(ωm) and a
∗
q(ωm) up to the fourth order and neglect-
ing Bosonic quantum fluctuation, we can finally obtain
the following form:
Z
Z0
∼
∫ [∏
q
da∗qdaq
pi
]
e−FGL/T, (B7)
where we write aq = aq(0) for simplicity. Here, FGL is
the GL functional, the explicit form of which is given as
FGL =
∑
q
T
[
1− Uχ(0)q (0)
]
|aq|2 + β
2
∑
i
|ai|4, (B8)
where ai = M
−1/2∑
q exp(iq · ri)aq is the real-space
order-parameter field,
χ(0)q (iωm) =
T
M
∑
k,n
G
(0)
k+q(iεn + iωm)G
(0)
−k(−iεn), (B9)
and
β =
T 3U2
M
∑
k,n
∣∣∣G(0)k (iεn)∣∣∣4 . (B10)
Appendix C: Lowest-Landau-level approximation of
Ginzburg-Landau action
In the following, we explain how we obtain the ap-
proximated expression of the GL functional [Eq. (14)].
Neglecting the Landau quantization of electrons, the ex-
ternal magnetic field affects the energy eigenstate of the
order-parameter field ai. At large length scales, the lat-
tice structure is not important so that we can focus on the
long-wavelength parts of ai and can replace ai defined on
lattice with ψ(r) defined in continuum space (note that
the lattice constant is set to unity). Then, to perform
our calculation in a finite magnetic field parallel to the z
axis, we can rewrite Eq. (12) as
FGL '
∫
d3r
(
ψ∗αQψ + γ|∂zψ|2 + β
2
|ψ|4
)
, (C1)
where
αQ = T
[
1− Uχ(0)Q (0)
]
(C2)
withQ = −i∇⊥+2piA/φ0 is the gauge-invariant gradient
in the directions perpendicular to the field, and
γ = −T
2Ut
M
∑
k,n
[
G
(0)
k (iεn)
]2
G
(0)
−k(−iεn)
×
[
cos kz + 4tG
(0)
k (iεn) sin
2 kz
]2
. (C3)
Here we introduce magnetic-field effects through a min-
imal coupling of the vector potential A(r) to the order-
parameter field ψ(r).
To diagonalize the second-order terms of Eq. (C1), we
expand the order-parameter field as
ψ(r) =
∑
N,nd,qz
bNndqzfNnd(x, y)
eiqzz√
Lz
, (C4)
where N is the Landau-level index, nd is the degener-
acy index for each Landau level with (µ0HLxLy/φ0)-
fold degeneracy, qz is the z-directional momentum, and
fNnd(x, y) is the Nth Landau-level eigenfunction [note
that the lattice constant is unity so that Li = Mi (i =
x, y, z)]. Though, in general, it is not clear whether the
second-order terms of Eq. (C1) are diagonalized with the
bases appearing in Eq. (C4), at least the lowest-order Q2
terms are exactly diagonalized with these bases. Respect-
ing this fact and substituting Eq. (C4) into Eq. (C1), we
obtain the diagonalized second-order terms:
FGL '
∑
N,nd,qz
(
α√2N+1qH + γqz
2
) |bNndqz |2+∫ d3rβ2 |ψ|4,
(C5)
where qH
2 = l−1 =
√
2piµ0H/φ0. Therefore, through
the Landau quantization of the order-parameter field, we
basically replace squared gauge-invariant gradient Q2 de-
fined in the x-y plane with discrete levels (2N + 1)/l2.
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FIG. 7. Schematic figure of a unit cell of the triangular vortex
lattice (blue area). Primitive lattice vectors (a and b) as
well as the size of the unit cell are shown. Note that one
quantum flux penetrates one unit cell [(
√
3pi/k) · (2pi/k) =
2pil2 = φ0/(µ0H)].
As far as we focus our attention on the region relatively
near Hc2(T ), we just take into account the contribution
from the lowest Landau-level mode [8, 12, 32]; then we
can obtain from Eq. (C5) the following expression:
FGL '
∑
nd,qz
(
αqH + γqz
2
) |b0ndqz |2 + ∫ d3rβ2 |ψ|4. (C6)
From this representation, we can see that the transition
point in the Gaussian approximation is given as the van-
ishing point of the second-order mass term, i.e., αqH = 0,
which can be rewritten as χ
(SC)
qH =∞ [Eq. (10)] based on
Eqs. (4) and (15). Conversely applying the expansion of
the order-parameter field [Eq. (C4)] to Eq. (C6) as well
as considering only N = 0 mode, we finally obtain
FGL '
∫
d3r
[(
αqH |ψ|2 + γ|∂zψ|2
)
+
β
2
|ψ|4
]
, (C7)
where ψ(r) only involves the lowest Landau-level mode
(N = 0).
Appendix D: Derivation of vortex-lattice-formation
field
In the following, we explain how we estimate the
vortex-lattice-formation field Hmelt and obtain Eq. (17)
starting with Eq. (14). Since the mean-field solution
minimizing Eq. (14) is given by the triangular vortex-
lattice state, we consider the Gaussian fluctuation around
the triangular vortex-lattice state [30] within the lowest-
Landau-level approximation [12, 31] and then apply the
Lindemann criterion to estimate Hmelt [12], at which
the first-order melting transition to the vortex-liquid
state occurs. Since our formulation is basically based on
Refs. [12, 31], we here just present an overview. In the fol-
lowing, we assume the Landau gauge A(r) = −µ0Hyx̂.
In this Appendix, r denotes a coordinate vector xx̂+ yŷ
in the x-y plane.
As a complete orthonormal set of bases diagonalizing
the second-order terms of Eq. (14), we consider a set of
triangular vortex-lattice states with z-directional modu-
lation: {
ϕ(r|r0) e
iqzz
√
Lz
}
r0,qz
, (D1)
where {ϕ(r|r0)} represents a two-dimensional triangular
vortex lattice with a unit cell shown in Fig. 7, and the
position of the vortices is related to r0:
r0 = x0x̂+ y0ŷ =
(
2pil2
Ly
nx +
2pil2√
3Lx
ny
)
x̂+
2pil2
Lx
ny ŷ.
(D2)
Here l =
√
φ0/(2piµ0H) is the magnetic length. The
degeneracy indices of the lowest Landau level, nx and
ny, satisfy
nx ∈
[
− Ly
2kl2
,
Ly
2kl2
)
, ny ∈
[
−
√
3Lx
4kl2
,
√
3Lx
4kl2
)
(D3)
with k =
√√
3pi/l. We note that the degeneracy of
the lowest Landau level can be calculated as [Ly/(kl
2)] ·
[
√
3Ly/(2kl
2)] = LxLy/(2pil
2) = µ0HLxLy/φ0. The do-
main of r0 is equivalent to the unit cell shown in Fig. 7.
As shown in the following, functions {ϕ(r|r0)}r0 with r0
out of the unit cell are linearly dependent on those with
r0 within the unit cell.
The specific form of the eigenfunctions {ϕ(r|r0)} is
given as
ϕ(r|r0) = e−iy0x/l2ϕ(r + r0|0), (D4)
and
ϕ(r|0) = 3
1/8√
LxLy
∞∑
n=−∞
eiknx−ipin
2/2−(y−kl2n)2/(2l2).
(D5)
Defining primitive lattice vectors a = (2pi/k)x̂ and b =
(pi/k)x̂ + (
√
3pi/k)ŷ as shown in Fig. 7, we obtain from
Eq. (D5) the following (quasi)periodicity of ϕ(r|0):{
ϕ(r + a|0) = ϕ(r|0)
ϕ(r + b|0) = ieikxϕ(r|0), (D6)
As for a general lattice vector R = maa + mbb, we can
show from Eq. (D6) the following quasiperiodicity:
ϕ(r +R|0) = ei(pimb2/2+mbkx)ϕ(r|0). (D7)
Combining Eqs. (D4) and (D7), we can obtain
ϕ(r|r0 +R) = ei(pimb2/2+mbkx0)ϕ(r|r0), (D8)
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which shows that ϕ(r|r0) and ϕ(r|r0 + R) are not in-
dependent; therefore, we only have to consider a set
{ϕ(r|r0)}r0 where r0 is in a unit cell of the vortex lat-
tice. Moreover, Eqs. (D5) and (D4) lead to the following
orthonormal relation:∫
S
d2rϕ∗(r|r0)ϕ(r|r′0) = δr0,r′0 , (D9)
where S means the entire x-y plane.
From Eqs. (D4) and (D7), we can show another rela-
tion:
ϕ(r +R|r0) = ei[pimb2/2+mbkx−(r0×ẑ)·R/l2]ϕ(r|r0).
(D10)
Defining a momentum vector corresponding to r0 as
k0 = −r0 × ẑ
l2
(⇔ r0 = l2k0 × ẑ) , (D11)
we can rewrite Eq. (D10) as
ϕ(r +R|r0) = ei(pimb2/2+mbkx+k0·R)ϕ(r|r0). (D12)
Combination of Eqs. (D7) with (D10) leads to
ϕ∗(r+R|0)ϕ(r+R|r0) = eik0·Rϕ∗(r|0)ϕ(r|r0), (D13)
which means that ϕ∗(r|0)ϕ(r|r0) is a Bloch function
with a lattice momentum vector k0; therefore, we can
expand this function as [30]
ϕ∗(r|0)ϕ(r|r0) = 1
LxLy
∑
K
ei(k0+K)·rFK(k0), (D14)
where K is a reciprocal lattice vector, which can be writ-
ten with a certain lattice vector R = maa+mbb, as
K = −R× ẑ
l2
. (D15)
Applying the Fourier transformation to Eq. (D14), we
obtain
FK(k0) =
∫
S
d2r e−i(k0+K)·rϕ∗(r|0)ϕ(r|r0). (D16)
Using the definition of ϕ(r|r0) [Eqs. (D4) and (D5)] in
Eq. (D16), we can derive the specific form of FK(k0),
FK(k0) = exp
{
l2
[
− (K + k0)
2
4
− i
2
(
Kx
2
√
3
+KxKy + k0,xk0,y − (K × k0)z
)]}
(D17)
Let us divide the order-parameter field ψ(r, z) (note
that in this Appendix r represents a coordinate vector
in the x-y plane) into the mean-field vortex-lattice state
ϕ(r|0)/√Lz and the fluctuation around it:
ψ(r, z) = aϕ(r|0) 1√
Lz
+
∑
k0,qz
ak0qzϕ(r|r0)
eiqzz√
Lz
. (D18)
Here we choose the vortex-lattice state with r0 = 0
as a spontaneously translational-symmetry broken state.
Also, a and ak0qz represent the mean-field and fluctua-
tion amplitudes, respectively.
The mean-field amplitude a is determined by minimiz-
ing the GL functional FGL [Eq. (14)], leading to the fol-
lowing expression:
a =
√
LxLyLz
|αqH |
βAβ
, (D19)
where we assume that αqH < 0, or H < Hc2(T ), so
that the mean-field approximation leads to the vortex-
lattice solution. Here we choose the vortex-lattice state
with arg(a) = 0 as a spontaneously U(1)-symmetry
broken state. Here βA is the Abrikosov factor, which
characterizes the triangular lattice structure: βA =
〈|ϕ(r|0)|4〉S/[〈|ϕ(r|0)|2〉S ]2, with a spatial average in the
x-y plane 〈· · · 〉S = (LxLy)−1
∫
S
d2r(· · · ).
Using the expanded form of the order-parameter field
[Eq. (D18)] in the GL functional [Eq. (14)] and diagonal-
izing the Gaussian-fluctuation (second-order with respect
to {ar0qz}) terms, we obtain
FGL = FMFGL + FGaussGL + FnonGaussGL , (D20)
where
FMFGL = −LxLyLz
|αqH |2
2βAβ
, (D21)
FGaussGL =
∑
k0,qz>0,m=±
(
E
(m)
k0
+ γqz
2
) ∣∣∣a(m)k0qz ∣∣∣2 , (D22)
and FnonGaussGL involves other terms corresponding to non-
Gaussian fluctuation. In the following, we neglect the
non-Gaussian fluctuation FnonGaussGL and concentrate on
the Gaussian fluctuation FGaussGL . The fluctuation ampli-
tude a
(m)
k0qz
is defined as
a
(±)
k0qz
=
1√
2
(ak0qz ± a−k0,−qz ) , (D23)
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and the fluctuation energy of each mode E
(m)
r0 is obtained
as
E
(±)
k0
=
|αqH |
βA
[
2
∑
K
|FK(k0)|2 −
∑
K
|FK(0)|2
±
∣∣∣∣∣∑
K
FK(k0)
2
∣∣∣∣∣
]
, (D24)
where FK(k0) is given in Eq. (D17). We can show that
FK(0) ∈ R, so that E(−)0 = 0, which shows that the
fluctuation mode represented as a
(−)
k0qz
is massless (corre-
sponding to the incompressible shear mode of the vortex
lattice [12, 30]). Since the massless mode is expected to
be dominant in considering the melting transition [12], we
take into account the contribution of the massless mode
a
(−)
k0qz
and neglect that of the massive mode a
(+)
k0qz
. More-
over, to consider the long-wavelength and low-energy
contribution of the massless mode, we expand the fluc-
tuation energy E
(−)
k0
with respect to k0:
E
(−)
k0
=
γA|αqH |
βA
l4k0
4 +O(k06). (D25)
Here γA is a numerical factor related to the triangular-
lattice structure:
γA =
∑
K
e−l
2K2/2
{
1
12
[
3
8
l4K4 − 3l2K2 + 3
]
− 1
8
}
' 0.119. (D26)
To derive Eq. (D25), we use the following properties with
an arbitrary function f(K) = f(|K|) due to a six-fold
rotational symmetry of the reciprocal lattice space:

∑
K
(K · k0)2f(K) =
∑
K
1
2
K2k0
2
∑
K
(K · k0)4f(K) =
∑
K
3
8
K4k0
4.
(D27)
In the following, therefore, we focus on the following func-
tional:
FGauss(−)GL =
∑
k0,qz>0
(
γA|αqH |
βA
l4k0
4 + γqz
2
) ∣∣∣a(−)k0qz ∣∣∣2 .
(D28)
It has been proved [30] that this form of the dispersion re-
lation of the massless mode of the vortex lattice in type-II
limit remains valid when the higher Landau-level modes
(N ≥ 1) are included.
Since the relative fluctuation 2−1/2a(−)k0qz/|a| can be
regarded as an angular change of the vortex lattice
θk0qz [12], we can rewrite FGauss(−)GL [Eq. (D28)] as
FGauss(−)GL = LxLyLz
∑
k0,qz>0
(
c66l
4k0
4 + ρsqz
2
) |θk0qz |2
=
1
2
∫
S
d2r
∫ Lz
0
dz
[
c66l
4(∇⊥2θ)2 + ρs(∂zθ)2
]
.
(D29)
Here, θ(r, z) =
∑
k0,qz
ei(k0·r+qzz)θk0qz is a real-space
phase field related to the vortex-lattice displacement field
u(r, z) [12] as {
ux = l
2∂yθ
uy = −l2∂xθ.
(D30)
This relation indicates that the vortex-lattice deforma-
tion corresponding to the massless mode a
(−)
k0qz
represents
an incompressible shear mode: ∇⊥ · u(r, z) = 0 [12].
Also, c66 and ρs represent the shear modulus of the vortex
lattice and the superfluid density defined as the response
quantity in the z direction, respectively:
c66 =
2γA|αqH |2
βA
2β
, (D31)
and
ρs =
2|αqH |γ
βAβ
. (D32)
The mean square displacement of the vortex lattice
d2 = 〈|u(r)|2〉 is calculated as
d2 = 〈|u|2〉 = l4 〈(∇⊥θ)2〉 = 2l4 ∑
k0,qz>0
k0
2〈|θk0qz |2〉.
(D33)
Here, 〈· · · 〉 means the ensemble average with respect to
the low-energy GL functional FGauss(−)GL [Eq. (D29)], and
thus we can obtain the following formula:
d2 =
l4
LxLyLz
∑
k0,qz
Tk0
2
c66l4k0
4 + ρsqz2
. (D34)
Since the summation about qz is convergent, we take
Lz
−1∑
qz
(· · · ) → (2pi)−1 ∫∞−∞ dqz(· · · ). On the other
hand, since the summation about k0 is not convergent
if k0 →∞, we simply replace the summation with an in-
tegration over an area corresponding to the first Brillouin
zone: (LxLy)
−1∑
k0
(· · · ) → (2pi)−1 ∫√2/l
0
dk0 k0(· · · ).
These replacements lead to the following simple expres-
sion:
d2 =
T
4pi
√
ρsc66
. (D35)
Using the Lindemann criterion [12], we can expect that
the vortex lattice can melt into the vortex liquid when
a condition d = c × l is satisfied [note that the mag-
netic length l corresponds to the unit-cell size (see
Fig. 7)], where c = O(0.1) is a phenomenological pa-
rameter. Introducing a dimensionless magnetic field
h = 2piµ0H/φ0 = l
−2 (note that the lattice constant is set
to unity), we obtain the equation [Eq. (17)] describing the
melting-transition field, or the vortex-lattice-formation
field, Hmelt:
T
4pi
√
ρsc66
=
c2
h
. (D36)
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