Macrophages respond to inflammatory stimuli by modulating the expression of hundreds of genes in a defined temporal cascade, with diverse transcriptional and posttranscriptional mechanisms contributing to the regulatory network. We examined proinflammatory gene regulation in activated macrophages by performing RNA-seq with fractionated chromatin-associated, nucleoplasmic, and cytoplasmic transcripts. This methodological approach allowed us to separate the synthesis of nascent transcripts from transcript processing and the accumulation of mature mRNAs. In addition to documenting the subcellular locations of coding and noncoding transcripts, the results provide a high-resolution view of the relationship between defined promoter and chromatin properties and the temporal regulation of diverse classes of coexpressed genes. The data also reveal a striking accumulation of full-length yet incompletely spliced transcripts in the chromatin fraction, suggesting that splicing often occurs after transcription has been completed, with transcripts retained on the chromatin until fully spliced.
SUMMARY
Macrophages respond to inflammatory stimuli by modulating the expression of hundreds of genes in a defined temporal cascade, with diverse transcriptional and posttranscriptional mechanisms contributing to the regulatory network. We examined proinflammatory gene regulation in activated macrophages by performing RNA-seq with fractionated chromatin-associated, nucleoplasmic, and cytoplasmic transcripts. This methodological approach allowed us to separate the synthesis of nascent transcripts from transcript processing and the accumulation of mature mRNAs. In addition to documenting the subcellular locations of coding and noncoding transcripts, the results provide a high-resolution view of the relationship between defined promoter and chromatin properties and the temporal regulation of diverse classes of coexpressed genes. The data also reveal a striking accumulation of full-length yet incompletely spliced transcripts in the chromatin fraction, suggesting that splicing often occurs after transcription has been completed, with transcripts retained on the chromatin until fully spliced.
INTRODUCTION
Macrophages play an important role in regulating immune responses following exposure to a microbial insult or danger signal. Their response involves widespread changes in gene expression that are often tailored to the stimulus. Some inducible genes encode proteins that help polarize the subsequent innate and adaptive immune responses, whereas others encode effector molecules that protect the host from the insult. Microbial pathogens have acquired mechanisms to subvert immune responses, and deregulated inflammation has been associated with numerous diseases ranging from inflammatory autoimmune disorders to atherosclerosis and cancer. A major challenge has been to elucidate the molecular circuitry that regulates an inflammatory gene program, with the ultimate aim of selectively altering the response to diminish disease pathology while maintaining antimicrobial immunity Smale, 2010) .
To understand the transcriptional response to an inflammatory stimulus, several studies have focused on the regulatory properties of primary response genes, which are rapidly induced in the absence of new protein synthesis (reviewed in Fowler et al., 2011) . Primary response genes induced by Toll-like receptor (TLR) ligands and tumor necrosis factor (TNF) usually contain CpG island promoters. Such genes are associated with RNA polymerase II in unstimulated cells and possess histone tail modifications commonly found at the promoters of actively transcribed genes (Hargreaves et al., 2009; Ramirez-Carrozzi et al., 2009) . These genes can be activated by inducible transcription factors in the absence of SWI/SNF-dependent nucleosome remodeling (Ramirez-Carrozzi et al., 2006 .
Rapid transcriptional induction may also be facilitated by the active release of polymerase molecules that have initiated transcription in unstimulated cells but are paused near the transcription start site (TSS) (Nechaev and Adelman, 2011) . Paused polymerase molecules can be released by signal-dependent recruitment of P-TEFb, phosphorylation of RNA polymerase II on serine 2 of the C-terminal domain (CTD), and release of the NELF repressor. Although some genes are regulated by pausing in close proximity to the TSS, others are reported to be efficiently transcribed into precursor transcripts, with inducible P-TEFb recruitment regulating the efficiency of transcript processing (Adelman et al., 2009; Hargreaves et al., 2009) .
In contrast to the features described above, many secondary response genes and some primary response genes require SWI/ SNF-dependent nucleosome remodeling for their induction (Ramirez-Carrozzi et al., 2006 Fowler et al., 2011) . These genes often lack CpG islands and are inaccessible to nucleases in unstimulated cells. Prior to stimulation, they also lack histone modifications characteristic of active genes. The remodeling requirement may facilitate highly selective regulation by imposing an additional barrier to activation.
A major long-term goal is to elucidate the precise network of events that coordinates the complex, temporally ordered gene expression cascade induced by an inflammatory stimulus. Progress toward this goal has been made primarily through the use of microarrays to examine temporal changes in messenger RNA (mRNA) levels, followed by efforts to connect transcription factors and signaling pathways to clusters of coregulated genes (Ramsey et al., 2008; Amit et al., 2009; Litvak et al., 2009 ). However, temporal changes in mRNA levels can diverge considerably from temporal changes in transcription. For example, a lag period can follow the maximal activation of transcription before the peak mRNA level is reached (Hao and Baltimore, 2009; Rabani et al., 2011) . Microarrays also tend to underestimate the magnitudes of changes in mRNA levels, further limiting efforts to examine transcriptional cascades (Marioni et al., 2008) .
RNA sequencing (RNA-seq) has emerged as an improved method for examining transcriptomes. Although this method is usually used to study mRNAs, three strategies have been described for the analysis of nascent transcripts, thereby allowing dynamic changes in transcription to be distinguished from changes in mRNA levels. First, the genome-wide nuclear run-on (GRO-seq) involves the incubation of nuclei with labeled nucleoside triphosphates, followed by high-throughput sequencing of complementary DNA (cDNA) prepared from the labeled nascent transcripts (Core et al., 2008; Hah et al., 2011) . In a second method, native elongating transcript sequencing (NET-seq), ternary complexes containing RNA polymerase, the DNA template, and the nascent transcript are isolated by crosslinking, chromatin fragmentation, and polymerase immunoprecipitation, followed by high-throughput sequencing of cDNAs (Churchman and Weissman, 2011) . Finally, metabolic labeling has been used to monitor the fate of nascent transcripts (Friedel and Dö lken, 2009, and references therein) . This method was recently employed to characterize clusters of coexpressed genes in mouse dendritic cells stimulated with lipopolysaccharide (LPS) (Rabani et al., 2011) .
Here, we describe RNA-seq analysis of biochemically fractionated chromatin-associated, nucleoplasmic, and cytoplasmic transcripts from unstimulated and stimulated macrophages. Like the three methods described above, this method provides basic information about nascent transcription. However, the results have provided several additional insights of broad relevance concerning the dynamic regulation of RNA processing and transport and have allowed us to define, at high resolution, the properties of specific classes of coexpressed genes activated by an inflammatory stimulus.
RESULTS

RNA-Seq Analysis of Fractionated Transcripts
Inflammatory gene transcription was studied in mouse bonemarrow-derived macrophages stimulated with lipid A (the active component of LPS) for 0, 15, 30, 60, and 120 min. We fractionated cells (Wuarin and Schibler, 1994) to isolate chromatin-associated, nucleoplasmic, and cytoplasmic transcripts as done previously to analyze nascent transcripts from individual genes (Dye et al., 2006; Pawlicki and Steitz, 2008; Pandya-Jones and Black, 2009) . In pilot studies, the purity of the chromatin, nucleoplasm, and cytoplasm was assessed by western blot analysis of b-tubulin, SNRP70, and histone H3, respectively (Figure S1A available online). To facilitate the analysis of nascent transcripts, an oligo-deoxythymine (dT) purification step was omitted during the isolation of RNA from the three fractions. However, in separate experiments, an oligo dT resin was used to isolate polyadenylated RNA from whole-cell macrophage lysates.
Random primed, strand-specific cDNA libraries prepared from the RNA populations were analyzed by high-throughput sequencing. Inspection of the aligned reads for individual genes provided strong support for the notion that the transcripts in the chromatin samples were newly transcribed. First, as illustrated for the inducible Nfkb1 gene ( Figure 1A ), the reads from the chromatin samples were broadly distributed across both the exons and introns of many genes, whereas in nucleoplasmic and cytoplasmic samples, exon reads were strongly enriched. Reads were not observed at genomic regions flanking transcription units, demonstrating that the reads were derived from RNA rather than from DNA. Reads from oligo-dT-selected RNA showed a similar pattern of exon enrichment ( Figure S1B ). Also, transcript levels for inducible genes increased at earlier time points in the chromatin samples than in the nucleoplasmic and cytoplasmic samples (see Figure 1B for Nfkb1) or the mRNA (Figure S1C ). This finding suggests that an analysis of chromatin transcripts provides a more accurate view of the kinetics of transcriptional induction than is provided by mRNA analyses.
Distinct Subcellular Transcript Profiles
We divided 10,020 expressed RefSeq genes (reads per kilobase per millions of mapped reads (RPKM) >1 in at least one of the three fractions) into 12 clusters based on their transcript profiles in the three subcellular fractions and five time points (Figure 2A) . Most lipid-A-induced genes were found in clusters 1-3 ( Figures  2A and 2B ). Transcriptional downregulation was detected in clusters 4-6 (Figures 2A and 2B) . Surprisingly, far more genes were downregulated than upregulated ( Figure 2C ). However, the average magnitude of downregulation in two clusters (clusters 4 and 6) was only slightly >2-fold in the chromatin sample ( Figure 2B ). It is noteworthy that reduced transcript levels were observed in the chromatin samples at earlier time points than in the nucleoplasmic and cytoplasmic samples (Figures 2A and 2C) . This difference is presumably due to the time required for pre-existing mRNAs to decay. The remaining clusters showed little change in transcript levels during the time course (Figures 2A and 2B, .
The cluster analysis also reveals extensive variability in the distribution of transcripts between the chromatin, nucleoplasm, and cytoplasm ( Figure 2A ). Although we cannot accurately calculate the percentage of transcripts for a gene in each of the three fractions, relative differences are apparent. Cluster 7, for example, contains abundant transcripts in the chromatin, with much lower transcript levels in the nucleoplasm and cytoplasm relative to the other clusters. This cluster is dominated by annotated and unannotated noncoding transcripts and micro RNA (miRNA) precursors. (The analysis excluded transcripts shorter than 400 nucleotides and therefore excluded mature miRNAs and many miRNA precursors.) Some noncoding RNAs, such as Xist, are highly enriched in the chromatin because they function at this location ( Figure S2 ). Examples of other noncoding RNAs in cluster 7 are Neat1 and Malat1/Neat2 (Figure S2) . Further mining of the data sets may provide insights into the subcellular locations at which many noncoding RNAs function. Cluster 7 also includes transcripts from constitutive protein-coding genes that may be highly unstable and therefore present at low levels in the cytoplasm (e.g., Leng8 in Figure S2 ).
Cluster 11, by contrast, contains abundant cytoplasmic transcripts, with fewer transcripts in the chromatin and nucleoplasm. This cluster includes genes that are likely to encode highly stable mRNAs, such as Actb (b-actin) and Tuba (a-tubulin).
Clusters 8 and 9 contain genes whose transcripts are more abundant in the nucleoplasmic fraction than in the chromatin or cytoplasm. Many genes in these clusters encode proteins that would be expected to be translated by ribosomes associated with the endoplasmic reticulum (ER; see Chen et al., 2011) . Thus, their enrichment in this fraction is likely due to the copurification of ER-associated transcripts with the nuclear envelope.
Further analysis of individual transcripts or clusters of transcripts enriched in different subcellular fractions is likely to provide important insights into the role of RNA stability in gene regulation at a genome-wide scale, the functions of specific noncoding RNAs, and possibly other facets of RNA dynamics.
Fundamental Properties of the Lipid-A-Induced Transcriptome For this analysis, we focused on lipid-A-induced genes. An examination of reads for $26,000 RefSeq genes (normalized See also Figure S1 .
as RPKM) revealed changes in chromatin-associated transcript abundance through the time course ( Figure S3A ). By examining genes with a read coverage of at least 1 RPKM at one of the stimulated time points, we found 560 genes that were induced in the chromatin samples at least 5-fold during the 2 hr stimulation period. 246 genes were induced between 5-and 10-fold, 247 between 10-and 100-fold, and 67 more than 100-fold ( Figure S3B ). Peak chromatin transcript values were reached at the 15 min time point for only 16 genes, with 145, 94, and 304 genes reaching their highest levels at 30, 60, and 120 min, respectively ( Figure S3C ). We also determined the time point at which each gene exhibited its maximum fold increase, or ''ramp,'' relative to the preceding time point. Although only 16 genes exhibited their peak chromatin transcript level at the 15 min time point, 154 genes showed maximum ramp values within 15 min of stimulation ( Figure S3C ).
To examine the reproducibility of the data sets, Pearson correlation values (R values) were determined for chromatin-associated transcripts from two independent experiments performed several months apart with macrophages from different mice ( Figure S4 ). R values derived from a comparison of RPKMs for inducible genes equaled or exceeded 0.94 at each time point ( Figure S4A ). Hierarchical clustering showed that each time point correlated more closely with the corresponding time point from the second experiment than with any of the other time points ( Figure S4B ). Similar results were obtained when all expressed genes or all RefSeq genes were examined rather than all induced genes ( Figures S4C-S4F ).
The 560 lipid-A-induced genes were clustered into six classes, A-F, on the basis of the temporal profiles of their chromatinassociated transcripts ( Figures 3A and 3B ). We further subdivided class A into classes A1 and A2 to highlight, in class A1, the 16 genes that exhibited peak chromatin transcript levels at the 15 min time point in the two experiments. Interestingly, 10 of these 16 genes encode proteins that directly regulate gene expression: transcription factors (Fos, FosB, Jun, Atf3, Egr1, Egr3, and Nr4a1 [NUR77] ), transcriptional coregulators (Nfkbid [IkBNS] and Btg2), and an RNA-binding protein (Zfp36 [TTP] ). The other six participate in diverse functions (Ppp1r15a, Plk3, Pmaip1, Ier2, Gdf15, and Fabp4). Class A2 is largely composed of transiently induced genes that exhibit maximal chromatin transcripts 30 min poststimulation. Most class B genes peak at 60 min, with substantial decreases by 120 min. Class C genes, like class A2 genes, are induced early and usually peak at the 30 min time point, but unlike the transient induction of class A2 genes, transcription of class C genes is sustained. Classes D, E, and F exhibit increasingly later induction of chromatin-associated transcripts ( Figure 3B ).
Progression of Transcripts from Chromatin to Nucleoplasm to Cytoplasm
To monitor the progression of transcripts from the chromatin to the nucleoplasm and cytoplasm, we visualized the profiles of individual genes and analyzed complete coexpression classes. Nucleoplasmic and cytoplasmic transcripts (and mRNAs) largely followed the same temporal profile as the chromatin transcripts but with a clearly detectable delay (Figures 3B and S5) . These data are consistent with those obtained by metabolic labeling (Rabani et al., 2011) . Thus, transcription appears to be a dominant regulator of mRNA expression kinetics. We have been unable to identify genes that exhibit large changes in mRNA levels without corresponding changes in nascent transcripts, which would be suggestive of regulation primarily at the level of mRNA stability.
Promoter and Chromatin Properties within Coexpression Classes
Our ability to define gene classes from the temporal profiles of nascent transcripts allowed us to examine promoter and chromatin properties within each class. Previous studies suggested that rapidly induced genes frequently contain CpG island promoters, whereas secondary response genes and primary response genes induced with delayed kinetics usually contain low CpG (LCG) promoters (Hargreaves et al., 2009; Ramirez-Carrozzi et al., 2009) . Consistent with these studies, 88%, 84%, and 71% of genes in classes A1, A2, and B contain CpG island promoters (Figures 4A and 4B) . Interestingly, however, 36%-58% of genes in the remaining classes also contain CpG island promoters, which is higher than predicted from the previous studies of limited numbers of genes. It is noteworthy that a high prevalence of CpG island promoters correlated more closely with transient induction than with rapid induction. That is, classes A1, A2, and B contain a much higher percentage of CpG island promoters than class C ( Figure 4B ); class C is induced as rapidly as class A2 and more rapidly than class B, but class C transcription is sustained, which is in contrast to the transient induction of classes A1, A2, and B.
In unstimulated cells, inducible CpG island promoters often assemble into chromatin with features commonly associated with transcriptionally active genes, and it has been suggested that this property facilitates rapid transcriptional induction (Hargreaves et al., 2009; Ramirez-Carrozzi et al., 2009) . Consistent with this hypothesis, histone H3 lysine 4 trimethylation (H3K4me3), a mark found at the promoters of active genes, was generally higher at CpG island promoters than at LCG promoters in unstimulated cells (Figures 4A and 4C ; chromatin immunoprecipitation sequencing (ChIP-seq) data from De Santa et al., 2009). It is noteworthy, however, that this active chromatin mark was enriched at CpG island promoters in all classes. Similarly, RNA polymerase II association was more prevalent in unstimulated cells at CpG island promoters than at LCG promoters in all of the classes ( Figures 4A and 4C ).
An examination of the repressive histone H3K27me3 modification revealed association with a small fraction of promoters within all classes ( Figure 4A ). Interestingly, this repressive mark appears to be most prevalent in CpG island promoters that exhibit relatively low levels of the H3K4me3 mark.
Together, these results confirm that rapidly induced genes frequently contain CpG island promoters, high levels of H3K4me3, and RNA polymerase II association in unstimulated cells. However, these features were also found in many genes with delayed induction kinetics. A more detailed examination of the distinct regulatory capabilities conferred by CpG island and LCG promoters is presented below.
Dynamic Range of Inducible Transcription
It has been proposed that rapidly induced genes with active chromatin features in unstimulated cells are transcribed at relatively high levels prior to cell stimulation but that the elevated transcription does not lead to elevated mRNA levels because transcription elongation and RNA processing are inefficient prior to stimulation (Hargreaves et al., 2009 ). The RNA-seq analysis of chromatin-associated transcripts allowed us to test this hypothesis.
An examination of RPKMs revealed that basal nascent transcript levels span more than three orders of magnitude within most classes ( Figure 5A ). The median basal RPKMs were similar for classes A2-F, whereas the median RPKM for the 16 genes in class A1 was moderately higher. The significance of this higher median value is difficult to determine due to the small size of class A1. Little difference was observed between genes containing CpG island promoters and LCG promoters ( Figure 5A ).
An examination of RPKMs at the nascent transcript peak for each gene (i.e., the RPKM at the time point with the highest nascent transcript level) also revealed similarities between all classes ( Figure 5B ). However, the median peak RPKMs for LCG genes in classes D, E, and F were $3-fold higher than the RPKMs for CpG island genes in the same classes.
Most interestingly, the median fold-induction values for LCG genes in classes D and E were substantially higher than for CpG island genes ( Figure 5C ). Of particular relevance, LCG promoters are highly prevalent among genes induced by more than 100-fold, whereas CpG island promoters are more prevalent among genes that are weakly induced (5-to 10-fold) ( Figures 5C  and 5D ). Similar profiles were observed when cytoplasmic RNA or mRNA were examined (data not shown), demonstrating that these differences in nascent transcripts lead to similar distributions in mature mRNA.
These findings explain why LCG promoters were found to be more prevalent during the secondary response in previous studies (Ramirez-Carrozzi et al., 2009; Hargreaves et al., 2009) . The previous studies focused on limited numbers of genes that encode critical regulators of immunity, such as Il6, Nos2, and Il12b. Nascent transcripts for these genes were induced in this study by 700-, 1,300-, and 1,600-fold, respectively (see Figure 5C) , placing them in a fold-induction range dominated by genes with LCG promoters. The unusually potent induction of these and other LCG genes may be related to their key roles in regulating innate and adaptive immune responses.
Together, these results reveal a broad range of basal and peak nascent transcript levels, with LCG promoters strongly enriched among genes that are most potently induced. We propose that the absence of H3K4me3 and the absence of associated RNA polymerase II at LCG promoters in unstimulated cells contribute to potent induction by limiting basal transcription from promoters that have evolved to support particularly high levels of transcription following stimulation. CpG island promoters can support either high or low levels of transcription, but they rarely need to support the potent induction observed at many LCG genes.
Importantly, the quantitative RNA-seq results fail to support models that proposed that rapidly induced genes with CpG island promoters are transcribed at high levels in unstimulated cells, with mRNA induction due primarily to stimulus-dependent enhancement of RNA processing. Additional results presented below ( Figure 6 ) provide further support for the view that inducible genes are transcribed at variable basal levels, with increased transcription initiation/promoter release playing a prominent role in the induced expression of all or almost all genes. Our findings are not incompatible with models in which cell stimulation enhances transcription elongation and/or the rate of RNA processing. However, we propose that any enhancement of elongation and processing that occurs following stimulation primarily serves the purpose of promoting the efficient expression of genes that are also strongly upregulated at the level of transcription initiation and/or promoter release.
Class-Specific Differences in Transcriptional Regulation
The high-resolution temporal profiles of nascent transcripts provide a step toward identifying signaling pathways and transcription factors that regulate genes within each coexpression class. To gain insight into factors that may regulate specific classes, a motif enrichment analysis was carried out with promoter sequences (Figures 5E and S6A) . NF-kB motifs were overrepresented in most classes, which is consistent with the expectation that this factor contributes to the regulation of many lipid-A-induced genes. In addition, binding sites for factors within the ATF, JUN, and CREB families were strongly enriched in class A1 and A2 promoters. These motifs were more strongly enriched than NF-kB motifs in these classes, whereas NF-kB motifs were strongly overrepresented in class C. Genes in all three classes were potently induced at the 15 min time point, but classes A1 and A2 were transiently induced, whereas class C transcription was sustained (see Figure 3 ). These results suggest that different sets of factors may coordinate the transient and sustained responses to TLR4 signaling.
The motif analysis also uncovered a high prevalence of STAT and IRF binding sites within the promoters of genes in classes E and F ( Figure 5E ). Genes containing these motifs may be direct targets of interferon signaling. IFN-b is potently induced by lipid A and can induce interferon (IFN) response genes through the type 1 interferon receptor, IFNAR (Vaidya and Cheng, 2003) . To identify IFN-dependent genes, we performed RNA-seq analysis with mRNA from wild-type and Ifnar À/À macrophages stimulated with lipid A. Figure S6C highlights genes whose mRNA levels were reduced by 3-to 10-fold (orange) or >10-fold (red) in the Ifnar À/À macrophages compared to wild-type. Consistent with the results of the motif analysis, 94% of the genes that exhibit at least 3-fold dependence on IFNAR were located in classes E and F. Also consistent with the motif analysis, IFNAR dependence was biased toward genes with LCG promoters ( Figures  S6B and S6C ). These results are consistent with previous suggestions that, unlike the primary responses to LPS and TNF, the primary response to IFN favors LCG promoters (Ramirez-Carrozzi et al., 2009).
Accumulation of Full-Length, Incompletely Spliced Transcripts in the Chromatin Fraction
As discussed above, the contributions of promoter-proximal pausing, transcription elongation, and transcript processing to the regulation of inducible transcription are of considerable interest. The RNA-seq data from chromatin-associated transcripts allowed an examination of transcript dynamics by analyzing the read density across inducible transcription units over time. An initial expectation was that read density would exhibit a decreasing 5 0 to 3 0 gradient across actively transcribed genes. This gradient was expected because 5 0 end reads will be generated by both partial and complete transcripts, whereas 3 0 reads will be generated only by complete or nearly complete transcripts. We also expected to observe read peaks at the 5 0 end due to promoter-proximal pausing.
As shown in Figure 1 for the Nfkb1 gene, a clear 5 0 to 3 0 gradient was detected at the 15 and 30 min time points in the chromatin fraction. However, a gradient was not observed in the unstimulated cells, despite substantial basal transcription prior to stimulation (see Figure S1B ). The gradient was also absent at the 60 and 120 min time points, after transcription had reached its peak. These results reveal that, during steady-state transcription (prior to induction or after transcription had reached its peak), full-length transcripts accumulated on the chromatin and that release from the chromatin was slow relative to the completion of transcription. Moreover, many of these transcripts remained incompletely spliced (see below). The features described above for Nfkb1 were apparent when genes of each class were analyzed together, after normalizing the lengths of all genes ( Figure 6A ). For example, in class A2, a 5 0 to 3 0 gradient was observed at the 15 min time point, which is the point at which transcripts were beginning to accumulate. By the 30 min time point, the gradient had disappeared. The nascent transcript levels declined at the 60 and 120 min time points, but without a 5 0 to 3 0 gradient. The only class that failed to show evidence of a gradient is class A1. This class is notable for its extremely rapid induction and the short length of its genes (1-4 kb; data not shown). Genes of this length would be predicted to be fully transcribed well before the 15 min time point.
These results suggest that, following the completion of transcription, a lag period exists prior to transcript release. Splicing may be completed during this lag period, as introns are abundant on the chromatin but scarce in the nucleoplasm and cytoplasm. Consistent with the hypothesis that completed transcripts accumulate on the chromatin, we found that sequence reads for most genes in the chromatin fraction declined dramatically at the polyadenylation site. This is apparent in Figure 6B , which shows the read distributions across the RefSeq polyadenylation sites for all inducible genes. Similar profiles were observed when polyadenylated mRNA was analyzed, providing additional evidence that the decline observed in the chromatin fraction corresponds to cleavage of completed transcripts at the polyadenylation site (data not shown). RNA-seq analysis of oligo-dT-primed cDNA libraries revealed that polyadenylated transcripts are abundant on the chromatin (data not shown). However, only a fraction of the unspliced transcripts cleaved at the polyadenylation site appeared to be polyadenylated (data not shown), with the precise percentage of polyadenylated transcripts difficult to determine.
The data described above suggest that completed transcripts accumulated at many genes in the chromatin fraction and that these transcripts were usually cleaved at the polyadenylation site but incompletely spliced. Additional insight into transcript dynamics was obtained from an examination of transiently induced genes after transcription had subsided. As shown for the Il12b gene in Figure 6C , intronic reads were lost more rapidly than exonic reads from the chromatin fraction after transcription subsided. At the 60 min time point, abundant Il12b transcripts were present on the chromatin ( Figure 6C ) and also in the nucleoplasm and cytoplasm (data not shown); in the chromatin fraction, reads were abundant in both the exons and introns. Il12b transcription peaked between 60 and 120 min and then subsided by the 120 min time point. At this latter time point, exon reads were far more abundant than intron reads ( Figure 6C ), suggesting that excised introns were released from the chromatin and/ or degraded more rapidly than spliced transcripts were released. These results demonstrate that excised introns are not stably maintained on the chromatin and suggest that the incompletely spliced transcripts observed at Il12b and many other genes are precursors of fully spliced transcripts (see Discussion). Figure S6A for details). Color intensity is proportional to the negative log(p value). Single and double stars indicate p < 0.01 and p < 0.001, respectively. See also Figure S6 .
To examine splicing efficiency of chromatin-associated transcripts in greater depth, we determined the ratio of exon reads to total reads for genes within each constitutive and inducible class from Figures 2A and 3A . Using constitutively expressed cluster 11 as an example ( Figure 7A , blue), we found that, in the chromatin fraction, most genes were incompletely spliced. In Figure 7A , the genes are ordered on the basis of splicing level. Genes at the far left correspond to those whose chromatin-associated transcripts are efficiently spliced, as they primarily have exon reads in the chromatin fraction. Genes at the far right correspond to those with greater numbers of reads in introns than exons; examining several of these genes revealed that they contain aberrant intron read spikes that are likely to be derived from additional transcripts from the locus (data not shown). Between these extremes, the large majority of genes were comparable to Nfkb1 in that only a moderate fraction of introns had been excised from the pool of transcripts. In contrast to the incomplete splicing observed in the chromatin fraction, efficient splicing was observed at almost all genes in the nucleoplasm and cytoplasm ( Figure 7A ). Similar results were obtained with each constitutive and inducible class (data not shown).
As mentioned above ( Figure 6B ), the decline in reads at the polyadenylation site suggests that most transcripts in the chromatin fraction are full-length and cleaved at the polyadenylation site despite the incomplete splicing. Additional evidence that incompletely spliced transcripts are frequently cleaved at the polyadenylation site is provided by published RNA-seq data obtained by using the metabolic labeling (4sU-Seq) and GRO-seq methods (Rabani et al., 2011; Escoubet-Lozach et al., 2011) . Figure 7B shows the read profiles obtained with these methods at Nfkb1 in dendritic cells (4sU-Seq) or macrophages (GRO-seq) stimulated with LPS for 1 hr. The 4sU profile was similar to the profile observed with chromatin-associated transcripts; a modest 5 0 to 3 0 gradient was observed, which was similar to the gradient observed in Figure 1A at the 15 and 30 min time points with the chromatin transcripts. The 4sU profile also shows a dramatic decline in reads at the polyadenylation site, despite abundant intronic reads throughout the gene. This decrease is most apparent in the fifth track of Figure 7B , in which the 15 read scale revealed greatly reduced read numbers after the polyadenylation site in comparison to the final intron. Thus, both the 4sU method and the analysis of chromatin-associated transcripts revealed a high abundance of incompletely spliced transcripts that had been cleaved at the polyadenylation site.
In contrast to the read profiles obtained with the 4sU-Seq and chromatin-associated transcript methods, abundant reads extending past the polyadenylation site were observed by GROseq ( Figure 7B ). This finding is consistent with the knowledge that polymerase molecules continue transcription past the polyadenylation site and that these transcripts can be captured in the short labeling time of the GRO-seq experiment.
Finally, although reads in our chromatin fraction declined at the polyadenylation site on most genes, exceptions were apparent. One example is the Mapkapk2 gene, for which reads can be detected more than 20 kb downstream of the gene 30 min after induction ( Figure S7 ). Reads from apparent Mapkapk2 transcripts decline gradually with distance from the gene and extend into the neighboring Il10 gene; Il10 is transcribed on the opposite strand and is also induced by many stimuli ( Figure S7 ). It is difficult to predict at this time whether the extensive read-through transcription observed at this gene has functional relevance or simply reflects the fortuitous absence of transcription termination sequences.
DISCUSSION
We describe the use of RNA-seq to examine chromatin-associated, nucleoplasmic, and cytoplasmic transcripts in macrophages exposed to an inflammatory stimulus. This approach allowed us to obtain insights into transcription and RNA dynamics and to examine the inflammatory gene transcription program at high resolution. Although other methods have been developed for genome-wide analysis of nascent transcripts, the experimental strategy described here is unique in its ability to provide information about the properties of transcripts that remain associated with chromatin and the changes that occur as the transcripts proceed to the nucleoplasm/ER or cytoplasm. At most protein-coding genes, full-length transcripts appear to accumulate on the chromatin during steady-state transcription, and these transcripts are often cleaved at the polyadenylation site but are incompletely spliced. The retention of polyadenylated yet incompletely spliced transcripts at a gene locus has been observed previously in an analysis of integrated DNA constructs (Brody et al., 2011 ). Our results demonstrate that such transcripts accumulate at most endogenous genes in mammalian cells. Fully spliced transcripts were predominant within the nucleoplasm and cytoplasm, suggesting that the temporal delay in transcript release could allow the completion of splicing. Such a delay may be indicative of a quality control step ensuring full processing prior to release (Schmid and Jensen, 2010) . It is noteworthy that the splicing delay is not indicative of when spliceosome assembly occurs. Spliceosome assembly may be linked to active transcription, with elongating transcripts assembling factors at exon-intron junctions as the RNA polymerase proceeds along the transcription unit (Perales and Bentley, 2009) .
Previous studies have provided strong evidence of cotranscriptional splicing (Singh and Padgett, 2009; Perales and Bentley, 2009 ). Other studies have indicated that splicing can follow the completion of transcription (Nevins and Darnell, 1978; Vargas et al., 2011 ). Our results demonstrate that, in mammalian cells, the completion of splicing often follows the completion of transcription, although some genes accumulate chromatinassociated transcripts that have been efficiently spliced, which is consistent with cotranscriptional splicing. One recent study analyzed chromatin-associated transcripts in Drosophila at steady state and reported evidence of more extensive cotranscriptional splicing (Khodor et al., 2011) . It is possible that cotranscriptional splicing is more prevalent in some species than others. However, differences in the experimental procedures and analysis methods may also have influenced the interpretation of the results. In particular, our finding that full-length transcripts frequently accumulate on the chromatin was strongly dependent on the analysis of inducible transcription; the dynamic transition from a read distribution lacking a 5 0 to 3 0 gradient to one exhibiting a gradient during transcriptional induction to one in which the gradient is again lost ( Figure 6A ) provided clear evidence of the accumulation of full-length transcripts. Furthermore, Khodor et al. (2011) depleted polyadenylated transcripts from their chromatin fraction prior to RNA-seq analysis, which may have obscured the abundance of full-length transcripts that are incompletely spliced. One important question that must be considered when interpreting our RNA-seq data is whether the abundant full-length, incompletely spliced transcripts that accumulate on the chromatin are precursors to productive fully-spliced mRNA or whether they might instead by nonproductive ''dead-end'' transcripts. The rapid increase and decrease in chromatin transcripts at transiently induced genes (classes A1, A2, and B in Figure 3 ) argue against the existence of a large pool of nonproductive chromatin-associated transcripts. The hypothetical nonproductive transcripts would need to be eliminated from the chromatin at the same rate as the release of productive transcripts. The fact that the increase in chromatin transcripts is followed by an increase in nucleoplasmic and cytoplasmic transcripts, with a defined temporal delay, further supports the Figure 2) were analyzed for relative exon and intron coverage. The genes were rank ordered according to splicing levels (length-normalized exon reads over total reads) in the chromatin fraction (blue) and were compared to splicing levels in the nucleoplasm (red) and cytoplasm (green). Similar results were obtained with all gene clusters (data not shown). (B) RNA-seq read distributions at Nfkb1 are shown comparing reads from the cytoplasmic (green), nucleoplasmic (red), and chromatin (blue) fractions to data obtained by 4sU-Seq and GROseq (Rabani et al., 2011; Escoubet-Lozach et al., 2011) . GRO-seq was performed with LPS-stimulated bone-marrow-derived macrophages. 4sU-Seq was performed with LPS-stimulated bonemarrow-derived dendritic cells. The fifth track displays the 4sU-Seq data with a scale of 15 reads to show the reduced number of reads after the polyadenylation site relative to the last intron. The cleavage site (red arrow) and reads representing transcription past this site (green bracket; abundant only in the GRO-seq data set) are indicated. See also Figure S7 .
notion that the chromatin transcripts are precursors to mRNA. In fact, because chromatin transcripts are not maintained on transiently induced genes for a prolonged period, the hypothetical full-length nonproductive transcripts would need to be far more abundant than the pool of nascent productive transcripts to obscure the 5 0 to 3 0 read gradient generated by these nascent transcripts. Finally, the results in Figure 6C suggest that the fulllength incompletely spliced transcripts are competent for the completion of splicing, as the incompletely spliced transcripts resolve into transcripts containing only exons after transcription has subsided.
It was also necessary to consider the possibility that the broad read coverage of both exons and introns on the chromatin may be due to the stable maintenance of introns that were excised immediately after transcription. However, our data suggest that excised introns are short-lived on the chromatin. For example, at the Fos gene, intron reads peaked at the 15 min time point and decreased by 8-fold at the 30 min time point (data not shown), suggesting that introns were released from the chromatin and/or degraded with a half-life of $5 min. Fos exon reads decreased by only 3-fold during these 15 min, indicating that introns were lost from the chromatin more rapidly than exons. Introns were also lost more rapidly than the fully spliced RNA at the Il12b gene ( Figure 6C ) and at many other genes (data not shown) after transcription had declined, possibly because the spliced transcripts were not released until all introns had been excised. A detailed analysis of the kinetics of intron and exon accumulation and loss relative to the kinetics of splice exon-exon junction accumulation provides additional evidence of a splicing delay following transcription through an intron (A.P.-J. and D.L.B., unpublished data).
Our results and the results of Rabani et al. (2011) highlight the importance of transcriptional induction kinetics in shaping the temporal mRNA profiles of lipid-A-induced genes. Although genes could not be identified that are induced primarily via enhanced mRNA stability, mRNA stability must act in concert with transcriptional control to shape the temporal expression profile of each gene. Because the transient induction of nascent transcripts (i.e., transcription) for genes in classes A and B is mirrored by the transient induction of the mRNA, these transcripts must either be intrinsically unstable, or their stability must be tightly regulated (Caput et al., 1986; Hao and Baltimore, 2009 ). Conversely, mRNAs from genes that exhibit sustained induction are likely to be intrinsically stable or may be stabilized in stimulated cells. Thus, our results support the hypothesis that the temporal dynamics of gene expression required the coevolution of mechanisms regulating transcription and mRNA stability.
In previous studies, we defined chromatin and promoter properties of 67 genes by quantitative RT-PCR (qRT-PCR) (RamirezCarrozzi et al., 2009) . By RNA-seq, we can now discern 560 genes whose nascent transcripts are activated by lipid A at least 5-fold within 2 hr of stimulation. By classifying genes on the basis of nascent transcript kinetics, we found that binding sites for transcription factors in the ATF, JUN, and CREB families are abundant in the most rapidly and transiently induced genes and that IFN-dependent genes are tightly clustered in two gene classes whose nascent transcripts are induced at later times. The framework provided by classifying genes on the basis of their nascent transcript profiles will greatly aid future efforts to understand how a broad range of signaling pathways, transcription factors, and chromatin events shape the inflammatory gene transcription program.
Finally, the current analysis provides genome-scale confirmation of previous models of inflammatory gene activation, while suggesting revisions of other models. The results confirm that a high percentage of genes that are rapidly induced by a TLR stimulus contain CpG island promoters. In unstimulated cells, these promoters exhibit chromatin features of active genes and can be activated in a nucleosome-remodeling-independent manner (Ramirez-Carrozzi et al., 2009 ). The results also support the previous finding that IFN-induced genes are biased toward LCG promoters, which are not assembled into constitutively active chromatin, consistent with the view that IFN-induced transcription factors promote nucleosome remodeling (Huang et al., 2002; Liu et al., 2002) .
However, in contrast to previous suggestions, our results reveal that both CpG island and LCG promoters are abundant among genes induced at late times. One important distinction is that LCG promoters are highly enriched among the most potently induced genes, and CpG island promoters are more prevalent among weakly induced genes. The CpG island promoters associated with late genes possess features of active chromatin in unstimulated cells and are thus similar to CpG island promoters associated with early genes. We propose that late genes containing CpG island promoters are poised for induction just like the early genes but that transcriptional induction of the late genes requires transcription factors or signaling pathways that are expressed following the primary response to the stimulus. These genes may tolerate constitutively active chromatin because the required dynamic range of expression between the unstimulated and stimulated states is relatively small. In contrast, genes that require a large dynamic range of expression often contain LCG promoters. An LCG promoter may help limit basal transcription and, at the same time, may facilitate tight regulation by conferring a requirement for an inducible nucleosome remodeling event. The ability to perform high-resolution genome-scale analysis of nascent transcripts should facilitate future efforts to further dissect and understand inflammatory gene regulation networks.
EXPERIMENTAL PROCEDURES
Cell Culture, Cell Fractionation, and Library Preparation Macrophages were prepared from the bone marrow of 4-week-old C57BL/6 or Ifnar À/À mice (Ramirez-Carrozzi et al., 2009) . Adherent macrophages were activated on day 6 with lipid A (100 ng/ml) (Invivogen). Subcellular fractions were prepared as described (Pandya-Jones and Black, 2009), with minor changes. The cell lysis buffer contained 0.15% NP-40, and the sucrose cushion did not contain detergent. Fraction purity was confirmed by immunoblot analysis of SNRP70, b-tubulin (Sigma), and histone H3 (Abcam). Cytoplasmic and nucleoplasmic RNA was purified by using QIAGEN RNeasy columns. Chromatin RNA was isolated by using TRIreagent (MRC), followed by further purification with RNeasy columns. All samples were eluted into 100 ul RNase-free water. RNA (10 ug) from each fraction was depleted of ribosomal RNA (rRNA) by using the Mouse/Human Ribominus Kit (Invitrogen). Whole-cell RNA was purified using TRI-reagent and RNeasy columns. Polyadenylated RNA was purified by using the MicroPoly(A) Purist Kit (Ambion).
Strand-specific libraries were generated by using 500 ng RNA input according to the ''deoxyuridine triphosphate (dUTP)'' method (Levin et al., 2010) . Libraries from mRNA were not strand specific. An Illumina HiSeq 2000 was used for sequencing with a single-end-sequencing length of 50 nt.
Sequence Mapping and Analysis
All bioinformatics analyses were conducted by using the Galaxy platform except as noted (Goecks et al., 2010) . Reads were aligned to the mouse mm9 reference genome with Tophat (Trapnell et al., 2010) by using most default parameters. Alignments were restricted to uniquely mapping reads, with two possible mismatches permitted. RPKM values were calculated as described (Mortazavi et al., 2008) for mm9 RefSeq genes (Pruitt et al., 2005) by using Seqmonk (http://www.bioinformatics.babraham.ac.uk/projects/ seqmonk/). Because chromatin transcripts were largely unspliced, RPKMs were calculated by counting all locus mapping reads and dividing by the length of the entire locus. RPKMs for nucleoplasmic and cytoplasmic transcripts and mRNAs were calculated by counting exonic reads and dividing by mRNA length. Coexpressed gene classes were generated with Cluster3 by applying k-means clustering to mean-centered log 2 (RPKM) expression values. Analysis of 5 0 to 3 0 read distribution trends was conducted by using the Seqmonk probe trends tool. Splicing levels were analyzed by comparing the base coverage of exons alone divided by the base coverage of an entire locus; the calculations included exonic and intronic reads as well as exon:exon and exon:intron junction-spanning reads. This ratio was subsequently compared to three data points by using the PERCENTRANK function in Excel: 0, X, and 1, where X is the ratio of exon length to locus length. Genome tracks were generated by using the genome coverage utility in the BEDTools suite (Quinlan and Hall, 2010) and visualized in the UCSC genome browser.
ChIP-Seq and Motif Analyses
ChIP-seq data sets were obtained from GEO accession GSE17631 (De Santa et al., 2009) . Data sets were converted from mm8 to mm9 genome builds by using the liftover utility in Galaxy. Promoter enrichment was calculated as the height of peaks falling within a 1 kb window centered on the TSS. Pscan was used to detect DNA motifs overrepresented in each class between nucleotides À500 and +250 relative to the TSS (Zambelli et al., 2009) . Significance was tested against CpG-content-matched promoters as background. A binding site was considered significantly overrepresented with a p value <0.01.
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