In the paper we consider the complexity of constructing optimal policies (strategies) for some type of partially observed Markov decision processes. This particular case of the classical problem deals with nite stationary processes, and can be represented as constructing optimal strategies to reach target vertices from a starting vertex in a graph with colored vertices and probabilistic deviations from an edge chosen to follow. The colors of the visited vertices is the only information available to a strategy. The complexity of Markov decision in the case of perfect information (bijective coloring of vertices) is known and brie y surveyed at the beginning of the paper. For the unobservable case (all the colors are equal) we give an improvement of the result of Papadimitriou and Tsitsiklis,namely we show that the problem of constructing even a very weak approximation to an optimal strategy is NP-hard. Our main results concern the case of a xed bound on the multiplicity of coloring, that is a case of partially observed processes where some upper bound on the unobservability is supposed. We show that the problem of nding an optimal strategy is still NP-hard, but polytime approximations are possible. Some relations of our results to Max-Word Problem are also indicated.
1 Introduction 1. 1 We consider a particular case of Markov decision processes (e. g. see 17] ) from the point of view of computational complexity. This case concerns stationary processes with imperfect information (partially observed) with nite number of states and actions, and under a concrete cost criterion. Our motivation is, on the whole, standard, i. e. the analysis of situations where the processes entailed by our actions are predictable only with some probability. The common in these problems is that we consequently make decisions to undertake certain actions that change the state of the system, with a goal to reach some desirable state or to realize some behavior. As neither the exact result of the action nor the current state are known precisely, we are in the situation of two-fold uncertainty: we are subjected to probabilistic deviations from planned results, and we get only partial information about the state where we arrive at.
The traditional formalization considers a nite set of states, a nite set of actions (or decisions) permissible at a state, with every action implying a transition of the system to another state with a known probability. The traditional terminology (e. g. see 17]) seems to be too cumbersome for our particular case, so we slightly deviate from that system of notions, giving, however, references. The states can be interpreted as vertices of a graph whose directed edges go from a vertex to all other ones reachable by some action with non zero probability. In other words, we act on a colored digraph supplied with a function describing the probability to deviate from an edge chosen to go along. A strategy , or a policy, is a function from strings of colors (histories of realizations) to actions. While processing, the strategy traverses vertices, and the color of a reached vertex is the only new information available at this vertex. The problem is to construct a strategy ful lling some task. One of the simplest tasks is to reach a target vertice from a source vertex with maximum probability.
Our speci c motivations go back to robotics (e. g. 6], 8]) and to analysis of some probabilistic models. The rst goal was to analyze the complexity of constructing strategies optimal in di erent classes, and as one of the further goals, to look at the complexity of optimal strategies for situations with more diverse uncertainty. Di erent models of uncertainty, e. g. 4 1.2 In the next section 2 we give the basic notions from the eld of Markov decision processes related to the problems under consideration, and then specify the criteria of optimality of strategies interesting from the point of view of our motivations, and make precise some computational aspects. Here we also introduce a type of graphs convenient for describing concrete processes. In this paper, as criterion we use the probability to reach target states from a starting state.
Then in section 3 the complexity of the case of perfect information (bijective coloring) is brie y surveyed.
In short section 4 for the case of total uncertainty (unobservability) we strengthen corollary 2 from 15], and show that even very weak approximations to optimal strategies are NP-hard.
The main results are contained in section 5 where we treat the case of unobservability bounded by a xed parameter. In terms of colors this means that the number of vertices of the same color is bounded by the parameter. In other words, the set of states is partitioned into classes, the number of elements in every class is bounded by the parameter, and at any moment of execution of a strategy we know only the class which the actual state belongs to. The parameter, say m, is called the multiplicity of coloring. We show that even for m = 3 constructing an optimal strategy is NP-hard. But for any m, polytime approximations are possible. Finally, relations with Max Word problem are discussed. Let V be a nite set. Its elements are interpreted as states of a system to control. The set V is supplied with the following additional structure.
clr : V ! C is the coloring function where C is a nite set. It de nes a partition of the states into classes clr ?1 (c), c 2 C, which characterizes the uncertainty of determining current state. In traditional terms the coloring de nes partial observability of the process.
: D V V ! 0; 1], where D is a nite set, is such that for all 2 D and u 2 V X v2V ( ; u; v) = 1:
For brevity ( ; uv) is used for ( ; u; v).
The set D may be interpreted as a set of actions (or moves or even decisions), and the function describes the probabilities of results: ( ; uv) is the probability to arrive at v from u if the action has been made. For example, one can think of D as local names of outgoing edges, and gives the probability to follow an edge other than the chosen one.
To avoid some trivialities, we assume jDj is polynomially bounded with respect to jV j.
When treated as a part of input of algorithms, is supposed to have rational values and to be represented as a usual table of its values.
Thus, using the notations introduced above, the input for the algorithmic problems to analyze is of the form (V; D; C; clr; ) , or (V; D; C; clr; ; s) when a starting vertex s is xed. Such an object will be called a CU-graph (CU stays for Control under Uncertainty). It is convenient to interprete this structure as a graph with the set of vertices V and edges uv de ned by the condition 9 2 D ( ; uv) > 0, especially for describing examples, and we will use it below. When treating a decision process as a graph we use the following notations. Let G = (V; E) be a directed graph with vertices V and edges E. Loops, i.e. edges of the form vv; v 2 V , are permitted. An edge with the tail u and the head v will be denoted by uv or (u; v). By OUT(v), resp. IN(v), we denote the set of all edges of G outgoing from, respectively incoming to v 2 V .
2.2 Strategies. Given a CU-graph G, a strategy is a function : C + ! D, where we use the notation A + for the set of all non empty strings over alphabet A. So, we consider policies remembering history in the terminology of the theory of Markov decision processes.
Below we de ne the notion of universal strategy that may seem to be a bit cumbersome. To get some intuition, imagine we got lost in a forest or a city, and are seeking to reach some goal. On what information would we base our decision where to go? We would use a map (CU-graph in our context) that, however, does not allow us to recognize directions for sure. Evidently, our decisions depend on our purpose, that is on the criterion to value possible results of our actions (criterion R r below), and that may be rather complex and contain, say, a description of regions that we would not cross, or the time at our disposal. We would also take into account the history of our wandering (a string W of colors).
We assume that possible criteria R r are encoded as strings r of some language X, concrete criteria will be described in subsection 2.4.
Given a class of CU-graphs G and a class of criteria X, a universal strategy (for G and X) is an algorithm whose input is of the form (G = (V; E; D; C; clr; ), r, W), where G 2 G, r 2 X and W 2 C + , and whose output is an action from D. For xed G and r, a universal strategy determines a strategy G;r : C + ! D.
Denote by P k x the set of all k-vertex paths in the graph G starting from x, and by P k (T) the set of all paths having k vertices and containing a vertex from T V .
Assume that a starting vertex s 2 V is xed.
The`semantics' of a strategy is given by the probability distributions p on P k s de ned as follows:
Informally speaking, p (P) is the probability to follow a given path P of the length k when executing .
Actually, we denote by p many di erent probability distributions on di erent discrete spaces. It will be clear from the context what set p is being considered.
One can treat the semantics of a strategy from another point of view, namely, considering a strategy as a family of transformations of the set D(V ) of probability distributions on V . If we have a probabilistic distribution of the initial location then the probability of being at a vertex v after exactly k steps of executing is
where last(P) denotes the last character of a string P.
For a xed string of colors c 1 : : :c k we de ne also the conditional probability
The semantics of a universal strategy is the family of semantics of strategies G;r .
Remark. If to follow our motivations one can notice that the history of actions, i. e. the sequence of chosen actions is an available information, and thus may be included into the argument of . One can de ne the semantics of this type of strategies in a similar way as above. However, it is easy to show that for every strategy of this`generalized' type there exists a strategy that depends only on the colors of visited vertices and determines the same probability distribution on the set of paths.
Remark. As a starting position we could consider not a xed vertex s but an initial probability distribution on V: However, we can get this distribution by adding a purely probabilistic rst move. Here, by a criterion we mean a function from the set of strategies to real numbers that depends only on the semantics of strategies (i. e. on the probability distribution de ned by a strategy). We de ne below the particular criterion considered in the paper with a generalization studied in a related paper, and just mention a criterion that probably was not considered and that may be of theoretical interest.
(1) Probability to reach target in not more than k steps. Let T V be a target set to reach. This criteria, denoted by R s;T k ( ), is de ned as the probability to reach any vertex from T starting at s in not more than k steps of execution of . When s and T are clear from the context we drop them and use the notation R k ( ).
(2) Probability of realizing a given behavior. Let L be a set of paths interpreted as a set of allowed realizations. The criterion R L k ( ) is the probability to follow only realizations from L (cf. 2] where nite automaton L's are studied).
For criterion R s;T k ( ) one can consider also its limit version R s;T 1 ( ) = lim k!1 R s;T k ( ). Clear, the criterion R s;T k ( ) is non decreasing on k, and hence the limit does exist.
We mention also H k -criterion, which can be interesting from theoretical point of view:
where s is the distribution concentrated in s. To maximize this criterion means to minimize the entropy (i. e. the uncertainty) of the location after k steps of executing . When speaking about a universal strategy, we write R r for the criterion encoded by a string r. Hereafter we consider only the criteria R s;T k , k 2 N f1g, i. e. the probability to reach T from s in not more than k steps (for natural k) or its limit version (k = 1). We assume that in the input of a universal strategy these criteria are encoded in the form r = (k; s; T) where k is a natural number in the unary notation or the symbol "1". If instead of a starting vertex we use a starting distribution , we write R ;T k . If values of some of the parameters k, s, T or are clear from the context they will be omitted. We will denote supfR v;T k ( ) : is a strategyg by p opt k (v; T). Thus, p opt k (v; T) is the`optimal' probability to reach T from v in not more than k steps.
2.5 Optimal Strategies. A strategy is optimal with respect to a criterion R r , or R r -optimal if R r ( 0 ) R r ( ) for every strategy 0 .
We say that a universal strategy (for a class of CU-graphs G and a class of criteria X) is optimal if for every G 2 G and r 2 X the strategy G;r is R r -optimal.
Obviously, an R k -optimal strategy does exist for every nite k since the number of strategies di erent on the rst k steps is nite. However, there is no R 1 -optimal strategy in the example described by Figure 1 .
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Indeed, the actions after odd number of steps are made at random vertices, and they do not in uence the further behavior. Before we make the action right after an even number of steps for the rst time, we observe only the color a, and after this action we arrive either at trap or at target. Thus, any strategy is characterized by one integer 2n: the number of steps after which we decide to go right. One can see that R 1 -quality of this strategy is 1 ? 2 ?n .
In a known example given by Figure 2 the rst action of an R k -optimal strategy di ers from the rst moves of R m -optimal strategies for all m < k with k being exponentially greater than the size of the graph.
Execution of k steps of a strategy determines a probabilistic distribution of the current position jc 1 :::c k ( s ) (under the condition that colors of visited vertices constitute the sequence c 1 : : :c k ), see subsection 2.2. In many cases this distribution is the only information needed for strategy. Namely, we say that a strategy is PT-strategy (P T stands for probability and We say that a universal strategy is a universal M-or T-strategy if every strategy G;r is M-or T-strategy respectively. As above, the input of a universal M-or T-strategy is assumed to be of the form (G; r; v) or (G; r; (v; m)) respectively.
It is clear that M-strategies correspond to stationary Markov chains, and T-strategies to non-stationary ones. Su cient information on Markov chains can be found in 13], 9].
In this section we review the case of bijective colouring (that is called the case of perfect information in theory of Markov decision processes), and assume C = V and clr = id. even for the general case of positive/negative gains. In our case it can be proven by a direct combinatorial argument.
Theorem 1 For every CU-graph with bijective coloring an R s;T 1 -optimal strategy does exist among M-strategies.
Using the standard technique of the theory of Markov chains, one can show that, given a CU-graph G and an M-strategy the value R 1 ( ) can be computed in polytime (in the size of G), see 13] propositions 3.3.5 and 3.3.8. Since for every CU-graph the number of M-strategies is nite (although exponentially large), this allows us to reformulate the above theorem as follows:
Theorem 2 For the class of CU-graphs with bijective coloring and for the class of R s;T 1 -criteria, there exists an optimal universal M-strategy.
The following theorem is actually known (see 12], 3.5), in our case it can be proven rather simply (see 2]).
Theorem 3 For the class of CU-graphs with bijective coloring and for the class of R s;T 1 -criteria, there exists an optimal universal M-strategy with polynomial running time.
This means that an optimal M-strategy can be computed in polytime.
3.3 Optimal T-strategies. The following result is known (e. g. see 3]) and easily provable by usual dynamic programming which proceeds backward in time starting from the target set T.
Proposition 2 For the class of CU-graphs with bijective coloring and the class of R s;T k -criteria, k 2 N, there exists a polytime optimal universal T-strategy. We x now a CU-graph G and a goal set T, and will be interested in the behavior of R koptimal T-strategy when k grows. It is straightforward that for a T-strategy the value of the criterion R k ( ) can be computed in time polynomial in k and the size of G. We mean here that is represented as a table of its actions up to the kth step, since the later steps do not matter for R k . Indeed, the probability distribution of being at vertices after i steps of executing can be computed by multiplying i transition matrices determined by in a standard way.
Notice that p opt k (s; T) is the value of R s;T k -criterion for an R s;T k -optimal T-strategy, and p opt 1 (s; T) is the value of R s;T 1 -criterion for an optimal M-strategy. It is clear that p opt k (s; T) converge to p opt 1 (s; T) when k tends to in nity. The actions of R s;T k -optimal T-strategies also converge to the actions of an optimal M-strategy in the following weak sense.
Denote by D k (v), v 2 V , the set of actions of all R v;T k -optimal T-strategies on the input (v; 1). Thus D k (v) is the set of possible rst moves of strategies that lead to T from v in not more than k steps with optimal probability. Then there exists a natural N such that for every k N there exists an optimal M-strategy such that (v) 2 D k (v) for every vertex v. Such minimum N is not more than exponentially large on the size of G (that can be proved by using estimations on root separation for the characteristic polynomials). However, this convergence actually may be exponentially slow, see Figure 2 .
Moreover, the sequence of sets D k (v) not necessary stabilizes when k grows, see Figure 3 .
It is not hard to see that the rst action of an R k -optimal T-strategy depends on k mod 4: Theorem 5 ( 15] , Corollary 2) The following problem is NP-complete:
Given a non-colored CU-graph with k vertices, a starting vertex s, and a set of target vertices T, to recognize whether there exists a strategy with R s;T k ( ) = 1.
The following theorem shows that the problem of computing an optimal strategy in the case of total unobservability does not admit even very weak approximations.
Theorem 6 The following problem is NP-hard:
Given a non-colored CU-graph with k vertices, a starting vertex s and a set of target vertices T such that p opt k (s; T) = 1, (i. e. it is known a priori that there exists a strategy that leads from s to T in k steps with probability 1), to compute the rst k actions of some strategy that leads from s to T in k steps with probability not less than exp(? p k).
We prove theorem 6 below. 
be a 3CNF formula over n variables x 1 ; : : :; x n , where z i;j are literals, i.e. elements of the set Z = fx 1 ; : : :; x n ; x 1 ; : : :; x n g; n 3m: To visualize the formula we represent it as a The proof of the second assertion of the claim is similar. 2 Graph H F contains less than 20m 2 vertices (for m large enough). We construct now the desired graphĤ F as follows. Take 20m 4 
Bounded Unobservability
It was shown in 15] than the problem of computating an optimal strategy for partially observed processes is PSPACE-complete. We consider here the partially observed processes when this uncertainty concerning observability of states is bounded by a xed parameter.
5.1 Graphs with xed multiplicity of colors. We say that a CU-graph has a coloring of multiplicity m if the pre-image of each color contains not more than m vertices. That is, when the color is known, the location is determined up to not more than m vertices. Obviously, bijective coloring corresponds to multiplicity 1. As intermediate case between bijective coloring and total unobservability we consider CU-graphs with xed multiplicity of coloring m > 1.
The notion of PT-strategy gives a reasonable generalization of T-strategies for this case, and proposition 1 shows that in some sense it su ces to consider PT-strategies only.
Consider the rst non trivial case m = 2, and assume for simplicity that the set of moves D is fright; leftg. For a color v 2 C we denote by v + and v ? the two vertices of this color. When traversing the graph we actually have just one`hidden parameter' (+ or ?) that in uences, however, the probabilities of further transitions. Having arrived at a color v after k steps a PTstrategy makes its next action basing it on k and on the probabilities p + and p ? , p + +p ? = 1, of being at v + and v ? respectively. Thus, induces a partition of 0; 1] into two sets L and R such that goes right if p + 2 R and goes left otherwise. One might expect that if it is more pro table to go right from v + and to go left from v ? then there should exist some boundary probability p 0 such that if p + p 0 then it is better to go right, and if p + p 0 then it is better to go left. But this is not the case. In fact, the sets R and L may contain exponentially many (on k) intervals that alternate.
5.2 Complexity of optimization. The following theorem shows that computing an optimal strategy for graphs with small multiplicity of colors is NP-hard.
Theorem 7 Every optimal universal strategy for the class of CU-graphs with coloring of multiplicity 3 and the class of R s;T k -criteria, k 2 N, is universal for NP (with respect to polytime Turing reducibility). In simpler words, constructing an optimal strategy for CU-graphs with multiplicity of coloring 3 is NP-hard.
It is an interesting open question related to Max Word Problem (see subsection 5.3) whether the theorem holds for multiplicity 2 and/or for a class of CU-graphs containing only one graph.
We can reformulate theorem 7 as NP-hardness of recognizing whether there exists a strategy with probability of success not less than a given parameter.
However, contrary to the case of total uncertainty, the problem of computing an optimal strategy for graphs with small multiplicity of colors does admit a reasonable polytime approximation.
A universal strategy is said to be "-optimal if it is optimal up to an additive error ", i. e. R s;T k ( G;(k;s;T) ) R s;T k ( ) ? " for all G; k; s; T and for all strategies .
We can consider the property to be "-optimal as a criterion with the value 1 on "-optimal strategies and 0 otherwise. Theorem 8 There exists an optimal universal strategy with respect to the criterion of "-optimality such that for the class of CU-graphs with a xed multiplicity of coloring m it is computable in time polynomial on the size of input graphs and 1=". In particular, this means that for a xed multiplicity of colors optimal strategies admit polytime approximations with an additive error. Max Word Problem for stochastic m m-matrices can be reduced to the problem of constructing an optimal strategy for CU-graphs with coloring of multiplicity m (see (i) below in this subsection). Together with theorem 8 this implies that for every xed m Max Word Problem for stochastic m m-matrices admits polytime approximations with every additive precision.
The problem of constructing an optimal strategy for CU-graphs with one color can be straightforwardly reduced to Max Word Problem for stochastic matrices (see (ii) below in this subsection). With theorem 6 this implies that Max Word Problem for stochastic matrices does not admit polytime approximations within additive precision exp(? p k).
The reductions mentioned above are described as follows. An action i leads from v j; to v j+1; with the probability M i .
A simple consideration shows that the probability of success of a strategy which makes the actions (i 0 i 1 : : :
(ii) For a CU-graph with one color and the set of vertices fv 1 = s;v 2 ; : : :; v m = tg and the set of actions fd 1 ; : : :; d n g the problem of computing an optimal strategy to reach t from s in k steps is equivalent to the Max Word Problem for stochastic m m-matrices with the input M i = ( (d i ; v v ) ) ; , W = (1; 0; : : :; 0), V = (0; : : :; 0; 1), k.
Remark. Approximabilities with additive and multiplicative errors are equivalent unless the the value of an optimization problem under consideration is more than polynomially large or small. So, this di erence occurs when either the value under approximation or its inverse are too small. 5.4 Proof of theorem 8. The proof shows that the partially observed problem is smooth enough, and it may look tedious as compared with the underlying ideas which are usual in the theory of Markov decision processes.
Enumerate the vertices of the graph G by 2 indices i and such that the rst one is a color, so V = fv i; : i = 1; : : :; n; = 1; : : :; mg. Kronecker's delta.
Let F N;i (P i ) be the probability to reach T starting with the distribution P i in not more than N steps by an optimal strategy. in the following way. We append a new trap to our graph, and treat P k 2S as the probability distribution of being at v jl with the probability p l kj and at the new trap with the rest probability 1 ? P m i=1 p i . Now the function F N;k is de ned in all the points of the simplexS, again as the optimal probability to reach the target starting with the distribution P k .
To verify the Lipschitz property of F N;k consider 2 points P; Q 2 S. Let 
and put d N;i (P) to be an element of D maximizing the righthand side of (7).
Before the description of the desired strategy we prove Claims 1-3. Proof : We haveF 1;k = F 1;k because the both functions are de ned by the same equations as given by Claim 1. HenceF 1;k = F 1;k , and thus jF 1;k ?F 1;k j since F 1;k is Lipschitz-1 (Lemma 1). 2 Claim 3 jF N;k ?F N;k j N for all k; N. Proof : Induction on N. As the base of the induction we use Claim 1. Suppose the inequalities are valid for N ? 1: jF N?1;k ?F N?1;k j (N ? 1) : (8) Consider a point P = (p 1 ; : : :; p m ). The inequality (8) implies that for some F N?1;k (P) = F N?1;k (P) + ; j j (N ? 1)
By de nition, we have 
>From these equations and (9) 
The point P = (p 1 ; : : :; p m ) lies in a tiny simplex of our partition, let it be a simplex with vertices X 1 ; : : :; X m . Then P = P 1 i m i X i for some non negative i , P i = 1.
Since F N;k is Lipschitz-1 and the diameter of our tiny simplex is not greater than we have jF N;k (P) ? F N;k (X i )j for all i. Adding these inequalities with the coe cients i we get jF N;k (P) ? X i F N;k (X i )j : (15) On the other hand,F N;k (P) =F N;k (P) = X i F N;k (X i ):
Together with (15) and (14) this gives the required inequality jF N;k (P) ?F N;k (P)j N , since the coe cients i are non negative with the sum equal to one. 2
Now we describe our strategy . Firstly, it computes and stores all the functionsF N;i , 0 N K, 1 i m as tables of their values at the vertices of our partition. This can be done in polytime. After that for every P 2 S the value of the function d N;i (P) is computed in polytime due to (7) where l will be chosen later. 5.8 For every realization of a strategy up to the (k + 1)th step the observed sequence of colors is 1; 2; : : :; k + 1, so a strategy is determined by a sequence of its actions d 1 : : :d k since the last action does not matter.
After k steps of executing the probability distribution of being in vertices v k+1; is P k+1 where P = Q d i =take (1; 0; 0)M i . (Recall that we continue to use the notations for P k+1 of the previous proof.)
To deal with the distribution P k+1 we use the following geometric interpretation (see Figure 6 ).
BMult.EPSF scaled 800 Figure 6 : Geometric interpretation Clear, all our matricesR i ,Ĥ i andM i preserve the plane x + y + z = 1. Consider the restrictions R i , H i and M i of these matrices onto this plane. The matrices R i are rotations with angles i , and H i are homotheties with coe cients e ?c i .
Supply the plane x + y + z = 1 with Cartesian coordinates (x 0 ; y 0 ) centered at ( 1 3 ; 1 3 ; 1 3 ), with the x 0 -axis containing (1; 0; 0). Consider the logarithmic spiral '(t) = e ?ct (cos t; sin t), the parameter t can be taken as the coordinate of a point on the spiral. One can see that our matricesM i preserve the spiral, and being restricted on the spiral they act by adding i to the coordinate t. Thus, the point P = Q Let T be a tangent vector to our spiral '(t) at the point '( 2 ). Take a vector l such that hl; Ti = 0, and L('( 2 )) > L( 1 3 ; 1 3 ; 1 3 ). This vector l can be chosen by a small rotation of vector ( 1 3 ; 1 3 ; 1 3 ) around T.
We use the coordinates l as transition probabilities to arrive at t from the vertices v k+1; .
Thus the probability of success of is L(P). Notice 5. 9 The construction above does not take into consideration the rationality of the probabilities of deviations. For this reason we take appropriate rational approximations to the values de ned above.
Suppose that the set A admits a partition. Denote it by A. Now we replace the values of the function by some rational approximations with polynomial number of digits. We show that every optimal strategy for this CU-graph also provides us with a partition of the set A.
Assume that P z i e n and k n.
To make necessary estimates we need the following inequality Proof : Consider the function : 0; 2 ] ! R, de ned by (t) = L('( 2 ) ? '(t)). The inequality to prove can be rewritten as Applying lemma 2 and comparing R( ) and R( ) we see that the optimality of implies that A 0 is also a partition.
