Abstract: Quartz has been the main mineral used for optically stimulated luminescence (OSL) dating of sediments over the last decade. The quartz OSL signal, however, has been shown to saturate at relatively low doses of ~200-400 Gy, making it difficult to be used for dating beyond about 200 thousand years (ka), unless the environmental dose rate is low. The infrared stimulated luminescence (IRSL) from feldspars has been shown to continue to grow to higher dose levels than quartz OSL. The application of IRSL dating of feldspars, however, has long been hampered by the anomalous fading effect. Recent progress in understanding anomalous fading of the infrared stimulated luminescence (IRSL) signals in potassium-feldspar has led to the development of post-IR IRSL (pIRIR) protocols and also a multiple elevated temperature (MET) stimulation (MET-pIRIR) protocol. These procedures have raised the prospect of isolating a non-fading IRSL component for dating Quaternary deposits containing feldspars. In this study, we review the recent progress made on (1) overcoming anomalous fading of feldspar, and (2) the development of pIRIR dating techniques for feldspar. The potential and problems associated with these methods are discussed.
INTRODUCTION
Quartz has been the main mineral used for optical dating of sediment over the last decade since the development of the single aliquot regenerative-dose (SAR) protocol Roberts et al., 1999; Murray and Wintle, 2000) . The fast component of the OSL signal in quartz has been used for dating as it is rapidly bleached (Wintle and Murray, 2006) , but has been shown to saturate at relatively low doses of ~200 to 400 Gy. This has restricted its use for dating of sediments younger than about 200 thousand years (ka), unless the environmental dose rate is low (e.g., <1 Gy/ka).
Feldspars can also be used for optical dating, either using visible wavelengths for stimulation or using infrared (IR) stimulation to produce an IR stimulated luminescence (IRSL) signal (Hütt et al., 1988) . Compared to quartz, feldspars have several advantages in optical dating (e.g., Aitken, 1998; Huntley and Lamothe, 2001) . First, the IRSL signal from feldspar usually saturates at much higher dose levels compared to quartz OSL; this is advantageous in the context of extending the dating range of optical dating for sedimentary deposits. Second, the IRSL signal is usually inherently brighter than the quartz OSL signal. This enables higher precision luminescence measurements to be made, generally leading to better reproducibility of the natural and laboratory-dose measurements (Li et al., 2007b) . Third, in the case of sandsized grains of alkali feldspars (K-feldspars), the high contribution to the internal dose rate from 40 K and 87 Rb within the crystal lattice creates more luminescence, resulting in increased precision of the measured equivalent dose (D e ) for young samples. This higher internal dose rate also reduces the effect that inhomogeneity in the beta and gamma-dose rate spheres and water content can have on the total dose rate, resulting in improved precision. Furthermore, an isochron dating method utilising the internal dose rate of K-feldspars can also be used to overcome changes in the environmental dose rate (Li et al., 2007a; Li et al., 2008a; Li et al., 2008b) . Despite all these advantages, feldspars have long been known to exhibit a phenomenon called anomalous fading (Wintle, 1973; Spooner, 1992 Spooner, , 1994 Huntley and Lamothe, 2001; Huntley and Lian, 2006) . Anomalous fading relates to the leakage of electrons from traps that give rise to IRSL at a much faster rate than would be expected from kinetic considerations. This phenomenon has hampered the application of luminescence dating of feldspar extracted from sediment for many years.
Recent progress in understanding anomalous fading of feldspar has raised the prospect of isolating a nonfading IRSL component for dating Quaternary deposits containing feldspars. By first bleaching feldspar grains using IR photons at 50°C and then measuring the post-IR IRSL (pIRIR) signal at an elevated temperature (>200°C), it is possible to preferentially sample the electrons from the traps that suffer least from fading . Since the initial observation, different pIRIR procedures have been developed, including a two-step (e.g., Thomsen et al., 2008; Buylaert et al., 2009; Thiel et al., 2011a) and a multiple elevated temperature (MET) post-IR IR stimulation procedure (Li and Li, 2011a; .
In this paper, we summarise the results from over 300 samples presented in recently published studies using different pIRIR signals (Table S1 ). We focused on various luminescence behaviours and the performance of the SAR procedure when measuring the pIRIR signals, and we also discuss the potential and problems of using the pIRIR signals for dating sediments.
ANOMALOUS FADING
Anomalous fading was first observed for volcanic feldspars measuring their thermoluminescence (TL) signals (Wintle, 1973) . It was subsequently also reported for IRSL signals from a wide range of feldspars extracted from sediments (Spooner, 1994; Huntley and Lamothe, 2001; Huntley and Lian, 2006) . Anomalous fading has been suggested to be the main reason for underestimation of D e when IRSL measurements are made shortly after irradiation (Spooner, 1994; Huntley and Lamothe, 2001) .
Anomalous fading in feldspars has been explained as a result of tunnelling recombination between electronhole pairs (e.g., Aitken, 1985; Visocekas, 1985; Visocekas et al., 1994) . This explanation is strongly supported by the observation of phosphorescence when recently irradiated samples were cooled down to liquid nitrogen temperatures (Visocekas, 1985) . The extent of anomalous fading can be quantified using a laboratory fading test, which involves measuring the signal decay after irradiation and different delay periods (Huntley and Lamothe, 2001; Auclair et al., 2003) . Decay of the IRSL signal as a function of storage time appears to follow a power law with linear decay on a log (time) scale, which enables the calculation of a fading rate (g-value) expressed as percentage loss per decade, where a decade is a factor of 10 in time since laboratory irradiation (Aitken, 1985) . Huntley and Lamothe (2001) demonstrated that anomalous fading was ubiquitous across Canada regardless of geological origin and this was later confirmed by Huntley and Lian (2006) who measured g-values of 3-7% per decade for most of the 77 samples of K-feldspar that they extracted from sediments around the world. These findings suggested that anomalous fading is a universal phenomenon for feldspars.
Given the great potential for extending the age range of luminescence dating using feldspar, a number of attempts have been made over the last two decades or so to avoid anomalous fading (e.g., Sanderson and Clark, 1994; Lamothe and Auclair, 1999; Huntley and Lamothe, 2001; Zhao and Li, 2002; Lamothe et al., 2003; Tsukamoto et al., 2006; Li et al., 2008b) . One such attempt was the storage of mineral grains such as zircon at elevated temperatures before measurement of the TL signal, which Templer (1985) found removed anomalous fading. Spooner (1992) , however, later reported that the fading for a labradorite was unchanged regardless of whether the sample was stored at 10 or 100°C. Another method proposed by Sanderson and Clark (1994) used time-resolved signals. They suggested that different parts of the pulsed OSL signal of feldspar have different fading rates, and anomalous fading might be avoided by selecting those parts of the signal that do not fade. A similar conclusion was reached by Tsukamoto et al. (2006) and Jain and Ankjaergaard (2011) . In a later study, Li et al. (2008b) proposed an isochron IRSL dating method, which uses the IRSL signal from K-feldspar grains of different grain sizes. This method appears to avoid the problem of anomalous fading (Li et al., 2007a; Li et al., 2008a; Li et al., 2008b) . They suggested that the internal dose is responsible for generating a non-fading signal, but the underlying mechanism remains controversial (Huntley, 2011; Li et al., 2011) and the application of this method is restricted to aeolian samples with homogeneous grain-to-grain luminescence characteristics.
Several methods have also been developed to correct for anomalous fading. Lamothe and Auclair (1999) proposed 'the fadia method' using single-grain IRSL measurements. This involves calculation of a ratio (R I (t)) of the luminescence measured after a laboratory irradiation compared to that measured before irradiation (Lamothe and Auclair, 1997) . By comparing the values R I measured at different delay times (R I (t 1 ) and R I (t 2 )), a value of R I representing no fading can be obtained by extrapolation. This R I value is then used to correct the growth curve to obtain a corrected age. Huntley and Lamothe (2001) also proposed a method to correct for anomalous fading, based on the measurement of the gvalue. This correction method was later simplified by Lamothe et al. (2003) by incorporating the environmental and laboratory dose rates into the equation. A major drawback of these correction methods are that their application is restricted to relatively young sediments (e.g., younger than ~20-50 ka or 100 ka in low dose rate environments) with linear dose-response curves. For older samples, such methods also become unreliable due to the dependency of the anomalous fading rate on the size of the natural dose received (Kars et al., 2008; Li and Li, 2008; Morthekai et al., 2008) . It would thus appear that most of these methods are more or less model-or sampledependent, which limits standard application of feldspar IRSL dating similar to what we have become accustomed to for quartz OSL dating. Targeting a non-fading signal, therefore, appears to be the best way forward so that anomalous fading can be avoided all together.
IDENTIFICATION OF A NON-FADING SIGNAL

Two-step post-IR IRSL
Although Wintle (1973) reported anomalous fading of thermoluminescence (TL) in feldspars, Valladas and Valladas (1979) and other subsequent studies (e.g., Guérin and Valladas, 1980) found that the high temperature TL of plagioclase feldspars is not affected by fading. Jain and Singhvi (2001) made similar observations for the optical signal when they observed that IR bleaching of feldspars at 220°C resulted in a remnant population of more thermally stable traps that could potentially be probed by high temperature IR stimulation. Following this suggestion, Thomsen et al. (2008) found that IR signals stimulated at 225°C faded much less than those stimulated at 50°C and that the later part of the IRSL signal exhibits a lower fading rate compared to its initial part. They suggested that the IRSL signal observed at a low stimulation temperature (e.g., 50°C) is mainly the result of tunnelling between spatially close donoracceptor pairs, while the signal observed at higher stimulation temperatures is the result of tunnelling between spatially distant donor-acceptor pairs or thermallyassisted hopping among band-tail states. Since anomalous fading is a result of tunnelling between spatially close donor-acceptor pairs, they expected that prolonged exposure to IR at a low stimulation temperature should deplete the spatially close (or easy-to-fade) donor-acceptor pairs and lead to a reduction in the fading component. This led to the development of a two-step post-IR IRSL dating method in which an IR stimulation at a lower temperature (T1) is applied before measurement of the IRSL signal at a higher temperature (T2) ( Table 1) . Since then, different versions of the pIRIR method, using different combinations of IR stimulation temperatures (T1 and T2), have been proposed. Here we will use the term 'pIRIR(T1, T2)' to refer to the temperatures used in the different two-step pIRIR procedures. Thomsen et al. (2008) first tested the anomalous fading rate of the pIRIR signal measured at 225°C after an initial IRSL measurement at 50°C (pIRIR(50, 225) ) and a preheat of 250°C for 60 s. They found that the laboratory , the preheat temperature is 250°C. For the pIRIR (50, 290) method (Thiel et al., 2011a) , the preheat temperature is 320°C.
fading rate of the pIRIR(50, 225) signal is significantly lower than for the corresponding 50°C IRSL signal, and the magnitude of the fading correction largely reduced. Similar observations were reported in subsequent studies (e.g., Buylaert et al., 2009; Alappat et al., 2010; Lowick et al., 2012; Sohbati et al., 2012; Vasiliniuc et al., 2012) . In Fig. 1a and 1b, we have compared the g-values calculated for the 50°C IRSL and pIRIR(50, 225) signals provided in previously published studies (see Table S1 for values and references). The frequency histograms of the same data sets are also shown in Fig. 1c . It shows large sample-to-sample variation in g-values obtained for the 50°C IRSL signal (from ~1 to ~15 %/decade). This contrasts with the results obtained for the pIRIR(50, 225) signal for which all, but two, of the samples had g-values that fall within a narrow range of ~0.5 to ~3%/decade. In addition, the pIRIR(50, 225) g-values are also systematically smaller than those observed for the 50°C IRSL signal ( Fig. 1a and 1b) with average fading rates of 3.7 ± 0.3 and 1.5 ± 0.1 %/decade for the 50°C IRSL and pIRIR(50, 225) signals, respectively. If we were to use these two g-values to correct the age of a sample with an apparent age of 50 ka, using the method of Huntley and Lamothe (2001) and assuming that both the g-values and D e values were normalised to a delay time (t c ) of 2 days, the percentage age correction would be ~32 and ~11%, respectively. The uncertainty on the age associated with the fading correction for the pIRIR(50, 225) signal is, therefore, significantly reduced compared to the age correction for the 50°C IRSL, as previously shown by Buylaert et al. (2009) .
Following the initial work of Thomsen et al. (2008) and Buylaert et al. (2009 ), Thiel et al. (2011a proposed a modified method to measure the pIRIR signal following a higher preheat temperature (320°C compared to 250°C) and IR stimulation at a higher temperature (T2 = 290°C compared to 225°C) (i.e., pIRIR (50, 290) ). This method (pIRIR(50, 290)) was subsequently tested in thirteen (c) g 225⁰C = 1.5 ± 0.1 %/decade g 50⁰C = 3.7 ± 0.3 %/decade 50°C IRSL and pIRIR(50, 225) signals reported in previous studies (see Table S1 for 50°C IRSL and pIRIR(50, 225) signals.
original data). The data inside the square is shown in (b). (c) The g-values shown in (a) presented as a histogram. The text in (c) shows the overall average fading rates for the
different studies (see summary in Table S1 and reference therein). All measured g-values reported in the 13 studies are provided in Table S1 and those g-values calculated for the pIRIR(50, 290) signal are summarised in Fig. 2 and compared to those obtained for the pIRIR (50, 225) signal. Note that the g-values for the two signals shown in Fig. 2 are not all on the same set of samples. A range of g-values between ~0 and ~5 %/decade was observed for different samples from different regions of the world, and most of the values fall between ~0.5 and ~2%/decade. An average value of 1.1 ± 0.1 %/decade is calculated for the pIRIR(50, 290) signal, and this is smaller than the average value of 1.5 ± 0.1 %/decade obtained for the pIRIR(50, 225) signal.
There are 37 samples from 6 different studies for which g-values and ages were calculated using both pI-RIR(50, 225) and pIRIR(50, 290) (Buylaert et al., , 2011 Thiel et al., 2011c; Lowick et al., 2012; Vasiliniuc et al., 2012) ; the g-values are compared in Fig.  3a . This data set represents samples from a range of geographic regions and different depositional environments, including loess, aeolian, coastal and waterlain sediments. Sixy-five percent of the samples (n = 24) have g-values for both signals that are statistically consistent with each other at 2σ and range between 2.0 ± 0.4 and 0.6 ± 0.2%/decade for the pIRIR(50, 225) signal and between 3.7 ± 1.3 and 0.6 ± 0.1%/decade for the pI-RIR(50, 290) signal. The remaining 35% of the samples (n = 13) have g-value for the pIRIR(50, 290) signal (g290-value) that are all smaller than the corresponding g-values for the pIRIR(50, 225) signal (g225-value); the g225values range between 2.9 ± 0.5 and 1.2 ± 0.03 %/decade and the g290-values range between 1.53 ± 0.05 and -0.4 ± 0.05 %/decade. Where there is consistency, the g225-values are on average larger than those that show no consistency with their corresponding g290-values at 2σ (Fig. 3a) . Fig. 3b shows the fading-uncorrected ages for the same set of samples for which fading rates are provided in Fig. 3a ; note that 5 of the 37 samples are not shown as their ages are only reported as minimum ages without error estimates (see Table S1 ). The different symbols differentiate between those samples that have consistent g-values at 2σ (g225 = g290; circles), and those that have g225-values that are larger than their corresponding g290-values (g225 > g290; squares). Fig. 3b shows good agreement between ages obtained from both methods for samples <100 ka (see inset plot). This is consistent with the g-values that are either consistent or relatively small (<~2%/decade). For those samples >100 ka it appears that the pIRIR290 age on average overestimate relative to their corresponding pIRIR225 ages, shown by the majority of samples falling above the 1:1 line (solid line). We have also fitted a weighted linear fit to all the samples >20 ka presented in Fig. 3b (indicated as a broken line) ; the slope of the line is 1.20 ± 0.03 and the interception is 1.9 ± 1.5 ka on the y-axis. We omitted the <20 ka samples as these may be affected by the presence of a relatively large residual dose (see below). This pattern does not change if we omit the two oldest ages that were reported to be in, or close to, saturation (Vasiliniuc et al., 2012) . Since the pIRIR290 signal is more likely to be incompletely bleached than the pIRIR225 signal, it is important to ensure that the samples were well-bleached at the time of deposition. Among the samples presented in Fig. 3b , most of them are aeolian sediments, which are expected to have been well-bleached. Exceptions are two waterlain samples (GOS3 and ZEL7) from Switzerland (Lowick et al., 2012) , which may have been incompletely bleached, although one of them (GOS3) was considered well-bleached by the authors, based on the fact that the ages obtained from a variety of luminescence signals were in agreement with uranium-series and radiocarbon ages (Lowick et al., 2012) . If we discard these two samples from our analysis, however, the pattern shown in Fig. 3b does not change. Thus we consider that the overestimation in pIRIR290 ages relative to pIRIR225 ages shown in Fig. 3b is not due to the problem of insufficient bleaching.
To further scrutinise the results, we have plotted the same data in Fig. 3c but this time as age ratios (pIRIR290 / pIRIR225) plotted from youngest on the left to oldest on the right using their pIRIR(50, 290) ages for ranking. From here it can be seen that 2 of the 5 samples (40%) younger than ~20 ka, 7 of the 9 samples (78%) between ~20 and 100 ka, and 9 of the 18 samples (50%) older than 100 ka have fading-uncorrected ages consistent with each other at 2σ. The difference in age is, therefore, most conspicuous not only for those samples older than ~100 ka, but also for young samples (<20 ka). Importantly, there is no direct relationship between consistency in fading rate Table S1 for original data).The text in the figure shows the average fading rates for the two signals.
and age; samples with g225 = g290 value can have consistent and inconsistent ages between the two signals and the same is true for samples with g225 > g290 values. A weighted mean ratio (pIRIR290/pIRIR225) of 1.21 ± 0.05 for the ages of samples older than 20 ka suggests that the pIRIR(50, 290) ages are on average older than their respective pIRIR(50, 225) ages by ~20%. The weighted mean ratio for the samples between 20 and 100 ka is 1.19 ± 0.05 and for those >100 ka the ratio is 1.22 ± 0.07; the latter ratio changes to 1.21 ± 0.07 if the two oldest samples are omitted. So, even though there appear to be a systematic trend with age, the differences are similar on average regardless of age. Several possible reasons may explain the systematic overestimation in age for the pIRIR(50, 290) signal compared to the pIRIR(50, 225) signal. 1) The first explanation is that a small difference in fading rate between the two pIRIR signals could result in a large difference in apparent age. We can use the >20 ka samples shown in Fig. 3 as a point in case. For these samples the pIRIR(50, 290) ages are on average ~20-30% older than their corresponding pIRIR(50, 225) ages (Fig. 3b) . The average gvalue for the pIRIR(50, 225) signal is 1.5%/decade and for the pIRIR(50, 290) signal, 1.1%/decade. If the true age of the samples is 50 ka and we use these average gvalues to calculated apparent ages, using the equation of Huntley and Lamothe (2001) , then apparent ages of ~45 and ~46 ka are obtained. Note that this difference will become larger for older samples where the fading correction method is not applicable. The difference in age, g-value (pIRIR 290°C), %/decade g-value (pIRIR 225°C), %/decade Lowick et al., 2012 Vasiliniuc et al., 2012 Buylaert et al., 2009 , 2012 Thiel et al., 2011c (a) pIRIR(50, 225) and pIRIR(50, 290) signals (see Table S1 for original data however, will still be too large to be explained by differences in the g-values, and the difference in age can, therefore, not be explained by the difference predicted by the laboratory-measured fading rates. A second explanation, first proposed by Thiel et al. (2011a) , is that the fading rates measured in the laboratory for the pIRIR(50, 290) signal are artefacts (i.e., they are not real). They found support in this from natural pIRIR(50, 290) signals measured for infinitely old samples that are close to or in dose saturation, compared to natural pIRIR(50, 225) signals for the same samples that are consistently found to be ~15-20% below saturation. So, following this argument, a number of recent studies have proposed that the pIRIR(50, 290) signal is stable and does not fade, and that the difference in age between the two pIRIR signals are due to the fading of one, but not the other (Thiel et al., 2011a; Stevens et al., 2011; Buylaert et al., 2012) . If this is the case, then there will also be systematic errors associated with the dose response curves (DRC) and the estimated D e values because the same SAR procedure is used for estimation of the fading rate and construction of DRCs. The extent of the introduced error on the different measurements and components will, however, be significantly different and should be assessed separately (i.e., a small change in the g-value can significantly change the age, whereas a small change in the DRC or D e may not be so important). One would, however, expect the recycling ratio for the pI-RIR(50, 290) signal to deviate systematically from unity if the fading rate is an apparent result of a systematic decrease of the repeated measurement of the regenerative-dose signals in the SAR cycles in the fading test. This is, however, not supported by the result of a large number of recycling ratios that are consistent with unity (see Fig. 3A in Buylaert et al. (2012) ). What also remains unclear is why the one signal (pIRIR(50, 225)) would fade and not the other (pIRIR(50, 290)). The measurement conditions of the two signals are different in terms of preheat temperature (250°C for pIRIR(50, 225) and 320°C for pIRIR (50, 290) ) and the pIRIR stimulation temperature (225 and 290°C). Both signals are measured after the prolonged 50°C IRSL stimulation that is used to deplete the 'easy-to-fade' donor-acceptor pairs. If this stimulation did not remove the entire fading component, then the remainder should presumably be sampled by the subsequent pIRIR measurement, regardless of whether it is measured at 225°C or 290°C. The higher preheat temperature used for pIRIR(50, 290) could also remove more easy-to-fade electron-hole pairs and, therefore, leave more difficult-to-fade components in the subsequent IRSL signals (e.g., Jain and Ankjaergaard, 2011) . This high preheat temperature, however, does not eliminate the fading component completely, because the subsequent IRSL 50°C signal still yields a large fading rate (Fig. 1b) . It is reasonable to deduce, therefore, that the lower fading rate observed in pIRIR(50, 290) signal is due mainly to the higher stimulation temperature used, although a higher preheat temperature may still play a role. Following this logic, either both signals should fade (although may be to different extents), or both signals do not fade and the measured fading rates are laboratory artefacts. If both measured fading rates are artefacts, then both signals should give similar ages; this is true for some, but not all of the samples shown in Fig. 3b and 3c .
A third possible explanation was proposed by Vasiliniuc et al. (2012) and Chen et al. (2013) who suggested that the D e obtained using the pIRIR(50, 290) signal is overestimated in some samples because of an unsuccessful sensitivity correction of the first measurement (i.e., the natural signal). Fading rate measurements do not involve measurement of the natural signal either in D e or dose recovery measurements, so the problem of the sensitivity correction of the natural is avoided. If this explanation is true, then the pIRIR(50, 290) ages for old samples (e.g., >100 ka) should be treated with caution because any slight error in the sensitivity correction will result in a relatively large uncertainty in the large dose range of DRCs. This possibility can, however, be tested by conducting a dose recovery test (see section 4). Apart from the problem of natural sensitivity correction, the presence of an isothermal signal (Fu et al., 2012a; Wang and Wintle, 2013) was also proposed to be a potential problem for measurement of the natural dose and overestimation of the age. We note that any pIRIR signal can contain some thermal signal, especially when the difference between the preheat and pIRIR stimulation temperatures is small (i.e., 25 and 30°C for pIRIR(50, 225) and pIRIR(50, 290) signals, respectively). However, the effect of the isothermal signal on D e estimation may differ between the two pIRIR signals, due to the large difference in thermal stability of the 225 and 290°C signals. In both cases, one should monitor for and wait long enough to reduce the thermal signal before starting IR stimulation (Fu et al., 2012a) . Li and Li (2011a) proposed a multi-step pIRIR procedure (Table 1) , the so-called multi-elevated-temperature post-IR IRSL (MET-pIRIR) protocol as an alternative to the two-step procedures. This method is based on the observation that the fading component in the IRSL signal can be progressively eliminated using multiple IR stimulations by increasing the stimulation temperature from 50 to 250°C in 50°C intervals. Laboratory fading tests for a feldspar sample showed that the highest anomalous fading rate is observed for the 50°C IRSL, and it decreases as the stimulation temperature is increased. Negligible anomalous fading rates were observed for the signals obtained at 250°C (Fig. S2 ) (Li and Li, 2011a; .
Multi-step post-IR IRSL
One advantage of the MET-pIRIR protocol over the two-step pIRIR protocol is that the effect of anomalous fading can be demonstrated in an Age_Temperature (A-T) or a D e _Temperature (D e -T) plot, in which the calculated ages or D e are plotted as a function of IR stimulation temperature (Fig. 4) . The A-T (or D e -T) plot shows how the ages increase with increased stimulation temperature until an age plateau (shown as a broken line in Fig. 4 ) is reached at higher temperatures; this plateau indicates that a non-fading component was isolated at elevated temperatures. The age plateau could, therefore, be used as a internal diagnostic tool for checking whether a stable, non-fading component has been achieved or not. The MET-pIRIR protocol was first tested using various sedimentary samples from northern China deposited over the last ~130 ka (Li and Li, 2011a) . For all of the samples, the youngest ages were obtained using 50°C IRSL from where ages obtained for subsequently measured MET-pIRIR signals started to increase as a function of an increase in stimulation temperature until an age or D e plateau is obtained above 200°C. This method was subsequently tested on loess samples from the Luochuan section of the Chinese Loess Plateau . In Fig. 4 , we compiled a summary A-T or D e -T plot containing data of 46 samples from Northern China, India and Europe (see Table S1 for samples, D e values and ages). To facilitate comparisons, all ages or D e values were first normalised to 1 at 250°C. The samples were divided into four groups according to their age (i.e., <50, 50-100, 150-200 and >200 ka) and the average values of the samples from each group was calculated and shown in Fig. 4 . The error on each average value is the 1σ standard deviation. It is observed that the temperature at which the plateau is reached varies with age. Younger samples (<50 ka), appear to reach the plateau at ~200°C, whereas older samples (50-200 ka) only reach the plateau at ~250°C. The data set for the oldest samples (>200 ka), however, appears to be keep increasing with stimulation temperature -that is, the normalised D e value at 300°C is 1.1 ± 0.1 for these samples. Note that the latter value is based on 3 samples only, because most of the samples have saturated MET-pIRIR 300°C signals; the signals obtained at lower temperatures were not saturated for the 9 samples investigated. The results of Fig. 4 indicate that the MET-pIRIR 200°C signal (and probably the 250°C signal also) still suffers from a small amount of fading, which has a negligible effect on young samples (e.g., <50 ka), but that manifest itself in a more significant underestimation of age or D e in older samples. Fu and Li (2013) also reported that an age plateau, consistent with the expected age for their Holocene-age samples, can be achieved at temperatures as low as ~150°C. Another important feature of Fig. 4 is that older samples tend to show a larger difference in age or D e between lowtemperature IRSL and high-temperature MET-pIRIR, suggesting that older samples have a higher effective anomalous fading rate associated with the lowtemperature IRSL signal (Li and Li, 2008) .
Another advantage of the A-T plot is that it can be used as an indicator of insufficiently bleached samples. An insufficiently bleached sample is unlikely to give an age plateau when plotted as an A-T plot, because the MET-pIRIR signals obtained at higher temperatures are more difficult to bleach than the low temperature signals (Li and Li, 2011a) . When using the A-T plot to diagnose the problem of insufficient bleaching, two factorsbleaching and fading -must be considered. Both can influence the pattern of the plateau, and this may cause difficulty in distinguishing partial bleaching from fading. As indicated by Fig. 4 , however, such difficulties can mostly affect older samples (e.g., >200 ka), as even a small anomalous fading could significantly affect the ages. For younger samples, assessing incomplete bleaching is usually more important and fading can be compensated for more effectively by making a laboratory fading test; the A-T plot can then be used to diagnose the existence or absence of insufficient bleaching.
The MET-pIRIR method was subsequently tested by Thomsen et al. (2012) who measured 9 samples using both the MET-pIRIR and the pIRIR(50, 290) protocols. They suggested that no significant difference was observed between the results obtained from both methods for their samples, indicating that the prior-IR stimulation temperature may not be important and a single IR stimulation at 50°C may be sufficient to remove the fading component. The two methods were also tested by Li and Li (2012b) using loess samples from the Chinese Loess Plateau. They found that the pIRIR(50, 290) give comparable results for those samples with relatively small natural doses (e.g., <500 Gy), which is consistent with the findings reported by Thomsen et al. (2012) . But, the pIRIR(50, 290) signal starts to underestimate relative to the MET-pIRIR ages for older samples with larger natural doses (>500 Gy), suggesting that a small fading component may still be present in the pIRIR(50, 290) signal and, although it is not a problem for young samples, it becomes more important for older samples. The validity of the MET-pIRIR method has so far only been tested on a small number of samples from China where independent age control is available, and its general applicability to samples from different geographical locations and depositional environments are currently been tested.
BEHAVIOUR OF THE POST-IR IRSL SIGNALS
Thermal stability
One of the crucial assumptions in OSL dating is that the trapped electrons used for dating are stable over the time of burial. It is thus important to ensure that the luminescence signals used for dating are associated with stable traps that have a long lifetime at ambient temperature (e.g., ~10-20°C). There have been several studies of the thermal stability of the IRSL signal for K-feldspar grains extracted from sediments (Spooner, 1994; Murray et al., 2009; Baril and Huntley, 2003) . Focusing on the initial part of the IRSL signal obtained by stimulating at ~50°C, suggested that the IRSL traps are associated with deep traps with a thermal depth of ~1.7 eV , which have a lifetime of ~10 9 years. A similar result was obtained by Murray et al. (2009) . Based on the reduction of TL from IR bleaching, they suggested that the IRSL traps of their K-feldspar sample mainly originated from deep traps associated with the ~410°C TL peak. In a later study on the effect of IR bleaching on the TL of Kfeldspar from sediments from North China, Li and Li (2011b) found that the IRSL are associated with the 350 and 400°C TL peaks, which led them to suggest that at least two groups of traps (shallow and deep) are associated with the IRSL signals. All these studies suggest that the IRSL signal from K-feldspar is thermally stable over the datable period (e.g., <1 Ma). However, based on isothermal studies of IRSL and pIRIR signals, suggested that, although originated from deep traps, a part of the IRSL signal is still thermally unstable due to the presence of the band-tail states (Poolton et al., 2002; Poolton et al., 2009) . They suggested that a preheat temperature above 200°C is necessary to remove these unstable signals.
The thermal stability of the pIRIR signal was investigated in several studies (Li and Li, 2011b; Thomsen et al., 2011; Fu et al., 2012b; . Based on a pulse anneal study of the IRSL and pIRIR signals on the K-feldspar grains from several sedimentary samples, Thomsen et al. (2011) showed that the pIRIR signal has a greater thermal stability than the 50°C IRSL signal (e.g., heating to ~400°C can erase most of the 50°C IRSL signal, whereas the pIRIR(50,290) signal is still not completely erased by heating to ~550°C). Li and Li (2011b) studied the thermal stability of the IRSL and MET-pIRIR signals from K-feldspar grains. Based on their pulse anneal studies, they suggested that the MET-pIRIR signals at elevated temperatures (>100°C) are more thermally stable than the IRSL signal at 50°C, due to the presence of deeper traps in the MET-pIRIR signals. It has, however, been suggested that the difference in thermal stabilities can be explained using a single-trap model. Based on a time-resolved stimulation study, Jain and Ankjaergaard (2011) suggested that the low temperature IRSL signal and the pIRIR signal have different recombination routes; the former are dominated by recombination of spatially close electron-hole pairs and the latter are dominated by recombination of distant electron-hole pairs. They, therefore, argued that the observed difference in the thermal stabilities of IRSL and pIRIR signals can be explained as a single-trap model with the presence of band-tail states. Andersen et al. (2012) produced direct spectroscopic evidence that also favours a single-trap model. It is, however, difficult to explain, with a single-trap model, the different dose response curve shapes obtained from measurement of different IRSL and pIRIR signals (see section 4), and their different bleaching rates under highenergy stimulation (e.g., sunlight bleaching) (see section 4). Andersen et al. (2012) , however, suggested that the differences in DRC shapes may be kinetic rather than a multiple trap effect. The debate about whether it is a single-or multiple-trap model is still ongoing and more data will no doubt be provided in future studies in support of one or the other of these models.
Bleachability and residuals
Another crucial precondition for luminescence dating of sediment is that the signals measured in the laboratory should be bleachable by sunlight. Although the pIRIR signals measured at elevated temperature have significantly reduced rates of fading compared to the IRSL signal measured at low temperatures (Fig. 1c) , they have also been found to be more difficult to bleach Li and Li, 2011a) . Fig. S1 shows the solar bleaching experiments for IRSL and pIRIR signals reported by Buylaert et al. (2012) and Li and Li (2011a) . Both studies showed that, at higher stimulation temperatures, the IRSL signal consists of components that are more resistant to sunlight bleaching, and it requires up to several hours of exposure to simulated sunlight in a solar simulator to empty most of the light-sensitive pIRIR traps. The relatively harder-to-bleach nature of the pIRIR signals, compared to the fast bleaching rate in quartz OSL, can be used to identify well-bleached quartz grains , or can be used to identify poorly bleached feldspar grains.
A feature of the pIRIR signals, however, is that there is a non-bleachable (or residual) component left even after a prolonged bleaching period. This manifests itself as a 'residual dose' when modern and sun-bleached sediments are measured. Apart from the 'non-bleachable' component, the residual doses observed in the pIRIR signals may also be partly induced by thermal transfer of charge from unstable light-insensitive traps into the IRSL and pIRIR traps due to the high preheat temperature (>300°C) used in the pIRIR protocols . No matter which source the residual dose is from, it needs to be taken into consideration for D e estimation.
In previous studies, estimates of the size of the residual dose have been made from measurements of modern analogues or samples of interest that have been artificially bleached with a solar simulator or natural sunlight. A small residual dose up to a few Gy in the pIRIR signal has been reported (e.g., Thomsen et al., 2008; Li and Li, 2011a; Fu et al., 2012a) , suggesting that it is only important to consider the residual doses for relatively young samples (e.g., D e < 100 Gy). Significantly higher residual doses have subsequently been reported by others (e.g., Buylaert et al., 2011; Stevens et al., 2011; Buylaert et al., 2012; Lowick et al., 2012) . Some exceptions were also reported by Reimann and Tsukamoto (2012) who found that the residual doses associated with the 50°C IRSL and pIRIR(150) signals were the same after a prolonged bleach, although the pIRIR signal has been shown to bleach more slowly than the 50°C IRSL signal.
In Fig. 5a , all published residual doses for the pIRIR(50, 290), pIRIR(50, 225) and the 250°C METpIRIR signals are summarized for a range of different samples from different geographical regions and depositional environments. All the data are also summarized and referenced in Table S1 . Large variation in the residual doses of the pIRIR signals can be seen in Fig. 5a . For the pIRIR(50, 290) signal, the majority of the samples studied have residual doses lower than ~35 Gy, but there are 10 samples from Switzerland (Lowick et al., 2012) yielding high residual doses of between ~39 and 145 Gy. Residual doses up to ~60 Gy were also reported for the pIRIR(50, 225) signal. Again, the highest values are all reported for the 10 waterlain sediments from Switzerland ranging between ~13 and 53 Gy (Lowick et al., 2012) . Most of the rest of the samples have residual doses of less than ~17 Gy. The pIRIR(50, 225) signal, thus, appears to have smaller residual doses compared to the pIRIR(50, 290) signal. We note that the residual doses reported in published papers (Table S1) were measured using different bleaching methods and a variety of durations, which could result in different residual doses. However, many of the largest residual doses reported were obtained from samples given the most extensive bleaches. For example, Lowick et al. (2012) bleached their samples using a 24 h exposure to a Sunlux Ambience UV lamp, and Stevens et al. (2011) bleached their samples using daylight for many days. In contrast, many of the samples with smaller residual doses were bleached for only a few hours (e.g., Li and Li, 2011a; Buylaert et al., 2012) . We propose, therefore, that the observed variability in residual dose (Fig. 5) is due mainly to sample-to-sample variation, rather than different bleaching conditions used.
Large variation in the residual doses of the METpIRIR signals have also been observed, ranging from a few Gy to ~30 Gy (Table S1 ). We have plotted in Fig. 5b the residual doses of the MET-pIRIR signals for different samples from different regions as a function of IR stimulation temperature. Considerable variation in the residual doses for samples from different locations and at different IR stimulation temperatures can be seen. For all samples, the smallest residual doses (up to a few Gy) were obtained at an IR stimulation temperature of 50°C, and the size of the residual dose and the extent of variation (in Gy) both increase with an increase in stimulation temperature (e.g., the residual doses range between ~15 and 55 Gy for the MET-pIRIR signal of 4 samples measured at 300°C). From the results of Fig. 5 , it is clear that the residual dose associated with the non-bleachable component is highly variable from sample to sample and from site to site. This highlights the importance of obtaining accurate and precise constraints on the residual dose, even for old samples, especially when stimulated at elevated temperatures.
A strong correlation between D e and residual dose has also been reported by some authors where samples with higher D e values tend to have higher residual doses (e.g., Sohbati et al. (2012) and Buylaert et al. (2012) and Schatz et al. (2012) for the pIRIR(50, 290) signal). They suggested that this is due to stronger (or more prolonged) sunlight exposure in nature in the past compared to what they have used in the laboratory to conduct their bleaching experiments (i.e., bleaching with a solar spectrum on a laboratory time scale did not result in a comparable residual reached in nature). It was, therefore, suggested that residual doses at D e = 0 (obtained according to the plot of residual dose against D e ; see Fig. 6a ; their pIRIR(50, 290) signals were saturated and no D e values were obtained. From Fig. 6a , it appears that there is a positive correlation between the residual dose and residual-corrected D e values for some samples, and that this correlation is site specific. For example, the residual dose of the 5 samples of Lowick et al. (2012) could range from ~38 to ~80 Gy with corresponding D e values from ~40 to ~500 Gy for the pIRIR(50, 290) signal. For the Romanian loess samples, however, the residual dose only increase from ~11 Gy to ~33 Gy with corresponding D e values ranging from ~50 Gy to ~1600 Gy. Furthermore, residual doses ranging from a few Gy to over 50 Gy was also reported for modern samples (shown on the y-axis of Fig. 6a) , suggesting that samples with small D e values do not necessarily have small residual doses, and vice versa. This is further demonstrated in Fig. 6b where the ratio of the residual dose and the D e value is plotted against the D e value for each sample. It shows that the residual dose could be as high as ~50-100% of the measured D e value for very young samples with low D e values, and that the proportion of residual dose relative to D e decrease with an increase in D e . The 5 samples with pIRIR(50, 290) values that deviate significantly from the general pattern are those obtained by Lowick et al. (2012) . A residual dose to D e ratio less than 5% cannot be guaranteed even for samples with a D e as high as ~500 Gy. We, therefore, suggest that sunlight or SOL2 bleaching tests might be a convenient way to obtain a minimum residual dose estimate for samples specific to each study site, and that it should be routinely conducted, even for old samples. Table S1 for
Fig. 6. (a) The relationship between residual-corrected De values and residual doses for the pIRIR(50, 290), pIRIR(50, 225) and MET-pIRIR 250°C signals of different samples (see
original data). The inset shows the enlarged scale for De values smaller than 320 Gy. The pIRIR(50, 290) and pIRIR(50, 225) results are marked by * and ** following the legend of each study, respectively. The MET-pIRIR(250) results are not marked. (b) The residual dose to De ratio plotted against the De value for each sample presented in (a).
As demonstrated by the data from previous studies, the residual dose appears to be a common phenomenon for pIRIR signals (Fig. 6a) . The source of the residual signal is, however, still poorly understood, because of the difficulty to distinguish between the non-bleachable and thermally transferred signals. The correlation between residual dose and D e observed for some samples (e.g., Sobhati et al., 2012; Buylaert et al., 2012) may indicate that thermal transfer might play an important role in the production of residual signals. However, such a relationship may also be explained as a result of the dose dependency of a non-bleachable signal with an increase in natural dose. This dose dependence of the residual signal has previously been reported by . For unheated sediments, the traps associated with the nonbleachable signal are expected to be in dose saturation due to the long geological history of the grains (e.g., millions of years). As a result, young samples should have the same residual dose as older samples, if the samples have the same proportion of non-bleachable and bleachable traps. However, this condition is not guaranteed for all the sediments. It is very likely that the nonbleachable traps of some grains could have been reset by heat before burial due to, for example natural fires, volcanic eruptions etc., which commonly occur in nature. After burial, these traps are then re-filled by exposure to naturally-occurring ionising radiation. If this is the case then older sediments will have a higher residual dose.
No matter which source the residual signal is from, it has to be corrected for appropriately for young samples and even for some old samples ( Fig. 6a and 6b) . The most straightforward method is to subtract the residual dose obtained by directly bleaching the natural sample from the corresponding D e values. This method will, however, result in underestimation, as demonstrated mathematically by . This problem can be overcome by applying an 'intensity-subtraction' method, proposed by , involving the construction of a dose response curve for the residual signal and then subtraction of the dose-dependent residual signal from the total signal. This method does not require information from modern analogues so it can be applied to the same sample that is dated. A drawback of this method is that it requires more aliquots and longer measurement time. An alternative way to deal with the residual dose problem is to establish a relationship between residual dose and D e using a series of samples from the same study site, as proposed by Sobhati et al. (2012) and Buylaert et al. (2012) , to calculate the residual dose using the intercept on the residual-dose axis and subtract this residual dose from the D e of associated samples. This method can, however, only be applied to samples from the same site and requires that all the samples have the same luminescence behaviour and bleaching histories, and it is not applicable for the sites from which insufficient samples with different ages were available.
SAR performance
Whether a SAR protocol is appropriate for D e measurement for a particular sample can be evaluated using several established tests, such as the recycling ratio test, degree of recuperation and a dose recovery test (Wintle and Murray, 2006) . The first two tests can be obtained as part of the construction of the dose response curve, which involves measurement of a repeat dose at the end of the measurement sequence to obtain the recycling ratio, and measurement of a sensitivity-corrected zero dose that is then compared to the sensitivity-corrected natural dose to obtain an estimate of signal recuperation. The dose recovery test investigates the ability of the SAR protocol to recover a known dose given to a sample that has been optically bleached. For the IRSL and pIRIR measurements of feldspars, a similar SAR structure to quartz OSL has been used, and the same three tests adopted to evaluate their SAR performance (Wallinga et al., 2000) .
Recycling ratio and recuperation
In a SAR protocol, Murray and Wintle (2000) suggested that any recycling ratio of between 0.90 and 1.10 is acceptable. Based on 183 aliquots from 29 samples, Buylaert et al. (2009) found an overall recycling ratio of 0.996 ± 0.002 when measuring the dose using the pI-RIR(50,225) signal, suggesting that the test dose is monitoring the sensitivity change appropriately for their laboratory-irradiated samples. A similar result was also reported for the pIRIR(50, 290) and MET-pIRIR signals (Li and Li, 2011a) .
The effect of recuperation is usually expressed as a percentage ratio between the sensitivity-corrected zero dose signal and the sensitivity-corrected natural signal, and it was suggested that this value should not exceed 5% . For the pIRIR(50,225) signal, an average recuperation value of 3.47 ± 0.13% (n = 183) was obtained by Buylaert et al. (2009) . These authors also reported recuperation of <4% for the pI-RIR(50, 290) signal for the majority of their samples . For the MET-pIRIR signals, Li and Li (2011a) observed higher recuperation for the MET-pIRIR signals measured at higher temperatures. They found that the level of recuperation is also dependent on the size of the natural dose; younger samples tend to have higher recuperation because it is expressed as a fraction of the natural signal. For young samples, recuperation values for the 250°C MET-pIRIR signal are generally <5%, and the recuperation values for older samples and the lower-temperature MET-pIRIR signals are smaller. These studies suggest that recuperation of pIRIR signals are generally low and acceptable in the SAR protocols used.
Preheat temperature dependence
A preheat before OSL or IRSL measurement is required to remove any thermally unstable charge and to mimic any charge transfer that may have occurred in nature. A suitable preheat temperature should be chosen so that it is high enough to be able to remove all the unstable charge that may escape in nature and low enough to avoid depleting the main luminescence traps used for dating and that may cause significant sensitivity change. For the pIRIR methods, a higher preheat temperature could also remove more easy-to-fade components in the subsequent IRSL signals (e.g., Jain and Ankjaergaard, 2011) . Whether the preheat temperature used in the protocol is suitable or not can be tested by investigating if there is any dependence of D e upon preheat temperature, the so-called 'preheat plateau' test (Murray and Roberts, 1998; Murray and Wintle, 2000) . Li and Li (2011a) first tested the effect of preheat temperature on the pIRIR signals using the MET-pIRIR procedure. They showed that, for their samples from northern China, there is no systematic dependence of D e upon the preheat temperature ranging between 220 and 300°C for the MET-pIRIR signals measured at elevated temperatures (>150°C). A slight decrease of D e at higher preheat temperatures was, however, observed for the IRSL and MET-pIRIR signals measured at lower stimulation temperatures (50 and 100°C). Reimann et al. (2011) conducted a preheat plateau test for pIRIR signals measured at 180°C (pIRIR(50, 180)) using a Holocene coastal sample from the Darss-Zingst peninsula. The measured D e values appear to decrease with an increase in preheat temperature for the pIRIR(50, 180) signal. They also observed that a higher preheat temperature resulted in higher thermal transfer and recuperation. Roberts (2012) tested the effect of preheat temperature on the pIRIR signals using loess samples from Alaska. She reported a strong dependence of D e with changes in preheat; D e values increased significantly with preheat temperatures above 280°C, and a plateau region was only observed between 250 and 280°C. Based on dose recovery test results and comparisons with independent ages, Roberts (2012) concluded that a high preheat temperature (>300°C) will result in significant overestimation of D e for her samples. The results obtained using preheat temperatures of between 250 and 300°C gave reliable age estimates. She, thus, suggested that the preheat temperature is the primary driver of a change in D e estimation rather than the pIRIR stimulation temperature. More studies are required to test whether this is a common phenomenon for different samples from different regions. These studies, however, suggest that a preheat temperature dependency of D e estimates should be routinely conducted for all pIRIR methods. It is noted that one cannot use the pIRIR(50,290) signal when a lower preheat temperature (<300°C) is used and this same caveat applies to the MET-pIRIR signal measured at 300°C.
Stimulation temperature dependence
The pIRIR stimulation temperature appears to play a key role in D e estimation, and it was demonstrated in Figs. 1, 2 and 3 that the pIRIR(50, 225) and pIRIR(50, 290) signals may yield different results when measuring fading rates and estimating D e values ( Fig. 1-3) for the same samples. Apart from the pIRIR stimulation temperature, it was further argued that the stimulation temperature in the prior IR stimulation (T1) may also be an important factor (Li and Li, 2011a) . Li and Li (2011a) suggested that an IR bleach at 50°C may be insufficient for removing all the easy-to-fade signals, and any remaining easy-to-fade signals will be subsequently sampled by the next post-IR measurement. This led them to propose the MET-pIRIR method in order to progressively remove the fading component (see section 3). Thomsen et al. (2011) investigated the effect of prior IR stimulation temperature on thermal stability. The effect of prior IR stimulation temperature on D e estimation was subsequently investigated by Li and Li (2012b) using samples from the Chinese Loess Plateau. They found that the pIRIR(50, 290) signal may underestimate D e for older samples with large natural doses (>500 Gy), although it appears to yield reliable results for younger samples. They also found that such underestimation in the two-step pIRIR ages disappeared if the stimulation temperature of the prior-IR measurement was increased from 50°C to 200°C, indicating that a high stimulation temperature of the prior-IR measurement can remove the fading component more effectively. Buylaert et al. (2012) subsequently tested the effect of the stimulation temperature in the two-step pIRIR procedure, and they found that varying the first stimulation temperature in the range 50 to 260°C has negligible effect on D e for their samples. However, this could be due to the fact that the samples used for their study are relatively young (<150 ka) and have relatively low D e values (<570 Gy); the oldest sample (A19) investigated by Buylaertet al., (2012) has a D e of ~566 Gy, which is close to the dose range where consistency were observed between the pIRIR(50, 290) and pIRIR (200, 290) ages (Li and Li, 2012b) . It is suggested that the effect of the stimulation temperature of the first IRSL measurement on the two-step pIRIR ages should be tested for older samples (>500 Gy) to avoid insufficient removal of the easy-to-fade component by a single low temperature IR stimulation.
Test dose dependence
In the SAR protocol for pIRIR dating (Table 1) , a test dose is applied to monitor and correct for sensitivity change that may occur between the natural and regenerative signals. It is prudent to use a test dose as small as possible to avoid any unwanted dose-dependent effects (e.g., sensitivity change) and also to save measurement time, and it also should not be too small to ensure adequate signal intensity. The effect of the size of the test dose on D e estimation for pIRIR dating was first investigated by Qin and Zhou (2012) . It was found that the measurement of the test dose signal is influenced by the thermally-transferred signals, which may affect estima-tion of D e and fading rates. Based on this observation, Qin and Zhou (2012) suggested that a relatively large test dose (50-80 Gy) is preferable to minimise the effect of thermal transfer. It is noted that no high temperature clean-out was used between the different SAR cycles in Qin and Zhou (2012) that may complicate this interpretation. A contrary observation was, however, reported by Buylaert et al. (2012) who found no systematic change in D e with a 3 to 4 fold change in the size of the test dose. Given the different experimental observations made for different samples, it appears that the degree of thermal transfer and sensitivity change induced by the irradiation and preheat used in test dose measurement may vary significantly from sample to sample. The choice of the size of test dose for D e estimation should, thus, be tested and determined for each set of samples.
Dose recovery test
One critical assumption of the SAR protocol is that the test dose signal following the measurement of the natural signal accurately reflects the sensitivity of the natural signal. The validity of this assumption is usually tested using a dose recovery experiment (Murray and Roberts, 1998; Wallinga et al., 2000) . This test involves giving a known laboratory dose to bleached aliquots. Such a given dose is then measured as an 'unknown' dose to test if the SAR protocol can reproduce the right answer. It is to be noted that a successful dose recovery test does not guarantee an accurate D e estimation, but a failed dose recovery test does suggest that the D e estimation is likely to be wrong. Buylaert et al. (2012) provided data that contradicts this general assumption. They conducted dose recovery tests using the IR(50) signal following two different preheat temperatures, 250 and 320°C and obtained measured/given dose ratios of 0.96 ± 0.02 (n = 12) and 0.72 ± 0.02 (n = 58), respectively. This is despite obtaining D e estimates using both temperatures that are indistinguishable from each other. They concluded that a poor dose recovery test does not necessary predict inaccurate D e estimation . Dose recovery tests have been conducted to test the reliability of the pIRIR protocols in previous studies (see Table S2 for a summary of the data). In Fig. 7 we have summarised the dose recovery test results for the different pIRIR protocols: pIRIR(50,225) (n = 29), pIRIR(50, 290) (n = 47) and MET-pIRIR(250) (n = 12). Note that each measured to given dose ratio represents an average obtained for several aliquots from the same sample and that the number of aliquots varies between the different studies. Fig. 7a presents a histogram of the different measured to given dose ratios obtained for the three different pIRIR protocols. The ratios obtained for pIRIR (50, 225) range between 0.9 and 1.3 for 28 samples except one sample showing a much higher measured to given dose ratio of 2.04 ± 0.23; this outlier was obtained for a given dose of 1200 Gy (Vasiliniuc et al., 2012) , similar to a natural dose from the same set of samples that was shown to be close to, or in, saturation. We ignore this value for our statisitcal analysis since this given dose is close to the saturation dose level. The measured to given dose ratios obtained for 48 samples measured using the pIRIR(50, 290) signal, ranged between 0.83 and 1.57. Again, there is one sample with a much higher ratio of 1.98, but a large standard error of ± 0.60 (Roberts, 2012) ; the given dose for this sample was ~300 Gy. Measured to given dose ratios using the MET-pIRIR 250°C signal has only been reported for 12 samples, and the ratios fall between 0.92 and 1.13. The overall average values of the dose (pIRIR(50, 225), pIRIR(50, 290) and )(see Table  S1 for
original data). (b) The measured to given dose ratios plotted against the given dose for the same data presented in (a). Each data point repre-
sents the average value of several aliquots from the same sample. The data points from Stevens et al. (2011) obtained for samples that were bleached behind window glass are circled.
recovery ratios for pIRIR(50, 225), pIRIR(50, 290) and MET-pIRIR(250) are 1.04 ± 0.01, 1.13 ± 0.03 and 1.00 ± 0.02, respectively; these averages do not include the two high outliers or those reported by Stevens et al. (2011) that were bleached behind window glass. In Fig. 7b , the measured to given dose ratios are plotted against the given dose for all the samples summarised in Table S2 . For the pIRIR(50, 225) signal, the recovered dose ratios are all consistent with 1.0 ± 0.1 at 1σ, except two data points obtained at 800 and 1200 Gy using the loess samples from Romania that are thought to be close to saturation (Vasiliniuc et al., 2012) . This suggests that the SAR protocol is suitable when measuring the pI-RIR(50, 225) signal for doses smaller than 600 Gy (i.e., the highest given dose for which a ratio consistent with unity was obtained).
A much larger number of samples were measured using the pIRIR(50,290) methods (n = 47). Thirty-three of the 47 samples gave measured to given dose ratios consistent with unity at 2σ. All, but one of the samples for which the given dose was <200 Gy was consistent with unity, but for doses >200 Gy the pattern was more inconsistent, but there do not appear to be a relationship between given dose and measured to given dose ratio (Fig.  7b) . Those values circled in Fig. 7b represent the samples that were bleached behind window glass and the given dose of 1000 Gy are close to, or in, saturation. For the MET-pIRIR 250°C signal, most of the measured to given dose ratios are consistent with unity at 1σ for given doses ranging from 20 to 1100 Gy. Since there is only a small number of dose recovery tests investigated using the MET-pIRIR method, and, more importantly, no direct comparison of the MET-pIRIR and two-step pIRIR methods in the behaviour using the same set of samples, we cannot comment on the differences in the dose recovery test results. More systematic and direct comparisons of the different methods using the same samples are required.
Dose response curve
The dose response curve (DRC) determines the dose range (and, thus, age range) that can be measured for any given sample. The DRCs of IRSL and pIRIR signals are usually described by a single saturating exponential function Li and Li, 2011a) :
where I is the sensitivity-corrected signal intensity, D is the regenerative dose, D 0 is the characteristic saturation dose, and I 0 is the maximum intensity at infinite dose (D→∞), or a double saturating exponential function . The shape of the DRC and its saturation level are mainly controlled by the characteristic saturation dose D 0 . A larger D 0 value indicates that the signal intensity will keep increasing at higher doses. Wintle and Murray (2006) suggested that a value of 2D 0 could be taken as an conservative upper limit for dose measurement for quartz, but Li and Li (2012a) found that a reliable D e beyond 2D 0 can also be obtained using MET-pIRIR signal from Chinese loess samples -e.g., D e values up to 1000 Gy were obtained using METpIRIR(250) signal even though the corresponding 2D 0 value is 600-700 Gy -but a loss of precision was inevitable . The shapes of the DRCs for the IRSL and pIRIR signals were compared in a few studies (e.g., Buylaert et al., 2009; Vasiliniuc et al., 2012; Thiel et al., 2011a; Thomsen et al., 2011; Andersen et al., 2012) . first compared the DRCs of 50°C IRSL and pIRIR(50, 225) signals for a sample from Denmark, and found that there is no difference in the DRCs up to 2000 Gy. A similar observation was reported by Sohbati et al. (2012) . However, different shapes were observed between the 50°C IRSL and pIRIR(50, 225) signals for K-feldspar from Romanian loess (Vasiliniuc et al., 2012) . They also observed lower sensitivity-corrected signal intensities and an earlier dose saturation for the pIRIR(50, 225) signal. For the pIRIR(50, 290) method, Thiel et al. (2011a) first compared the DRCs for both the 50°C IRSL and pIRIR(50, 290) signals for their loess samples from Austria, and found indistinguishable DRCs for the two signals. However, using Japanese loess samples, Thiel et al. (2011b) subsequently reported an earlier saturation in the DRC of the pIRIR(50, 290) signal compared to that of the 50°C IRSL. Similar results were also reported for pIRIR(50, 300) signals from Romanian loess (Vasiliniuc et al., 2012) and pIRIR(50, 245) signals from a shallow marine Eemian sample from Denmark (Thomsen et al., 2011) . Different DRCs of MET-pIRIR signals were also reported (Li and Li, 2011a; Fu et al., 2012a; Li and Li, 2012a) . Based on eolian samples from northern China, Li (2011a, 2012a) found that the shapes of the DRCs differ according to stimulation temperature for the METpIRIR signals, with the 50°C IRSL dose response growing to the highest doses. The DRCs are similar for the signals measured at 50, 100 and 150°C, while an earlier saturation was observed for the signals measured at 200 and 250°C.
To provide an example of systematic comparison between the DRCs for different IRSL and pIRIR signals at different temperatures using the same sample, we measured the DRCs using different pIRIR methods using 6 aliquots of an aeolian sample (Sm8) from the Mu Us Desert, central China. It is noted that the behaviour of this sample may not necessarily represent the K-feldspar from other regions. Fig. 8a shows the DRCs using the two-step pIRIR method with various combinations of stimulation temperatures and preheat temperatures (shown in the legend). The 50°C IRSL signal, measured using the pI-RIR(50, 290) method with a preheat at 320°C for 60 s, shows the highest D 0 value of 575 ± 36 Gy. The pI-RIR(50, 290) signal grows indistinguishably from the 50°C IRSL signal up to ~500 Gy, but gets depressed and saturated earlier at higher dose. The influence of the prior-IR stimulation temperature on the DRC was also investigated using different prior stimulation temperatures (T1), at 100, 150 and 200°C, together with the same pI-RIR stimulation temperature at 250°C and preheat at 300°C for 60 s (Fig. 8a) . It is shown that different prior stimulation temperature (T1) results in a different sensitivity-corrected intensity, indicating a different extent of changes in response from the natural or regenerative step to the test dose measurement (Chen et al., 2001; Wintle and Murray, 2006) . Increasing the prior stimulation temperature also results in an earlier saturation of the signals. The saturation levels of the DRCs in Fig. 8a can be demonstrated more clearly when all the DRCs are normalised to a saturation value of 1 (Fig. 8b) . This result indicates that, although increasing the prior stimulation temperature in the pIRIR procedure may yield a more stable signal (Li and Li, 2012b) , it will also result in an earlier saturation of the pIRIR signal, which will limit the dating range of the pIRIR method.
The MET-pIRIR method is actually a simple combination of multiple pIRIR procedures with different prior IR stimulation temperatures, which are achievable on a single aliquot. Fig. 8c shows the DRCs of the METpIRIR signals at different IR temperatures obtained from a single aliquot of the same sample Sm8, and Fig. 8d shows the same set of DRCs but are normalised to a saturation value of 1. As expected, different sensitivitycorrected DRCs was observed for different IRSL and Fig. 8a .This suggests that the shape and characteristic saturation dose of the DRCs of pIRIR signals is mainly determined by the prior stimulation temperature -a higher prior stimulation temperature will result in earlier saturation of the DRC. According to the results of Fig. 8 , it appears that the pIRIR method with an elevated prior IR stimulation temperature and the MET-pIRIR method may have an upper limit of dose determination at 700-800 Gy for the samples investigated if a D e equal to 2D 0 is considered a conservative upper limit (Wintle and Murray, 2006 ; but see Galbraith and Roberts, 2012) . However, variable saturation levels of the pIRIR signals for different samples from different regions of the world are possible. For example, a much higher D 0 value of ~750 Gy was observed for the pIRIR(50, 245) signal for a shallow marine Eemian sample from Denmark (Thomsen et al., 2011) . Stevens et al. (2011) reported much lower D 0 values (<200 Gy) using the pIRIR(50, 290) method for their loess samples from the Carpathian Basin in Europe, but the maximum dose given in their DRC is ~400 Gy, which limits the reliability of determining the true saturation dose level. Gliganic et al. (2012) obtained a D 0 value of ~350 Gy using the pIRIR(50, 225) method for their archaeological samples from Tanzania. Kars et al. (2012) obtained D 0 values of ~400-500 Gy using the pIRIR(100, 230) method for sediments from Netherlands.
In conclusion, the dating limit of the pIRIR method may be highly variable from sample to sample and region to region but the saturation dose level is highly dependent on the experimental condition used (e.g., prior IR stimulation temperature and the pIRIR stimulation temperature).
AGE COMPARISON WITH INDEPENDENT AGES
Although demonstrating that the SAR protocol performs reliably, using such tests as the recycling ratio, recuperation, preheat plateau, anomalous fading and dose recovery tests, the most important test of the reliability of any dating technique is whether it can yield consistent results when compared with ages for the same sample or context obtained using an independent dating technique. We provided in Table S1 the independent ages (i.e., 'expected age') for all published pIRIR ages where such ages were reported. The majority of samples for which independent ages were available range in age from 0 to 400 ka, except for one sample of Japanese loess (Tg22) for which a quartz OSL age 507 ± 41 ka and a fission track age of 660 ± 40 ka is known (Watanuki et al., 2005) . Independent age control for the rest of the samples came from predominantly quartz OSL, but also from radiocarbon, fission track, tephra chronology and also stratigraphic correlation and paleomagnetism. We did not attempt to assess the quality of the independent ages for each of the samples, but rather assumed that the reliability of the independent ages was verified by the respective authors of each study. Fig. 9 shows the fading-uncorrected pIRIR ages compared to independent ages for the three pIRIR methods that have been tested most extensively; pIRIR(50, 225) ( Fig. 9a and 9b) , pIRIR(50, 290) ( Fig. 9c and 9d) and MET-pIRIR 250°C (Fig. 9e and 9f) . We also show as open symbols in Fig. 9a and 9b the fading-corrected pIRIR(50, 225) ages for the same samples. We have done this to reflect the current trend to correct the pIRIR(50, 225) ages, but not the pIRIR(50, 290) ages for fading (see discussion above). The figures in the left-hand column show the entire age range, whereas those in the righthand column only show the samples younger than 100 ka for clarity. We have also summarised in Table 2 the percentage of samples that have pIRIR ages consistent with their independent ages at 1 and 2σ. Since a primary purpose of the development of the pIRIR dating procedure is to extend the dating range to older samples (>100 ka), we have divided the samples into two groups; one group is for samples older than 100 ka, and the other is from samples with ages between 20 and 100 ka. It is noted that in Table 2 we purposely ignored those samples younger than 20 ka to avoid significant influence on the statistics from issues associated with the measurement and subtraction of the residual dose for young samples. There are 47 samples with independent ages that were measured using the pIRIR(50, 225) method; 45 are shown in Fig. 9a and 2 samples, reported by Lowick et al. (2012) , gave minimum ages that were excluded from this analysis as these were in, or close to, saturation. Of the 45 samples, 7 gave ages <20 ka, 14 are between 20 and 100 ka old, and 24 samples gave ages older than 100 ka (Table S1 ). All 45 ages (fading-corrected and fading-uncorrected) are plotted against their respective independent age estimates in Fig. 9a and 9b . Taking into account all 45 samples, 58% of the fading-uncorrected pIRIR(50, 225) ages, and 64% of the fading-corrected ages, are consistent with their independent ages at 2σ (Table 2; Fig. 9b ). For those samples with ages between 20 and 100 ka (n = 14), 86% are consistent at 2σ, but this decreases to 64% when the ages are corrected for fading. All the samples with fading-corrected ages that are inconsistent with their independent ages at 2σ are those reported in Lowick et al. (2012) and these consistently overestimate their known ages. These samples had a residual dose subtracted prior to calculation of the ages, but since these ages are for waterlain sediments, inhomogeneous bleaching of the pIRIR signal may have led to age overestimation. If we ignore the 5 samples from Switzerland (Lowick et al., 2012) , all but one sample (i.e., 8 out of 9) have fading-uncorrected ages consistent with the expected ages, and all samples (n = 9) have fadingcorrected ages consistent with the expected ages. Accordingly, there is no clear advantage of applying a fadingcorrection for the pIRIR(50, 225) signal for the samples in this age group (20-100 ka).
For those samples with ages >100 ka (n = 24), 38% (uncorrected) or 63% (fading-corrected) are consistent with their independent ages at 2σ (Fig. 9a) . Fading correction appears to improve the consistency between the pIRIR ages and the expected ages for these samples, but we reserve our judgment on the validity of the fadingcorrected ages because of the limitation of the correction method to older samples (Huntley and Lamothe, 2001) . The majority of the samples with fading-uncorrected ages inconsistent with their independent ages at 2σ are those reported by Buylaert et al. (2012) for coastal sediment samples from Denmark and Russia. The coastal sand samples from Denmark with independent ages of ~110-130 ka gave fading-uncorrected pIRIR ages that are consistently underestimated, whereas the coastal sediment samples from Russia with independent ages of between 115 and 218 ka gave pIRIR ages that appear to either underestimate (n = 6) or overestimate (n = 3) their known ages. So, on average, there is no systematic over-or under-estimation of the fading-uncorrected pIRIR ages relative to their known ages and no average trend with age can be observed; the results are most likely sampledependent.
There are 121 samples with independent ages that were measured using the pIRIR(50, 290) method; 116 of these are shown in Fig. 9c and 5 samples, all reported by Lowick et al. (2012) , were omitted because they were reported as minimum ages without error estimates and had signals that were in, or close to, saturation. Of the 116 samples, 23 gave expected ages <20 ka, 52 fell between 20 and 100 ka, and 41 samples gave ages older than 100 ka (Table S1 ). Whether or not a residual-dose subtraction was applied and how this residual dose was determined and subtracted varied among the different studies (see each study for relevant information). We have plotted here the final best-estimate ages reported in each study. Taking into account all 116 samples, 66% of the samples gave pIRIR(50, 290) ages consistent with their independent ages at 2σ (Table 2; Fig. 9b) ; this increase significantly to 77% if we omit the 25 samples with ages <20 ka. These samples were not corrected for residual doses since many of these were used to obtain an estimate of the residual dose. For those samples with ages between 20 and 100 ka (n = 52), 81% are consistent at 2σ; the 19% (n = 10) of samples with inconsistent ages all (except for one sample) have pIRIR ages that overestimate their known age. These samples come from a range of different geographical areas, including Egypt, Tunisia, Japan and Europe and represent different depositional environments, including coastal sand, aeolian dunes, loess and waterlain sediment. Six of these samples, from Thiel et al. (2011b; 2012) and Stevens et al. (2011) , had not been corrected for any residual dose prior to pIRIR age determination. Residual doses of up to 20 Gy were observed for the Japanese samples (Thiel et al., 2011b) . We note that if we subtract a residual dose of 20 Gy from their D e values, the pIRIR ages are consistent with the expected ages for these samples. Age overestimation is also removed after subtracting the residual dose (32.8 Gy) measured for the sample of Stevens et al. (2011) . For the two waterlain samples from Switzerland (Lowick et al., 2012) , age overestimation was observed even after subtraction of the residual doses, but this could be due to insufficient bleaching prior to deposition. We cannot assess the reason for age overestimation of the sample from Egypt , because residual dose was not reported for this sample.
For those samples with ages >100 ka (n = 41), 73% are consistent at 2σ. Eight of the 11 samples that are inconsistent have pIRIR ages that are underestimated relative to their known ages and only three are overestimated. This is in contrast to the ages obtained for samples between 20 and 100 ka. So, like the pIRIR(50,225) ages, there does not appear to be a systematic trend and the differences are probably sample dependent, but for younger samples (between 20 and 100 ka) it appears that estimation of an accurate and site-specific residual dose is critical. For the older samples (>100 ka), a small amount of fading, consistent with the average fading rate of ~1.1%/decade (Fig. 2) , may be more important than the residual dose. In other words, these two factors may work against each other, depending on the age of the sample and the relative size of the residual dose and the fading rate. Other effects, such as thermal stability, preheat temperature dependence, test dose dependence and sensitivity correction (see section 4) may also contribute to the spread in ages.
There are 38 samples with independent ages that were measured using the MET-pIRIR 250°C signal; ages for all 38 samples are presented in Fig. 9e . The MET-pIRIR method has been tested primarily for aeolian samples from northern China Li, 2011a, 2012a; Fu et al., 2012a ) (see Table S1 ). Of the 38 samples, 8 gave ages <20 ka, 17 are between 20 and 100 ka old, and 13 samples gave ages older than 100 ka (Table S1 ). No fading correction was applied to any of the ages and measured residual doses were subtracted from each sample D e value prior to age calculation. Taking into account all 38 samples, 95% of the samples gave ages consistent with their independent ages at 2σ (Table 2; Fig. 9e ). There is no significant difference in the number of samples that are consistent with their independent ages for those samples that are between 20 and 100 ka (94% at 2σ; Fig. 9f ) and those older than 100 ka (100% at 2σ). The method appears to be reliable for most of the samples from this region and for samples as old as ~300 ka. However, since most of these data are limited to samples from northern China that are expected to have similar luminescence behaviors, more studies from other regions of the world are required to test the broader applicability of the METpIRIR method. Fig. 10a and 10b summarise all the feldspar IRSL ages presented in Fig. 9 together with those that utilised slightly different pIRIR approaches (see legend in Fig.  10a ). It demonstrates that regardless of which pIRIR method is used, excellent agreement is obtained between the fading-uncorrected pIRIR ages and their independent ages for the samples between 20 and 100 ka (Fig. 10b) ; this consistent pattern falls apart for older samples (>100 ka) (Fig. 10a) . For samples between 20 to 100 ka, 85% of the samples are consistent with their independent ages at 2σ ( Table 2) . For the older samples (>100 ka), only 64% of the samples yielded ages consistent with their independent ages at 2σ, and both over-or underestimated ages are obtained for the rest of the samples (Fig. 10a) .
In summary, the dating results using various pIRIR protocols are sensitive to the procedure and experimental conditions chosen. All the different variations of the pIRIR methods, however, appear to yield reliable ages for relatively young samples (20-100 ka), but the reliability for dating older samples is not guaranteed and both under-and overestimation may be obtained.
SUMMARY
The discovery of the fading-immune feature of the pIRIR signal and development of various pIRIR procedures has, for the first time, provided an effective way to overcome anomalous fading in feldspar. The pIRIR method does not only allow an extension of the age limit of luminescence dating, but also allow dating of sediments in which little quartz grains are found or that contain quartz grains with unwanted OSL behaviours. It, thus, opened up a new era of luminescence dating of sediments using feldspars. Although promising results have been reported by a number of published studies, important problems have been reported and remain unanswered: Table S1 for original data). (b) The data sets for samples younger than 100 ka only.
1) Many of the fading-uncorrected pIRIR ages agree with independent age control. This agreement, however, is inconsistent with the non-zero apparent laboratory fading rates. For ages that are either underestimated or overestimated, it is not clear whether this inconsistency is a result of the observed fading rate or the D e estimate, or both, being an artefact. 2) A complex and variable SAR performance of the pIRIR signals has been observed for different samples from different regions. The choice of preheat temperature appears to be critical for some samples, but not for all. The dependence of IR stimulation temperatures, either prior-IR stimulation or pIRIR stimulation temperature, was also variable from sample to sample. The effect of thermal transfer and the size of test dose could also be a potential influence on D e estimation. All these observations suggest that there is no universal pIRIR procedure applicable to every sample. One need to conduct comprehensive experimental tests to find the best suitable pIRIR procedures for any particular set of samples.
3) The residual dose appears to be highly variable from sample to sample and from region to region (Fig. 5-6 ). The source of the residual signal is still poorly understood, which may potentially affect the accuracy of age estimation. A modern analogue may provide an estimate on the true residual dose before burial, but this does not guarantee a reliable estimate of the true residual dose. At this point in time, most studies either do not deal with the residual dose or simply subtract a residual dose from the apparent D e value with the residual inferred from measurement of fully bleached grains of the same or different samples. The dose dependence of the residual signal and the effect of thermal treatment (or thermal transfer) require further investigation, before it can be appropriately corrected for. 4) From the published data, it appears that the application of pIRIR dating methods is most successful for samples between 20 and 100 ka. However, it was less successful for older samples (e.g., >100 ka), where the pIRIR dating method is most useful compared to quartz OSL dating. In summary, we reiterate previous suggestions that a preheat plateau test, residual signal measurements, a fading rate test, and dose recovery tests should be conducted as minimum criteria to validate the reliability of any pIRIR procedure. These tests, however, do not necessarily guarantee the accuracy of dating results, but can provide useful insights into the sensitivity of samples to different parameters of the method. Given the fact that the published studies are more likely to be dominant by successful application of pIRIR dating, and failed attempts of pIRIR dating is less likely to be published, the results summarised in this study is probably biased to successful applications and, therefore, should be regarded as an optimistic review. Finally, dating more sites, where independent age controls are available, is required.
