Two complex n n matrices A and B are said to be partially commuting if A and B have a common eigenvector. We propose a condensed form for such matrices that can be obtained from A and B by a nite rational computation. The condensed form is a pair of block triangular matrices, with the sizes of the blocks being uniquely de ned by the original matrices. We then show how to obtain additional zeros inside the diagonal blocks of a condensed form by using the generalized Lanczos procedure as given by Elsner and Ikramov. This procedure can also be considered as a nite rational process. We point out several applications of the constructions above. It turns out that for La ey pairs of matrices, i.e., for matrices (A; B) such that rank A; B] = 1, the condensed form is a pair of 2 2 block triangular matrices. Using this fact, we show an economical way to nd a spanning set for the matrix algebra generated by La ey matrices A and B. Another application concerns so-called k-selfadjoint matrices.
Introduction
There exist many variations of the familiar notion of a commuting pair of matrices: nearly commuting matrices, quasi-commuting matrices, and so on. We wish to extend this list by a new term.
De nition Two complex n n matrices A and B are said to be partially commuting if A and B have a common eigenvector.
One good reason for coining this term is obvious: if x is a nonzero vector such that Ax = x; Bx = x; then there exist nontrivial common invariant subspaces of A and B, on which these matrices commute. The span of the vector x above is one of such subspaces.
A criterion for two complex matrices to have a common eigenvector was given by D. Shemesh in 7] . 1) is nontrivial.
Here and henceforth, the symbol M n (C) stands for the space of complex n n matrices, and F; G] denotes the commutator of F and G: F; G] = FG ? GF. In fact, the proof of Theorem 1 in 7] contains more than the statement above reveals. We state this extra as a separate theorem.
Theorem 2 The subspace (1) is invariant with respect to both matrices A and B, and A and B commute on N. Moreover, N contains any other subspace of C n with these properties.
It is our intention in this paper to point out some implications of Theorem 2 relating to the following problem.
Problem For given partially commuting matrices A and B, nd matrices R and S with as many zeros as possible that can be obtained from the original matrices by a simultaneous similarity transformation A ! R = P ?1 AP; B ! S = P ?1 BP: (2) Moreover, it is required that the similarity matrix P could be found by a nite computation employing only arithmetical operations. (For brevity, expressions like "P admits a nite rational computation" or "P can be computed rationally" are used in the paper.)
To make the point clearer, consider matrices A and B that commute on the whole space C n . It is almost universally known that such matrices are reducible by the same similarity to (upper) triangular form. However, the similarity matrix for this transformation cannot be computed rationally; moreover, it cannot in general be found in radicals. Indeed, the rst column of such matrix must be an eigenvector for A ( 
The diagonal blocks R 11 ; R 22 ; : : : ; R k?1;k?1 commute with the corresponding blocks S 11 ; S 22 ; : : : ; S k?1;k?1 . The number k and the orders of diagonal blocks in (3){(4) are uniquely de ned by the matrices A and B. Moreover, the similarity matrix that brings A and B to R and S, respectively, can be computed rationally. We call matrices (3) and (4) the rst condensed form of the pair (A; B). This form looks especially nice for matrices A and B such that rank A; B] = 1:
Since matrices with property (5) were considered in an important paper 3] by La ey, we call such A and B a La ey pair of matrices.
In Section 3, we show how to re ne the rst condensed form of (A; B) in case where for the noncommuting diagonal blocks A kk and B kk in (3){(4), the transposed blocks A T kk and B T kk commute. The resulting form is called the second condensed form of the pair (A; B).
In Section 5, we discuss some applications of the ideas in the previous sections. First, we consider the matrix algebra generated by a La ey pair (A; B), and show how a basis of this algebra consisting of polynomials of the lowest possible degrees in A and B can be constructed. Then we examine so-called kselfadjoint matrices. It follows from the results in 5] that such a matrix can be considered as a special pair of commuting complex matrices. Moreover, a similar description holds (at least, for k = 2) if we replace the ordinary conjugate transpose operation in the de nition of k-selfadjoint matrices by the conjugation with respect to a Krein space of defect 1 4] . Hence, the procedures in Section 4 apply to these matrices.
In an addendum, we give another characterization of the Shemesh subspace N, which might be of independent interest. 2 The rst condensed form of (A; B)
We begin by pointing out that the Shemesh subspace N for partially commuting A and B can be computed rationally. This is obvious from the characterization of N also found in 7] : (6) Suppose that for given partially commuting matrices A and B, a basis x 1 ; x 2 ; : : : ; x m1 of N is already computed. If m 1 = n then A and B commute on the whole space C n , and the rst condensed form of (A; B) is these matrices themselves.
Assume that m 1 < n, and let P 1 be a nonsingular matrix with the rst columns x 1 ; x 2 ; : : : ; x m1 . The easiest way to construct such a matrix is to adjoin suitable coordinate vectors of the space C n to the vectors x 1 ; x 2 ; : : : ; x m1 . Applying a suitable similarity to the blocksR 33 andS 33 , and performing the corresponding transformation for the entire matrices R 2 and S 2 , we obtain even more re ned block triangular form than (10). Continuing in this way, we nally arrive at form (3){(4) described in Introduction. Now we summarize the preceding discussion in a formal statement.
Theorem 3 Let A; B 2 M n (C) be partially commuting matrices. Then for some positive integer k, A and B can be brought by a simultaneous similarity transformation (2) to block upper triangular form (3){(4). In this form, the diagonal blocks R 11 ; R 22 ; : : : ; R k?1;k?1 commute with the corresponding blocks S 11 ; S 22 ; : : : ; S k?1;k?1 . The last diagonal blocks R kk and S kk either commute or do not partially commute. The integer k and the orders of diagonal blocks are uniquely de ned by the matrices A and B. Moreover, a similarity matrix P that brings A and B to R and S, respectively, can be computed rationally. 
where the block T 12 is of rank 1.
Remark If the rank of the commutator A; B] is interpreted as a measure of commutativity (or noncommutativity) of A and B, then La ey pairs of matrices can be characterized as the closest ones to being commutative. Our Theorem 5 supports this characterization from a di erent point of view; namely, La ey pairs of matrices have the least index of the rst condensed form among all noncommutative matrix pairs.
Other condensed forms
The rst condensed form of a pair (A; B) was de ned as a pair of block upper triangular matrices. Of course, block lower triangular matrices could be used instead. To arrive at such condensed form, it su ces to change the top-tobottom direction of reduction in Theorem 3 to the opposite direction. Then the following assertion is obtained. give another condensed form for (A; B).
In this section, we explore the possibility to gain more zeros in the subdiagonal part of matrices R and S by using a freedom in choosing transformation (19){(20 
that, rst, produces as many zeros as possible in the subdiagonal part of both matrices F and G, and, second, can be computed rationally.
Below, we outline an approach to solving this problem based on the use of the generalized Lanczos procedure as given in 2]. Our exposition of this technique essentially parallels that in 2] di ering in only one respect; namely, we admit any commuting matrices A and B instead of requiring that B = A . The theorem is proved by repeating word-for-word the proof of Theorem 1
in 2], the only distinction being that the symbol A is replaced by B.
We give two simple examples where the stabilization described in Theorem 8 does occur. De nition A matrix A 2 M n (C) is called upper k-Hessenberg if a ij = 0 for i > j + k:
Thus, the matrices of Example 2 can rationally be reduced to 3-Hessenberg matrices.
Summing up, we have shown a way to obtain additional zeros in the diagonal blocks of a condensed form of partially commuting matrices A and B. This is achieved by a nite rational computation, and the resulting form of the diagonal blocks sometimes resembles the Hessenberg form. (32) formed by all words of degree k will be called the kth layer of (32). The subspace of M n (C) spanned by the layers 0; 1; : : : ; k is denoted by L k , and the dimension of L k is denoted by l k . 
We are able to prove a bound comparable to (37) for another special class of matrix pairs; namely, for La ey pairs of matrices.
De nition Let (A; B) be a La ey pair of matrices. Then the two-generated algebra A(A; B) will be called a La ey algebra.
Theorem 9 Let A(A; B) be a La ey subalgebra of M n (C 2. Remark Note that in the proof above, we have not used the fact that rank C 12 = 1 for a La ey pair (A; B). Thus, the assertion of the theorem holds true for a broader class of matrix pairs than just La ey matrices. These are pairs (A; B) reducible to 2 2 block triangular form, where the corresponding diagonal blocks commute.
k-selfadjoint matrices
The matrices in the title of this subsection are de ned as follows:
De nition Let One can argue that, in fact, A can rationally be reduced to ordinary Hessenberg form (as can be any n n matrix!). This is true; however, such a reduction does not generally give any special form to the matrices T and N in (44).
k-selfadjoint matrices in Krein spaces
Let H 2 M n (C) be a Hermitian matrix such that H 2 = I n : (48) We exclude the cases H = I n and H = ?I n , and introduce an inde nite scalar product in C n by the formula x; y] = (Hx; y) 8x; y 2 C n :
Here, ( ; ) denotes the ordinary scalar product in C n . The space C n equipped with the scalar product (49) This argument applies to each Z 2 A (A; B) ; hence, y must belong to M. Since y is an arbitrary vector of L, the inclusion L M holds. Thus, M is the maximal common invariant subspace of A and B, on which these matrices commute. This is precisely the description of the Shemesh subspace N.
Remark Contrary to (1), the formula (52) does not seem to be a nite description of N. However, it can easily be made nite. It su ces to take the intersection in (52) over Z constituting a basis or a spanning set of the algebra A(A; B). It was shown in Subsection 5.1 that such a spanning set can be found be a nite rational computation.
