Abstract-We obtain new sum capacity results for the Gaussian many-to-one and one-to-many interference channels in channel parameter regimes where the sum capacity was known only up to a constant gap. Simple HanKobayashi (HK) schemes, i.e., HK schemes with Gaussian signaling, no time-sharing, and no common-private power splitting, achieve sum capacity under the channel conditions for which the new results are obtained. To obtain sum capacity results, we show that genie-aided upper bounds match the achievable sum rate of simple HK schemes under certain channel conditions.
I. INTRODUCTION
The K-user Gaussian Interference channel (IC) has K distinct transmit-receive pairs that interfere with each other. The capacity region or even the sum capacity are not known in general. The sum capacity of the Gaussian IC is known under some channel conditions [1] - [5] . In [1] , the capacity region and sum capacity for the 2-user IC were determined under strong interference conditions. In [2] - [5] , the sum capacity of the K-user Gaussian IC was obtained under noisy interference conditions. Under these conditions, Gaussian signaling and treating interference as noise at each receiver achieves sum capacity. In [3] , the sum capacity of the 2-user Gaussian IC under mixed interference conditions was also obtained.
The many-to-one Gaussian IC and one-to-many Gaussian IC are special cases of the Gaussian IC where only one receiver experiences interference or only one transmitter causes interference. Even for these simpler topologies, exact capacity results are hard to obtain. The one-to-many IC and many-to-one IC were studied in [5] - [10] . In [6] , [7] , approximate capacity and degrees of freedom results are obtained for the many-to-one and one-to-many ICs. The sum capacity under noisy interference conditions is obtained for the many-to-one and one-to-many Gaussian ICs in [5] , [8] . The same results can also be obtained as a special case of the result in [2] . Recently, for the many-to-one Gaussian IC, channel conditions under which Gaussian signalling and a combination of treating interference as noise and interference decoding is sum rate optimal were obtained in [9] . In [11] , sum capacity was obtained for Kuser Gaussian Z-like interference channels under some channel conditions. In both [9] and [11] , a successive decoding strategy where interference is decoded before decoding the desired signal is considered. For the symmetric many-to-one IC, structured lattice codes were shown to achieve sum capacity under some strong interference conditions in [12] . Other special cases of the Gaussian IC, namely the cyclic IC and cascade IC were studied in [13] , [14] .
In this paper, we obtain new sum capacity results for Gaussian many-to-one and one-to-many ICs. First, by careful Fourier-Motzkin elimination, we obtain the Han-Kobayashi (HK) achievable rate region for the Kuser Gaussian many-to-one and one-to-many channels in simplified form, i.e., only in terms of the K rates R 1 , R 2 , . . ., R K . Then, we focus on simple HK schemes with Gaussian signaling, no timesharing, and no commonprivate power splitting. We show that genie-aided sum capacity upper bounds match the achievable sum rates of simple HK schemes under some channel conditions. We also discuss how the genie-aided bounds used in this paper differ from the bounds in [15] , [16] for the K-user many-to-one Gaussian IC. Overall, we obtain new sum capacity results for a larger subset of possible channel conditions than currently known in exisiting literature in [5] , [8] , [9] , [11] , [12] . In [5] , [8] only the case when all the interference is treated as noise was considered. In [12] , only the symmetric many-to-one IC was considered. In [9] , [11] , only a successive decoding strategy was considered. Furthermore, the conditions under which sum capacity is achieved in [11] are not obtained explicitly in terms of the channel parameters. We allow joint decoding of the desired and interfering signals as well and obtain conditions explicitly in terms of the channel parameters. In the simple HK schemes considered in our paper, either the interference from a particular transmitter is decoded fully or gets treated as noise. For the many-to-one case, we consider schemes where k out of K-1 interfering signals are decoded at receiver 1. For the one-to-many case, we consider Channel conditions where sum capacity is obtained,
schemes where k out of K-1 receivers decode the interfering signal. The received signals in the Gaussian many-to-one IC in standard form are given by:
(1)
where x i is transmitted from transmitter i, z i ∼ N (0, 1) for each i. The average power constraint at transmitter i is P i . Similarly, the received signals in the Gaussian one-to-many IC in standard form are given by:
As an illustration of the new results in this paper, the channel conditions under which sum capacity results are obtained for the 3-user case are shown in Figs. 1 and 2. The shaded regions represent the new regions where sum capacity is determined in this paper. The schemes labeled MIk 0 and MIk 1 for the many-to-one IC and the schemes labeled OI k and OI k1 for the one-to-many IC are defined in Section III.
II. ACHIEVABLE SUM RATE OF SIMPLE HAN-KOBAYASHI (HK) SCHEMES

A. Many-to-one IC
In a HK scheme, for each transmitter i = 2, 3, ..., K, the message W i is split into two parts W i = {W i0 , W i1 }, where W i0 is common message decoded at both receiver i and receiver 1, and W i1 is the private message decoded only at receiver i. Channel conditions where sum capacity is obtained,
Simple HK schemes: Consider HK schemes with Gaussian signaling (i.e., X i ∼ N (0, P i ), ∀ 1 ≤ i ≤ K), no timesharing, and no common-private power splitting. Let the set B ⊆ {2, 3, . . . , K} denote the indices of the set of transmit messages decoded at receiver 1. Then, the messages at the transmitters i ∈ B are common and the messages at the transmitters i / ∈ B are private. The choice of B fixes the simple HK scheme among the many possible simple HK schemes.
The achievable sum rate of simple HK schemes is stated directly in the Theorem below for the Gaussian many-to-one IC. Due to space constraints, the proofs of results in this section are made available in [17] . Theorem 1. The achievable sum rate of a simple HK scheme over the Gaussian many-to-one IC satisfies:
for a fixed B ⊆ {2, 3, . . . , K}.
In the above theorem, we get a sum rate constraint for each subset M of B.
B. One-to-many IC
Let I be the set of receivers at which interference is decoded, and J be the set of receivers at which interference is treated as noise, i.e., J = {1, 2, · · · , K − 1}\I. In a HK scheme, the message W K is split into two parts W K = {W K0 , W K1 }, where W K0 represents the common message decoded at every receiver in I and W K1 is the private message decoded only at receiver K.
Simple HK scheme: Consider Gaussian signalling, i.e., X i ∼ N (0, P i ), ∀ 1 ≤ i ≤ K, no timesharing, and no common-private message power splitting. We get different simple HK schemes with different choices of I and J . We state the following sum rate results for simple HK schemes.
Theorem 2. The achievable rate region for the simple HK scheme over the Gaussian one-to-many IC is given by:
Theorem 3. The achievable sum rate S for the simple HK scheme over the Gaussian one-to-many IC when
III. SUM CAPACITY RESULTS
A. Gaussian many-to-one IC
Consider the simple HK scheme with B = {2, 3, . . . , k}, i.e., interference from transmitters 2 to k are decoded at receiver 1. We choose successive indices 2 to k only for notational convenience, and the results can be generalized to any set of k − 1 indices by just relabeling the transmitters. For this case, from (5), we have 2 k−1 sum rate constraints. The least of these 2
upper bounds will determine the maximum achievable sum rate for this simple HK scheme. We will now discuss two cases below where we can show that the simple HK scheme achieves sum capacity. Case 1 (MIk 0 ): Here we consider the case when the inequality corresponding to M = B in (5) is the dominant inequality, i.e., its right hand side is the least.
Theorem 4. For the K-user Gaussian many-to-one IC satisfying the following channel conditions:
where B = {2, 3, . . . , k} , k ∈ {1, 2, .., K}, the sum capacity is given by
Proof. The converse or upper bound has already been proved in [9, Thm. 7] under the condition (12) . This sum rate can be achieved by the simple HK scheme if the inequality corresponding to the M = B case is the dominant inequality in (5). This inequality is dominant if the conditions in (11) are satisfied. (11) are less stringent than the achievability conditions in [9] since joint decoding of interference in the simple HK scheme above is better than the successive interference cancellation decoding used in [9] . This can be noted in Fig. 1 where the region obtained using this theorem includes an additional shaded region for the case MI3 0 compared to the result in [9] .
Remark 1. The achievability conditions in
Case 2 (MIk 1 ): Here we consider the case when the inequality corresponding to M = B\{k} = {2, 3, . . . , k − 1} in (5) is the dominant inequality.
Theorem 5. For the K-user Gaussian many-to-one IC satisfying the following channel conditions:
∀N ⊆ B, N = {2, 3, .., k − 1} and B = {2, 3, ...k}
the sum capacity is given by
Proof. The sum rate S in the theorem statement can be achieved by the simple HK scheme if the inequality (14) is satisfied.
For the converse or upper bound, we consider the genie-aided channel in Fig. 3a , where a genie provides the signal s 
where x iG ∼ N (0, P i ), s iG and y iG represent the Gaussian side information and output that result when all the inputs are Gaussian as described in [5] , (a) follows from the fact that Gaussian inputs maximize differential entropy and h(y (15), and (d) follows from the fact that x kG → s kG → y kG forms a Markov Chain [5, Lemma 8] for our choice of ρ in (15).
Remark 2. In [11] , only a successive decoding strategy where the desired signal is always decoded after decoding the interfering signals, is considered. However, jointly decoding the interfering signal and the desired signal (Scheme MIk 1 ) is required above to achieve capacity. Furthermore, unlike [11] , the conditions are obtained explicitly in terms of the channel parameters.
Remark 3. The outer bound in [15, Theorem 2] for the 3-user case matches our outer bound only for MI2 1 . Our K-user upper bounds are tighter than the Kuser upper bounds in [16] for the many-to-one setting. Furthermore, the genie signal used in Theorem 5 is different from the genie signals considered in [16] .
Remark 4. In [7] , there is an example 3-user channel where the HK scheme does not achieve capacity, while a scheme based on interference alignment does. It can be verified that this 3-user example channel, when written in standard form, does not satisfy any of the conditions under which sum capacity is derived in this paper.
B. Gaussian One-to-many IC
Consider the simple HK scheme where interference from transmitter K is decoded at k receivers. Without loss of generality, we can consider the set these k receivers to be I = {1, 2, . . . , k} and J = {k + 1, k + 2, . . . , K − 1} (other choices can be easily handled by relabeling the receivers). We denote this scheme OI k .
Theorem 6. For the K-user Gaussian one-to-many IC satisfying the following conditions:
Proof. Due to space constraints, the proof is made available in [17] . Now, we consider the special case where I = {1, 2, . . . , K − 1} and J = φ, i.e., the interference gets decoded at all receivers. For this special case, we now have a sum capacity result for conditions not included in Theorem 6. We will denote this case OI K−11 . Proof. For achievability, consider the achievable sum rate in corollary 3. The sum capacity in (21) is the righthand side of the inequality corresponding to i = l in Corollary 3. This inequality is the dominant inequality under conditions (19) and (20). For the converse, consider the genie-aided channel (shown in Fig. 3b for l = 1) , where a genie provides x K to all receivers 1 to K − 1 except receiver l. The genie-aided channel is a combination of K − 2 point-topoint channels and a Gaussian one-sided IC with users l and K of the original channel. The sum capacity of the K − 2 point-to-point channels corresponds to the first term in (21). The sum capacity of the Gaussian onesided IC with users l and K is upper bounded by the second term in (21) under condition (19) [18, Thm. 2] . Thus, we have the required result.
IV. CONCLUSIONS
We derived new sum capacity results for the Kuser Gaussian many-to-one and one-to-many ICs, for new classes of channel conditions (cases MIk 0 , MIk 1 , OI k , OI K−11 ). In all these cases, simple HK schemes with Gaussian signaling, no time-sharing and no common-private power splitting achieve sum capacity.
