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Sum m ary
Efficient source coding techniques are necessary to make optimal use of the limited 
bandwidth available in mobile phone networks. Most current mobile telephone com­
munication systems compress the speech waveform by using speech coders based on the 
Code Excited Linear Prediction (CELP) model. Such coders give high quality speech 
at bit rates of 8 kbps and above. Below 8 kbps, the quality of the coded speech de­
grades rapidly. At rates of 6 kbps and below, parametric speech coders offer better 
speech quality. These coders reduce the required bit rate by transmitting certain char­
acteristics of the speech waveform to the decoder, rather than attempting to code the 
waveform itself. The disadvantage of parametric coders is that the maximum achievable 
quality is limited by assumptions made during the coding of the speech signal.
The aim of the research presented is to investigate and eliminate the factors that 
limit the speech quality of parametric coders. A new pitch synchronous coding model 
is proposed that operates on individual pitch cycle waveforms of speech rather than 
longer, fixed length frames as used in classic techniques. In order to implement a pitch 
synchronous coder, new pitch cycle detection algorithms have been proposed. Pitch 
synchronous parameter analysis was investigated and several new techniques have been 
developed, A novel pitch synchronous split-band voicing estimator has been proposed 
that utilises only the phase of the speech harmonics rather than the periodicity used 
in traditional techniques.
Fixed rate quantisation of pitch synchronous speech parameters has been investigated 
and a joint quantisation/interpolation scheme has been proposed. This scheme has 
been applied to the quantisation of the pitch synchronous parameters and has been 
shown to outperform traditional quantisation techniques.
A comparison of a reference parametric coder with its pitch synchronous counterpart 
has shown that the pitch synchronous paradigm eliminates some of the main factors 
that limit the speech quality in parametric coders. It is expected that this will lead 
to the development of speech coders that can produce speech of higher quality than 
current parametric coders operating at the same bit rate.
K ey w ords; Speech Coding, Pitch Synchronous, Sinusoidal Coding, Split-Band LPC 
Coding
A cknow ledgem ents
I would like to take this opportunity to say thank you to my PhD supervisors, Professor 
Ahmet Kondoz and Dr Stéphane Villette. Their encouragement, support and guidance 
before and during my PhD has been helpful and enormously appreciated. I would 
also like to thank my colleagues in the Multimedia and DSP research group who have 
contributed much help, advice and friendship during the last 3 years. I would also 
like to thank Jennifer Atkinson, Richard Edwards, David Atkinson and Dr Stéphane 
Villette for the help they provided during the writing of this Thesis.
C ontents
1 Introduction 1
1.1 B ackground..........................................................................................................  1
1.2 Outline of T h e s is ................................................................................................  3
1.2.1 An Introduction to Digital Speech C od ing .......................................  3
1.2.2 Pitch Synchronous Speech Coding Techniques................................. 4
1.3 Original contribution..........................................................................................  5
2 A R eview  o f D igital Speech Coding Techniques 7
2.1 Introduction..........................................................................................................  7
2.2 Design C r i te r ia ...................................................................................................  10
2.2.1 Bit Rate and Quality ......................................    10
2.2.2 Coding D e la y ..........................................................................................  12
2.2.3 Implementation Complexity and C o s ts .............................................. 13
2.2.4 Error R obustness....................................................................................  14
2.2.5 Input Signal Considerations................................................................. 15
2.2.6 Multi-Rate O p e ra tio n ..........................................................................  17
2.3 Standard Speech Coding T echn iques.............................................................  18
2.3.1 Waveform C oders....................................................................................  18
2.3.2 Parametric C o d e rs ................................................................................. 20
2.3.3 Hybrid coders..........................................................................................  21
2.4 Speech Coding S ta n d a rd s ................................................................................. 22
2.5 Applications of Speech Coders .......................................................................  23
2.5.1 Terrestrial Telecommunication Systems ........................................... 25
2.5.2 Satellite Telecommunication System s...............................    26
2.5.3 Internet Based Communications ......................................................  27
2.6 Conclusions..........................................................................................................  27
i
Contents ii
3 Fundam ental Speech Coding Techniques 29
3.1 Introduction..........................................................................................................  29
3.2 Human Speech Production M echanism ..........................................................  30
3.3 Synthetic Speech Production M o d e ls .............................................................  31
3.4 Linear Predictive Coding ................................................................................. 33
3.4.1 LPC Extraction ....................................................................................  35
3.4.2 Linear Prediction Analysis....................................................................  35
3.4.3 Alternative LP Parameter Representations ....................................  36
3.4.4 Line Spectral F requencies....................................................................  38
3.4.4.1 LSF P roperties .......................................................................  42
3.5 Pitch D etec tion .................................................................................................... 44
3.5.1 Time Domain E s tim a tio n .................................................................... 45
3.5.1.1 Average Magnitude Difference F u n c tio n ..........................  45
3.5.1.2 Auto-Correlation M e th o d ....................................................  46
3.5.2 Frequency Domain E s tim a t io n ..........................................................  47
3.5.2.1 Magnitude Spectrum Peak P icking....................................  48
3.5.2.2 Synthetic Spectral M a tc h in g .............................................. 48
3.5.2.3 Sinusoidal Speech Model M atching....................................  50
3.6 Q u a n tis a t io n ....................................................................................................... 52
3.6.1 Scalar Q u a n tisa t io n .............................................................................. 53
3.6.1.1 Uniform Q uantiser................................................................. 53
3.6.1.2 Optimum Q u an tise r .............................................................  54
3.6.1.3 Adaptive Q u a n tis e r .............................................................  54
3.6.2 Vector Q u an tisa tio n .............................................................................  56
3.6.2.1 The LEG A lgorithm .............................................................  57
3.6.2.2 Split Vector Q uantisation ....................................................  58
3.6.2.3 Multi Stage Vector Q uantisation .......................................  60
3.7 Time Synchronous Parametric Coder Operation  .......................................  64'
3.8 Conclusion ..........................................................................................................  66
Contents iii
4 Sinusoidal Speech C oding  67
4.1 In troduction..........................................................................................................  67
4.2 Existing Parametric Techniques.......................................................................  67
4.2.1 Channel V ocoder.................................................................................... 68
4.2.2 Formant V ocoder....................................................................................  68
4.2.3 Cepstral V ocoder....................................................................................  70
4.2.4 LPC V ocoder........................................................................................... 72
4.2.4.1 MELP Vocoder ..................................................................... 73
4.2.5 Sinusoidal Speech M odel.......................................................................  74
4.2.5.1 MBE V o c o d e r ........................................................................ 75
4.3 S B -L P C .................................................................................................................  76
4.3.1 SB-LPC M o d e l.......................................................................................  77
4.3.2 E n co d e r....................................................................................................  78
4.3.3 Pitch Determination A lgorithm ........................................................... 80
4.3.4 V o ic in g ....................................................................................................  85
4.3.4.1 Hard D e c is io n ........................................................................ 86
4.3.4.2 Soft D ecision...........................................................................  92
4.3.5 A m p litu d es ..............................................................................................  95
4.3.6 Energy.................................................................................................  95
4.3.7 LPC Extraction......................................................................................... 96
4.3.8 Q u a n tisa tio n ...........................................................................................  97
4.3.8.1 Pitch And V oicing.................................................................  97
4.3.8.2 Spectral A m plitudes..............................................................  98
4.3.8.3 E n e r g y ..................................................................................... 99
4.3.8.4 L S F ...........................................................................................  99
4.3.9 D eco d er....................................................................................................  99
4.3.10 Excitation G en era tio n .............................................................................. 100
4.3.11 LP Synthesis and S c a l in g .........................................................................101
4.4 Conclusion .............................................................................................................. 102
Contents iv
5 P itch  Synchronous Speech Coding 103
5.1 In troduction............................................................................................................. 103
5.2 M otivations............................................................................................................. 104
5.2.1 Weaknesses of Time Synchronous Sinusoidal Speech Coders . . . 104
5.3 Pitch Synchronous C oding ..................................................................................... 108
5.3.1 Pitch Synchronous Multi-Band C o d e r .................................................109
5.3.2 Prototype Waveform Interpolation C oding.......................................... I l l
5.3.3 Pitch Synchronous C E L P ....................................................................... 112
5.3.4 Summary of Pitch Synchronous C o d in g ..............................................113
5.4 Proposed PS-SBLPC Speech C o d er..................................................................... 113
5.4.1 Basic opera tio n .......................................................................................... 114
5.4.2 Cycle P a r ti t io n in g .................................................................................... 114
5.4.3 Parameter E x tra c tio n ..............................................................................117
5.4.4 Quantisation and D equantisation...........................................................117
5.4.5 Pitch Synchronous S y n th e s is .................................................................118
5.4.6 S u m m a ry .................................................................................................... 118
5.5 Conclusion ..............................................................................................................118
6 P itch  Cycle D etection  121
6.1 In troduction..............................................................................................................121
6.2 Detection A im s ....................................................................................................... 121
6.2.1 Glottal Closure Instant (G C I).................................................................122
6.2.2 Fundamental Frequency Based S egm en tation .................................... 123
6.2.3 Consequences of Segmentations  ................................................. 125
6.3 Existing M ethods....................................................................................................127
6.3.1 Group-Delay Based Method for Extraction of Significant Instants
of E x c i ta t io n .............................................................................................127
6.3.1.1 Algorithm S p ec ific s ................................................................128
6.3.1.2 E v a lu a tio n ................................................................................130
6.3.2 Area Information Segm entation..............................................................132
6.4 Proposed m e th o d s .................................................................................................133
6.4.1 Pitch Grid A rra y ....................................................................................... 134
Contents v
6.4.1.1 Algorithm S p ec ific s .................................................................135
6.4.1.2 Performance Evaluation .......................................................... 136
6.4.2 Trapezoidal S ea rch .................................................................................... 142
6.4.2.1 Algorithm S p ec ific s .................................................................143
6.4.2.2 Performance Evaluation .......................................................... 149
6.4.2.3 Cycle Size Post P ro cess in g ....................................................149
6,5 Conclusion ..............................................................................................................159
7 P itch  Cycle Based A nalysis 161
7.1 Introduction..............................................................................................................161
7.2 LPC A nalysis................................................................................................   161
7.2.1 Autocorrelation M e th o d ...........................................................................162
7.2.2 Covariance M ethod .....................................................................................164
7.2.3 Measurement of LP Filter M a tc h in g .....................................................164
7.2.4 Autocorrelation Based A nalysis.............................................................. 165
7.2.5 Covariance Based Analysis .....................................................................167
7.2.6 Comparison of M e th o d s ........................................................................... 168
7.2.7 Estimation Errors .....................................................................................170
7.2.8 Performance E v a lu a tio n ...........................................................................176
7.3 E nergy      . . . 177
7.4 Spectral A m p litu d es ..............................................................................................180
7.5 Voicing .................................................................................................................... 181
7.5.1 Hard Decision.......................................................................   181
7.5.1.1 Zero Crossing Rate ...................................................   182
7.5.1.2 Peak iness.................................................................................... 183
7.5.1.3 Low Band to Full Band Energy R a t io .................................184
7.5.1.4 Energy to Peak Energy R a tio .................................................186
7.5.1.5 Normalised C o rre la tio n ...........................................................186
7.5.1.6 Pre-Emphasis Energy R a tio .................................................... 186
7.5.1.7 Final Hard Decision Voicing E s tim a te .................................188
7.5.2 Soft D ec is io n .............................................................................................. 190
7.5.3 Soft Decision P e a k in e s s .......................................................   191
Contents vi
7.5.3.1 Peakiness C alcu la tio n ..............................................................191
7.5.3.2 Voicing Cutoff C a lc u la tio n .................................................... 192
7.5.3.3 E v a lu a tio n ................................................................................. 196
7.6 Conclusion ..............................................................................................................198
8 Q uantisation o f P itch  Synchronous Speech Param eters 200
8.1 In troduction............................................................................................................. 200
8.1.1 A im s..............................................................................................................201
8.2 Pitch Cycle Locations and V o ic in g ....................................................................202
8.2.1 Proposed Q u a n tis e r ................................................................................. 203
8.2.1.1 Voiced M o d e ..............................................................................204
8.2.1.2 Unvoiced M ode...........................................................................208
8.2.1.3 Mixed Voicing M ode................................................................. 209
8.2.2 S u m m a ry .................................................................................................... 209
8.3 E nergy ....................................................................................................................... 210
8.3.1 PS-SBLPC Energy Q u an tise r .................................................................210
8.4 LSF Q uantisation....................................................................................................213
8.4.1 Joint Linear In terpolation-Q uantisation..............................................214
8.4.2 Joint Q uantisation/Interpolation...........................................................217
8.4.2.1 Optimum Interpolation F a c to r .............................................. 218
8.4.2.2 Optimum Edge P aram eters .................................................... 220
8.4.2.3 Joint Quantisation/Interpolation D esign..............................221
8.4.2.4 Joint Quantisation/Interpolation P e rfo rm an ce ................. 223
8.5 Spectral Amplitude Q uan tisa tion ....................................................................... 223
8.5.1 Pitch Synchronous Quantisation Problem s...........................................226
8.5.2 Proposed Pitch Synchronous Amplitude Q u a n tise r ............................ 226
8.5.2.1 Amplitude Selection................................................................. 227
8.5.2.2 Joint Quantisation of Selected Amplitudes  .................... 229
8.5.2.3 Performance of the Spectral amplitude quantiser . . . .  229
8.6 Example Configuration.......................................................................................... 231
8.7 Conclusion ..............................................................................................................232
Contents vii
9 Practical Im plem entation and Testing 233
9.1 Introduction........................................................................................................... 233
9.2 Evaluation Of Proposed Techniques .............................................................. 233
9.2.1 Bit Rate and Quality .............................................................................. 234
9.2.1.1 Informal Listening T e s t in g ....................................................235
9.2.1.2 Formal Listening T e s t in g ....................................................... 238
9.2.1.3 Quality S u m m a ry ....................................................................242
9.2.2 Coding D e la y .............................................................................................242
9.2.3 Implementation Complexity and C o s ts ................................................ 244
9.2.4 Error R obustness...................................................................................... 245
9.2.5 Input Signal Considerations................................................................... 245
9.2.6 Multi-Rate O p e ra tio n .............................................................................246
9.3 Conclusion .................................................................................   246
10 Conclusions 247
10.1 In troduction........................................................................................................... 247
10.2 Research A i m s ..................................................................................................... 247
10.3 Proposed S o lu t io n ...............................................................................................248
10.4 Evaluation.....................................................................  249
10.5 Future Work ........................................................................................................ 249
A List of Publications 252
B List o f A bbreviations 253
C hapter 1
Introduction
1.1 B ackground
Speech is the most effective and decisive form of communications between humans. Up 
until the invention of the telephone by Antonio Meucci in the 1850s [1], the distance 
over which humans could communicate was limited to the distance sound could travel. 
By using electricity to transmit sound, near instantaneous communication over a large 
distance became possible. In the 150 years since the invention of the telephone, it 
has continued to develop to the point where telephones now allow worldwide voice 
communication from almost any point on the earth.
The telephone system has changed greatly from the original analogue circuits. The 
distance over which the original analogue circuits could be used was limited by the noise 
that accumulates on the signal. Perhaps one of the biggest steps in the development 
of the telephone was the move towards digital transmission. Transmitting the speech 
signal as a binary bit stream, and regenerating the bit stream at regular intervals remove 
the limitation of maximum possible transmission distance. Modern telephone systems 
are now only limited by the transmission delays that occur over long distances. Digital 
telephone systems also have many other advantages. Many digital signals, including 
data as well as speech, can be multiplexed and transmitted along the same channel. 
Error correction techniques, encryption and storage can all be applied using cheaply  ^
available integrated circuits.
1.1. Background
The original digital telephones used 8-bit Pulse Code Modulation with a sampling rate 
of 8 kHz, This resulted in a bit rate of 64 kbps, which in effect requires a far higher 
channel bandwidth than the original analogue systems. In the 1970’s an adaptive 
quantisation technique was introduced to half the required channel bandwidth. This 
was sufficient for fixed line communication where large bandwidths are available.
During the last 15 years, mobile telephone systems have become part of every day 
life. As with the original fixed line telephone system, early mobile phones were based 
on analogue transmission. However, it did not take long before digital mobile phones 
replaced the early analogue models. Due to the limited radio spectrum, and the im­
mense popularity and large number of users, bandwidth in the mobile phone networks 
is very limited. W ith the increase of multimedia transmission over mobile networks the 
bandwidth is becoming stretched even further. To reduce the required bit rate need 
to transmit speech signals, speech compression techniques are used. As the number 
of users on mobile communication networks has risen, so has the need for lower rate 
speech coders, and the amount of research into speech coding.
Most mobile telephone networks use speech coders operating in the range of 5 kbps - 15 
kbps. Most of the speech coders used are hybrid coders that directly code the speech 
waveform. The performance of these coders drops significantly at rates below 8 kbps. 
At low rates, below 6 kbps, parametric speech coders achieve the best performance. 
Parametric coders do not directly code the speech waveform, but attempt to represent 
the speech with a signal, which may not look the same, but should ideally sound the 
same. They attem pt to reduce the required bit rate by not transmitting information 
that is unimportant to a human’s perception of speech quality. The major disadvantage 
of parametric coders is that their maximum upper speech quality is restricted. Even 
if the bit rate of a parametric coder is raised to the rates at which waveform coders 
produce very good quality speech, the parametric coders speech quality is limited.
The work presented in this thesis investigates a parametric speech coding algorithm that 
is designed in such a way that the fundamental maximum possible speech quality is 
higher than other parametric coders. Such an algorithm could be used in many systems 
including mobile telephony, military communications, voice Internet communication
1.2. Outline o f Thesis
and digital speech storage system.
1.2 O utline o f T h esis
This thesis consists of two main parts. Firstly an introduction into digital speech 
coding and popular speech coding techniques has been presented. W ithin this section 
the Split-Band LPC vocoder is presented. The Split-Band LPC vocoder served as the 
starting point for the research within this thesis.
The second part of this thesis details the investigation into pitch synchronous speech 
coding techniques. These techniques have been investigated in the context of designing 
a pitch synchronous Split-Band LPC vocoder.
1.2 .1  A n  In tro d u ctio n  to  D ig ita l S p eech  C odin g
Chapter 2: A review of digital speech coding techniques
Chapter 2 introduces the field of speech coding. Firstly it specifies the criteria that 
influence the design of speech coders. It describes the three main types of speech coders 
and speech coders that have been standardised. Finally common applications of speech 
coders are reviewed.
Chapter 3: Fundamental Speech Coding Techniques
The common speech coding techniques such as linear predictive coding, pitch prediction 
and quantisation are presented in Chapter 3. The techniques presented in this chapter 
are general and are used in many speech coders.
Chapter 4' Sinusoidal Speech Coding
Chapter 4 introduces the common parametric speech coders. W ithin this chapter the 
Split-Band LPC vocoder is described in detail. The Split-Band LPC vocoder forms the 
basis of much of the work within this thesis.
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1 .2 .2  P itc h  S yn ch ron ous S p eech  C od in g  T echniques
Chapter 5: Pitch Synchronous Speech Coding
Chapter 5 introduces the concept of pitch synchronous speech coding. Several pitch 
synchronous speech coders are described. A pitch synchronous version of the Split-Band 
LPC vocoder is proposed and described.
Chapter 6: Pitch Cycle Detection
Segmentation of speech into individual pitch cycle waveforms is fundamental to the 
operation of pitch synchronous speech coders. Chapter 6 reviews several existing tech­
niques and proposes two new techniques. The proposed techniques are evaluated and 
tested within the pitch synchronous version of the Split-Band LPC vocoder.
Chapter 7: Pitch Cycle Based Analysis
Many of the parameter estimation techniques used within the Split-Band LPC vocoder 
are not applicable to pitch synchronous speech coding. This chapter investigates alter­
native techniques. Several pitch synchronous LP estimation techniques are compared. 
New pitch synchronous voicing, energy and spectral amplitude estimation algorithms 
are proposed.
Chapter 8: Quantisation
The quantisation of pitch synchronous speech parameters is investigated in Chapter 8. 
Quantisers are proposed for use within a pitch synchronous version of the Split-Band 
LPC vocoder. A joint quantisation/interpolation algorithm is proposed to quantise the 
speech energy, linear prediction coefficients and spectral amplitudes. The quantisers 
perform a pitch synchronous to time synchronous transformation resulting in a fixed 
bit rate per frame.
Chapter 9: Practical Implementation and Testing
Chapter 9 considers the practical implications of moving from time synchronous to 
pitch synchronous operation. The effects on the practical operation and performance 
are considered. Tests are presented to show that high quality speech can be achieved 
by moving to PS operation.
Chapter 10: Conclusions
1.3. Original contribution
Chapter 10 summarises the work presented in this thesis. It restates the aims of the 
project and summarises the solutions presented throughout this thesis. It also looks at 
the unsolved issues and suggests possible future work.
1.3 O riginal contribution
The original achievements included in this thesis can be summarised as follows:
• A novel pitch synchronous coding scheme has been investigated. A complete pitch 
synchronous speech coding paradigm has been developed.
• Two new pitch cycle detection algorithms have been developed to segment input 
speech into pitch cycle waveforms. Original cycle post-processing algorithms have also 
been devised to help reduce the effect of errors in the pitch cycle detection process.
• Pitch Synchronous LP analysis has been investigated. Several methods have been 
evaluated within a pitch synchronous speech coder. Pitch synchronous energy and 
spectral amplitude estimation techniques are also presented.
• A pitch synchronous soft decision voicing estimator, based on a new concept, has 
been proposed. The proposed method estimates a voicing cutoff frequency for each 
pitch cycle waveform using only the relative phases of the speech harmonics and not 
signal periodicity.
• A technique to encode the pitch cycle waveform lengths and voicing status has been 
proposed. Near transparent quantisation of the the pitch cycle waveform lengths and 
voicing status is achieved using only a few bits.
• The quantisation of pitch synchronous linear prediction parameters has been investi­
gated. A novel joint quantisation/interpolation scheme has been proposed to quantise 
the pitch synchronous linear prediction parameters at a fixed rate.
• The quantisation of pitch synchronous spectral amplitudes, voicing levels and energy 
has been investigated. Methods have been proposed to quantise these at fixed rates.
• A fixed rate pitch synchronous speech coder has been developed based on the Split- 
Band LP vocoder.
1.3. Original contribution
Some of these achievements have been published in various international conference 
proceedings. These are listed in Appendix A.
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A R eview  o f D igital Speech  
C oding Techniques
2.1 In trodu ction
Speech has long been the primary method of communication between humans. Prior 
to the invention of the telephone system, speech communication was limited to the 
short distance sound can travel unaided. In 1876, the Scottish engineer Alexander 
Graham Bell cemented his place in history as the inventor of long distance speech 
communication. He successfully patented the telephone, an electric communication 
system invented by Italian inventor Antonio Meucci [1]. Even in his original proposed 
telephone system, where speech was transmitted as an electrical signal, the distance 
the signal could be transm itted was limited by the amount of noise introduced dur­
ing transmission. The distance the signal could travel could be raised by the use of 
amplifiers at regular intervals, but amplifiers do not remove noise, and in most cases 
the amplification adds a significant amount of noise. Ultimately, the distance over 
which analogue communication is possible is limited. In 1938 Alec H. Reeves invented 
Pulse Code Modulation (PCM), a digital speech transmission system that finally made 
worldwide speech communication possible. In such a system the speech is represented 
as a collection of binary numbers, and provided that the noise added to the analogue 
transmission of the binary numbers is insufficient to cause an error in the binary signal.
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a perfect signal reconstruction can be performed. Signal repeaters that decode and 
re-encoding the binary signal at regular intervals along the transmission path remove 
the analogue noise added at each stage of transmission removing the limit of communi­
cation distance imposed by noise. By the early 1960’s the hardware needed for digital 
PCM systems became widely available, and PCM became widespread in many public 
and private telecommunication networks. In the Public Switched Telephone Networks 
(PSTN) used today, PCM is still utilised. Most of these modern networks are based 
on high bandwidth fibre optic technology that is highly suited to the transmission of 
digital data. In addition, the storage, signal multiplexing and switching required in 
modern networks is far simpler to implement with binary signals than with analogue. 
Many of the digital links used in todays telephone networks now double as data links 
that transmit the vast amount of information that travels around the Internet. Such 
data transmission is only made possible because of the digital techniques developed 
over the years for the transmission of speech over long distances.
One of the major drawbacks of the PCM system is the additional bandwidth required 
for transmission. The original system suggested used a sampling frequency of 8 kHz 
and 8 bits per sample (using logarithmic compounding). The 8 kHz sampling rate was 
used in order to capture the analogue speech signal which was limited in bandwidth 
from 300 Hz to 3400 Hz. This bandwidth was inherited from the original analogue 
telephone systems. The resultant PCM system has a bit rate of 64 kbps, which has 
a far greater effective bandwidth than the original analogue signal. By the 1970s, 
adaptive quantisation techniques such as Adaptive Differential PCM (ADPCM) were 
introduced. ADPCM reduced the required bit rate to 32 kbps while maintaining high 
quality speech. Although still higher than the original bandwidth of the analogue 
speech, 32 kbps is acceptable on trunk telephone links, where the available bandwidth 
is large.
During the mid 1980s another revolution in speech communication occurred. Modern 
mobile communication was born. Mobile speech communication had been possible 
since the early 1900s by the use of analogue radio links. These analogue links suffered 
from the same problems as the analogue telephone links, and distance and speech 
quality were severely limited. PCM is not an ideal solution as the radio spectrum is
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a fixed commodity of very limited bandwidth, and the use of PCM would severely 
limit the possible number of communication channels available. In order to implement 
efficient cost effective digital mobile communications, a technique for lower rate digital 
communications (a lower rate digital speech communication technique) was required. 
This initiated a large amount of research into medium and low rate speech coders.
The first speech coders were proposed in the early part of the 20th century. These 
analogue voice coders (vocoders) could reduce the required speech bandwidth using 
banks of hardware filters to model the speech signal. The inventors of these early 
vocoders reduced the bandwidth of the speech by removing redundancies that exist 
within the speech signal. Although modern speech coders are entirely digital, and 
implemented within highly complex Digital Signal Processors (DSPs), the fundamental 
aim of speech coding has not changed. It still aims to remove all possible natural 
redundancy from within a speech signal, without affecting the decoded speech quality. 
Early digital speech coding techniques were limited by the technology available. As 
digital hardware was developed over the past several decades, the number of powerful 
digital signal processing tools available for use in speech coding expanded, allowing 
highly sophisticated coding algorithms.
Digital speech coders are now common in most communications networks. Speech 
coders have been developed operating at various bit rates, from very low rate coders 
operating below 1 kbps, which produce robotic speech, to the higher rate coders op­
erating above 8 kbps which produce decoded speech almost indistinguishable from the 
original (toll quality). Much of the current speech coding research is focused at rates 
at or around 4 kbps. It is hoped that one day, modern mobile communication systems 
will be able to transmit toll quality speech at 4 kbps or below.
This chapter gives an overview of modern digital speech coding. Firstly it outlines the 
criteria that must be considered during the design and selection of a speech coder. It 
then introduces some of the standard speech coding algorithms that are used to code 
speech. Standard speech coders that have been selected and used in communication 
systems are reviewed. Finally it looks at the applications of speech coders.
2.2. Design Criteria 10
2.2 D esign  C riteria
The design of a speech coding system must take into account the application in which it 
will be used. The application generally determines the majority of the speech coder de­
sign parameters. There are several design parameters to be considered, and improving 
one usually has the effect of causing degradation in another. The contradictory be­
haviour of the speech coding parameters results in a complex trade-off between many 
of the parameters. The parameters are adjusted to give the best characteristics for a 
specific application.
2 .2 .1  B it  R a te  and  Q u a lity
The two major design parameters are the coder operational bit rate, and the decoded 
speech quality. For any given speech coder, the speech quality will rise as the bit rate 
is increased. When an appropriate algorithm needs to be selected, or a new speech 
coding algorithm is to be designed, one of these parameters must be specified. For 
certain requirements, such as speech transmission in a PSTN, the minimum speech 
quality is specified, and the coder with the minimum bit rate to achieve this quality 
will be selected (assuming that it also satisfies the other required design criteria). In 
other conditions where bandwidth is limited, the bit rate of the coder is specified and 
the algorithm with the highest quality at that bit rate must be selected. Each coding 
algorithm is suited to operation over a specific range of bit rates. There will exist a 
rate below which the obtainable quality from an algorithm will diminish significantly. 
An upper limit will also exist, above which little improvement in quality is observed 
despite the additional bit allocation.
Designing a coder to operate at a specified bit rate is simpler than designing a coder 
with a specified speech quality. The problem lies in the assessment of the speech quality. 
Objective distortion measures, based on the decoded signal to error ratio, can be used 
in higher rate systems. This is possible because the higher rate coders usually code the 
speech in a way that aims to retain the waveform shape. Many lower rate algorithms 
achieve efiicient compression by abandoning the waveform shape. In such systems the 
relationship between waveform similarity and subjective quality is lost. The quality of
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all speech coding algorithms can be assessed using subjective tests. Several subjective 
assessment schemes have been devised and standardised. For very low bit rate coders 
intelligibility of the speech signal is most important. In systems that use very low rate 
coders, such as in military radio systems, it is usually important that each individual 
word can be understood. Tests such as the Diagnostic Rhyming Test (DRT) [2] were 
proposed to test low rate speech coders. DRT requires subject listeners to distinguish 
between two words that vary by only one phoneme or consonant. A final score is 
presented as a percentage of correct answers.
A subjective quality test that is used to assess coders at all rates is the Mean Opinion 
Score (MGS) [3]. The MGS test is a widely used procedure that has been standardised 
[4] and used during the standardisation of many speech coders including by the Euro­
pean Telecommunications Standards Institute (ETSI) during the selection process for 
its Advanced Multi Rate (AMR) coder [5]. In the MGS test subjects are required to 
score individual coded speech samples on a scale of one to five. The overall average 
score is used as the final score for a system. A realistic MGS score for a new coder 
can be obtained by including standard speech coders in MGS tests, using accepted 
MGS levels of the standard coders and using standard procedures as proposed in [5]. 
A MGS scale is depicted in Table 2.1. Each MGS level corresponds to a standard 
speech quality. A toll quality speech coder, with M O S  > 4, is considered to output 
speech as intelligible as the original and free from distortion. Communication quality, 
defined as 3 < M O S < 4, indicates that the there is some distortion present within 
the decoded speech, but this is not obvious, and the speech is still highly intelligible. 
When the M O S < 3, the speech is still intelligible, but some of the characteristics that 
are necessary to identify the speaker may be missing.
During the design or selection of a coder, it is often necessary to determine if one coder 
is subjectively better than another. In such cases a pair comparison, or AB test is used. 
In such a test, both coders process speech material and the listener is asked to select 
which sample they prefer.
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2 .2 .2  C od in g  D elay
MOS Subjective Opinion Speech Quality
5 Excellent Broadcast
4 Good Toll
3 Fair Communication
2 Bad Synthetic
1 Poor -
Table 2.1: The MOS Scale.
In general, speech coders operate on blocks of speech data, known as a frame. As the 
encoder must buffer at least one frame of speech before beginning the encoding process, 
a certain delay is caused. By increasing the look ahead in a speech coder it is often 
possible to remove more redundancies in the speech, and hence reduce the coder bit 
rate whilst maintaining quality. The encoding delay contributes to the overall end- 
to-end delay that exists in a communication system. The components of the complete 
system delay are usually comprised of the source coding delay, the channel coding delay, 
transmission delay, buffering delay and decoding delay.
There are two problems caused by delay. Firstly, if the total end-to-end delay of the 
communication system is very high, full duplex communication becomes uncomfortable. 
Typically, as long as the delay is kept below 250 ms [6], this is not a problem. Secondly 
is the problem of echo. Many of the telecommunication networks contain impedance 
mismatches in the signal path. This leads to signal reflections, which coupled with 
system delay, leads to echo’s appearing in the system. Echo’s are extremely annoying 
for the users of the equipment, and high complexity echo cancellers can be used to 
remove the echo, but at a high price. Many telecommunications networks specify the 
maximum end-to-end transmission delay so as to remove the need for complex echo 
cancellers. The PSTN in the United Kingdom specifies the maximum delay allowed as 
5 ms if no echo cancellation system is used [7]. This is far lower than the delay present 
in most speech coders. A typical analysis window length in a speech coder is 20 ms, 
and the total delay is more likely to be around 50 ms due to buffering and the use of
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look ahead in the speech analysis. Coding delay can be minimised by reducing the size 
of the analysis, but of course this gives a higher update rate and usually leads to a 
higher bit rate. One application where delay is not a problem is in the digital storage 
of speech. Such speech coders can increase coding efficiency by increasing the delay as 
they wish.
2 .2 .3  Im p lem en ta tio n  C o m p lex ity  and C osts
Speech coders are usually implemented on Digital Signal Processors (DSPs). Even 
though the speed at which DSPs can run an algorithm is increasing significantly over 
time, the computational complexity of the algorithm still needs to be limited. As the 
processing power of DSPs has risen so has the complexity of many of the common 
speech coding algorithms. A practical speech coder needs to operate in real time on 
a single DSP chip. As many speech coders are used in mobile devices where size is 
important, the algorithm must fit on to a single DSP, and share the processing time 
with other algorithms, such as the system channel coding. Another limitation in a 
mobile device is power. In general, a faster processor uses more power, generating 
more heat and reducing the life of the battery.
One choice that needs to be considered when implementing a speech coding algorithm 
is whether to use a fixed point or floating point DSP. Fixed point processors are usually 
considerably cheaper than floating point devices. Therefore, for mass-market applica­
tion, where unit cost is of utmost importance, fixed-point processors are most common.
For mobile devices, fixed-point processors are also preferred as they have fewer tran­
sistors and hence generally use less power. One disadvantage of a fixed-point processor 
is the increased costs of algorithm development. Developing for fixed-point proces­
sors adds an extra design stage that could significantly increase costs in a low volume 
project. Implementing an algorithm on a floating-point processor is generally faster j
and hence cheaper, as the dynamic ranges of signals within the processor can normally I
be ignored. When speech coding algorithms are implemented on a fixed-point processor 
the effect of limited dynamic range must be carefully controlled. In many circumstances 
it may become necessary to use double precision representation of signals, and this can ■
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compromise the operation of the DSPs highly pipelined architecture.
When designing speech coders the storage requirements must also be considered. Most 
DSPs have only small amounts of on chip memory. Because of the price, physical size 
and power consumption of external memory, both Read Only Memory (ROM) for the 
algorithm, and Random Access Memory (RAM) for temporary storage usage during 
the algorithm, must be kept to a minimum in mobile devices.
2 .2 .4  Error R o b u stn ess
The major use of speech coders is to compress speech over communication channels. 
This requires the encoded bit stream to be transmitted over various channels. The 
varying channels include fixed line, circuit switched PSTN, packet switched Voice over 
Internet Protocol (VoIP) networks and mobile or satellite based radio links. All of these 
channels are subject to some bit-errors, which can cause a large amount of distortion 
in the speech decoder output. The effect bit errors have on the decoded speech can be 
minimised by careful design of the speech coder. Coders that use a large amount of 
prediction are more sensitive to channel errors. By avoiding long-term prediction, and 
limiting prediction, it is possible to reduce the effect of an error to distortion in the 
erroneous frame and the following frames.
Most modern day speech coders use a speech production model rather than direct 
waveform coding. Therefore the effect of a bit error depends on which parameter is 
affected and how it was changed. One way to reduce the distortion due to errors is to 
use Forward Error Correction (EEC) techniques. By transmitting a small amount of 
extra data the number of bit errors affecting the bit stream can be reduced. Obviously 
the extra data increases the bit rate of the entire system, and reduces the number of 
bits available to the base speech coder. This results in another trade-off. Increasing the 
level of error correction will reduce the number of bit errors and increase the quality in 
conditions of high error, where as in areas of low error the quality of decoded speech 
will be lower than it could be as bits are assigned on the error correction codes rather 
than coding the speech.
The level of correction codes used is decided by three factors. Firstly the sensitivity
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of the coder to errors must be analysed. The more sensitive the coder is to errors the 
more FEC is required. The characteristics of the channel have the biggest effect. Fixed 
networks such as those in PSTN have a very low Bit Error Rate (BER), and little or no 
FEC is needed. Radio links used in mobile and satellite communication channels usually 
have a higher BER and require large amounts of FEC. Packet switched communication 
suffers from different problems to channel based systems, and the system will suffer 
bit errors as well as packet losses. Error repetition must also be considered. Some 
systems that have a low measured BER may suffer from bursts of errors. Because of 
this additional error concealment techniques are needed to hide the effects of the loss of 
a frame. The final consideration is the application. In some cases quality degradation 
can be accepted for periods of time. In other cases this is totally unacceptable.
When a speech coder is designed or selected specifically for a task it is important to 
evaluate the coder within the environment it will be used in. When telecommunication 
standards bodies, such as ETSI test potential coders for standardisation, they normally 
assess the coder under the error conditions the coder is expected to operate in. Although 
the best quality output is limited to that of the speech coder in error free conditions, the 
relative quality of the system is dependent on the combination of source and channel 
coding. In many cases the amount of source coding used is significant. For instance, 
the Full-Rate GSM coder has a total bit rate of 22.8 kbps [8] of which only 13 kbps 
are assigned to the source coding. One way to increase the performance of a system is 
to vary the source coding and error coding rates to suit the current conditions. This 
is the solution used in the GSM Adaptive Multi Rate (AMR) coder [9] which operates 
at different rates and different source-channel coding ratios depending on the channel 
conditions.
2 .2 .5  In p u t S ign al C on sid eration s
The input signal to a speech coder can vary significantly. The characteristics can vary 
widely and the coder must operate under all the required conditions. Speech of different 
languages can vary significantly, as does speech from male and female sources. Some 
coders will favour one type of speech over another. The effect of multiple encoding
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and decoding must also been considered as it is not unusual for a speech signal to be 
transmitted through parts of a networks encoded, and other parts as un-encoded PCM. 
There will also be occasions where a signal may be encoded by two of more different 
speech coders. In a typical call from a third generation mobile phone to a second 
generation mobile phone, the signal will firstly be coded at the source phone with one 
codec, it will then be decoded and may be transmitted across the PSTN as un-encoded 
PCM, then before transmission to the destination telephone it will be re-encoded with 
another codec.
If a speech coder is to be used within a PSTN it must pass some non-human signals 
such as those used in the Dual Tone Multi Frequency (DTMF) system for signalling. 
Speech coders must also be able to adapt to a large input dynamic range and avoid 
any amplification or clamping distortions that can occur when the input level varies. 
It is normal to recommend a minimum dynamic input range in the order of 25 dB.
The speech input signal may also be contaminated with background noise. The noise 
present can be as varied as battlefield noise in a military situation to vehicle noise or 
office chatter on a mobile phone. In many situations it is not always clear what is the 
best way to deal with the noise. In some situations it is desirable to try  and reproduce 
the speech with the acoustic background noise, in other situations only the target speech 
is wanted. In general, the lower rate speech coders aim specifically at modelling human 
speech, and as a result are not ideal for reproducing non-human sounds. High levels 
of background noise can significantly reduce the decoded speech quality by disrupting 
the operation of such lower rate coders. One solution to the problem of noise is to use 
a noise reduction technique, to remove noise from the signal before the speech coder 
processes it. By using the different statistical properties of human speech and the 
acoustic noise, it is possible to separate the signals and reduce the noise level. When a 
coder is considered for an application, not only must it be tested in the error conditions 
it will be used in, but it must also be tested with the background noise conditions it is 
expected to operate in.
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2 .2 .6  M u lti-R a te  O p era tion
In recent years it has become apparent that in some situations network characteristics 
may change rapidly and that no single pair of speech and channel coding algorithm is 
optimum. This is a particular problem in radio links which often suffer from shadowing 
and multi-path fading effects [10]. Such effects significantly reduce the signal strength 
which results in a higher number of channel errors, or a burst of errors. In addition, in 
modern telecommunication networks the traffic level varies significantly during a day, 
and during parts of the day the channel may be near capacity, whilst during other 
parts of the day the channel capacity is unused and wasted. A solution to both these 
problems is to use multi-rate speech coders. By reducing the coder rate when a channel 
BER rises, more bits can be assigned to channel coding to correct the bit errors. When 
the channel is free from errors, a higher rate speech codec can be used to achieve better 
speech quality. During periods of high network usage, using lower rate speech codecs 
increases the capacity of the network.
Obviously the traffic levels on a telecommunication network change relatively slowly, 
and it would be possible to select a fixed rate speech coder during communication set 
up that best matches the network conditions at the time the call was started. Radio 
like channel conditions vary almost constantly, especially when either end of the link is 
a mobile station. In such circumstances it is necessary to be able to seamlessly switch 
from one operational bit rate to another without a break in the communication. In 
order for this to be possible special multi-rate coders such as the GSM AMR codec [9] 
and [10] have been proposed. Most speech coders contain many digital filters, signal 
buffers and prediction coefficients that all contain values dependent on previous frames 
of speech. Because of this, there is normally a short period of one or more frames at the 
beginning of communication, where the speech coder is in a start up phase. This would 
cause an interruption in the received signal if the coder rate was suddenly switched. 
To avoid this, special consideration is taken in a multi-rate coder. One possible way to 
implement a multi rate coder is to reuse the analysis and synthesis stages of a coder, 
and only alter the quantisation or update rate. At higher rates, where the quantisation 
is fine the resulting distortion is low. At lower rates, the quantisation is coarse and the
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resulting distortion high. One example of such a multi rate coder is shown in [10].
2.3 Standard Speech  C oding Techniques
Speech coding techniques can be broadly classified into one of three main categories. 
The general aim of each of the three categories of coders are the same, to efficiently 
code the speech by removal of redundancies in the speech signal, and code the speech 
at a reduced rate whilst introducing only a minimal distortion. The three main classes 
of coder are:
• Waveform Coders
• Parametric Coders
• Hybrid Coders
Each of the class of coders has a preferred region of operation. By considering the plot 
of speech quality verses bit rate for the three categories as shown in Figure 2.1, the 
optimum regions of operation can be seen. Parametric coders are preferred at rates of 
less than 4 kbps. W ithin this region their quality increases almost linearly with bit rate. 
At rates below 4 kbps the parametric coders significantly outperform waveform coders. 
Above 4 kbps the increase in performance of the parametric coder is limited, whereas 
the quality of the waveform coders increases to toll quality. Hybrid coders operate in 
the region between parametric and waveform coders as they provide the best quality 
for medium bit rates.
2.3 .1  W aveform  C oders
Waveform coders attem pt to code an exact sample-by-sample replica of the speech 
signal. In such coders the speech waveform is directly quantised. They are the simplest 
speech coders and were the first to be developed. The speech quality of a waveform 
coder can be measured directly as the spectral distortion between the original signal 
and the coded speech. In order to achieve toll quality, high bit rates are needed. For
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Figure 2.1: Quality verses Bit Rate for the three main categories of speech coders.
toll quality speech, it is necessary to retain the frequencies in the range of 300-3400 
Hz, and a sampling rate of 8 kHz is often used. If linear sampling of the signal is used, 
13 bits are required to cover a sufficient dynamic range. 8 kHz, 13-bit linear sampling 
translates to a bit rate of 104 kbps. The sampling can be reduced to 8 bits by exploiting 
the logarithmic sensitivity of the human auditory system. Logarithmic compounding 
techniques such as /x-law and v4-law [11] are widely used and have led to adoption the 
of the Pulse Code Modulation (PCM) system defined by the ITU G.711 64 kbps PCM 
standard [12] which has been widely used in the telecommunications industry since the 
1960s.
Exploiting the high correlation that exists between consecutive samples can also reduce 
the bit rate. Differential Pulse Code Modulation (DPCM) [13] quantises the difference 
between the current sample and its predicted value. The predictor used is fixed and 
predetermined from the analysis of speech signal statistics. Additional gain can be 
achieved by allowing the predictor and quantisation step size to adaptively change 
depending on the characteristics of the coded speech. One example of such a coder 
is the ITU G.721 32 kbps Adaptive Differential Pulse Coded Modulation (ADPCM) 
standard [14] which achieves toll quality speech. Further reduction in bit rate is possible
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only by reducing the sampling rate or the quantisation step size. Because of this the 
quality of waveform coders decrease rapidly as the bit rate is lowered, as is shown in 
Figure 2.1
2 .3 .2  P aram etr ic  C oders
Parametric coders, also known as source coders or vocoders (from the term voice 
coders), do not attem pt to reproduce the input speech waveform. Instead they use 
a theoretical model of the human speech production system. The input speech is 
analysed and the parameters of the theoretical model are extracted. The extracted 
parameters are then encoded and transm itted to the decoder. At the decoder a speech 
signal is synthesised using the transm itted model parameters.
As parametric coders do not attem pt to match the speech waveform, the upper quality 
limit of the coder is determined entirely by the speech model used within it. It is the 
limitations in speech production models that cause the levelling off of the plot in Figure 
2.1. The practical quality of a system is determined by three further factors. Firstly, 
parameter determination or analysis has a strong bearing on the final system speech 
quality. The determination of some speech model parameters is not always straight 
forward, and incorrect parameter extraction will reduce the final system quality. The 
second factor that affects the overall system quality is the digital transmission of the 
model parameters to the decoder. To transmit the model parameters they must be 
quantised and represented as a digital bit stream. This introduces further differences 
between the ideal parameters and those received at the decoder. The final stage that 
has a bearing on the speech system quality is the synthesis stage. This is often less of a 
problem as parametric models are often designed directly around speech synthesisers.
The major advantage of coding a speech production model is that it offers a bit reduc­
tion significantly greater than waveform coding. It is not uncommon to have vocoders 
operating at rates as low as 600 bps producing intelligible speech. Coders operating at 
rates at or above 4 kbps such as [15] and [16] often produce near toll quality speech. 
Recent advances in this area have produced vocoders that produce natural sounding 
speech at 2.4 kbps [17].
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Because parametric coders operate using a speech production model and do not match 
the waveform, they do not cope as well with non-human sounds as waveform coders. 
This can lead to significant quality degradation when the input speech is contaminated 
with acoustic background noise. It also means that SNR distortion measures cannot be 
used to measure the quality of decoded speech. Instead, vocoder speech quality must 
be evaluated using subjective tests such as DRT [2], to assess the intelligibility of low 
rate vocoders, and MOS [3].
2 .3 .3  H yb rid  coders
Hybrid coders combine techniques from both parametric coders and waveform coders 
in an attempt to generate high quality speech at medium bit rates. They use a speech 
production model to reduce the correlation between speech samples and produce an 
error signal that is then waveform coded. The coder transmits the model parameters 
and the waveform encoded error signal. Ideally the speech model predictor will model 
the majority of the signal giving only a small residual signal that can be waveform 
coded at a relatively low rate. This allows hybrid coders to produce near toll quality 
speech at medium bit rates.
Many early hybrid coders were Analysis and Synthesis (AaS) coders. AaS coders op­
erate in open loop with the speech parameters being estimated from the input signal. 
The residual is then quantised using one of many varied techniques. Many hybrid 
coders use a similar speech model, consisting of a short-term predictor to model the 
vocal tract and a long-term predictor to model the pitch periodicity, and vary only in 
the technique used to quantise the residual. Examples of AaS hybrid coders are the 
16 kbps Adaptive Predictive Coding (AFC) algorithm [18] and the Residual Excited 
Linear Prediction (RELP) algorithm [19] that operates at 9.6 kbps and above.
Advances in available DSP computational power lead to the emergence of a second 
class of coder known as Analysis by Synthesis (AbS) coders. AbS coders use a closed 
loop system and perform the waveform matching process at the output of the speech 
production model. Each candidate block of excitation signal can be passed through 
the speech production model and the one that minimises the error between synthesised
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speech and original speech is selected. Many AbS coders have been proposed, with 
possibly the most noteworthy being the Code Excited Linear Predictive (CELP) algo­
rithm  [20] that is used in many commercial applications such as mobile phone networks 
and satellite communication systems. AbS coders can produce near toll quality at rates 
around 5 to 10 kbps.
Recently some researchers have looked at combining two or more speech coding algo­
rithms, choosing a particular algorithm that is suited to the area of speech being trans­
mitted. These multi-mode coders often combine parametric coders that can code highly 
resonant speech well at low rates, with hybrid coders that are more capable of coding 
transition regions. These multi-mode coders such as the 4 kbps harmonic/ waveform 
coder proposed in [21] need to use complex algorithms to successfully switch between 
the harmonic coders that match the original speech waveform and the parametric coders 
that do not match the waveform.
2.4 Speech  C oding Standards
Since the 1960s when speech coding research really took off, a large number of speech 
coding algorithms have been developed. Originally many companies developed algo­
rithms specifically for their particular product or communication system. This allowed 
companies to select algorithms that suited their specific application, but also meant 
that the many proprietary algorithms could not interoperate. As speech coders be­
gan to be used in public telecommunication networks the need for a standard speech 
coder arose. The use of standard speech coders allows equipment manufactures to pro­
duce standard equipment enabling commercial competition, which lowers prices and 
also allows greater equipment choice for the user, which results in a faster uptake of 
technology. Standardisation also encourages the coordination of research activities of 
different companies, which enables technological problems to be solved faster.
Several international boards exist that have standardised speech coders. One such 
board is the International Telecommunication Union (ITU) that has released many 
popular standards commonly used in PSTN such as G.711 [12], G.721 [14], G.728 [22], 
and G.729 [23]. They are all classified as toll quality and operate at 64 kbps, 32 kbps.
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16 kbps and 8 kbps respectively. The search is currently on for the new ITU 4 kbps 
toll quality coder.
In the last decade the world has seen digital mobile phone networks become available in 
many countries. Several standardisation boards have been set up to control the cellular 
phone technology. This has led to the creation of many standard speech coders that 
were designed for use in mobile phones. One such standardisation board is the European 
Telecommunications Standards Institute (ETSI) that publishes standard codecs for the 
European mobile network. Standard coders include the GSM Pull Rate (GMS-FR) [8] 
coder that operates at 12.2 kbps (22.8 kbps after channel coding is included), the GSM 
Half Rate (GSM-HR) coder that operates at 5.7 kbps (11.4 kbps after channel coding 
is included), the GSM Enhanced Full Rate (GSM-EFR) [24] coder that operates at 
13 kbps (22.8 kbps after channel coding is included) and the GSM Adaptive Multi- 
Rate (GSM-AMR) [9] that operates at rates from 4.75 to 12.2 kbps (11.4 kbps or 22.8 
kbps with channel coding). In addition to the European standards there are similar 
standardisation boards within North America and Japan that define the speech coders 
for their networks.
In addition to telecommunication standardisation boards, many counties define stan­
dard codecs for use in private, commercial or military equipment. One such coder is 
the 2.4 kbps U.S Federal Standard MELP vocoder [25] [17]. International organisations 
such as NATO [26] also release standard speech codecs. Table 2.2 shows some of the 
most important standard coders from the last 30 years.
2.5 A p p lication s o f Speech  C oders
Digital speech coding is used in two main applications. Firstly it is used in voice storage 
systems, such as digital answer phones or mass voice storage systems. The second, and 
major application of speech coders is in Telecommunications. It is usual to consider 
telecommunication networks as one of two broad categories, terrestrial or satellite, but 
recently a third class has emerged, Internet based communications.
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Standard Year Algorithm Application Bit rate MOS Delay
G.711 1972 PCM PSTN 64 4.3 0.125
G.721 1984 ADPCM PSTN 32 toll -
G.722 1984 SB-ADPCM ISDN (Wideband) 64/56/48 toll -
FS1015 1984 LPC-10 Secure Voice 2.4 synth. 112.5
GSM FR 1989 RPE-LTP Mobile Phones 13 (22.8) 3.7 20
IS54 1989 VSELP Cell Mobile Radio 7.95 3.6 20
Inmarsat-M 1990 IMBE Mobile Sat Comms 4.15 (6.4) 3.4 78.75
G.726 1991 VBR-ADPCM PSTN 16/24/32/40 toll 0.125
FR PDC 1991 VSELP Mobile Phones 6.7 (11.2) com. 20
FS1016 1991 CELP Secure Voice 4.8 3 37.5
HR JDC 1993 PSI-CELP Mobile Phones 3.45 (5.6) com 40
G.728 1994 LD-CELP PSTN 16 4 0.625
GSM HR 1994 VSELP Mobile Phones 5.7 (11.4) 3.5 24.375
G.729 1995 CS-ACELP PSTN 8 4 15
G.723.1 1995 A/MP-MLQ CELP IP Based 5.3/6.S toll 37.5
GSM EFR 1995 ACELP Mobile Phones 12.2 (22.8) 4 20
New FS 2.4 1997 MELP PMR & Military 2.4 3 45.5
GSM AMR 1998 Multi Rate ACELP Mobile Phones 4.75 - 12.2 - -
SMV 2001 Multi Rate eX-CELP Mobile Phones 0.8 - 8.5 com. -
IETF ILBC 2002 Source Switched ACELP VoIP 13.967 4 -
ITU 4 - - PSTN 4 toll 35
Table 2.2: A table showing some of the many standard speech coding algorithms. The 
bit rate is given in kbps with the combined channel and source-coding rate in brackets 
where available. The MOS scores are only intended as a rough indication of performance 
and were obtained from many different formal subjective tests and taken from [27]. The 
delay figures give the total algorithmic delay in milliseconds, where available.
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2 .5 .1  T errestria l T e lecom m u n ica tion  S y stem s
Terrestrial systems include the PSTN, other public telephone systems such as Integrated 
Services Digital Networks (ISDN) and non-satellite based mobile communication net­
works. International bodies such as the ITU regulate the PSTN, and requirements 
of very high quality, ranging from toll to broadcast, and very low delay, less than 10 
ms, have led to the development and deployment of high bit rate speech coders. In 
1972 the G.711 64 kbps PCM [12] was adopted as an international standard for the 
transmission of speech over PSTNs. As the popularity of the PSTN increased it was 
necessary to increase the efficiency of the PSTN. In 1985 G.721, a 32 kbps coder [14] 
was adopted as a standard. Since this time advances in speech coding have lead to the 
adoption of two further standard codecs, G.728 [22], a 16 kbps Low Delay Code Excited 
Linear Prediction (LD-CELP) coder, and G.729 [23], a 8 kbps Algebraic CELP coder. 
G.728 and G.729 both produce near toll quality speech, but because they are far more 
computationally complex than the original PCM based coders and have longer delays, 
they are used only in networks where there is very high subscriber demand. The next 
target for the ITU is to standardise a 4 kbps coder that meets the quality requirements 
of the PSTN.
In the late 1980s ISDN links began to appear. The purpose of ISDN links was to allow 
the transmission of voice, data or video over two 64 kbps channels. To utilise the higher 
bandwidth available the ITU standardised a wideband speech coder that used a 16 kHz 
sampling frequency. The ITU G.722 Sub-Band ADPCM 64 kbps standard established 
in 1984 gives higher speech quality than standard PSTN [28]. In recent years higher 
bandwidth technology such as Asynchronous Digital Subscriber Line (ADSL) or cable 
based networks have reduced the importance of ISDN. It remains to be seen if any 
wideband communication system will replace ISDN, or whether customers will revert 
back to PSTN for voice communications.
Mobile phone networks have grown at an astonishing pace. It is now possible to access 
mobile services in many countries. One single European standard, know as the Global 
System for Mobile Communication (GSM) allows European phone users access to a 
mobile network that covers nearly the entire continent. The GSM standard was set up
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in 1998 by ETSI, and has been updated to meet the needs of the subscriber and take 
advantage of new technology. Speech Coders exist at the heart of the GSM standard. 
Because of the limited bandwidth available on the radio links (limited compared to 
physical PSTN) and the high number of users, compression of the speech is essential. 
The mobile phone industry has been one of the driving forces behind the development of 
medium rate coders. Coders used within the networks must provide high quality speech 
even when subjected to the very high bit errors that can occur on a mobile channel. 
The first speech coder defined for use in the GSM network was the GSM Full Rate 
(FR) coder [8]. This coder is a 13 kbps Regular Pulse Excited (RPE) with long term 
predictor (RPE-LTP) that is combined with a 9.8 kbps half rate convolutional coder 
that protects the most error sensitive bits. The speech quality is considered to be of 
communication quality, it has a 20 ms delay, and is somewhat robust to channel errors 
and mobile background noise. The GSM FR coder has been hugely successful and has 
been deployed in well over 50 countries. Since the original GSM standard was released, 
speech coding technology, handset computation power and subscriber numbers have 
all increased significantly. This has led to the standardisation of three further GSM 
speech coders. GSM Half Rate (HR) [29] was released in 1995. This is a 5.6 kbps (11.4 
kbps total channel and source rate) Vector Sum Excitation Linear Prediction (VSELP) 
coder. Also released in 1995 was an Enhanced Full Rate (EFR) codec. The GSM EFR 
[24] coder is an Algebraic CELP (ACELP) based system that operates at 12.2 kbps. 
The most recent GSM standard codec is the GSM Adaptive Multi-Rate (AMR) coder 
[9], that operates at several different source/channel code ratios, at gross rates of 11.4 
or 22.8 kbps. GSM AMR is also based on an ACELP algorithm.
2 .5 .2  S a te llite  T elecom m u n ica tion  S ystem s
Satellites allow long distance communication as they have a wide coverage area. They 
can act as long distance repeaters and provide either point to point, or point to multi­
point communication. Limited bandwidth is a problem in satellite communication as it 
is in land based mobile communication. Because of this low rate speech coders are used. 
The Inmarsat-M Improved Multi-Band Excitation (IMBE) coder [30] is one standard 
coder used in Mobile Satellite Services (MMS) which provide services to fixed and
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mobile terminals. It is a 4.15 kbps coder, used in conjunction with channel coding at a 
total rate of 6.4 kbps. The main obstacle in satellite communication are the high delay, 
caused by the distance between the satellite and the ground, and an erroneous and 
bursty channel. A satellite network is now in place that provides telephone and data 
services anywhere in the world by using a constellation of 66 low earth orbit satellites. 
The Iridium system uses a 2.4 kbps Advanced Multi-Band Excitation (AMBE) vocoder 
[31].
2 .5 .3  In tern et B a sed  C om m u n ication s
The Internet has grown at a remarlcable speed, and in many countries broadband 
Internet connections are common. This has led to the development of many Voice 
over Internet Protocol (VoIP) systems that allows voice communication between two 
users of the Internet, or one Internet user and one user on a conventional PSTN. A 
speech codec is present at the heart of all VoIP systems and several speech coders 
have been developed specifically for Internet applications. One coder is the Internet 
Low Bit-Rate Coder (iLBC) [32]. This is a LPC based coder that treats each packet 
individually, removing the memory and packet loss error propagation that is present in 
many standard speech coders. The ITU have also standardised a coder, G.723.1 [33], 
designed for multimedia applications that is often used in VoIP systems.
2.6 C onclusions
This chapter has presented an introduction to the field of speech coding. It has looked 
at the main factors that affect the design of a speech coder, including bit rate and 
quality, delay and error robustness. This chapter has also introduced the three main 
coding schemes, waveform, parametric and hybrid coding. It has identified the upper 
quality limit that is present in parametric coders due to restrictions in the speech 
model used. This is of importance as the work presented in this document focuses on 
an improved model that increases the limit of quality.
This chapter has also given a brief overview of the main applications of speech coders,
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and the standard coders that have been used to fulfil these tasks. The following chapter 
reviews the principals of parametric coders, and gives a detailed description of the Split 
Band Linear Prediction Coding (SB-LPC) [34] algorithm that provided the basis for 
much of the work in this document.
C hapter 3
Fundam ental Speech Coding  
Techniques
3.1 In trodu ction
This chapter introduces some of the fundamental speech coding techniques widely used 
in modern speech coding algorithms. This chapter, and this document in general, 
focuses on parametric speech coding techniques, but many of the standard techniques 
presented in this chapter are also applicable to hybrid coders. This chapter begins with 
an analysis of the human speech production mechanism. Prom this, a speech production 
model based on the Source-Filter model is defined. Following on, two of the key speech 
coding tools. Linear Prediction Coding (LPC) and pitch are introduced. LPC is one 
of the most efficient and well used algorithms in modern speech coding. LPC has been 
used in many of the parametric and hybrid coders developed over the last 30 years as 
it provides a highly efficient method to model the short-term correlations that exist in 
speech signals. Pitch is introduced as a method to remove long term correlations in a 
speech signal. Quantisation techniques are then reviewed, concentrating on the vector 
quantisation techniques used widely in speech coding to achieve efficient coding gain. 
Finally, the basic concept of a time synchronous coder has been described.
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Figure 3.1: The Human speech production system [35].
3.2 H um an Speech P rod u ction  M echanism
There are three phases of the human speech production mechanism. Firstly air is forced 
up through the trachea from the lungs. The air then passes through the vocal cords, 
which under some circumstances vibrate open and closed. The air then passes in to 
the upper vocal track that includes the larynx, nasal tract, mouth, tongue and teeth. 
Figure 3.1 shows a diagram of the human speech production system.
In general the sounds produced by the human speech production mechanism can be 
classified into one of three types [6]. The first type is voiced speech. During voiced 
speech the air that passes up from the lungs passes through the vocal cord that vibrates 
open and closed at a frequency known as the pitch frequency. The frequency of the 
vibration is dependent on the tension of the vocal cords which is controlled by muscle 
and can be varied. The opening and closing of the vocal cord introduces a harmonic 
characteristic to the speech. The air then passes into the vocal tract, through the 
larynx, which is varied in diameter by muscle movement, and into the mouth and out 
through the mouth and nose. The effect of the upper vocal tract, which includes all 
parts of the speech production model above the vocal cord, is to add spectral shaping 
to the sound. The spectral shaping is dependent on many factors, and by varying the
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properties of the vocal tract the speech is formed. Voiced speech is usually high in 
energy and extremely periodic.
The second class of speech produced is unvoiced speech. In the production of unvoiced 
speech the vocal cord does not vibrate and the air passes directly through the vocal 
cords in to the vocal tract. The vocal tract adds frequency shaping to the turbulent 
air, which passes out through a restriction at the top of the vocal tract, caused by 
the tongue, lips or teeth. Unvoiced sounds generally contain less energy than voiced 
sounds, and the waveform contains little periodicity and appears random. If the spectral 
characteristics of unvoiced speech are studied, a limited amount of spectral shaping will 
be seen.
The final class of sounds produced by the human speech production mechanism are 
mixed excitation sounds. These sounds either occur during transitions from a section of 
voiced speech to unvoiced speech, or vice verse, or occasionally sounds such as fricatives 
occur. Fricatives are similar to unvoiced sounds but they contain a small amount of 
voiced excitation generated by an occasional vibration of the vocal cords.
Figure 3.2 shows examples of both voiced and unvoiced speech. As can be seen from 
their corresponding frequency spectrums, voiced speech contains a large amount of 
energy in the lower frequency band (below 1 kHz). Several peaks can be seen at 
harmonically related frequencies. During unvoiced speech the spectrum is flatter, and 
often has slightly more energy in the higher frequencies.
Knowledge of the human speech production mechanism has been used in speech coding 
research to produce synthetic speech production models. Many of the mathematical 
models used model the vocal cords and the vocal tract, and have voiced and unvoiced 
modes [36].
3.3 S yn th etic  Speech  P rod u ction  M odels
Speech coding algorithms generally attem pt to model the way in which speech is syn­
thesised within humans. A two stage approach is largely used. Initially the synthesiser 
must model the excitation signal. This is the source of energy that is present after
3.3. Synthetic Speech Production Models 32
0 128 384256 512
Time in Samples
c
0 3 41 2
128 256 384
Time in Samples
T3
0 1 2 3 4
Frequency kHz Frequency kHz
Figure 3.2: A section of voiced speech (a), unvoiced speech (b) and the corresponding 
frequency spectrums (c) and (d)
the vocal cord, but before the vocal tract. The modelling of the effects of the vocal 
tract is the second stage of the speech production model. Both, the excitation signal 
and the filtering action of the vocal tract are highly complex, so in practice simple 
approximations need to be made.
A periodic train of pulses is often used to model voiced speech, excitation. The pulses 
correspond to the bursts of air that pass through the vocal cord. A Gaussian random 
source is used to model unvoiced speech excitation. To model the vocal tract a simple 
time varying linear filter can be used. The resultant synthetic speech is generated by the 
convolution of the excitation function and the linear filter response. This model, known, 
as the source filter model is shown in Figure 3.3. A switch is used to select either the 
voiced or unvoiced excitation signals. The excitation signal is then multiplied by a gain 
factor to adjust the sounds to the correct volume. Once the excitation signal is scaled.
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Figure 3.3: A block diagram of the simplified source-filter model
it is passed through the time varying linear filter. This source-filter model has been 
widely used in simple vocoders for many years [37]. The speech synthesiser operates 
as shown in Figure 3.3. By extracting the filter parameters, gain, voicing status, and 
pulse separation (pitch) from the original speech, the synthesised speech will have the 
same characteristics as the original speech and should sound almost identical.
The source-filter model allows the coding of speech at a very low rate using several 
assumptions. One assumption is that the vocal tract can be modelled by a linear time 
varying filter. The modeling of the vocal tract is covered in the following section. An­
other assumption is that the speech production parameters can be determined from the 
original speech. The determination of a pitch period, the duration between consecutive 
pulses during voiced excitation, is also covered in this chapter.
3.4 Linear P red ictive  C oding
The performance of the source-filter model is highly reliant on the spectral envelope 
model used. Several models have been suggested including cepstral representation [38] 
and Linear Prediction [39] [40]. Linear Prediction Coding (LPC) is highly efficient and 
is one of the most powerful tools used in speech coding. The speech production system 
can be modelled as a system with a transfer function of:
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The model in Equation 3.1 contains both poles and zeros. Calculation of the poles and 
zeros of the system is a complex task that requires the solution of non-linear equations 
[41]. Algorithms have been developed to calculate sub-optimal values for the poles and 
zeros [42], but it is more common to adopt an all-pole approximation. If the model 
has sufficient excess poles, the zeros present in the speech can be approximated. The 
all-pole model gives rise to a synthetic spectral envelope that contains sharp resonant 
peaks that correspond to formants in human speech. The performance of the all-pole 
model is dependent on the order of the filter as a conjugate pair of poles is required to 
model each speech formant. On average speech contains one formant per kHz [43], so a 
telephone signal with a 4 kHz bandwidth will have on average four formants . Therefore 
a minimum of eight poles are required to model the formants. It is common to use a 
10th order linear prediction filter in order to provide an excess of poles to model other 
spectral refinements and zeros in the signal. The all pole system has a transfer function 
H{z)  as given by Equation 3.2.
H{z)  =  f =  ^  (3.2)
j = l
Where A{z) is given in Equation 3.3.
p
A { z) = 1 - J 2 ^ 3 ^ ~ ^  (3.3)
3=1
The z domain transfer function given in Equation 3.2 can be written in the form of a 
time domain difference equation as shown in Equation 3.4
s (n) = Gx (n) -t- ^  ajs  {n -  j )  (3.4)
3=1
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Figure 3,4: A block diagram of the simplified source-filter model with signal labels.
This is the LPC difference equation. The output sequence firom the filter s(n), is a 
weighted sum of the past outputs s(n ~ j)  and the current filter input x{n). Therefore, 
to represent the signal as a linear all-pole digital filter, the LP coefficients, aj,  that 
provide the best modeling of the speech sample must be determined.
3 .4 .1  L P C  E x tra ctio n
Several methods for the determination of the optimal LP coefficients have been pro­
posed, including the Autocorrelation Method (AM) [40], the Covariance Method (CM) 
[44] and the Lattice Method (LM) [45]. The autocorrelation method is the most widely 
used as the extracted LPC parameters are guaranteed to be stable. The autocorrelation 
method is describe in detail in Section 7.2.1. The covariance method is an alternative 
LPC extraction method that was found to be more suitable for pitch synchronous LPC 
analysis. This method is described in detail in Section 7.2.2.
3 .4 .2  L inear P re d ic tio n  A n alysis
In Equation 3.2 a time varying linear filter H{z)  was defined. This acts as a vocal tract 
model in the source-filter model of speech production assuming the parameters aj  are 
correctly obtained. The system H{z)  in Equation 3.2 is known as a LP synthesis filter 
as it is used in conjunction with an excitation signal to synthesise a speech waveform. 
Therefore the speech production model in Figure 3.3 can be simplified to that shown in 
Figure 3.4. The synthesised speech s{z) = G.e{z)H{z).  Therefore by using the inverse 
filter H~^{z):
(3.5)
3 = 1
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and assuming that H(z)  is optimum, such that the synthesised speech is identical to 
the speech under analysis, the excitation signal e(z) can be calculated as:
=  (3.6)
The excitation signal, e{z), often know as the LP residual signal, is regularly used 
within speech coders. It is used in the extraction of a pitch period. This pitch period 
is utilised as the interval between successive pulses in the pulse train used as the source 
for voiced speech excitation in the source-filter model. H~^{z)  is commonly referred to 
as an LP analysis filter, as it is used during the speech analysis stage in many speech 
coders. The effect of the LP analysis filter can be seen in Figure 3.5. The original 
speech and the residual signal is shown. The residual signal is lower in energy, and for 
the section of voiced speech shown can be seen to be similar to a pulse train that is 
often used to represent it. Figure 3.6 shows the spectrum of the speech and residual in 
Figure 3.5, as well as the LPC spectral response. The residual spectrum is much flatter 
as the LP analysis filter removes the short time correlations which correspond to the 
spectral shape.
3 .4 .3  A ltern a tiv e  L P  P aram eter  R ep resen ta tio n s
The LPC filter using coefficients obtained using the method suggested, provides a 
very good representation of the speech signal frequency domain envelope. If the LP 
parameters are going to be used to efficiently transmit information about the speech 
from an encoder to a decoder, the parameters must be quantised. During the decoding 
process it is often preferable to smooth or interpolate the LP parameters. Unfortunately 
the LP parameters cannot be directly interpolated or quantised. As they are the 
coefficients of an Infinite Impulse Response (HR) filter, they are very sensitive to small 
changes in value. A very small change in a parameter may result in a filter that exhibits 
a completely different frequency response to the original extracted LP filter. The filter 
may often become unstable which is a problem as there is no simple function which can 
be applied to the LP parameters to check the stability. Fortunately there are several loss 
less and reversible transformations of the LP parameters into other domains that yield
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coefficients that are far easier to manipulate. In the alternative domains simple filter 
stability checks exist, and the parameters are not overly sensitive to small distortions. 
Interpolation is also possible in these other domains.
Two of the alternate representations are the reflection coefficients, known as PARCOR 
(PARtial CORrelation) and LSF (Line Spectral Frequencies). PARCOR are particu­
larly efficient as they are computed as an intermediate step during the Levinson-Durbin 
algorithm and so no extra computation is required. Filter stability is also easy to guar­
antee by restricting all the reflection coefficients to possessing an absolute value less 
than 1. Unfortunately if the reflection coefficients values are close to 1, the filter transfer 
function becomes sensitive to small errors, similar to those that occur during quanti­
sation. A non-linear representation of the coefficients can reduce this problem. One 
such method commonly used are the Log-Area-Ratios (LAR) which are derived from 
the reflection coefficient ki as:
LARi = \ o g \ ^  (3.7)i  Ki
The inverse transformation is:
qLARi _  ^
^  QLARi I
PARCOR and LAR have been used in speech coders such as [8] in the past, but it is 
now most common to find the LSF representation of LPCs.
3 .4 .4  L ine S p ectra l F requencies
The most popular alternative representation of LP parameters are Line Spectral Fre­
quencies (LSFs) [46]. LSF are directly computed from Line Spectral Pair (LSP) co­
efficients. For the order LP filter, assumed to be stable, there is a set of p LSP 
parameters which can be used to completely describe the filter.
The Line Spectrum Pairs (LSPs) are related to the poles of the LPC filter JT(z),with a 
transfer function of:
H{z) = ^  (3.9)
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where:
p
A{z) = 1 — (3.10)
i=l
Assuming p is chosen even, A{z)  can be decomposed into its even and odd parts P{z)  
and Q(z).
P{z) = A{z) +  (3.11)
Q{z) = A{z) -  ^-(p+i)A(z-^) (3.12)
with:
=  (3.13)
The odd and even parts can then be re-written as:
P{z) —  1 — (cKl -f- Q:p)z  ^ — (cK2 -f- 0!p—i)z  ^ — . . . .  — (cKp -f- 0!l)z ^ ~  Z
=  +  A i z ^  - f  A 2 z P - ‘^  +  . . . - p A p Z - l ]
p + 1
=  ^-(p+1) J J ( ^ _ f l . )  (3.14)
i=0
Q{z) = 1 -  [ai -  OLp)z~^  ~  {a2 -  Oip-.i)z~'^ ~ .... -  {ap -  a \)z~^ ~  z~^^^
=  2:-(P+i)[zP+i +  Biz^  +  B2Z^-'  ^ -f-... -f- Bpz -  1]
p-\rl
=  z-(P +‘> f j ( z  -  bi) (3.15)
i=0
where a, and bi are roots of P{z) and Q{z) respectively, and
Ai —  — ( a i - f - c T p + i - j )  l < i < p
Bi = —(ai — ap+i_i) I < i < p (3.16)
If p is even, P{z) and Q{z) only have one real root at % =  —1 and z = 1 respectively.
All roots of P{z)  and Q{z) lie on the unit circle, and apart from the roots at % =  —1
and z = 1 they all exist in complex conjugate pairs. There are p unknowns, the roots of 
P{z)  and Q{z), which are the values of ai and hi. As all the roots lie on the unit circle, 
the angular information is sufficient to fully describe the filter. The LSP parameters 
are equal to the cosine of the arguments of the roots.
3.4. Linear Predictive Coding 40
The parameters are called Line Spectral Pairs (LSPs) as the angles w, which range from 
0 to 7T radians, are related in pairs {ooQ.,ojp.). The LSPs are calculated as:
LS'f(22) =  coa(wQj (3.17)
LSP{2i  + l) = cos(up,) 2 =  0 , 1 , . . . , ^ - 1
Computing the roots of the functions of P{z)  and Q(z) can be carried out in several 
ways. They can be computed directly by using numerical techniques to solve the two 
order equations, but this is computationally very complex. A number of other 
methods have been suggested such as the Adaptive Sequence LMS method [47], the 
Ratio Filter method [48], the Chebyshev series method [49] and the DTP method [50]. 
This project used the Real Root method to solve the polynomials.
As we know that P(z)  and Q(z) and roots at —1 and 4-1 respectively, we can factor 
these out as follows:
P'{z) =
Q'{z) =
P(z)
1 + 2
+ PizP-^ + ...  +  Pp (3.18)
@(z)
1 — z
Q qz^ Q i z ^   ^ 4-... 4 -Qp (3.19)
Po =  ~1 (3.20)
Qo = 1 (3.21)
Pi = - ( a i  4- cKp+i-i) -  Pi-1 I < i  < p  (3.22)
Qi — —(ai — ap+i-i) 4- Q i-i 1 < * < p (3.23)
As the coefficients of P'{z) and Q'{z) are symmetrical, the order of Equations 3.18 and 
3.19 is be reduced to p/2.
P'{z) = PozP + P i z P - ^ . . . P i z P o
= zP^‘^[Po{zP^‘^ 4- z~P/^) 4- Ai{zP/^-^ 4- 4-... 4- Pp/2] (3.24)
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Q'{z) = QqzP +  QizP  ^+  ...Q iz +  Qo
=  +  2-"/") +  +  ... +  Qp/g] (3.25)
Since all roots are on the unit circle, we can let z =  and apply =  2coa(w).
Then Equations 3.24 and 3.25 become:
P ' i e n  =  2eJ>“/^[Po cos(|w ) +  Pi c o s ( ^ w )  +  ... +  ip p /j]  (3.26)
Q 'ie n  =  2e ’^^ /^[Qo cos(|w ) +  Qi c o s ( ^ w )  + .. .  +  (3.27)
By substituting x =  cos(w). Equation 3.26 can be solved for x and similarly for Q{z). 
W ith p = 10, which is the most common case:
P'(æ) =  I6P0*® +  8Pix^ +  (4P2 -  20Po)x’ +  (2P3 -  8Pi)x^
+(5Po -  3 P2 +  P4 )x +  (Pi -  P3 +  Pb/2) (3.28)
As the polynomials have real roots and are only of order 5 (for p ~  10), numerical
root-finding methods such as the Newton-Raphson [51] method can be used to find the 
roots of P'(æ). From the roots, the LSF parameters are given by:
where T is the sampling period of the speech signal, and the LSFs are therefore ex­
pressed in Hz.
The inverse transformation from LSPs to LPC coefficients is far simpler than the for­
ward operation as we already have the roots of P{z)  and Q{z). The prediction coeffi­
cients ai can be directly solved through following equation:
A(z) ~  P{z)  +  Q{z) (3.30)
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3.4.4.1 LSP Properties
This section highlights some of the properties of LSF parameters that make them 
particularly suitable for LP modelling in speech.
The LSF parameters correlate directly with the LPC magnitude spectrum. Figure 
3.7 shows a typical LPC magnitude spectrum and the corresponding LSF parameter 
values. Grouped LSFs indicate the presence of a formant in the spectrum and the 
level of closeness is defined by the bandwidth or strength of a formant. A pair of 
LSFs very closely located indicates the presence of a large formant. The individual 
LSF coefficients are sensitive only to the local spectral characteristics. This results 
in a particularly useful attribute. Any spectral distortion incurred on an individual 
LSF will only affect the spectrum around the LSF value and not the entire spectrum. 
Because of this the LSF representation can exhibit a degree of robustness to errors that 
can occur in the transmission channels.
LSF number
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Figure 3.7: The spectra of an LPC filter and the corresponding 10*^  order LSF values.
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Figure 3.8: The LSF trajectories for a section of speech, the first 30 frames being near 
silence or unvoiced speech, the following being voiced frames.
A second useful property of the LSFs is the stability criteria. The range of LSF pa­
rameters is fixed between 0 Hz and half the sampling frequency (an 8 kHz sampling 
frequency was used throughout this project). The LPC filter is guaranteed to be stable 
as long as the LSF parameters are monotonically ordered, i.e.:
0 < LSF i < LSF2 < < LSFio < 4000 (3.31)
The stability check is useful during the quantisation and interpolation of LSF parame­
ters and as a method to detect transmission errors.
The final properties of LSF that make them the preferred method of LP modeling in 
this project is the inter and intra-frame correlations. The spectral redundancies that 
exist in the speech spectrum are still evident in the LSF domain. The strong inter­
frame correlations can be shown in Figure 3.8, which shows the plots of typical LSF 
trajectories. The strong correlation within the LSFs can be exploited by quantisation 
algorithms to produce highly efficient quantisation of the LP parameters.
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3.5 P itch  D etec tio n
The source-filter model of speech production used in many vocoders is heavily reliant 
on the correct identification of the pitch period. Although incorrect identification of 
the pitch may not necessary eliminate the intelligibility of the speech, pitch contributes 
largely to many of the natural qualities of speech. It conveys information such as the 
identity of the speaker, their emotional state and intonation.
In addition to the information held by the pitch information, the pitch period is often 
used within vocoders as an input to many other processing stages. For example, the 
pitch period is used during the process of voicing determination. For these two reasons, 
an accurate and reliable Pitch Determination Algorithm (PDA) is required. The per­
formance of the PDA has a dramatic effect on the performance of parametric speech 
coders.
The first stage in the identification of the pitch period is to define the concept of pitch 
periods. The pitch period is most commonly defined as the time between two glottal 
pulses, generated by the opening and closing of the Glottis (vocal cord). The pitch value 
may vary from one pulse to the next, and usually varies slowly during areas of voiced 
speech. Most PDAs estimate the pitch from a window of speech and assume the pitch 
to be stationary during the analysis period. The PDA must find the pitch value that 
best represents the signal within the analysis window. The periodic pulses within the 
analysis window result in a periodic speech waveform, that has a comb like spectrum 
consisting of equally spaced harmonics. This leads to the term pitch frequency. Pitch 
frequency is the separation between the harmonic frequencies.
The process of pitch determination can be fairly simple in highly periodic voiced speech 
such as vowel sounds. Unfortunately many sections of speech exhibit little or no period­
icity. During areas of unvoiced speech, pitch period has no meaning and is not generally 
required, but some speech signals have a mixture of voiced and unvoiced characteristics 
which consist of a periodic waveform contaminated with noise. Such speech occurs 
commonly during transitions such as unvoiced to voiced speech transitions. Identifica­
tion of the pitch during these periods of speech is often far from simple. Background 
acoustic noise or additional speakers also complicates the pitch determination process.
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PDAs also operate frequently on bandwidth limited speech where the fundamental fre­
quency has been removed. This is often the case for signals within the bandwidth 
limited PSTN. Formant interactions are also a problem as they can cause the speech to 
become highly resonant causing pitch estimation errors. All of these problems make the 
task of designing PDAs complicated. In general, PDAs fall into two categories, either 
time domain or frequency domain. Time domain algorithms attem pt to extract the 
pitch by identifying periodicity in the speech waveform. Frequency domain techniques 
focus on the spectrum of the speech signal to estimate the pitch. Some PDAs attempt 
to improve their accuracy by combining both frequency and time domain analysis. The 
following section introduces some of the fundamental pitch determination algorithms 
that have been proposed and used in speech coders over the last 30 years.
3.5 .1  T im e D o m a in  E stim a tio n
Time domain algorithms use the periodic similarity of the waveform to identify the 
pitch. The main principle of the time domain PDAs is to find the shift in the waveform 
that will maximise the similarity between the original signal and the shifted version. 
The shift that results in the highest similarity should be equal to the pitch of the signal. 
Obviously shifts of integer multiples of the pitch will also result in high similarity so 
caution must be taken not to select a pitch value of twice or more the correct value. 
Several time domain PDAs have been proposed such as the Auto-Correlation (AG) 
method and the Average Magnitude Difference Function (AMDF) [52]. These methods 
differ only in the quantitative measure of similarity.
3.5.1.1 Average M agnitude Difference Function
The AMDF PDA [52] is popular a PDA that has found use in many coders such as the 
LPCIO vocoder [53]. The similarity criterion is defined as:
- jv—1
X ) (3.32)
n = 0
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Figure 3.9: A section of speech and the AMDF function. Estimated pitch values are 
indicated by circles at the minima of the AMDF function.
where r  is the lag computed over a pre-determined range of values that correspond 
to the expected range of the pitch. A[r) measures signal disagreement rather than 
similarity and the pitch value will correspond to a trough in the signal A{t ). The AMDF 
of a section of speech can be seen in Figure 3.9. The main advantage of AMDF is that it 
uses only additions and subtractions that are traditionally simple and fast to implement 
within DSPs. However, most current DSPs now offer multiply-add instructions that 
operate in the same time as simple additions and subtractions, thereby removing the 
advantage of AMDF. Analysis of AMDF has shown relatively low performance [54], 
which is in part caused by its inability to cater for variations in the energy of the 
speech.
3.5.1.2 A uto-C orrelation M ethod
The auto-correlation function is defined by;
R yN-l(r) =  « (^) s (n -  r) (3.33)
where N  is the analysis frame length and r  is the shift. The function is a measure 
of similarity and the value of r  which maximises R{r) is the pitch. This simple auto­
correlation also suffers when rapid energy fluctuations occur during the analysis frame.
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Figure 3.10: A section of speech and normalised auto-correlation function. Estimated 
pitch values are indicated by circles at the peaks of the AC function.
To overcome this an energy normalisation factor can be incorporated. The normalised 
auto-correlation is defined as:
Rn {t ) —
i V - l
E  s ( n ) s ( n - r )
n = 0
N-1  ^ N-1' Z  Hn)\ E H n - r f
(3.34)
n = 0 n = 0
The value of Rn{r) will range from —1, indicating no similarity, to 4-1 indicating the 
signals s{n) and s(n — r)  are identical. The normalised auto-correlation, shown in 
Figure 3.10, provides reasonable performance but can often detect multiples or sub­
multiples of the pitch periods. Pre- or post-processing techniques have been suggested 
to eliminate these problems [55].
3 .5 .2  F requ en cy  D o m a in  E stim a tio n
The frequency domain representation of periodic speech exhibits a harmonic structure 
with peaks at multiples of the pitch frequency. By determining the distance between the 
successive harmonics the pitch is determined. All frequency domain techniques begin 
with the transformation of the speech into the frequency domain. Generally the speech 
is windowed and then transformed using a Direct Fourier Transform (DFT) [56]. It is 
necessary to zero-pad the speech buffer to increase the length to a power of 2, to allow
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the use of the lower complexity Fast Fourier Transform (FFT) [56] implementation of 
the DFT.
3.5.2.1 M agnitude Spectrum  Peak Picking
Magnitude Spectrum Peak Picking, also known as Harmonic Peak Picking (HPP), se­
lects the most likely pitch by analysing the peaks in the spectrum. The fundamental 
frequency can be detected either by detecting the largest common factor of the peak 
frequencies, or identifying the most common inter-peak distance. A simple implemen­
tation of this can be achieved by using a comb filter given by:
B(ku,o) =  < foru,  =  kuo,k =  l , 2 . . .
0 otherwise
where W{kujQ) is the window function. The comb filter is then correlated with the 
speech spectrum s(w). The correlation gives:
=  T  a(Wo)W(Awo) (3.36)
fc=i
where is the assumed maximum frequency of the speech signal. The correlation 
C(uj) will be maximised when coq is equal to the fundamental frequency as the comb filter 
response will match the harmonic peaks. HPP has been found to perform reasonably
well in the presence of background noise [57] and when the first harmonic frequency
has been filtered out.
3.5.2.2 Synthetic Spectral M atching
This method identifies the fundamental frequency by minimising the error between orig­
inal speech spectrum and a synthetic spectrum based on an estimated pitch cuq [58]. 
The synthetic spectrum is generated by assuming the speech spectrum is composed of 
only voiced harmonics, located at multiples of the pitch frequency. Values of cuq are 
searched, and the one that gives a synthetic spectrum closest to the original spectrum
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is taken as the pitch frequency. As the spectrum is assumed to be composed of voiced 
harmonics located at multiples of the candidate fundamental frequency ojq, the syn­
thetic spectrum s(w, ujq) is approximately equal to the convolution of pulses located at 
multiples of the candidate fundamental frequency uq and the spectrum W(w) of the 
window function, applied to the original speech, during the Fourier transformation. A 
scaling factor of A i{uq) is applied to the pulses to provide the best possible match with 
the original spectrum. The synthetic spectrum g(w, wo) is defined by:
a(w. Wo)
^o(wo) w)
Ai(wo) W{^ w — Wo)
Ai(wo) W { ^  u — I Wo)
(3.37)
where N  is the length of the FFT, and the scaling factors A/(wo) are defined as:
27T
Az(wo) = oj=aibi 27T
(3.38)
io=ai
A|(wo) is selected so that A;(wo) W { ^  w — I w q )  is optimally matched to s(w), using 
a MSB criterion. The harmonic boundaries ai and bi are defined as:
ai = 
hi = + s'"» =  ai+i -  1
(3.39)
(3.40)
An MSB measure is then used to compare the synthetic spectrum s(w, w q )  for candidate 
fundamental frequency wo with the speech spectrum s(w). The MSB E{ojq) is defined
as:
i V - l
^  ( a ( w )  -  s ( w , W o ) ) ' (3.41)
The value of wq minimising E{ojq) is then selected as the pitch frequency.
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3.5.2.3 S inusoidal Speech M odel M atch ing
The Sinusoidal Speech Model Matching PDA (SSMM-PDA) was originally developed 
by [59], and modified by [57]. It is a frequency domain pitch detection algorithm. 
It is similar to synthetic spectral matching algorithm as it attempts to find a match 
between the speech spectrum and the spectrum of a synthesised signal. The SSMM- 
PDA assumes the speech signal is composed of a number of harmonically unrelated 
sinusoidal components given by:
L
=  (3.42)
i=l
with spectral amplitudes Ai, frequency ui and phase <j)i of the sinusoidal component. 
A synthetic signal of fundamental frequency ojq and composed only of harmonically 
relayed sinusoids, is then generated. The synthetic spectrum s(n, wq) is given by:
fc(wo)
S(n,Wo) =  (3.43)
/=1
where Ai represents the spectral amplitude of the synthetic spectrum for the har­
monic. The value of wg which minimises the MSE between s{n) and s(n, wg) is then
chosen as the fundamental frequency. A complete search of all values of wg is a complex 
procedure, but by applying certain assumptions, the process can be simplified [59]. The 
assumptions made are:
The first assumption is that the spectrum of s{n) is well resolved and can be approx­
imated by “sine” type functions, located at each of the component frequencies and 
scaled by Ai{n), where I is the sinusoid number.
Next it is assumed that the spectrum of s(n, w g )  is well resolved and can be approxi­
mated by “sine” type functions, located at each of the harmonics of the candidate fun­
damental frequency wg and scaled by the spectral envelop at the harmonic frequency 
for s(n, W g).
The next assumption is that the matching between a sinusoidal component of s{n) and 
a sinusoidal component of s(n, wg) can be computed as the product of their respective
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spectral amplitudes and a distance function Z)(w/ — fewg). The advantage of the distance 
function, usually the main lobe of a sine function, is that it can be pre-computed and 
stored in look-up tables to increase the algorithm speed.
The penultimate assumption is that each sinusoidal component of s(n) is represented 
by only one component of s(n, wg). The one which has the greatest matching, usually 
the closest, is used.
Finally it can be shown that minimising the error:
N
Y^[x{k) -  y{k,a,b,c,...)Ÿ  (3.44)
k=0
over variables a,b ,c,... is equivalent to maximising the function:
N
i j t k .  a . h .  r.. . ..MxAk')  —  ^  .1y{ , , 5, c, .)[x{ - -y(fc, a, 5, c , ...)] (3.45)
k=0
These assumptions allow the fundamental frequency to be determined by maximising 
the metric M(wg) with respect to the pitch candidates wg:
M(wg) =  ^  Â{küJo){maxi[AiD{ui -  A?wg)] -  -Â(fcwg)) (3.46)
k—l
where À{kuQ) is the amplitude of the k^^ harmonic in the synthetic spectrum, FT(wg) =  
is the number of harmonics for the given pitch value, D(uji ~  fcwg) is the distance 
measure and is defined as:
0 X  >  7T
The amplitude of the k^^ harmonic of the synthetic spectrum A{ku>Q) can be approxi­
mated from the spectral envelope of the original speech spectrum. One method to get 
the spectral envelope suggests interpolating between the peaks in the original spectrum 
[59]. The performance of SSMM-PDA is better than that of the SSM as it discards 
sub-multiples of the fundamental frequency.
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3.6 Q uantisation
The initial stage in any digital speech coder is the conversion of the analogue speech into 
the digital domain. The conversion from the analogue domain to the digital domain 
consists of two separate stages. Firstly sampling, which measures the analogue signal 
at regular time intervals, and secondly quantisation. Quantisation reduces the analogue 
signal, with infinite range and accuracy, to a finite set of levels that can be represented 
as an index, which can be transm itted as a digital bitstream. The work proposed in 
this document deals entirely with narrow-band speech that is bandwidth limited from 
300 Hz to 3400 Hz. The Nyquist theory tells one that in order to avoid sampling 
problems such as aliasing, the sample rate should be at least equal to twice the highest 
frequency that exists in the analogue signal. The narrow-band speech used throughout 
this project is sampled at 8 kHz to avoid these problems. The main disadvantage of 
quantisation is that an error, or quantisation noise, is introduced. The quantisation 
noise is a result of the difference between the continuous amplitude analogue signal and 
the discrete amplitude digital signal. Quantisation error can be reduced by decreasing 
the step size between the discrete digital levels, which requires a larger number of bits 
to represent the larger number of possible indexes. The speech signals processed in this 
project are quantised to one of 65536 digital steps, requiring a 16-bit digital index.
Early speech coders such as ADPCM [11] achieved compression by simple quantisation 
of the speech waveform. Unfortunately, little gain can be achieved by direct quanti­
sation, and more complex parameter based schemes have been proposed. In all these 
schemes, such as the source filter model described in section 3.3, the model parameters 
are transmitted to the decoder from the encoder. Parameters such as the LSFs used to 
represent the filter are analogue in nature. They are constrained in value, but continu­
ous, and must be quantised to discrete digital values so that they can be transmitted to 
the decoder. Many quantisation schemes have been proposed with the aim of reducing 
the incurred parameter quantisation error, reducing the computational complexity of 
the process and increasing the coding efficiency to lower the overall bit rate. The two 
main approaches to parameter quantisation in low bit rate speech coders are scalar and 
vector quantisation [60]. The following sections introduces these topics.
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3 .6 .1  Scalar Q u an tisa tion
Scalar quantisation is the process of digitising each analogue sample separately. It 
is a simple process that requires little storage space, is robust to channel errors and 
low in computational complexity. Each input sample value is compared to a finite 
set of amplitude values, and the closest of the finite values is used to represent the 
input amplitude. The distance between the finite set of digital values is known as the 
quantiser step size, A. Each of the finite digital values A„ is known as a code-word 
or CO de vector and has a digital representation that is used for transmission purposes. 
Several different forms of scalar quantiser have been proposed and are described below.
3.6.1.1 Uniform  Quantiser
A uniform quantiser assumes that the input signal has a uniform probability density 
function and the signal will vary between two values ±Xmax- The quantisation step 
size A is fixed and determined only by the signal range X^ax  and the number of 
quantisation levels. It is sensible to choose the number of quantiser levels to be of the 
form 2^ in order to make efficient use of B  bit binary codewords. The step size is given 
by:
A =  (3.48)
In a uniform quantiser the only way to reduce quantisation error is to increase the 
number of bits used. As the uniform quantiser assumes the input signal has a uniform 
probability density function varying between ±Xmax with a constant height of ^ —  
the resultant signal to noise ratio can be calculated. The signal to noise ratio is given 
as:
S N R  = 2^^ = dB (3.49)
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3.6.1.2 Optim um  Quantiser
The optimum quantiser minimises the signal to noise ratio of a quantiser with a fixed 
number of bits.It achieves this by selecting the quantiser levels by considering the 
probability density function of the signal to be quantised. Often the input samples 
do not have a uniform probability density function. One example is a speech signal 
where the probability of smaller amplitudes occurring is far higher than the probability 
of higher amplitudes occurring. Therefore a quantiser with non uniform step sizes 
between the quantisation levels can cover the dynamic range of the signal with more 
accuracy than a uniform quantiser. The average quantisation noise is dependent on the 
quantisation error and the probability of the signal falling within the quantisation step. 
By reducing the step size where the probability is higher, at the expense of a higher 
step size where the probability is lower, the average distortion due to quantisation can 
be minimised.
The design of optimum quantisers requires knowledge of the signals probability density 
function. More often than not this is known. For speech, several optimum quantisers 
have been proposed. They are generally based on compounding logarithmic sampling 
such as the A-Law and fi-Law pulse code modulation proposed by Cattermole [61]. 
In these schemes, the quantiser levels are closely spaced for small amplitudes and the 
spacing gets progressively larger for higher amplitudes. Compounding quantisers re­
quire fewer bits to quantise the speech when compared to uniform quantisers with the 
same average quantisation distortion.
3.6.1.3 A daptive Quantiser
Adaptive quantisers adapt the step size of the quantiser to suit the local signal. They 
can fall in to one of two categories, forward or backward adaptive quantisers. Figures 
3.11 and 3.12 show the block diagram of forward and backward adaptive quantisers. 
Forward adaptive quantisers estimate the variance of the signal from the current and 
future samples and use this to scale the signal to reduce the range of the signal for 
quantisation. Forward adaptive quantisers require the scaling factor to be transmitted 
to the decoder which in its self requires a number of bits. Backward adaptive quantisers
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Figure 3.11; A block diagram of a  forward adaptive quantiser
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Quantiser
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Figure 3,12: A block diagram of a backward adaptive quantiser
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Figure 3.13: A block diagram of a simple vector quantiser
estimate a scaling factor from the previously quantised values. As these are available 
at the decoder, no scaling factor needs to be transmitted to the decoder. The per­
formance of the adaptive quantisers is dependent on the input signal and the choice 
of buffer size used to calculate the signal variance. Adaptive speech quantisers have 
been suggested that significantly increase the signal to noise ratio when compared to 
logarithmic quantisers of the same rate. One example is Adaptive Differential PCM 
[14] which quantises narrow band speech at 32 kbps at a quality roughly equal to the 
64 kbps logarithmic PCM [12].
3 .6 .2  V ector Q u an tisa tion
Vector quantisation is the process of jointly quantising a discrete set of values as a 
single vector. A vector æ, comprised of N real value discrete variables is mapped onto 
another real values N-dimensional vector y, which is chosen from a finite set of vectors 
Y .  The finite set of vectors is known as a codebook and the size of the codebook is 
equivalent to the number of levels in a scalar quantiser. A block diagram of a simple 
vector quantiser is shown in Figure 3.13. The vector y is chosen from the codebook to 
be the closest to the original vector x  using any preferred distortion criterion. Vector 
quantisation provides two main advantages over scalar quantisation. Firstly fractional 
rates in bits per sample can be achieved. Secondly, and most importantly, according 
to Shannon’s rate distortion theory, vector quantisation should always provide better 
performance than a scalar quantiser at the same rate [62] [63]. The disadvantage of 
vector quantisation is the complexity and the storage costs. The complexity and storage 
costs grow with the vector and codebook size. In order to achieve a good compromise
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between quantiser performance and complexity and storage costs, a number of vector 
quantisation variants have been developed. Two variants, split vector quantisation [64], 
and multi-stage vector quantisation [65] are described in section 3.6.2.2 and 3.6.2.2.
The codebooks used within a vector quantiser are often pre-computed before use and 
require a training process to populate the codebook. The training process used to 
design an L  level codebook partitions the N-dimensional space into L  cells Q . Each 
cell Ci is assigned a vector %. During quantisation the vector % is chosen if x falls 
within Ci. Many codebook training algorithms have been suggested such as the K- 
means algorithm [60] and the Linde Buzo Gray (LEG) [66] algorithm. The training 
algorithms generate a codebook using a training set of vectors. The LEG algorithm 
gives good performance and is detailed below.
3.6.2.1 The LEG A lgorithm
The LEG algorithm [66] is an iterative algorithm that will design a 2^  entry quantiser 
codebook, to minimise the weighted mean squared error over a training database of 
vectors. The algorithm operates as follows:
1. An initial one entry codebook is chosen, with the only codevector Vi (0) computed 
to be equal to the average of the M vectors in the training database:
M
M
This is design stage N = l.
Vl(0) — (3.50)
m = l
2. Each vector V)v(fc) in the codebook Cn  is split in to two, generating codebook 
Cjv+i where:
Viv+i(fc) =  (1 -f-e) V)v(^) (3.51)
W + i(2 " - i  +  fc) =  ( l - e )Vw(fc)  (3,52)
e is a small value several orders of magnitude smaller than the vectors.
3. Next the codebooks are optimised. The training database of vectors is processed 
and each one is allocated to the codevector Vjv(^) that minimises the weighted
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means squared error. After this partitioning each codevector is updated. The 
value is changed to the average of all the vectors that were allocated to the 
codevector. The partitioning and updating process is repeated until the overall 
quantisation error for the entire training set shows no major improvement. This 
gives a codebook tha t is optimum at the current stage.
4. Steps 2 and 3 are repeated until the codebook of the desired size has been ob­
tained.
LEG is a simple and popular algorithm for training vector quantiser codebooks. It is 
relatively fast and gives good results in simple cases. LEG has been used widely to 
train codebooks during this project.
3.6.2.2 Split Vector Q uantisation
Vector quantisation is particularly useful as a method to quantise many of the para­
metric speech parameters. Parameters such as the linear prediction filter coefiicients 
(in the form of LSFs) exist in sets of related values. The joint quantisation of these pa­
rameters provides coding gain by utilising the intra-frame correlations. Unfortunately 
large vectors and large codebooks lead to a complex and slow quantisation process. The 
complexity can be reduced by splitting the vector into several parts, and quantising 
the sub-vectors with individual codebooks.
In split vector quantisation system, an input vector x is represented by a vector x given 
by:
^ {{2/1,û,0) (3.53)
The vector x  is divided into R  sub-vectors, each of length Nr. The element of 
the codevector from the codebook is yr,j,n- The codebook index for the 
sub-vector is ir-
Assuming the vector search process requires one multiply-add instruction to compare 
each of the N  vector element in the vector, the complexity of the search for a codebook 
with L  vectors, with L = 2^ where B  the number of bits, is given by:
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C = N  L — N  2^ multiply — adds (3.54)
The amount of memory required to store the codebook, assuming each codevector 
requires N  locations is:
M  = N  L = N  2^ memory locations (3.55)
The complexity and memory requirements for split vector quantisation are the sum of 
the requirements of the sub-vector quantisers. If the vector is split into K  sub-vectors 
of lengths { ^ 1 , ^ 2 , N k } and quantised with codebook sizes 2^^ . . . ,  2^^}  , the 
complexity and memory requirements will be as follows:
K K
C =  2 ^ \  M  =  2^" (3.56)
k=l k=l
A comparison between the memory requirements of vector quantisation and split vector 
quantisation is shown in Table 3.1. Here it is assumed that the original vector contained 
10 elements (as is the case when quantising LSF parameters) and the vector is split 
either in to 2 vectors of 5 elements, or 5 vectors of 2 elements. The complexity and 
memory requirements are significantly reduced by splitting the vector.
Quantisation Vector Sizes Bits Complexity Memory storage
VQ 10 20 10485760 10485760
SVQ 5,5 10,10 10240 10240
SVQ 2,2,2,2,2 4,4,4,4,4 160 160
Scalar 1,1,1,1,1,1,1,1,1,1 2,2,2,2,2,2,2,2,2,2 40 40
Table 3.1: Comparison between the complexity and memory requirements of vector 
quantisation, split vector quantisation and scalar quantisation of a 10 element vector 
quantised with 20 bits.
Obviously there must be a disadvantage to splitting the vector otherwise it would be 
more sensible to quantise the elements of the vector with a scalar quantiser. As the
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vector is split the advantages of vector quantisation as described in Section 3.6.2 are 
lost. The correlations between elements in different sub-vectors are not exploited, so 
part of any existing intra-frame correlation is not utilised. As a result the quantisation 
efficiency decreases greatly as the size of the sub-vectors reduce.
3.6.2.3 M ulti Stage Vector Q uantisation
Multi-Stage Vector Quantisation (MSVQ) [65] is another variant of vector quantisation 
designed to reduce the complexity and storage requirements of vector quantisation. 
During MSVQ, the input vector x is quantised in several stages by a number of code­
books, and the quantised vector x  is formed by summing the vectors for the various 
codebooks.
^ =  +  (3.57)
where K  is the number of stages, is the codevector from the codebook and 
ik is the codebook index for the stage.
The codebooks at each stage can be relatively small, reducing the storage requirements. 
For example, the 10-element vector from Table 3.1 could be quantised in a two stage 
system with two 10-bit codebooks requiring only 20480 memory locations. In general 
the memory requirement of an MSVQ system is given by:
K
M  =  iV ^ 2 ^ '=  (3.58)
k=l
Where K  is the number of stages, each of Bk bits and N  is the length of the input 
vector.
Unlike split vector quantisation the quantisation gain achieved by exploiting intra­
vector correlation is not lost as the entire vector is quantised at each stage. Unfortu­
nately memory and computational complexity can higher. The complexity of the search 
is dependent of the search strategy used. During quantisation with a vector quantiser 
or a split vector quantiser, the search strategy is simple. Each vector in each codebook 
is searched once.
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The simplest MSVQ search strategy is sequential search. In this strategy the multiple 
stages are considered to be independent of each other. The input vector x is first 
quantised by the first stage codebook Yq and the vector y^Q ^ with index z'o, is selected to
minimise the quantisation error. The index from the first stage is then fixed, and the
error vector x — y^ is computed. The error from this stage is then used as the input 
to the next stage and is quantised. This process is then repeated for each stage in the 
MSVQ. The complexity of this search is equal to the sum of the complexity of a full 
search through each codebook and is given by:
K
C =  JV (3.59)
k=\
The sequential search is sub optimal. It is assumed that by minimising the distortion 
at each intermediate stage, the overall distortion will be minimised. This may not 
necessarily be the case and the quantisation efficiency is lowered by this assumption. 
The optimal search is known as a full search. During a full search each stage is searched 
in conjunction with all other stages. Every combination of codebook vectors x = y^Q + 
sfiould be compared with input vector x. This will guarantee that optimal 
quantisation occurs. The problem with full search is that is it highly complex. For 
example the 10-element vector from Table 3.1 could be quantised in a two stage system 
with two 10-bit codebooks. Each element of the 10-bit first stage codebook would 
need to be searched once for every element in the second stage codebook, requiring 
10,485,760 multiply-add instructions. This is exactly the same complexity as vector 
quantisation, so the only saving made is in memory usage. The search complexity of 
full search is equal to:
KE  BuC = N  2k=i (3.60)
Sequential search and full search are the two extremes of MSVQ search. Another search 
procedure known as the M-best tree search has most of the advantages of the full search 
over the sequential search, while still maintaining a reasonable complexity. Instead of 
selecting the best vector at each stage, the best M vectors are chosen. M quantisation
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Figure 3.14: A diagram demonstrating the M-best tree search algorithm for 4 stage 
MSVQ with M equal to 2. The dotted lines indicate the searched paths, and the solid 
lines and filled nodes indicate the selected path at each stage.
errors are computed and each one is passed to the second stage. The second stage is 
searched M times, once for each of the error vectors. After the second stage the M 
vectors that achieve the lowest overall distortion at the end of the second stage are 
kept. This procedure is repeated for each stage of the codebook. At the last stage, the 
path giving the lowest overall distortion is selected. This process is shown in Figure 
3.14.
Obviously the complexity of the search is dependent on the value of M for all stages 
except the first. The complexity of this search is given by:
K
C = N  (2^° + M  ^ 2 ^ k )
k=2
(3.61)
When M  = 1 tree search is identical to sequential search. As is shown in Equation 
3.61 the complexity of the first stage is independent of M. This can be used during the 
design of an MSVQ system to limit the complexity.
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For example the 10 element vector from Table 3.1 could be quantised in a three stage 
system with an initial 5 bit codebook a second 10 bit codebook and a final 5 bit 
codebooks {B — {5,10,5}). This would require 105,920 multiply-add instructions. 
Alternately, the 10 element vector from Table 3.1 could be quantised in a three stage 
system with an initial 10 bit codebook and two 5 bit codebooks {B — {10,5,5}). 
This would require 16,640 multiply-add instructions, and represents a large saving over 
full search, with the same storage requirements and a similar performance. In fact, 
experiments show that such a tree search can give performance close to that of a full- 
search even with a small value of M [67].
M SV Q  C odebook  T rain ing  The basic LBG algorithm described in section 3.6.2.1 
is designed for single stage codebooks, not multistage codebooks. It has been adapted 
and can be used to sequentially optimise each codebook stage. It firstly designs code­
books for stage 1 of the MSVQ. Then a training database is quantised and the quan­
tisation errors are computed and used to design the codebook for the following stage. 
This process is then repeated until the required number of stages have been designed. 
This sequential optimisation does not provide the best performance, as each codebook 
is optimised as if it were the final stage of the MSVQ quantiser.
A better alternative is to use an iterative sequential optimisation. An initial set of 
MSVQ codebooks are designed (using sequential optimisation) and each codebook is 
then optimised by assuming that all the other stages are fixed. The training vectors 
are quantised using all the other stages, apart from the stage being optimised, and the 
quantisation error vectors are used as the training data to optimise that stage. The 
process is iterated until the codebooks have converged.
A method to jointly optimise all codevectors of all stages after each iteration, using si­
multaneous joint codebook design was proposed in [68]. This method is highly complex, 
but does give slightly better performance results than iterative sequential optimisation. 
Because of this it has been used to optimise MSVQ codebooks used within this project.
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Figure 3.15: A block diagram of a simple time synchronous parametric encoder/decoder 
pair.
3.7 T im e Synchronous P aram etric C oder O peration
This section outlines some of the basic operational detail of many parametric coders 
that operate time synchronously. They are referred to as time synchronous coders as 
the speech is segmented and coded in fixed time blocks or frames. A typical length of 
frame, or update rate, is from 10 ms to 30 ms which is a range of 80 to 240 samples 
assuming 8 kHz sampling is used. Examples of time synchronous parametric coders are 
the Multi-Band Excitation (MBE) vocoder [58], Mixed Excitation Linear Prediction 
vocoder (MELP) [69] and the Split-Band Linear LPC vocoder (SB-LPC) [36]. The 
MELP coder as standardised for the United States federal 2400 bps coder [70] uses a 
frame length of 22.5 ms (80). SB-LPC uses a 10 ms update rate for operation at 4 
kbps and a 20 ms update rate for operation at 2.4 kbps. Figure 3.15 shows a simplified 
block diagram of a time synchronous parametric coder.
The encoder consists of three major stages:
B uffering: The input speech is buffered until a frame of speech is stored. Often a
slightly larger buffer is used as the analysis is not necessarily restricted to only the 
samples that fall within the current frame. In many coders the analysis window used 
is larger than the frame size and look ahead is needed.
A nalysis: Parametric analysis is performed on each frame of speech (often using
speech from the neighboring frames to increase the analysis window when necessary)
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and a set of parameters is extracted for the frame.
Q u an tisa tio n  The frames parameters are then quantised for transmission. The bits 
are packed and transm itted across the communication network.
The decoder consists of 4 stages:
B uffering: The data from the channel must be buffered until at least one frames
worth of data is available.
D eq u an tisa tio n : The data from the channel is dequantised and the speech parame­
ters recovered. Assuming no errors occurred on the channel the parameters should be 
identical to the quantised parameters at the encoder.
P a ra m e te r  In te rp o la tio n : A majority of speech coders use interpolation to smooth
the changes in the parameters. During the decoding process two sets of parameters are 
associated with each frame, the previously transmitted set and the current set. The 
parameters from the last set are used to synthesise the beginning of the current frame, 
and the current parameters are used to synthesise the end of the frame. Intermediate 
parameters are calculated as a mixture of the two sets, dependent on the position within 
the frame. Interpolation helps to smooth out the stepped changes in parameters that 
can occur due to the periodic sampling of the speech waveform. Time synchronous 
analysis of speech assumes that speech is stationary during the analysis window and 
changes only between frames. This is in effect a sampling process occurring at the 
frame update rate. However, speech waveforms are not sampled and vary continuously 
with time. Interpolation smoothes the steps in parameters, attempting to match the 
original characteristics of the speech.
P a ra m e tr ic  Synthesis: The parameters (either straight from the decoder or after
interpolation) are used to synthesise the decoded speech.
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3.8 C onclusion
This chapter has provided a brief introduction to some of the fundamental speech coding 
techniques that will be referred to throughout this document. The simple source filter 
principle is fundamental to much of the work presented in the following chapters. Like 
many speech coders, the coder proposed in this project uses LPC to achieve efficient 
representation of the spectral characteristics, and uses the LSF representations for 
quantisation. MSVQ quantisers have been used to quantise the parameters, and a 
pitch detection algorithms has been used to estimate a pitch value. The concept of 
time synchronous coding has been described, and in Chapter 5 an alternative to time 
synchronous coding is proposed.
C hapter 4
Sinusoidal Speech Coding
4.1 In trodu ction
This chapter introduces parametric speech coders. These vocoders code speech using 
a model-based approach, where the model is based on the human speech production 
mechanism. The speech is then transm itted as the parameters of the speech model. 
Most of the vocoders presented in this chapter use a two stage, excitation and spectral 
shaping approach. Several of the basic vocoder types are briefly described at the 
beginning of this chapter.
The second half of this chapter introduces the Split-Band LPC vocoder [34], a sinusoidal 
vocoder that was used for the basis of all the work presented in this document. A 
detailed description of the 4 kbps variant of the SB-LPC is given.
4.2 E xistin g  P aram etric Techniques
This section introduces some of the parametric vocoders that have been proposed over 
the last 70 years.
67
4.2. Existing Parametric Techniques 68
4 .2 .1  C han n el V ocod er
Channel vocoder represents speech as a pitch period, a binary voicing decision and the 
magnitude values of several frequency bands. The input speech is split into separate 
frequency bands using band pass filters. Typically 14 to 38 separate frequency bands 
are used. The band-filtered signals are then rectified, low pass filtered and sampled. 
This results in a magnitude value for each frequency band. A pitch detection algorithm 
is used to extract the pitch, and a binary voiced/unvoiced (v/uv) decision is made. The 
band magnitudes are then quantised along with the pitch and voicing and transmitted 
over the channel. The decoder uses either white noise or a periodic train of pulses as 
excitation. The excitation is then scaled by the frequency band magnitudes and passed 
through band pass filters. Summing the output of the bandpass filters produces the 
synthesised speech. A complete encoder/decoder block diagram is shown in Figure 4.1.
The first channel vocoder was demonstrated in 1939 by Homer Dudley [71]. This 
original vocoder used analogue band pass filters and analogue circuitry to obtain pitch 
and voicing decisions. As it was the first speech coder to operate at low rates, the 
channel vocoder was used to transmit encrypted speech during the Second World War. 
The low bit rate is achieved by neglecting the short-term spectral phase information. 
This is possible as the human ear is considered to be largely insensitive to short-term 
spectral phase changes. Due to the poor voicing and pitch estimations the original 
synthetic speech was poor. As technology has advanced, so has the synthetic speech 
quality produced by channel coders. Modern channel vocoders using digital PDAs and 
voicing determination can produce reasonable quality speech in the range of 1.2 kbps to 
2.4 kbps [72]. Channel vocoders are a relatively simple technology by today’s standards 
and can operate in even the most modest digital signal processors.
4 .2 .2  Form ant V ocod er
The formant vocoder [73] is a variation on the channel vocoder. Instead of trans­
mitting regular frequency bands, speech formants are identified and their frequencies, 
band widths and amplitudes are transm itted [73]. Normally only 3 or 4 speech formants 
are used, allowing a significant bit reduction compared to channel vocoders. Typical
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Figure 4.1: A block diagram of a channel encoder and decoder.
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formant vocoders can operate at bit rates below 1.0 kbps, and can give speech qual­
ity better than channel vocoders. The major problem with formant vocoders is the 
detection and tracking of the formant frequencies.
4 .2 .3  C ep stra l V ocod er
Cepstral vocoders, also known as Homomorphic vocoders, attem pt to deconvolve the 
speech waveform into the speech excitation signal and the vocal tract filter response. 
The vocal tract filter response is then quantised and transm itted to the decoder along 
with a pitch and voicing decision. The coder separates the speech, which is assumed 
to have been produced by the linear convolution of the excitation, E(z)  and the vocal 
tract filter A(z) using the time-frequency domain relationships. Linear convolution of 
two signals in the time domain is the equivalent of multiplication of the two signals in 
the frequency domain. Taking the logarithmic of the frequency domain results in an 
addition of the logs of the two signals:
Zog[g(w)] =  log[E{uj)A(üj)] =  log[E{cu)] +  log[A{u)] (4.1)
Inverse Fourier transform of the log spectrum transfers the signal into a new domain 
in which the excitation and vocal tract signals occupy different regions. As the vocal 
tract varies slowly it maps to the low frequencies of the new domain. The excitation 
varies more rapidly and maps to the higher frequencies. Simple filtering is then used 
to separate the two signals. The first few samples of the new domain are quantised 
and transmitted to convey the vocal tract information. The process is reversed at 
the decoder, and the synthesised speech is obtained. The encoder/decoder operation 
is shown in Figure 4.2. The main drawback of Cepstral coders is that they are very 
sensitive to background noise. Since the spectrum of the speech is no longer simply 
the multiplication of the excitation spectrum with the vocal tract filter spectrum, the 
performance of the separation process defined in Equation 4.1 rapidly decreases when 
applied to speech containing noise.
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4 .2 .4  L P C  V ocod er
Possibly the most popular class of vocoder are the LPC vocoders. They use a simple 
source filter model with the filter modelled using an LPC filter as described in Section 
3.4. Figure 4.3 shows a simplified diagram of an LPC Vocoder.
LPC modelling is a highly efficient method for transmission of the vocal tract frequency 
response. LPC extraction is relatively simple and LP parameters can be efficiently 
quantised. Examples of standard coders based on the LPC model are the US Federal 
Standard Coder LPC-10 [53] and Mixed Excitation LP (MELP)[26], the new NATO 
standard coder.
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4.2.4.1 M ELP Vocoder
MELP improves over the basic LPC vocoder by including additional excitation modes. 
Rather than just voiced or unvoiced excitation MELP utilises excitation signals that 
contain both voiced and unvoiced parts. It also includes an aperiodic pulse mode and 
adaptive spectral enhancements.
MELP divides the speech into several frequency bands using band pass filters, and esti­
mates a voicing level for each band. The MELP synthesiser [69] generates an excitation 
signal with different mixtures of pulse and noise in each of a number of frequency bands. 
A pulse excitation sequence is generated and passed through a filter with a response 
calculated by summing bandpass filters weighted by the voicing level in that band. A 
noise excitation source is generated by passing white noise through a filter generated 
by a similar weighted sum, with weights set to keep the total pulse and noise power 
constant in each frequency. The noise source and pulse excitation are then summed to 
give the mixed excitation signal. A simple diagram of the MELP synthesiser is shown 
in Figure 4.4. An aperiodic mode allows the coder to model speech transitions where 
sporadic pulses may occur. Adaptive spectral enhancements simply adjust the LPC 
parameters slightly to broaden the formants. The pulse dispersion filter is a simple 
filter that spreads the energy within each cycle.
The mixed excitation used in MELP makes it very robust to background noise. By al­
lowing all frequency bands to contain both voiced and unvoiced excitation, background
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noise contaminated speech signals can be better modelled. This has made MELP pop­
ular in military applications where intelligibility in all conditions is a priority.
4 .2 .5  S inusoidal S p eech  M o d el
Sinusoidal speech coders model speech as a linear combination of sinusoidal waveforms
with time varying amplitudes, phases and frequencies. An infinite summation of sine
waves can be used to represent any signal, where:
oo
5 (4.2)
k=0
Afc is the amplitude, is the frequency and <f)f. is the phase of the kth sinusoid. There­
fore a speech signal could be coded by transmitting only the frequencies, phases and 
amplitudes. Assuming that the parameters of the sinusoidal model are slowly evolving, 
the speech could be coded at a relatively low rate. This model would work for all signals 
not just speech. McAulay and Quatieri [74] made a speech specific adjustment to the 
sinusoidal model to take advantage of the harmonic characteristics of voiced speech. 
By restricting the sine wave frequencies to integer multiples of a fundamental frequency 
(the pitch frequency of the speech) and assuming that the waveform is stationary for 
a given period, low rate sinusoidal coding can be achieved. McAulay and Quatieri 
proposed the following speech model:
K
s{n) = sin {ku>on-i-^k) (4.3)
fc=0
where ojq is the fundamental frequency. K is the number of harmonics that fall within 
the bandwidth of the speech. This sinusoidal model provides a good representation 
only for fully voiced speech. Fortunately unvoiced portions of the waveform can be 
modelled by randomly varying the phase of the unvoiced harmonics. The early si­
nusoidal coders operate by extracting harmonic amplitudes and phases from the short 
time Fourier transform of a frame of input speech. The model parameters are quantised 
and transmitted to the decoder. Banks of sinusoidal oscillators synthesise the speech 
at the decoder. Initially complex tracking methods were used to follow sinusoidal pa­
rameters from frame to frame. Simplifications have been made that make sinusoidal
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speech coding a simple, practical and efficient algorithm [75]. Below a sinusoidal coder 
known as Multi-Band Excitation (MBE) is described. This is a widely used coder and 
has have been standardised for the INMARSAT-M system.
4.2.5.1 M BE Vocoder
The MBE Vocoder was first proposed by Griffin and Lim in 1988 [58]. It is a sinusoidal 
based coder that uses a fundamental frequency, harmonic amplitudes, phases and voic­
ing decisions to represent the speech. Rather than using a binary voicing decision as 
used in many coders, it transmits a voicing decision for several bands of frequencies. 
A diagram of the MBE encoder and decoder is shown in Figure 4.5 and 4.6. Firstly 
the fundamental frequency is obtained. This is processed in two stages. An initial esti­
mate is made and then refined to a high accuracy pitch value using synthetic spectral 
matching. Once the pitch has been determined the speech is transformed using a short 
time Fourier transform into the frequency domain and then separated into a number of 
frequency bands. Each band is then classified as either voiced or unvoiced. Following 
this the magnitudes and phases of the harmonics are extracted from the short time 
Fourier transform.
The speech synthesiser operates using a bank of sinusoidal oscillators for the voiced 
bands and random noise with a desired shaped spectrum for unvoiced bands. The 
sinusoidal oscillator uses the amplitudes and phases to synthesise the waveform. The 
parameters of the voiced harmonics are interpolated from frame to frame and a special 
harmonic birth and death tracking scheme is used to cater for changes in voicing which 
causes harmonics to appear or disappear. The synthesised speech is generated by 
combining the voiced and unvoiced components.
An enhancement to the original MBE coder was proposed in [30]. It was found that it 
was not necessary to transmit the harmonic phase information as a synthesised phase 
can be used at the decoder. This coder is known as the Improved MBE (IMBE) vocoder.
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4.3 SB -L P C
The Split-Band LPC (SB-LPC) vocoder is a sinusoidal excited LPC vocoder that has 
been developed at the University of Surrey [34] [76] [36]. The split band model has 
been developed to provide high quality speech at low and very low bit rates. Several 
configurations of the encoder have been proposed and submitted to standardisation 
bodies. A 1.2/2.4 kbps version of the SB-LPC vocoder was submitted to the NATO 
standardisation process [77]. A 4 kbps version was submitted to the ITU-4 4 kbps
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competitions [78], and the SB-LPC coder was used as part of a candidate for the ETSI 
GSM AMR competition [78].
The different vocoder configurations are achieved by altering the frame update rate 
and the parameter quantisation. The 1.2 kbps and the 2.4 kbps coders differ only in 
the quantisation used. The 4 kbps vocoder has a frame update rate twice that of the 
lower rate versions.
The SB-LPC vocoder model is the speech production model used within the coder 
presented in this document. The 4 kbps SB-LPC vocoder was the starting point of the 
coder design, and is used throughout this document as the reference vocoder. Because 
of this previous work, the remainder of this chapter will give a detailed description of 
the SB-LPC vocoder, concentrating on the 4 kbps configuration.
4 .3 .1  S B -L P C  M o d el
The SB-LPC coder can be thought of in one of two ways. Firstly, it can be considered 
as an LPC vocoder, as described in section 4.2.4, with an alternative excitation process. 
The pulse train is simply replaced by an alternative excitation model. More commonly 
it is considered to be a sinusoidal based coder that uses an LPC filter to model some of 
the frequency domain magnitudes. A correct description of the system is as follows. The 
system uses a sinusoidal model to synthesise an excitation sequence, which then excites 
an LPC filter which models the vocal tract information. It combines the advantages of 
the sinusoidal model with the advantages of the LPC vocoder. A simplified diagram of 
a sinusoidal excited LPC vocoder model is shown in Figure 4.7.
The SB-LPC model varies from that shown in Figure 4.7 in several fundamental ways. 
Firstly, like the MBE coder, a voicing decision is made for a group of harmonics rather 
than each harmonic. Unlike the MBE vocoder, the SB-LPC vocoder splits the frequency 
spectrum into just two bands, one voiced band and one unvoiced band. Rather than 
transmitting a voicing status for many bands, as is the case in MBE, only a voicing cut­
off location needs to be transmitted. All harmonics below the voicing cut-off location 
are assumed to be voiced, and all the harmonics above are assumed to be unvoiced. In
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addition to this the SB-LPC coder uses a joint voiced/ unvoiced synthesiser, to produce 
the split band excitation signal. As within the IMBE coder, phases are not transmitted.
4 .3 .2  E n cod er
A diagram of the complete SB-LPC encoder is shown in Figure 4.8. The coder operates 
on narrow band speech sampled at 8  kHz. In the 4 kbps configuration parameters are 
extracted every 10 ms. Two 10 ms frames are jointly quantised with 80 bits, 50 times 
a second. For each analysis period one set of sinusoidal parameters are extracted. 
The extracted parameters are the fundamental frequency, the harmonic amplitudes, 
the harmonic voicing decisions and the energy of the speech. In addition 10th order 
LP coefficients are used to model the vocal tract. The LP coefficients are quantised 
in the LSF domain. Table 4.1 shown the bit allocation of the 4 kbps encoder. The 
quantisation schemes used will be described later in this chapter. Parameter analysis is 
performed every 10 ms corresponding to a frame of 80 samples. The analysis procedure 
uses several different window sizes. LPC determination uses a 200-sample Hamming 
window, where as the PDA uses the largest window, a 239 point Kaiser window. The
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Parameters Bits per 20 ms
LSF 36
Pitch and Voicing Status 9
Voicing Level 3
Energy 8
Spectral Amplitudes 24
Total 80
Table 4.1: The bit allocation for the 4 kbps configuration of the SB-LPC vocoder.
4.3. SB-LPC 80
analysis procedure defines an analysis point and centres the windows on this point. 
The position of the analysis windows is shown in Figure 4.9. Figure 4.9 also shows the 
15 ms look ahead that is required during the analysis procedure.
Analysis Points Analysis Window 1 Analysis Window 2
10 ms Look Ahead ( 5 ms)
20 ms
Previou 3 Frame Curren Frame Next Frame
Figure 4.9: Diagram of the analysis points, window locations and look ahead in the 4 
kbps SB-LPC vocoder.
4 .3 .3  P itc h  D e term in a tio n  A lg o r ith m
All vocoders depend heavily on a reliable pitch detection algorithm (PDA), and the SB- 
LPC is no exception. Most of the processing within the SB-LPC encoder relies on the 
identification of the harmonic frequencies, which are dependent on the fundamental 
frequency or pitch. The SB-LPC vocoder PDA is a two-stage frequency and time 
domain algorithm. The two stages are combined with pitch tracking to improve the 
robustness of the algorithm. In addition to the PDA a pitch refinement procedure is 
used to calculate the pitch to a high accuracy.
Figure 4.10 shows a block diagram of the PDA used. The key points are described 
below:
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S p ec tra l F la tten in g ; Spectral flattening is used to improve the performance of the 
SSMM frequency domain PDA. If a large formant exists within the frequency domain 
and it coincides with a multiple of the fundamental pitch frequency, the SSMM al­
gorithm may wrongly select that harmonic as the fundamental frequency. A solution 
to this problem is to flatten the spectrum before applying the SSMM-PDA. One way 
to flatten the spectrum is to use the LP analysis filter. The resultant residual is sig­
nificantly flatter than the speech signal. However this can cause problems with the 
harmonic structure of the speech in particular when the pitch period is short [54]. An 
alternative is to use a small amount of LP filtering using a pole-zero filter based on 
a combination of an LP analysis and LP synthesis filter. The transfer function of the 
chirped LP analysis filter is:
A {z/a) (4.4)A{z/!3)
By varying the values of a  and ^  the filter response can be varied from a full LP analysis 
filter {a — 1.0 and /? =  0.0 ) to a full LP synthesis filter (a =  0.0 and j3 = 1.0 ). Values 
of a  =  1.0 and /3 =  0.9 give a small amount of spectral flattening as desired. Flattening 
has a greater effect for male speech when the pitch period is long and the fundamental 
frequency is more likely to be swamped by a harmonic that coincides with a formant. 
During shorter pitch periods the LP filtering can distort the harmonic structure so 
filtering is less desirable. Because of this the values of a  and P are varied dependent on 
a tracked pitch value. When the tracked pitch value is below 30 samples, no filtering 
is applied. For pitches above 60 samples a larger amount of filtering is applied with 
a  =  1.0 and ^  =  0.8. Between these values ^  is varied linearly. The spectral flattening
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Search Regions (pitch values in samples)
15 - 27
27.5 - 49.5
50 - 89
89.5 - 124.5
125 - 150
Best “ 5
Table 4.2: The search regions used in the SSMM PDA.
significantly increases the performance of SSMM-PDA as it reduces the influence of the 
formants whilst preserving the harmonic structure.
S inusoidal Speech M odel M atch ing ; The SSMM-PDA was described in Section 
3.5.2 .3. It is a frequency domain PDA that matches a synthetic sinusoidal model 
to the speech spectrum. SSMM-PDA requires that the peaks of the spectrum be 
identified. A simple peak picking algorithm is used to achieve this. In order to reduce 
the complexity of the search, and to avoid false detection, spectral peaks that fall well 
below the spectrum envelope are discarded. The metric M{uo) is then calculated for 
every half sample from 15 to 90 samples and then for every sample from 90 to 150 
samples. During the SSMM search only the low part of the spectrum is used. Limiting 
the search to integer samples above 90 samples, and using only the frequency spectrum 
below 1.5 kHz significantly reduces the search complexity. Up to ten of the highest 
peaks in M {u)q) are selected as pitch candidates along with the highest peaks from the 
regions shown in Table 4.2.
Here Pest is an estimated pitch from the pitch tracking. The pitch candidates usually 
contain the pitch value along with multiples and sub multiples of the pitch. These 
candidates are then searched using a time domain algorithm.
T im e D om ain  M etric ; The time domain algorithm used is described in [34]. This 
method is particularly good at eliminating sub-multiples of the pitch from a collection 
of candidates. It operates by checking the variation in the RMS energy calculated by
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sliding a window of the pitch candidate length over the speech frame. The variation is a 
function of the window length used to calculate the RMS energy. If the window length 
is equal to the pitch period, or a multiple of it, the calculated RMS energy should stay 
almost constant. If the window is smaller than the pitch period the calculated energy 
will vary significantly. The variations are measured by calculating the ratio of the sum 
of the high pass filtered time envelope to the sum of the time envelope. The ratio 
(p{p) is calculated for each pitch candidate p by using the time envelope of the speech 
ep{j) and the high pass filtered envelope hp{j). The functions <p{p), ep{j) and hp{j) are 
calculated as follows:
GpU) =  X ) |5 ( i  +  /c)| (4.5)
fc=o
hp{j) = 0.95 hp{j -  1) +  [ep{j) -  6p{j -  1)] (4.6)
i^ p(oi
^(p) = ^ ---------- (4.7)
f]kp(OIj=o
(p{p) should be close to zero when p is the pitch value or a multiple of the pitch. When 
p is smaller than the pitch period the value of (p{p) will be high. Pitch candidates are 
rejected if:
(f{p) > (2minv?(p) +  0.1) (4.8)
This eliminates sub-multiples of the pitch that may have been selected by SSMM.
This energy based PDA is very complex and searching all possible values of pitch is 
not practical. Hence is not very useful as a stand alone PDA. In addition it can only 
calculate pitch to the nearest integer sample, which is not accurate enough for speech 
with a low pitch value. It also gives similar values for multiples of the pitch period 
making them hard to distinguish.
P itc h  Tracking; Pitch tracking is the final tool used to try and increase the accu­
racy of the PDA. It is primarily of use when the speech signal is contaminated with
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background noise that can interfere with the SSMM and the time domain metrics. It 
uses the principle that pitch usually changes very little between two consecutive voiced 
frames. A pitch estimate Pest is used to bias the metrics for the pitch candidates that 
are close to the pitch estimate. The biasing is increased when the speech is contami­
nated by background noise, as the PDA is less reliable during such circumstances. The 
value of the pitch estimate Pgst is calculated as follows:
Ferf =  (1 -  (4.9)
where is the estimate from the previous frame and jg selected pitch
from the previous frame. The value of a  is varied so that it is higher when the speech
is of high energy as the confidence level of the PDA is higher. If the previous frame is
not highly voiced (if it does not have a voicing cut-off frequency above 2.0 kHz) or the 
energy of the current frame is not larger than the background energy by a fixed factor 
the tracking is not updated and Pest is set equal to
When a speech onset occurs after a period of unvoiced speech or silence. Pest is updated 
quicker to ensure the adaptation is fast. The estimate is not used until enough frames 
with a valid pitch have been identified.
F in a l P itc h  D ecision A combined metric is used to select an initial pitch estimate 
from the remaining candidates. The metric used is given by:
/  (P) =   --------- — r w  (4.10)
max (o.05,y?'([p])^
As the time domain metric can only operate on integer values of pitch, [p], the nearest 
integer to p, is used, ojq is the frequency that corresponds to candidate p. The clamping 
factor of 0.05 and the factor 0.25 were found experimentally [54]. M'{uq) and are
the two metrics with the pitch tracking bias included. The candidate p that maximises 
f{p)  is selected as the initial pitch estimate po- As sub-multiples of the pitch should 
have been discarded by the time domain metric, po should either be the pitch or a 
multiple of it. To check it is not a multiple of the pitch a sub-multiple search is used. 
All other candidate pitches are searched and if one exists that is close to a sub-multiple
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of the initial pitch estimate, with a value of greater than |/(po)> this candidate becomes 
the new initial pitch estimate po- Once a value of po is found without any sub-multiples 
it is assumed to be the correct pitch.
P itc h  R efinem en t; The PDA described is limited in accuracy to half a sample below 
90 samples and 1 sample above this. In addition only the lower part of the spectrum 
was used during SSMM. These simplifications were made in order to reduce the search 
complexity. A sub-sample pitch error may not cause the lower harmonic bands to be 
mismatched, but the error will be far greater in the higher harmonics. Other parts of the 
coder, especially the voicing decisions and spectral amplitude calculations require the 
correct determination of the harmonic locations. To guarantee this, pitch refinement 
is used. The SSMM algorithm is used for the pitch refinement, this time using the full 
spectrum and searching only values around the initial pitch estimate. Candidates from 
Po — ^ to Po — I  are searched in steps of ^  samples. The candidate that maximises the 
SSMM search is then used as the pitch for the current frame.
4 .3 .4  V oicing
The SB-LPC vocoder uses a Split-Band voicing hypothesis. The excitation signal is 
assumed to contain voiced harmonics from DC up to a cut-off frequency and unvoiced 
harmonics above this. The process of voicing analysis can be separated into two major 
decisions. Firstly the properties of the entire signal are considered and a rough binary 
voiced/unvoiced decision is made. This decision is known as a hard decision-voicing 
estimate and is used to form a threshold function for soft decision voicing. Soft decision 
voicing estimation is the process of determining the voicing status of each harmonic 
frequency individually. Once each harmonic has been classified a voicing cut-off fre­
quency can be determined. The hard and soft decision voicing techniques are described 
below.
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4 .3 .4.1 H a rd  D ecision
Basic source filter based vocoders classify speech as either voiced or unvoiced speech. 
Voiced speech generally has a high-energy structured appearance, whereas unvoiced is 
lower in energy and random in nature. Many simple binary voicing measures have been 
proposed, and generally they all work well in a majority of cases. Unfortunately all of 
the measures are prone to failure under certain circumstances. By combining several 
different voicing measures the voicing decision robustness can be increased.
Unlike simple source filter vocoders the SB-LPC model does not use a binary voicing 
decision for the entire waveform, it uses binary voicing decisions for each harmonic 
frequency. The SB-LPC encoder does use a full band voicing decision to form a thresh­
old function used in the soft decision voicing determination. The hard decision voicing 
estimation uses a combination of several simple binary voicing measures. The measures 
used are:
• Normalised Autocorrelation
• Zero Crossing Rate
• Low Band to Pull Band Energy Ratio
• Energy to Peak Energy Ratio
• Pre-Emphasis Energy Ratio
• Peakiness
N orm alised  A u to co rre la tio n : Normalised autocorrelation is a measure of periodic
similarity. Voiced speech is regular with well-defined pitch cycles that are similar to its 
neighbouring cycles. Unvoiced speech is random and has no obvious repetitions of the 
signal. Therefore measuring the similarity of the signal with the signal shifted by the 
pitch period gives a good indication of the voicing status. The similarity is measured 
using an autocorrelation at the pitch period as given by:
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Figure 4.11: A section of speech and normalised autocorrelation. A binary voicing 
threshold of 0.46 is shown (dashed line).
R{P )
E  s { n ) s { n -  P)n=0
N-1  ^ N-1
n=0 V n=0
(4.11)
N is the frame length over which the autocorrelation is measured, 160 samples in the 
SB-LPC encoder. P is the estimated pitch value from the PDA. As the pitch value can 
change by small amounts during a frame of speech the autocorrelation is computed for 
P and several values either side. The maximum of R{P  — 2 ), R{P — 1 ), R{P), R{P  +  1) 
and R{P  4- 2) is chosen as the final similarity measure result. A value of R{P)  close to 
0  indicates that no similarity exists, a value close to 1 indicates the neighbouring pitch 
cycles are nearly identical. Higher similarity indicates voiced speech. Figure 4.11 shows 
a plot of the normalised autocorrelation for a section of speech. A voicing threshold 
is indicated. All frames of speech with a normalised autocorrelation below this are 
assumed to be unvoiced.
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Figure 4.12: A section of speech and zero crossing rate. A binary voicing threshold of 
0 .2 2  is shown (dashed line).
Zero C rossing R a te : As unvoiced speech is random in nature, the number of times
the signal changes sign from one sample to the next will be higher than that for periodic 
voiced speech. Therefore the zero crossing rate is a good indication of voicing. Figure
4.12 shows a plot of zero crossing rate for a section of speech. Again, a binary voicing 
threshold is shown.
Low B an d  to  Full B an d  E n erg y  R atio : Voiced speech usually has more energy in
the lower part of the spectrum. Unvoiced speech usually has a flat frequency spectrum. 
Therefore by measuring the ratio of low frequency energy to the full band energy a good 
voicing estimate can be made. The SB-LPC encoder measures the ratio by summing 
the magnitudes of the DFT of the speech signal below 2 kHz and comparing this to the 
sum of the magnitudes of the entire spectrum. An alternative approach would be to 
compare the energy of the speech signal before and after low pass filtering it. Figure
4.13 shows a plot of low frequency to full band energy. Values nearer to 1 indicate 
voiced speech.
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Figure 4.13: A section of speech and the low frequency to full band frequency ratio. A 
binary voicing threshold of 0.95 is shown (dashed line).
E n erg y  to  P eak  E n erg y  R atio : Voiced speech is generally higher in energy than
unvoiced speech. As the dynamic range of speech changes significantly from frame to 
frame the instantaneous energy of a speech frame is not a useful measure of voicing. 
A comparison of the frame energy with that of a tracked peak frame energy Emax is 
a better voicing measure. When the speech is voiced the energy will be closer to the 
tracked peak energy. When it is unvoiced it will be significantly lower than the tracked 
peak energy. Figure 4.14 shows a plot of the energy to peak energy ratio defined as:
This voicing 
detailed in [54].
E
estimate requires the peak frame energy
(4.12)
to be tracked. This tracking is
P re -E m p h asis  E nerg y  R atio : Voiced speech contains a higher sample-to-sample
correlation that can be exploited by a normalised pre-emphasis energy ratio calculation.
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Figure 4.14: A section of speech and the energy to peak energy ratio. A binary voicing 
threshold of 0 . 2  is shown (dashed line).
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Figure 4.15: A section of speech and the pre-emphasis energy ratio. A binary voicing 
threshold of 0.5 is shown (dashed line).
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The ratio is defined as: N
E  *(;)j = i
N (4.13)E  W )  -  s(j  - 1)13=1
When a high sample-to-sample correlation exists (ie voiced speech) the normalised pre­
emphasis energy ratio will be low. When unvoiced speech is processed the cycle-to-cycle 
correlation will be low, giving a high pre-emphasis energy ratio. Figure 4.15 shows a 
plot of pre-emphasis energy ratio.
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Figure 4.16: A section of speech and the peakiness. A binary voicing threshold of 1.29 
is shown (dashed line).
Peakiness: Voiced speech is formed by spikes of air from the vocal cords which then
pass through the vocal tract. Unvoiced speech does not contain the same spikes. Be­
cause voiced speech is formed by impulses from the vocal cord, the energy in a cycle 
tends to be concentrated around the main pitch pulse. During unvoiced speech the 
energy is usually evenly spread throughout the cycle. Computing the ratio of the LI 
and L2 norms of the speech signal is a way to measure the peakiness of the signal. If
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the signal contains large peaks the ration of ^  will be high. If the speech is unvoiced 
the peakiness ratio ^  will be closer to one. Generally the peakiness measure is applied 
to the linear prediction residual where the pitch pulses of voiced speech are more pro­
nounced. Figure 4.16 shows a plot of a section of speech and the peakiness value. The 
peakiness value is calculated as:
*  E  |r(n)|
where r(n) is the linear prediction residual signal.
B ackground  N oise The binary voicing determination methods described above all 
rely on specific characteristics of speech. When the speech contains a large amount 
of acoustic background noise the characteristics of the speech are changed and classi­
fication errors occur. One example is shown in Figure 4.17. The speech sample from 
Figure 4.13 was combined with additive vehicle noise. The resultant signal to noise 
ratio was 10 dB. The low band to full band energy was then calculated. As can be seen 
the separation between voiced and unvoiced speech is significantly reduced.
All the voicing estimation metrics exhibit similar effects. This makes the voicing clas­
sifications during noisy speech a difficult task. None of the metrics operate well indi­
vidually; but by combining the metrics a reasonably reliable metric can be determined.
4.3.4.2 Soft D ecision
The first stage of the Split-Band voicing decision is to calculate a voicing likelihood 
ratio for each individual harmonic. Once this has been completed a threshold value 
can be used to calculate the voicing cut off frequency that will result in the best overall 
perceptual performance.
The voicing likelihood of each harmonic is computed by estimating the degree of har­
monic structure in the considered band. If a harmonic is voiced the band around it will
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Figure 4.17: A section of speech and the low frequency to full band frequency ratio for 
clean speech (solid) and speech with additive vehicle noise (dashed).
have a spectral shape similar to that of the window function used prior to the Fourier 
transform. Unvoiced bands have a spectral shape that is more random in nature. Cor­
relating each harmonic band with the spectral shape of the analysis window centred on 
the considered harmonic gives the voicing likelihood ratio. The likelihood L{p) for the 
harmonic is given by:
\  2
L{k)  =
E  S(uj )W{^oj -kuJo)
bk (4,15)
Here W  is the Fourier transform of the analysis window and S  is the Fourier transform 
of the speech. L{k) gives a likelihood value for each harmonic between zero and one 
as can be seen in Figure 4.18. A value of 1 indicates that the harmonic is highly 
voiced in structure. Once the voicing likelihood has been computed for each harmonic 
a threshold determined partly by the hard decision voicing status T[k)  can be used to 
classify each harmonic as voiced or unvoiced. As the SB-LPC encoder transmits only
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Figure 4.18: The log frequency spectrum of a section of speech, the corresponding 
voicing likelihood values, threshold function and voicing cut-off frequency.
a voicing cut-off frequency rather than voicing levels for each band, a joint matching 
process is used that tests each possible voicing cut-off frequency (from a sub-set defined 
by the voicing quantiser) to find the best possible match. A matching function M(i)  
is defined as: K
(4.16)M(i)  = -  T{k))vi{k)E{k)B{k)
k—1
where î is a voicing quantiser index yielding V i { k )  a selection vector. V i { k )  has values 
o f + 1  up to the voicing cut-off frequency, indicating voiced harmonics, and — 1 above, 
indicating unvoiced harmonics. E { k )  is the energy of the harmonic and is included to 
increase the influence of larger harmonics. Similarly B{k)  is a perceptual weighting 
used to weight the harmonics that are perceptually more important. Maximising M{i)  
gives the optimum voicing cut-off frequency.
The value oî T{k) is determined taking several factors into account. Firstly the lower 
harmonics are more likely to be voiced so the threshold value is lower for the lower
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harmonics. Secondly a harmonic is more likely to be unvoiced if it was unvoiced in the 
previous frame, so the threshold is raised for harmonics that were previously unvoiced. 
Finally, the harmonics are more likely to be voiced if the haxd decision voicing metric 
indicated a voiced signal. In such a case the threshold is lowered.
By careful selection of the threshold value, it has been shown that it is possible to 
reduce the distortion introduced by the split-band voicing assumption to a point where 
it is no longer the limiting factor in final speech quality [54].
4 .3 .5  A m p litu d es
The spectral amplitudes model the spectral shape of the residual signal. If the LP 
filter were optimal it would model the spectrum completely and leave a flat spectrum. 
Because of the limited order of the LP filter the residual speech still contains some 
spectral shaping. This spectral shaping is sampled at the harmonic frequencies. If the 
harmonic is voiced it is matched with a variable length window in the frequency domain 
using a mean squared matching. A multiplication factor that best matches the window 
to the harmonic is used as the spectral amplitude. The amplitude for voiced harmonic 
A^(wo) is calculated as follows:
S  (w) W  ( ^ w  — kuo)
The amplitude of unvoiced harmonics is calculated using the root means square calcu­
lation over the harmonic band. The width of the harmonic band used is the same as the 
width of the window spectrum used in the voiced harmonic amplitude determination. 
I.e. cbf^  to bfg.
4 .3 .6  E n ergy
Spectral energy information is transmitted to the decoder in order to preserve the 
relatives amplitude of the speech. Many simple LPC vocoders sample the energy of 
the excitation signal and transmit this. At the decoder the excitation signal is scaled
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before passing through the LP synthesis filter. This method is not used in the SB-LPC 
vocoder as it can cause several problems. Changes in the LPC filter due to quantisation, 
interpolation or channel errors, or quantisation errors in the spectral amplitudes, can 
result in energy scaling errors that cause energy fluctuation in the synthesised speech.
The SB-LPC encoder computes the energy value directly from the speech. The de­
coder then directly scales the output speech at the decoder. During unvoiced speech 
the energy is extracted from a window of 1 0 0  samples centred on the analysis point. 
The 100-sample window is split into 10 blocks of 10 samples, and the RMS energy is 
calculated for each block. The frame energy is then obtained by averaging the 10 values 
in the logarithmic domain. The averaging is done in the logarithmic domain to avoid 
problems caused by a small area of high energy voiced speech occurring at the end of 
an unvoiced speech frame (as occurs during speech onsets). Normal averaging would 
cause the energy level to be raised significantly resulting in high level unvoiced speech 
prior to a voiced onset.
The energy of voiced speech is computed on a pitch cycle basis. This allows cycles with 
energy values significantly different to the majority to be discarded. This eliminates 
the effect of a small section of low energy unvoiced speech that may occur at either 
end of a frame of voiced speech. Sliding a rectangular window of 1.1 times the pitch 
period over the frame identifies pitch cycles. The location of the window that yields the 
highest energy is assumed to be placed such that the centre is positioned in between 
two excitation pulses that fall at the edge of the window. Using this reference point 
pitch cycles are located on both sides and the RMS energy calculated. The values are 
averaged, ignoring any that have values significantly different to the rest.
4 .3 .7  L P C  E x tra c tio n
LPC parameters are extracted using a 200-sample Hamming window centred on the 
analysis point. The Levinson-Durbin algorithm described in Section 3.4.1 is used to 
extract the parameters. These parameters are then converted to LSF parameters using 
the method detailed in Section 3.4.4.
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Voicing 
Frame 1
Status 
Frame 2
Statu
bi
s Bits 
62
Pitch
Quantisation
Voicing
Level
V V 1 - 8  bits VQ 3 bit JVQ
V U 0 1 7 bits VQ 3 bit JVQ
u V 0 0 7 bits VQ 3 bit JVQ
u u 0 0 0  bits* 3 bit JVQ
Table 4.3: The pitch and voicing quantiser bit allocation for the 4 kbps configuration 
of the SB-LPC vocoder. * Codeword in the 7 bit pitch vector codebook reserved for U 
U frames.
4 .3 .8  Q u an tisa tion
The 4 kbps SB-LPC vocoder performs parameter analysis every 10 ms, and then trans­
mits the parameter information every 20 ms. Two sets of parameters are jointly quan­
tised. The two sets of LSF are jointly quantised using MSVQ. The pitch and voicing 
values are quantised together. Spectral Amplitudes are quantised using a peak-picking 
algorithm. The parameter quantisation is detailed in the following sections.
4.3.8.1 P itc h  A nd Voicing
The pitch and voicing parameters for the two 10 ms speech sections are jointly quantised 
using 12 bits. Quantising pitch and voicing together allows various redundancies to 
be removed. Firstly, pitch is irrelevant if a section of speech is completely unvoiced. 
Secondly, pitch normally varies very little between two neighbouring analysis points. 
In addition, the voicing status (completely unvoiced, or at least partly voiced) must 
be preserved, but the accuracy of the voicing levels of the frame is less perceptually 
important.
Table 4.3 shows the allocation of the 12 bits in the pitch and voicing quantiser. Two 
status bits are used. The first indicates whether both frames are voiced. If they are 
not, the second status bit indicates whether the first or second frame is voiced. If both 
frames are voiced (have a voicing cut-off frequency above 0 Hz) the pitch values are 
jointly quantised using an 8  bit vector quantiser. Only the first status bit is used to
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indicate the voiced-voiced configuration and the other status bit is not needed, so it is 
used in the pitch quantiser. The voicing cut-off levels axe jointly quantised with 3 bits. 
The voicing level codebooks do not have entries for completely unvoiced speech as this 
information is contained in the status bits. If one frame is voiced and one unvoiced 
only one pitch and voicing level needs to be quantised. The pitch value is quantised 
using 7 bits, and the single voicing level quantised with a 3-bit quantiser. One of the 
entries on the 7-bit codebook is reserved for the case when both frames are unvoiced.
4 .3 .8 . 2  S p ec tra l A m p litu d es
The quantisation of the spectral amplitudes uses a peak-picking scheme. As the number 
of spectral amplitudes depends on the pitch value, quantising all the amplitudes would 
require a variable length quantisation process. When the fundamental frequency of 
the frame is low, a large number of harmonics need to be quantised which is not 
practical. Instead only 14 amplitudes are selected to be quantised. The 14 are selected 
are the ones that are deemed to have the highest perceptual importance. The selection 
process is based on the quantised LPC filter shape, and can be recreated at the decoder 
without using bits to indicate which amplitudes have been selected. The two sets of 14 
amplitudes selected are then jointly quantised as a 28-element vector using a 3 stage 
MSVQ quantiser. Each stage uses an 8 -bit codebook giving a total of 24 bits.
Selection of the amplitudes was designed to transmit the values for the most percep­
tually important spectral amplitudes. If the spectrum has 14 or fewer harmonics, all 
of these can be transmitted. If not, the first two spectral amplitudes plus twelve other 
selected amplitudes are quantised. The first two amplitudes are always selected as the 
LPC modelling is often less accurate at lower frequencies. Next the 4 largest peaks in 
the LPC filter spectrum are detected. Three amplitudes are selected around each of 
the peaks, one at the centre, and one either side. If less than 4 peaks exist in the LPC 
spectrum, or if some of the amplitudes coincide, the extra elements are not used, and 
a weighting of zero is used in the weighted mean square error vector quantiser search. 
The rest of the vector weightings used in the codebook search are computed from the 
frequency response of a chirped LPC filter.
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4.3.8.3 Energy
The two energy values are jointly quantised in the logarithmic domain using an 8 -bit 
vector quantiser. Second order moving average (MA) prediction is also used during the 
quantisation process in order to remove the inter-frame correlation that occurs. The 
target vector is composed by concatenating e\ and where:
e{ = ^log (nrgÇj -  nrg^ -  (^a2e{~^ -f otièÇ^^ (4.18)
= ^log (nrgÇ^ -  nrg^ -  (^a4e{~^ 4- «g 4 '^ )  (4.19)
where, nrgl is the extracted energy from the first 1 0  ms window of the current frame, 
nrg  is the mean log energy and and are the previously dequantised vectors
from the first and second half of the previous frame. The MA prediction factors used are
a i = 1.043, a 2 = —0.448, « 3  =  0.378 and = —0.15. During the vector quantisation 
search the square roots of the original energies are used as a weighting factor. In 
addition the minimum energy is clamped to a value of 0 .0 1 .
4.3.8.4 LSF
The two LSF sets are jointly quantised using a 6  stage, 36-bit MSVQ. As with the 
energy values, second order MA prediction is used to take advantage of the inter-frame 
correlations. In this instance prediction values of ai — 0.6, 0:2 =  —0.064, 0:3 =  0.21 
and CK4 =  —0.072. are used. During the LSF quantisation process an M-best tree search 
using weighted mean squared error is performed. At the final stage, the M best paths 
are searched by computing the spectral distortion between the original and candidate 
LPC filter spectrums.
4 .3 .9  D ecod er
The SB-LPC decoder block diagram is shown in Figure 4.19. Initially the parameters 
are dequantised. The decoder uses a pitch cycle based synthesis procedure to generate 
one pitch cycle of excitation at a time. The pitch and voicing level parameters are
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Figure 4.19: A block diagram of the SB-LPC decoder.
used to determine the length and location of each cycle. As the frame length is rarely 
an integer multiple of the pitch lengths, the decoder calculates the required number 
of cycles and rounds up to the next integer value. The additional samples left after 
the frame has been synthesised are used in the next cycle. Once the cycle boundaries 
have been determined, parameter interpolation can be applied to the LSF, spectral 
amplitudes and the energy values. The interpolation value is dependant on the location 
of the pitch cycle within the frame. Once the parameters have been interpolated, they 
are passed to a pitch cycle based excitation synthesis routine that synthesises one pitch 
cycle of excitation. This is then passed through the LP filter where a looped energy 
scaling is used to scale the resultant speech to the correct level.
The following section explains the excitation synthesis and energy scaling in more detail.
4 .3 .1 0  E x c ita tio n  G en era tion
The SB-LPC uses a frequency domain excitation synthesis and a ID FT to form the time 
domain excitation. Using the frequency domain approach makes it easier to control 
the voiced/unvoiced mixture than it is in the time domain approach using banks of 
sinusoidal oscillators.
To synthesise the speech excitation signal the required frequency domain signal is gen­
erated, The pitch value is used to generate a real and imaginary frequency domain
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Figure 4.20: IDFT input buffer used in the pitch cycle based synthesis.
buffer. These buffers are shown in Figure 4.20. The real buffer is filled with the spec­
tral amplitudes of the harmonics A{ multiplied by the Cosine of a synthesised phase for 
harmonics i from 0 to II. The total number of harmonics is IL The first amplitude is 
set to 0 so that no constant offset is generated in the synthesised signal. The phase for 
each harmonic is dependent on the harmonics voicing status. If the harmonic is voiced 
the phase is set to 0. If it is an unvoiced harmonic the phase is set to a random value 
I3i. The real buffer is mirrored around the centre. The imaginary buffer is filled with 0 
for the voiced harmonics, and the spectral amplitude of the harmonic times the Sine of 
the random phase /3 for the unvoiced harmonics. The imaginary buffer is also mirrored 
around the centre, except that the sign of the phase is changed.
Taking the Inverse DFT of the buffer generates an excitation signal the length of the 
pitch period with the amplitudes of the spectrum correctly set. Due to the symmetries 
in the input buffers the synthesised buffer is completely real. The zero/random phase 
assumption introduces the voiced/ unvoiced characteristics into the signal.
4 .3 .1 1  L P S yn th esis  and  Scaling
The excitation signal is passed through the LP synthesis filter one pitch cycle at a time. 
The LP filter parameters and the required energy are interpolated prior to the filtering. 
In order to achieve pitch cycles of speech with an energy level matching the required
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Figure 4.21: The energy scaling mechanism used in the SB-LPC decoder.
level, scaling is needed. The speech signal cannot be directly scaled as discontinuities 
would form between the pitch cycles. Instead the excitation is scaled. An initial pre­
scaling factor is determined from the required energy, the response of the LPC filter 
and the spectral amplitudes. The excitation sequence is then scaled with this pre-scale 
factor and passed through the LPC synthesis filter. The energy of the output speech 
cycle is then calculated and compared to the desired energy. A second scaling factor is 
then calculated by taking the ratio of the desired level of energy to the resultant energy 
level. This second scaling factor is then applied to the excitation cycle, which is then 
passed through the LP synthesis filter to get the final speech signal with the desired 
energy. The complete scaling mechanism is shown in Figure 4.21.
4.4  C onclusion
This chapter has given an overview of several of the fundamental vocoders that have 
been developed. Early vocoders were limited in quality by both the model assumptions 
and the available computational power. Modern vocoders such as IMBE and MELP 
are capable of producing high quality speech at low bit rates.
The second half of this chapter has introduced the SB-LPC vocoder, a sinusoidal LPC 
vocoder. A detailed description of the 4 kbps SB-LPC vocoder has been given. The 
following chapter looks at the disadvantages of the SB-LPC vocoder model, and suggests 
a fundamental change to the vocoder that helps to eliminate these problems.
C hap ter 5
P itch  Synchronous Speech  
Coding
5.1 In trodu ction
This chapter introduces Pitch Synchronous (PS) speech coding. Most modern speech 
coding algorithms are time synchronous. Time synchronous parametric coders analyse 
speech and extract parameters at regular time intervals. Pitch synchronous coders 
analyse speech once per pitch cycle. The analysis interval and update frequency are 
dependent on the pitch of the speech signal. This chapter starts by explaining why PS 
coding has been investigated. It highlights the weaknesses of time synchronous coding 
and explains why the upper quality of such coders is limited.
Next, this chapter introduces some PS coders and techniques that have been previ­
ously published. Finally, a Pitch Synchronous SB-LPC (PS-SBLPC) speech coder is 
proposed. This coder has been developed during the course of this project, and an 
outline of the system is presented in this chapter.
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5.2 M otiva tions
The 4 kbps SB-LPC coder described in Section 4.3 gives speech that is nearly toll qual­
ity. Achieving such quality has taken many years of research and many sophisticated 
techniques have been developed to increase the quality wherever possible. The aim of 
the research presented in this document was to investigate and eliminate the factors 
that limit the speech quality of parametric coders such as the SB-LPC coder. As the 
quality of the SB-LPC coder is now at the very limit of the underlying speech produc­
tion model it has become apparent that to increase the decoded speech quality further, 
the speech production model has to be modified. The following section looks at the 
weakness of the time synchronous sinusoidal speech model and highlights the limiting 
factors.
5.2 .1  W eak n esses o f  T im e S yn ch ron ous S inusoidal S p eech  C oders
Two factors contribute to the quality of the SB-LPC speech production model;
• The ability of the SB-LPC mathematical model to provide a satisfactory percep­
tual match for all possible instantaneous speech waveforms.
• The ability of the model to follow the changes in the speech waveform.
Analysis of the performance of the SB-LPC coder has shown that the major weakness 
lies in the models ability to follow rapid changes in the speech waveform. During 
sections of regular speech where the waveform is stationary the decoded speech is of 
very high quality. This suggests that the mathematical representation used in the 
model is able to suitably match most speech waveforms.
During the analysis stage of the 4 kbps SB-LPC encoder (as described in Section 4.3) 
parameters are extracted every 10 ms. Parameter estimation is achieved by using the 
speech waveform that falls within an analysis window centred on the analysis point. 
The analysis procedure assumes the speech to be stationary during the speech segment, 
and the extracted parameters should enable the speech model to produce a waveform
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Figure 5.1: A section of speech containing a speech onset and the pitch analysis window 
location.
to represent the analysed speech. Unfortunately the assumption that the speech is 
stationary during a section of speech is incorrect. Figure 5.1 shows a 65 ms section of 
speech along with the placement of the 241 sample analysis window used within the 
pitch detection algorithm. The speech that falls under analysis window 2 is certainly 
not stationary, and in fact is made up of 4 regions with different characteristics. At the 
beginning of window 2, the speech has a very low energy, and is almost silent. Then 
about a quarter of the way into the frame a small section of higher energy, partially 
voiced signal occurs. After this a slightly lower energy section occurs. At the end 
of the window, a high energy highly voiced waveform is formed. All the regions that 
fall within the analysis window will affect the extracted speech parameters from frame 
2 . Obviously the slope of the window function will limit the effect of the waveform 
towards the edges of the window, but in this case where the amplitude of the speech at 
the end of window 2  is significantly higher than the rest of the signal, it will significantly 
contribute to the parameter calculations.
Figure 5.2 shows the same section of speech along with the resultant synthesised speech 
from the SB-LPC model. As can be seen the SB-LPC model completely smoothes out 
the speech onset, and the detail of the original speech has been lost. The smoothing
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Figure 5.2: A section of speech containing a speech onset. The top waveform shows 
the original speech, the bottom waveform shows the speech as produced by the time 
synchronous SB-LPC model. The dashed vertical lines indicate the time synchronous 
analysis points.
is a result of two effects. Firstly the large analysis window extracts parameters to 
match a large area of speech. Secondly, the decoder interpolates between sets of speech 
parameters during the speech synthesis. This is done to remove steps in the parameters 
caused by the discrete sampling at the 1 0  ms update rate.
Similar problems occur wherever the speech waveform changes rapidly. Figure 5.2 
shows the effect of the larger analysis window and regular update time on a speech 
onsets. Figure 5.3 and 5.4 show the effect during a speech transition and a speech 
offset. During the speech transition the SB-LPC model fails to correctly reconstruct 
the noisy cycle of speech tha t occurs. During the offset the SB-LPC model smoothes 
the offset so that the waveform amplitude reduces gently rather than abruptly.
Obviously the solution to the problems caused by time synchronous analysis is to in­
crease the update rate, and reduce the analysis window size. This leads to the question 
of what is the smallest section of speech for which the waveform can be assumed to 
be stationary. It is reasonable to assume that the pitch cycle is the smallest unit of 
speech. Speech is made up of a concatenation of pitch cycles formed by the opening 
of the glottis. Pitch cycle based coding, known as pitch synchronous coding treats 
the speech as a sequence of pitch cycles. Each pitch cycle is treated individually, and
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Figure 5.3: A section of speech containing a speech transition. The top waveform 
shows the original, the botton waveform shows the speech as produced by the time 
synchronous SB-LPC model. The dashed vertical lines indicate the time synchronous 
analysis points.
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Figure 5.4: A section of speech containing a speech offset. The top waveform shows the 
original, the bottom shows the speech as produced by the time synchronous SB-LPC 
model. The dashed vertical lines indicate the time synchronous analysis points.
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the speech is only considered stationary for each cycle. This assumption removes the 
problems associated with time synchronous coders whilst at the same time introducing 
many other problems. The major problem with pitch synchronous analysis is that the 
quantity of speech parameters in a fixed time duration is variable and dependent on 
the pitch of the speech under analysis. Also in general the pitch of speech is shorter 
than a conventional frame (10 to 30 ms) so the quantity of information to transmit is 
far higher.
The following section briefly introduces pitch synchronous coding. The remainder of 
this document addresses the problems associated with pitch synchronous coding and 
solutions that have been developed.
5.3 P itch  Synchronous C oding
In recent years many pitch synchronous speech coding techniques have been proposed. 
Yang et al. have proposed a pitch synchronous multi band coder (PSMB) [79] [80] 
that uses the MBE [58] model to generate a representative pitch cycle waveform for 
each frame. In 1993 Kleijn proposed the Prototype Waveform Interpolation Coder
[81]. Waveform Interpolation (WI) coding has been extensively researched and coders 
operating at rates of 2.8 kbps have been proposed that claim to outperform G.723.1 [33] 
operating at 6.4 kbps [82]. In addition pitch synchronous CELP (PS-CELP) coders [83], 
pitch synchronous interpolation coders [84] and pitch synchronous transform coders 
[85] have been proposed. The motivation for many of these coders is different from 
that described in Section 5.2. The PSMB codes and transmits only one pitch cycle 
waveform per frame, so the stationary assumption still exists. The coding of Pitch 
Cycle Waveforms (PCW) was selected as an efficient way to compress the speech, rather 
than a method of capturing the rapid changes tha t occur in the speech waveform. WI 
coders do attem pt to capture some of the change of signal during a frame, but do 
make the assumption that the pitch cycle waveforms only evolve slowly. The following 
sections describe some of the pitch synchronous coding techniques in more detail.
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5 .3 .1  P itc h  S yn ch ron ou s M u lti-B a n d  C oder
The PSMB coder uses an MBE speech model to generate a PCW  that is coded and 
transm itted as a representation of a speech frame. Initially a frame of speech is sub­
jected to MBE analysis as described in Section 4.2.5.1. From the speech parameters a 
single PCW  is synthesised using the IMBE synthesiser [30]. The PCW  is then encoded, 
along with the speech LPC parameters and the MBE voicing and pitch values. At the 
decoder the PCW  is synthesised and repeated to produce the frame of speech.
The encoding process is shown in Figure 5.5. As can be seen the initial part of the 
algorithm is identical to the MBE coder.
The PCW  is encoded in one of two ways. If it is similar to the PCW  from the previ­
ous frame it is encoded using a Length Conversion Excitation (LCE) codebook and a 
stochastic codebook. If the PCW  is different from the previous frame a Bandlimited 
Single Pulse Excitation (BSPE) codebook and a stochastic codebook are used. The 
choice of whether the PCW  is related to the PCW  from the previous frame is made 
using an analysis by synthesis procedure. The PCW  is coded twice, once using the LCE 
codebook and once using the BSPE codebook. The sequence giving the best coding is 
selected.
The LCE codebook is generated in the coder using the decoded PCW  from the previous
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frame. The LCE codebook contains circularly rotated copies of the previous PCW, 
length converted so that both PCW  have the same length. By selecting the correct 
LCE codebook entry and a gain factor, the current PCW  is efficiently coded. The 
stochastic codebook is then used to encode the error between the original and coded 
PCW.
The BSPE codebook, selected when the current PCW  is unrelated to the previous 
PCW, contains rotated bandlimited single pulses that are used to model the CCI. 
Bandlimited pulses are used as opposed to wide band pulses as speech signals are low 
pass filtered signals. By selecting the correct BSPE codebook entry and a gain factor, 
the current PCW  is coded. The stochastic codebook is then used to encode the error 
between the original and coded PCW. The PCW  synthesis is shown in Figure 5.6.
Yang, Koh and Dubey have implemented a 4 kbps PSMB coder that they claim out­
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performs the time synchronous Inmarsat 4.15 kbps IMBE coder [30] by a clear margin 
[86].
5 .3 .2  P r o to ty p e  W aveform  In terp o la tio n  C odin g
Waveform Interpolation coding was originally proposed by Kleijn [81] as a method to 
code voiced speech. Since its original proposal it has been adapted to code both voiced 
and unvoiced speech [82]. In WI coders the speech residual for a frame of speech is 
characterised by a two dimensional signal u(t, (/>) known as a characteristic waveform 
(CW). At a sampling point ti the shape of the residual is displayed along the (j) axis. 
The signal along the t axis shows the evolution of the speech over time. The CW 
is formed by extracting pitch cycle waveforms at a high rate, normalising them to a 
length of 27t and then using cyclic shifts to align the cycles. In the first WI coders [81], 
the CW was sampled at a low rate and quantised. At the decoder missing pitch cycle 
waveforms were recreated by interpolating between the sampled waveforms (hence the 
name waveform interpolation). More recent coders such as the enhanced WI coder
[82] code the characteristic waveform in two halves. Firstly the CW is separated into 
a rapidly evolving waveform (REW) and a slowly evolving waveform (SEW). This is 
achieved by filtering along the t axis. Low pass filtering generates the SEW which 
contains the voiced periodic components of the waveform. High pass filtering along 
the t axis gives the REW which contains the unvoiced random components of the 
waveform. Once the CW has been decomposed into SEW and REW, the two signals 
can be separately transm itted taking advantage of their characteristics. The SEW 
is sampled at a low rate and the shape is quantised. As the REW only contains 
the unvoiced signal the waveform shape is not important. Only the power contour is 
transmitted. This is quantised with a small number of bits but at a higher update rate 
than that used for the SEW. Figure 5.7 shows a basic diagram of the WI encoder.
At the decoder the two dimensional REW and SEW are formed by interpolating be­
tween the sampled waveform. They are then added together to form the CW. LP 
synthesis is then applied by scaling directly in the CW. Energy scaling is also applied 
to the CW. Finally the CW is transformed back into a 1 dimensional speech waveform.
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A diagram of a basic WI encoder is shown in Figure 5.8.
5 .3 .3  P itc h  S yn ch ron ous C E L P
CELP coders are hybrid coders that combine speech modelling and waveform matching 
techniques. Most operate in closed loop (analysis by synthesis) and select the speech 
parameters and codebook entries that minimise the error between the original speech 
and the synthesised speech. As an analysis by synthesis structure is used, CELP coders 
suffer less from the smoothing effects seen in parametric coders. It is because of this 
that multi-mode coders such as [87] use CELP (Algebraic CELP in this case) coders to
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model the speech transition, and parametric coders only for the near stationary voiced 
speech.
Gnerchi, Qian and Mermelstein proposed a PS-CELP coder in [83]. The PS-CELP 
coder uses pitch synchronous LPC analysis and filtering. It extracts LPC parameters 
once per pitch cycle. The parameters are jointly quantised into one set per frame 
using a joint quantisation-interpolation scheme. At the decoder the dequantised LP 
coefficients are used pitch synchronously to synthesise the speech. Pitch synchronous 
LPC filtering is used as the LPC filter models the cycle of speech with greater accuracy, 
reducing the residual component to be coded. In addition to PS-LPC analysis the coder 
presented in [83] uses pitch synchronous updating of the adaptive codebook. The coder 
is not completely pitch synchronous, as the complete AbS synthesis operates in a fixed 
frame manner.
5 .3 .4  S u m m ary  o f  P itc h  S yn ch ron ous C oding
The pitch synchronous coders proposed in this chapter operate pitch synchronously as 
it is an efficient method to code the speech. By coding the speech as a collection of 
individual cycles, higher coding gain may be achieved. A PS-SBLPC coder has been 
proposed and is described in the following section.
5.4 P rop osed  P S -S B L P C  Speech  C oder
This section outlines the pitch synchronous SB-LPC coder that has been the main 
focus of this project. The initial aim of this project was to increase the quality of 
the SB-LPC coder, but as outlined in Section 5.2 the SB-LPC coder is limited by the 
stationary assumption more than its model or parameter quantisation. The parameters 
that define the speech are limited in accuracy even before the quantisation process. 
Initially attempts were made to allow for one speech transition per frame, by adjusting 
the location and duration of the two 10 ms sub-frames (as used in the 4 kbps SB-LPC) 
to sit either side of a transition within a 2 0  ms frame of speech. Although this allows
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for a single transition in a frame of speech, it doesn’t allow for multiple transitions or 
for non-linear variation of the parameters throughout the frame.
By moving to pitch synchronous processing, more of the detail of the speech is modelled. 
The upper speech quality of the model is raised, and the quantisation process determines 
which information is captured and which information is lost. This allows the evolution 
of the speech within a fixed frame to be captured within the quantisation. By averaging 
the pitch synchronous model parameters within a frame or sub-frame, a coder with 
similar characteristics to the original time synchronous SB-LPC coder is formed. This 
indicates that for worst-case quantisation, where the PS parameters are averaged and 
quantised using the same techniques used within the SB-LPC coder, the coder should 
have similar quality output speech. Therefore assuming that the quantisation does not 
force the stationary assumption (by averaging) the resultant quality should be higher 
than that of the SB-LPC.
Figures 5.9, 5.10 and 5.11 show an onset of speech, a speech transition and a speech 
offset. The speech synthesised by the SB-LPC and the PS-SBLPC speech model is 
shown. The advantages of the PS-SBLPC can be clearly seen.
5 .4 .1  B a sic  o p era tio n
Figure 5.12 shows the basic operation of the PS-SBLPC. Initially the input speech is 
sampled, and then divided into pitch cycle waveforms. Each PCW  is then individually 
analysed using the SB-LPC parameter model. The sets of parameters are then jointly 
quantised. At the decoder the parameters are dequantised and the speech is synthesised.
5 .4 .2  C ycle  P a r tit io n in g
The first stage in the process is to divide the speech into pitch cycle waveforms. This 
process was thoroughly investigated and is described in Chapter 6 . The speech is 
segmented into its component pitch cycle waveforms by analysing the variations of the 
waveform energy. Once the locations of the cycles have been identified a smoothing 
algorithm is used to minimise the jitter in the PCW  lengths. Cycle size smoothing
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Figure 5.9: A section of speech containing a speech onset. The top waveform shows 
the original speech, the middle waveform shows the speech as produced by the time 
synchronous SB-LPC model. The pitch synchronous SB-LPC model produced the 
bottom waveform. The dashed vertical lines indicate the time synchronous analysis 
points.
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Figure 5.10: A section of speech containing a speech transition. The top waveform 
shows the original speech, the middle waveform shows the speech as produced by the 
time synchronous SB-LPC model. The pitch synchronous SB-LPC model produced 
the bottom waveform. The dashed vertical lines indicate the time synchronous analysis 
points.
5.4. Proposed PS-SBLPC Speech Coder 116
680Time In Samples
Figure 5.11: A section of speech containing a speech offset. The top waveform shows 
the original speech, the middle waveform shows the speech as produced by the time 
synchronous SB-LPC model. The pitch synchronous SB-LPC model produced the 
bottom waveform. The dashed vertical lines indicate the time synchronous analysis 
points.
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Figure 5.12: A diagram showing the basic operation of the PS-SBLPC speech coder.
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was found to be necessary as speech synthesised with cycle sizes that vary rapidly was 
found to sound rough.
5 .4 .3  P ara m eter  E x tra c tio n
The individual cycles of speech are analysed. The following parameters are estimated 
for each cycle of speech:
• Cycle Size
• Cycle Energy
• Voicing Cut-Off Level
• Linear Prediction Filter Coefficients
• Spectral Amplitudes
The analysis process used is different to that used in the SB-LPC as most of the methods 
require large frames of speech to operate. New PS based spectral amplitudes, LPC and 
voicing analysis algorithms are proposed in Chapter 7 and 8
5 .4 .4  Q u a n tisa tion  and  D eq u a n tisa tio n
The quantisation process will ultimately determine the quality of any practical PS- 
SBLPC system. Quantisation techniques to code the PS parameters in a TS fashion are 
proposed in Chapter 8 . The amount of information to quantise is usually far higher than 
in the 4 kbps SB-LPC (as the number of pitch cycles per frame is often more than 2 ) 
so novel techniques have been proposed. The techniques aim to efficiently quantise the 
data utilising any available redundant information, whilst capturing the evolution of the 
parameters within the frame. To avoid uncontrolled parameter smoothing no parameter 
interpolation is included in the PS-SBLPC decoder. Any necessary interpolation is 
included into the quantisation routine. The encoder passes parametric information 
for each pitch cycle to the quantiser. The decoder receives the dequantised parametric 
parameters for each pitch cycle and treats them as if they were directly from the analysis 
stage.
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5 .4 .5  P itc h  S yn ch ron ous S y n th esis
The synthesis procedure used in the PS-SBLPC coder is almost identical to the syn- 
thesus procedure used in the SB-LPC decoder. The SB-LPC decoder uses a pitch 
synchronous synthesis method to generate a number of cycles to fill a frame of speech. 
The number of cycles and the cycle parameters are generated at the decoder from the 
TS parameters. Interpolation is used to generate the individual cycle parameters from 
the two sets of TS parameters. The operation of the PS-SBLPC decoder is simpler 
than the SB-LPC decoder. The dequantiser passes parameters one cycle at a time to 
the synthesiser. The synthesiser is completely pitch synchronous, and has no interac­
tion with the time synchronous parts of the encoder (the quantisers). The synthesis 
procedure is described further in Section 4.3.9.
5 .4 .6  Su m m ary
This section has introduced the basic concepts of the PS-SBLPC encoder and decoder. 
A detailed diagram of the PS-SBLPC encoder is shown in Figure 5.13. The shaded 
blocks of the diagram are the sections of the encoder concerned with segmenting the 
waveform into PCW. The non-shaded blocks are the main analysis and quantisation 
routines.
Figure 5.14 shows the operation of the PS-SBLPC decoder. The operation is signif­
icantly simpler than the SB-LPC decoder as the logic to convert the TS parameters 
into PS parameters is not needed.
5.5 C onclusion
This chapter began by looking at the disadvantages of the SB-LPC model. The station­
ary speech assumption has been highlighted as the limiting factor in SB-LPC speech 
quality. Adopting a pitch synchronous approach has been proposed as a solution. 
A brief introduction to pitch synchronous coding, including three pitch synchronous 
coders, has been given. Finally an overview of the PS-SBLPC that has been developed 
is given.
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Figure 5.13: A diagram showing the operation of the PS-SBLPC speech encoder.
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Figure 5.14: A diagram showing the operation of the PS-SBLPC speech decoder.
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The remaining chapters of this document detail the development of the PS-SBLPC 
coder. The coder is presented as three main sections:
• Segmentation of the waveform into PCW
• Parameter Analysis.
• Parameter Quantisation
The following chapter looks at the segmentation of the waveform. Chapter 7 looks at 
the PS analysis techniques used, and Chapter 8  looks at the quantisation techniques 
developed.
C hap ter 6
P itch  C ycle D etection
6.1 In trod u ction
Traditionally, speech, coders segment the speech signal into fixed length frames and 
analyse the speech at regular locations. Pitch synchronous coders such as those pro­
posed in [80] , [8 8 ] and the PS-SBLPC coder proposed in Chapter 5 require the speech 
to be segmented into Pitch Cycle Waveforms (PCW) before the speech parameters can 
be extracted.
This chapter looks at the process of segmenting speech into PCW. Firstly it looks at 
the aims of segmentation and a suitable definition of a PCW. This can vary vastly 
depending on the proposed application of the PCW. After this, several existing pitch 
cycle detection algorithms are evaluated. The accuracy and appropriateness of the 
methods to the PS-SBLPC coder is assessed. Next, two new algorithms are suggested 
that specifically fulfil the requirements of the Pitch Cycle Detection (PCD) in the 
PS-SBLPC coder.
6.2 D etec tio n  A im s
Before an algorithm to segment speech into PCW  can be proposed, it is necessary to 
define what a PCW  is, and what the ultimate aim of the pitch cycle detection process
121
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Figure 6.1: A section of highly voiced speech showing clear periodicity. The periodic 
points of major excitation are easily identified.
is. Most speech coders use the principle of pitch or fundamental frequency, and it 
is generally accepted that pitch cycles are the fundamental building blocks of voiced 
speech [80]. Voiced speech is a concatenation of slowly evolving PCW. An aim of any 
PCD algorithm is to partition the speech into the individual PCW  that make up the 
speech. During periods of unvoiced speech, where no Glottal closure instances exist, the 
assumption of pitch or fundamental frequency is invalid. A method of dividing unvoiced 
speech must be defined that is complementary to the voiced speech segmentation.
6 .2 .1  G lo tta l C losu re In sta n t (G C I)
In a section of strongly voiced speech such as that shown in Figure 6.1 it is easy to 
see the periodicity that inherently exists in the speech. This is caused by the periodic 
opening and closing of the glottis. In such a case it is necessary only to define a criteria 
for determining the start and end points of each PCW. One such method would be to 
divide the speech using the points of major excitation, i.e. the glottal closure instants
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(GCI). The GCI can either be used as the boundary point of the PCW  or as a reference 
used to calculate the boundary point. One such method is to consider the GCI as the 
centre of the PCW  and the boundary is set as the point exactly half way between two 
GCI. During highly voiced, periodic speech, GCI can be simply identified from a speech 
residual signal, formed by inverse filtering with a LPC filter, by searching for areas of 
localised high energy. The areas of high energy will correspond to the exact point of the 
glottal closure. Such methods are used in the Telecommunications Industry Association 
(TIA) Enhanced Variable Rate Codec [89] and [90].
Whilst GCI are easy to detect in most voiced speech, they can be problematic to identify 
in sections of highly resonant speech, where most of the speech energy is contained in 
a few frequencies. Often during speech offsets or in female speech when the vocal tract 
is highly resonant, highly harmonic speech is produced. During such periods the high 
energy of the speech is a result of the highly resonant vocal tract and not because 
of high-energy pulses from the GCI. Hence, when the speech residual is analysed it 
is found that the localised energy is constant throughout a cycle. In such cases no 
CGI exist to identify, but the speech still shows the harmonic structure consistent with 
voiced speech. Figure 6 .2  shows a resonant section of female speech and the speech 
residual. As can be seem the residual signal contains little or no periodicity, yet the 
speech still contains an identifiable pitch period.
It can also be hard to identify GCI during sections of unsteady partly voiced speech. 
During such occasions there may be one or more GCI occurring within each PCW. Also 
there can be unvoiced excitation containing spikes of high energy that could easily be 
mistaken for a GCI.
6 .2 .2  F u n d am en ta l F requ en cy  B a sed  S eg m en ta tio n
Due to the complex speech production mechanism and signal sampling the periodicity in 
a resultant speech signal may not necessarily correspond to distance between excitation 
instants. Finite signal sampling rates cause GCI to be detected at intervals of an integer 
number of samples. This can cause a section of perfectly period speech to have GCI 
separated by an uneven number of samples. For example, if a section of speech has GCI
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Figure 6.2: A section of highly resonant female speech and the corresponding speech 
residual signal.
separated by 3.8125 microseconds corresponding to exactly 30.5 samples, the sampled 
signal will have a PCW  of 30 samples followed by a PCW of 31 samples. When speech 
is synthesised using these varying PCW  lengths, it is found that the resultant signal 
lacks the harmonic structure of the original speech, and sounds rough. This problem is 
most apparent in stationary speech where the pitch remains almost constant for a long 
period of time.
In order to overcome this problem, segmentation techniques that use the fundamental 
frequency of the speech, rather than the GCI can be used. In these methods, a pitch 
determination algorithm (PDA) is used to extract the pitch for a region of speech. The 
pitch value Po is then rounded to the nearest integer, and the speech is segmented into 
PCW  containing P^ samples. Such systems overcome the problem of alternating pitch 
cycle lengths; whilst at the same time they introduce another set of problems. The 
main problem with this method is that it relies on a PDA. Most PDA extract a pitch 
value from a large frame of speech. The PDA used in the SB-LPC coder described 
in Chapter 5 operates using a window length of 239 samples and assumes the speech
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is stationary during this period. Hence a constant pitch value is assumed during this 
window period. This assumption violates the purpose of the pitch synchronous coder. 
It forces the use of a constant pitch value during a period of speech where the pitch 
may in fact be varying.
The second problem with this method is again caused by fractional pitch values. When 
a section of speech contains several consecutive PCW with a fractional pitch value, the 
total number of speech samples analysed after a series of N PCW  of integer length may 
not equal the exact number of samples in the original N PCW. This causes the analysis 
boundaries and the synthesised speech to become misaligned.
6 .2 .3  C on seq u en ces o f  S eg m en ta tio n s
In order to define the aims of the PCD the effects on the rest of the coder must be 
considered. Does the coder require sets of PCW  that match voiced speech identically, 
i.e. defined only by the GCI locations, or does the coder require regular pitch cycles 
with slowly evolving size?
To determine this, it is necessary to look at the uses of the PCW. The pitch cycle 
boundaries identify the PCW  that are defined as a single unit of speech. Each PCW is 
analysed individually and speech parameters are extracted. At the decoder the speech is 
synthesised by generating the PCW  and concatenating them. As stated earlier, exact 
matching of the PCW sizes with the CGI can cause alternating pitch lengths that 
result in rough sounding speech. Therefore the decoder needs PCW  that stay constant 
in length or vary smoothly during voiced speech, so that the synthesised speech will 
contain the same harmonic content as the original speech.
In order to define what is required for correct analysis it is necessary to identify the 
effect the PCW  location has on parameter extraction. Figure 6.3a shows a section of 
speech residual with two GCI separated by 74 samples. This PCW  was extracted from 
a larger segment of voiced speech with a pitch of between 74 and 75 samples. Both the 
neighbouring PCW  are 75 samples long. When PCD is carried out using fundamental 
frequency based segmentation, the PCW is set to 75 samples long. When GCI are used 
to define the PCW  it is 74 samples long. Figure 6.3b shows the extracted spectral
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Figure 6.3: A section of speech residual (a), its spectral amplitudes (b) when analysed 
with a window, starting from the GCI, of 74 (solid line) or 75 (dashed line) samples. 
Its spectral amplitudes when the GCI is centred within the PCW  (c).
amplitudes for this section of speech residual, assuming PCW  lengths of 74 and 75 
samples, with the PCW  beginning at the GCI. It shows the extracted parameters vary. 
Figure 6.3c shows the extracted spectral amplitudes for this section of speech, assuming 
PCW  lengths of 74 and 75 samples, with the GCI placed in the centre of the PCW. 
In this case the spectral amplitudes vary very little. Therefore, when the window is 
placed such that the GCI occurs at the beginning of the PCW, it is important that 
the PCW length is set such that only one CGI occurs within the frame. In Figure 6.3b 
the spectral amplitude of the PCW  with 75 samples is significantly different from that 
with 74 samples as it contains two GCI. If the average energy of the PCW  is measured 
the effect of the second GCI is even more apparent.
This shows that ideally the PCD algorithm based on the fundamental frequency of the 
speech must also use the GCI so as to ensure that the PCW  contains only one GCI,
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Further experiments with windowing of PCW  for LPC extraction, and energy scaling at 
the decoder, also showed better performance when the largest proportion of the PCW 
energy (the GCI) occurred at the centre of the frame.
This section has shown that the ideal segmentation differs depending on whether anal­
ysis of speech or synthesis is being considered. In order to satisfy both requirements, a 
compromise is needed. One such method is to use PCD that uses PCW with estimated 
lengths taken from the fundamental frequency, but use the GCI to place the windows, 
so that the majority of energy (the GCI) is centred in the PCW. In such a system the 
encoder will synthesis voiced speech with the harmonic structure intact. In addition, 
during analysis it can be guaranteed that only one major GCI will occur in each PCW. 
The major problem with this solution is that the encoder and decoder will no longer be 
synchronous. The decoder may be forced to insert or remove cycles in order to fill the 
output speech frame buffer. This can be overcome by setting the lengths of the PCW 
of unvoiced speech in such a way as to resynchronise the encoder and decoder.
6.3 E x istin g  M eth od s
This section discusses some pre-existing methods of PCD. These methods are generally 
based on detection of the GCI.
6 .3 .1  G rou p -D elay  B a sed  M e th o d  for E x tra c tio n  o f  S ign ifican t In ­
sta n ts  o f  E x c ita tio n
This method suggested by Yegnanarayana [91] identifies a significant instant of exci­
tation within a frame of speech. It will correctly identify a GCI from a frame of 1 - 2  
times the estimated pitch length. It uses the average group delay of a frame of speech 
residual to identify when a GCI occurs. To show the workings of this method, consider 
a unit impulse signal delayed by r  ( Figure 6.4 top). Taking the Fourier transform 
of this gives us e x p { —j u T ) .  Hence, the Fourier transform phase function is given by 
(f>{uj) =  — LOT. The negative derivative of the phase function, known as the group delay, 
is = r. Therefore the phase slope function is constant and equal to the delay of
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Figure 6.4: A unit impulse (top) and its average group delay when windowed with a 
shifting 80 sample rectangular window centred on each value of x (bottom).
the unit sample in the time domain. It we place the unit impulse in a window, and the 
window is moved from the left to the right, the group delay function will vary linearly 
depending on the position of the analysis window. Figure 6.4 (bottom) shows how 
the average group delay varies. When the unit impulse is at the centre of the window 
(r  =  0) the average group delay is zero. Using this we can identify the position of a 
unit impulse within a frame of speech.
Now lets consider a section of speech excitation signal (Figure 6.5 left). The GCI within 
the excitation signal has a pulse like structure. Figure 6.5 right, shows the group delay 
of the signal. As it shows the average group delay is equal to the delay of the GCI from 
the centre of the window. In general Yegnanarayana [91] uses the fact that a minimum 
phase signal starting at the time origin will have an average group delay of zero. If the 
signal is delayed by r  samples, the average group delay will be proportional to r .  This 
fact is used as the basis of the group-delay method for extraction of significant instants 
of excitation
6.3.1.1 A lgorithm  Specifics
This section details the specifics of the group delay method as shown in Figure 6.4. This 
method uses the phase slope of the Fourier transform function. Direct computation of
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Figure 6.5; A section of speech residual signal windowed by a rectangular window of 
50 samples, delayed by 40 samples(left) and its group delay (right) with the average 
group delay marked (dashed line).
the phase spectrum using the real and imaginary parts of the DFT of the signal results 
in phase values that are wrapped around the range —tt and tt. Therefore in order to 
calculate the phase slope the phase spectrum must first be un-wrapped. This can be 
complex and the accuracy of computation depends on the windowing of the signal. 
Fortunately, Oppenheim and Schafer [92] have shown that the group delay function 
of a signal can be calculated directly from the windowed signal. If we take F{u)  and 
N{üj) as the Fourier transforms of /(n )  and n /(n ) , then the group delay is given by:
ÿ ' (w) =  r  (w) =  (F, (w) Nr (w) +  Fi (w) N  {to)) /  ( f ,  (w)' +  Fj (w f ) (6 .1 )
where Fr (w) and F{ (w) are the real and imaginary parts of F  (w). Before computation 
of the average group delay, isolated peaks in r  (w) are removed using a 3 point medium 
filter. Moving the analysis window by one sample at a time, and calculating the average 
group delay then calculates the phase slope function. Due to the approximation in the 
computation of the average group delay values, the phase slope function is not a straight 
line. It is smoothed using a thirteen-point Hanning window. The positive zero-crossing 
instants of the phase slope function correspond to the instants of significant excitation. 
Figure 6 . 6  shows the periodic excitation impulse sequence and its phase slope function. 
The input sequence was windowed with a 70-sample Hamming window. It was zero 
padded and transformed using a 300 sample DFT. Figure 6 . 6  shows that the points of
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Figure 6 .6 : A model of a speech residual signal containing several pulses per pitch cycle 
(top) and its phase slope function, with zero crossings corresponding to the instants of 
significant excitation.
significant excitation are correctly identified as the positive zero crossing threshold of 
the phase slope function.
6.3.1.2 Evaluation
The group delay method was used to segment speech into PCW. An initial pitch esti­
mate, from the SB-LPC PDA, was used to estimate an initial pitch value. The analysis 
window was then set to 1.8 times the pitch value. The positive zero crossing points of 
the phase slope function were marked as the points of significant excitation, and the 
frame boundaries were set to the points equidistant between the points of significant 
excitation. Figure 6.7 shows the operation of the algorithm. As can clearly be seen 
during the majority of the signal the GCI are correctly identified, but towards the end 
of the first speech segment two GCI are missed. During the evaluation of this method 
it was found that many pulses during onsets and offsets were missed. It was also found
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Figure 6.7: A section of speech residual (top), the phase slope function and identified 
points of significant excitation (dotted line).
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Figure 6 .8 : A section of speech residual (bottom), the phase slope function(middle), 
identified points of significant excitation (dotted line), and PCW  size in samples.
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that the method was very sensitive to window size and the smoothing method used on 
the phase slope signal. On many occasions it was found that the GCI location would be 
missed by several samples giving a succession of PCW with alternating sizes. Figure 6 . 8  
shows how the size of the detected PCW varies significantly during an area of speech 
with a near constant pitch value.
6 .3 .2  A rea  In form ation  S eg m en ta tio n
This method suggested by Hahn and Dong-Guy [93] identifies glottal closure instants 
by identifying areas where the greatest change in amplitudes occur. It proposes using 
an area comparison method on 1.2 kHz lowpass filtered speech signal. Initially the area 
of the signal between each zero crossing of the signal is calculated. Then the difference 
between each adjacent area is computed. This is known as the difference signal. Figure 
6.9 shows an area of lowpass filtered speech, the areas of the speech between the zero 
crossings, and the difference signal. The difference signal, in conjunction with a pitch 
estimate from a pitch determination algorithm is used to segment the speech into PCW.
After the difference signal has been calculated, the following procedure is used.
i. divide the speech into frames (2 0 ms)
ii. detect the maximum peak from the difference signal
iii. eliminate all peaks in the difference signal located around the selected peak, within 
a distance of 60% of the pitch value calculated using a PDA
iv. repeat stages ii and iii until no unsearched peaks in the difference signal exist
V. the GCI are located at the minimum of the trough proceeding the zero crossing 
of the remaining peaks in the difference signal.
Figure 6.10 show a section of speech and the corresponding PCW  locations as identified 
using area information segmentation. This segment of speech was selected to highlight 
the major problems of the algorithm. During the speech frame, the energy distribution 
can vary during the PCW, in such a way that the major area change shifts, and the
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Figure 6.9: Low pass filtered speech signal (a), local areas (b), difference areas (differ­
ence of two adjacent areas) (c).
identified PCW location flips. This leads to an over or under sized PCW as can be seen 
at the centre of Figure 6.10. This problem occurs regularly and so the area segmentation 
technique was adjudged to be unsuitable for the task of speech segmentation.
6.4 P rop osed  m eth od s
All the methods presented so far were designed specifically for identifying GCI within a 
frame of speech. None of them were designed to segment speech into PCW for use within 
a pitch synchronous speech coder. They all search for independent speech excitation
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Figure 6.10: Speech signal and the PCW  locations (dashed line) as located using area 
information segmentation.
impulses, and do not try  to search for a series of GCI separated by a slowly varying 
pitch value. Therefore they are performing the search using only half the available 
information, and fail in places where the GCI information is weak. By searching for a 
series of pulses, it is possible to select a GCI from a series of small peaks in a speech 
excitation signal by using information about its neighbouring GCI and a predicted pitch 
value from the PDA.
This section presents two methods for pitch cycle detection tha t focus on finding a 
series of pitch cycles within a segment of speech. The first method searches for a train 
of large pulses separated by the estimated pitch value. The second method performs a 
similar search but concentrates on locating areas of low energy rather than the GCI.
6 .4 .1  P itc h  G rid  A rray
Periodic pulses of sound passing through the vocal tract produce voiced speech. Ideally, 
and in the majority of cases, the pulses produced by the glottis opening and closing will 
be periodic, and the time interval between the pulses will be constant. Hence, if the 
pulse of energy of the GCI is assumed to be a unit impulse S(t), the speech excitation 
signal can be defined as:
OO
^ S ( t - n r o )  (6.2)
n = 0
where tq is the pitch of the sequence. The speech excitation signal is the speech signal 
before passing through the vocal tract. This signal is not normally available at a speech
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coder, but an estimate can be obtained by inverse filtering the speech with an LPC 
filter. As was described in Chapter 2, the LPC filter models the effects of the vocal tract, 
and so inverse filtering the speech will remove the effects of the vocal tract and give an 
estimate of the excitation sequence. This filtered signal (speech residual) should show 
the same, or a similar train of pulses. The pitch grid algorithm operates by identifying 
the best sequence of pulses in a speech residual signal that best match that defined 
in equation 6.2. It then segments the speech by selecting the cycle boundaries as the 
point in the middle of two neighbouring pulses.
6 .4 .1 . 1  A lg o rith m  Specifics
The speech signal is segmented into frames of 160 samples. 320 samples of speech
consisting of the current frame, half the previous frame and half a frame look ahead, are
passed through an LPC analysis filter. The LPC parameters used are extracted every 
80 milliseconds using the method outlined in Chapter 4. The residual is then searched 
and all positive and negative peaks are identified. The positions and the amplitudes of 
the peaks are stored as p{n) and a(n). Firstly the smallest peaks are removed so as to 
speed up the pitch grid search. This is done by selecting each peak, p(jii), in turn and 
discarding it if there is another peak, p{nj) which satisfies the following conditions:
|a(ni)| < \Sa{nj)\ an d  \p{ni) - p ( n j ) |  < afP^in  an d  p{m) < p{rij)
or (0.3)
|a(ni)| < \0a{rij)\ an d  \p{ni) -  p{rij)\ < an d  p{rii) > p{rij)
where Pmin is the minimum estimated pitch value for the entire two frames. Experi­
mentation showed that values of 0.5, 0.5 and 0.75 for S ^af and at  will remove most of 
the small and insignificant peaks tha t exist, leaving behind a sequence containing a few 
pulses per pitch period. Next, each of the k remaining peaks is selected in turn, and 
the best sequence of pulses that contain the selected peak is computed. The sequence 
of pulses, or pitch grid is selected as follows. Starting with the selected peak p(n^), all
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following peaks, p{rij) are searched and the peak that maximises:
1 -  it p{nj) < (pim) + Po) 1
t'k,i =  1  1 -  if p(«j) > (p(»i) +  a )  * ( 6  4)
0  if a{ni)a{rij) < 0
is marked as the subsequent peak in the pitch grid. Pq is the estimated pitch value 
calculated by interpolating between the estimated values for the beginning and end of 
the frame. This method is repeated until a train of pulses from p{rii) to the end of the 
frame has been identified. It is then repeated working back from p{rii) to the beginning 
of the frame. This yields a pitch grid with pulse locations p{g) and amplitudes a{g). 
In order to determine which of the k pitch grids is optimum a strength measure, Wf. is 
calculated for each grid. It weights pulses with higher amplitudes more, as these are 
more likely to correspond to the high energy GCI. It also gives higher weightings to 
pulses separated by Pq samples, as such grids will contain the periodic structure desired. 
It also weights pulses much higher if the pulse was identified as a member of the selected 
pitch grid of the previous frame. This is included to try and force continuity between 
neighbouring frames, and hence give a set of smoothly evolving PCW  sizes throughout 
the whole speech not just within a frame. The strength measure is equal to:
N
^  ^0 '{9 i)^k ,i^prev (G 5)
i= 0
^prev — 2  if p(gj) existed in previous frames selected PGA  ^
1 otherwise
i/k^ i is computed as in Equation 6.4, and is equal to 1 for the initial pulse. The grid p{g) 
that maximises u>k is selected as the optimum pitch grid for the current frame. Figure
6.11 shows the operation of the algorithm. During sections of highly voiced speech, the 
algorithm works very well.
6.4.1.2 P erfo rm an ce  E v a lu a tio n
The pitch grid array pitch cycle detection algorithm was evaluated within a pitch 
synchronous speech model. During the evaluation small enhancements were made to
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Figure 6.11: Speech signal and the PCW  locations (dashed line) as located using pitch 
grid array analysis.
the algorithm in order to improve its performance. This section outlines the evaluation 
procedure and the results. It also gives details of the enhancements to the algorithm.
Visual inspection of the identified cycle location proved the existence of an anticipated 
problem. During a section of highly resonant speech, such as that shown in Figure 
6.12(top), the speech excitation signal (Figure 6.12(middle)) contains little or no en­
ergy, and no obvious excitation pulses to identify. The algorithm attempts to identify a 
sequence of pulses within the signal, but as can be seen in the centre section of Figure 
6 .12(middle) the cycle location do not necessary correspond to the PCW  that obviously 
exist in the speech waveform. In order to overcome this, the pitch grid array was com­
puted using the original speech waveform as the input. In such cases the problem was 
solved as can be seen in 6 .1 2 (top) where the speech is segmented into regular cycles 
throughout. Unfortunately, using the speech waveform as the input introduced prob­
lems in other section of speech. Figure 6.13(top) shows a section of speech containing a 
speech onset where there exists two major peaks in each pitch cycle. The second peak 
does not correspond to another excitation pulse, but is present because of the response 
of the vocal tract. When this speech is fed into the PGA, it initially selects the positive 
pulse. During the speech segment, as the vocal tract response changes, it becomes 
obvious that the negative peak corresponds to the major excitation. As the negative 
peaks becomes more predominant, the large amplitude component of the weighting in 
equation 6.5 outweighs the history component and the pitch grid switches. Bt looking 
at the identified pulse locations in Figure 6.13, the effects of this can be seen. A cycle
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Figure 6.12: A section of female speech (top) and its identified pulse locations (dotted) 
using the PGA. The speech excitation (middle) and the identified pulse locations and 
the partially LP filtered signal (bottom) and the identified pulse locations.
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Figure 6.13: PCW  locations using the PGA on original speech (top) and speech residual 
(bottom)
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significantly shorter in length than the surrounding cycle exists. Such a cycle causes a 
small artefact in speech synthesised using the PS-SBLPC coder.
So far it has been shown that the speech signal is not necessary useful as an input to 
the pitch grid array as the vocal tract filtering spreads the excitation energy across the 
cycle and can make it harder to find the original pulse. It has also been shown that 
in areas where the vocal tract is highly resonant, the excitation signal does not always 
contain any excitation pulses to identify. A better approach is to use only a limited 
amount of LP inverse filtering, using a pole-zero filter based on the LP coefficients. The 
speech signal is passed through a filter to remove some of the effect of the vocal tract, 
but leave enough energy so that in highly resonant areas, a large enough signal exists 
to allow the peaks to be identified. The transfer function of the filter used is shown in 
equation 6.7, where A(z) is the LP inverse filter.
The filter is such that if a = l  and ^==0, the filter has the same effect as the LP analysis 
filter; it removes the majority of the frequency domain shaping. If a = l  and jd=l, 
the two parts cancel out and the filter has no effect (ie the speech will pass straight 
through). If a= 0  and ^=1, the filter becomes an LP synthesis filter, a  is set equal 
to 1 and P is varied between 0.9 and 0.7 in order to vary the amount of LP filtering. 
When the speech pitch value is below 30 samples, the speech is more likely to be female 
and contain the highly resonant areas with little excitation. In such areas, only a small 
amount of inverse filtering is wanted, and so for these areas a = l  and (3=0.9. During 
speech with a longer pitch value (usually male speech with a pitch greater than 60 
samples), the value of ^  is set to 0.7. This gives a large amount of LP inverse filtering 
and gives a signal that is closer to the excitation signal than the speech signal. Between 
pitch values of 30 and 60 the value of /? is varied linearly. Figure 6.12(bottom) shows the 
resultant signal that is fed into the pitch grid array algorithm. As it shows, even during 
the middle section of highly resonant speech the pitch grid array algorithm correctly 
identifies the pitch cycles.
To evaluate the performance of the algorithm as a pitch cycle detection algorithm in a
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Figure 6.14: Pitch synchronous speech model as used to test the pitch cycle detection 
algorithms.
pitch synchronous speech coder, it is necessary to listen to the quality of speech from 
a pitch synchronous speech model tha t uses the PGA to segment the speech. By using 
such a model, with no parameter quantisation, any significant distortion will be as a 
direct result of the speech segmentation. Figure 6.14 shows the system used to evaluate 
the PGA. Test speech samples from the NTT [94] database are coded using the model, 
and the output compared to the input. The pitch synchronous analysis and synthesis 
techniques shown in Figure 6.14 are outlined in Chapter 7.
The problems generated by incorrect pitch cycle detection fall into two categories. The 
first category is cycle size jitter. This normally occurs when the PGA identifies the 
correct pulses, but because of the signal sampling the cycle lengths vary. It can also 
occur if a speech sample contains two large pulses close together ( 2  pulses within a 
PCW), and the PGA occasionally selects the wrong pulse. The effect of such problems 
can be heard as roughness in the synthesised speech. It is very easy to identify cycle 
size jitter during section of speech where the characteristics evolve very slowly.
The second major problem can be seen in Figure 6.15. The PGA incorrectly identifies 
a smaller cycle within a section of speech. The synthesised speech shows the effect this 
has. A small compressed PCW  has been synthesised. This cycle detection error results 
in a artefact in the synthesised speech. The shortened cycle damages the harmonic 
structure of the speech. A similar problem occurs where the PGA identifies a larger 
PCW. These problems occur in places where the energy distribution within the PCW 
is varying over time.
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Figure 6.15: PGA input waveform (b), synthesised speech (c), PCW  locations (dotted 
line) and cycle sizes (a)
For the evaluation of the PGA, eight 4-second samples of speech, four male and four 
female were passed through the PGA. The number cycle detection errors within the 
samples were counted and recorded as a percentage of the number of cycles present. In 
addition the numbers of areas of speech containing cycle size jitter were recorded. It is 
not possible to measure cycle size jitter with reference to the number of pitch cycles as it 
is a problem that can only be identified by listening to groups of cycles. It is not possible 
to attribute the distortion to individual cycles. Table 6.1 shows the results obtained 
using the PGA. The results show significant errors and indicate that the PGA on its 
own is not sufficiently reliable for use within a practical pitch synchronous coder. The 
resultant speech contains too much distortion even without parameter quantisation. 
Obviously the task of segmenting speech into PCW is not simple, and the pitch grid 
array is not a practical solution.
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Sample
P
Cycle Size Jitter
GA
Cycle Detection Errors %
Total Male 5 0.96
Total Female 4 0.30
Total 9 0.57
Table 6.1: The percentage of cycle detection errors, and areas of cycle size jitter when 
the PGA was used within a PS-SBLPC model.
6 .4 .2  T rap ezo id al Search
The PGA looks for peaks in the input signal and uses these to identify the boundaries of 
the PCW. Unfortunately, smearing of the glottal pulse energy by the speech production 
system can mean that the point of highest energy does not necessarily correspond to 
the point of excitation. Also finite sampling rates and filtering of the input signal can 
vary the location of the point of highest energy.
This section presents an alternative method of identifying PCW. Instead of looking 
for the point of highest energy, it looks to identify a pattern of varying energy in the 
speech. Like the PGA, the aim is to identify a series of cycles and use information 
from past frames to help identify cycles in the current frame. If we consider a typical 
PCW from the semi LP filtered speech signal from Section 6.4.1.2, we can make two 
deductions. The energy within the signal will vary with a fundamental frequency equal 
to that of the speech pitch value. Secondly, there will be an area of maximum energy 
around the position of the excitation pulse, and an area of minimum energy near the 
end of the PCW, shortly before the next glottal pulse. The trapezoidal search method 
identifies these cycles and places the PCW boundaries in the areas of low energy that 
exist within each cycle. Because it does not rely on any precise peaks of energy to 
place its boundaries, it is less sensitive to the smearing of the energy around the point 
of excitation.
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Figure 6.16: Original Speech (a), partial LP filtered speech (b), rectified low pass 
filtered partial LP residual (c)
6.4.2.1 A lgorithm  Specifics
The input speech is segmented into frames and a pitch detection algorithm is used to 
estimate the pitch value for the frame of speech. It is subjected to partial LP filtering 
as described in Section 6 .4.1.2. It is then rectified so that the entire signal has an 
amplitude greater or equal to zero. Next it is filtered with an HR low pass filter with a 
-3dB cut off frequency of 500Hz. 500Hz was chosen as this computes to a pitch period of 
16 samples, and it is assumed that all speech signals will have a pitch value greater than 
this. This filter removes the high frequency distortion caused by the rectification as 
well as high frequency components introduced during speech production. The resultant 
signal can be seen in Figure 6.16 (c).
Next s e n c (^) is computed using equation 6 .8 .
SENcin) =  s{n) +  0.3s(n — To) +  0.1s(n +  Tq) (6 .8 )
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s(n) is the low passed filtered rectified residual. To is the estimated pitch from the 
PDA. Assuming the estimated pitch is correct, this filtering raises any peaks that have 
periodicity of To and will also increase the value of troughs tha t do not have periodicity 
of To. Troughs that do have periodicity of To will not be significantly effected. If s(i) is 
a local minimum, and the signal has periodicity of To, then s(i +  T o) and s(i — T o) will 
also be local minima therefore s(%) +  0.3a(% — T q) +  0.1s(« +  T o) «  s(i). This enhanced 
signal forms the trapezoidal search input signal. The values of 0.3 and 0.1 were chosen 
experimentally. Larger backward emphasis was used to increase the performance of the 
algorithm during speech offsets.
The input signal is analysed in frames of 160 samples. The location of the end of the 
final PCW  in the previous frame is used as a starting point for the beginning of the first 
PCW. A selection of the input signal s(n) containing To samples is then taken. This 
section is cross correlated with the selection shape T(n). The weighted cross correlation 
c(n) is calculated as:
i<7bE  s ( i ) t ( i  + j)
 ri<To (6 9)<■^0 !--------r î < ’ib  !------- ;
E  \ /» ( ')  ?  A  (O'i=0 i=0
where:
t{i) =
i f  i mod To < O .lT o
*/ « mod To > O.m  (6 10)
1 otherwise
The shape function T(n)  was chosen as it contains the characteristics required. It 
contains a central area of high energy, surrounded by 2 areas of low energy. Other 
functions such as compressed rectangle, triangle and Hanning window based functions 
were tried, but the trapezoidal shape was found to work best. When functions with a 
central peak, such as a triangle, were used, the correlation is usually maximum when 
the peaks of t{n) and s{n) are aligned. This would then give the location of the peaks 
of the energy but not the areas of low energy that are required. Because the top of the
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Figure 6.17: Trapezoidal search input signal (bottom) and aligned trapezoidal (dotted 
line) and the cross correlation function (top)
trapezoidal is flat, the correlation is a maximum when the edges of the trapezoidal are 
aligned with areas of low energy.
Figure 6.17 shows the input signal, the cross correlation value and the optimum aligned 
trapezoidal shape signal T { n ) .  In this case the correlation is at a maximum when there 
is an offset of zero samples. The maximum value of correlation c { j )  is used to determine 
the location of the start of the PCW. If the start occurs in the first half of the cycle 
(as in Figure 6.17) it is considered to be the beginning of the current PCW. If the start 
occurs in the second half of the cycle as in Figure 6.18 it is assumed to be the start of 
the following PCW and the start of the current PCW  occurs Tq samples before this. 
In most cases, such as that shown in Figure 6.17 the beginning of the PCW  is equal to 
the location of the end of the previous PCW.
In cases where the beginning and ends do not correspond the PCW  start point is set 
to the point immediately in the middle of the points identifled as the PCW  boundaries 
(between the point marked as the end of the previous cycle and the point marked as 
the beginning of the current cycle). The weighting function w { j )  used in equation 6.9 
was formulated to give a higher bias to smaller shifts, and try to avoid shifts of half 
the pitch value that result in small cycles. The value of the weighting function shown
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Figure 6.18: Trapezoidal search input signal and aligned trapezoidal (dotted line)
b£)
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Figure 6.19: The Trapezoidal search weighting function, 
in Figure 6.19 is:
w(j)  =  •! 1  -  i
i f  j  < 0.12b or j  > 0.92b 
i f  i> 0 .1 T o  or j  < 0.52b4
0.8 +  i f  j  > O.STo or j  < 0.9%
(6 .11)
Once the boundaries of a PCW  are identified, they are adjusted to coincide with the 
local minimum in the input waveform. Then the end of the cycle is used as the beginning 
of the next cycle and the correlation search is repeated for the following section of 
speech. PCW  are sequentially identified until the end of the frame. If it is identified 
that a speech onset occurs during the frame (by analysing the voicing content of the 
beginning and end of the frame) the algorithm is run backwards. The final sample of 
the frame is used as the boundary of the initial PCW and w{j) is set to one for all 
values of j  to search for the final PCW  in the frame. Once the final PCW  has been
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identified the algorithm can work backwards using the usual weighting function.
One problem with this and other methods that identify individual PCW  rather than 
a series of PCW is that the end of one PCW will not necessarily coincide with the 
beginning of the next cycle. During the frame this is overcome by taking the middle 
point of the two locations. However, the end point of the last PCW in a frame, which 
also corresponds to the beginning of the first PCW  in the subsequent frame must be 
fixed. The end point of the final PCW  can not be changed by the subsequent frame as 
the PCW  position would have already been used for analysis within the coder. In order 
to alleviate this problem the trapezoidal search is continued for one PCW beyond the 
end of the frame. Therefore the following PCW  will already have been searched and 
the correct location for the end of the final PCW  selected.
Figure 6.20 shows the operation of the trapezoidal search algorithm on a section of 
speech. Initial evaluation suggested that compared to the PGA, far fewer clicks were 
audible in speech produced when the trapezoidal search was used for pitch cycle de­
tection in the speech model shown in Figure 6.14. Because w(j) has been chosen with 
lower weighting in the centre, the algorithm identifies far fewer shorter cycles. This 
biasing of w(j)  was tuned to a value that was perceived to remove most of the unwanted 
incidents of short cycle selection whilst at the same time the weighting in the centre 
could not be too low as this stops the algorithm correctly selecting PCW  boundaries 
during undetected onsets or voiced to voiced transitions.
The PCW  identified by the trapezoidal search contain large amounts of jitter in the 
cycle size. Figure 6.20 (a) shows the PCW  sizes and it can be seen that even in this 
highly voiced regular speech the PCW  sizes do not vary smoothly. This is due to 
the width of the troughs in the input signal. Unlike the PCA which identifies peaks 
in the waveform the trapezoidal search locates the PCW boundaries in areas of low 
energy. Therefore the boundary locations can be moved slightly to remove the cycle 
size jitter, and hence maintain the harmonic nature of the speech, without fear of 
significantly effecting the speech analysis. As the boundaries are at areas of low energy 
the boundary positions can be adjusted slightly without risking creation of a PCW 
containing two major excitation pulses. In order to remove the cycle size jitter, i9 in
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Figure 6.20: A speech segment (c) the corresponding trapezoidal input signal (b) and 
the PCW  sizes and smoothed PCW  sizes (a). The smoothed PCW  sizes are shown 
dotted and offset by 5 for clarity. The dotted vertical lines correspond to the PCW 
boundaries.
equation 6 . 1 2  is minimised.
N N
Z) l ( P i + l  -  Pi) -  {Pi -  P i - l ) \  Z  S EN ci P i )  
----------------  4- jd-* (6 .12)N  W
P i  is the location of the start of the ith PCW. N  is the number of cycles in the frame. 
SENc{Pi) is the value of the input signal at the position of the PCW  boundary. is 
minimised by allowing each boundary location pi to vary by two samples either side 
of its initial location. Therefore there are possible combinations searched. The 
values of a  and were chosen experimentally so that there is a balance between the 
smoothness of cycle size, and values of SENc{Pi)‘ If a  is high, the left part of equation
6 . 1 2  is minimised, and the PCW  boundaries will be selected so that the minimum 
possible change in cycle size occurs. If j3 is high, ê  is minimised by selecting values of 
P i  that minimise the values of SENcipi)- As the boundaries of the PWC already lie 
at the local minima of s e n c { ‘>T')) the PCW  boundaries will not move. The right hand
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Sample
I
CSJ
>GA 
CDE % CSJ
TS
CDE %
TS
CSJ
+ JR  
CDE %
Total Male 5 0.9673 8 0.5952 3 0.5952
Total Female 4 0.3088 6 0.5147 4 0.4117
Total 9 0.5780 14 0.5476 7 0.4868
Table 6.2: The percentage of cycle detection errors (CDE), and areas of cycle size 
jitter (CSJ) when the PGA, trapezoidal search (TS) and trapezoidal search with jitter 
removal (TS +  JR) was used within a PS-SBLPC model.
side of equation 6 . 1 2  was included to stop the boundary locations moving too far from 
the local minima in the input signal. Values of a  =  3 and P = 1 were found to give 
optimum performance. The smoothed PCW sizes can be seen in Figure 6.20 (a). They 
have been offset for clarity. The amount of cycle size jitter is substantially reduced and 
the signal from the output model in 6.14 was far smoother.
6.4.2.2 Perform ance Evaluation
The trapezoidal search algorithm was evaluated using the same method as used to 
evaluate the PGA. The trapezoidal search algorithm was evaluated with and without 
the jitter reduction procedure. Table 6.2 shows the results obtained. The results from 
the PGA are included for comparison. The results for the TS show no real improvement 
over the PGA method. With the jitter removal included the number of errors is slightly 
decreased, but not significantly. The resultant speech quality obtained from the PS- 
SBLPC model with either of the two proposed methods is too poor to be used.
6.4.2.3 Cycle Size Post Processing
Investigation into pitch cycle detection yielded no satisfactory conclusion. The proposed 
algorithms correctly segmented speech in a high percentage of cases, but the effects of 
cycle detection errors on the quality of the synthesised speech are so significant that 
they can not be tolerated at all. In order to try and remove detection errors, the cause 
of the errors was studied. Specific instances were addressed, with the initial aim of
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improving the robustness of the pitch cycle detection so as to remove the detection 
errors. During this process it became apparent that the assumption that speech was 
constructed of a series of slowly evolving PCW  does not always hold true. Certain 
instances were found where partial cycles were identified. During certain voiced to 
voiced transitions, it was observed that even manually it was not possible to separate 
the speech into an integer number of cycles. Figure 6.21 shows a section of speech and 
the corresponding trapezoidal search input sequence. As can be seen from the cycle 
sizes a pitch cycle detection error occurs during the transition. Observing on the left 
and right sides of the signal it would appear that the algorithm is operating correctly. 
When the identified locations are followed sequentially from the beginning towards the 
transition, and backwards from the end towards the transition, the boundaries do not 
coincide. This results in the detection error during the transition. Looking closely 
at the trapezoidal search input signal highlights the problem. A small partial cycle 
exists during the transition. This partial cycle occurs in such a way that it does not 
alter the harmonic structure of the speech, and does not cause any audible change 
to the waveform. Unfortunately due to the operation of the PS-SBLPC coder this 
partial cycle is either included as part of a neighboring cycle, as is the case in Figure 
6.21, or identified as a separate cycle. Either case causes audible distortion during the 
synthesised speech, as the harmonic structure of the waveform is disturbed.
Two possible solutions to this problem were investigated. Firstly the partial cycles need 
to be identified. This is simple to do by considering the cycle sizes. It either occurs as 
a cycle with a size significantly larger than its neighboring cycles, as in Figure 6.21, or 
the cycle has a size significantly smaller than the cycles either side. If a larger cycle 
is detected it can be partitioned into a normal cycle and a partial cycle. One possible 
approach to solve this problem is to attem pt to synthesise the partial cycle.
During the analysis phase the partial cycle is treated as one complete cycle by moving 
the end point of the cycle to such a place that the cycle length is adjusted to a predicted 
size calculated from the neighbouring cycles. The location of the subsequent PCW  is 
not altered. During the synthesis stage, an excitation sequence of the predicted length 
is used. The cycle is then cropped to the original detected cycle length as required. This 
gives a partial cycle with the same harmonic characteristics as the surrounding cycles
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Figure 6 ,2 1 : A speech segment (b) the corresponding trapezoidal input signal (c) and 
the PCW  sizes (a). The dotted vertical lines correspond to the PCW boundaries 
identified using the trapezoidal algorithm.
but of shorter length. Obviously having a partial cycle will lead to discontinuities in the 
synthesised waveform as the phase evolution will not be linear. This can be overcome by 
adjusting the synthesis phase of the following cycles. Section 4.3.9 describes the pitch 
synchronous synthesis procedure. During synthesis the phase of each voiced harmonic 
is assumed to be tt. This places the main excitation pulse at the centre of the cycle. By 
adjusting the phase of each voiced harmonic, the main synthesis pulse can be moved 
within the frame. After a partial cycle has been inserted all following excitation pulses 
need to be delayed in order to maintain the regular pulse train. Figure 6.22 (a) shows 
a speech excitation sequence when the partial cycle is treated as a complete cycle. The 
third PCW  is shorter and removes the periodicity from the sequence. Figure 6.22 (b)
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shows the resultant excitation sequence when phase compensation has been used. The 
third and fourth pulses have been delayed to maintain the periodicity in the signal. All 
the subsequent pulses would need to be delayed by adjusting their phase accordingly. 
This can be reset to tt after a period of unvoiced speech signal. In order to correctly 
position the excitation pulse, the phase of the first harmonic of PCW  i must be 
calculated. The phases of the subsequent voiced harmonics are multiples of this value. 
The value of (j)i is calculated as;
, 2TTd (6.13)
where:
Si-1 + Si (f>i-iSi-i (6.14)
Si-1 and Si are the original detected lengths of PCW i — I and i. S i- i  and Si are the 
corresponding adjusted lengths of PCW  i — I and i.
Figure 6 .2 2 : An excitation sequence without phase compensation (a) and with phase 
compensation included (b). Si and S i- i  are the original detected lengths of PCW i 
and i — 1. Si and S i- i  are the corresponding adjusted lengths.
This proposed method for generating partial cycles initially appears to solve the prob­
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lem of distortion due to cycle detection errors. The synthesised speech no longer 
contains audible distortion due to a shortened PCW. Unfortunately this method was 
deemed unsuitable as it added two further problems as a consequence. The first prob­
lem is that it makes quantisation of the PCW  sizes harder. Having to allow the PCW 
sizes to vary so greatly as to allow for partial cycles means that the quantisation of 
the PCW  sizes will require a larger number of bits. Section 8 . 2  covers the quantisation 
of PCW in more detail. The second problem caused by this method is seen during 
the energy scaling stage of the pitch synchronous synthesis. Section 4.3.9 explains how 
the energy of each cycle is set individually by scaling the excitation pulse, using the 
LP filter response of each cycle to calculate the required scaling factor. This operates 
correctly as the majority of the energy in the frame is from the current excitation pulse. 
This is the case when the pulse is centered in the PCW, or in the first half of the PCW, 
but not when the major pulse is positioned near the end of the PCW. When the main 
excitation pulse of a PCW  is positioned near the end of the cycle, the energy spills 
over into the next PCW. This is due to the memories in the LP filters. In such a case 
the pitch synchronous energy scaling can not correctly operate. When the major pulse 
first occurs near the end of a PCW, the energy scaling factor is raised to an artificially 
high value in order to raise the total energy in the cycle to the required level. There 
is a large amount of excitation energy spilt over into the next PCW, which means the 
energy scaling factor is smaller than expected. This effect continues and the energy of 
the signal oscillates from cycle to cycle. This effect causes roughness in the signal.
A second possible solution to the problem of partial cycles is to ignore or expand them 
during the synthesis. The artefacts in the speech waveform are a result of sudden change 
in the pitch size. If the cycle sizes are restricted to small changes the artefacts will be 
removed. This also aids in the quantisation of the PCW sizes. Obviously quantising a 
set of similar sizes is easier than quantising sets that vary significantly.
This proposed solution works in a manner similar to the previous suggested solution. 
During analysis, PCW  following a cycle detection error are not modified. The erroneous 
cycle sizes are adjusted and the analysis size expanded to the adjusted cycle length. 
Unlike the previous method, where partial cycles are synthesised, this method only 
synthesises complete cycles. The partial cycles are either expanded to the size of a
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complete cycle, or discarded altogether. Obviously this causes one major problem, the 
number of synthesised samples at the decoder will not match the number of samples in 
the analysed portion of speech. The synchronisation between the encoder and decoder 
is lost. This problem is easily solved by regulating the offset between the encoder 
and decoder at the encoder. The encoder must ensure that the decoder can always 
synthesise at least 160 samples for each frame. This has the result of making the 
decoder run slightly ahead of the encoder at some stages. This effect is also seen in the 
SB-LPC coder as described in Section 4.3. The encoder can ensure that the decoder 
never becomes more than one PCW  ahead of the encoder, by discarding a PCW. The 
synchronisation between the encoder and decoder is reset during areas of unvoiced 
speech or silence by adjusting the PCW  sizes at the encoder accordingly.
Figure 6.23 shows the result of the proposed method. As can be seen, by using the 
smoothed PCW  sizes, the artefact in the synthesised speech is removed. Unlike the 
previous method the synthesis phase is not altered, so the major excitation pulse falls 
in the centre of each PCW, so no problems with energy scaling occur. By restraining 
the changes in PCW  sizes, the quantisation of the PCW sizes can be simplified as well.
Previously it was stated tha t identifying cycle detection errors was simple. A criterion 
for smoothing was designed to remove errors in the pitch cycle detection. Three rules 
were designed by identifying changes in the pitch cycle lengths that are likely to be 
due to pitch cycle detection errors. Firstly single cycles that are significantly larger 
or smaller than the cycles either side of them are smoothed. Si, the size of cycle i is 
adjusted as follows;
- S i- i -h S + - i  .„ f (S i> a S i+ i  and Si > a S i- i )  )Si = -------    i f  < > (6.15)
or {Si < pSi+i and Si < j3Si-i) J
Values of CK =  1.1 and P = 0.83 were found to give good perceptual results. The second 
rule was formulated to smooth cycle size errors in regions where the surrounding cycle 
sizes are constant or smoothly evolving. Single cycles with sizes different to those 
around them are adjusted as follows;
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Figure 6.23: The top chart shows the original (dashed) and smoothed PCW sizes 
extracted using the trapezoidal algorithm. The bottom shows the speech synthesised 
with the original PCW sizes (a) and the synthesised speech when the smoothed sizes 
were used (b).
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S . ^ à = i ± ^  i f
(S i- i — Si-2 and
and
— 'S’i+2 )
{Si > Si-1 and Si > 5i+i) or {Si < S i- i  and Si < Si+i)
(6.16)
Si = Si-1 i f  I  Si-2 =  •S'i-i =  5i4-i or S i- i  — Si+i = 5 4^-2 |  (6.17)
Figure 6.24 shows a graphical representation of the cycle sizes before and after smooth­
ing using this rule.
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Figure 6.24: Cycle size smoothing
A rule was added to remove jitter in cycle sizes caused by non-integer pitch values. 
Cycles that are only one sample longer or shorter in length than their neighbouring 
samples are adjusted as follows:
Si = Si-1 i f
Si =  Si+1 i f
{ S i  =  S i - 1  +  1 a n d  S i  >  S i + i )
or { S i  — S i - 1  — 1 arid S i  < S i + i )
{Si = Si+1 +  1 and Si > S i- i )
or { S i  = S i + 1  — 1 and S i  < S i - i ) -  
This smoothing process is illustrated in Figure 6.25.
(6.18)
(6.19)
The smoothing is only applied to cycles during areas of voiced speech, as during un­
voiced speech no pitch track exists, hence the sizes and locations of the PCW is rather
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Figure 6.25: Cycle size smoothing
insignificant. During such areas the PCW  sizes are either adjusted to 80 samples, or 
adjusted to remove any offset that exists between the encoder and decoder, and hence 
realign the signals input and synthesised speech signals. The criterion was designed to 
smooth either single or double cycles that vary significantly, or cause excess variations 
in the speech waveform. Figure 6.26 shows the result of the smoothing. As can be seen 
the variations in the PCW  sizes are reduced and a slowly evolving pitch track can be 
seen.
The effect of the smoothing algorithm was initially evaluated using the methods pro­
posed earlier in this chapter. Table 6.3 shows the performance of the cycle smoothing 
algorithm when used in conjunction with the trapezoidal search algorithm and the pitch 
grid array. The number of artefacts detected in the synthesised speech due to cycle 
detection errors is reduced by a factor of almost ten when the PGA is used and a factor 
of around eight when applied to the trapezoidal search. In fact, in the 8 samples of 
speech tested, only two small artefacts were detected, and these were in sections of 
speech where the initial pitch estimate was incorrect. They occurred at onsets where 
the artefacts were almost inaudible. Further samples were processed and very few arte­
facts were found in the synthesised speech. By limiting the change in pitch size all the 
major artefacts like those shown in Figure 6.23 are removed.
The cycle size smoothing also has the effect of removing jitter from the PCW sizes. 
This can be seen in Table 6.4. The number of areas in the synthesised speech that
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Figure 6.26: A section of Speech (a) the PCW sizes before smoothing (b) and the 
corresponding smoothed sizes (c) offset by 20 for clarity.
Section
Percent
PGA
age of Cycle 
PGA4-SM
Detection E 
TS
,rrors
T S+JR TS+JR+SM
Total Male 0.9673 0.1488 0.5952 0.5952 0.0744
Total Female 0.3088 0.0000 0.5147 0.4117 0.0515
< Total ; 0.5780 0.0608 0.5476 0.4868 0.0608
Table 6.3: The percentage of cycle detection errors (CDE), when the PGA, PGA with 
smoothing (PGA+SM), trapezoidal search (TS), trapezoidal search with jitter removal 
(TS +  JR) and trapezoidal search with jitter removal and Smoothing (TS+JR+SM ) 
was used within a PS-SBLPC model.
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Section
Number Of ./ 
PGA
Ireas Of Spe( 
PGA+SM
3ch With Ji 
TS
tter Errors 
T S+JR TS+JR+SM
Total Male 5 3 8 3 0
Total Female 4 3 6 4 1
Total 9 6 14 7 1
Table 6.4: The number of areas of cycle size jitter when the PGA, PGA with smoothing 
(PGA+SM), trapezoidal search (TS), trapezoidal search with jitter removal (TS +  JR) 
and trapezoidal search with jitter removal and Smoothing (TS+JR+SM ) wa.s used 
within a PS-SBLPC model.
contain roughness, which is assumed to be the result of cycle size jitter, is significantly 
reduced. When used in conjunction with the trapezoidal search algorithm, with the 
jitter minimisation, only one area of roughness was detected in the eight speech samples. 
By using the smoothing algorithm in conjunction with the trapezoidal search algorithm, 
the number of artefacts and areas of roughness in the synthesised speech has been 
reduced to an almost insignificant level.
6.5 C onclusion
This chapter has covered the development of a pitch cycle detection algorithm. Initially 
it was assumed that that it would be possible to segment the speech into complete cycles 
and analyse and synthesise the speech based on these cycles. During the development of 
the pitch cycle detection algorithm it became apparent that this was not the case. Two 
solutions were proposed that helped to reduce distortion that resulted from incorrect 
pitch cycle detection, one of these was shown to work well.
The pitch cycle detection algorithm chosen to segment the speech into PCW was the 
trapezoidal algorithm. Using the basic algorithm as well as the jitter reduction algo­
rithm gave results slightly better than the PGA. After detection, cycle size smoothing 
is applied. To allow for this, an alignment offset is allowed. This complete system forms 
a zero phase pitch synchronous model. It is referred to as a zero phase model as the 
PCW phase is not transmitted. The phase information is contained in the PCW sizes.
6.5. Conclusion 160
This zero phase model is fundamental to the operation of the complete PS-SBLPC 
coder. The maximum possible quality that can be achieved is limited to the quality 
of the zero phase model. The quality of this synthesised speech from this model is de­
pendent on only two operations. Most important is the speech segmentation. Secondly 
the parameter extraction. Parameter extraction is covered in Chapter 7. In order to 
assess the viability of a pitch synchronous sinusoidal coder, the zero phase model can 
be compared to a similar time synchronous coder, with quantisation disabled. Speech 
tests have been carried out and are described in Section 9.2.1 in Chapter 9. The tests 
have shown that there are still a small number of problems to be overcome, but despite 
this the zero phase model produces high quality sharp speech.
C hap ter 7
P itch  C ycle B ased A nalysis
7.1 In trod u ction
Chapter 5 proposed a Pitch Synchronous SB-LPC speech coder. Fundamental to this 
system is the algorithm which locates individual pitch cycle waveforms. A method to 
achieve this has been shown in Chapter 6. Once the waveform has been segmented, 
parameter analysis must be performed. This chapter proposes methods to estimate the 
SB-LPC speech parameters from individual pitch cycle waveforms. Most of the analysis 
procedures used within the time synchronous SB-LPC encoder cannot be applied to 
pitch synchronous analysis, so new methods are suggested for estimation of the LP 
coefficients, speech energy, spectral amplitudes and voicing cutoff frequency.
7.2 LPC  A nalysis
Chapter 5 introduced the PS-SBLPC encoder. Fundamental to the coding scheme 
is the short-term prediction in the form of a linear prediction filter. The SB-LPC 
speech coder along with many of the time synchronous LPC vocoders extract LPC 
parameters from fixed length portions of speech using a method known commonly 
as the autocorrelation method. The autocorrelation method is used, as it is easy to 
implement in such a way that the LPC filter is guaranteed to be stable. In addition 
the method is computationally simple compared to other methods.
161
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An alternative method for estimation of the optimum LP filter coefficients is the covari­
ance method. Unlike with the autocorrelation method, filter stability is not guaran­
teed. However the covariance method has several advantages over the autocorrelation 
method. During the computation of the autocorrelation method (covered in Section 
7.2.1) the assumption is made that the signal is zero outside of the analysis period. To 
achieve this the signal is multiplied by a window that tapers to zero at each end. There­
fore, to obtain reliable prediction coefficients the duration of the LP analysis period 
must be sufficiently long so that the tapering effect of the window has little influence 
[37]. It has been shown that the length of the analysis period must be in the order of 
several pitch periods [95] to obtain reliable coefficients. This is in contradiction with 
the aim of pitch synchronous analysis. The covariance method makes no assumption 
about the signal outside the analysis region.
The following section give an overview of the two techniques considered for LPC esti­
mation.
7.2 .1  A u to c o rre la tio n  M eth o d
The autocorrelation method determines an optimum set of LP coefficients for a time 
interval of N samples. During this time the signal is assumed to be stationary. Because 
of the stationary assumption, the autocorrelation method is often referred to as station­
ary LP analysis. The LP parameters are determined by minimising the error between 
the signal and the signal model. Using the Least Mean Squared criterion minimises the 
prediction error. The prediction error E, is defined as:
N  N
n = l i = l
(7.1)
Where s{n) is the speech signal and aj  are the prediction coefficients. We can determine 
the values of aj  that minimises E by setting d E f d a j  = 0 for j  — 1 ,2 ,3 ,...,p. This 
generates p linear equations of the form:
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n = N  p  n = N
s (n — i) s (n) =  s (n — i) s (n — j)  for i =  l,2 , ...,p (7.2)
n = l  i = l  n = l
containing p unknowns a j. By using the correlation ^(z,j) given by:
iV+p
^ (h J) =  ^  s ( n - i ) s ( n ~  j)
n = l
Equation 7.2 can be written as:
(7.3)
(7.4)
If the speech signal samples are set to zero outside the interval of 1 to N by applying a 
window, and the signal is stationary, the correlation (p{i^j) is a function of only \i j\. 
Therefore can be replaced with the autocorrelation i î ( |2  — jj).
The p linear equations in Equation 7.4 can be expressed in the matrix form:
fl(0) R{1) R{2) ■ R { p - -1)
R{1) R{0) R{1) ■ R { p - -2)
R(2) iJ ( l) R{0) ■ R ( p - -3 )
'  a i  ^ ( R W  ^
«2 R{2)
as R{3) (7.5)
y R{p  ~ 1) R{p  ~ 2 )  R{p  — 3) . R{0) /  \  /  \  ^ {p)  /
The optimum coefficients aj  can then be calculated by inverting the matrix in Equation 
7.5. The inversion of large dimension matrices is often impractical due to error accu­
mulations and complexity. Fortunately the matrix in Equation 7.5 is symmetrical and 
all the elements on each diagonal are equal. It is a class of matrix known as a Toeplitz 
matrix, and efficient methods for the inversion of Toeplitz matrices are known. The 
most commonly used technique is a recursive algorithm known as the Levinson-Durbin 
algorithm [37]. As mentioned previously, other methods do exist for the derivation 
of the optimum LP parameters aj,  but the autocorrelation method, used with the 
Levinson-Durbin algorithm is most commonly used as it provides a practical solution 
to the task of obtaining optimal coefiicients.
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7 .2 .2  C ovariance M eth o d
The covariance method differs from the autocorrelation method in that it does not 
make any assumptions about the signal outside the range used in the calculation. The 
interval over which the mean squared error is computed is fixed. Therefore the solution 
to the LPC analysis is given as in Equation 7.6.
(7.6)
where;
N
^ ih j )  =  ^ s { n - i ) s { n ~  j )
n—l
(7,7)
The correlation is now calculated over a fixed window and no assumptions are made 
about the signal outside of the calculation interval. In this case we do not have an au­
tocorrelation but the cross correlation of two similar, finite length sequences. Therefore 
the matrix in Equation 7.4 now becomes:
^ 0(1 ,1)
0(2,1) <^(2,2) 0(2,p)
0(3 ,1) (/,(3,2) <^(3,3) </»(3,p)
 ^ (P, 1) (j) (p, 2) (/) (p, 3) 4>{p>p)
\ \ 0 (1. 0) ^ 
0 (2, 0) 
0(3 ,0)
0 ( p . î >  /  V “ p  /  \  0 ( p . o )  y
(7.8)
Unlike the matrix in Equation 7.4, this matrix is not a Toeplitz matrix. Therefore 
the Levinson-Durbin algorithm can not be used to invert it. An alternative inversion 
technique known as Cholesky Decomposition can be used [51].
7 .2 .3  M ea su rem en t o f  L P F ilter  M a tch in g
An investigation into the optimum method of extraction of LP coefficients has been 
carried out. The aim of the LP filter is to model the short-term correlations within a
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speech signal. Therefore the smaller the residual signal, the better the speech modelling 
performed by the LP filter. The normalised total-squared error can be calculated simply 
during parameter extraction and gives a measure of the match between the LP filter 
and the original speech. For the autocorrelation method the normalised total-squared 
error is defined as [96]:
=  (7.9)
where R(k)  is the autocorrelation operator. For the covariance method the normalised 
total-squared error is similarly defined as [96] :
=  (7.10)
These formulas give direct measurements of the match between the LP filter and the 
original speech for the entire analysis period. When analysis is performed over only 
one pitch cycle of speech it gives a measurement of the LP filter match during the 
cycle. However, if analysis is performed over a larger area, a better measurement is the 
prediction gain generated by filtering the speech signal with the estimated LP filter. 
The prediction gain calculation is independent of the length of the LP analysis period. 
The prediction gain is calculated as:
Pr  = 10 log
/  N  \E  X»)' 'rt=0_______
NE  < n Y
\n = ; 0  /
dB  (7.11)
Where s{n) is the speech signal and e(n) is the corresponding LP residual. An optimum 
LP estimation technique should result in a maximum Pr.
7 .2 .4  A u to c o rre la tio n  B a sed  A n a ly s is
Most time synchronous speech coders use the autocorrelation method to estimate LP 
filter coefficients as it leads to a simplified matrix inversion and stable LP filter co- 
efllcients [40]. It is common to use a large analysis window, containing at least two
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Figure 7.1: Windowing of three pitch cycles for pitch synchronous LPC analysis using 
the autocorrelation method.
full pitch cycles. The speech signal is windowed so that the signal outside the analysis 
period is zero.
Obviously pitch synchronous analysis should ideally only consider one cycle of speech 
at a time.The autocorrelation method can be applied to a single pitch cycle, but the 
tapering effect of the windowing over such a short period influences the coefficients. Us­
ing a rectangular window eliminates the tapering effects but introduces discontinuities 
that give rise to high frequency distortion [40].
Guerchi and Mermelstein [83] proposed a compromise. The length of the autocorre­
lation analysis window is extended to the length of three pitch cycles. The analysis 
window is centred on the current pitch cycle as shown in Figure 7.1. LPC analysis 
is performed once for each pitch cycle with the analysis centred on the current cycle. 
This gives one set of LPC coefficients for each pitch cycle waveform. The parameters 
should be largely matched to the current pitch cycle waveform with the neighbouring 
cycles having only a minimal impact. This method is compared along with others in 
Section 7.2.6.
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7 .2 .5  C ovariance B a sed  A n a ly s is
The covariance based LPC estimation method is better suited to pitch synchronous 
analysis. As the method makes no assumptions about the signal outside the analysis 
period, direct computation of LP parameters can be computed from a pitch cycle wave­
form. Chandra and Lin [96] compared the covariance method and the autocorrelation 
method and showed that for an analysis period of equal to, or less than one pitch cycle, 
the normalised maximum total squared error obtained with the covariance method is 
lower.
The main disadvantage of the covariance method is that it does not guarantee a stable 
LP filter. Pitch Synchronous LPC analysis using the covariance method was tested 
on eight four second speech samples, from eight different speakers, four male and four 
female. During 1.9% of the pitch cycle waveforms the covariance method yielded an 
unstable filter. Obviously this is a problem as for nearly one in fifty cycles an unusable 
set of LP filter coefficients is extracted.
A solution to the problem of unstable filters was found. By artificially raising the noise 
floor of the speech slightly, as is described in [97] and used in many coders including 
Low Delay CELP [98], the covariance calculation yields a higher percentage of stable 
filter coefficients. Raising the noise floor directly reduces the spectral dynamic range 
of the speech, and decreases the chances of highly resonant peaks occurring in the 
LP filter that can lead to filter poles that are almost unstable. Such poles can easily 
become unstable when subjected to rounding errors in calculations. The noise level can 
be raised artificially within the LPC calculation. During the covariance calculation the 
correlation of the waveforms with zero offset is multiplied by a small factor. A factor of
1.001, equivalent to adding a white noise that is 30 dB below the average value of the 
power spectral density of the input speech, was found to work well. W ith the artificially 
raised noise floor the percentage of unstable LP filter parameters was reduced to 0.39% 
which is a significant reduction.
To deal with the small percentage of cycles that still yield unstable filter coefficients, 
a process of root reflection was used [37]. Any roots that were found to lie outside the 
unit circle within the Z domain are reflected back inside the circle by inversion of their
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value. This guarantees a stable filter response.
7 .2 .6  C om parison  o f  M eth o d s
Several methods of estimating pitch synchronous LP coefficients were compared. Per­
formance of the methods was measured using normalised total squared error and pre­
diction gain. The methods tested were as follows:
i. Autocorrelation method using 3 pitch cycles with the window centred on the 
current PCW. This is the method used within the PS-CELP coder [88].
ii. Autocorrelation method using a single pitch cycle multiplied by a Hamming win­
dow of the same length.
iii. Autocorrelation method using a single cycle multiplied by a rectangular window.
iv. Covariance method using 3 pitch cycles with the window centred on the current 
PCW. This was included to allow comparison between the performance of the 
autocorrelation method and the covariance method when longer analysis periods 
are used.
V. Covariance method using a single pitch cycle. No windowing is used. This is the 
pure pitch synchronous configuration.
vi. Time Synchronous LP analysis using the autocorrelation method every 10 ms as 
used in the SB-LPC encoder. The LP parameters are interpolated to generate 
parameters for each pitch cycle as is done in the SB-LPC decoder. The LP 
analysis and synthesis is explained in detail in Section 4.3. This is included as a 
reference to time synchronous extraction.
The six configurations above were tested within the PS-SBLPC encoder described in 
Chapter 6. For testing purposes eight four-second speech samples from eight different 
speakers, four male and four female were used. In each case normalised total-squared 
error (/i) and the prediction gain (P r), was measured. Table 7.1 shows the results.
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No. Method No. Cycles Window H (xlO-2) Pr  dB
i AM 3 Modified Hamming 6.25 14.84
ii AM 1 Hamming 7.06 14.60
iii AM 1 Rectangular 9.81 14.03
iv CM 3 None 5.52 15.96
V CM 1 None 5.04 16.00
vi AM Time Synchronous Hamming 6.39 14.80
Table 7.1: The normalised total-squared error {fi) and prediction gain (P r) when several 
different LP coefficient estimation methods were used (AM is Autocorrelation Method, 
CM is Covariance Method).
The results show that the autocorrelation method does not work well when using single 
pitch cycles. It performs poorly in terms of both normalised total-squared error and 
prediction gain.
Both the covariance method and the autocorrelation method perform similarly in terms 
of normalised total-squared error when computing a set of LP parameters over three 
pitch cycles. This compares favourably to what was concluded by Chandra and Lin [96]. 
In terms of normalised total-squared error the time synchronous LP routine performs 
similarly as well.
The normalised total-squared error is computed over the entire analysis period rather 
than just the PCW the LP filter will be applied to. Therefore the results are probably 
not as good an indication of the filter match to the speech during the PCW as the 
LP prediction gain is. If this is considered the covariance method outperforms the 
autocorrelation method when a single or three-cycle analysis period is chosen.
The single cycle covariance method filter parameters perform best in terms of both 
normalised total-squared error and prediction gain. Assuming stability can be guaran­
teed, this method is clearly the best method for extracting LP parameters in a pitch 
synchronous coder. Informal listening tests were also performed comparing the meth­
ods of LP estimation. A small perceptual improvement could be heard when the single 
cycle covariance method was used.
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7 .2 .7  E stim a tio n  E rrors
Pitch synchronous parameter estimation could potentially suffer from effects that have 
little impact on time synchronous estimation computed over larger areas using tapered 
windows. As described in Chapter 6, slight errors in the location or sizes of pitch 
cycle waveforms can occur. This could potentially have a large effect on the extracted 
linear prediction coefficients when the analysis is based on such a small area. Moving 
the analysis point of a large time synchronous window by one cycle will have little 
effect on the extracted linear prediction coefficients. As the analysis window tapers 
to zero towards the edges the outer samples have little influence on the calculation. 
This is not the case in the proposed pitch synchronous estimation as no windowing is 
used, so the outer samples have equal importance during the covariance calculation. In 
addition, the analysis period is shorter so the influence of each sample in the calculation 
is higher. It was feared that pitch synchronous LP analysis would introduce artificial 
variations into the speech spectrum during areas of speech where the waveform is nearly 
stationary. This would then lead to less efficient quantisation and resultant speech that 
is artificially rough.
The effects of changing the position of the start and finish of the pitch cycle waveform 
by several samples were investigated. The change in the frequency response of the 
linear prediction filter when the position of the analysis is adjusted by several samples 
was plotted against several sections of speech. The change was measured as the log 
spectral distortion (SD) between the original filter and the filter with the analysis 
position adjusted. The Spectral distortion is defined as:
S D =
\
7T
10 lo g io  777— 7 2  -  lO lo g io|A(o;o)| / (7.12)
Where A{uo) is the frequency response of the original LPC filter and A{um) is the 
frequency response of the modified LPC filter. In practice the spectral distortion is 
computed using the magnitude spectra of the filter responses by taking discrete Fourier 
transforms. The distortion is only calculated over the range of 125 to 3100 Hz as the
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bands outside of this usually have little perceptual impact, but significant effect on the 
computed spectral distortion. The practical spectral distortion is measured as:
S D  = \ k = a 10 logiQ I A(kjn)  P — 10 logiQ | A{ko) (7.13)
where a and b have values of 4 and 100 when | A{ko) | and | A{km) | are the 256 point 
discrete Fourier transform of the original and modified filters.
Figure 7.2 shows a plot of speech and the spectral distortion that occurs if the linear 
prediction analysis window is advanced by two samples. As it shows the spectral 
distortion is only high, showing that a large change in the filter response has occurred, 
during transitions, mainly onsets, and regions of silence or unvoiced sounds. During 
voiced speech the exact position of the window has little effect on the final estimated 
parameters.
J w A  ... A,JlÜi jfli.----- j j l l .  -AtWl-j-fcA A IrfVj.0> 0
20 30 40Time in Samples (x 1000)
Figure 7.2: A section of speech and the Log Spectral Distortion between the original 
LPC coefficients and coefficients extracted from a cycle shifted 2 samples forward in 
time.
Two cycles of speech are shown in detail in Figure 7.3a and Figure 7.4a. Figure 7.3a 
was taken from the middle of a voiced section of speech. Figure 7.4a was taken from a
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Section Advance 2 Samples Advance 1 Samples Delay 1 Samples Delay 2 Samples
Voiced 0.06 dB 0.05 dB 0.05 dB 0.09 dB
Onset 0.94 dB 0.74 dB 0.29 dB 0.54 dB
Table 7.2: The spectral distortion between the original and shifted LPC filters for the 
voiced speech and onset shown in Figure 7.3a and 7.4a
speech onset. The distortion between the original LPC filter spectrum and the spectra 
of LPC extracted with position offsets of -2,-1,4-1 and -t-2 samples is shown in Table
7.2. As can be seen, moving the analysis point by several samples has very little effect 
on the voiced speech section. This is because the waveforms frequency characteristics 
are not changing from cycle to cycle. This is shown in more detail in Figure 7.3b, 
which shows plots of the speech spectrum, along with the original LP spectrum and 
the LP spectra when the analysis is advanced or delayed by two samples. No change 
has occurred within the LP spectra.
During the speech transition shown in Figure 7.4a a larger change in the LP spectrum 
occurs when the analysis point is moved slightly. Figure 7.4b shows how the first 
formant of the LP filter is affected. Obviously just by advancing the analysis period by 
two samples the frequency content of the speech signal is significantly changed.
From Figure 7.2 and 7.3 we can conclude that the pitch synchronous LP parameters 
will not vary artificially due to the location of the analysis period. During a section 
of near stationary speech the extracted parameters are nearly as constant as they are 
when time synchronous analysis is used. Figure 7.4 showed that the spectral content of 
the speech, and hence the spectrum of th LP filter, changes very fast during a speech 
onset. Obviously the reconstructed speech should be closer to the original as the pitch 
synchronous analysis will capture the spectral changes at a higher resolution than time 
synchronous analysis.
Another concern faced, was that slight errors in the size of a PCW would cause the 
estimated LP parameters to vary significantly. Again, this was tested by calculating 
the spectral distortion between the LP spectrum estimated on the original pitch cycle 
waveform length, and spectra when the LP parameters were estimated on pitch cycle
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Figure 7.3: A voiced section of speech (a) and its frequency spectrum taken from a 
512-point DFT (b) along with the original and modified LPC spectra. The modified 
LPC spectra are offset for clarity.
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Figure 7.4: A section of speech onset (a) and its frequency spectrum taken from a 512- 
point DFT (b) along with the original and modified LPC spectra.The modified LPC 
spectra are offset for clarity.
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waveforms with slightly greater or shorter lengths. Length of +2,+1,-1 and -2 were 
tested. Figure 7.5 shows a plot of the difference in spectral distortion between the 
original LP spectrum and the spectrum when a cycle length is increased by 2 samples. 
This figure shows that little or no change in LP filter spectrum occurs during near 
stationary voiced sections of speech. A large change in spectrum is only seen during 
the speech transitions when the spectrum of the speech is changing rapidly. Spectra of 
LP filters estimated from a section of voiced speech were compared. The cycle size was 
varied from pitch +5, to pitch -5. No significant change in the LP parameters occurred. 
From this it is clear that small errors in cycle size do not introduce artificial variance 
into the LP coefficients.
<0 0
20 30 40Time in Samples (x 1000)
Figure 7.5: A section of speech and the Log Spectral Distortion between the original 
LPC coefficients and coefficients extracted from a cycle increased in size by 2 samples.
Initial experiments suggested that pitch synchronous estimation of the linear prediction 
coefiicients was a viable method and that no unexpected parameter variations were in­
troduced. At the same time, by using pitch synchronous estimation the rapid variations 
in speech spectrum are captured.
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7 .2 .8  P erform an ce E v a lu a tion
The pitch synchronous LPC estimation technique using the covariance method was 
implemented within the PS-SBLPC coder along with the other pitch synchronous tech­
niques presented in this chapter. To test the technique, speech files were processed 
and speech parameters extracted. The parameters were then passed to a decoder. All 
the parameters except the PCW  lengths were unquantised so that the LP analysis 
procedure could be examined. During the analysis of the decoded speech it became 
apparent that a problem existed. During areas of very highly harmonic speech, where 
nearly all the speech energy exists within one small region, artefacts were apparent in 
the decoded speech.
II
Speech Artefact
480320Time in Samples 6401600
Figure 7.6; A section of original speech (top) and synthesised speech when bandwidth 
expansion is used (middle) and without bandwidth expansion (bottom).
Figure 7.6 (bottom) shows an example of such an artefact. Examination of the extracted 
LP filters revealed that in all the locations where artefacts were occurring the LP filters 
had very sharp resonant peaks in their frequency response, and poles very close to the 
unit circle in the Z domain. A solution to this problem was to apply Bandwidth 
expansion to the LP coefficients before transferring into the LSF domain. Bandwidth 
expansion, explained in [97], moves the poles away from the Z domain unit circle and
7.3. Energy 177
towards the origin. As a result the peaks of the LP filter response are smoothed and 
broadened slightly. Bandwidth expansion is implemented by slightly reducing the value 
of each LP coefficient. Each coefficient aj is replaced by;
àj = W^aj  (7.14)
where W  is the bandwidth expansion coeflScient. A value of W =  0.994 was used. 
Bandwidth expansion was found to remove the artefacts in the synthesised speech. 
Figure 7.6 compares the synthesised speech with and without bandwidth expansion.
The purpose of the pitch synchronous analysis was to follow the variations in the speech 
and eliminate the stationary assumption that is part of time synchronous coders. By 
comparing the variations of pitch synchronous and time synchronous LP parameters 
over a section of speech, intra-frame parameter variations can be seen that show why 
pitch synchronous parameter estimation results in better sounding synthesised speech. 
Figure 7.7 shows a section of speech, and the variation of the first LSF parameter for 
both time synchronous and pitch synchronous analysis. By focusing on the section 
labelled a in Figure 7.7 it is possible to see how the time synchronous LSF (dotted line) 
falls in large steps. The pitch synchronous LSF smoothly falls and provides a smooth 
evolution as the speech changes. The smooth evolution of the LP parameters during 
relatively stable areas of speech should lead to more efl&cient parameter quantisation.
Region b in Figure 7.7 shows how the LSF follow a sharp transition in the speech. 
The time synchronous LSF do drop sharply, but not at the exact point of the speech 
transition. The effect of the transition will be smeared and the crispness of the speech 
lost. In contrast the pitch synchronous LSF can be seen to change rapidly, and correctly 
capture the change in the speech signal.
7.3 E nergy
The PS-SBLPC speech model requires that the energy of each pitch cycle waveform 
be extracted. The energy value is used during speech synthesis to restore the relative 
amplitudes of the speech. The process used in the SB-LPC, described in Section 4.3.6,
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Figure 7.7; A section of speech (bottom) and the trajectory of the first LSF (top) when 
calculated using pitch synchronous extraction (solid) and time synchronous extraction 
(dashed).
extracts the energy of each pitch cycle and then uses a technique to combine them to 
obtain one value before quantisation. In the PS-SBLPC, the energies from each pitch 
cycle waveform are not combined before quantisation. An individual energy value is 
calculated for each pitch cycle and it passed directly to the quantiser. As each pitch 
cycle is a single unit of speech, as opposed to a time synchronous analysis window 
that can contain several units of speech, there are no potential problems such as those 
described in Section 4.3.6. The quantisation routine will need to ensure that unvoiced 
cycles are not raised in energy by neighbouring cycles, or visa versa.
The energy of each pitch cycle waveform is calculated as:
Ei =
n < f i
(s(n) - s ( n ) ) ^
n=3i
(715)
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where Ei is the energy of the pitch cycle waveform which starts at location Si and 
finishes at location f i  within the speech signal s(n) which has a mean value of s{n). 
The calculation specifically removes the mean value of the speech to remove any DC 
that may be present in the pitch cycle waveform. Although the original speech signal 
is high-pass filtered to remove any DC component it was found tha t small errors in 
the pitch cycle location detection led to small DC offsets existing. This then led to 
incorrect estimation of the energies of such cycles.
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Figure 7.8: The PS (offset by 200 for clarity) and TS energy values for a section 
of speech (top). The section of original speech and the corresponding speech when 
synthesised with PS extracted and TS extracted energy values (bottom).
Figure 7.8 shows the advantage of pitch synchronous energy extraction over time syn­
chronous extraction. Figure 7.8 (top) shows plots of energy for the section of speech 
below it. The pitch synchronously extracted energy is shown along with a synthesised 
energy formed by interpolating between time synchronous energy values extracted as 
described in Section 4.3.6. This comparison directly compares the energy extraction
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techniques from the SB-LPC encoder and the PS-SBLPC encoder. The speech plots 
in Figure 7.8 show the original speech and the synthesised speech using the original 
time synchronous energy and the pitch synchronous energy. The synthesised speech 
was generated using a PS-SBLPC decoder. In the first case the energy values were ob­
tained by interpolating as used in the SB-LPC, in the second case the pitch synchronous 
energy values were used directly. As is shown the time synchronous energy values are 
smoother and the rapid variations are lost. The pitch synchronous energy extraction 
catches all the detailed changes leading to synthesised speech with greater accuracy. 
The advantages can be seen by comparing the two synthesised speech waveforms. Dur­
ing the first three speech onsets marked a, b and c, the time synchronous energy based 
speech incorrectly models the rapid changes in speech amplitude. During onset a it 
completely misses the large spike of speech. Onset b and c are smoothed which results 
in the initial unvoiced sounds being raised in amplitude and the steps up in energy 
being lost. In comparison, using the pitch synchronous estimation of energy eliminates 
these problems and the energy of the synthesised signal can be seen to closely follow 
that of the original speech.
7.4 S pectra l A m p litu d es
During both the SB-LPC encoder and the PS-SBLPC encoder, the linear prediction 
filter models a large proportion of the spectral characteristic of the speech. The remain­
ing spectral characteristics are transm itted in the form of spectral amplitudes. During 
the analysis procedure of the SB-LPC encoder, spectral amplitudes are estimated by 
matching variable length windows to the frequency response of the speech residual at 
the pitch harmonics by taking a 512-point Fast Fourier Transform. Pitch synchronous 
estimation of the amplitudes is a simpler procedure and no initial distinction needs to 
be made about the voicing status of each frequency component. By taking the Dis­
crete Fourier Transform of a single pitch cycle waveform over its length, the magnitude 
spectrum is sampled directly at the harmonic frequency and multiples of it.
The discrete Fourier transform s(k) of an N  sample pitch cycle waveform s(n) is given 
by:
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a(&) =  a W e x p - ^  =  s(n) (  c o s ( ? ^ )  -  j s i n ( - ? ^ ) )  (7.16)
n = 0  n = 0
for k =  0,1,2..., iV — 1. Since S(n)  is real, the amplitude of each harmonic Af. is 
calculated as \s{k)\ and is given by:
Ah = |s(A;)| = ( E 4 . ) c o s ( ^ ) )  \  (7.17)
^ n = 0  ^ ^ n —Q
assuming s(n) is a pitch cycle waveform speech residual generated by inverse filtering 
a pitch cycle waveform of speech with the pitch synchronous linear prediction filter.
7.5 V oicing
The PS-SBLPC encoder requires that for each pitch cycle waveform a voicing cutoff 
level be determined. The PS-SBLPC model assumes that all harmonics below the 
voicing cutoff level are voiced, and all those above are unvoiced. The SB-LPC encoder 
determines voicing by matching the shape of the speech spectrum around each harmonic 
to the spectral shape of the window applied to the speech segment prior to the Fourier 
transform. This method is not applicable to pitch synchronous coding as it relies on the 
periodicity of the speech signal. As the pitch synchronous analysis must be completed 
per pitch cycle on an individual cycle of speech there is no periodicity to measure. To 
overcome this problem a method of voicing determination tha t does not rely on the 
spectral shape has been investigated. This process firstly uses techniques to classify the 
speech as either fully unvoiced, or at least partially voiced. Secondly a time domain 
technique is used to estimate an appropriate voicing cutoff frequency for the cycles that 
contain some voiced regions. This voicing cutoff estimate is made using only the phase 
relationship of the signal and not the periodicity of the signal.
7 .5 .1  H ard D ec is io n
A pitch synchronous voicing estimation algorithm has been proposed and will be de­
scribed in Section 7.5.2. One of the drawbacks of this algorithm is that it is unable to
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distinguish correctly between speech that is completely unvoiced and speech that has 
only one voiced harmonic. Therefore, for a complete voicing estimate an accurate hard 
decision-voicing estimate is needed that can correctly identify totally unvoiced speech. 
Such a decision has been implemented using the voicing measures described in Section 
4.3.4.1. Since the analysis window of the hard decision voicing is only a single pitch 
cycle waveform rather than a larger analysis window, several of the methods have been 
modified and threshold values adjusted.
During the SB-LPC voicing determination the hard decision voicing levels are only used 
to form a threshold function to bias the soft decision calculation. Because of this the 
threshold values are tuned to give the best overall voiced/unvoiced estimate per analysis 
period. Incorrect hard decision thresholds from one of the individual measurements 
will not necessarily result in an incorrect soft decision voicing level. This allows more 
flexibility in the positioning of the hard decision threshold values. The purpose of the 
hard decision voicing indicator within the PS-SBLPC coder is entirely different. The 
voicing measures are tuned so as to maximise the possibility of distinguishing between 
fully unvoiced and partially voiced signals. The six following voicing techniques are 
used to estimate the hard decision voicing level.
7.5.1.1 Zero Crossing R ate
The zero crossing rate was described in Section 4.3.4.1. As unvoiced speech is random 
in nature, the number of times the signal changes sign from one sample to the next 
will be higher than that for periodic voiced speech. Therefore the zero crossing rate is 
a good indication of voicing. The zero crossing rate is calculated over the duration of 
the pitch cycle waveform. Two threshold functions are applied. One, above which the 
speech is marked as unvoiced, and one, below which the speech is marked as voiced. 
The region in between the two threshold values is normalised, so that the range is from 
zero to one, and is used only if a speech section has not been classified by any of the 
six voicing measures.
The threshold values were determined visually by inspecting the zero crossing rate over 
a set of speech samples. Ten eight second samples from varied speakers, male and
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female, were used. The lower threshold value was set just below the lowest value of 
zero crossing rate corresponding to an unvoiced pitch cycle waveform. All the pitch 
cycle waveforms that had a zero crossing rate lower that the threshold appeared to be 
either partially voiced or fully voiced. The upper threshold was set to the value just 
above the maximum value of zero crossing rate corresponding to a voiced where all the 
selected cycles were completely unvoiced. No partially voiced cycles had a zero crossing 
rate above this level. Figure 7.9 shows a section of speech with the zero crossing ratio 
and the upper and lower thresholds. The selected threshold values are shown in Table
7.3. As can be seen an area of uncertainty exists above the lower threshold and below 
the upper threshold value. Unvoiced and voiced cycles were found to have values of 
zero crossing rate that overlapped within this region.
7.5,1.2 Peakiness
Peakiness was described in Section 4.3.4.1. As voiced speech is formed by impulses 
from the vocal cord, the energy in a cycle tends to be concentrated around the main 
pitch pulse. During unvoiced speech the energy is usually evenly spread throughout the 
cycle, if the signal contains large peaks the peakiness value will be high. If the speech 
is unvoiced the peakiness value will be closer to one. A peakiness value is computed 
from a LP residual signal corresponding to each pitch cycle waveform. Upper and 
lower threshold values were set using visual inspection. A threshold value of 1.4 was 
determined above which all pitch cycle waveforms contained voiced speech. A useful 
lower threshold could not be found as some voiced sounds, particularly resonant sound 
found often at speech offsets had a very low value. Instead unity was used as the lower 
threshold. The peakiness measurement does not independently declare any pitch cycle 
waveforms unvoiced, but the value is included in a final voicing calculation. For this 
calculation, the peakiness value is normalised between unity and the upper threshold 
value. Figure 7.9 shows a plot of the peakiness values for a section of speech. As is 
shown the peakiness values are less certain than the zero crossing rate values and a 
larger percentage of cycles fall within the uncertain region.
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Figure 7.9: A section of speech and the zero crossing ratio (middle) and the signal 
peakiness (top). The upper and lower threshold values are shown (dashed).
7.5.1.3 Low Band to  Full Band Energy R atio
Voiced speech usually has more energy in the lower part of the spectrum. Unvoiced 
speech usually has a flatter frequency spectrum, often with slightly more energy in the 
higher frequencies. Therefore by measuring the ratio of low frequency energy to the full 
band energy a good voicing estimate can be made. The ratio of the low frequency band 
energy to the full speech band energy was measured per pitch cycle waveform. Visual 
inspection was used to determine upper and lower threshold values that guaranteed
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voiced and unvoiced speech. The values within this region were normalised to a range 
of zero to one and used within a final voicing calculation when a cycles voicing status 
was uncertain. Figure 7.10 shows the ratio for a section of speech. The threshold values 
are also shown.
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Figure 7.10: A section of speech and the Energy to Peak Energy Ratio (E/Ep)  and 
Low Frequency band to Full Frequency band energy ratio (LF/FF) .  The upper and 
lower threshold values are shown (dashed).
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7.5.1.4 Energy to  Peak Energy R atio
The energy to peak energy ratio has been calculated as described in Section 4.3.4.1. 
Voiced speech usually has an energy level that is closer to the tracked peak energy of 
a speech signal. The energy level of unvoiced speech is usually significantly lower than 
the tracked peak energy. As can be seen in Figure 7.10, the energy to peak energy ratio 
provides an indication of the voicing status of a frame. As before, visual inspection 
was used to set an upper threshold value above which all pitch cycle waveforms were 
partially voiced. A lower threshold was not set as it was noted that low level voiced 
content often had an energy to peak energy value close to zero.
7.5.1.5 N orm alised Correlation
Normalised Correlation is calculated as described in Section 4.3,4.1. Normalised auto­
correlation is a measure of periodic similarity. Voiced speech is usually more periodic 
than unvoiced speech which is random and has no obvious repetitions of the signal. 
The normalised correlation is calculated between the current pitch cycle and the two 
neighbouring cycles. Shifts of five samples either side of the neighbouring cycles are 
calculated and the maximum value used. This should prevent incorrect evaluation due 
to errors in the exact location of the pitch cycles. The maximum value from the corre­
lation with the two neighbouring cycles is selected. If a cycle is correlated with either 
of its neighbours it is likely that it is a voiced cycle. At onsets the first voiced cycle 
will only be highly correlated with the next pitch cycle waveform and not the previous 
one. Because of this the average value was not chosen. Figure 7.11 shows a plot of the 
correlation value for a section of speech and two selected threshold values. The lower 
threshold value was below what was expected as some cycles during voiced to voiced 
transition yielded low correlation with both neighbouring cycles.
7.5.1.6 Pre-Em phasis Energy Ratio
When a high sample-to-sample correlation exists (ie voiced speech) the normalised pre­
emphasis energy ratio (defined in Section 4.3.4.1) will be low. When unvoiced speech
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Figure 7.11: A section of speech and the correlation values (middle) and pre-emphasis 
energy ratio (top). The upper and lower threshold values are shown (dashed).
is processed the sample-to-sample correlation will be low, giving a high pre-emphasis 
energy ratio. As with the five previous voicing measurements, pre-emphasis energy 
ratio was calculated per pitch cycle, and threshold values were set. Figure 7.11 shows 
the pre-emphasis energy ratio for a section of speech. During clean speech, with little 
or no background noise, the pre-emphasis energy ratio proved to give the most definite 
voicing estimate.
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Measurement Unvoiced Threshold Voiced Threshold
Zero Crossing Ratio > 0.36 < 0.14
Peakiness < 1 .0 > 1.4
LFFF < 0.51 > 0.97
E/Ep 0 > 0.67
Correlation < 0.3 > 0.9
Pre-Emphasis Energy Ratio > 1.05 < 0.5
Combined < 0.49 > 0.49
Table 7.3: A table giving the voiced and unvoiced threshold values used for the six 
voicing measures and the combined measure.
7.5.1.7 Final Hard D ecision Voicing E stim ate
The hard decision-voicing estimate uses a majority-voting scheme to classify the pitch 
cycle waveform voicing status. The six measurements above are used with the threshold 
values in Table 7.3 to classify each cycle as either:
• Fully unvoiced.
• Partially or fully voiced.
• Uncertain
If the number of measurements that classify a cycle as voiced is greater than the number 
that classify it as unvoiced, then it is defined as voiced. The opposite case is also true. 
If the number of voiced and unvoiced classifications is above zero and equal, then the 
speech is classified as voiced. This case is very rare due to the way the threshold values 
were selected. It was noted that if one method has classified the cycle as voiced it 
is nearly always that this is the case. If all the measurements are indecisive then a 
decision is made from a combination of the values.
To form the combined voicing measurement, each of the six individual meaisurements 
is scaled so that the range between the threshold values is equal to one. The scaling 
operates as follows:
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%  if x <  T H l
æ =  < T H u  if x >  T Hu
I {x -  T H l ) / {THu -  T H l ) otherwise
(7.18)
where x is the value of the voicing measure, T H l is the lower voicing threshold and 
T H u is the upper voicing threshold. The values are then arranged such that values 
close to one indicate voiced speech, and values close to zero indicate unvoiced speech. 
The arithmetic mean of these values is then used as the combined voicing measure. 
Visual inspections, along with simple listening tests, were then used to determine a 
final threshold value. A value of 0.45 was found to successfully distinguish the unvoiced 
speech from the partially voiced speech. Figure 7.12 shows a section of speech and the 
combined voicing estimate. The cycles whose values fall below the threshold value 
(indicated by the dashed line) are declared as fully unvoiced. As can be seen the area 
of partially voiced speech on the onset of the third region of voiced speech is correctly 
identified as voiced.
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Figure 7.12: The combined voicing measure for a section of speech and the selected 
threshold value of 0.49.
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7 .5 .2  Soft D ec is io n
As previously mentioned the soft decision metric used within the SB-LPC operates by 
analysing the periodicity of the speech signal. This was possible as a large window 
of speech was used for the spectral analysis containing several cycles which give rise 
to periodicity. In the case of pitch synchronous analysis this is not possible as no 
periodicity exists in a single cycle. Therefore any mechanism must be based on the time 
domain signal, and calculate the voicing from the phase relationships of the spectral 
harmonics only.
A method has been investigated that is similar to that used in the Mixed Excitation 
LPC (MELP)[69] vocoder. The MELP coder estimates a voicing strength for individual 
frequency bands by filtering speech (or speech residual) with band pass filters and then 
using voicing estimation measures on the resulting filtered speech signals. Obviously 
since the speech has been split into several frequency bands, frequency domain voicing 
metrics such as low band to full band energy ratio are no longer applicable. MELP 
uses normalised correlation and the peakiness of each band to determine the voicing 
strength.
The SB-LPC voicing model differs from the MELP model. The MELP model allows 
each spectral bands to be either voiced or unvoiced. Each spectral band is individually 
considered and a binary decision is made for each bands voicing status. This complex 
voicing modelling requires a large number of bits and a simplified two-band binary 
approach is used within the SB-LPC and the PS-SBLPC encoder. Within the split 
band encoder a cutoff point must be determined above which the signal is considered 
unvoiced.
A MELP style-voicing estimator was investigated. Each pitch cycle waveform of speech 
was processed one at a time for each voicing cutoff level. The pitch cycle waveform is 
filtered such that the signal contains frequency content of:
/  to f (V lJf) Hz (7.19)
where returns the corresponding frequency of voicing cutoff level f, A
binary voicing measure was calculated for the filtered signal. The normalised correlation
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measure was tested but proved to be too unreliable. Experimentation showed that it 
was not possible to accurately determine a voicing cutoff level using such a method.
7 .5 .3  Soft D ec is io n  P eak in ess
Voiced harmonics that are a result of the glottal pulse will have phase values that cause 
the energy in the LPC residual signal to be concentrated in one region of the PCW. 
Unvoiced harmonics will have a random phase value that result in a more uniform 
spreading of the excitation energy. This assumption is used in the decoder during the 
mixed excitation PS synthesiser. Voiced harmonics are generated using a zero-phase 
model, unvoiced harmonics are generated using random phases.
A novel soft decision pitch synchronous voicing estimator is proposed based on a band- 
restricted peakiness calculation. Peakiness was selected as it measures the phase spread 
of the signal. As was shown in Figure 7.9, peakiness is not a completely reliable hard 
decision voicing estimator. It is often the case that an unvoiced frame of speech will 
contain a spike that raises the peakiness above that of voiced frames. If a speech signal is 
known to be at least partially voiced, a voicing cutoff level can be estimated. A voicing 
cutoff level can be determined by measuring the peakiness of a speech residual signal, 
band restricted from zero up to each of the seven possible voicing cutoff frequencies. If 
a frequency band is voiced, the band-restricted peakiness will increase when the band 
is included in the calculation. If a frequency band is unvoiced, the peakiness value will 
fall. Therefore if a signal is fully voiced the band-restricted peakiness will rise as higher 
frequency bands are included within the calculation. If a signal is partially voiced, the 
voiced harmonics raise the peakiness whereas the unvoiced harmonics do not. This 
results in band-restricted peakiness values that peak and then fall, or level off.
7.5.3.1 Peakiness Calculation
Seven band limited signals are formed from the current pitch cycle waveform. The band 
limited signals are formed by filtering the pitch cycle waveform such that the signals 
contain frequency content of:
0 H z  to { Hz (7.20)
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The speech signal is band limited in the spectral domain. The peakiness of each of the 
seven signals is then computed. The following procedure is repeated for each of the 
seven candidate voicing cutoff frequencies:
• A DPT is used to transform the pitch cycle waveform LP residual signal into the 
frequency domain. The length of the DPT is equal to the length of the pitch cycle 
waveform.
• All frequency content that is above the candidate voicing cutoff frequency /  
is set to zero.
• The band limited signal is transferred back to the time domain using an inverse 
DTP.
• The peakiness of the band limited residual signal is measured.
The voicing cutoff frequency is determined by analysing the change in the band- 
restricted peakiness values. Figure 7.13 shows a PCW from a section of fully voiced 
speech along with the band limited peakiness for each of the seven possible voicing lev­
els. The LP residual of the PCW  band limited to voicing cutoff levels 1 (0-570 Hz), 3 
(0-1714 Hz) and 7 (0-4000Hz) is also shown. It can be seen clearly from Figure 7.13(b) 
and (c) how the addition of the higher frequency bands increases the peakiness.
Figure 7.14 shows a section of speech that is partially voiced. From the plot of peakiness 
values a maximum is seen when the first five bands are voiced. When the sixth and 
subsequent bands are included in the peakiness calculation, the value falls indicating 
that the bands above this are unvoiced.
7.5.3.2 Voicing C utoff Calculation
Logically, from the band limited peakiness values observed in Figures 7.13 and 7.14 the 
voicing cutoff frequency should be equal to the value that gives the highest peakiness 
measurement. Initially the maximum peakiness value was used to determine the voicing 
cutoff frequency, but it was observed that during some areas of voiced speech, where the
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Figure 7.13: A PCW of voiced speech (a), the band limited peakiness values for the 
selected PCW  (b) and band limited LP residual PCW  (c), offset for clarity.
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Figure 7.14: A PCW of mixed voicing speech (a), the band limited peakiness values 
for the selected PCW (b) and band limited LP residual PCW  (c), offset for clarity.
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Figure 7.15: A section of speech containing three PCW  (right) and the estimated 
voicing cutoff level. The band limited peakiness values for the three PCW  (left).
waveform appeared to vary little, the estimated voicing level would vary significantly. 
An example of this is shown in Figure 7.15 (right).
Figure 7.15 (right) shows three PCW  of speech. The signal is changing little from cycle 
to cycle, yet the estimated voicing cutoff level jumps from three to five and then back to 
three again. The speech waveform selected has very little frequency content above the 
first few harmonics, so assuming the spectral amplitudes are correctly transmitted to the 
decoder, incorrectly classifying higher harmonics as voiced or unvoiced will have little 
effect. The raidly changing voicing levels are a result of the voicing level calculation, 
and not due to changes in the characteristics of the speech. Rapidly changing voicing 
levels are harder to quantise, and a number of bits are wasted transmitting a change in 
voicing level that probably does not exist. The plots of band limited peakiness values 
for the three PCW  (shown in Figure 7.15 (left) ) show that only a very small change 
in the values of peakiness causes this change in voicing level.
To counteract this effect, a small amount of historical bias is introduced. The peakiness 
value for the band cutoff level selected as the previous PCW  voicing level is multiplied 
by a factor 1 +  e. A value of e of 0.07 was found experimentally to remove rapid changes 
in the voicing level. Larger values of e were found to introduce too much historical bias
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and reduce the quality of the synthesised speech.
One final alteration to the voicing cutoff selection was found necessary. Figure 7.16 
(left) shows the band limited peakiness values for a PCW  of mixed excitation signal. 
From this it would appear that a voicing cutoff level of three would be most appropriate 
as above this the peakiness value varies very little. By using the maximum peakiness 
value to select the voicing cutoff level, the signal is declared fully voiced. Figure 7.16 
(right) shows the same peakiness values with the range normalised between zero and 
one.
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Figure 7.16; Band limited peakiness values for a section of mixes signal speech (left) 
and the corresponding normalised values (right).
To counteract this problem it is proposed that the voicing level be set by the first 
normalised band limited peakiness (normalised by the largest peakiness value in each 
PCW) with a value greater than a peak threshold v. Experimentation showed that a 
value OÎV — 0.93 eliminated such cases without significantly effecting other areas.
7.5.3.3 E valua tion
The final soft decision-voicing estimate is made using the band limited peakiness cal­
culation described above. Both the historical weighting and peak threshold methods 
are included to improve the performance. The direct measurement of voicing level
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Figure 7.17: A section of speech and the synthesised speech from the PS-SBLPC coder 
when using the proposed pitch synchronous method and a time synchronous method. 
The pitch synchronous (solid) and time synchronous (dashed) voicing estimates are 
also shown (top). The circle highlights where the signal is over voiced.
accuracy is not possible. The PS voicing level was compared with a standard time 
synchronous voicing estimate that analyses the degree of periodicity. During areas of 
relatively steady speech the voicing levels were found to match. Figure 7.17 shows 
a section of speech and the synthesised waveform from the PS-SBLPC encoder using 
both the pitch synchronous band limited peakiness voicing estimate and a periodicity 
based time synchronous voicing estimate. The time synchronous voicing level changes 
abruptly from unvoiced to fully voiced during the onset. The pitch synchronous voicing 
level changes more smoothly, and the synthesised speech sounded better. The circle 
indicates where the speech with the time synchronous voicing is over voiced. This is 
an effect of the large analysis window used in the time synchronous voicing estimate.
Informal listening tests were used to evaluate the pitch synchronous voicing estimator. 
The pitch synchronous voicing estimate appears to have little effect on the perceived 
output speech quality. When compared to standard time synchronous voicing estimates, 
small improvements in speech quality were detected during some speech transitions. No
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degradation was detected at all.
7.6 C onclusion
This chapter has described several pitch synchronous analysis techniques. Methods have 
been suggested to estimate Spectral Amplitudes, Energy, Voicing and LP parameters 
in a PS manner. All the parametric analysis used in the PS-SBLPC speech model is 
calculated using only individual PCW.
The autocorrelation and covariance LP coefficient estimation techniques have been 
investigated. It has been shown that the covariance method is better suited to pitch 
synchronous estimation, compared to the autocorrelation method normally used in time 
synchronous coders.
Simple cycle energy and spectral amplitude extraction techniques have been described. 
It has been shown that the pitch synchronously estimated energies allow for a better 
signal reconstruction than the time synchronous energies.
A pitch synchronous split band voicing estimate has been proposed. It is based on an 
initial hard decision voicing determination and band limited peakiness measurements. 
A historical weighting and peak threshold are used to improve performance. The soft 
decision voicing level is estimated using only the phase information of the speech har­
monics and not the periodicity of the speech.
To completely evaluate the analysis procedures proposed within this chapter they have 
been integrated within the PS-SBLPC encoder. Speech tests comparing the PS-SBLPC 
model, the coder without parameter quantisation, to the SB-LPC model and other 
standard speech coders have been carried out. Obviously the speech quality produced 
by the PS-SBLPC model is dependent on not only the analysis procedure used, but on 
the locating of the PCW. It is not possible to separate the effects of pitch cycle detection 
and analysis, so an independent test of the analysis procedures is not possible. The 
speech comparison tests and results are covered in detail in Section 9.2.1 in Chapter 9. 
From the tests it can be concluded that the analysis routines proposed in this chapter 
can be used within a pitch synchronous speech coder to accurately estimate speech
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parameters. The pitch synchronous analysis routines do not introduce any unexpected 
problems.
C hapter 8
Q uantisation of P itch  
Synchronous Speech Param eters
8.1 In trod u ction
Chapter 5 proposed the PS-SBLPC speech coder. During Chapters 6  and 7 the oper­
ation of the analysis phase of the encoder has been described. To allow for a practical 
system that can be used within a digital communication network, the estimated speech 
parameter data must be quantised. Quantisation converts individual parametric val­
ues from limited real numbered values to one of a set of predefined values. A binary 
word is associated with each value and is transm itted within the digital communication 
network. Unlike the SB-LPC coder and other time synchronous speech coders, within 
the PS-SBLPC, the number of sets of parameters extracted for a period of speech is 
not fixed and is dependent on the pitch of the signal. Direct quantisation of the pa­
rameter sets, using a fixed bit rate for each set of parameters, would lead to a source 
defined variable rate coder. A speech coder with a rate that varied with the pitch 
of the speaker would not be sensible. The majority of communications systems use 
fixed rate coders, therefore quantisation techniques were investigated to allow the pitch 
synchronous parametric information to be quantised at a fixed rate.
This chapter describes techniques that have been developed to allow the pitch syn­
chronous parameters to be quantised in a time synchronous manner. As the PS-SBLPC
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coder was initially developed as a modified SB-LPC encoder, many of the techniques 
proposed are based on techniques that have been used successfully within the 4 kbps 
SB-LPC. A frame size of 20 ms is used within the PS-SBLPC encoder, and cycles that 
fall within a 20 ms period are jointly quantised at a fixed rate. One simple technique 
to convert the pitch synchronous parameters to time synchronous parameters is to av­
erage sets of parameters and then quantise the average values. Averaging parameters 
from the two halves of a 20 ms frame, and using the SB-LPC quantisers, forms a sim­
ple 4 kbps PS-SBLPC encoder. This solution is not ideal as the process of averaging 
the parameters discards information about the changes in the speech waveform within 
a frame. The effect would be similar to assuming that the speech signal is station­
ary for the duration of half of the 20 ms frame. This in theory results in an encoder 
that is almost identical to the time synchronous SB-LPC encoder. To improve on this 
the quantisers must capture the change in speech characteristics within the frame. The 
techniques described in this chapter were designed to capture the changes in parameters 
and avoid smearing the speech waveform.
8 .1 .1  A im s
This chapter details an investigation into the quantisation of pitch synchronous speech 
parameters. The aim of the investigation was to develop techniques to allow the pitch 
synchronous parameters to be quantised at a fixed rate. The quantisation techniques 
were designed to be included in a speech coder operating in the range of 3-8 kbps. 
This allows quantisation techniques that have been successfully used with the 4 kbps 
SB-LPC encoder to be used as reference for comparison.
Unlike the time synchronous SB-LPC model, pitch synchronous coders capture the 
change in speech characteristics within a frame. The quantisation techniques investi­
gated aim to preserve the intra frame variations. To achieve this quantisers have been 
designed that attem pt to separate the quantisation process into two stages. Firstly an 
absolute value is quantised to represent the parameter values over half or the entire 
frame. Secondly a vector is quantised that encodes the change in parameter values over 
a frame. By separating the process into two parts, bits can be assigned to perceptually
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optimise the quantisation. For example, during a speech onset the exact energy of a 
speech signal during parts of a frame is not particularly perceptually important. What 
is more important is that the large increase in energy that occurs at the instant of the 
onset is coded. Like most time synchronous speech coders the SB-LPC encoder does 
not attem pt to capture the change in speech characteristics during a frame. Interpola­
tion is generally used within time synchronous coders to smooth the change in speech 
characteristics between frames. The interpolation process is usually totally indepen­
dent of the quantisation and is applied without any knowledge of the original input 
speech. By using a two-part quantisation, the interpolation process is included within 
the quantisation.
The PS-SBLPC analysis routines make no assumptions about the variations of the 
parameters within a frame of speech. In order to limit the number of bits required to 
quantise the variation in speech characteristics within a frame, and efficiently quantise 
the parameters, certain assumptions need to be made. Firstly it must be assumed that 
the variations in parameter values occur at a sufficiently low rate. If changes occur too 
rapidly a large number of bits would be required to capture the change in parameters. 
Secondly it must be possible to classify the variations as one of a limited set. For 
example, during a speech onset, the parameters may step from one value to another, or 
gently ramp up. During a section of regular voiced speech the parameters may increase 
or decrease linearly. Allowing for all limitless change within a short period would 
again require a large number of bits. The aim of the pitch synchronous quantisers is 
to efficiently capture the intra frame changes within the parameters, without largely 
increasing the quantiser bit rate.
8.2 P itch  C ycle L ocations and V oicing
The start and finish locations of the pitch cycle waveforms are fundamental to the oper­
ation of the PS-SBLPC coder. In order for the encoder and decoder to be synchronised 
and operate correctly, the locations must be quantised and transm itted to the decoder. 
The pitch quantiser determines the length of the pitch cycle waveforms synthesised at 
the decoder. The cycle location quantisation is equivalent to the pitch quantisation
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within the SB-LPC. The SB-LPC encoder transmits two pitch values within a 2 0  ms 
frame as an eight bit value. The SB-LPC encoder makes no attem pt to capture the 
change of pitch value within the frame. The decoder assumes that the pitch value varies 
linearly between the quantised values.
If a quantiser was to be designed that allows for all possible cycle size sequences within 
a 20 ms frame, it would require a large number of bits. This quantiser on its own would 
render the PS-SBLPC system impractical. Fortunately limitations can be applied to 
reduce the possible variations. Limitations to the variations of the pitch cycle wave­
form sizes have already been applied during the detection process. As described in 
Section 6.4.2.3 the cycle sizes are smoothed to remove certain undesirable effects. This 
smoothing significantly limits the possible variations in cycle sizes making quantisation 
simpler. Additional simple assumptions can also be used to simplify the quantisation.
As within the SB-LPC encoder, the voicing status is used within the cycle size quan­
tiser. When a section of speech is unvoiced, the concept of pitch is not applicable. 
It is proposed to use the speech voicing information to improve the efficiency of the 
quantisation.
The remainder of this section describes a quantiser that has been implemented.
8 .2 .1  P ro p o sed  Q u an tiser
The proposed quantiser operates in one of four modes. The modes are as follows:
• All Voiced. All the cycles within a frame are voiced.
• All Unvoiced. All the cycles within a frame are unvoiced.
• Voiced - Unvoiced . During the frame a voiced to unvoiced transition occurs.
• Unvoiced - Voiced . During the frame an unvoiced to voiced transition occurs.
Two bits are used to hold the voicing status of the frame. If the status of the cycles 
does not fit into one of the four categories above, the best match is used. In some cases 
two modes are equally appropriate. In such cases, all voiced and all unvoiced modes
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PCW Voicing Voicing Mode Remarks
V V V U V V V VV Unvoiced cycle treated as voiced.
V V V V U VU Voiced - Unvoiced transition
U U V V V u v Unvoiced - Voiced Transition
U V U U V V V u v  ’ First voiced cycle treated as unvoiced.
U U U U V U u u Voiced cycle treated as unvoiced.
V U U V V V V u v First voiced cycle treated as unvoiced.
Table 8.1: A table showing the voicing status for sets of pitch cycle waveforms and the 
resultant quantiser mode.
are given preference. Table 8.1 shows some example hard decision voicing levels for sets 
of pitch cycle waveforms within a frame and the selected mode. Unvoiced cycles are 
marked U, voiced cycles marked V. This four-mode approach introduces a restriction 
to the pitch cycle voicing levels.
A test was run that showed a large majority of the speech falls into the all voiced or all 
unvoiced mode. The test was run using eight four second speech samples as the input 
speech. The samples were taken from eight separate speakers (four male, four female). 
Ignoring frames that were classified as silent, 84.9% of the frames are voiced and 9.3% 
are unvoiced. Less than 6 % of the frames are classified as transitions frames.
8.2.1.1 Voiced M ode
The voiced mode quantiser makes several assumptions in order to reduce the number 
of bits required to quantise the PCW  lengths. The PCW lengths are assumed either 
to vary linearly during a frame, or abruptly change from one value to another. If the 
PCW  lengths vary linearly during a frame the lengths of all the PCW  can be recovered 
at the decoder by interpolating between two boundary lengths. The boundary values 
of PCW lengths must then be quantised.
To quantise the boundary values accuracy the possible range of PCW  length must be 
considered. The SB-LPC pitch detection algorithm assumes that the pitch can vary 
from 15 to 150 samples. This is equal to a pitch frequency range of 53 Hz to 533 Hz. To
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accurately quantise an individual PCW  length an 8 -bit quantiser is needed. This would 
result in a total of 16 bits to quantise both the boundary values. By using the fact that 
the human ear is less sensitive to pitch quantisation errors for large pitch values the SB- 
LPC encoder quantises a single pitch value using a 7-bit non-linear quantiser. Using a 
similar quantiser would allow for the quantisation of the boundary PCW  lengths using 
14 bits. Using vector quantisation techniques it was found experimentally that the two 
boundary values could in fact be accurately jointly quantised with as few as 8  bits. 
Vector quantisation utilises the fact tha t pitch generally only varies by a small amount 
during a short 20 ms period. The proposed quantiser uses a simple one-stage vector 
quantiser to quantise the two boundary PCW  lengths as a two-element vector. The 
codebook was trained using a database of pitch values using a logarithmic weighting. 
A logarithmic weighting was used so that the codebook quantises the lower pitch values 
more accurately than the larger values.
If the pitch cycle waveform lengths are found to vary abruptly, rather than linearly 
from cycle to cycle, the PCW  lengths either side of the jump need to be quantised. To 
quantise these two values an 8 -bit vector quantiser is again used. In addition to the two 
PCW  lengths, the position of the jum p in PCW  length within the frame needs to be 
transmitted. It was found experimentally that it was sufficient to limit the position of 
change to one of three locations. The change either occurs within the first third of the 
frame, near the centre or within the last third of the frame. This allowed the position 
of the change in PCW length to be transm itted in two bits. One quantisation level is 
reserved to indicate that linear variation is used.
The practical PC-SBLPC voiced PCW  length quantiser operated as follows. The first 
and last PCW  lengths within the frame are jointly quantised using an 8 -bit vector 
quantiser. Using the dequantised boundary PCW  lengths and a 2-bit shape codebook 
all four possible sequences of PCW length are searched. The shape codebook is a four- 
entry vector table containing interpolation factors. One entry is for linear interpolation, 
and three entries are for stepped interpolation. The four possible sequences of PCW 
lengths are compared and the one closest to the original is selected. Figure 8.1 shows 
an example of the quantisation process for a frame containing four PCW  where the 
pitch length is increasing rapidly. The original PCW lengths as estimated by the pitch
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Figure 8 .1 : Original and possible PCW sizes for a frame of speech containing 4 PCW.
cycle detection algorithm are 43,44,45,50. The 8 -bit boundary quantiser introduces 
no error into the edge vectors in this case. The linear interpolated sizes are chosen as 
they provide the best match.
Rapid changes in PCW  size seen in Figure 8.1 are rare, and in this occasion it is the 
result of a speech offset. During the frame the input signal significantly reduces in 
energy. The final cycle in the frame appears to be the result of resonance from the 
vocal tract rather than the result of excitation pulses. The corresponding LP residual 
signal is very low in energy and appears to contain no excitation pulse.
A test was run using 32 seconds of input speech from eight different speakers, four male, 
four female. During this period it was found that over 93% of PCW  lengths during 
frames that were classified as voiced mode were quantised without any error using the 
proposed scheme. Over 96% of cycles were quantised with a size error of one sample 
or less. Informal listening tests were used to analyse the areas of speech where larger 
quantisation errors occurred. The resultant distortion was found to be insignificant in 
all but a very small number of cases.
Analysis of the quantisation errors showed that frames with a larger number of PCW 
are quantised more accurately. In such frames the PCW  are shorter in length and are 
quantised more accurately by the 8 -bit edge quantiser. In addition the PCW lengths 
tend to vary slower in areas of speech with lower pitch values. In cases when there 
are fewer PCW per frame the lengths are longer and the quantisation errors due to 
the edge quantiser are higher. A large proportion of the errors are directly due to the 
8 -bit boundary quantiser and not because of the limit of the shape quantiser. This 
can be seen when frames with only two PCW  are considered. In such a case the shape
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codebook is not used as the two PCW  lengths can be directly quantised. In such 
cases, 13% of PCW  lengths are quantised with an error as compared to 4% of PCW 
lengths when there are four PCW  per frame. This suggests that the simple 3-bit shape 
codebook is sufficient to capture the change of PCW length within a frame.
As a comparison an alternative solution using joint vector quantisation of the PCW 
lengths was considered. W ithin this scheme the PCW lengths are grouped to form a 
vector with an element for each PCW  within a frame, A separate codebook is used for 
each possible number of PCW  within a frame. In each case a 1 0 -bit vector codebook 
was trained, so that the overall quantiser operated at the same rate as the previous 
solution. Obviously no improvement can be made when only two PCW  occur within 
a frame, as the quantisers are identical. As the number of PCW  per frame increases 
the quantiser performance was found to reduce. Informal listening tests found that a 
roughness was introduced into much of the speech. This was due to jitter within the 
PCW  lengths during areas of voiced speech. The jitter was due to the codebook size, 
and was found to increase as the number of PCW  per frame increased.
The shape codebook based scheme does not introduce jitter within the PCW sizes when 
quantising a high number of PCW  lengths per frame. This is because the PCW  length 
variations are limited to the four options within the shape codebook. Figure 8.2 shows 
a section of speech which is almost entirely voiced. The quantised PCW  waveform 
lengths and the quantisation error is shown.
In addition to the PCW  lengths, the voicing level of each cycle must be quantised. 
Two bits are used to specify the voicing status of a frame. These bits specify whether 
a frame contains unvoiced PCW  or voiced PCW. They do not specify the voicing level 
of voiced frames. This information must be transmitted separately.
During the development of the 4 kbps SB-LPC encoder [54] it was shown that small 
errors in the exact level of voicing for each frame do not significantly degrade the 
decoded speech quality. Occasional errors in the voicing level cause little perceptual 
distortion so long as the voicing status is correct. This assumption is used to produce 
a low rate voicing level quantiser for the PS-SBLPC. Direct quantisation of each PCW 
voicing level would require 3 bits. In order to reduce this, the PCW  within a frame
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Figure 8,2: A section of voiced speech (bottom) and the quantised PCW  sizes (middle) 
and the quantisation error (top).
are grouped into two sub-frames. Averaging the voicing levels from the PCW  that fall 
within the sub-frames forms the voicing level for each of the two sub-frames. The two 
voicing levels are then jointly quantised using a 3 bits vector quantiser.
The sub-frames are formed differently depending on the PCW  length quantisation. If 
the PCW  length quantiser selected the linear interpolation as the most accurate method 
to quantise the PCW sizes it is assumed that the speech is changing smoothly and the 
PCW  within a frame are split at the frame centre. If a step interpolation is chosen 
the two sub-frames are formed by splitting the frame at the step location. The voicing 
level quantiser was tested and it was found to introduce no noticeable degradation.
8.2.1.2 Unvoiced M ode
As unvoiced sounds are not generated by regular excitation pulses from the glottis, 
they do not have a pitch value. The PS-SBLPC encoder segments unvoiced speech so 
that it can be coded. The segments are still referred to as PCW even though the signal 
has no pitch. As the signal has no harmonic structure, errors in the quantisation of 
the PCW lengths have little perceptual impact on the synthesised speech. Because of 
this, unvoiced PCW can be extended or reduced in length in order to resynchronise 
the encoder and decoder without degrading the synthesised speech. As was described
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in Chapter 6 , smoothing and quantisation of the PCW sizes causes the encoder and 
decoder to lose synchronisation. To eliminate this problem the lengths of unvoiced 
frames are adjusted. If the decoder is currently running slightly ahead of the encoder, 
the unvoiced frame is reduced in length, if the encoder is running slightly behind the 
encoder the unvoiced frame is extended in length.
Although unvoiced speech generally appears to be random in nature the signal char­
acteristics, such as the energy, still need to be coded. The PS-SBLPC estimates the 
unvoiced speech characteristics twice per 2 0  ms frame.
As the frame is unvoiced, the voicing level of both the PCW  is zero. Because of 
this no voicing level quantisation is needed. The two PCW  are adjusted to be of the 
same length and the length is accurately quantised using a linear 8 -bit quantiser. The 
unvoiced PCW  length and voicing quantiser uses 5 bits less than the voiced quantiser. 
The extra bits can be assigned to other areas of the coder. One possible use would be 
to use the bits in error correction to reduce the possibility of errors causing an unvoiced 
frame to be classified as a voiced frame.
8.2.1.3 M ixed Voicing M ode
The voiced-unvoiced mode and the unvoiced-voiced mode are identical in operation. 
The status bits are used to distinguish between the two. The voicing levels of the 
voiced PCW  are quantised by averaging and quantising with a 3 bit scalar quantiser. 
The lengths of the voiced PCW  are averaged and quantised using a 7-bit non-linear 
quantiser. The three bits that are used to quantise the PCW  length interpolation 
factor in the voiced mode quantiser are used here to coarsely quantise the length of 
the unvoiced PCW. As within the unvoiced mode the unvoiced PCW  is adjusted to 
resynchronise the encoder and decoder.
8 .2 .2  S u m m ary
The PCW  location and voicing quantiser described above operates at a maximum bit 
rate of 16 bits per 20 ms. Table 8.2 summarises the bit allocation during the four 
modes.
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VV UU VU UV
Mode 2 2 2 2
PCW Lengths (Voiced PCW) 8 8 7 7
PCW Length Interpolation Factor 3 N/A N/A N/A
Voicing Level 3 N/A 3 3
Unvoiced PCW Length N/A N/A 4 4
Total Number of Bits 16 1 0 16 16
Table 8 .2 : A table showing the bit allocation for the PCW  length quantiser.
The proposed quantiser was implemented and tested within the PS-SBLPC encoder. 
Samples of speech were processed using the PS-SBLPC with the quantiser enabled 
and disabled. No significant degradation in the speech quality was perceived when the 
quantiser was enabled.
8.3 E nergy
Accurate transmission of the energy of each PCW from the encoder to the decoder is 
very important in order to preserve the relative amplitudes of the speech. Inaccurate 
transmission of the energy changes during speech transitions leads to a significant loss 
in the intelligibility of the speech. Speech coders such as MELP [69] and the SB- 
LPC coder [34] often quantise the signal energy in the logarithmic domain. This is 
because the sensitivity of the human ear is close to logarithmic. In addition many 
energy quantisation routines use prediction to increase the efficiency of quantisation. 
Prediction exploits the fact that speech energy usually varies smoothly.
8 .3 .1  P S -S B L P C  E n ergy  Q u an tiser
A joint interpolation-quantisation routine has been developed to quantise sets of PCW 
energies using 14 bits. The quantiser operates similarly to the PCW  length quantiser 
in that two boundary values and a shape vector are quantised.
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Figure 8.3: The PCW energy values for a frame of speech along with the selected vector 
from a joint vector quantiser. An alternate vector that exhibits less jitte r is also shown.
Initially a 14-bit. two stage logarithmic MSVQ quantiser was designed to jointly quan­
tise the PCW  energies. Informal perceptual evaluation of this method highlighted a 
problem. The vector quantisation introduced a large amount of jitter in parts of the 
waveform where the original speech energy did not vary. This jitter in energy intro­
duced an artificial roughness into the speech and degraded the speech quality. The 
vector quantisation introduces the jitter as the WMSE search criteria is used. The 
quantiser selects the vector to minimise the WMSE and match the absolute energy 
values as close as possible. This search criterion is not perceptually optimal. It is more 
important to accurately model the change in energies rather than the absolute values. 
Figure 8.3 shows an example of the jitter added by the vector quantiser. The original 
PCW  energies from a frame containing six PCW  are shown. In addition the quantised 
values using the joint vector quantiser are shown. As can be seen the quantised PCW 
energies fluctuate. Also shown are the energy values for the second closest vector in 
the vector quantisation search. This vector is not selected as the WMSE is higher, but 
as is shown the energy values vary less and the vector is a better perceptual match.
To overcome this, and to use the fact that the energy of the speech usually varies 
smoothly, an alternate approach has been used. The proposed techniques aims to 
separate the quantisation of the absolute value from the quantisation of the change in 
values.
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Initially the energies of the first and last PCW in the frame are quantised. These 
boundary values are quantised using an 8 bit logarithmic joint quantiser with second 
order moving average prediction. The quantiser is identical in structure to that used 
within the 4 kbps SB-LPC energy quantisation routine described in Section 4.3.8.3.
The intra-frame evolution of the energy is quantised using a separate codebook known 
as the shape codebook. Codebooks of 6 bits were found to be adequate to correctly 
model the intra-frame changes in energy. A separate codebook is used for each possible 
number of PCW  per frame. No codebook is needed when a frame contains only two
PCW. The codebooks were trained from generated data using the LBG algorithm
described in Section 3.6.2.1. Due to the averaging that occurs within the codebook 
training, jitter within the shape codebook is removed, resulting in dequantised energies 
that exhibit less jitter.
The shape vector elements are calculated as:
Si ~  log(ei) -  log(êo) i f  i < N/ 2  (8.1)
Si =  log(ei) -  Zog(êjv-i) i f  i > Nf 2  (8.2)
where Si is the i^  ^ element, is the energy of the i^  ^ PCW  in the frame and N  is the 
number of PCW  in the frame, êo and e ^ - i  are the quantised values of the boundary 
energies.
The quantiser was compared to a traditional time synchronous method that estimates 
the speech energy using analysis windows centred at the middle and end of the frame. 
Linear interpolation is used to calculate the individual PCW  energies during decoding. 
Speech synthesised using linear interpolation of the energy was compared with speech 
synthesised using the proposed pitch synchronous quantised energies. There was an 
obvious increase in quality using the pitch synchronous quantiser. The speech was 
significantly sharper. Figure 8.4 shows three sections of synthesised speech. The original 
was synthesised using unquantised energy. The middle waveform was synthesised using 
the proposed pitch synchronous quantiser. The bottom waveform was synthesised using 
a time synchronous quantiser. The quantised energy values are also shown (offset for 
clarity). The * on the diagram highlights areas where the performance improvements 
of the proposed method are easily identifiable.
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Figure 8.4: Synthesised speech using the original energies, energies quantised with the 
proposed quantiser and energies quantised using linear interpolation. The correspond­
ing energy values are shown offset by 40.
8.4 LSF Q uantisation
Accurate quantisation of the LSF parameters is essential for high quality synthesised 
speech. It is not uncommon for half the bit allocation of a speech coder to be assigned 
to the accurate quantisation of the LP information. The 4 kbps SB-LPC coder pro­
posed in [67] uses 36 of the 80 available bits per frame for the quantisation of the LSF 
parameters. In order to improve coder quality and reduce bit rates, a great deal of 
research has been carried out into the efficient quantisation of the LP information [99] 
[67]. Much of the research focuses on the optimum quantisation of sets of time syn­
chronous LSF parameters. Guerchi and Mermelstein [83] have proposed a method for 
the optimum quantisation of sets of pitch synchronous LP parameters. Their proposed
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joint quantisation technique has been used within a pitch synchronous CELP coder, 
and performance enhancement have been made.
8.4 .1  J o in t L inear In terp o la tio n -Q u a n tisa tio n
Guerchi and Mermelstein [83] proposed a joint interpolation scheme to allow pitch 
synchronous LP parameters to be quantised at a fixed rate. Their quantiser achieves 
this by assuming that the LSF parameters vary linearly during a frame. For each frame 
a single set of LSF parameters are quantised. The decoder interpolates linearly between 
the previous frames LSF and the current set of LSF to recover the pitch synchronous 
parameters.
The SB-LPC coder, which uses pitch synchronous synthesis, interpolates between two 
sets of time synchronous LSF parameters to generate the pitch synchronous parameters. 
The fundamental advantage of the method proposed by Guerchi and Mermelstein over 
the method used within the SB-LPC is a result of the selection of the single set of LSF 
that are quantised. The LSF are chosen to minimise the quantisation error over the 
entire frame. Rather than quantising a set of LSF estimated from the speech signal, a 
set are calculated that will minimise the overall distortion between the original pitch 
synchronously estimated LSF parameters and the quantised parameters. This process 
is illustrated in Figure 8.5. is the selected vector for the frame, and is chosen to 
minimise the overall distortion between the estimated vectors (•) and the quantised 
values ( X ) when linear interpolation is assumed.
The proposed process was tested by Guerchi and Mermelstein within a waveform coder 
and was shown to reduce the spectral distortion on a speech signal when compared to 
traditional time synchronous techniques.
The joint quantisation method was implemented within the PS-SBLPC encoder and 
compared with a traditional time synchronous technique [100]. For this implementation 
one optimum set of LSF is calculated every 10 ms. The sets of optimum LSF are 
quantised in pairs every 20 ms. Two different quantisers were designed, a 36-bit, 6  
stage MSVQ joint quantiser and a 42-bit, 7 stage joint quantiser. The 36-bit MSVQ 
quantiser is identical to that used in the SB-LPG time synchronous LSF quantiser.
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Figure 8.5; The proposed Joint Linear Interpolation-Quantisation Scheme. • are the 
estimated parameter values, x are the quantised parameter values.
The 42-bit quantiser has an additional stage. To evaluate the method the average 
spectral distortion between the original pitch synchronous LSF and the quantised LSF 
was calculated for a test sample of speech. For a definition of spectral distortion see 
Section 7.2.7.
The proposed method was compared with a traditional time synchronous quantiser 
as used within the SB-LPC. The quantised pitch synchronous LSF were generated by 
interpolating between sets of time synchronous LSF parameters estimated every 10 ms. 
The average spectral distortion between the quantised LSF and PS estimated LSF was 
calculated.
The results of the comparisons are shown in Table 8.3. This comparison shows that 
the proposed method gives quantised LSF values that are significantly closer to the 
original pitch synchronous LSF values. As the traditional time synchronous method 
interpolated between sets of LSF that are estimated over many pitch cycles this com­
parison using the spectral distortion compared to the original pitch synchronous LSF 
parameters is possibly not an ideal indication of performance.
A better performance measure is the prediction gain achieved when the quantised LSF 
sets are used to filter the speech signal. Prediction gain, defined in Equation 7.11,
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Method
Average SD (dB)
36 bits 42 bits
Pitch Synchronous Linear Interpolation 1.46 1.41
Time Synchronous Linear Interpolation 1 . 6 8 1.62
Table 8.3: A table showing the average spectral distortion when the optimum linear 
interpolation pitch synchronous LSF quantiser and the time synchronous LSF quantiser 
are used.
Method Average SD (dB) Average PG (dB)
Unquantised Pitch Synchronous 0 16.00
Pitch Synchronous Linear Interpolated 36-bit 1.46 15.4
Time Synchronous Linear Interpolated 36-bit 1 . 6 8 14.3
Table 8.4: A table showing the average spectral distortion and prediction gain when 
unquantised LSF, the optimum linear interpolation pitch synchronous LSF quantiser 
and the time synchronous LSF quantiser are used.
is a measure of the reduction in signal power achieved by filtering with the LP filter. 
Since the aim of LP filtering is to model as much of the speech signal as possible a 
higher prediction gain indicates a better-matched LP filter and better LSF parameters. 
Table 8.4 shows the prediction gains with unquantised LSF, a 36-bit quantiser using 
the method proposed by Guerchi and Mermelstein and a traditional 36-bit time syn­
chronous approach. A clear performance improvement can be seen using the method 
proposed by Guerchi and Mermelstein.
The proposed method performs better than traditional time synchronous methods, but 
still assumes the LSF parameters to vary linearly during a frame. This assumption is 
not realistic and introduces an artificial smoothing of the LSF parameters not dissimilar 
to time synchronous analysis.
Figure 8 . 6  shows a plot of the original 5*^  LSF value and the quantised value when using 
linear interpolation. The figure shows clearly how the quantised version fails to follow 
the variations in values in the highlighted locations (marked with *). This is because 
the assumption of linear variation of the parameters during the frame is inadequate.
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Figure 8 .6 : The variation of the 5th LSF over 100 cycles of speech. The solid line shows 
the original values and the dashed line the quantised values using the method proposed 
by Guerchi and Mermelstein.
To overcome this it is necessary to adjust the quantiser so that bits are assigned to quan­
tising the changes in LSF values during the frame. A joint quantisation/interpolation 
scheme, which allows for non-linear interpolation, has been tested and found to give 
better results. This is described in the following section.
8 .4 .2  Jo in t Q u a n tisa tio n /In terp o la tio n
The method proposed by Guerchi and Mermelstein reduces quantisation distortion by 
combining the quantisation and interpolation into one single process. The method 
though is limited by the assumption of linear variation. To overcome this a joint quan­
tisation/interpolation LSF quantiser has been developed that optimise the quantisation 
in two ways. Rather than assuming linear variation of the LSF values during a frame, 
an optimum interpolation function is selected from a predefined set. Secondly, bound­
ary sets of LSF are selected to minimise the overall distortion. Figure 8.7 and 8 . 8  
show a simplified one dimensional comparison of the linear and non-linear versions. 
In the linear version in Figure 8.7 the boundary vectors x i and X2 are calculated to 
minimise the overall quantisation distortion. In the non-linear version, shown in Figure 
8 .8 , x \ and X2 and the interpolation function are selected so as to minimise the overall 
quantisation distortion.
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Figure 8.7: Quantisation using linear interpolation. • are the estimated parameter 
values, X  are the quantised parameter values.
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Figure 8 .8 : Quantisation using non linear interpolation. • are the estimated parameter 
values, X  are the quantised parameter values.
8.4.2.1 O ptim um  Interpolation Factor
In the proposed joint linear interpolation/quantisation scheme the quantised pitch syn­
chronous LSF values are calculated by taking a weighted combination of the optimum 
boundary parameter sets. The set of quantised pitch synchronous LSF is calcu­
8.4. LSF Quantisation 219
lated as:
=  (1 -  % )^ - i  +  CK&4 (8.3)
if the pitch cycle waveform falls within the first half of the frame, or:
=  (8.4)
if the pitch cycle waveform falls within the second half of the frame. is the
dequantised optimum set of j  LSF from the previous frame. x\ and Bire the dequan­
tised optimum sets from the current frame, a  and ^  vary linearly from zero to one
during the two halves of the frame. The restriction of the values of a  and 13 limits the 
parameter variation to linear.
To allow the pitch synchronous LSF parameters to vary freely within a frame, the 
joint quantiser/ interpolator defines the pitch synchronous parameters as a weighted 
combination of x \  and X2 three weights are used, 7 , a  and /3. The synthesised 
pitch synchronous parameters are then calculated as:
=  lk ^~ i 3- Oikx{ +  (8.5)
In order to restrict the range of the quantised pitch synchronous LSF the values of the 
shape function (represented by the interpolation weightings 7 , a  and are restrained 
such that 7  -t- o: ■+■ /? =  1. Hence 7  =  1 — a  — Therefore the synthesised pitch 
synchronous LSF parameters are calculated as:
yI =  (1 -  ofe -  /3fc)æii +  ^kx{ +  PkX2 (8.6)
The total quantisation error, J5, between the K  sets of quantised LSF parameters Y^ 
and the original estimated parameter sets can be calculated as:
K - i  ( p - i  \
^ = E  E ( A i - 7 )  (8.7)A= 0  \ j = 0  /
The total quantisation error E  can be minimised with respect to a* and fik by taking:
dE  dE
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and solving for and j3k. This gives:
P - i  . P - i  P - i  . P - i
a, =  ^ ^ -------- (8,9)/ p - i  \  p - i  „ p - iZ  «^ 6' -  Z  (à’f -  E M "\ J —0 J  J=0 j=Q
P -1  . . P -1  . . P -1  . . P -1  . .. 2Z  ■ Z  Vai -  Z  ■ Z  [ v y
A  =  ^ ^ --------— ---------— -------  (8 .1 0 )( p - \  \  P - \  „  P - 1  ,Z  -  Z  («4'- Z  [b’f\  J=0 /  j=0 j=0
where:
Op — 2?2 ^ —1 *^ —1 i^,k — 1 (8 .11 )
This calculates the optimum shape vectors and Pk to minimise the total quantisation 
error given x{_i, x{ and xi_i is calculated for the previous frame and is fixed, 
but suitable values for x{ and are also needed to minimise the quantisation error. 
Initially, the first and last pitch synchronous sets of LSF, Ag and Aj^_^ are used as x{ 
and « 2  in the calculations of ak and Pk-
8.4.2.2 O ptim um  Edge Param eters
Once optimum ak and Pk have been calculated, the quantisation error E can then be 
minimised in terms of the edge parameters x \  and
By defining the overall individual error on LSF j  as:
K~l
[ K ~ y p 'k=0
which is equal to:
K - l
=  E  -  >?') (8 -1 2 )
=  E  (4 -  ((I  -  -  A )® ii +  +  0kH)) (8.13)
and minimising with respect to each set of LSF by setting:
dE^ ÔE3^  =  0 and  ^  =  0 (8.14)dx{ dx2
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and solving for x \ and giving:
where:
4  = + + (8,15)
v ^ r  — + æi^sr -  tu ^  + tæîiA — x^_-pP to  i a \
K - l  . K - l  K - l
B =  E  Â  A =  X) r =  X  (6 *)fe= 0  ft= 0  /b= 0
K—1 /  ^ \  2 i f —1 ^ _ i f —1a = E  (Â) < = E  = E  (8.17)
A-O  ^ /  fe=0 /b=0
. iT - 1  .  . . K - l  .= E  A 4  = E  4fe=0 A:=0
the optimum sets of LSF x{ and (the edge vectors) are calculated given a fixed shape 
vector (a /5 and P^)' An iterative calculation of æ^ , 4  and ajt,/?jt is used to obtain a near 
optimum solution. The maximum number of iteration is limited to catch cases where 
the error does not converge to a minimum. In practice it was found that the minimum 
was reached in 2-3 iterations.
8.4.2.3 Joint Q uantisation/Interpolation  Design
The Joint Quantisation/Interpolation scheme proposed requires the quantisation of two 
sets of LSF parameters (edge vectors) and two shape vectors, of length K.  The two 
sets of LSF parameters are quantised using a moving average multi-stage joint vector 
quantiser identical to that previously used with the linear joint quantisation scheme. 
The shape vectors a  and P are jointly quantised as a single vector of length 2k. The 
shape vector is quantised using separate vector codebook for each of the possible values 
of K.  When only two cycles exist in a frame {K =  2) the shape vector is not needed as 
the PS parameters can be directly quantised. Nine codebooks are required for values 
of K  from 3 to 11.
The shape vector is quantised with a simple vector quantiser trained using the LEG 
[6 6 ] algorithm. The training vectors to generate the shape codebooks are produced
8.4. LSF Quantisation 222
Codebook Size (bits) Spectral 
Distortion (dB)Edge Quantiser Shape Quantiser Total
36 0 36 1.46
30 4 34 1.24
30 5 35 1 . 2 2
30 6 36 1 . 2 1
Table 8.5: A table showing the performance of varions joint LSF quantiser.
as follows. Speech from the NTT training database [94] is processed through the PS- 
SBLPC encoder and pitch synchronous LPC parameters are extracted. For each frame 
the first and last set of LPC parameters are quantised with the joint LSF quantiser. 
The dequantised vectors are then used to calculate the optimum shape vector. The 
shape and edge vectors are then optimised iteratively. The optimum shape vectors are 
written to the appropriate training database that contains the corresponding vector size 
of 2K. The nine evolution codebooks are individually trained using the LBG algorithm 
with the separate training databases.
In order to determine the number of bits necessary to quantise the shape vector sev­
eral quantisers were evaluated. Shape codebooks containing, sixteen, thirty-two and 
sixty-four entries (4, 5 and 6  bits) were trained. A joint LSF vector quantiser of 30 bits 
was used to quantise the edge vectors. The resultant log spectral distortion between 
the PS extracted sets and the dequantised sets of LSF was calculated for each config­
uration. As a reference, the method using linear interpolation is included. The results 
are shown in Table 8.5. The results indicate that the combination of a four bit shape 
codebook and a 30-bit edge codebook outperform the linear joint quantiser. Although 
the spectral distortion reduces only by a small amount with the increase in size of the 
shape codebook, listening tests and examination of the resultant LPC filter spectrums 
showed that with only a four or five bit shape codebook, there were areas where sig­
nificant distortion existed. The joint quantiser included within the PS-SBLPC uses a 
6 -bit shape quantiser and a 30-bit edge quantiser. Figure 8.9 compares the proposed 
quantiser to the linear version. The variation of the 5*^  LSF value over 1 0 0  cycles of 
speech is shown. As can be seen, by allowing non-linear variation of the values within
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2.5  Original
 Linear Interpolation
 Joint Quantisation Interpolation
1.5, 10040 Cycle Number '
Figure 8.9: The variation of the 5th LSF over 100 cycles of speech. The original and 
quantised values using the linear and joint quantisation/interpolation quantiser (linear 
values offset by -0.1 kHz, JQI offset by -t-0.1 kHz for improved clarity).
a frame, the proposed quantiser results in LSF that follow the original more closely.
8.4.2.4 Joint Q uantisation /Interpolation  Performance
The performance of the joint LSF quantisation/interpolation routine was compared to a 
traditional time synchronous quantiser and the previously described pitch synchronous 
linear interpolation method. The quantisers, all-operating at the same overall bit rate 
of 36 bits were compared in terms of average spectral distortion and average predic­
tion gain. Table 8 . 6  shows the results. The joint quantisation/ interpolation scheme out 
performs both the time synchronous and linear pitch synchronous methods. The perfor­
mance gain is achieved by combining the quantisation and interpolation. Traditionally 
the processes are treated separately, which is clearly suboptimal.
8.5 S pectra l A m p litu d e Q uantisation
Spectral Amplitudes model the spectral components of speech that the LPC filter fails 
to model. If the LPC filter were perfect the spectral amplitudes of the residual signal 
would be flat. The spectral modelling of the LPC filter is limited by three factors, the 
order of the filter, the all-pole modelling and speech stationarity assumptions. Accurate
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Method Average SD (dB) Average PG (dB)
Unquantised Pitch Synchronous 0 16.0
Pitch Synchronous Linear Interpolated 36-bit 1.46 15.4
Pitch Synchronous JQI 36-bit 1 . 2 1 15.8
Time Synchronous Linear Interpolated 36-bit 1 . 6 8 14.3
Table 8 .6 : A table showing the average spectral distortion and prediction gain when 
unquantised LSF, the optimum linear interpolation pitch synchronous LSF quantiser, 
the optimum joint quantisation interpolation and the time synchronous LSF quantiser 
are used.
quantisation of the amplitude is needed in order to obtain good quality speech at the 
decoder.
One of the main difficulties faced when designing a quantiser for spectral amplitudes 
is that the quantity is a function of the pitch cycle waveform length. Assuming that a 
sampling frequency of 8000 Hz is used, and that spectral amplitudes above 3700 Hz are 
ignored (as is common practice in many coders [36]), the number of spectral amplitudes 
is calculated as:
.*^ 700 (8.18)L = = 0.4625P8000
where P is the length of the pitch cycle waveform. As the pitch cycle waveform length 
can vary from 15 to 150 samples, the number of spectral amplitudes varies from 7 to 69. 
This results in two problems. Firstly, accurate quantisation of a large vector (such as 
69 amplitude values) would require an unrealistically large number of bits. The second 
problem is that the quantiser must be adapted to deal with variable length vectors.
Several methods have been suggested to overcome the problem of variable length vec­
tors. They operate by applying a transformation to the variable dimension vector to 
convert the vector to a fixed length. Simple examples including padding the vectors 
with unity so that they are all the maximum size, or truncating to a fixed length, 
have been used in coders. Truncating the vector has been used in a 2.4 kbps MELP 
coder [17]. Only the first 10 spectral amplitudes are quantised and the rest are set to 
unity. This method utilises the fact that the low frequency components of speech are 
perceptually more important than the higher frequency components.
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The truncation method can give good results for female speech when the total number of 
harmonics is low and the proportion of the spectrum that is included is high. However, 
when the pitch of the signal is lower, such as is typical during male speech, the number 
of harmonics is significantly higher. In such a case only a small proportion of the 
spectrum is included in the quantisation. This can lead to poor quality synthesised 
speech. As an example, if a speech signal has a pitch period of 25 samples, and the first 
ten amplitudes are quantised, the spectral amplitudes up to 3200 Hz are quantised. If 
the signal has a pitch of 1 0 0  samples, then the spectral amplitudes are quantised up to 
only 800 Hz.
Other methods have been suggested in order to transform the variable length ampli­
tude vectors into fixed length vectors. One suggested method is to use a Mel-Scale 
transformation [101]. The speech spectrum is separated into bands and the amplitude 
values that fall within the bands are averaged and quantised as a single value. The 
frequency bands are selected by using a Mel-Scale measure that takes account of the 
variable sensitivity of the human ear to different frequencies. Theoretically the bands 
are selected to have equal perceptual performance. Unlike during vector truncation, 
all the spectral amplitudes are used, this results in better quality synthesised speech 
when the number of harmonics is high. Unfortunately to achieve reasonably accurate 
quantisation it was found that a large number of bands, often in excess of 2 0  for male 
speech, were required. [54]. To accurately quantise a vector of 20 or more elements 
would require many bits.
The SB-LPC encoder uses an amplitude picking algorithm to convert the vector to 
a fixed length [54]. This process attempts to select and quantise the perceptually 
most important amplitudes. The process is described in detail in Section 4.3.8 .2. The 
amplitude-picking algorithm has been used within the 4 kbps SB-LPC encoder and it 
has been shown that reasonable quality synthesised speech can be realised. The follow­
ing section describes a pitch synchronous amplitude quantiser based on the amplitude- 
picking algorithm.
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8.5 .1  P itc h  S yn ch ron ous Q u a n tisa tio n  P rob lem s
The pitch synchronous analysis process extracts a larger amount of parametric infor­
mation than its time synchronous counterpart. By careful analysis of the properties 
and evolution of the parameters much of the information can be quantised with only 
a small number of additional bits. This is possible as the speech characteristics often 
change little, or deterministically during a frame. A problem with the quantisation of 
the spectral amplitudes is that when the pitch value (the size of each PCW) changes 
during a frame, so does the number of spectral amplitudes. This can mean that variable 
to fixed length transformations such as the amplitude picking algorithm will pick am­
plitudes from different areas of the speech spectrum during different PCW of a frame. 
For example, consider a frame containing four PCW  where the frequency content of 
the signal is varying and the frequency of the first formant is rising during the frame. 
The first two selected amplitudes for the first PCW  are located around the formant at 
locations of 1000 and 1200 Hz. The first two selected amplitudes for the final PCW are 
at locations of 1200 and 1400 Hz. If a joint quantisation/interpolation quantiser were 
used on the fixed length vector, the shape vector would not be attempting to model 
the change in amplitude of one frequency during a frame. It would be attempting to 
model the amplitudes of different frequencies during different parts of the frame. In 
such a case it is less likely that the variation of the amplitudes during the frame will 
be predictable.
To overcome this a variable length to fixed length conversion must be selected that will 
select amplitudes from the same frequency regions for the entire frame. This will result 
in amplitude values that are related from one cycle to the next.
8 .5 .2  P ro p o sed  P itc h  S yn ch ron ous A m p litu d e  Q uantiser
A pitch synchronous spectral amplitude quantiser has been investigated. The quantiser 
uses a peak picking algorithm based on the method described in Section 4.3.8 .2 . The 
selected amplitudes are quantised using a joint quantisation/interpolation routine.
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8 .5 .2 . 1  A m p litu d e  Selection
The peak picking algorithm described in Section 4.3.8 .2 selects 14 amplitudes per frame 
located around the formants in the LP spectrum. By using the quantised LP filter 
that corresponds to the frame of speech, the amplitude locations can be correctly 
identified at the decoder without transm itting any additional information. When this 
selection process was directly applied to sets of pitch synchronous parameters, using the 
quantised pitch synchronous LP parameters, it was found that in some cases, when LP 
formants appear or disappear between cycles, the locations of the selected amplitudes 
vary significantly over the duration of the frame. This leads to the problems described in 
Section 8.5.1. To overcome this the selection process was modified so that amplitudes 
are selected in the same region of the spectrum for the entire frame. Rather than 
using the individual pitch synchronous LP spectrum the amplitudes are selected using 
one LP spectrum per frame. The single LP spectrum, that will be referred to as the 
Selection LP spectrum, is formed by using a weighted arithmetic mean of the individual 
quantised pitch synchronous LSF parameters. A weighting function was formed based 
on the quantised energy of the PCW. This ensures that formants of cycles with higher 
energy are selected in preference to formants in PCW with lower energy. By using 
both quantised LP and PCW energy values the amplitude locations can be selected 
correctly at the decoder and no information about the selected locations needs to be 
sent. The LSF parameters that form the Selection LP filter used in the peak picking 
are calculated as:
K - l
= Y ,  (8.19)
is the Selection LSF. is the quantised LSF from the PCW. Wk is 
the weighting associated with the PCW. Optimum weighting was investigated and 
it was found that the square root of the RMS PCW  energy resulted in a good bias. 
When the quantised energy was used, it was noticed that the weighting would have a 
significant impact on the peak picking during voiced to voiced transitions that coincide 
with small changes in the speech energy. The weighting function is calculated as:
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Figure 8.10: Amplitude picking for two cycles within a frame where the pitch has 
varied. The LP spectrum is shown. The solid vertical lines indicated the frequency of 
the selected spectral amplitudes.
= IC-l
Z) ve,:i=0
(8 .20)
where is the quantised energy from the PCW. Once the single set of LSF has 
been formed the peak picking is performed for each PCW. If the PCW  has 14 or fewer 
harmonics, all of them are selected. If not, the first two spectral amplitudes are always 
selected as the LPC modelling is often less accurate at lower frequencies. Next, 3 
amplitudes are selected around the 4 largest peaks in the LP filter spectrum. A single 
amplitude is selected at the location of the peak, and two either side. If less than 4 
peaks exist in the LP spectrum, or if some of the amplitude locations coincide, the extra 
elements merged. A weighting of zero is used for these elements in the quantisation. 
The selection process results in 14 amplitudes being selected for each PCW. Figure 
8 . 1 0  shows an example of the amplitudes that are picked for two PCW within a frame. 
During the frame the PCW  lengths are decreasing (from 55 to 47 samples). The diagram 
shows that the frequencies of the picked amplitudes are approximately matched.
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8.5.2.2 Joint Q uantisation o f Selected A m plitudes
Once amplitudes have been selected for each PCW the fixed length pitch synchronous 
amplitude vectors must be quantised using a time synchronous (fixed rate) quantiser. 
To do this a joint quantisation/interpolation routine has been used. The proposed 
quantiser operates in a similar manner to the LSF quantiser described in Section 8.4.2. 
For each frame two sets of spectral amplitudes are quantised. The 14 element edge 
amplitudes are jointly quantised a using a 24-bit, 3 stage MSVQ quantiser. The edge 
quantiser is identical in structure to the amplitude quantiser successfully used within 
the 4 kbps SB-LPC encoder. In addition to the two edge vectors an optimum shape 
vector is calculated. This vector is calculated using the same method described in 
Section 8.4.2. The shape vector is quantised using a 6 -bit vector quantiser.
The spectral amplitude quantiser operates using a weighted mean squared error crite­
rion. The weighting function is formed using the LP selection filter generated within 
the amplitude peak picking routine. The shape vectors are quantised using the weight­
ing function defined in Equation 8.20. This insures that PCW from areas of speech 
of higher energy are quantised more accurately than PCW from areas of lower energy 
that are perceptually less important.
8.5.2.3 Perform ance of the Spectral am plitude quantiser
The spectral amplitude quantiser described above was included within a PS-SBLPC 
speech encoder. Figure 8.11 shows a frame of speech containing five PCW. Also shown 
is the LP filter spectrum and original estimated spectral amplitudes for each PCW. The 
quantised amplitudes are shown at the bottom. As can be seen the amplitudes that 
fall under the formants in the LP filter spectrum have been more accurately preserved 
than the remaining spectral amplitudes.
Informal listening tests were used to evaluate the quantiser. When the quantiser was 
enabled a significant reduction in speech quality was noticed. The reduction in speech 
quality was found to be similar to the reduction in quality introduced when quantised 
spectral amplitudes are used within the 4 kbps SB-LPC encoder. The reduction in
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Figure 8 .1 1 : Unquantised and quantised spectral amplitudes for five PCW within a 
speech section. The corresponding LP filter spectrums are also shown.
speech quality is more significant than the reduction caused by quantisation of the 
other speech parameters.
Spectral amplitudes and LSF parameters both hold information about the spectral 
content of the speech signal. The spectral amplitudes contain the spectral information 
that is not accurately modelled by the LP filter. If the LP filter is poorly matched to 
the speech spectrum, or inaccurately quantised, the spectral amplitudes will contain 
more spectral information. The spectral amplitudes compensate for errors within the 
LP estimation and quantisation. Therefore the distortion generated by errors in the
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spectral amplitude quantisation could also be partially due to errors in the LP filters. 
This is why the distortion introduced by the spectral amplitude quantisation is clearly 
audible.
Informal listening tests were used to ascertain where the weakness in the spectral am­
plitude quantiser lay. It was found that most of the distortion was due to the poor 
quantisation of the edge vectors. Limiting the number of spectral amplitudes to 14, and 
using a shape vector to code the changes in spectral amplitude values does degrade the 
synthesised speech, but the level of degradation is small compared to that introduced 
by the quantisation of the edge vectors. The performance of the amplitude-picking 
algorithm was found to be vastly superior to a similar algorithm that uses truncation 
to form a fixed length vector.
8.6 E xam ple C onfiguration
This chapter has proposed techniques to quantise pitch synchronous speech parameters. 
These techniques can be used within a PS-SBLPC speech coder to produce a fixed rate 
speech coder. Table 8.7 shows a typical bit allocation table for an example configuration 
of the PS-SBLPC encoder.
Parameters Bits Per 20ms Frame Kilo Bits Per Second (kbps)
PCW Length (Pitch) and Voicing 16 0 . 8
LSF 36 1 . 8
Energy 14 0.7
Spectral Amplitudes 30 1.5
Total 96 4.8
Table 8.7: A suggested bit allocation for a 4.8 kbps PS-SBLPC speech coder.
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8.7 C onclusion
This chapter has presented an investigation into the quantisation of pitch synchronous 
speech parameters. Techniques have been proposed to quantise sets of parameters 
jointly at a fixed bit rate per frame. The quantisers perform a pitch synchronous to 
time synchronous transformation.
An efficient coding scheme has been proposed and successfully implemented to encode 
the PCW length and voicing status. By making certain assumptions the PCW lengths 
are coded by using two pitch values and a vector to quantise the change in lengths 
during a frame. A fixed rate energy quantiser has been proposed and investigated. 
By assigning bits to the quantisation of the variation of energy within a speech frame, 
accurate energy reconstruction can be achieved. The quantisation of the PCW  lengths, 
voicing status and energy is almost transparent. Very little degradation is introduced 
into the synthesised speech when these parameters are quantised.
The quantisation of pitch synchronous LSF parameters has been investigated. Several 
methods have been compared and a new scheme has been proposed. A joint quanti­
sation / interpolation scheme has been shown to perform better than traditional time 
synchronous LSF quantisation techniques. The joint quantisation/interpolation scheme 
has also been applied to spectral amplitudes to allow for the fixed rated quantisation 
of pitch synchronous spectral amplitudes. The quantisation of the pitch synchronous 
amplitudes introduces no more distortion than similar time synchronous quantisers 
operating at the same bit rate.
W ithin this chapter it has been shown that the quantisation of pitch synchronous speech 
parameters is practical and can be achieved without introducing a large overhead. In 
addition the pitch synchronous quantisers retain the sharp transitions in the speech 
parameters that are central to pitch synchronous speech coding.
C hapter 9
Practical Im plem entation and  
Testing
9.1 In trodu ction
This thesis has presented a number of techniques that are applicable to pitch syn­
chronous speech coders. Indeed, within Chapter 5, a new pitch synchronous SB-LPC 
speech coder has been proposed. This chapter appraises some of the proposed tech­
niques in terms of the speech coding design criteria described in Section 2.2. It discusses 
the implications of moving the SB-LPC encoder from time synchronous to pitch syn­
chronous operation.
9.2 E valua tion  O f P rop osed  Techniques
As was described in Section 2.2, there are at least six criteria that need to be considered 
when designing a speech coder. This section evaluates the proposed techniques by 
analysing their impact on the design criterion.
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9 .2 .1  B it  R a te  a n d  Q u a li ty
The two major speech coding design parameters are the coder operational bit rate, 
and the decoded speech quality. The SB-LPC speech coder, along with many other 
parametric speech coders, is limited in quality by the underlying speech model used 
to represent the speech. Because of this, the speech quality produced at medium and 
high bit rates is never as high in quality as waveform or hybrid coders that directly 
code the speech waveform. The main limitation in the quality is caused by the fixed 
frames and long analysis periods used to estimate the speech parameters. The time 
synchronous analysis performs a discrete sampling of the continuously evolving speech 
parameters. The detailed change in the speech signal that occurs between sampling 
points is lost. The combination of this and the smoothing caused by the large analysis 
windows causes in a loss in sharpness of the coded speech.
To overcome this limitation in speech quality, a move to pitch synchronous coding has 
been proposed. Pitch cycles are the fundamental building blocks of voiced speech, and 
it is a logical step to code each cycle individually. By coding a speech waveform as 
a collection of PCW, the detail changes in speech characteristics that occur within a 
single time synchronous analysis period can be captured. Therefore moving to pitch 
synchronous coding should in theory increase the maximum possible speech quality 
by removing the assumption of speech stationarity during an entire frame that occurs 
within time synchronous coders.
This thesis has proposed a pitch synchronous speech coder based on the SB-LPC para­
metric speech coder. Speech segmentation and analysis techniques have been proposed 
to allow the original time synchronous coder to operate in a pitch synchronous manner. 
In order to show that the fundamental principles of the pitch synchronous coder are not 
flawed the operation of the pitch synchronous speech coding model must be evaluated. 
The model sets the maximum possible quality that can be achieved. The PS-SBLPC 
speech model proposed in Chapter 5 has been evaluated using several methods. Both 
informal and formal testing has been applied. Tests have shown that there are still lim­
itations in the coded speech quality, and that there are still many problems that need 
to be investigated in order to achieve the speech quality that is theoretically possible.
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9.2.1.1 Informal Listening Testing
The simplest method to evaluate a speech coder is to use an informal listening test. 
Informal listening tests comprise of one or more expert listeners (expert listeners in the 
sense that they are involved in speech coding research) assessing speech quality in an 
ad hoc manner. Informal listening tests are used extensively during the development of 
speech coders, more so for parametric coders than waveform coders. As most parametric 
coders do not retain phase synchronisation with the original speech, numerical quality 
evaluation such as weighted spectral distortion is not possible. This combined with the 
complexity of running a formal listening test makes informal listening tests the only 
practical method to evaluate speech quality during development.
Informal tests normally comprise of comparisons of several sets of coded speech. Often 
the original speech is used as a reference. Informal tests have the advantage that it 
is easier to individually assess the effects of algorithms on the coded speech quality. 
Speech segments can be selected where the effects of an algorithm are most prominent. 
It is also possible to ignore effects that are not the result of part of an algorithm under 
test.
There are two main disadvantages to informal listening tests. Obviously it is not 
possible to quantify the results, so no numerical representation can be made. Secondly, 
informal tests are reliant on the preferences of the listeners. People have different 
preferences, and what may be an improvement in speech quality to one person, may be 
regarded as degradation to another.
Informal listen tests were used extensively during the development of the pitch syn­
chronous speech coding techniques described within this thesis. Several listeners have 
been used to informally evaluate the speech quality that is produced by the PS-SBLPC 
speech coding model.
Prom the informal tests it has been concluded that there are still several problems that 
need to be addressed before the PS-SBLPC encoder can operate at its full potential. 
This is not unexpected as the development of a complete speech coding system is a 
complex task. Many of speech coding systems that currently lead the field in terms of 
quality at low to medium bit rates took years of development to reach their current
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status [81], [17]. The PS-SBLPC coded speech quality is currently limited, and this 
can be attributed either to problems with the individual pitch synchronous coding 
algorithms, or to problems with the integration of the algorithms. The PS-SBLPC 
encoder has been formed by combining the techniques proposed within this thesis, 
which, to a large extent have been developed individually. Due to time constraints, the 
PS-SBLPC coder has not been fully optimised. It is expected that fine-tuning of the 
proposed system will significantly increase coded speech quality.
During comparisons of synthesised speech from the pitch synchronous and time syn­
chronous coder, artefacts within the pitch synchronous coded speech were identified. 
The artefacts manifest themselves in the decoded speech as audible distortion, such as 
clicks, and are simple to locate. To identify the cause of such artefacts it is possible to 
manually modify either the detected PCW locations or the estimated parameters until 
the artefact is eliminated. This investigation technique was used and it was found that 
these artefacts were a result of either errors in the parameter estimation techniques, or 
a result of errors in the segmentation of speech into PCW. Parameter estimation errors 
were found to be mostly occasional voicing errors, which introduce a small number of 
artefacts. This suggests that further tuning of the voicing estimation algorithm will be 
required for best performance.
The other artefacts that were identified can be attributed to problems with the segmen­
tation of speech into PCW. By manually correcting errors in the pitch cycle detection 
these artefacts are removed, and the speech quality is significantly increased. Listening 
tests suggest that the pitch cycle detection process is currently the quality-limiting 
factor in the PS-SBLPC encoder.
The purpose of moving to pitch synchronous speech coding was to improve the sharp­
ness of the coded speech by capturing the rapid changes within the speech waveform. 
Informal tests have shown that the PS-SBLPC coder does result in synthesised speech 
that is generally higher in quality with sharp speech transitions and far more natural in 
quality than the speech from an equivalent time synchronous model. The coded speech 
quality is generally far closer to the original speech than the speech produced by the 
SB-LPC encoder.
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The advantages of the PS-SBLPC coder over the SB-LPC encoder can be clearly iden­
tified in certain speech segments. Figures 9.1 and 9.2 compare the synthesised speech 
from the PS-SBLPC model with the original speech and speech coded with the SB-LPC 
model. Four areas of speech are highlighted in Figure 9.1. Highlighted sections a and 
d show two speech onsets. The pitch synchronously coded speech is clearly closer to 
the original, and the onsets are sharper. In contrast the onsets produced by the time 
synchronous coder are smoothed and gradual. Section b highlights another error in the 
time synchronously coded speech. The small region of unvoiced speech immediately 
preceding the speech onset is completely lost. The large time synchronous analysis 
window does not allow small regions of speech such as is shown in section b to be 
modelled. The PS-SBLPC encoder is capable of capturing such detail, and as a result 
the speech onset at region b has a much crisper sound. Section c is a speech offset. 
Although the effect is not as obvious as at the onsets, smoothing of the offset exists 
in the SB-LPC waveform, but is not present in the PS-SBLPC waveform. Figure 9.1 
clearly shows how the PS-SBLPC encoder models the speech onsets and offsets better 
than the time synchronous SB-LPC encoder.
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Figure 9.1: A comparison of original speech, speech coded by the time synchronous 
SB-LPC encoder and speech coded by the PS-SBLPC encoder. Several speech onsets 
and offsets are highlighted where the superior PS-SBLPC performance can be seen.
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It is not only speech onsets and offsets that are coded with more accuracy using the 
PS-SBLPC encoder. Figure 9.2 highlights three speech transitions where the modelling 
of the speech by the PS-SBLPC is superior to the modelling of the SB-LPC encoder. 
The transition at section a is so smeared by the SB-LPC encoder that it is almost 
entirely removed. The transition is clearly visible in the PS-SBLPC coded speech. The 
transitions highlighted b and c contain small cycles with unvoiced characteristics. The 
PS-SBLPC modelling of these is clearly far better than the SB-LPC encoder.
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Figure 9.2: A comparison of original speech, speech coded by the time synchronous SB- 
LPC encoder and speech coded by the PS-SBLPC encoder. Several speech transitions 
are highlighted where the superior PS-SBLPC performance can be seen.
9.2.1.2 Formal Listening Testing
Formal listening tests are used to obtain a quantitative evaluation of coded speech 
quality. Several standard testing procedures have been defined by the ITU-T in their 
standard document: P.800 - Methods for the subjective determination of transmission 
quality [4]. The standard defines a set of tests and conditions that should be used 
to perform testing of speech coding system for standard applications. The testing 
defined is primarily aimed at professional organisations that are set up specifically to 
perform such tests. Many of the requirements specified within [4] are far beyond the
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capabilities of this project. Neither the time nor the money necessary to perform the 
tests is available. Despite this, quantitative tests have been performed using a procedure 
as close to that specified within [4] as possible.
MOS Test
To formally evaluate the PS-SBLPC speech production model a Mean Opinion Score 
(MOS) (also known as an Absolute Category Rating in [4]) test was performed. Speech
samples processed by the PS-SBLPC speech model were compared along with samples ;
i
from the SB-LPC model and speech from several standard coders. Standard coders j
were included within the test to calibrate the results. G.729 [23] was chosen as it is a !
standard toll quality coder. The GSM AMR coder [9] operating at 4.75 and 1 2 . 2  kbps 
was also included. The test was prepared as follows. Eights samples of speech were 
selected from the NTT speech database [94]. Each speech samples contains two short 
sentences from a speaker. The test samples were selected from eight different speakers, 
four female and four male. The samples were also selected so that half were British 
English speakers and half were North American English speakers. The samples are 
then processed through the five coding configurations. The samples are then randomly 
played to the thirteen listeners. Each listener was asked to rate each sample using the 
following scale:
• 5: The speech quality is Excellent.
• 4: The speech quality is Good.
• 3: The speech quality is Fair.
• 2; The speech quality is Poor.
• 1: The speech quality is Bad.
The results are then averaged. The test results are shown in Table 9.1. Also shown 
is the 95% confidence interval. This is calculated using the variance of the scores and 
gives an indication of how accurate the final figure is likely to be. The results show that 
the PS-SBLPC model, the SB-LPC model and G.729 all score very similarly. The 95%
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confidence values for the tests suggest that without further testing the coders cannot 
be distinguished. To get more meaningful results, formal tests at a testing laboratory 
are required.
The test results shown that even with the artefacts that are present within the PS- 
SBLPC coded speech, the resultant speech quality is very high. Prom this we could 
conclude that if the artefacts were removed from the speech, the quality achieved would 
be significantly higher. It is estimated that the quality of the unquantised PS-SBLPC 
coder will be better than G729, and a 4.8 kbps PS-SBLPC coder will have a quality 
similar to G729.
Sample/Coder AMR 4.75 kbps AMR 12.2 kbps G729 SB-LPC PS-SBLPC
Total Male 2.69 3.60 3.13 3.17 3.23
Total Female 2.98 4.10 3.40 3.27 3.23
Ave 2.84 3.85 3.27 3.22 3.23
95% Cl 0.16 0 . 2 0 0.15 0.16 0.13
Table 9.1: Scores from a MOS test comparison of 4.75 kbps AMR, 12.2 kbps AMR, 
G729, unquantised SB-LPC (4 kpbs configuration) and the PS-SBLPC encoder with 
only the PCW lengths quantised. The 95% confidence interval is also shown.
D eg rad a tio n  M OS Test
As the listener is not presented with the original speech waveform as part of the test, 
MOS tests do not judge how well a coder preserves the original sound of a speech 
sample. To judge how close a coded speech sample is to the original another test is 
required. The ITU [4] recommend the degradation category rating method, which is 
better known as a Degradation MOS (DMOS) test. Rather than hearing the coded 
samples individually, the listener is first played the original speech. The listener then 
hears the coded speech. They are asked to rate the degradation using the following 
scale:
• 5: Degradation is inaudible.
• 4: Degradation is audible but not annoying.
9.2. Evaluation O f Proposed Techniques 241
• 3: Degradation is slightly annoying.
• 2: Degradation is annoying.
• 1: Degradation is very annoying.
Rather than just test the PS-SBLPC and SB-LPC speech models, it was decided to 
quantise the voicing level, pitch (PCW lengths) and energy. In both coders, the quan­
tisation of these parameters is almost transparent. Including the quantisation of these 
parameters allows a better estimate of the quality of a complete speech coder to be 
made. As near transparent quantisation of these parameters can be achieved with a 
relatively small number of bits, the bit allocation can be fixed for any coder configu­
ration. The quantisation of the Spectral Amplitude and LSF will then determine the 
coder bit rate and synthesised speech quality.
The DMOS was chosen as it was hoped that it would produce a larger difference 
between the time synchronous and pitch synchronous coders. To calibrate the tests, 
two standard coders, AMR 4.75 kbps and G.723.1 5.3 kbps [33] were included. The 
higher quality standard coders included within the MOS test were not included, as 
it was feared that they would compress the DMOS scale. The average DMOS scores 
obtained from 21 listeners are shown in Table 9.2.
The DMOS scores show that the PS-SBLPC and the SB-LPC coders perform similarly 
and significantly better than the standard coders included. As was concluded from 
the MOS tests with the limited testing facilities, time and participants, a conclusive 
performance difference cannot be detected between the SB-LPC and the PS-SBLPC 
encoder. It is reasonable to presume that if the speech artefacts that have been identi­
fied were removed from the PS-SBLPC encoded speech the resultant quality would be 
significantly higher. The limiting factor in the PS-SBLPC encoder is not the sharpness 
of the speech, as is the case in the SB-LPC encoder, but the artefacts that are mainly 
due to incorrect pitch cycle detection.
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Samples/Coder AMR 4.75 kbps G723.1 5.3 kbps SB-LPC PS-SBLPC
Mean Male 3.82 3.10 4.17 4.06
Mean Female 3.15 2.88 3.57 3.73
Mean 3.49 2.99 3.87 3.89
95% Cl 0.16 0.19 0.15 0.11
Table 9.2: Scores from a DMOS test comparison of AMR 4.75 kbps, G723.1 5.3 kbps, 
SB-LPC (4 kpbs configuration with pitch, voicing and energy quantised) and the PS- 
SBLPC encoder with the PCW lengths, voicing and energy quantised. The 95% confi­
dence interval is also shown.
9.2.1.3 Q uality  S u m m ary
Quality assessment of the PS-SBLPC speech encoding system has shown that although 
some small problems still exist, the pitch synchronous model produces high quality 
speech. By using pitch synchronous coding the major factor that limits the quality 
of speech in time synchronous coders has been removed. The listening test results 
show that the pitch synchronous coding paradigm does not introduce any fundamental 
problems. It has been shown that pitch synchronous coding can be adopted without 
significantly increasing the required bit rate. Prom the results it can be concluded that 
the fundamental principle of pitch synchronous speech coding is viable and a coder 
operating at a rate of 4.8 kbps should result in a speech quality roughly equal to that 
of G729.
9 .2 .2  C od in g  D elay
Coding delay is important, as excessive delay in a communication channel can be very 
annoying to the system users. The specification for the ITU 4 kbps speech coder sets 
an upper limit of 55 ms for the total one-way algorithmic delay. Assuming encoder 
and decoder frame lengths of 20 ms, a maximum of 15 ms look-ahead is available. The 
15 ms look-ahead is often needed in time synchronous speech coders as the analysis 
windows are often as large as 30 ms. Switching to pitch synchronous analysis of speech
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Figure 9.3: A diagram showing how PCW  overlap the end of frames.
reduces the necessity of look-ahead for the estimation of speech parameters.
Unfortunately the need for look-ahead is not removed in the proposed PS-SBLPC en­
coder. Operating at a frame rate of 20ms, the PS-SBLPC encoder segments the input 
speech into PCW  and jointly quantises sets of PCW. To enable the pitch synchronous 
decoder to successfully synthesise a frame of speech, the duration of the PCW transm it­
ted for a frame must be greater or equal to 20 ms. Therefore the final PCW within the 
frame should either end exactly on the frame boundary or straddle the frame bound­
ary. This necessity is one of the factors that introduces look-ahead into the PS-SBLPC 
encoder. Figure 9.3 illustrates the process and shows why the look-ahead is necessary. 
The minimum look-ahead is set by the maximum possible value of pitch. Assuming 
a maximum pitch value of 150 samples, the minimum required look-ahead is 18.75 
ms. Although this value is marginally higher than the 15 ms required by the ITU 4 
kbps speech coder, it should not significantly effect the ease of communication. As 
speech with a pitch above 15 ms is rare, and can not be detected by the pitch detection 
algorithm, clipping of such cycles to 15 ms would not reduce speech quality.
The amount of look-ahead also has an impact on the pitch cycle detection algorithms 
proposed in Chapter 6. The pitch grid array algorithm was implemented and tested 
with 20 ms look-ahead. It is perceivable that reducing the look-ahead will reduce the 
accuracy. The trapezoidal search algorithm was also tested with a 20 ms look-ahead.
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but in practice, searching beyond the last PCW does not affect the search accuracy. A 
limited look-ahead will affect the PCW  size-smoothing algorithm that is used to reduce 
the effect of pitch cycle detection errors. As this operates by comparing the estimated 
sizes with the sizes of neighbouring cycles, it will not be possible to accurately correct 
all errors in the final two cycles within each frame.
9 .2 .3  Im p lem en ta tio n  C o m p lex ity  and  C o sts
Even though the speed at which DSPs run algorithms is increasing significantly over 
time, the computational complexity of speech coding algorithms still needs to be lim­
ited. The 4 kbps SB-LPC encoder has been successfully implemented in fixed point 
code, and requires a maximum of 50 Million Operations Per Second (MOPS) for full 
duplex operation. This is easily small enough to fit onto a single chip DSP.
The complexity of the PS-SBLPC encoder is higher than the SB-LPC encoder. The 
SB-LPC encoder only analyses the speech twice per frame. The number of analysis op­
erations in the PS-SBLPC encoder is dependent on the pitch of the speaker. Therefore 
it could be assumed that the complexity increases as the number of cycles per frame 
increases (up to a maximum of 11 cycles per frame). Fortunately, as the number of cy­
cles increases, the length of the cycles reduces, reducing the computational complexity 
of the cycle analysis. In addition, some of the pitch synchronous analysis routines are 
less complex than the time synchronous equivalents. The pitch estimation algorithm 
used within the pitch cycle detection algorithm is used only once per frame, so it does 
not increase the computational complexity. The pitch detection algorithm accounts 
for a large percentage of the complexity within the SB-LPC encoder. The PS-SBLPC 
decoder is very simple and as no interpolation is required it has a complexity fraction­
ally smaller than the time synchronous SB-LPC encoder. In total it is estimated that 
the maximum computational complexity of the current PS-SBLPC coder is no greater 
than 3 times the complexity of the SB-LPC encoder. If necessary optimisations could 
be made to reduce this further. Implementation of the PS-SBLPC encoder on a single 
DSP chip should easily be possible using the technology currently available..
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9 .2 .4  Error R o b u stn ess
The major use of speech coders is to compress speech over communication channels. 
This requires the encoded bit stream to be transmitted over various channels. All 
communication channels are subject to some bit-errors, which can cause a large amount 
of distortion in the speech decoder output. The effect bit errors have on the decoded 
speech can be minimised by careful design of the speech coder. Coders that use long­
term prediction are more sensitive to channel errors. By avoiding long-term prediction, 
error propagation from one frame to the next is avoided.
The proposed PS-SBLPC encoder uses very little inter-frame prediction. All prediction 
used with the quantisers is limited to first order moving average, so that any errors 
in one frame of speech will only affect the following frame and will not propagate 
further. The performance over an erroneous channel will be similar to the equivalent 
time synchronous coder. None of the changes introduced will adversely affect the error 
robustness.
9 .2 .5  In p u t S ign al C on sid era tion s
The input signal to a speech coder can vary significantly. The characteristics can vary 
widely and a speech coder must operate under all the required conditions. One of the 
most important considerations is the performance of a speech coder when the speech 
input signal is contaminated with background noise. Informal listening tests were used 
to evaluate the noise performance of the PS-SBLPC speech model. A test speech sample 
with a 15 dB signal to noise ratio was formed by mixing speech samples from the NTT 
speech database [94] with a standard sample of vehicle noise. The noise was found to 
occasionally introduce small artefacts during speech onsets. The artefacts were found 
to be a result of pitch cycle detection errors. The added noise makes it harder for 
the pitch cycle detection algorithm to correctly identify the moment of speech onset. 
The overall degradation introduced by the background noise was not to significant and 
similar to the degradation found in the time synchronous SB-LPC encoder. The change 
from time synchronous to pitch synchronous operation does not appear to adversely 
effect the noise performance of the SB-LPC model.
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9 .2 .6  M u lti-R a te  O p era tion
Although a multi-rate PS-SBLPC encoder has not been investigated, it is obvious that 
the coder would be well suited to multi-rate operation. The SB-LPC encoder, along 
with other time synchronous parametric coders, is not suited to medium and high rate 
operation (5 kpbs and above). This is due to the maximum possible quality limit that is 
set by the time synchronous speech production models. Unlike with waveform coders, 
increasing the coder bit rate does not necessary increase the speech quality.
The PS-SBLPC coder removes the stationary assumption that is largely responsible 
for the upper limit in coded speech quality in parametric speech coders. Therefore, by 
increasing the number of bits, and quantising the parameters more accurately, the syn­
thesised speech quality rises. Therefore it is safe to assume that altering the parameter 
quantisers could form a simple multi-rate PS-SBLPC encoder.
9.3 C onclusion
This chapter has considered the implications of the adaptation of the SB-LPC encoder 
from time synchronous to pitch synchronous operation.
Both informal and formal listening tests have been presented that show that the pitch 
synchronous algorithms do accurately model the speech and result in coded speech that 
is sharper and clearer than the time synchronous equivalents. The effects of computa­
tional complexity, error robustness and noise performance have also been investigated. 
By considering these speech coding design criterion it has been shown that it possible to 
produce a complete pitch synchronous speech coding system that will code the speech 
and result in high quality speech. Such as system can be practically implemented using 
current technology and would be suitable for use in most communication networks.
C hap ter 10
C onclusions
10.1 In troduction
This chapter summarises the main research achievements presented in previous chapters 
of this thesis. It begins by restating the aims and objective of this research project. The 
proposed solutions and techniques developed to achieve the aims are then presented. 
Conclusions are drawn about the techniques presented, and unsolved problems are 
identified. Prom this, possible future work is proposed.
10.2 R esearch A im s
The aim of this project was to investigate and eliminate the factors that limit the 
speech quality of parametric coders such as the SB-LPC coder. In Chapter 5, time 
synchronous analysis was highlighted as the major factor limiting synthesised speech 
quality. By limiting analysis to once every 10 or 20 ms, and using analysis windows 
with lengths of over 20ms, the small changes in the speech waveform are smoothed and 
lost. The aim of this project was to propose alterations to the SB-LPC speech coding 
algorithm to remove the limit in fundamental maximum speech quality.
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10.3 P rop osed  S olution
Chapter 5 proposed a change to pitch synchronous coding in order to more accurately 
capture the rapid changes in speech characteristics that can occur. It proposed a speech 
coding system, the PS-SBLPC vocoder, which codes a speech signal as a collection of 
PCW. By analysing individual PCW, rather than frames of speech, the detailed change 
in the characteristics of the speech signal that occur during transitions can be accurately 
captured. This results in sharper synthesised speech.
To enable pitch synchronous coding, the speech signal must be segmented into PCW. 
Chapter 6 documents an investigation into pitch cycle detection. Several existing tech­
niques have been evaluated and two new algorithms proposed. Limitations in the 
performance of the segmentation algorithms have been highlighted, and a cycle size 
smoothing technique proposed to limit the impact on the synthesised speech quality.
Most of the speech analysis algorithms used within the SB-LPC encoder cannot be 
used in pitch synchronous coding, as their operation requires several cycles of speech. 
Chapter 7 detailed an investigation into existing techniques and proposed several new 
pitch synchronous analysis techniques. A comparison of several pitch synchronous LP 
analysis techniques has been made, and the covariance method highlighted as the most 
suitable pitch synchronous LP analysis technique. Also in Chapter 7 pitch synchronous 
energy and spectral amplitude estimation techniques have been proposed. A novel pitch 
synchronous voicing estimator was proposed that estimates a voicing cutoff frequency 
using only the phases of the speech signal and not the signal periodicity. By combining 
the analysis techniques developed in Chapter 7 with the proposed pitch cycle detection 
algorithms described in Chapter 6, the PS-SBLPC speech production model proposed 
in Chapter 5 can be implemented.
Chapter 8 investigates the fixed rate quantisation of pitch synchronous parameters. 
Simple techniques have been proposed to transmit the PCW  lengths and voicing sta­
tus. An energy quantiser that accurately captures the intra-frame changes in energy 
is described. The quantisation of the PCW  lengths, voicing status and energy can 
be achieved efficiently and is almost transparent. Several LP quantisation techniques 
were investigated, and a joint quantisation/interpolation scheme has been proposed
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that performs better than equivalent time synchronous quantisers whilst maintaining 
the same bit rate. A joint quantisation/interpolation algorithm has been applied to 
the quantisation of the spectral amplitudes by adapting the amplitude peak-picking 
algorithm used in the SB-LPC encoder. Chapter 8 has shown that the quantisation 
of pitch synchronous speech parameters is practical and can be achieved without in­
troducing a large overhead. In addition the pitch synchronous quantisers retain the 
sharp transitions in the speech parameters that are central to pitch synchronous speech 
coding. Chapter 8 uses the proposed quantiser to suggest a bit allocation for a 4.8 kbps 
PS-SBLPC speech coder.
10.4 E valua tion
The practical implications of moving from time synchronous to pitch synchronous op­
eration were considered in Chapter 9. Both informal and formal listening tests have 
been presented that show that the pitch synchronous algorithms do accurately model 
the speech and result in coded speech that is sharper and clearer than the time syn­
chronous equivalents. Chapter 9 also considers the effects of computational complexity, 
error robustness and noise performance. By considering these speech coding design 
criterion Chapter 9 shows that it is possible to produce complete pitch synchronous 
speech coding system that will result in high quality speech. Such as system can be 
practically implemented using current technology and would be suitable for use in most 
communication networks.
Chapter 9 also highlights some of the weaknesses of the PS-SBLPC encoder. The pitch 
cycle detection process is still the weak link in pitch synchronous coding. In addition 
some of the individual analysis algorithms need to be further tuned to operated correctly 
within the PS-SBLPC coding system.
10.5 Future W ork
This thesis has proposed a complete PS-SBLPC speech coding algorithm. The proposed 
techniques were to some extent developed individually and integration of the algorithms
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into a complete coding system was not thoroughly investigated. In particular the pitch 
cycle detection algorithms were developed before pitch synchronous analysis techniques 
have been developed. This meant that initially there was no way to make a perceptional 
evaluation of the algorithms.
The pitch cycle detection algorithm is the main factor limiting the speech quality 
produced by the PS-SBLPC model. A detailed investigation into pitch cycle detection 
and the effect it has on the PS-SBLPC model speech quality would significantly increase 
the quality of the PS-SBLPC encoder. As a complete PS-SBLPC framework now exists, 
improvements in the algorithm would be easier to detect.
The proposed pitch synchronous voicing estimator was found to perform well. Unfor­
tunately in a small number of locations incorrect voicing levels are selected, which can 
result in a very disturbing artefact in the decoded speech. The algorithm needs to be 
correctly tuned to remove such errors, and fully tested.
This thesis has concentrated on the underlying speech production model. Fixed rate 
quantisation techniques have been proposed to show that pitch synchronous parame­
ters can be quantised without introducing a large overhead. Although the quantisation 
of the PCW  lengths, voicing and energy is almost transparent, significant distortion 
is introduced when the spectral amplitude and LPC quantiser are combined. Fur­
ther investigation into these techniques should allow a high quality speech coder to be 
produced.
The PS-SBLPC encoder removes the upper limit to speech quality that exists within the 
time synchronous SB-LPC encoder. Therefore by increasing the coder bit rate it should 
be possible to produce very high quality speech. At the same time, reasonable quality 
speech should be possible at lower rates. This would be ideally suited to a variable 
rate coder. The investigation of variable rate quantisation may result in a coder with a 
linear increase in quality as the bit rate is increased. Techniques to accurately quantise 
the signal phase, so that the coded speech is time synchronised to the input speech 
could be investigated for medium to high rate operation.
As the PS-SBLPC encoder uses less prediction and is more resilient to frame errors 
than CELP based coders, it is very suited to use in VoIP systems. In addition, many
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of the pitch synchronous quantisation techniques are based on a two stage, shape and 
edge quantisation procedure. The shape quantisation techniques could be adapted to 
operate over several frames, and be used in VoIP systems as a method to recreate 
frames that are lost within the network. By transmitting a small amount of redundant 
information that gives a coarse indication of how the speech parameters are varying in 
previous or subsequent frames, neighbouring frames that are lost can be reconstructed.
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AbS Analysis by Synthesis
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AMDF Average Magnitude Difference Function
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FEC
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