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Spectra of the blow-up graphs
Carla Oliveira∗† Leonardo de Lima‡§ and Vladimir Nikiforov¶
Abstract
Let G be graph on n vertices and G(t) its blow-up graph of order t. In this paper, we
determine all eigenvalues of the Laplacian and the signless Laplacian matrix of G(t) and its
complement G(t).
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1 Introduction
Let G be a graph on n vertices with degree sequence d1, d2, . . . , dn in non-incresing order. We denote
the complement of G by G . Write A = A(G) for the adjacency matrix of G and let D = D(G)
be the diagonal matrix of the row-sums of A, i.e., the degrees of G. The Laplacian L(G) and
signless Laplacian Q(G) of G are defined as L(G) = D−A and Q(G) = D+A. The eigenvalues of
A(G), L(G) and Q(G) arranged in non-increasing order are denoted by λ1, . . . , λn, µ1, . . . , µn and
q1, . . . , qn.
For any graph G and integer t ≥ 1, write G(t) for the graph obtained by replacing each vertex u
of G by a set Vu of t independent vertices and every edge {u, v} of G by a complete bipartite graph
with parts Vu and Vv. Usually G
(t) is called a blow-up of G. See Figure 1 for a blow-up example of
order 2 and 3.
The blow-up of a graph G has a useful algebraic characterization: if A is the adjacency matrix
of G, then the adjacency matrix A
(
G(t)
)
of G(t) is given by
A
(
G(t)
)
= A⊗ Jt
where ⊗ is the Kronecker product and Jt is the all ones matrix of order t. This observation yields
the following fact.
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Figure 1: A graph G and its blow-up of order 2 and 3.
Proposition 1 The eigenvalues of G(t) are tλ1 (G) , . . . , tλn (G) , together with n (t− 1) additional
0’s.
For the complements of graph blow-ups, one can easily check the following fact.
Proposition 2 The eigenvalues of G(t) are tλ1
(
G
)
+t−1, . . . , tλn
(
G
)
+t−1, together with n (t− 1)
additional (−1)’s.
The goal of this paper is to determine the spectra of L(G(t)), Q(G(t)), and Q(G(t)), which is
a more difficult task than for the adjacency matrix. We also note that the spectrum of L(G(t)) is
obtained immediately from our results as µn−i(G) = n− µi(G), for i = 1, . . . , n− 1, (see e.g. [1]).
2 Main Results
In this section, we prove the main results of the paper.
Theorem 3 If G is a graph on n vertices, the Laplacian eigenvalues of G(t) are tµ1, . . . , tµn and
td1, . . . , tdn, where each tdi has multiplicity (t− 1) for i = 1, . . . , n.
Proof The Laplacian matrix of G(t) can be written as
L(G(t)) =

L(G) + (t− 1)D −A(G) . . . −A(G)
−A(G) L(G) + (t− 1)D . . . −A(G)
−A(G) −A(G) . . . −A(G)
...
. . .
...
−A(G) −A(G) . . . L(G) + (t− 1)D
 ,
where L(G) + (t−1)D is the matrix of order n and D is the diagonal matrix of the vertices degree.
Let {xi} be an orthogonal basis of eigenvectors to L(G), such that for each i = 1, . . . , n, xi is an
2
eigenvector to µi. Consider the tn−vector yi such that yiT = [xi xi · · · xi], for i = 1, . . . , n.
Observe that
L(G(t))yi =

L(G)xi + (t− 1)Dxi − (t− 1)A(G)xi
L(G)xi + (t− 1)Dxi − (t− 1)A(G)xi
...
L(G)xi + (t− 1)Dxi − (t− 1)A(G)xi
 =

tL(G)xi
tL(G)xi
...
tL(G)xi
 =

tµixi
tµixi
...
tµixi
 = tµiyi.
So yi is an eigenvector to tµi. It easy to see that y
T
i yj = 0, since x
T
i xj = 0, for all i 6= j, 1 ≤ i, j ≤ n.
Consider the tn-vector Ei of the form Ei
T = [αi1 αi2 · · · αit] such that, αik ∈ <n for all 1 ≤ k ≤ t.
For each i = 1, . . . , n, let ei the i − th standard unit basis vector. For each k = 1, . . . , t − 1, we
define the nt-vector
(Ei
k)
T
= [0 · · · 0 eik − ei(k+1) 0 · · · 0]
and we get L(G(t))Ei
k = tdiEi
k. So Ei
1, Ei
2, . . . , Ei
t−1 are eigenvectors to tdi. Now, we need to
prove that the set {Ei1, Ei2, . . . , Eit−1} is linearly independent. Suppose that
∑t−1
j=1 cjEi
j = 0. So
c1 = ct−1 = 0 and −cj + cj+1 = 0, for all j = 1, . . . , t− 2. Then cj = 0, 1 ≤ j ≤ t− 1 which implies
that tdi is an eigenvalue of multiplicity at least t − 1. Also, xTj Eki = 0 for i 6= j, 1 ≤ i, j ≤ n and
1 ≤ k ≤ t− 1 and the result follows. 
Theorem 4 If G be is a graph on n vertices, the signless Laplacian eigenvalues of G(t) are tq1, . . . , tqn
and td1, . . . , tdn, where each tdi has multiplicity (t− 1) for i = 1, . . . , n.
Proof The signless Laplacian matrix of G(t) can be written as
Q(G(t)) =

Q(G) + (t− 1)D A(G) . . . A(G)
A(G) Q(G) + (t− 1)D . . . A(G)
A(G) A(G) . . . A(G)
...
. . .
...
A(G) A(G) . . . Q(G) + (t− 1)D
 ,
where Q(G)+(t−1)D is the matrix of order n and D is the diagonal matrix of the vertices degree.
The proof follows analogously to Theorem 3 taking the same eigenvectors yi
T = [xi xi · · · xi], yi
is an eigenvector to qi for i = 1, . . . , n, and also
(Ei
k)
T
= [0 · · · 0 eik − ei(k+1) 0 · · · 0]
for each i = 1, . . . , n and k = 1, . . . , t− 1, and the result follows. 
Theorem 5 If G is a graph on n vertices, the signless Laplacian eigenvalues of G(t) are tq1 + 2(t−
1), . . . , tqn + 2(t − 1) and tn − td1 − 2, . . . , tn − tdn − 2, where each tn − tdi − 2 has multiplicity
(t− 1) for i = 1, . . . , n.
3
Proof With a convenient labeling of the blow-up graph G(t), we can write the signless Laplacian
of the complement of G(t) as the following
Q(G(t)) =

(tn− 2)In − tD + Jn −A . . . Jn −A(G)
Jn −A(G) . . . Jn −A(G)
...
...
...
Jn −A(G) · · · (tn− 2)In − tD + Jn −A
 .
Considering the tn−vectors Eik for each k = 1, . . . , n we get
Q(G(t))Ei
k =
(
0 . . . (tn− 2− tdi) . . . 0 0 . . . − (tn− 2− tdi) . . . 0 0 . . . 0
)T
and then Q(G(t))Ei
k = (tn−2− tdi)Eik. So Ei1, Ei2, . . . , Eit−1 are eigenvectors to tn−2− tdi for all
i = 1, . . . , n. Since the set {Ei1, Ei2, . . . , Eit−1} is linearly independent, the eigenvalue tn− 2− tdi
has multiplicity at least t−1. Therefore, nt−n eigenvalues of Q(G(t)) are known and we need to find
the remaining n. One can easily rewrite Q(G(t)) in a such way that the block matrix Q(G) + (t −
1)nIn − (t− 1)D appears in the main diagonal and A(G) + In in the remaining positions. Let {xi}
be an orthogonal basis of eigenvectors to Q(G), such that for each i = 1, . . . , n, xi is an eigenvector
to qi. Consider the tn−vectors yi such that yiT = [xi xi · · · xi], for i = 1, . . . , n. Observe that
Q(G(t))yi =

Q(G)xi + (t− 1)nxi − (t− 1)Dxi + (t− 1)(A(G) + In)xi
Q(G)xi + (t− 1)nxi − (t− 1)Dxi + (t− 1)(A(G) + In)xi
...
Q(G)xi + (t− 1)nxi − (t− 1)Dxi + (t− 1)(A(G) + In)xi
 =
=

qixi + (t− 1)(n− 1)Inxi − (t− 1)Dxi + (t− 1)A(G)xi + 2(t− 1)xi
qixi + (t− 1)(n− 1)Inxi − (t− 1)Dxi + (t− 1)A(G)xi + 2(t− 1)xi
...
qixi + (t− 1)(n− 1)Inxi − (t− 1)Dxi + (t− 1)A(G)xi + 2(t− 1)xi
 =
=

qixi + ((t− 1)(n− 1)In − (t− 1)D)xi + (t− 1)A(G)xi + 2(t− 1)xi
qixi + ((t− 1)(n− 1)In − (t− 1)D)xi + (t− 1)A(G)xi + 2(t− 1)xi
...
qixi + ((t− 1)(n− 1)In − (t− 1)D)xi + (t− 1)A(G)xi + 2(t− 1)xi
 =

qixi + (t− 1)D(G)xi + (t− 1)A(G)xi + 2(t− 1)xi
qixi + (t− 1)D(G)xi + (t− 1)A(G)xi + 2(t− 1)xi
...
qixi + (t− 1)D(G)xi + (t− 1)A(G)xi + 2(t− 1)xi
 =
=

qixi + (t− 1)Q(G)xi + 2(t− 1)xi
qixi + (t− 1)Q(G)xi + 2(t− 1)xi
...
qixi + (t− 1)Q(G)xi + 2(t− 1)xi
 =

tqixi + 2(t− 1)xi
tqixi + 2(t− 1)xi
...
tqixi + 2(t− 1)xi
 = (tqi + 2(t− 1))yi.
So yi is an eigenvector to tqi + 2(t− 1). It easy to see that yTi yj = 0, since xTi xj = 0, for all i 6= j,
1 ≤ i, j ≤ n and the result follows. 
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