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Zusammenfassung
Fensterorientierte Ober

achen haben sich auf Workstations aller Leistungsklassen durch-
gesetzt. Deshalb liegt es nahe, Multimedia-Anwendungen in solche Ober

achen zu integrie-
ren. Dieser Artikel gibt zun

achst eine

Ubersicht

uber die verschiedenen technischen M

oglich-
keiten zur Integration von Multimedia-Datenstr

omen in ein Fenstersystem; die Vor- und
Nachteile der einzelnen Ans

atze werden gegen

ubergestellt. W

ahrend L

osungen mit Hardware-
Unterst

utzung im allgemeinen schneller sind, sind reine Software-Implementierungen exibler
und portabler. Als ein Beispiel f

ur eine reine Software-L

osung werden Architektur, Implemen-
tierung und Leistungsanalyse eines netzwerkf

ahigen Filmsystems f

ur das X-Window-System
ausf

uhrlich diskutiert. Es zeigt sich, da die

Ubertragung und Darstellung von digitalen Fil-
men auf modernen Workstations in Hochgeschwindigkeitsnetzen ohne spezielle Hardware in
Realzeit m

oglich ist. Auerdem werden neue Ans

atze zur Gestaltung der Mensch-Maschine-
Schnittstelle mit multimedialen Komponenten vorgestellt.
1 Einf

uhrung
Fensterorientierte Ober

achen haben sich aufgrund ihrer Benutzerfreundlichkeit auf Workstations
aller Leistungsklassen durchgesetzt. Gleichzeitig werden in immer st

arkerem Mae multimediale
Anwendungen entwickelt, die sowohl auf diskrete Medien, wie Text und Grak, als auch auf konti-
nuierliche Medien, wie Audio und Video, zugreifen und diese dem Benutzer pr

asentieren. Deshalb
liegt es nahe, eine Integration von Video in Fenstersysteme anzustreben.
Dabei m

ussen zwei wichtige Bedingungen beachtet werden. Erstens mu daf

ur gesorgt werden,
da die hohen Anforderungen von Videostr

omen in bezug auf Datenrate und Isochronit

at erf

ullt
werden. Bei Desktop-Videokonferenzen akzeptiert ein Benutzer in der Regel ein relativ kleines
Bildformat mit niedriger Bildwiederholfrequenz, da sich der Bildinhalt nur wenig

andert. Dies gilt
jedoch nicht f

ur andere Video-Anwendungen, wie z.B. Video-on-Demand. Zweitens soll der Benut-
zer mit den kontinuierlichen Medien einfach interagieren k

onnen. Meistens werden zur Steuerung
von Audio- und Videostr

omen Schalt

achen angeboten, die denen von Radios bzw. von Videore-
kordern gleichen. Diese k

onnen mit Maus und Tastatur bedient werden. Neuartige Anwendungen
erfordern aber auch neuartige Interaktionsm

oglichkeiten. So wie sich viele Computerspiele nur mit
einem Joystick optimal bedienen lassen, so lassen sich z.B. computergenerierte virtuelle Welten
nur mit neuartigen Mensch-Maschinen-Schnittstellen, wie speziellen Helmen und Handschuhen,
"
richtig\ bereisen.
Bei unseren Betrachtungen konzentrieren wir uns auf das X-Window-System [15] (im folgenden
auch kurz X genannt), den de-facto Standard f

ur Fenstersysteme auf Workstations. Dieses hat
gegen

uber anderen Fenstersystemen den entscheidenden Vorteil, da der Quellcode frei verf

ugbar
ist. Somit ist es leicht m

oglich, Erweiterungen in X einzubringen.
Dieser Artikel gliedert sich wie folgt. Kapitel 2 enth

alt eine

Ubersicht

uber die verschiede-
nen technischen M

oglichkeiten zur Integration von Video-Fenstern in ein Fenstersystem; die Vor-
1
und Nachteile der einzelnen Ans

atze werden gegen

ubergestellt. Zwei Beispiele f

ur spezielle Video-
Hardware werden in Kapitel 3 vorgestellt. Als ein Beispiel f

ur eine reine Software-L

osung werden
Architektur, Implementierung und Leistungsanalyse von XMovie in Kapitel 4 ausf

uhrlich disku-
tiert. XMovie ist ein digitales Filmsystem, das an der Universit

at Mannheim entwickelt wurde. In
Kapitel 5 gehen wir kurz auf die Unterst

utzung von Audio in multimedialen Anwendungen ein.
Neue Ans

atze zur Interaktion von Benutzern mit Audio und Video werden in Kapitel 6 vorgestellt.
Eine Zusammenfassung bildet den Abschlu dieses Artikels.
2 Prinzipielle M

oglichkeiten f

ur Video-Fenster
Dem Benutzer einer Workstation sollte ein Video in einem Fenster auf dem Bildschirm angezeigt
werden, ohne da andere Fenster gest

ort werden. Ein Video-Fenster sollte in

ahnlicher Art und
Weise wie ein anderes Fenster benutzt werden k

onnen. Echte Video-Fenster werden noch nicht von
aktuellen Fenstersystemen, wie z.B. dem X-Window-System, unterst

utzt.
Eine Integration von Video-Fenstern in ein Fenstersystem kann nach einem der drei folgenden
prinzipiellen Ans

atze durchgef

uhrt werden:
1. Spezielle Video-Hardware wird in die Workstation eingebaut (z.B. nach dem blue-box-Ver-
fahren oder zur Echtzeitdigitalisierung von analogen Videoquellen); Beispiele sind Pandora's
Box [4], DVI [3] oder typische Video-Karten f

ur den PC. Die Spezialhardware schr

ankt
jedoch die Flexibilit

at ein und macht die Integration mit anderen Fenstern schwierig. Die
Anzahl der oenen Video-Fenster ist beschr

ankt, und es ist ein spezieller Treiber erforderlich.
Der digitale Video-Strom iet nicht

uber den Systembus, sondern direkt von der (lokalen)
Quelle zum Bildschirm. Eine Verarbeitung des Videostroms im Rechner ist nicht m

oglich.
2. Die Software des Fenstersystems erm

oglicht die Anzeige einzelner digitaler Bilder. Diese
F

ahigkeit wird dazu verwendet, um Folgen von digitalen Bildern schnell darzustellen; das
Fenstersystem stellt eine Folge von Einzelbildern so schnell wie m

oglich dar. Beispiele f

ur
diese Vorgehensweise sind der MPEG-Player der UC Berkeley [13], das INRIA Videokon-
ferenzsystem IVS [16] und nv [1]. Dabei erfolgt die Dekodierung entweder vollst

andig in
Software oder durch Aufruf einer Einzelbilddekodierkarte (z.B. f

ur JPEG [14]). Der Vor-
teil ist dabei, da eventuell vorhandene Hardware zur Leistungssteigerung eingesetzt werden
kann, ohne da die Anwendung dies bemerkt. Die Hauptnachteile dieses Ansatzes sind, da
die Synchronisation mit der Realzeit in der Anwendung durchgef

uhrt werden mu, da die
Abspielanwendung und das Fenstersystem auf derselben Maschine laufen m

ussen, um die
h

ochste Geschwindigkeit zu erreichen und da das Abspielen mehrerer Filme gleichzeitig
einen betr

achtlichen Overhead in der Anwendung erzeugt.
3. Video-Fenster werden durch eine Erweiterung in das Fenstersystem integriert. Das Fenster-
system versteht ein Video-Fenster als einen neuen Fenstertyp und kann insbesondere die
Realzeitanforderungen optimal ber

ucksichtigen. Auch hier kann durch Aufruf einer eventuell
vorhandenen Dekodierkarte eine Leistungssteigerung ohne Ver

anderung f

ur die Anwendung
erreicht werden.
Da wir uns nicht von spezieller Hardware abh

angig machen wollen, kommen f

ur uns nur die
beiden letzten Ans

atze in Frage. In beiden F

allen iet der digitale Video-Strom

uber Hauptspei-
cher und Systembus und kann deshalb vom Rechner bearbeitet werden, wobei der dritte Ansatz
die beste Performance f

ur einen Software-Player bietet.
Im Fall des X-Window-System bedeutet dies, da der X-Server die volle Kontrolle

uber das
Video-Fenster besitzt. Der X-Server kann mehrere Filmauftr

age von Klienten gleichzeitig bear-
beiten. F

ur jeden Auftrag liest er einen Strom von Bildern entweder vom Netz oder aus einer
Warteschlange im gemeinsamen Speicher.
Erweiterungen des Fenstersystems, hier am Beispiel von X, besitzen eine Reihe von Vorteilen
gegen

uber dem zweiten Ansatz:
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 Der Kommunikationsaufwand zwischen dem X-Client und dem X-Server ist niedriger.
 Der Kode f

ur die Video-Darstellung, d.h. f

ur die Darstellung von Bildfolgen, mu nicht in
jede Abspielanwendung integriert werden, sondern ist Bestandteil des X-Servers.
 Der X-Server kann besser an die Hardware der Workstation angepat werden, so da die
Leistung und damit die Qualit

at verbessert wird.
 Die Manipulation des Video-Fensters (

Onen, Schlieen, Zoom, : : : ) geschieht sowohl f

ur den
Anwender als auch f

ur den Programmierer, wie aus anderen Fensteranwendungen gewohnt.
Ein Nachteil des dritten Ansatzes ist allerdings, da in den Code des X-Serves eingegrien
werden mu, w

ahrend der zweite Ansatz als reine Client-Anwendung programmiert werden kann.
In den n

achsten zwei Kapiteln werden wir zun

achst zwei Beispiele f

ur Spezialhardware vorstel-
len, um dann vertieft auf ein Beispiel f

ur eine reine Softwarel

osung einzugehen.
3 Beispiele f

ur hardwaregest

utzte L

osungen
Zur Analog/Digital-Wandlung von Videostr

omen werden spezielle Videokarten ben

otigt. Die im
folgenden beschriebenen Karten dienen zur Digitalisierung von Videostr

omen, die dann digital
weiterverarbeitet werden (Schneiden, Zoomen, Kodieren, : : : ).
3.1 Parallax XVideo
Die XVideo-Karte der Firma Parallax ist eine reine Videokarte ohne Audio. Sie ist f

ur Sun SPARC-
stations
1
und f

ur Workstations der Firma Hewlett Packard verf

ugbar [12]. Sie kombiniert Kodie-
rung/Dekodierung und Grakadapter. Die Karte erlaubt je nach Ausstattung bis zu zwei analo-
ge Ein- und Ausg

ange, d.h., maximal k

onnen zwei verschiedene Videos gleichzeitig digitalisiert
und angezeigt werden. Ein (optionaler) Chip der Firma C-Cube Microsystems dient zur JPEG-
Kompression von Einzelbildern. Gleichzeitig fungiert die Karte als Echtfarben-Grakadapter, d.h.,
analoge Videostr

omen k

onnen in Echtzeit digitalisiert und in einem X-Fenster angezeigt werden,
wobei der digitale Videostrom auf der Karte vom Digitalisierer direkt zum Bildspeicher

ubertragen
wird. Der Zugri auf diese Karte erfolgt

uber eine X-Erweiterung der Firma Parallax.
Sowohl komprimierte als auch unkomprimierte Einzelbilder k

onnen von der Karte angefordert
und auch an die Karte geschickt werden. Die Schnittstelle verarbeitet nur Einzelbilder und keine
Videostr

ome. Die Vorgehensweise bei der Programmierung einer Abspielanwendung entspricht
daher dem oben beschriebenen zweiten Ansatz mit Hardware-Unterst

utzung. Typische Vertreter
dieser Anwendungsklasse sind JPEG-basierte L

osungen.
3.2 DEC Sound and Motion J300
Die Sound and Motion J300 -Karte der Firma DEC ist eine kombinierte Audio- und Videokarte.
Sie ist f

ur DEC Alpha AXP verf

ugbar [2].
2
Die Karte besitzt einen analogen Video-Eingang,
einen analogen Video-Ausgang und analoge und digitale Ein- und Ausg

ange f

ur Audiostr

ome,
d.h., maximal kann nur ein Video digitalisiert und angezeigt werden. Serienm

aig ist ein Chip zur
JPEG-Kompression auf der Karte vorhanden. Die Karte fungiert nicht als Grakadapter; daher
mu der digitalisierte Videostrom zur Anzeige in einem X-Fenster mindestens zweimal

uber den
Systembus transportiert werden (von der Karte zur Anwendung und von der Anwendung zum X-
Server, der die Grakkarte verwaltet). Der Zugri auf diese Karte erfolgt

uber eine C-Schnittstelle,
die unabh

angig von der X-Schnittstelle ist. Es k

onnen wie bei der XVideo-Karte sowohl JPEG-
komprimierte als auch unkomprimierte Einzelbilder von der Karte angefordert und auch an die
Karte geschickt werden.
1
Die SPARCstations verf

ugen serienm

aig

uber einen Stereo-Audioprozessor.
2
Die AXPs verf

ugen serienm

aig nur

uber einen Mono-Audioprozessor f

ur Sprache.
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4 Beispiel f

ur eine reine Softwarel

osung: XMovie
An der Universit

at Mannheim wird im Rahmen des XMovie-Projekts die digitale Film

ubertragung
als eine innovative Anwendung in Rechnernetzen untersucht [7]. XMovie deniert eine Architektur
und Protokolle f

ur ein verteiltes Multimedia-System, bestehend aus vernetzten heterogenen UNIX-
Workstations. Auf Platten gespeicherte Filme k

onnen

uber Hochgeschwindigkeitsnetze

ubertragen
und in X-Fenstern angezeigt werden. Gegenw

artig verwenden wir einen FDDI-Ring zur

Ubertra-
gung von Filmen. Seit dem Start des XMovie-Projekts wurden zwei Prototypen entwickelt, die
jeder f

ur sich eine eigene Variante des in Kapitel 2 beschriebenen dritten Ansatzes zur Integra-
tion von Video in Fenstersysteme realisieren. Im folgenden beschreiben wir zun

achst generell die
Funktionseinheiten von XMovie und die Erweiterungen, die in das X-Window-System eingebracht
werden muten, um dann vertieft auf die Realisierung der Videodarstellung im X-Server einzuge-
hen.
4.1 Funktionseinheiten von XMovie
Die XMovie-Architektur unterscheidet vier Funktionseinheiten, die in beiden Prototypen vorhan-
den sind: CM-Server, CM-Client, CM-Agent und die Abspielanwendung. Der CM-Server (Conti-
nuous Media-Server) verwaltet Filme auf Massenspeichern und sendet sie auf Anfrage

uber das
Netz. Der CM-Client empf

angt Filme, dekodiert sie falls n

otig und

ubergibt Einzelbilder an den
CM-Agent zur Darstellung. Auerdem

uberwacht er die Isochronit

at und das Einhalten der Bildra-
te. Die Abspielanwendung (Playback Application) fordert Filme an,

onet sie und steuert den
Filmlauf wie bei einem Videorekorder.
Die Programmierschnittstellen f

ur Anwendungen sind an die von X bekannten Schnittstellen
angelehnt, so da sie leicht zu erlernen und zu benutzen sind. Die Basisobjekte, die der Pro-
grammierer benutzt, sind einzelne Str

ome, die er ausw

ahlen, starten, unterbrechen und beenden
kann.
4.2 Einbettung der Erweiterung in X
Um beide Varianten zur Videodarstellung in X einzuf

ugen, muten jeweils Erweiterungen in der
Xlib, im X-Protokoll und im X-Server durchgef

uhrt werden (siehe Abb. 1).
In die Xlib wurden neue Stub-Routinen eingef

ugt, um die Anfragen an den X-Server zu senden
und neuen Antworten zu verarbeiten. F

ur die Verwaltung der Erweiterung, insbesondere f

ur die
neuen Ereignis- und Fehlermeldungen, mute ebenfalls gesorgt werden.
In das X-Protokoll wurden neue Protokolldateneinheiten (PDUs) eingef

ugt, die zwischen dem
X-Server und einem X-Client, der eine der beiden Erweiterungen anspricht, ausgetauscht werden.
Der gr

ote Teil der Implementierung steckt bei beiden Varianten im X-Server. Hier mute
daf

ur gesorgt werden, da die neuen PDUs des X-Protokolls richtig empfangen und verarbeitet
bzw. gesendet werden. Auerdem mute die Verwaltung der Auftr

age geregelt und die zur Video-
verarbeitung notwendige Funktionalit

at integriert werden.
4.3 Erweiterungen des X-Servers
Um die Arbeitsweise der beiden Erweiterungen zu verstehen und ihre Vor- und Nachteile ein-
sch

atzen zu k

onnen, mu zun

achst die Funktionsweise des X-Servers kurz vorgestellt werden.
4.3.1 Funktionsweise des X-Servers
Das X-Server-Programm besteht im wesentlichen aus zwei ineinander geschachtelten Endlosschlei-
fen, der Main- und der Dispatch-Schleife. In der Main-Schleife ndet die Initialisierung des X-
Servers und die Allokation von ben

otigten Ressourcen statt. Die eigentliche Arbeit des X-Servers
wird in der Dispatch-Schleife durchgef

uhrt. Hier wird die Illusion von Multitasking zwischen
den Fenstern erzeugt, obwohl der X-Server aus der Sicht des Betriebssystems nur ein Proze
4
ist. Jedesmal, wenn der Prozessor diese Schleife abarbeitet, werden die gesammelten Eingabe-
Ereignismeldungen von den Eingabeger

aten an die X-Clients gesendet und die Anforderungen
der X-Clients verarbeitet, wobei die Verarbeitung von Ereignismeldungen und Anforderungen f

ur
verschiedene Clients miteinander verzahnt werden k

onnen.
4.3.2 Bildfolgen direkt aus dem Netz
In der als erstes realisierten Variante einer Integration von Video-Fenstern wurden die von einem
CM-Server gesendeten Einzelbilder vom X-Server direkt vom Netz gelesen und dargestellt. Der
X-Server ist somit gleichzeitig CM-Client und CM-Agent, und die Abspielanwendung steuert den
Filmablauf (siehe Abb. 2 und [8]).
In jedem Durchgang der Dispatch-Schleife liest der X-Server f

ur jeden aktiven Auftrag einen
Bildteil vom Netz und stellt ihn dar. Es ndet also keine Puerung statt. Die Bilder m

ussen
in Teilen

ubertragen werden, da nur sehr kleine Bilder in einem Datenpaket

ubertragen werden
k

onnen. Der X-Server darf auch nur einen Teil eines Bildes pro Durchgang verarbeiten, da das
Warten auf die restlichen Teile den normalen Ablauf des Systems st

oren w

urde. Der X-Server
kontrolliert die Einhaltung der Anforderungen der einzelnen Filme, insbesondere die Bildrate und
die Isochronit

at.
Die erste Version unterst

utzt nur ein einziges Filmformat, das nicht dekodiert werden mu.
Software-Dekoder wurden daher von uns nicht in den CM-Client (= X-Server) integriert.
4.3.3 Bildfolgen

uber gemeinsamen Speicher
In der zweiten Variante sind die Funktionseinheiten CM-Client und CM-Agent voneinander ge-
trennt. Der X-Server arbeitet in dieser Version nur als CM-Agent und liest ganze Bilder aus dem
mit dem CM-Client gemeinsamen Speicher (Shared Memory , SHM) (siehe Abb. 3). Dazu werden
im SHM zwei Warteschlangen aus Bildpuern aufgebaut: eine Warteschlange mit belegten Puern
zur Abarbeitung im X-Server und eine Warteschlange von freien Puern zur Belegung durch den
CM-Client, der nun den digitalen Videostrom vom Netz liest. Eine genauere Beschreibung der
Warteschlangen enth

alt [6].
Durch die Trennung der Funktionseinheiten CM-Client und CM-Agent wird auch die Einbet-
tung von Software-Dekodern in das System erleichtert. Diese k

onnen jetzt einfach in den CM-Client
integriert werden: der CM-Client liest den komprimierten Videostrom vom Netz und schreibt die
dekodierten Einzelbilder in die SHM-Warteschlange.
Eine andere Alternative, n

amlich Software-Dekoder in den X-Server einzubetten, hat zwei
Nachteile und wurde daher nicht realisiert. Erstens ist die Dekompression in Software sehr auf-
wendig und w

urde somit andere X-Clients st

oren. Zweitens schreitet die Entwicklung auf dem
Gebiet der Software-Dekoder sehr rasch voran, und die Dekoder sind in einer vom X-Server ge-
trennten Funktionseinheit leichter auszutauschen.
Die Dekodierung der Einzelbilder eines Videostromes ist in der Regel unterschiedlich aufwendig
(z.B. bei den I-, P- und B-Bildern von MPEG [9]); der dadurch erzeugte Jitter kann in der Warte-
schlange herausgeltert werden, da CM-Client und CM-Agent unabh

angig voneinander arbeiten
und der CM-Agent die Einzelbilder mit einer festen Rate aus der Warteschlange liest.
Dadurch ergeben sich zus

atzlich zu den bereits in Kapitel 2 genannten zwei weitere Vorteile
f

ur die Erweiterung von Fenstersystemen:
 Jitter, der dem CM-Strom bei der

Ubertragung, Dekodierung oder anderen Funktionen hin-
zugef

ugt wurde, kann sehr leicht in der Shared-Memory-Warteschlange entfernt werden.
 Der CM-Client kann durch

Uberwachung des F

ullstandes der Shared-Memory-Warteschlange
eine Flukontrolle durchf

uhren und damit den CM-Server regulieren [6].
5
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4.4 Erfahrungen
Die zuerst realisierte Variante brachte aufgrund ihrer einfachen Struktur sehr schnell akzepta-
ble Ergebnisse.
3
Auf einer SPARCstation 10 erreichten wir bei einer Bildgr

oe von 160128 eine
Bildwiederholrate von 25 Bildern pro Sekunde. Unsere Messungen haben dabei ergeben, da die
Maschine nicht voll ausgelastet war, die Bildrate sich aber nicht weiter steigern lie. Durch das
Lesen von einzelnen Bildteilen vom Netz mu der X-Server bei 25 Bildern pro Sekunde und bei
4 Paketen pro Bild 100 mal pro Sekunde f

ur jeden Film auf das Netz zugreifen. Dabei wird ein
bestimmter Betriebsystemaufruf verwendet, der Ereignisse periodisch abfragt; die dabei bereitge-
stellte Mindestperiode verhindert ein schnelleres Abspielen.
Der X-Server ist daraufhin optimiert, Grakoperationen schnell auszuf

uhren. Durch die Bereit-
stellung von kompletten Bildern im SHM wird der X-Server stark entlastet, da er nun nur noch
25 mal pro Sekunde f

ur einen Auftrag aktiv werden mu und diese Operation selbst bei gr

oeren
Formaten sehr schnell ausf

uhrt. Erste Messungen haben ergeben, da auf der SPARCstation bis zu
einer Bildgr

oe von 320240 noch 100 Bilder pro Sekunde dargestellt werden k

onnen; bei 640480
sind es immer noch 25 Bilder pro Sekunde, d.h., erst bei gr

oere Bildformaten ist nicht mehr die
oben erw

ahnte Betriebssystemroutine der Engpa, sondern die eigentliche Bilddarstellung.
Weiterhin haben unsere Erfahrungen gezeigt, da mit unseren X-Erweiterungen f

ur Video-
Fenster die Integration von Video als Datentyp in ereignisgesteuerten Anwendungen wesentlich
vereinfacht wird. Ereignisgesteuerte Anwendungen wie die Playback Application, die die Benutzer-
schnittstelle und andere h

ohere Programmfunktionen unterst

utzen, m

ussen auf spontane Ereignis-
se reagieren. Sie werden normalerweise exibel strukturiert und nicht auf Leistung hin optimiert.
Demgegen

uber werden mediumgesteuerte Anwendungen, in denen der gr

ote Teil der Verarbeitung
abl

auft, auf Leistung hin optimiert. Der CM-Client und der CM-Server sind Beispiele f

ur medium-
gesteuerte Anwendungen; ihre Kontrollstrukturen sind ganz auf die isochrone Verarbeitung von
Video und Audio ausgerichtet, d.h., mit erster Priorit

at wird das jeweilige Medium zeitgerecht
verarbeitet. Die Verarbeitung von Steueranweisungen wird in der Regel verz

ogert.
5 Audio-Unterst

utzung
Neben Video ist Audio ein weiteres kontinuierliches Medium, auf das in multimedialen Anwen-
dungen zugegrien bzw. das verarbeitet wird. Audiostr

ome ben

otigen zwar sowohl komprimiert
als auch unkomprimiert sehr viel weniger Bandbreite als entsprechende Videostr

ome, daf

ur sind
die Anforderungen an die Isochronit

at, an die Verz

ogerung und an die Fehlerh

augkeit wesentlich
h

arter, da das menschliche Ohr viel empndlicher auf St

orungen reagiert als das Auge.
Zum Abspielen und zum Aufnehmen von Audiostr

omen wird Spezialhardware zur Analog/Di-
gital-Wandlung ben

otigt. Diese geh

ort aber in modernen Workstation zunehmend zur Standard-
ausstattung bzw. ist relativ kosteng

unstig zu beschaen. Da die jeweilige Schnittstelle zur Audio-
hardware in der Regel herstellerspezisch ist, ist es w

unschenswert,

ahnlich wie bei der Grak unter
X, mit einem netzwerktransparenten Audiosystem eine einheitliche Schnittstelle f

ur Audiostr

ome
zur Verf

ugung zu haben. Ein Beispiel f

ur ein solches netzwerktransparentes Audiosystem ist Au-
dioFile [10], das bereits f

ur eine groe Zahl von Workstations verf

ugbar ist. Mit AudioFile lassen
sich Audioanwendungen viel portabler schreiben, da auf Eigenheiten der Hardware innerhalb der
Anwendung nicht mehr eingegangen werden mu.
Im Prinzip mu bei einer separaten Darstellung von Audiostr

omen das Problem der Syn-
chronisation mit den zugeh

origen Videostr

omen gel

ost werden. Wir sind allerdings der Meinung,
da in den meisten praktischen Anwendungen die Audio- und Videostr

ome auf dem Quellsy-
stem verschr

ankt werden und dann gemeinsam

ubertragen werden. Ein Beispiel sind MPEG-
Systemstr

ome [5]. Deshalb mu beim Abspielen auf dem Zielsystem, nach dem Zeitpunkt der
Trennung der Audio- und Videostr

ome, nur noch die Synchronit

at bei der tats

achlichen Wie-
dergabe gew

ahrleistet sein; dies ist ein lokales Problem, da nicht im Kommunikationssubsystem
gel

ost werden kann.
3
Die erste Implementierung wurde bereits 1992 auf einer IBM PS/2 Mod. 80 unter AIX durchgef

uhrt.
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Erste Erfahrungen mit AudioFile in XMovie zeigten, da bei der

Ubertragung und beim Abspie-
len von Audiostr

omen in verteilten System mit dem Einsatz von AudioFile eine bessere Qualit

at
als ohne AudioFile erreicht wird. AudioFile kennt die Eigenheiten der verwendeten Audiohard-
ware, z.B. wieviele Samples eines Stromes in der Karte gepuert werden, und pat das Abspielen
optimal an, so da es nicht mehr zu st

orenden Unterbrechungen kommt.
6 Neue Metaphern f

ur die Mensch-Maschine-Schnittstelle
Bisher haben wir Verfahren f

ur die Einbettung von Video- und Audiostr

omen in traditionelle
Benutzerober

achen beschrieben. Bekanntlich haben sich hier seit Anfang der achtziger Jahre die
fensterorientierten Ober

achen durchgesetzt, sowohl auf Workstations als auch auf dem PC. Sie
verwenden hochau

osenden Pixel-Grak, meist in Farbe, und die Maus als Zeigeger

at.
Die fensterbasierten Ober

achen haben sich als auerordentlich benutzerfreundlich erwiesen
und vielen Computerlaien den Zugang zum Rechner

uberhaupt erst erm

oglicht. Dieser Erfolg
ist entscheidend durch das gew

ahlte Interaktionsparadigma bedingt: die Schreibtisch-Ober

ache
(desktop metaphor). Jedes Fenster und jedes Symbol auf dem Bildschirm entspricht einem Objekt
aus der
"
Schreibtisch-Welt\.
Nun hat aber die Schreibtisch-Welt keine multimedialen Komponenten; weder Audio noch Vi-
deo passen sich in nat

urlicher Weise in die Metapher der Schreibtisch-Ober

ache ein. Deshalb
erfordert die Integration der kontinuierlichen Medien grunds

atzliche Neu

uberlegungen zum Inter-
aktionsparadigma. Eine wirklich

uberzeugende Idee gibt es hierzu noch nicht, aber zwei Denk-
ans

atze sind in diesem Zusammenhang erw

ahnenswert.
6.1 Virtuelle Realit

at
Computergenerierte virtuelle Welten (Virtual Reality , VR) bauen von Anfang an auf den Gesichts-
und Geh

orsinn des Menschen. Der Benutzer soll sich in der virtuellen Welt ohne
"
Interaktions-
Kr

ucken\ wie Tastatur oder Maus bewegen. Dazu tr

agt er einen VR-Helm, in den die Stereo-
Bildschirme und ein Positions- und Richtungsmelder f

ur sechs Freiheitsgrade eingebaut sind [11].
In den heutigen Anwendungen der virtuellen Realit

at werden computergenerierte Kunstwelten
verwendet, beispielsweise in der Innenarchitektur oder in der Flugsimulation. Interaktive Videos,
die in der Multimedia-Forschung dominieren, kommen kaum zum Einsatz. Es w

are durchaus inter-
essant, die Techniken der Virtuellen Realit

at auch f

ur interaktive Multimedia-Systeme zu erproben.
Allerdings sind auch hier noch viele Fragen der Mensch-Maschine-Schnittstelle unbeantwortet.
So ist es beispielsweise sehr unnat

urlich, w

ahrend eines dreidimensional dargestellten virtuellen
Flugs durch den Grand Canyon durch einen scharf gekr

ummten Zeigenger im Datenhandschuh
ein Pull-Down-Men

u zu aktivieren, das dann aus heiterem Himmel herabsteigt. F

ur Video- und
Audiostr

ome im VR-Helm ist vollkommen ungekl

art, welche Metapher hier einer nat

urlichen In-
teraktion zugrunde gelegt werden sollte.
Leider ist die Technik der Virtuellen Realit

at mit ungemein l

astiger Hardware verbunden:
Helm, Datenhandschuh oder Datenanzug, Verkabelung usw. Dem Benutzer wird also stets aufs
Neue bewut gemacht, da er jetzt mit einem Computer in
"
nat

urlicher\ Weise interagieren soll.
Hierin liegt ein immanenter Widerspruch. Einen radikal anderen Ansatz verfolgen deshalb die
Vertreter des ubiquitous computing .
6.2 Computer

uberall und unau

allig
Die Forscher des Xerox Palo Alto Research Center (PARC) haben den Begri des ubiquitous
computing gepr

agt [17]. Sie meinen damit eine unau

allige Pr

asenz einer Vielzahl von Rechnern
in der Umgebung des Benutzers. So wie ein guter Kugelschreiber sich dadurch auszeichnet, da
man ihn beim Schreiben nicht sp

urt, so sollen die Rechner als Mittel zum Zweck stets bereitstehen,
ohne die Aufmerksamkeit des Benutzers zu sehr auf sich zu ziehen.
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Eine Verkabelung all dieser Rechner ist nat

urlich nicht m

oglich, und so basiert die Kommu-
nikation zwischen den Rechnern auf Funk oder auf Infrarot-

Ubertragung. Die Rechner k

onnen
sehr klein und einfach sein, zum Beispiel aktive Namensschilder (active badges), die den aktuellen
Aufenthaltsort des Tr

agers an das System melden, oder aufklebbare Etiketten, die zum Beispiel
f

ur B

ucher verwendet werden und das Aunden eines Buches irgendwo im Labor erm

oglichen.
Sie k

onnen auch die Gr

oe eines Schreibblocks haben, der auch Audio-Eingabe und -Ausgabe un-
terst

utzt; sie dienen als multimediales Kommunikationsendger

at im B

urobereich. Und nat

urlich
k

onnen auch Rechner der heute verbreiteten Gr

oenklasse in das System einbezogen werden.
Die Benutzung der Rechner im ubiquitous computing erfolgt so nat

urlich und unau

allig wie
m

oglich. Wenn man auf eine Anzeige schaut, bemerkt man nicht, da sich dahinter ein Rechner
verbirgt, der mit anderen Rechnern vernetzt ist. Das Interaktions-Paradigma ist hier die weitge-
hende Anpassung von vielen Arten von Computern mit audiovisuellen Komponenten und in den
verschiedensten Gr

oen und Erscheinungsformen an die gewohnte Umgebung des Benutzers.
Was nun die Darstellung von Audio und Video in einem solchen Szenario angeht, so sind die
gr

oten noch zu l

osenden Probleme die zu niedrigen Datenraten auf den Funk- oder Infrarot-
strecken und der zu hohe Energieverbrauch der mobilen Ger

ate. Beim heutigen Stand der Technik
lassen sich hochau

osende Videos noch nicht auf Endger

aten des ubiquitous computing darstellen.
7 Zusammenfassung
Wir haben zun

achst die prinzipiellen M

oglichkeiten der Darstellung von Video in Fenstersystemen
beschrieben und verglichen. Als zwei Beispiele f

ur hardwaregest

utzte L

osungen habe wir Video-
Karten der Firmen Parallax und Digital Equipment vorgestellt.
Ausf

uhrlicher sind wir dann auf Entwurf und Implementierung einer Softwarel

osung eingegan-
gen, die das Abspielen von Videos auf Workstations ohne spezielle Hardware erm

oglicht. Es ist
mit den Workstations der neuesten Generation problemlos m

oglich, Videos in guter Qualit

at und
in Realzeit mit reinen Software-Playern abzuspielen.
In einem kurzen Kapitel haben wir dann moderne Abspieltechniken f

ur Audio vorgestellt.
Die Audio-Abspieler stellen nat

urlich ihre Ausgabe nicht in Fenstern dar, sie

ubernehmen aber
die Idee der netztransparenten und maschinenunabh

angigen Darstellung von digitalen Audio-
Datenstr

omen von Fensterober

achen wie X.
Ausgehend von ersten Erfahrungen mit Multimedia und den heutigen Fensterober

achen haben
wir argumentiert, da die Metapher der Schreibtischober

ache, die den Fenstersystemen zugrunde
liegt, f

ur eine wirklich multimediale Interaktion zwischen Mensch und Maschine ungeeignet ist, und
wir haben dann die beiden neuen Paradigmen von der Virtuellen Realit

at und der unau

alligen
Rechner

uberall im Kontext einer neuen Generation von Multimedia-Endger

aten vorgestellt.
Das Gebiet der Multimedia-Systeme ist interdisziplin

ar, und gerade bei den Benutzerober-


achen ist die Zusammenarbeit von Forschern und Entwicklern aus verschiedenen Wissenschafts-
disziplinen, wie z.B. Informatik, Psychologie, Soziologie, Biophysik und Linguistik, unbedingt er-
forderlich. Hier bleibt noch viel Arbeit zu tun.
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