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Sur la Reduction Modulo p des Groupes
Lineaires Algebriques*
Par Takashi ONO
Dans son travail recent [1] A. Borel a developpe une theorie des
groupes lineaires algebriques sur le corps de caracteristique p quelconque
par la methode algebrico-geometrique, et generalise les resultas de E.
Kolchin [4, 5] et de C. Chevalley [2, 3]. D'autre part, G. Shimura [7]
a etabli une theorie de "reduction modulo p" des varietes algebriques
en application de la theorie de A. Weil [9]. Dans ses travaux [7, 8],
il a demontre plusieurs theoremes du type suivant: Soit k un corps
ayant un nombre infini de valuations discretes {w
λ
} avec les ideaux de
valuations {p
λ
}. (II est suppose que tout element, autre que 0, de k est
une p
λ
-unite pour presque tous les λυ). Alors diverses proprietes des
varietes algebriques V sur k, telles que Γirreductibilite, sont preservees
apres la reduction modulo t>
λ
 pour presque tous les λ. On peut aussi
envisager les theoremes du type reciproque: si presque toutes les
varietes Fcλ), obtenues par la reduction modulo p
λ
 d'une variete alge-
brique F, ont une certaine propriete, alors V elle-meme possede cette
propriete. On pourrait nommer ces deux sortes du theoremes principes
de dispersion et d'aggolomeration, respectivement (ou encore : de Shimura
et de Hasse, quoique nous ayons defini autrement le "principe de Hasse"
dans notre travail anterieur [6].)
Dans le present memoire, nous montrerons que ces principes sont
valables pour tous les concepts sur les groupes lineaires algebriques qui
apparaissent dans [1]: resolubilite, d'etre un tore, etc. Nous exami-
nerons ces concepts successivement selon Γordre d'expose de [I]. Nous
demontrerons en particulier qu'un sous-groupe H d'un groupe algebrique
G est un sous-groupe resoluble connexe maximal de G ou un sous-groupe
de Cartan de G, si et seulement si #cλ) est un sous-groupe resoluble
connexe maximal de G(λ) ou un sous-groupe de Cartan de Gcλ) respective-
ment pour presque tous les λ (Theoreme 2.14, 2. 30). Le "principe de
* Ce travail a ete accompli pendant que Γauteur etait boursier de la Fondation Yukawa.
1) Nous nous servirons de Γexpression "pour presque tout les λ" au sens de "pour tous
les λ sauf pour les exceptίonnels en nombre fini".
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dispersion" pour le sous-groupe resoluble connexe maximal de G
(Proposition 2.10) est fundamental en ce sens, que tous les resultats
important de ce travail s'en derivent. La demonstration de cette pro-
position utilise un resultat important de [1] sur la variete des drapeaux,
et un theoreme general de Shimura-Taniyama sur le principe de disper-
sion, qui va etre publie prochainement. Pour etablir le principe de
dispersion pour le sous-groupe de Cartan de G (Proposition 2. 24), nous
utiliserons les resultats de C. Chevalley [2, 3] sur les algebres de Lie
de caracteristique p quelconque, (mais nous serons obliges de nous limiter
ici au cas, oύ la caracteristique de k est 0, —Γhypothese que nous
devrons faire a la seconde moitie du §2.)^
Nous supposerous les travaux [1], [7] comme connus du lecteur.
§ 1. Reduction des groupes algebriques.
Soit k un corps ayant une valuation discrete. Nous designons par
o Γanneau de la valuation, par $ Fideal de la valuation, par K le corps
residuel o/t>. Pour la simplicite du langage, nous supposons dorenavant
que deux corps k, K sont parfaits2\ Dans tout ce paragraphe, nous
fixons k et o, et nous utilisons les notations k, o, £, K au sens ci-dessus.
Soit Ω (resp. Ω
κ
) le corps universels sur k (resp. K} choisi une fois pour
toutes. Pour tout corps K, on note M(n, K) Γespace des matrices car-
rees d'ordre n a coefficients dans K, et GL(ny K) le groupe multiplicatif
des elements inversibles de M(n, K).
Suivant A. Borel3), par un groupe algebrique G defini sur k, on
entend un sous-groupe G de GL(n, Ω) qui est Γintersection de ce dernier
avec un ensemble algebrique A de M(ny Ω) defini sur k:G = Ar\GL(n, Ω).
On notera A^ Γensemble algebrique, defini sur /c, de M(n, ί\), obtenu
de A par la reduction modulo p au sens de G. Shimura4). II est clair
que Γensemble Gw — A^r\GL(n, Ω
κ
) ne depend que de G et non pas de A.
Theoreme 1.1. Uensemble G(K) devient un groupe algebique defini
sur K.
Pour demontrer ceci, il suffit de remarquer que Gw forme un groupe
abstrait. Pour ξ, η quelconques dans Gcκ), il existe x, y G A tels que
* Recemment Monsieur J. Dieudonne a etendu tous nos theoremes sans restriction sur la
caracteristique en utilisant sa theorie des hyperalgebres de Lie. Sa note £10] est publiee dans
le meme journal que la nόtre. J'exprime ici ma sincere reconnaissance a M. Dieudonne qui a
bien voulu s'interesser a mes resultats et me donner de precieux conseils.
2) En vertu de cette hypothese, les termes " defini sur k (resp. /c)" et " quasidefini sur
k (resp. /c)" signifient la meme chose, c.f. [1], (1. 3).
3) [1], (2.1).
4) [7], § 3.
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x
 — > ξy y — > γfit On peut ici supposer que x, y sont independants sur
k. Comme tous les composants de la matrice x y sont contenus dans
Γanneau de la specialisation: (x, y) — > (ξ, <η)y on voit que x y — >ζ η>
d'oύ I ^GG^. De plus, il est clair que Γidentite de GL(ny Ωκ) est con-
tenue dans G(K\ Enfin, puisque tous les composants de la matrice x~l
sont la forme dans Pfj(x)/άetx9 oύ Pij(X) €o[X], det£φO, ils sont con-
tenus Γanneau de la dans specialisation : x — * ξ. On a done x"1 — > ξ~\
d'oύ ξ^zG™, αq.f.d.
Definition. Nous appellerons Gw le groupe algebrίque obtenu du
groupe algebrique G par la reduction modulo £.
Nous utilisons souvent dans la suite le fait que dim Gcκ) = dim G6).
Nous allons examiner maintenant la reduction modulo £ de divers
sous-groupes de G suivant Γordre d'expose dans le memoire de A.
Borel.
Proposition 1. 2. Solent G un groupe algebrique, H un sous-groupe
algebrique de G. Supposons que k est un corps de definition pour G, H.
Alors le centralisateur Z(H) de H dans G est defini sur kΌ, et on a
Soient, en effet, ξ € (Z(H)YK\ η^H^. II existe done
tels que x — > ξ, y — ^  η, oύ on peut supposer que xy y sont independants
sur k. Comme tous les composants de la matrice x y=y x sont contenus
dans Γanneau de la specialisation: (x, y) — > (ξ, ή), on a x y=y x
— *ξ η = η ζ, c.q.f.d.
II en resulte en particulier :
Corollaire 1. 3. Si G est un groupe algebrίque commutatif defini sur
ky G
cκ}
 est commutatif.
Proposition 1. 4. Soient G un groupe algebrίque, H un sous-groupe
algebrique de G. Supposons que k est un corps de definition pour G, H.
Alors le normalίsateur N(H) de H dans G est defini sur kΌ, et on a
Ceci se demontre de la meme faςon que Proposition 1. 2.
5) x > ξ signifie que | est une specialisation de x sur 0. c.f. [7], § 1.
6) [7], § 3, Proposition 19.
7) [1], (2. 5, e).
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II en resulte en particulier :
Corollaire 1. 5. Si H est invariant dans G, if cκ) est invariant dans
Gc>°.
Proposition 1. 6. Solent G un groupe algebrique, H, K des sous-
groupes algebriques connexes de G. Supposons que k est un corps de defini-
tion pour G, H, K. Alors [//, K'} est un sous-groupe algebrique connexe
defini sur k»\ et on a [#w, /CCK)]C[//, KJK\
Soient, en effet, ξ e/f00, η^K^\ II existe done x e/f, y £K tels que
x — + ξy y — * η, oύ on suppose que x, y sont independants sur k. Comme
tous les composants de la matrice [#, y~] = xyx~ίy~1 sont contenus dans
Γanneau de la specialisation: (x, y) — * (f, η), on a \_x, y~\ — *[£, 97], d'oύ
Y\ c.q.f.d.
Proposition 1.7. Soit G un groupe algebrique connexe defini sur k.
Soit C 'G (resp. DlG)y i>0, la serie centrale descendant e (resp. la serie
des groupes derives} de G9\ Alors tous les groupes C*G (resp. D*G) sont
definis sur k, et on a C (GW)0^(C'G)W (resp. D*(Gw)0ς^(D'G}w)9 />010).
Demonstration par recurrence sur i. On a C°tGCK))0= (GW)0CGW, et
si C' (GW)0C(C'GΓ>, alors Cί+1(Gw)0 = [(Gw)0, C^(GW)0]C[G^, (C 'G)^]
C[G, Cz'G]CK)=(Ci'+1G)CK). Meme demonstration dans is cas de ZW.
II en resulte en particulier :
Corollaire 1. 8. Si G est un groupe algebrique nilpotent (resp. re-
soluble) connexe defini sur k, (Gw)0 est nilpotent (resp. resoluble).
Proposition 1. 9. Si x — * ξ, et x est unipotente, alors ξ est unipotente.
En effect, x est unipotente si est seulement si le determinant de
x— T I est egal a (T—l)n, ce qui est une condition algebrique pour x,
a coefficients dans Γanneau o.
II en resulte en particulier :
Corollaire 1. 10. Soit G un groupe algebrique, defini sur k, forme de
matrices unipotentes. Alors Gc/0 est forme de matrices unipotentes.
Proposition 1. 11. Soit G un groupe algebrique nilpotent connexe
defini sur k. Alors G est le produit direct de G
s
 et G
u
: G = G
s
xG
u
11\ et
8) [1], Lemma 4. 3.
9) [1], (4.1).
10) Pour tout groupe algebrique G, on note G0 la composante connexe de Γelement neutre.
11) [1], Theoreme 11.1.
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G
s
, G
u
 sont de finis sur k12\ Supposons que GCί° est connexe et (G
s
)w est
forme de matrices semi-simples. Alors (G3)™=(G™)S, (GJCK) = (GCK))M, et
on a Gw=(G
s
)wx(GJw.
En effet, par hypothese, on a (GS)CK)C(GCK))5, et on voit que
£C(GW)K d'apres Corollaire 1.10. Comme GCK) est nilpotent connexe, on
a G^ = (G<">), x (Gw)«, d'oύ dim G-dim Gw-dim G
s
 + dim GM = dirn (G5)w
+ dim (GJCK) = dim (Gw)5 + dim (GW)M, ce qui montre Γassertion par les
inclusions ci-dessus.
Proposition 1. 12. Soient G un groupe algebrique resoluble connexe
defini sur k, Q un tore maximal de G defini sur k. Alors G est le produit
semi-direct de Q par GU:G = Q GU13\ Supposons que Gcf° est connexe et
QCK) est un tore de Gw. Alors (GU)^=(G^)U et Gw est le produit semi-
direct du tore maximal Q°° par (GJCK) : GW = Q(K
En effet, comme G
u
 est invariant dans G, (GJCK) est invariant dans
G00 d'apres Corollaire 1.5. II en resulte que QCK) (GJCK) est un sous-
groupe algebrique de Gc/0. Par hypothese sur Q, on voit tout de
suite que Q^r\ (GM)^= {I^}u\ d'oύ dim Qw (GM)w = dim Qw + dim (GM)CK)
= dimQ + dimGM = dimG = dimGw. On a done GW = QW (GM)W, ce qui
montre que Qcκ) est un tore maximal de Gw. D'autre part, comme GC/C)
est resoluble d'apres Corollaire 1.8, on a GW = QW (GW)M (semi-direct),
d'oύ s'ensuit notre assertion.
Nous allons donner maintenant quelques exemples qui montreront
que les reciproques des propositions precedentes ne sont pas toujours
vraies. Dans ce qui suit k designera le corps des rationnels ayant la
valuation par rapport a un nombre premier p. Le corps K est done un
corps a p elements.
I. Soit G le groupe orthogonal special par rapport a la forme quad-
ratique X2 -4- Y2. On a done
Cest un groupe algebrique commutatif connexe de dimension 1 defini
sur k. De plus, il est diagonalisable, c'est-a-dire un tore. Supposons
p = 2. Alors tout element de Gcκ) etant de la forme
12) [1], (11.3).
13) [1], Theoreme 12. 2.
14) /W designe 1'identie de GL(n, Ω
κ
).
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le polyόme caracteristique en est de la forme (T + f)2-f rf= (T+l)2, ce
qui montre que Gc"5 est forme settlement des matrices unipotentes, et
par consequent il n'est pas un tore. (c.f. Corollairs 1.10)
II. Soit p un nombre premier quelconque. Designons par t(xy y) la
matrice
Posons G={t(x, y), x,y£Ω, l-f^φO}. On voit tout de suite que
t(xy y) t(u, v) = t(x + u+pxu, y + v+pxv), t(xy y)'1 = t(—x(l+pxΓl, —y
(1+px)'1). II en resulte que G est un groupe algebrique resoluble con-
nexe de dimension 2 defini sur k. II est clair que GCK) est commutatif
connexe et forme de matrices unipotentes. Nous allons montrer que G
n'est pas nilpotent. (c.f. Corollaire 1. 3, Corollaire 1. 8 et Corollaire 1. 10)
On voit immediatement que G
u
= {t(Q, y), y£&}. Puisque le polynόme
minimal de t(xy y) pour #ΦO est (T— px— 1)(T— 1), il s'ensuit que tous
les elements t(x, y), #ΦO sont semi-simples. En particulier, f(l, 0) est
semi-simple. De la relation /(I, 0) f(0, 1) =ί(l, ^  + 1) φf(0, l) ί(l, 0)
= t(ί, 1), on peut conclure que G n'est pas nilpotent115. De plus,
Q={t(x,Ό), x£&> 1+pxΦQ} est un tore maximal de G, et G = Q GU
(semi-direct).
III. Soit G le groupe orthogonal special par rapport a la forme
quadratique X2+ Y2 + 2Z2. C'est un groupe algebrique connexe de dimen-
sion 3 defini sur k. On sait que G est simple comme un groupe algeb-
rique155. On voit facilement que χ = ( χ f j ) eG si et seulement si xlj + xlj
+ 2x1 j = 1 (j = 1, 2), xll + x2ί + 2x^l = 2, xuXij + X2iX2j + 2x^j = 0, (ί, j)
= (2, 1), (3, 1), (3,2) et det x = l. Supposons p = 2. II en resulte que
tout element de GCK) est de la forme
et on voit tout de suite que G(K) est forme de matrices de cette forme.
Maintenant il est facile de voir que tous les elements de GC|° ont la
valeur propre 1, d'oύ s'ensuit que GCK5 est nilpotent165 (c.f. Corollaire 1.8).
15) [3], Ch. IV, §§ 6-7.
16) [1], Theoreme 19. 4.
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§ 2. Reduction des groupes algebriques par rapport a un nombre
infini des valuations du corps de definition.
Soit k un corps ayant un ensemble infini des valuations discrete
{w
λ
}. Nous designons par o
λ
, p
λ
 et /c
λ
 Γanneau de la valuation, Γideal
de la valuation et le corps residuel de z#
λ
, pour chaque λ. Supposons
que k, κ
λ
 sont parfaits. De plus, on suppose que Γensemble {tv
λ
} suffit
a la condition (I) dans le memoire de G. Shimura, c'est-a-dire que tout
element non nul de k est p
λ
-unite pour presque tous les λυ. On notera
ΩKλ = ί\ et G
CV = Gcλ) pour un groupe algebrique G defini sur k. Nous
utiliserons souvent le fait que si G est connexe defini sur k, alors G(λ)
est aussi codnexe pour presque tous les λ1Ό.
D'abord nous allons chercher la relation entre un groupe algebrique
et son algebre de Lie dans le precede de la reduction par rapport a un
nombre infini des valuations.
Theoreme 2.1. Solent G(CGL(w, Ω)) un groupe algebrique defini sur
k, g(CM(w, Ω)) Γ algebre de Lie de Gιs\ Soit {X19 — ,X,}, r = dimG
= dimg, une base de g telle que Xi^M(ny k), !</<r. Pour presque tous
les λ, on a Xt eM(w, oλ)19), !</<r, et ^(λ)20) sont lineairement independ-
ants sur ί\. Designons par gcλ) Γespace vectoriel engendre par X^ a
coefficients dans Ω
λ
. Alors gcλ) est Γ algebre de Lie de Gcλ° pour presque
tous les λ.
Demonstration. Soit SI Γideal associe a G :
31= {F(F)GO[F], Y=(Y.3),F(x) = Q pour tout xeG}.
Comme G est defini sur k, on peut trouver une base F^(Y) (lfO<f) de
Sί telle que F^(Y) €*[Γ]. Pour presque tous les λ, on a F^(Y) 6o
λ
[F].
Par definition de Γalgebre de Lie de G, on a
β
 = x=(X<j) £M(ny Ω) XtJ = 0, l<v<ί .I ί ,y=ι \c7A f y / / )
Posons §l
λ
 = {F(y> € o
λ
[y] , F(x) = 0 pour tout ΛΓ e G} .
Alors on sait que
{ξ
λ
 € GL(if, Ω
λ
) , F^(?
λ
) = 0 pour tout F(Y) € 3l
λ
}21) ,
17) [7], § 6 Theoreme 26.
18) [2], Ch. II, § 8.
19) M(«, D
λ
) note la totalite des matrices carrees d'ordre n a coefficients dans Γanneau D
λ
 .
20) Pour toute matrice X=(jc iy) € M(n, Dλ), on posera XCΛ^ — (#<y), ^(λ) etant la classe de
modulo p
λ
.
21) [7], § 3, Theoreme 7.
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oύ F™(Y) designe la classe de F(Y) modulo J>
λ
. Soit maintenant 93cλ)
Γideal associe a G(λ). II est clair que Fίa^(Y) eS5cλ:) pour presque tous
les λ. Notons gίλ) Γalgebre de Lie de Gcλ) :
'.y = ° P°ur toutX, € M(n,
Si Γon pose
& = {* e M(», Ω
λ
)
 ; Σ, (|ξ)/(w *s,, = 0 , !<,<.
il resulte que gίλ)C[g2λ) et que dimg2λ ) = r pour presque tous les λ, car
3FV\
^y;..//rang rang = n — r
pour presque tous les λ. Comme dim gι(λ) = dim Gcλ) = r, on a gίλ) =
pour presque tous les λ. Maintenant on voit immediatement que X λ) G
pour presque tous les λ, d'oύ gcλ)Cgιλ).
en resulte notre assertion.
Puisque dim gcλ) = r = dim gίλ), il
Proposition 2. 2.*) Soit G un groupe algebrique connexe defini sur k,
et soient F
v
e&[F] (l<v<ί) des generateurs de Γideal associe a G.
Alors G(λ) est une composante connexe de V ensemble algebrique defini par
le systeme d' equations F^ (ξ) = 0 pour presque tous les λ.
Cela resulte de Γegalite des rangs dans la demonstration
Theoreme 2. 1 et du critere de simplicite de Zariski**^
du
Corollaire 2. 3. Soient G, H des groupes algebriques connexes de finis
sur k. On a dim (Gr\H) = dim (Gcλ)r\H^) pour presque tous les λ.
En effet, en vertu de la Proposition 2. 2, pour presque tous les λ,
la composante connexe de Gcλ)A/ί(λ) contenant 7CΛ) est contenue dans la
composante connexe de (Gr\Hγλ\ et comme (Gr\H)^ est contenu dans
G^r\Ha\ ces deux composantes connexes sont egales, c.q.f.d.
Nous allons maintenant continuer de suivre le cours du memoire de
Borel et examiner la reduction des groupes algebriques par rapport a
un nombre infini des valuations de k.
Proposition 2. 4. Soit G un tore defini sur k. Alors Gcλ) est un tore
pour presque tous les λ.
* Cette Proposition et le Corollaire suivant m'ont ete communiques per J. Dieudonne.
** p. ex. voir P. Samuel, Methodes d'algebre abstraΐte en geometrie algebrique, Erg. Math.
Berlin, 1955, II. § 4 p. 74.
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D'apres Corollaire 1. 3, il suffit de remarquer que tout element de
G(λ) est semi-simple pour presque tous les λ. Comme G est defini sur
k, il existe s£GL(n,k) tel que sGs~~l^D(n). Soit kf un sur-corps de k
de degre fini tel que s€GL(n,k'). Les prolongations de o
λ
 (resp. p
λ
)
dans k' seront designeεs par oj/ (resp pi/). Alors il resulte que
sy s'
1
 G M(n, Oχ/) pour presque tous les λ'. Pour tout ξ eG(λ) = Gcλ° 21\
oί/il existe x £ G tel que x — > ξ, et il s'ensuit que tous les composants de
oi,
la matrice sxs 1 sont contenus dans Γanneau de la specialisation : x — * ξ,
d'oύ σξσ'1 e D(n)^\ σ etant la classe de 5 modulo pi/, c.q.f.d.
Proposition 2. 5. Soit G un groupe algebrique nilpotent connexe defini
sur k. Alors G = G
s
xG
n
 et on a (G,)cλ)=(Gcλ))., (GJcλ5 = (Gcλ))ll, Gcλ> = (G,)cλ>
x (GM)(λ) pour presque tous les λ.
Cela resulte de la Proposition 1.11 et de la Preposition 2. 4.
Proposition 2. 6. Solent G un groupe algebrique resoluble connexe
defini sur k, Q un tore maximal de G defini sur k. Alors G = Q GU (semi-
direct), et on a (Gjcλ) = (Gcλ))
w
, Gcλ) = ζ)cλ) (semi-direct] pour presque tous
les λ, et Qcλ) est un tore maximal de Gcλ) pour presque tous les λ.
Cela resulte de la Proposition 1. 12 et de la Proposition 2. 4.
Pour demontrer la Proposition 2. 10 sur des sous-groupes resolubles
connexes maximaux de G, il nous faut quelques lemmes sur la variete
des drapeaux. Rappelons la definition de la variete des drapeaux22). On
appelle drapeau dans un espace vectoriel Van dimensions le systeme
forme par n sous-espaces emboites Et :
Une base d'un drapeau (Ef) est une base (ef) de V telle que 0 X , •••,£,•
sous-tendent Eiy l<Ci<C«. L'ensemble des drapeaux de Ώ
w
 s'identifie a
une variete projective non singuliere, de dimension n(n — l)/2, definie
sur le corps premier, que nous appelons lα vαritete des drapeaux de
Ow et designons par F(n). Pour F=(Ei) £F(n), xe GL(n, Ω), posons
xF=(xEf). Alors il est clair que F(n) est un espace de transformations
pour GL(ny Ω) et que GL(ny Ω) y est transitif. Soint F0 le drapeau ay ant
les vecteurs coor donees de Ωn comme base, F un drapeau et gζ.GL(n, Ω)
tel que F~gF0. Alors xF=F si et seulement si x est represente par
une matrice triangulaire relativement a une base (e{) de F ou encore si
g~lxg£T(ri). Soit K un sur-corps de k. Alors un drapeau F est
rational sur K si et seulement si on peut trouver une base (e^ de F
22) [1], (16.1).
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formee de vecteurs a coordonnees dans K, done si Γon peut trouver
g£GL(n, K) tel que F = gF0.
Lemme 2.7. Solent G un groupe algebrique connexe et R un sous-
groupe algebrique resoluble connexe maximal de G. G opere done sur F(ri)y
et ίl y possede un point fixe F2*\ Alors on a R={h£G; h(F)=F}0,
c'est-ά-dire R coincide aυec la composante connexe de Γelement neutre du
sous-groupe algebrique de G laissant fixe le drapeau F.
En effet, h(F)=F si et seulement si h^gT(n)g~\ oύ F=gF0. On
a done {heg; h(F)=F} =Gr\gT(n) g~\ Notre assertion resulte du fait
que le groupe T(n) est resoluble.
Lemme 2. 8. Soient G un groupe algebrique connexe defini sur k et
R un sous-groupe algebrique resoluble connexe maximal de G defini sur k.
Alors il existe un drapeau F rationnel sur It tel qun Fest un point fixe
par G et que W = G(F) est une orbite fermee definine sur k.
En effect, on sait qu'il existe une orbite fermee W definie sur &24).
On peut trouver F'eF(n), rationnel sur &, tel que W = G(F'). Soit H'
le sous-groupe laissant fixe le drapeau F'. Alors il resulte que HJ est
resoluble connexe maximal25). II existe done un element, rationnel sur
&, de G tel que R = xH«'χ-λ2&\ Puisque H0' laisse fixe F'', R laisse fixe
F = xF', ce dernier drapeau etant rationnel sur k. On voit tout de suite
que G(F) = G(F') = W, c.q.f.d.
Soient V un sur-corps de degre fini de ky et F = gFQ un drapeau
rationnel sur &', g£GL(ny k'). Si Γon designe par oj/ (resp. $(') les pro-
longations de o
λ
 (resp. \>
λ
) dans k', alors on a g, g'1 G M(n, o^) pour
presque tous les λ'. Pour ces λx, on a done £cλ/) eGL(w, K'/), oύ κ(f
designe le corps residuel o^/Pί7- Le corps κ(f peut etre considere comme
un sous-corps de Ω
λ
 contenant κ
λ
. Soit Foλ) le drapeau ayant les vec-
teurs coordonnees de Ω;. On peut done definir un drapeau Fcλ/)eF(w)cλ)27)
par Fcλ/) = ^ cλ/)Foλ) pour presque tous les λr. On appelle Fcλ/) le drapeau
obtenu de F par la reduction modulo $/.
Lemme 2.9. Soient G un groupe algebrique connexe defini sur ky F
un drapeau rationnel sur un sur-corps kf de k de degre fini, et H le sous-
groupe de G laissant fixe le drapeau F. Alors H est defini sur k' et on
23) [1], Proposition 15. 5.
24) [1], Proposition 15. 4, (15. 6).
25) Voir la demonstration de Theoreme 16. 5 dans [1].
26) [1] Theoreme 16. 5, Proposition 16.10.
27) On note F(n^ la variete des drapeaux de Ω
λ
".
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a #cλ/>C{#λ/>eG<λ/>; h^(F^)=F^} et les dimensions des deux membres
sont egaux pour presque tous les λ'.
En effet, d'apres Lemme 2.7, on a H=Gr\gT(n) g'\ F = gF0, d'oύ
s'ensuit que H est defini sur V. On voit tout de suite que
ίfcλ'>c;Gcλ/) A (gT(n) ^~1)cλ/) = G^ng
E Gcλ/> #λ/>(Fcλ'>) = Fcλ/>}
pour presque tous les λ'. L'egalite des dimensions resulte du Corollaire
2.3, c.q.f.d.
La proposition suivante est f ondamentale dans ce travail, et presque
toutes les propositions ulterieures se basent sur cette proposition.
Proposition 2. 10. Soit G un groupe algebrique connexe defini sur k,
et R un sous-groupe algebrique resoluble connexe maximal de G, defini sur
k. Alors J?cλD est un sous-groupe resoluble connexe maximal de Gcλ) pour
presque tous les λ.
Demonstration. D'apres Lemme 2. 8, il existe un drapeau F ration-
nel sur k tel que F est un point fixe par G et que W = G(F) est une
orbite fermee definie sur &. Soit k' un sur-corps de k de degre fini sur
lequelle F est rationnel et W est definie. II resulte du Lemme 2. 7 que
D'apres Lemme 2. 9, on voit done que
pour presque tous les λr. Soit r Γapplication rationnelle partout definie :
(g,F)-+g(F) de GxF sur W. Puisque G, F, W, r sont definis sur k',
il en resulte que Γapplication τcλ/) de Gα / )xFc λ / ) dans TFcλ/) est sur jective
et partout definie pour presque tous les λr, oύ τcλ/), "pFcλ/) designent les
objects obtenus de T, W par la reduction modulo p^, au sens de G.
Shimura28). Comme W est projective, W <λ/> = Gcλ/>(Fcλ/>) est aussi pro jec-
tive. Pour tel λ7, soit S
λ
' un sous-groupe algebrique resoluble connexe
contenant J?cλ/), ce dernier groupe etant resoluble d'apres Corollaire 1. 8.
L'application g^ -* g^(F^) de Gcλ/) sur W^ passe au quotient par
28) Cela resulte de la proposition suivante : "Soient V, W des varίetes algebriques (abstraites),
f une application rationelle partout definie de V sur W. Supposons que V, W, f sont definis sur
k. Soient V^, JFcλ), /(λ:) les objects obtenus de V, W, f par la reduction modulo J)
λ
. Alors
V application fϋ^ de Fcλ) dans W^ est sur jective et partout definie pour presque tous les λ".
La demonstration de cette proposition sera donnee dans un memoire (pas encore publie) de G.
Shimura-Y. Taniyama sur la theorie de la multiplication complexe.
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et induit une application rationnelle, partout definie de Gcλ/)/ί?cλ/)
sur T7cλ/). II est clair que Γimage reciproque de chaque point se compose
de m points, oύ m designe Γindice de jf?cλ/D dans le groupe {/zcλ/:> € Gcλ/)
#λ'>(Fcλ/>)==Fcλ/>}. Comme Gcλ/Y#cλ/) est non singuliere, on voit que
Gcλ/Yί?cλ/:>
 es
f
 une
 variete projective29). Maintenant S
λ
' opere sur
Gcλ/γj?cλ/D par les translations a gauche et y possede un point fixe23), done
il est conjugue a un sous-groupe de J?Cλ/). On a done S
λ
' = J?cλ/) = ί?cλ:>,
car R est defini sur k, ce qui montre notre assertion.
Proposition 2. 11. Solent G un groupe algebrique connexe defini sur
k. Si Ga) est resoluble pour presque tons les λ, alors G est resoluble.
En effet, on sait qu'il existe un sous-groupe R resoluble connexe
maximal de G defini sur k™\ Soit V un sur-corps de k de degre fini,
sur lequel R est defini. Alors ί?Cλ/) est resoluble connexe maximal dans
G(λ/) pour presque tous les λ' d'apres la Proposition 2. 10. On a done
pour presque tous les V, d'oύ R = G, c.q.f.d.
Theoreme 2. 12. Soit G un groupe algebrique connexe defini sur k.
Alors G est resoluble si et seulement si GCΛO est resoluble pour presque
tous les λ.
Cela resulte du Corollaire 1. 8 et de la Proposition 2. 11.
Proposition 2. 13. Solent G un groupe algebrique connexe defini sur
k, et R un sous-groupe algebrique connexe de G defini sur k. Si 7?cλ:> est
un sous-groupe resoluble connexe maximal de Gcλ) pour presque tous les λ,
alors R est un sous-groupe resoluble connexe maximal de G.
D'apres Proposition 2. 11, R est resoluble. Soit S un sous-groupe
resoluble connexe de G contenant R. On peut supposer que S est defini
sur k. Soit k' un sur-corps de degre fini de k sur lequel S est rationnel.
Alor Scλ/) est un sous-groupe resoluble connexe de GCλ° contenant l?cλ/:>
pour presque tous les λ', on a done Scλ/;) — Jf?Cλ/) pour presque les λ', d'oύ
S = Ry c.q.f.d.
Theoreme 2. 14. Solent G un groupe algebrique connexe defini sur k,
et R un sous-groupe algebrique connexe de G, defini sur k. Alors R est
un sous-groupe resoluble connexe maximal de G si et seulement si J?cλ° est
un sons-groupe resoluble connexe maximal de Gcλ) pour presque tous les λ.
Cela resulte de la Proposition 2. 10 et de la Proposition 2. 14.
29) [1], Lemme 14.1.
30) [1], Lemme 16. 9.
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Proposition 2.15. Solent G un groupe algebrique connexe defini sur
k, et Q un tore maximal de G defini sur k. Alors ζ)Cλ) est un tore maximal
de GCλ° pour presque tous les λ.
En effet, soit R un sous-groupe algebrique resoluble connexe maxi-
mal de G le contenant, defini sur un sur-corps V de k de degre fini.
Alors QcΛ° = ζ)cλ/) est un tore maximal de ί?cλ/) pour presque tous les λ'
d'apres Proposition 2. 6. Puisque 7?(λ/) est un sous-groupe resoluble con-
nexe maximal de Gcλ/) pour presque tous les λ' d'apres Proposition 2.10,
Qcλ) est un tore maximal de G(λ) pour presque tous les λ31), c.q.f.d.
A partir de maintenant, le corps k sera toujours suppose etre de carac-
teristique 0, parce que nous nous servirons des resultats dϋs a C.
Chevalley sur la correspondance entre groupes et algebres de Lie.
Proposition 2.16. Soit G un groupe algebrique connexe defini sur k.
Si Gcλ) est commutatif pour presque tous les λ, alors G est commutatif.
Supposons que G n'est pas commutatif. Alors Γalgebre de Lie g de
G n'est pas commutatif32\ Alors il exists X, YeQΓ\M(n, k) tels que
IX, F]ΦO. On a done X,YeM(n,o
λ
) et [Zcλ), Y^ = [_X9 y]cλ)Φθ
pour presque tous les λ. Comme g(λ) est Γalgebre de Lie de GCλ) pour
presque tous les λ d'apres Theoreme 2.1, il resulte que gcλ) est contenu
dans Γalgebre enveloppante de Gcλ)33;), ce qui montre que G(λ) n'est pas
commutatif pour presque tous les λ, c.q.f.d.
Theoreme 2.17. Soit G un groupe algebrique connexe defini sur k.
Alors G est commutatif si et seulement si G(λ) est commutatif pour presque
tous les λ.
Cela resulte du Corollaire 1. 3 et de la Proposition 2.16.
Proposition 2.18. Soit G un groupe algebrique connexe defini sur k.
Si GCλ° est un tore pour presque tous les λ, alors G est un tore.
D'apres Proposition 2.16, G est commutatif. On a done G=G
s
xG M ,
et Gcλ) = (G
s
)cλ)x(GJ(λ), (G5)Cλ) etant un tore pour presque tous les λ en
vertu de la Proposition 2.5. Comme (GM)cλ)—{/cλ)} pour presque tous
les λ, on a GU={I}, d'oύ G = GS est un tore.
Theoreme 2.19. Soit G un groupe algebrique connexe defini sur k.
31) [1], Corollaire 16. 6.
32) [3], Ch. Ill, § 8 Proposition 12, Corollaire 2.
33) [2], Ch. II, § 8 Proposition 6.
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Alors G est un tore si et settlement si Gcλ) est un tore pour presque tons
les λ.
Cela resulte de la Proposition 2. 4 et de la Proposition 2. 18.
Proposition 2.20. Soίent G un groupe algebrique connexe defini sur
k, et Q un sous-groupe algebrique connexe de G. Si QCλ) est un tore maxi-
mal de G(λ:> pour presque tous les \ alors Q est un tore maximal de G.
En effet, d'apres Proposition 2. 18 Q est un tore. Soit Q
x
 un tore
de G contenant Q, defini sur V. Alors Qιλ/) est tore contenant le tore
^QCλ)
 pour presque tous ιes λ/y d'oύ Q, = Qy c.q.f.d.
Theoreme 2. 21. Solent G un groupe algebrique connexe defini sur k,
et Q un sous-groupe algebrique connexe de G. Alors Q est un tore maxi-
mal de G si et seulement si Qcλ) est un tore maximal de G(λ) pour presque
tous les λ.
Cela resulte de la Proposition 2. 15 et de la Proposition 2. 20.
Pour demontrer la Proposition 2. 24 sur les sous-groupes de Cartan
de G, il nous faut deux lemmes suivants.
Lemme 2.22. Soit K un corps par fait infini. Soient G(CGL(w, K))
un K-groupe algebrique, et g Γalgebre de Lie de G. Designons par
la nullite de I—Ad x, ^GG34). Alors on a
En effet, posons
α = {Xeg; (I-Ad x)m X=Q , m etant un certain entier >0} .
On sait que dim a = vg(jt)35). Comme Ad. est une represantation ration-
nelle du groupe algebrique G, on a Ad x = Ad (x
s
 x
u
) = (Adx
s
) (Adx
u
)
= (Ad x)
s
 (Ad x)
u
™\ ce qui montre que la composante semi-simple de
Ad x est Ad x
sy d'oύ (/— Ad x)s = I— Ad xs. On a done
α = {Xϊ Q (I-Adx), X=Q} = {XeQ ;(I-Adx,) X = 0}
Soit § Γalgebre de Lie de Z(x
s
). Comme 3 est contenue dans Γalgebre
enveloppante de Z(x
s
)™\ il resulte que g Cα, d'oύ
dim Z(x
s
) = dim s<dim α = »$(χ) , c.q.f.d.
34) [3], Ch. VI, § 3.
35) [3], Ch. VI, § 3. Proposition 2.
36) [1] Theoreme 9. 3, Remarque 9. 5.
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Remarque. On a Γegalite: dimZ(x
s
) = v§(x] lorsque K est de carac-
teristίque 037:>.
Lemme 2. 23. Solent G un groupe algebrique defini sur ky et g un
element semi-simple de G, rationnel sur k. Alors on a dim (Z(^))CX)
= dim Z(gcλ)) pour presque tous les λ, oύ g^ designe la matrice obtenue
de g modulo p
λ
.
En effet, on voit immediatement que Z(£)c;°CZ(g cλ)). D'apres
Lemme 2. 22, Remarque ci-dessus et Theoreme 2. 1, on a
vz(g] = dim Z(& = dim Z(g)^<dim Z(g^)<»Q^(g^)
pour presque tous les λ. Alors il suffit de remarquer, pour demontrer
notre Lemme, que vQ(g) = »Q(»(g^) pour presque tous les λ. Mais cela
resulte des faits que le polynόme caracteristique de 7Cλ)— Ad g^ est
obtenu de celui de I—Adg par la reduction modulo {>
λ
 pour presque tous
les λ et que les multiplicites de valeurs propres nulles de ces polynόmes
sont egaux pour presque tous les λ, c.q.f.d.
Proposition 2. 24. Solent G un groupe algebrique connexe defini sur
k, et C un sous-groupe de Cartan de G defini sur k. Alors Ccλ) est un
sous- groupe de Cartan de Gcλ° pour presque tous les λ.
En effet, ill existe un tore maximal de G defini sur k tel que
C=Z(Q)38). Soit g un element regulier semi-simple rationnel sur k tel
que C = Z(Q)=Z(g). Soit V un sur-corps de k de degre fini sur lequel
Q est defini et g est rationnel. Designons par dcλ) la dimension de sous-
groupe de Cartan de Gcλ). On a
dim Z(Q) = dim Z(g) = dim
pour presque tous les λx d'apres Lemme 2. 23, et
dim Z(Q) = dim (Z(Q))Cλ><dim Z(Q<λ/>) =
pour presque tous les λ' d'apres Proposition 1. 2, Proposition 2. 15, d'oύ
dim Z(Q)Cλ) = dim CCλ) = d^ , c.q.f.d.
Proposition 2. 25. Soit G un groupe algebrique connexe defini sur k.
Si Gcλ) est nil potent pour presque tous les λ, alors G est nil potent.
Soit C un groupe de Cartan de G defini sur k'. Alors Cα/) est un
37) [3], Ch. VI, § 4, Proposition 8.
38) [1] Theoreme 20. 4, Proposition 20. 8.
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groupe de Cartan de Gα/) pour presque tous les λ' d'apres Proposition
2.24. On a done CCλ/) — Gcλ) pour presque tous les λ', d'oύ C = G, c.q.f.d.
Theoreme 2. 26. Soit G un groupe algebrique oonnexe defini sur k.
Alors G est nilpotent si et seulement si G(λ) est nilpotent pour presque
tous les λ.
Cela resulte du Corollaire 1.8 et de la Proposition 2.25.
Psoposition 2. 27. Soit G un groupe algebrique connexe defini sur k.
Si GCλ) est forme de matrices unipotentes pour presque tous les λ, alors G
est forme de matrices unipotentes.
En effet, on sait que Gcλ) est nilpotent pour ces λ16). II en resulte
que G est nilpotent d'apres Proposition 2.25. On a done G = G
s
xG
u
, et
Gcλ) = (G5)(λ)x(GM)Cλ), (G5)cλ) etant un tore pour presque tous les λ d'apres
Proposition 2.5. Comme (G5)cλ:>— {/cλ)} pour presque tous les λ, on a
G,= {/}, d'oύ G = GU, c.q.f.d.
Theoreme 2. 28. Soit G un groupe algebrique connexe defini sur k.
Alors G est forme de matrices unipotentes si et seulement si GCλ) est forme
de matrices unipotentes pour presque tous les λ.
Cela resulte du Corollaire 1. 10 et de la Proposition 2. 27.
Proposition 2.29. Soient G un groupe algebrique connexe defini sur
k, et C un sous-groupe algebrique connexe de G defini sur k. Si CCλ) est
un sous-groupe de Cartan de Gcλ) pour presque tous les λ, alors C est un
sous-groupe de Cartan de G.
En effet, comme Ccλ) est nilpotent pour presque tous les λ, C est
nilpotente d'apres Proposition 2. 25. De plus il est clair que CCλ° est nil-
potent maximal pour presque tous les λ. II suffit done demontrer que
dim N(C) =dim C39). Mais c'est la consequence de la relation suivante :
dim C<dim N(C) = dim (MQ)cλ)<dim N(C^) = dim Ccλ> = dim C ,
vu Proposition 1. 4, c.q.f.d.
Theoreme 2. 30. Soient G un groupe algebrique connexe defini sur k,
et C un sous-groupe algebrique connexe de G defini sur k. Alors C est un
sous-groupe de Cartan de G si et seulement si Ccλ) est un sous-groupe de
Cartan de Gcλ° pour presque tous les λ.
39) DLJ (20.2).
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Cela resulte de la Proposition 2. 24 et de la Proposition 2.29.
(Reςu le 24. Fevrier, 1958)
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