Abstract. In the artificial neural network, BP neural network is a multilayer feedforward neural network which is used widely. BP neural network uses a classic BP algorithm, and it is in accordance with the error back-propagation algorithm for learning and training. This paper first analyzes the basic idea of BP algorithm, and using BP neural network model and the flow chart to illustrate; then, introduces the disadvantage of BP algorithm, has slow convergence and easy to fall into local minimum point and other defects, and describes the current improvements methods, such as adding momentum item, introduce variable step method and other optimization methods, which effectively improve the convergence of BP algorithm, to avoid falling into local minimum point; finally, describes in detail the application of BP neural network in face recognition. Effective research on BP neural network, which can be further development and application of BP networks play an important role.
output node, and finally gives the output results. BP neural network model is shown in Fig. 1 . BP network uses a gradient descent method, gradient descent method is based on the gradient of the error function for every two nodes weights, and calculate the weight contribution of the error function, and then according to the gradient information to modify the weights in order to achieve the purpose of learning. BP network can have multiple hidden layers, with h hidden layer, according to feedforward order, the hidden layer nodes is m 1 , m 2 …m h ; each hidden layer output is y 1 , y 2 …y h ; weight matrix for each layer is w 1 , w 2 …w h+1 , then each weight adjustment formula is: output layer:
, According to the rule to analogize can obtain the first layer weights adjustment calculation formula [3] .
The main idea of BP algorithm is the learning process into signal forward propagation and error back propagation in two stages [4] . In the forward propagation stage, the input information from the input layer through the hidden layer to the output layer is transmitted, generating an output signal at an output terminal. In the process of the signal passed along the network weight value is fixed, the state of each layer neuron only affects the lower layer neuron state. If the desired output cannot get in the output layer, there is an error between the actual outputs value and the desired output value, and then turned back propagation process. In the back-propagation phase, error signal returns along the original connection path, by modifying the weights of each layer neurons, successively to the input layer propagation to calculate, and then through the forward propagation process, repeated use of these two processes, such that the error signal is minimized. In fact, when error reached the desired requirements, the network learning process is over. BP algorithm flow chart is shown in Fig.  2 .
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Inadequate and Improved on BP Algorithm
Although BP network with nonlinear capabilities, generalization ability and strong fault tolerance ability, but it also has many deficiencies. BP network is slow convergence speed, easily falling into local minimum. BP network using gradient descent method, training from a starting point of the slope gradually reaches the minimum error. For complex networks, the error function is curved multi-dimensional space, which in the process of training may fall into a small valley area and generate local minima, so that training cannot jump out of the local minimum value [5] .
Network structure is difficult to determine, the structural parameters (including hidden layers numbers, hidden layer neurons numbers) lack of theoretical guidance, usually only be selected based on experience; poor generalization ability, under normal circumstances, training ability is poor, the generalization ability is also poor, and to a certain extent, with the training ability to improve, generalization ability is improved. But this trend has a limit, when this limit is reached, with the training ability to improve, generalization ability declines and that the so-called "over-fitting" phenomenon. At this point, the network learning too many details of the sample, which does not reflect that the samples contains the rules [6] .
At present, the BP algorithm has been obtained for a number of improved methods, which comprises adding momentum item, that is based on the original adds an additional momentum, namely ))
(a v represents a negative gradient in a moment, η is the learning rate, c 1 and c 2 is the momentum factor; the adoption of better initial weights; function output limit method; variable step method and so on [7] . As the error function improved, can effectively avoid the neurons output fall into the saturated zone of Sigmoid type function, improve the learning speed; eliminates local minimum; at the same time be able to raise the rate of adaptive learning algorithm, but must first be selected some parameters can change the learning rate in the learning training. The learning rate η has a greater impact on the convergence speed of the parameter, η get bigger, more dramatic changes in the weights, the faster convergence, but easy to make learning and training process oscillation, η get smaller, weights change is the smaller, but also make the convergence rate of decline. In order to learn training as much as possible to speed up the convergence rate, should select the appropriate learning rate. To solve this problem, usually under the premise of ensuring convergence precision, as far as possible to improve the η value, accelerated the convergence rate.
Application of BP Neural Network
Face recognition is a typical problem in the field of pattern recognition and image analysis, face recognition technology as an authentication technology is widely used in finance, security and other fields. However, under different light, different acquisition angles, different expressions, these factors have a great influence on the face recognition. The same person's face features exhibit very different, for face recognition to cause great difficulties. Therefore, improving the robustness of face recognition has become an important topic in the field of pattern recognition [8] .
For face recognition, is one of the greatest human visual function, neural networks inspired from the nervous system of animals, the use of a large number of simple processing units which constitute the complex interconnected systems to solve complex problems of pattern recognition and behavior control. The BP neural network is used in face recognition, face recognition model is established, through the implementation of image compression, image sampling and standardization of input vector and other image preprocessing on the input image, the normalized vector input BP neural network carry on training. When BP network is used in face recognition, each input node of network corresponding to a characteristic of samples, and the output nodes number is equal to the number of categories, an output node corresponds to a class. In the training phase, if the input training samples category punctuation is a, then when the training the desired output is assumed that the a-th node is 1, and the remaining output nodes are 0. In the recognition phase, when an unknown category sample is applied to the input terminal, inspect each output node corresponding output, and this sample category is determined to have a maximum value of the corresponding to the output node of the category. If the maximum value of the distance between the output node and other nodes is small (less than a certain threshold value), determination is refuse to make the judgment. Through competitive selection, to obtain recognition results [9] .
Conclusion
In recent 20 years, researchers in order to improve a variety of insufficient of BP neural network, a large number of studies have been made. Through research can be seen in resolving defects of BP neural network, can use different methods to solve from different aspects. At the same time can see improvements in the excitation function and error function primarily in varying degrees, to improve the convergence speed of the neural network, while the relevant parameters to improve primarily focused on improving network minimization problem [10] . For improved BP neural network, scholars are still making unremitting efforts, hoping to find at all defects can be improved and effective method. Whether attempting to select the appropriate initial weights and thresholds, or change the network structure, from a different perspective, to find a balance point is not a very easy thing to do at all inadequate, people are still doing further research. To perfect for improving BP algorithm, to expand application scope of BP neural network is with great benefits.
