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ABSTRACT 
Let the linear system Ax = b be rectangular but solvable. If A is a large sparse 
matrix, then one possibility to solve the system is to use the iterative method of 
Kaczmarz. Even in the case when the system is unsolvable, this method is applicable 
if the relaxation parameters are kept fixed in a certain interval. To get a meaningful 
result, however, one has to apply strong underrelaxation. We give an interpretation of 
the limit in terms of a generalized inverse of A and derive bounds with respect to the 
least-squares solution. Using a result of Buoni and Varga, we estimate the speed of 
convergence. It is further shown that the eigenvalues of the iteration matrix are 
nearly real numbers, and we propose to use Chebyshev acceleration. This results in a 
significant speedup. 
1. INTRODUCTION 
The oldest and maybe most straightforward approach to the reconstruc- 
tion of images from their projections is to discretize the area to be recon- 
structed into a large number of pixels, say n, and to assume the density of 
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the image to be constant on each pixel. Thus, each discretized image can be 
described by a density vector x = (x,, . . . , x,Y’ where each index identifies 
one pixel. The goal is then to find a density vector x for which the projected 
data Ax are close to the given measurements. Under certain idealized 
circumstances, A can be assumed to be a linear mapping. Hence, the original 
problem is reduced to solving the linear system 
Ax =‘b, (1.1) 
where the vector b contains the measured data. 
In the area of computerized tomography, A is well understood and easy 
to calculate (cf. the monographs of Herman [13] and Natterer [19]). In 
practice, n and m-which is the number of the measurements-are usually 
so large that iterative methods, e.g., the so called row-action methods 
(Censor [6]) are preferred (in a row-action method only one block of rows of 
A is used in a certain time interval). One of these methods is the iterative 
method of Kaczmarz [15], and in fact it was implemented by Hounsfield in 
the very first medical scanner [I4]. 
We consider Kaczmarz’s method in the case that (1.1) is not solvable. 
This is most likely to happen in practice, because of the influence of noise in 
the measurements and the discretization error of the model. The Kaczmarz 
method makes use of some parameters wl,. . . , w,, which are called relax- 
ation parameters, and it has been known for some time that choosing them to 
be nearly zero results in better reconstructions. Just recently, Censor, 
Eggermont, and Gordon [7] gave a theoretical foundation for this observation. 
In this paper we analyze the method with small relaxation parameters. 
Section 2 contains the definition of the iterative scheme, and in Section 3 its 
convergence properties are discussed, i.e., we characterize the limit and 
calculate the speed of convergence. Since this is usually very slow, the fourth 
section is devoted to the problem of accelerating convergence. Actually, we 
show that the use of Chebyshev semiiteration gives a significant improve- 
ment. Note that we make no use of the symmetric variant of the method as 
proposed by Bjorck and Elfving [3]. 
The following notation is used. For an m X n matrix A we write JI/(A) 
for the nullspace and s’(A) for the range. Any linear mapping X for which 
AXA = A and XAX = X holds is called a generalized inverse A- of A. It is 
well known that any generalized inverse defined in this way is characterized 
by its range R and nullspace N (so we sometimes add them as subscripts: 
A&), which have to be complementary subspaces of JI/(A) and L%‘(A), 
respectively. We mention two special cases, i.e., the Moore-Penrose general- 
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ized inverse A+ for R = J(A) 1 and N = S(A) _L and the group general- 
ized inverse A# of a square matrix A, where R = S%‘(A) and N = -4’(A). 
The latter exists if and only if 9(A) and M(A) are complementary 
subspaces. For details on generalized inverses we refer to the books of 
Campbell and Meyer [5] and Ben-Israel and Greville [l]. 
2. THE METHOD 
Denote the rows of A by a:,. . .,a:, and let b = (b,, . . .,bmY. The 
classical scheme of the method is to sweep through the rows of A in a cyclic 
way, projecting in each substep the last iterate orthogonally onto the solution 
hyperplane of aTx = bi and taking this as the next iterate. In the modem 
approach, relaxation parameters wi are introduced so that the new iterate 
may be any point along the line of projection. Hence, if i is the last 
approximation, the update in the i th substep takes the form 
2 := jz+ wi(bi -aTZ)(aTai)-‘a,. (2.1) 
If wi = 1 for all i, we recover the original algorithm of Kaczmarz. 
Let us introduce some positive weights wi defining a weighted Euclidean 
norm in C”, 
These weights are meant to indicate the reliability of some measurements, 
and can be used to represent constraints on certain components of the data 
by choosing the corresponding weights very large. The problem is now to 
approximate the weighted least-squares solution of (1.1) [with respect to 
(2.2)] with minimal Euclidean norm. 
To do this we suggest one should choose the relaxation parameters by 
fixing 
0. := ww?a*a. t t t 1) i=l ,...,m, (2.3) 
for all sweeps through the rows of A. The parameter w on the right-hand 
side of (2.3) will be defined in an appropriate way to guarantee meaningful 
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convergence (see Section 3). With the choice of (2.31, (2.1) simplifies as 
follows: 
ALGORITHM 2.1 (One step of Kaczmarz’s method). 
u := x 
k 
i := 0 
loop 
i:=i+l 
r:=bi-aTu 
u := u+ cow,?raj 
until i = m 
In this algorithm, k is the iteration count of Kaczmarz’s method. For the 
usual implementation, u and xk can share storage. The necessity of the 
introduction of u will become clear later. Note that one step of the iteration 
costs about the same as two matrix-vector multiplications by A. 
With the same argumentation as in [I9], we can interpret Algorithm 2.1 to 
be equivalent to an SOR-like method, applied to 
.fLi*y =a, x = A* Y> (2.4) 
where A = WA, 6 = W b, and W is the diagonal matrix built up by wi, . . . , w,. 
That is, if L is the strictly lower triangular part of AA*, then we can write, 
for the iterates xk generated by Algorithm 2.1, 
xk+l = xk + d*( z + d,) -‘(b- ‘&.). (2.5) 
Note that in general, (2.5) coincides with the SOR method applied to (2.4) 
only if IIwiail12 = 1 for all the rows of A. 
Algorithm 2.1, as well as (2.5) and all the results in the subsequent 
sections, immediately carries over to the so called block Kaczmarz method. 
In this case the a* have to be considered as ‘groups of rows of A, and m 
must denote the number of row blocks. The weights wi can be any 
nonsingular symmetric matrices, in which case W becomes block-diagonal. 
Then L is the lower block-triangular part of AL*, where the block structure 
is induced by the block structure of A. 
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3. CONVERGENCE PROPERTIES 
For ease of notation we will write A and b instead of A and 6 in the rest 
of this paper, thus concentrating on the weighted problem. in addition, from 
now on, a: will denote the ith row of the modified matrix. 
Conditions for the convergence of the iteration (2.5) are well known. 
They can be found, e.g., in the paper of Eggermont, Herman, and Lent [S], 
from which we take 
THEOREM 3.1. Z&zmurz’s method as given in Algorithm 2.1 and fm- 
mally in (2.5) converges for any initial guess x0 if 
0 < 0 < 0 := min{2/llaj]]i:i = l,...,m). 
The following results characterizes the resulting limit using a generalized 
inverse of A (clearly, a similar characterization is easy to obtain with respect 
to the unweighted system). It is a generalization of results of Tanabe [21] and 
Nashed [18] and of [19]: 
THEOREM 3.2. Let 0 <o < 6I, and take x,, E &‘(A*), e.g., x0 = 0. Then 
the limit x(w) of Algorithm 2.1 is given by 
X(W) = A,,&, R=J’(A)*, N=(Z+oL)W(A)? (3.1) 
Proof. Let T, be the iteration operator of (2.51, i.e., 
T,=Z-oA*(Z+oL)-‘A. (3.2) 
Under the restrictions on o given above, T, is semiconvergent [S], i.e., all 
eigenvalues of T, different from 1 have modulus smaller than 1, and 
WtZ - T,) and M(Z - T,) are complementary subspaces. We have 
J”(Z-T,)=&A) and %‘(Z-T,)=JI/(A)L, (3.3) 
where the first equality again was shown in [S] and the second then follows 
from (3.2). 
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It is now easily seen (cf. Berman and Plemmons [2]) that 
x(m)=[Z--(I-TT,)(Z-T,)#]x,+(Z-Z’J%A*(Z+wL)-’b 
by our choice of x0 and by (3.3). Let us write X for the operator acting on b, 
i.e.. 
x=[A*(z+~L)-~A]~A*(z+~L)-‘. (3.4) 
To prove that X is a generalized inverse of A, we observe 
=[A*(z+~~L)-‘A]#A*(z+~L)-~ 
=x, 
where we have used one of the defining properties of the group inverse. On 
the other hand, 
Because of (3.3), (I - T,)#(Z - r,,,) is th e orthogonal projector onto Jy( A) I, 
and hence we conclude that AXA = A. 
So we have proved that X = A- for some complementary subspaces 
R = 9(X> and N = J(X). From (3.4), R c &@(A*) = M(A)‘, and because 
R and M(A) are complementary, equality must hold. Now, let b E N(X). 
Making use of (3.2), this gives 
Xb=w(Z-T,)#A*(Z+oL)-‘b=O, 
and, because of (3.31, it follows that A*(1 + wL)-‘b E J”(A). Since trivially, 
A*(Z + &,)-lb E H(A) I, it must be that A*(Z + oL)- ‘b = 0. Thus, 
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We remark that (3.1) presents x(w) as a generalized solution of (1.1) of 
minimal Euclidean norm but, in general, it is not the least-squares solution of 
minimal length, x+, with respect to the (1. I],-norm. In the next theorem we 
show how close x(w) and x+ are: 
THEOREM 3.3. Denote by P the orthogonal projector onto LX?(A)‘. Then 
we have 
11x(w) -x+ I( < wllA+LPbll+ O(02), w--f o. (3.5) 
Proof. We have x+ = Af b and x(w) = AR,Nb with R and N defined as 
in Theorem 3.2. We use the following formula [l, Theorem 2.10(c)]: 
AR.v=A+(Z-Q), I 
where Q is the oblique projector onto N along L%?(A). Hence, 
X+ -X(W) =A+Qb. (3.6) 
For o sufficiently small, Z + wZ,P is invertible, the inverse fulfilling 
(z+wLP)-‘=z-oLP+o(w2), w -0. 
Using the easily verified identity 
Q=(Z+wL)P(Z+wLP)-‘, 
this gives 
Q=P+w(Z-P)LP+O(w2), w + 0. 
From (3.6) and the properties of the Moore-Penrose generalized inverse, we 
now conclude 
X+ -x(o) =wA+LPb+0(ti2), w + 0, 
and (3.5) follows immediately. w 
In subsequent investigations we have strengthened this method of proof 
to obtain sharp nonasymptotic estimates for x(w) [12]. As a corollary we find 
the result of Censor, Eggermont, and Gordon: 
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COROLLARY 3.4. Zf w + 0 then x(o) + A+ b, the weighted least-squares 
solution with respect to (2.2) of minimal length. 
Another interpretation of the influence of strong underrelaxation on the 
iterates of Algorithm 2.1 has been recently given by Elsner, Koltracht, and 
Lancaster [lo]. 
In the remaining part of this section we deal with the speed of conver- 
gence. We introduce the asymptotic convergence factor K, by 
K, = lim - sup IIXk -x(m) Il1’k 
k+m xo~.94A*) 
If a(T,) is the spectrum of T,, then we know (cf. [2]) that 
KOJ =max{~h~:hEa(T,),A#l]. 
Recently, one upper bound for K, was given by Nelson and Neumann [20]. 
However, for small o, a sharper estimate can be obtained with the methods 
used by Buoni and Varga in [4]. Adapting their proof [4, Theorem 3.11 by 
looking at (l/o)(Z - T,) as a perturbation of A*A, we get 
THEOREM 3.5. For w + 0, K,,, = 1- waf + O(w’>, where 0 < cri < . * * 
< a,. are the singular values of A. 
Two remarks are in order. First, note that there is a dilemma arising from 
the last two results. On one hand, Corollary 3.4 favors the choice of smaller 
o to get better solutions of the system, while on the other hand, Theorem 3.5 
indicates the convergence will slow down for such a choice. 
Second, it can be seen that for small w, neither a priori row orderings of 
A nor block versions of Algorithm 2.1 will produce significant improvements 
in the speed of convergence, since the singular values of A are unaffected 
thereby. This is in contrast to the classical Kaczmarz method with w = 1, 
which was investigated by Hamaker and Solmon [ll]. Hence, for inconsistent 
systems like (1.1) other ways of accelerating convergence have to be found. 
4. CONVERGENCE ACCELERATION 
The method we suggest will make use of spectral properties of T,. Our 
motivation arose from an observation made in [20]. There it was shown that 
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a(T,) c [w for m = 2 and small w. The same result can be proved for n = 2 if 
A is nonnegative, using the theory of M-matrices, and for arbitrary m and n 
if T, is the SOR operator with respect to (2.4) and AA* is consistently 
ordered (cf. Young [22]). While the previous statement does not hold in 
general (see Figure l), the following result is easy to obtain. 
LEMMA 4.1. There is a positive constant C such that jbr all A E u(T,) 
and all 0 < w < W we have ]Im h( < Cw’. 
Proof. We have 
Z’, = I - oA*( I + oL) -‘A 
= I-&*[I-oL+02L2+ --- +oJ'-~(-L)~-~]A 
= I- wA*A + w’A*LA - . * . - #A*( - L)“-‘A. (4.1) 
Hence, the skew-Hermitian part of T, is given by 
s,=#,-T,*) 
= &4*+(L _ L*),A + . . . +( _ O)mA*$(L’-l _ L*“-‘)A, 
which gives ]]S,]] < Cw2 for some constant C as long as S,,, itself is bounded. 
This is true for 0 < o < W, because then l/T,]] < 1 [8]. Now, take A E o(T,). 
Then there is an x E C”, l]x]] = 1, such that 
IIm Al = Ix*S,xI =G IIx*l12~~Soll G Cw2, 
which completes the proof. n 
To illustrate Lemma 4.1 consider Figure 1. For a sample of 300 matrices 
A in (1.1) with n = 10 and m < 30 we calculated the eigenvalues of the 
corresponding Kaczmarz operators T, (the weights were chosen to be the 
inverses of the row norms of the matrices, and for w we took 1.0, 0.8, and 
0.3, respectively). The test matrices were constructed as described in [13, 
Chapters 4, 51, with m and n much smaller, of course, than proposed there. 
Such results might be expected to be similar for real applications in medical 
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computerized tomography. We grouped these eigenvalues with respect to the 
value of w. It can be seen that even for medium-sized w the eigenvalues are 
quite close to the real axis. 
The well-known Chebyshev semiiterative method is a feasible accelera- 
tion method if the eigenvalues of the iteration matrix different from unity can 
be embraced by an ellipse symmetric to the real axis that does not con- 
tain 1. This was shown by Manteuffel [16] for the nonsingular case, and it 
holds for our case, too, as follows from the analysis of Eierman, Marek, and 
Niethammer in [q]. The convergence factor of the accelerated method 
depends only on these eigenvalues, and when applied to Kaczmarcz’s method, 
the limit of the accelerated scheme is the same as that of Algorithm 2.1 [see 
(3.111. 
Lemma 4.1 in conjunction with Figure 1 indicates that for small relax- 
ation parameters this ellipse can be chosen nearly degenerate, and such a 
choice should give good speedup. For an extensive description of the 
Chebyshev method for nonsymmetric systems, see [16]. 
ALGORITHM 4.2 (Accelerated Kaczmarz method for inconsistent systems). 
x0 := 0 
initialize w, y, 6 by some a priori knowledge 
calculate u with Algorithm 2.1 
x1 := O/&I; k := 1 
p. := 26(2P - ye)-1; /.Li :=/Jo@ - 1); pz := l- 8p. 
loop 
1 
calculate u with Algorithm 2.1 
xk+l:=ELou+ PlXk+PzXk-l 
p. := (6 -(r/2)2/.Lo)-‘; /Ji := po(8 - 1); /.L2 := 1- 8p. 
k:=k+l 
until convergence. 
To implement Algorithm 4.2 we need two additional n-dimensional 
vectors of storage (i.e., u and xk _ i; xk + 1 and xk _ 1 can share storage). We let 
y and 6 be restricted to the real line. The optimal choice of these parameters 
is then a function of the convex hull of (A # 1: A E a(T,) or h E o(T,)] [16]. 
In [3], Bjiirck and Elfving proposed to append a similar backward sweep 
through the rows of A after each iteration of Algorithm 2.1. We refer to this 
method as the Bjijrck-Elfving algorithm. The resulting iteration matrix, 
T,*T,, is Hermitian and can thus be accelerated by Chebyshev semiiteration. 
Note that one iteration of their algorithm is twice as expensive as one 
iteration of Algorithm 4.2. 
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THEOREM 4.3. Let TV be the convergence factor of Algorithm 4.2 for the 
optimal choice of real y and 6, and ?, be that of the Chebyshev-accelerated 
Bjiirck-Elf&g algorithm. Then both rw and fw tend to r,, := (a, - ul)/ 
(a, + a,) for w + 0. 
Proof. From [16] we know that a’ and &, respectively the smallest and 
the largest eigenvalue of 
Z - T,*T, = 2wA*A + 0( w”), W-t0 (4.2) 
[cf. (4.1)], determine ?,,,. We have 
d=20a,2+0(02), b=2wu,2+O(02), 0 -+ 0, 
and this results in ?w = TV + O(w) for w + 0 (see [16] for further details). 
Estimating r, is more complicated. As mentioned before, T, depends 
only on the spectrum of Td := T,),,,_,U,, the restriction of T, to &?(Z - T,). 
Equations (4.1) and (3.3) thus give 
Writing ZZ: (Si) for the Hermitian (skew-Hermitian) part of T;, we get 
HI,=Z-~A*AI,,,,+O(W~), s;=o(w”), w --f 0. 
The smallest and the largest eigenvalue of ZZ: are given by 
a=l-wur2+O(w2), b=l-wu,2+O(W2), w -+ 0. 
Hence, we can fit the spectrum of T; into the rectangle 
R,,,:=[-ic,ic]X[a,b], c := Ils:ll, (4.3) 
and we may choose parameters y’ and 6’ to be optimal with respect to R, 
instead of u(T:) [see Figure 2(a)]. The resulting convergence factor is an 
upper bound for 7,. Making use of Equations (4.6) (4.8) and (4.1) of [16] 
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i R; h 
FIG. 2. (a) u(T,)\{l} embraced by 
parameters y’ and 8’. (b) The eIlipse E* 
parameters y and S embraces [ReA,,ReA,]. 
(where y’ and 6’ are substituted for c 
some analysis that 
the ellipse E given by R, and its 
given by o(T,)\{l) and the optimal 
and d, respectively) we obtain after 
T,<70+o(1), w + 0. (4.4) 
Since any ellipse embracing a(Td) which is symmetric to the real axis 
contains every real interval [ReA,,ReA,] with A,,A, E a(T:), the conver- 
gence factor of the optimal Chebyshev method with respect to such an 
interval gives a lower bound for r. [see Figure 2(b)]. As in 141, it can be 
shown that we may choose 
A,=l-oa;+O(Wz), A,=l-oa,2+0(w&), w + 0. 
The lower bound for TV is now easy to obtain (again, see [16]). We get 
7, z 70 + o(l), 0 + 0, 
and from this together with (4.4) the assertion of the theorem follows for T,, 
too. H 
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Figure 3 shows the asymptotic convergence factors K,, R, (which refers 
to the nonaccelerated Bjorck-Elfving algorithm), T,, and ?m for 0 < o < d= 2 
of one representative from the examples used in Figure 1. The results of 
Theorems 3.5 and 4.3 are nicely verified, and for w sufficiently small (here, 
w < 0.4) Algorithm 4.2 will be the fastest of the four methods considered. 
So far, we have assumed the spectrum of T, to be known. This is not 
true in practical applications. In such a case we suggest using the adaptive 
algorithm of Manteuffel [17], which estimates eigenvalues during iteration. 
In fact, it can be proved that this method is applicable in our Algorithm 4.2 
and that the estimates will lie within the rectangle R, of (4.3). Hence, the 
convergence factor of the adaptive version of Algorithm 4.2 will also tend to 
7a as 0 + 0. 
We wish to thank M. Hochbruck and A. Kast far the numerical computa- 
tions. 
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