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Re´sume´
Les diagrammes de de´cision value´s (VDDs) sont par-
ticulie`rement inte´ressants pour la compilation de pro-
ble`mes de satisfaction de contraintes value´es (VCSPs).
L’inte´reˆt des diffe´rents langages de la famille VDD (en
particulier, les langages ADD, SLDD, AADD) est qu’ils
admettent des algorithmes en temps polynomial pour
des traitements (comme l’optimisation) qui ne sont pas
polynomiaux a` partir des VCSPs de de´part. Comme l’ef-
ficacite´ pratique de tels traitements de´pend de la taille
du VDD compile´e obtenu, il est important d’obtenir une
forme la plus compacte possible. Nous de´crivons dans
cet article quelques re´sultats issus de nos travaux sur la
compacite´ expe´rimentale des VDDs. Nous pre´sentons un
compilateur ascendant de VCSPs en SLDD+ et SLDD×,
un jeu d’heuristiques d’ordonnancement des variables,
ainsi que des proce´dures de traduction des langages
SLDD+ et SLDD× vers les langages ADD et AADD.
Les diffe´rents langages cibles et les heuristiques ont e´te´
teste´s sur deux familles de jeux d’essai, des VCSPs addi-
tifs repre´sentant des proble`mes de configuration de voi-
tures avec fonctions de couˆt, et des VCSPs multiplica-
tifs repre´sentant des re´seaux baye´siens. Il apparaˆıt que,
bien que le langage AADD soit strictement plus succinct
en the´orie que SLDD+ et SLDD×, ces deux langages
conviennent bien en pratique quand il s’agit de compiler
des proble`mes de nature purement additive (respective-
ment purement multiplicative).
Abstract
Valued decision diagrams (VDDs) prove valuable
data structures for compiling valued constraint satis-
faction problems (VCSPs). Indeed, languages from the
VDD family (especially, ADD, SLDD, AADD) benefit
∗Ce travail a be´ne´ficie´ du support du projet BR4CP ANR-
11-BS02-008 de l’Agence Nationale de la Recherche.
from polynomial-time algorithms for some tasks of inter-
est (e.g., the optimization one) for which no polynomial-
time algorithm exists when the input is the VCSP consi-
dered at start. Since the practical efficiency of such tasks
depends in practice on the size of the compiled VDD,
it is important to look for diagrams which as as com-
pact as possible. In this paper we present some results
issued from our work on the practical compactness of
VDDs. We present a VCSP-to-SLDD+ bottom-up com-
piler and a VCSP-to-SLDD× bottom-up compiler, se-
veral variable ordering heuristics, and some translation
procedures from SLDD+ and SLDD× to ADD and to
AADD. The target languages and the heuristics under
consideration have been tested on two families of bench-
marks, additive VCSPs representing car configuration
problems with cost functions and multiplicative VCSPs
representing Bayesian nets. It turns out that even if the
AADD language is strictly more succinct (from the theo-
retical side) than any of SLDD+ or SLDD×, those two
languages perform well in practice when purely additive
(respectively, purely multiplicative) problems are to be
compiled.
1 Introduction
Les diagrammes de de´cision – automates, dia-
grammes de de´cision binaires ordonne´s (OBDD), dia-
grammes de de´cision multivalue´s (MDD) – sont par-
ticulie`rement inte´ressants pour la compilation de pro-
ble`mes de satisfaction de contraintes, et spe´cialement
pour le type d’application qui nous inte´resse, a` sa-
voir la compilation de proble`mes de configuration de
produit [3, 10, 12]. Cela dit, ces diagrammes ne per-
mettent pas tels quels de repre´senter des fonctions
de couˆt, ou plus ge´ne´ralement des fonctions associant
une valuation (couˆt, degre´ de satisfaction, probabilite´,
etc.) aux affectations de variables – ils ne permettent
pas la compilation de proble`mes de satisfaction de
contraintes value´es (VCSPs). Dans un tel cadre, les
diagrammes de de´cision value´s (VDDs) – diagrammes
de de´cision alge´briques (ADDs) [4], diagrammes de de´-
cision a` arcs value´s (EVBDDs) [15, 14, 3], Semiring
Labeled Decision Diagrams (SLDDs) [20], diagrammes
de de´cision alge´briques affines (AADDs) [18][17] sont
alors des langages cibles pertinents. Les ADDs par
exemple ont e´te´ utilise´s pour la compilation de pro-
ble`mes de planification [13] ; des travaux en configu-
ration de produit [3, 11] ont propose´ d’utiliser les
EVBDDs (ou de manie`re e´quivalente, les SLDDs addi-
tifs – SLDD+) pour capturer des fonctions de couˆt ou
de pre´fe´rences fortement additives, c’est-a`-dire des cas
ou` la valuation associe´e a` une affectation des variables
s’exprime directement par un VCSP dont toutes les
contraintes souples sont unaires : l’ide´e est alors de
compiler les contraintes dures qui de´finissent le produit
configurable par un MDD, puis d’ajouter les valuations
de´finies par les contraintes unaires directement sur les
arcs.
L’inte´reˆt de ces langages de compilation est qu’ils
permettent une manipulation efficace de l’ensemble
des solutions du VCSP, une fois compile´. La re´solu-
tion interactive (c’est-a`-dire par l’utilisateur) d’un pro-
ble`me de configuration avec fonction couˆt par exemple
se re´nduit en effet a` des ope´rations de conditionne-
ment, de propagation et d’optimisation qui sont li-
ne´aires dans la taille de la structure compile´e. Ce qui
est donc important en pratique, c’est d’obtenir une
forme compile´e la plus compacte possible. Plusieurs
facteurs influencent cette compacite´ :
– la compacite´ the´orique (ou ”succinctness”) qui est
relative (elle indique s’il est possible de se´parer
exponentiellement ou non un langage d’un autre)
et qui se focalise sur le pire cas ;
– la canonicite´, c’est-a`-dire la capacite´ de chaque
langage a` offrir pour chaque VCSP une forme ca-
nonique – ceci permet de reconnaˆıtre et de fusion-
ner efficacement (par exemple, par un me´canisme
de cache) les sous-diagrammes e´quivalents ;
– les heuristiques d’ordonnancement des variables
choisies pour construire le diagramme de de´cision.
Les travaux de Sanner et Mc Allester ont montre´ que
le langage AADD offre une forme canonique et est plus
performant que le langage ADD du point de vue de la
compacite´ the´orique comme du point de vue pratique.
Dans des travaux re´cents [?], nous avons montre´ que
la proprie´te´ de canonicite´ a` l’œuvre dans les AADD
pouvaient eˆtre e´tendue, alge´briquement, au langage
SLDD, et qu’en the´orie au moins, le langage AADD
est plus succinct que SLDD+ (resp. SLDD×), c’est-a`-
dire le langage des SLDDs fonde´ sur le semi-anneau
commutatif 〈R+ ∪ {+∞}, 0,+∞,+,min〉 (resp. sur le
semi-anneau commutatif 〈R+, 1, 0,×,max〉).
Nous de´crivons dans la suite quelques re´sultats is-
sus de nos travaux sur la compacite´ expe´rimentale des
VDDs. Nous pre´sentons un compilateur ascendant de
VCSPs en SLDD+ et SLDD×, un jeu d’heuristiques
d’ordonnancement des variables, ainsi que des proce´-
dures de traduction des langages SLDD+ et SLDD×
vers les langages ADD et AADD. Les diffe´rents lan-
gages cibles et les heuristiques ont e´te´ teste´s sur deux
familles de jeux d’essai, des VCSPs additifs repre´sen-
tant des proble`mes de configuration de voitures avec
fonctions de couˆt, et des VCSPs multiplicatifs repre´-
sentant des re´seaux baye´siens. Il apparaˆıt que, quoique
le langage AADD soit strictement plus succinct en
the´orie que SLDD+ et SLDD×, ces deux langages
conviennent bien en pratique quand il s’agit de com-
piler des proble`mes de nature purement additive (res-
pectivement purement multiplicative).
2 Diagrammes de de´cision value´s
Soit X = {x1, . . . , xn} un ensemble de variables ou`
chaque xi ∈ X prend ses valeurs dans un domaine
discret Dx ; on note DX l’ensemble des affectations ~x
de X. Un diagramme de de´cision α est une structure
de donne´es permettant de repre´senter une fonction fα
qui associe a` chaque affectation ~x = {(xi, di) | di ∈
Dxi , i = 1, . . . , n} un e´le´ment d’un ensemble E de va-
luations. E est a` la base d’une structure de valuation E
qui peut eˆtre plus ou moins riche d’un point de vue al-
ge´brique. Dans le formalisme ADD, aucune hypothe`se
n’est faite sur E (bien que l’on conside`re ge´ne´ralement
que E = R). Pour le langage AADD, E = R+.
De´finition 1 Un diagramme de de´cision value´
(VDD) est un graphe oriente´ et acyclique avec une
seule racine, ou` chaque nœud N est e´tiquete´ par une
variable x ∈ X : si Dx = {d1, . . . , dk}, alors N a k
arcs sortants a1, . . . , ak, tels que chaque ai est value´
par val(ai) = di.
Les variables e´tiquetant les nœuds de tout chemin de la
racine a` une feuille sont toutes distinctes. Les nœuds
N (resp. les arcs a) peuvent e´galement eˆtre e´tiquete´s
par une valeur φ(N) (resp. φ(a)) de E. On note In(N)
(respectivement Out(N)) les arcs entrants dans (res-
pectivement issus de) N .
Les diagrammes de de´cision value´s sont ge´ne´rale-
ment ordonne´s : un ordre total < sur X est choisi de
manie`re a` ce que la suite des variables associe´es aux
nœuds rencontre´s sur chaque chemin de la racine vers
une feuille soit compatible avec cet ordre.
Un diagramme de de´cision value´ est dit sous forme
re´duite s’il ne contient pas de nœuds isomorphes
(deux nœuds e´tiquete´s par la meˆme variable et dont
les arcs sortants sont identiques, c’est-a`-dire pointent
sur les meˆmes nœuds en portant la meˆme valeur du
domaine de leur variable et la meˆme valuation φ).
Tout VDD posse`de une unique forme re´duite, qu’il
est possible d’obtenir en temps line´aire en sa taille,
soit par une proce´dure de re´duction remontant de
la/des feuille/s vers la racine, soit simplement par
un me´canisme de cache (une ”unique table”). Dans la
suite, nous supposons que les diagrammes de de´cision
conside´re´s sont sous forme re´duite.
Les ADDs sont la ge´ne´ralisation aux valuations non
boole´ennes des OBDDs, les deux nœuds terminaux
true et false e´tant remplace´s par autant de nœuds que
de valeurs de E associe´es a` une affectation au moins.
De´finition 2 Un ADD est un VDD ordonne´ dont
seuls les nœuds terminaux sont value´s (les arcs ne
le sont pas). Un ADD α associe a` chaque affectation
~x ∈ DX la valeur fα(~x) ∈ E de´finie par :
– si α est un nœud terminal N e´tiquete´ par un e´le´-
ment φ(N) de E, alors fα(~x) = φ(N) ;
– sinon, la racine N de α est e´tiquete´e par x ∈ X ;
soient d la valeur de x dans ~x, a = (N,M) l’arc
issu de N tel que v(a) = d, et β le ADD de racine
M dans α ; on a pour tout ~x ∈ DX : fα(~x) =
fβ(~x).
Les nœuds terminaux reprenant l’ensemble des va-
leurs possibles de la fonction repre´sente´e, le nombre de
nœuds d’un ADD croˆıt avec le cardinal de l’ensemble
de ces valeurs (l’image de la fonction repre´sente´e).
Ainsi, la fonction f(x1, . . . , xn) = Σ
n
i=12
i−1xi sur
{0, 1}n, qui est repre´sentable en espace polynomial
par un VCSP fortement additif, prend 2n valeurs
diffe´rentes, d’ou` une taille exponentielle pour les
ADDs qui la repre´sentent.
Dans les SLDDs (Semiring Labeled Decision Dia-
grams) tels que de´finis dans [20], la structure de va-
luation doit eˆtre un semi-anneau E = 〈E,⊗,⊕, 1s, 0s〉
– 1s de´notant l’e´le´ment neutre de l’ope´rateur ⊗ et 0s
de´notant l’e´le´ment neutre de l’ope´rateur ⊕, absorbant
pour ⊗. L’ope´rateur ⊕ n’a aucune influence pour la de´-
finition d’un SLDD en tant que repre´sentation d’une
fonction de DX dans E (⊕ est utilise´ lorsque l’on veut
calculer une valuation optimale, ou lorsque l’on veut
e´liminer une ou plusieurs variables). Pour cette raison,
nous utilisons dans la suite une de´finition un petit peu
plus ge´ne´rale que celle de [20], exigeant simplement
une structure de mono¨ıde pour E = 〈E,⊗, 1s〉 : ⊗ est
une loi interne a` E, associative, et qui posse`de un e´le´-
ment neutre 1s.
De´finition 3 Un SLDD α sur X est un VDD avec
une unique racine et un unique nœud terminal, dont
les arcs sont e´tiquete´s par des e´le´ments de E ou` E =
〈E,⊗, 1s〉 est un mono¨ıde. Un SLDD associe a` chaque
affectation ~x ∈ DX la valeur fα(~x) appartenant a` E
de´finie par :
– si α est le nœud terminal alors fα(~x) = 1s ;
– sinon, la racine N de α est e´tiquete´e par x ∈ X ;
soient d ∈ Dx la valeur de x dans ~x, a l’arc issu
de N tel que v(a) = d, M son extre´mite´ et β
le SLDD de racine M dans α ; on a pour tout
~x ∈ DX : fα(~x) = φ(a)⊗ fβ(~x).
A` des fins de normalisation, on peut associer a` α une
valeur φ0 ∈ E (son ”offset”). La fonction ”augmente´e”
que repre´sente α est de´finie par, pour tout ~x ∈ DX ,
fα,φ0(~x) = φ0 ⊗ fα(~x).
Deux mono¨ıdes sont particulie`rement inte´ressants :
E = 〈R+ ∪ {+∞},+, 0〉 pour tous les proble`mes dont
les valuations sont de nature additive (couˆts) et E =
〈R+,×, 1〉 pour tous les proble`mes dont les valuations
sont de nature multiplicative (probabilite´s). Les lan-
gages associe´s sont note´s respectivement SLDD+ et
SLDD×. Chacun admet un e´le´ment absorbant (0 pour
SLDD×, +∞ pour les SLDD+), ce qui permet de com-
piler des VCSPs posse´dant des contraintes dures : dans
un SLDD+ par exemple, toute affectation ~x telle que
f(α)(~x) = +∞ est conside´re´e comme non admissible
car violant une contrainte dure.
Enfin, les diagrammes de de´cision alge´briques affines
introduits dans [18][17] permettent d’utiliser conjoin-
tement les ope´rateurs × et + sur R+. Dans un SLDD,
chaque arc a porte une valeur φ(a) ; dans un AADD,
les arcs sont e´tiquete´s par des couples de valeurs.
De´finition 4 Un AADD α sur X est un VDD or-
donne´ avec une unique racine et un unique nœud ter-
minal, dont les arcs sont e´tiquete´s par des couples
d’e´le´ments de R+. α associe a` chaque affectation ~x ∈
DX la valeur fα(~x) ∈ R
+ de´finie par :
– si α est le nœud terminal N , fα(~x) = 1 ;
– sinon, la racine N de α est e´tiquete´e par x ∈ X ;
soient d ∈ Dx la valeur de x dans ~x, a l’arc issu
de N tel que v(a) = d, M son extre´mite´, φ(a) =
〈q, f〉 le couple de valeurs associe´e a` a et β le
AADD de racine M dans α ; on a pour tout ~x ∈
DX : fα(~x) = q + f × fβ(~x).
A` des fins de normalisation, on attache a` α un couple
〈q0, f0〉 de R
+ × R+ (son ”offset”). La fonction ”aug-
mente´e” que repre´sente α est de´finie par, pour tout
~x ∈ DX , fα,〈q0,f0〉(~x) = q0 + f0 × fα(~x).
Figure 1 – (a) : Exemple de ADD ; (b) Exemple de
SLDD+ ; (c) Exemple de AADD
Un SLDD+ peut eˆtre conside´re´ comme un AADD
particulier 1 dont les facteurs multiplicatifs porte´s par
les derniers arcs (aboutissant au puits) sont e´gaux a` 0
alors que tous les autres sont e´gaux a` 1. De la meˆme fa-
c¸on, un SLDD× peut eˆtre conside´re´ comme un AADD
particulier dont les facteurs additifs sont nuls. Dans
la suite, nous supposerons les SLDDs ordonne´s se-
lon un ordre < sur X fixe´ ; cela est ne´cessaire d’une
part pour pouvoir les comparer aux AADDs et aux
ADDs qui sont des structures ordonne´es, et d’autre
part parce que cette proprie´te´ garantit une forme re´-
duite canonique (et des ope´rations de combinaison en
temps polynomial). La figure 2 de´crit (a) un ADD,
(b) un SLDD+ et (c) un AADD. L’ADD et le SLDD+
repre´sentent la meˆme fonction ; l’AADD repre´sentant
cette fonction serait tre`s similaire au SLDD+ de´crit
en (b). L’AADD donne´ a` la figure 2 (c) repre´sente la
fonction f = a+ (a+ 1)b.
3 Normalisation
Le langage AADD est muni d’une proce´dure de nor-
malisation qui permet de garantir, pour chaque fonc-
tion a` repre´senter et e´tant donne´ un ordre des va-
riables, une unique repre´sentation re´duite. Cette pro-
1. En e´tendant E a` (R+ ∪ {+∞})× R+.
Algorithme 1 : normalizeAADD(α, 〈q0, f0〉)
input : Un AADD α et son ”offset” 〈q0, f0〉
output : Un AADD normalise´ e´quivalent a` α
for each node N of α in inverse topological
ordering do
qmin ← mina∈Out(N) qa;
range← maxa∈Out(N)(qa + fa) − qmin;
for each a ∈ Out(N) do
if range > 0 then
qa ← (qa − qmin)/range;
fa ← fa/range;
else // here, fa = 0 and qa = qmin
qa ← qa − qmin;
for each a ∈ In(N) do
qa ← qa + qmin × range;
fa ← fa × qrange;
q0 ← q0 + qmin × range;
f0 ← f0 × range;
return α;
prie´te´ joue un roˆle important dans l’obtention de forme
compacte, puisqu’elle permet de de´tecter, et donc
de fusionner, les sous-diagrammes qui repre´sentent la
meˆme sous-fonction.
3.1 Normalisation des AADD [17]
Soient un nœud N e´tiquete´ par une variable x
dont le domaine contient n valeurs, Out(N) =
{a1, a2, . . . , an} l’ensemble des arcs sortants de N , et
pour chaque i ∈ 1, . . . , n, φ(ai) = 〈qi, fi〉 la valuation
attache´e a` cet arc. N est normalise´ ssi :
– min(q1, q2, ..., qn) = 0 ;
– max (q1 + f1, q2 + f2, ..., qn + fn) = 1 ;
– le sous-AADD β sur lequel pointe un ai est tel
que si ∀~x, f(β)(~x) = 0, alors fi = 0.
Un AADD est normalise´ ssi tous ses nœuds le sont.
Tout AADD peut eˆtre normalise´ en temps line´aire
(voir algorithme 1). Cette proce´dure normalise les
nœuds du puits vers la racine ; pour chaque N , elle
calcule un ”offset interne” 〈qmin, range〉, qui permet de
normaliser N et puis est reporte´ sur les parents de N ,
ou sur l’offset de l’AADD si N est sa racine. Applique´e
depuis le puits vers la racine, cette proce´dure remonte
sur l’offset du diagramme les valeurs minimum (q0)
et maximum (q0 + f0) de la fonction repre´sente´e par
l’AADD.
Les SLDD+ et SLDD× pouvant eˆtre vus comme des
AADDs, nous pouvons nous appuyer sur l’existence
d’une forme normalise´e de ces structures pour propo-
ser une de´finition similaire alle´ge´e de leur forme nor-
malise´e :
Algorithme 2 : normalizeSLDD(α, φ0)
input : Un SLDD α, et son ”offset” φ0
output : Un SLDD normalise´ e´quivalent a` α
// For SLDD+ let
// ⊗ = +,⊗−1 = −,⊕ = min, 1s = 0
// For SLDD× let
// ⊗ = ×,⊗−1 = ⊕ = max, 1s = 1
for each node N of α in inverse topological
ordering do
φm ← ⊕a∈Out(N)φ(a);
// Rem: when ⊕ = max, φm = 0 iff
// ∀a, φ(a) = 0
for each a ∈ Out(N) do
if φ(a) = φm then φ(a)← 1s;
else φ(a)← φ(a)⊗−1 φm;
for each a ∈ In(N) do
φ(a)← φ(a)⊗ φm;
φ0 ← φ0 ⊗ φm;
return α;
De´finition 5
– Un SLDD+ est normalise´ ssi pour tout nœud
N d’arcs sortants Out(N) = {a1, a2, . . . , an},
min(φ(a1), φ(a2), ..., φ(an)) = 0.
– Un SLDD× est normalise´ ssi pour tout nœud
N d’arcs sortants Out(N) = {a1, a2, . . . , an},
max(φ(a1), φ(a2), ..., φ(an)) = 1.
De meˆme, on peut utiliser une spe´cialisation de la
proce´dure de [17] pour normaliser un SLDD (voir algo-
rithme 2). Dans un SLDD+ (resp. SLDD×) normalise´,
le minimum (resp. le maximum) de la fonction repre´-
sente´e est ainsi remonte´ a` la racine en offset.
4 Construction de diagrammes de de´ci-
sion value´s
A` des fins expe´rimentales, nous avons imple´mente´
un compilateur de VDDs. Ce compilateur permet de
compiler d’une part des VCSPs a` valuations addi-
tives [5] dont les contraintes sont exprime´es par des
tables tuple7→valuation (selon le format XCSP 2.1 de´-
crit dans [16]) sous la forme de SLDD+ ; et d’autre
part de compiler des re´seaux baye´siens sous la forme de
SLDD× (selon le format XML de [7]). Pour permettre
l’obtention de diffe´rents types de VDDs, nous avons
e´galement imple´mente´ des traductions de SLDD+ et
SLDD× vers ADD et re´ciproquement, ainsi que des
traductions de SLDD+ et SLDD× vers AADD.
4.1 Compilation
Notre approche de la compilation d’un VCSP en
SLDD suit un proce´de´ ascendant classique pour la
construction de diagrammes de de´cisions ordonne´s, va-
lue´s ou non [17][6][2]. Nous de´crivons ici la proce´dure
d’ajout d’une contrainte value´e a` un SLDD+. L’ajout
d’une contrainte C a` un SLDD× suit le meˆme sche´ma,
en remplac¸ant toute addition par une multiplication,
toute soustraction par une division, et toute occur-
rence de l’e´le´ment neutre 0 par une occurrence de l’e´le´-
ment neutre 1.
On de´termine tout d’abord un ordre total < des
variables selon lesquels le SLDD a` construire sera or-
donne´ (la section suivante de´crit et compare les heu-
ristiques d’ordonnancement de variables). On cre´e en-
suite un SLDD ”blanc ”, c’est-a`-dire que l’on associe a`
chaque variable un nœud dont chacun des arcs sortants
(il y en a un par valeur dans le domaine de la variable)
pointe vers le nœud portant la variable suivante selon
l’ordre < avec une valuation φ = 0 (ou φ = 1 pour un
SLDD×). Les contraintes sont ajoute´es une a` une au
SLDD en construction.
Dans un premier temps, lorsque la contrainte a` ajou-
ter contient un φ0 par de´faut (a` appliquer a` toutes les
affectations qui ne sont pas explicitement dans la table
de la contrainte), on met a` jour l’e´tiquette de tout arc
a sortant d’un nœud e´tiquete´ par la dernie`re variable
de C (selon <) via φ(a)← φ(a)+φ0 (cf. algorithme 3).
On ajoute ensuite chacun des tuples t de la table au
SLDD courant, selon une proce´dure inspire´e de la pro-
ce´dure Apply(+) de´crite dans [17] 2 – voir algorithme
4. Le SLDD re´sultant est normalise´ et re´duit, et de-
vient le nouvel SLDD courant.
Algorithme 3 : AddConstraint(C, φ0, α)
input : Un SLDD ordonne´ α, une contraint C,
une valuation par defautφ0
output : Le SLDD α auquel on a ajoute´ la
contrainte C
x← last(V ar(C)) //dernie`re var. de C selon <
for all a sortant d’un nœud e´tiquete´ par x do
φ(a)← φ(a) + φ0
y ← first(V ar(C)) //premie`re var. de C selon <
for (t, φt) ∈ Table(C) do
for nœud N ∈ α t.q. V ar(N) = y do
AddTuple(t, φt, N)
reduce(normalizeSLDD(α))
2. Cette proce´dure e´tant elle-meˆme une extension de la pro-
ce´dure de conjonction de OBDDs propose´e dansr [6] au cas
d’autres ope´rateurs (×, +, min, etc.) que la conjonction.
Algorithme 4 : AddTuple(t, φt, α)
input : Un SLDD ordonne´ α, un n-uplet t, une
valuation φt
output : Le SLDD α auquel on a ajoute´ le tuple t
// ⊗ = × for SLDD×;⊗ = + for SLDD+
x← V ar(N);
if x ∈ V ar(t) then
let a = (N,M) be the arc in Out(N)
corresponding to value t[x];
if x = last(V ar(t)) then
φ(a)← φ(a)⊗ φt ;
else
if Mt = null then
Mt ← clone(M) // same successors
// as those of M, reached by
// copies of the arcs in Out(N)
Out(a)←Mt ;
AddTuple(t, φt,Mt);
else
for a = (N,M) ∈ Out(N) do
if Mt = null then
Mt ← clone(M) ;
Out(a)←Mt ;
AddTuple(t, φt,Mt) ;
4.2 Heuristiques
La taille des diagrammes de de´cision classiques est
e´videmment tre`s sensible a` l’ordre dans lequel ses va-
riables ont e´te´ ordonne´es [2][8] – et c’est e´galement le
cas pour leurs versions value´es. Nous avons applique´
aux VDDs plusieurs heuristiques propose´es pour les
MDDs [2][8].
MCF [2] Afin de re´duire la taille du diagramme de
de´cision, il peut sembler inte´ressant de rencontrer les
variables les plus contraintes (intervenant dans le plus
de contraintes) le plus rapidement possible. On es-
pe`re ainsi, lorsque le proble`me contient des contraintes
dures, poster le plus toˆt possible des arcs portant la
valeur absorbante (n-uplet non admissible) – ces arcs
joignant directement le puits, cela limite la taille de
du VDD. L’heuristique MCF (pour Most Constrai-
ned First) trie les variables en fonction du nombre de
contraintes dures dans lesquelles elles sont utilise´es.
MCF (x) = |{c | x ∈ V ar(c)}|.
Band-Width [2] a montre´ que la Band-Width du
graphe de contraintes permet de borner la taille du
meilleur MDD de´crivant un CSP classique. Soit G =
(X,C) un graphe de contraintes et O : {1, . . . , n} 7→ X
un ordre sur les n variables de X (O associe a` chaque
rang une variable). La Band-Width d’un ordre O est :
BW (O) = max{j − i t.q. i < j et ∃C, O[i], O[j] ∈
V ar(C)}.
Pour un O donne´, on place en teˆte les variables de plus
fort BW dans l’ordre.
Le calcul d’un ordre de Band-Width minimum pour
un graphe quelconque e´tant un proble`me NP-complet,
nous utilisons un algorithme glouton pour l’appro-
cher. On choisit les variables de l’ordre ite´rativement :
la premie`re se´lectionne´e (celle qui sera en teˆte du
VDD) est la variable la plus contrainte. E´tant don-
ne´e une suite O de k variables se´lectionne´es, la va-
riable suivante est la variable x non encore se´lection-
ne´e qui maximise la quantite´ : HO(x) = max{|O| − i |
O[i] voisine de x}.
MCS-Inv [19] MCS (pour Maximum Cardinal
Search) est une me´thode introduite dans le cadre de re-
connaissance de graphes triangule´s. La me´thode MCS-
Inv reprend le meˆme principe en inversant l’ordre final.
Elle permet aux variables fortement contraintes d’eˆtre
proches des variables avec lesquelles elles sont lie´es.
Notre imple´mentation utilise un algorithme glouton.
On choisit les variables de l’ordre ite´rativement : la
premie`re se´lectionne´e est la variable la plus contrainte.
E´tant donne´e une suite O de k variables se´lection-
ne´es, la variable suivante est la variable x non en-
core se´lectionne´e qui maximise la quantite´ HO(x) =
Σ
i=1,...,k,O[i] voisine de x|S| − i.
Force [1] Le but de Force est de minimiser le
span induit sur le graphe de contraintes, c’est-a`-dire
la somme (et non pas, comme pour l’heuristique
Band-Width, le maximum) des distances se´parant
les variables appartenant a` la meˆme contrainte.
span(O) = ΣC(j − i/i < j et O[i], O[j] ∈ V ar(C)).
La me´thode consiste a` calculer, a` partir d’un ordre
quelconque, le ”centre de gravite´ (COG)” de chacune
des contraintes C (en fonction de la position des
variables dans l’ordre).
COG(C) =
Σx∈V ar(C)POS(x)
|V ar(C)| .
On remet a` jour ensuite les positions de chacune des
variables en fonction des centres de gravite´ de l’en-
semble des contraintes auxquels elles appartiennent.
POS(x) =
ΣC,x∈V ar(C)COG(c)
|{C,x∈V ar(C)}| .
Cette proce´dure part d’un ordre quelconque sur les
variable O : a` l’initialisation, POS(x) est le rang de x
dans O. Elle est re´pe´te´e autant de fois que ne´cessaire,
jusqu’a` arriver a` un point fixe, ou`, d’une ite´ration a`
l’autre, les estimations de centres de gravite´s des va-
riables n’e´voluent plus. On re´ordonne ensuite les va-
riables par POS croissant.
4.3 Traductions ADD⇋SLDD⇋AADD
Nous de´veloppons ici les principes qui fondent les
traductions d’un type de VDD vers chacun des autres
(en supposant que tous partagent le meˆme domaine de
valuation, typiquement E = R+∪{+∞}). Ces traduc-
tions peuvent souvent eˆtre vues comme l’application
de proce´dures de normalisation.
Traductions SLDD7→AADD, ADD 7→SLDD,
ADD 7→AADD
La traduction la plus e´vidente est la traduction d’un
SLDD+ (ou d’un SLDD×) en AADD : tout SLDD+
peut eˆtre transforme´ en AADD en remplac¸ant, pour
chaque arc a a` destination du puits son e´tiquette φ(a)
par le couple 〈φ(a), 0〉, et pour tout autre arc a′, son
e´tiquette φ(a′) par le couple 〈φ(a′), 1〉. On normalise
ensuite l’AADD obtenu, ce qui permet e´ventuellement
de le re´duire et d’obtenir une structure de plus faible
taille. De la meˆme fac¸on, tout SLDD× peut eˆtre trans-
forme´ en AADD en remplac¸ant, pour chaque arc a, son
e´tiquette φ(a) par le couple 〈0, φ(a)〉. On normalise et
re´duit ensuite l’AADD obtenu, ce qui permet e´ven-
tuellement d’obtenir une structure plus compacte que
le diagramme original.
De la meˆme fac¸on, on peut toujours transformer un
ADD en SLDD+ ou en SLDD× en reportant les valua-
tions porte´es par les nœuds terminaux sur leurs arcs
entrants (les autres arcs portant la valuation φ = 0
lorsque l’on veut construire un SLDD+ , la valuation
φ = 1 lorsque l’on veut construire un SLDD×) ; les
nœuds terminaux sont remplace´s par le puits du nou-
veau SLDD. On normalise et re´duit ensuite le dia-
gramme obtenu selon les principes de normalisation
des SLDD+ (respectivement des SLDD×).
La proce´dure est la meˆme lorsqu’il s’agit de trans-
former un ADD en AADD, les valuations φi des nœuds
terminaux e´tant reporte´es sur leurs arcs entrants sous
la forme d’un couple 〈0, φi〉.
Traductions SLDD7→ADD, AADD 7→ADD,
AADD7→SLDD
Transformer un SLDD en ADD revient a` repousser
les valuations φ vers les arcs du dernier niveau. En
quelque sorte, il s’agit d’une normalisation assurant
que pour tout a, φ(a) est e´gal a` l’e´le´ment neutre (0
pour les SLDD+ et 1 pour les SLDD×) ; il faut alors,
pour porter les valuations, dupliquer le puits en au-
tant de nœuds finaux que de valuations diffe´rentes sur
ses arcs entrants. La proce´dure de ”normalisation” du
Figure 2 – Exemple de traduction d’un ADD (a) en
SLDD+ : en (b) les poids sont remonte´s sur les arcs
et les nœuds sont normalise´s ; en (c) les nœuds iso-
morphes sont fusionne´s
SLDD en ADD proce`de de la racine vers le puits ; plus
pre´cise´ment, pour tout nœud N dont les parents ont
e´te´ traite´s :
– remplacer N par autant de copies N1, . . . Nk de
N que de valuations diffe´rentes φ1, . . . , φk sur les
arcs entrant dans N ;
– siN est le puits du diagramme de de´cision, chaque
copie Ni porte la valuation φi ;
– sinon (N est un nœud interne), pour chaque copie
Ni, et chaque arc a de N vers un nœud M , cre´er
un arc a′ e´tiquete´ V al(a) de Ni vers M , prenant
pour valeur φ(a′) = φ(a) + φi ;
– normaliser et re´duire le diagramme en fusionnant
les nœuds isomorphes.
Le meˆme type de proce´dure est applique´ pour trans-
former un AADD en SLDD+, c’est-a`-dire en AADD
dont les valuations sont de la forme 〈q, 1〉 : on cre´e au-
tant de copies N1, . . ., Nk de N que de facteurs mul-
tiplicatifs diffe´rents f1, . . ., fk sur les arcs aj entrant
dans N . Chaque copie Ni est lie´e aux pre´de´cesseurs
de N par des copies a′ des arcs a entrant dans N et
portant la valuation fi : chaque arc a
′ porte la meˆme
valeur du domaine de sa variable que a et sa valuation
est 〈qa, 1〉 ; le facteur multiplicatif de a est reporte´ sur
les arcs suivants : pour chaque copie Ni, et chaque arc
a de N vers un nœud M , e´tiquete´ par 〈q, f〉, on cre´e
un arc a′ e´tiquete´ V al(a) de Ni vers M , prenant pour
valeur 〈q′ × fi, f
′ × fi〉.
Pour obtenir un SLDD× plutoˆt qu’un SLDD+, on
”normalise” le diagramme affine de manie`re a` assurer
que toutes les valuations sont de la forme 〈0, f〉. Pour
cela, on cre´e autant de copies N1, . . ., Nk de N que de
facteurs q1 + f1, . . ., qk + fk diffe´rents sur les arcs aj
entrant dans N . Chaque copie a′ d’un a ∈ In(N) porte
la valuation 〈0, fa〉 ; le facteur additif est reporte´ sur
Table 1 – Comparaison des heuristiques MCF, Band-Width, MCS-Inv et Force
MCF Band-Width MCS-Inv Force
Instance nœuds(arcs) tps(s) nœuds(arcs) tps(s) nœuds(arcs) tps(s) nœuds(arcs) tps(s)
VCSP7→SLDD+
SmallPriceOnly 105(239) < 1 40(120) < 1 36(108) < 1 351(2946) < 1
MedPriceOnly 777(2009) < 1 312(906) < 1 169(499) < 1 3362(40474) 1
BigPriceOnly - t-o 97646(251594) 4002 3317(9687) 18 8873 (824180) 499
Small 3100(7564) 1 4349(10451) 2 2344(5584) 1 4503 (12430) 2
Medium 5660(19363) 11 11700(30835) 18 6234(17062) 7 13603(34263) 32
Big - t-o - t-o 198001(925472) 79043 - t-o
Bayes7→SLDD×
Cancer 13(25) <1 13(25) <1 13(25) <1 13(25) <1
Asia 36(71) <1 29(57) <1 23(45) <1 25(49) <1
Car-starts 77(157) <1 41(83) <1 41(83) <1 49(99) <1
Alarm - t-o 5852(14899) <1 1301(3993) <1 7054(20134) <1
Hailfinder25 - t-o - t-o 32718(108083) 8 m-o -
les arcs suivants : pour chaque copie Ni, et chaque arc
a de N vers un nœud M , e´tiquete´ par 〈q, f〉, on cre´e
un arc a′ e´tiquete´ V al(a) de Ni vers M , prenant pour
valeur 〈q′ + qi
fi
, f ′〉. Finalement, les e´tiquettes des arcs
entrant dans le puits sont mises sous la forme 〈q+f, 0〉.
Enfin, pour obtenir un ADD plutoˆt qu’un SLDD a`
partir d’un AADD, on cre´e autant de copies Ni de N
que de valeurs qi + fi diffe´rentes sur les arcs entrant
dans N et le facteur qi + fi est repousse´ sur les arcs
sortant des Ni : les e´tiquettes 〈q
′, f ′〉 des arcs a′ de-
viennent 〈qi + fi × q
′, fi × f
′〉.
Notons que ces transformations peuvent faire ”ex-
ploser” le diagramme, ce qui est ine´vitable dans le
pire cas : la fonction f(x1, . . . , xn) = Σ
n
i=12
i−1xi sur
{0, 1}n par exemple, prend 2n valeurs diffe´rentes ; sa
repre´sentation par un ADD posse´de donc 2n feuilles,
alors qu’elle peut eˆtre repre´sente´e par un SLDD+ (et
donc par un AADD) a` n + 1 nœuds et 2n arcs. On
peut e´galement montrer que cette fonction ne peut pas
eˆtre repre´sente´e par un SLDD× de taille polynomiale.
Formellement, le langage AADD est strictement plus
succinct que celui des SLDD+, lui-meˆme strictement
plus succinct que ADD. Il est e´galement strictement
plus succinct que le langage SLDD× lui-meˆme stricte-
ment plus succinct que ADD [9].
Le nombre d’ope´rations effectue´es lors de la trans-
formation en AADD et d’un AADD vers un autre
langage augmente le risque d’erreurs d’arrondis (on
trouve en effet plus facilement dans les AADD des ad-
ditions entre deux valeurs d’ordres de grandeur dif-
fe´rents, dont le re´sultat sera ne´cessairement arrondi,
oubliant la valeur la plus faible). C’est pourquoi dans
les faits, nous e´vitons les traductions de AADD vers
SLDD et ADD. Par exemple, transformer un SLDD+
en SLDD× (ou inversement), on passe par le langage
ADD et non AADD. Meˆme si le passage en ADD n’est
pas toujours possible (a` cause de l’explosion en es-
pace), cela e´vite d’obtenir un re´sultat errone´. Le pas-
sage de SLDD× vers SLDD+ (en passant par un ADD)
peut aussi entraˆıner des erreurs d’arrondis s’il y a de
trop gros e´carts d’ordres de grandeur en sortie d’un
SLDD×.
5 Re´sultats expe´rimentaux
Dans cette section, nous comparons expe´rimenta-
lement, d’une part, l’efficacite´ des diffe´rentes heuris-
tiques, et, d’autre part, la compacite´ pratique des dif-
fe´rents types de VDDs de´crits dans les sections pre´ce´-
dentes.
Nous avons teste´ nos structures de donne´es et heu-
ristiques sur deux familles de jeux d’essai, des VCSP
additifs (codant des proble`mes de configuration de ve´-
hicule) et des VCSP multiplicatifs (codant des re´seaux
baye´siens). En ce qui concerne les re´seaux baye´siens,
nous avons utilise´ des jeux d’essai standard au format
XML [7]. Les instances de CSP ponde´re´s repre´sentant
des proble`mes de configuration de voitures nous ont
e´te´ fournies par Renault – elles sont disponibles via
[?]. Ces instances sont compose´es de contraintes dures,
de´finissant les mode`les de voitures faisables (la diver-
site´ de la gamme, en termes automobiles) ainsi que de
contraintes value´es repre´sentant les couˆts, le prix d’un
ve´hicule e´tant la somme des couˆt spe´cifie´s par les diffe´-
rentes contraintes value´es. Trois jeux d’essai nomme´s
Small, Medium et Big repre´sentent trois mode`les
diffe´rents de voitures (deux citadines et un utilitaire).
Les caracte´ristiques des jeux d’essai sont les suivantes :
– Small : #variables=139 ; #taille du domaine
max=16 ; #contraintes=176 (incluant 29 de couˆt)
– Medium : #variables=148 ; #taille du domaine
max=20 ; #contraintes=268 (incluant 94 de couˆt)
– Big : #variables=268 ; #domaine max=324 ;
#contraintes=2157 (incluant 1825 de couˆt)
Enfin, les proble`mes Small Price Only, Medium
Price Only et Big Price Only sont constitue´s des
Table 2 – Compilation de proble`mes de configuration en SLDD+ , ADD, SLDD× et AADD.
VCSP SLDD+ ADD SLDD× AADD
Instance nœuds (arcs) temps (s) nœuds (arcs) nœuds (arcs) nœuds (arcs)
SmallPriceonly 36 (108) < 1 4364 (7439) 3291 (7439) 36 (108)
MediumPriceonly 169 (499) < 1 37807 (99280) 33595 (99280) 168 (495)
BigPriceonly 3317 (9687) 18 m-o - 3317 (9687)
Small 2344 (5584) 1 299960 (637319) 14686 (33639) 2344 (5584)
Medium 6234 (17062) 6 752466 (2071474) 129803 (314648) 6234 (17062)
Big 198001 (925472) 79043 m-o - 198001 (925472)
Table 3 – Compilation de re´seaux baye´siens en SLDD+ , ADD, SLDD× et AADD.
Re´seaux baye´siens SLDD× ADD SLDD+ AADD
Instance nœuds (arcs) temps (s) nœuds (arcs) nœuds (arcs) nœuds (arcs)
Cancer 13 (25) < 1 38 (45) 23 (45) 11 (21)
Asia 23 (45) < 1 415 (431) 216 (431) 23 (45)
Car-starts 41 (83) < 1 42741 (64029) 19632 (39265) 38 (77)
Alarm 1301 (3993) < 1 m-o - 1301 (3993)
Hailfinder25 32718 (108083) 8 m-o - 32713 (108063)
seules contraintes de couˆt des instances Small, Me-
dium et Big, respectivement (les contraintes dures
sont omises).
5.1 Efficacite´ spatiale des heuristiques
Pour tester l’efficacite´ des diffe´rents heuristiques,
nous avons mesure´, pour chacune d’elles, le temps de
compilation de chaque instance en SLDD, ainsi que le
nombre de nœuds et d’arcs du diagramme re´sultant.
Les proble`mes de configuration avec fonction de couˆt
ont e´te´ compile´s en SLDD+, les instances de re´seaux
baye´siens ont e´te´ compile´s en SLDD×. Les re´sultats
sont pre´sente´s a` la table 1. Les notations t-o et m-o
signifient respectivement time-out ( >24h) et out of
memory ( >128Mb). Toutes les expe´rimentations ont
e´te´ effectue´s sur un processeur de 800MHz.
Il apparaˆıt que MCS-Inv est ge´ne´ralement l’heuris-
tique la plus performante, tant du point de vue de la
taille du diagramme ge´ne´re´ que de celui du temps de
calcul. Les re´sultats de MCF sont mauvais lorsqu’il n’y
a que des contraintes souples (proble`mes Price Only
et re´seaux baye´siens), car cette heuristique n’est inte´-
ressante qu’applique´e a` des contraintes dures. Ne´an-
moins, les performances de MCF sont supe´rieurs a`
ceux de Band-width (au moins pour la taille) sur les
proble`mes alliant contraintes souples et contraintes
dures, et meˆme supe´rieurs a` ceux de MCS-Inv en taille
sur le proble`me Medium. Notons e´galement la fai-
blesse de Force en toutes circonstances. Au vu de ces
re´sultats, nous avons choisi d’utiliser MCS-Inv pour la
suite des expe´rimentations.
5.2 Efficacite´ spatiale des types de VDD
Nous avons voulu aussi comparer la taille des dia-
grammes obtenus selon les diffe´rents langages consi-
de´re´s dans l’article. Les jeux d’essai ont e´te´ compi-
le´s sous la forme de SLDD (SLDD+ pour les VCSP
et SLDD× pour les re´seaux baye´siens) puis traduits
dans les autres langages. Les tables 2 et 3 indiquent les
tailles obtenues pour la repre´sentation des proble`mes
de configuration et des re´seaux baye´siens sous la forme
de ADD, SLDD+, SLDD× et AADD.
Ces expe´rimentations confirment les hypothe`ses de
compacite´ des diffe´rents langages. En effet, on retrouve
bien que le langage ADD (le moins succinct) est tou-
jours moins compact que SLDD+, SLDD× et AADD.
A` l’inverse, l’AADD est toujours au moins aussi com-
pact que SLDD+, SLDD× et ADD. Il s’ave`re qu’un
langage offre en pratique une bonne compacite´ si celui-
ci inte`gre l’ope´rateur ade´quat au type d’instance consi-
de´re´. Ainsi les langages SLDD+ et AADD qui inte`grent
l’addition sont plus efficaces spatialement pour la com-
pilation de VCSP dont les contraintes sont de nature
additive (portant sur un prix), alors que SLDD× et
AADD sont plus compacts pour la compilation de re´-
seaux baye´siens, ou` les contraintes sont de nature mul-
tiplicative (tables de probabilite´s) 3. . A` l’inverse, un
ope´rateur non pertinent n’apporte que peu, voire pas,
d’ame´lioration. Ainsi, la comparaison entre les diffe´-
rents langages de type SLDD et le langage AADD
nous montre que l’utilisation d’un deuxie`me ope´rateur
n’apporte pas, dans les proble`mes purement additifs
ou purement multiplicatifs, d’ame´lioration pratique en
terme de compacite´. L’utilisation d’un AADD par rap-
port a` un SLDD+ (resp. SLDD×) n’apporte pas de
3. Lors de la compilation de re´seaux baye´siens en ADD et
AADD, nous obtenons des repre´sentations nettement moins suc-
cinctes que celles de´crites dans [17]. Ceci s’explique par le choix
que nous avons fait de repre´senter les valeurs re´elles avec une
pre´cision plus importante. Dans le cas des ADDs, le nombre
de valeurs finales possible explose clairement quand la pre´cision
augmente.
re´elle ame´lioration pour la compilation des proble`mes
de configuration avec couˆt (resp. re´seaux baye´siens)
6 Conclusion
Dans cette article nous avons e´tudie´ la compilation
vers et la traduction entre diffe´rents types de dia-
grammes de de´cision value´s. Du point de vue the´o-
rique le langage AADD peut eˆtre vu comme une ge´-
ne´ralisation des langages SLDD+ et SLDD×, langages
qui ge´ne´ralisent eux-meˆmes le langage ADD : AADD
est donc, parmi eux, le langage de compilation le plus
succinct. Les expe´rimentations montrent que, dans la
pratique, pour la compilation de proble`mes de nature
purement additive (respectivement purement multi-
plicative), seul l’ope´rateur + (respectivement ×) est
utile, et que l’utilisation de SLDD+ (respectivement
SLDD×) suffit amplement a` la compilation du pro-
ble`me original. Nous avons e´galement e´tudie´ plusieurs
heuristiques, et ve´rifie´ que les meilleures tendaient au
regroupement des variables incluses dans un meˆme
groupe de contraintes. Dans nos travaux futurs, nous
pre´voyons d’e´tudier la complexite´ et d’imple´menter
des requeˆtes et des transformations de VDDs, afin de
pouvoir utiliser ces structures de donne´es pour trai-
ter efficacement (et avec une garantie de temps de re´-
ponse) des proble`mes de configuration en ligne avec
maintien d’un indicateur de couˆt minimal.
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