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A GENERALIZATION OF QUANTALES WITH APPLICATIONS TO
MODULES AND RINGS
MAURICIO GABRIEL MEDINA-B ´ARCENAS
LUIS ANGEL ZALD´IVAR-CORICHI
MARTHA LIZBETH SHAID SANDOVAL-MIRANDA
ABSTRACT. In this paper we introduce a lattice structure as a generalization
of meet-continuous lattices and quantales. We develop a point-free approach to
these new lattices and apply these results to R-modules. In particular, we give a
module counterpart of the well known result that in a commutative ring the set
of semiprime ideals, that is, radical ideals is a frame.
1. INTRODUCTION
In general, for the study of rings and modules, the complete lattices of submod-
ules play an important role, there are various forms for the examination of these
lattices, like via pure lattice theory or in a categorical point of view. In the study
of rings there are other lattice-structures in play, like preradicals, torsion theories,
linear filters etc. In the eye of this doctrine, we introduce a framework of lattice
structure theory to analyze the submodules of a given module and preradicals on
a ring, in particular we specialize in the lattice of submodules and we give some
characterizations of these.
In [17] and [16], the authors introduce some order-lattice structures for studying
rings, topological spaces and more. In particular, in [17], the author considers lat-
tices equipped with a product in which an absolute distribution holds with respect
to take suprema and certain comparisons between the ∧ and this product must be
hold. He calls these kind of lattices carries, an by the definition these ones are
particular examples of quantales. From this theory one can describe interesting
phenomena of ring theory like radical theory. This is one of our motivations in
the scope of a more general situation, which is determinate radicals in the sense
of rings but now for modules. Other important structures for studying rings and
modules are idioms and frames. Recall that idioms are complete modular meet-
continuous lattices, therefore they are a kind of generalization of frames. Another
generalization of frames are quantales. With this in mind, one of our first goals is
to introduce a generalization of idioms and quantales in which both of them are
particular cases.
This paper is organized as follows: in section 2 we give a brief introduction of
the notation and some examples that motivate our study, in section 3 we introduce
a general framework for the study of quantales and idioms, we generalize some
results of localic nuclei in quantale theory. In last section, we apply these notions
to the idiom of submodules and we generalize some classical structure theorems in
commutative ring theory .
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2. PRELIMINARIES AND BACKGROUND MATERIAL
Throughout this paper, we will work with complete lattices in the usual sense.
Recall that a
∨
-semilattice is an structure (A,≤,
∨
, 0), where (A,≤) is a partial or-
dered set with bottom element 0 and a binary operation ∨ such that x∨y ≤ z if and
only if x ≤ z and y ≤ z, for all, a, y, z ∈ A.Also all the
∨
-semilattices we consid-
ered here are complete with respect ∨. A morphisms of
∨
-semilattices, f : A→ B
is a monotone function that preserves arbitrary suprema, that is, f [
∨
X] =
∨
f [X]
for all X ⊆ A. Then, by the adjoint functor theorem it follows that any morphism
of
∨
-semilattices, namely f : A → B, has a right adjoint f∗ : B → A. Denoting
f = f∗, the composition d = f∗f∗ : A → A is a closure operation, that is, d is
a monotone function, a ≤ d(a) and dd = d. It can be shown that any of these
operators rises naturally in this way.
Here our analysis is concentrated in certain kind of
∨
-semilaticces. Those are
the following:
A lattice A is meet-continuous if
(IDL), a ∧
(∨
X
)
=
∨
{a ∧ x | x ∈ X}
for all a ∈ A and X ⊆ A any directed set. Here, X is directed if it is non-empty
and for each x, y ∈ X there is some z ∈ X with x ≤ z and y ≤ z.
A lattice A is modular if (a ∨ c) ∧ b = a ∨ (c ∧ b), for all a, b, c ∈ A such that
a ≤ b.
An idiom is a meet-continuous modular lattice. An important class of idioms
are the well known frames. Recall that a complete lattice A is a frame if
(FDL) a ∧
(∨
X
)
=
∨
{a ∧ x | x ∈ X}
holds for every a ∈ A and every X ⊆ A.
On the other hand, for any lattice A, an implication is a two placed operation
( ≻ ) given by x ≤ (a ≻ b)⇔ x ∧ b ≤ a, for all a, b ∈ A.
The distributivity law (FDL) characterizes frames as follows.
Proposition 2.1. A complete lattice A is a frame if and only if A has an implica-
tion.
This implies that in a frame A any element a ∈ A has a negation (a ≻ 0) or
simply ¬a. A proof of 2.1 and general background about idioms and frames can
be viewed in [19], [11] and[20]. Some interesting examples of idioms and frames
are:
Example 2.2.
(1) Given an associative unital ring R consider the category of left R-modules,
R−Mod and for every M ∈ R−Mod, denote by Λ(M) the left submod-
ules of M. It is well known that Λ(M) is a complete meet-continuous
modular lattice, whence an idiom.
(2) Consider any topological space S and denote by O(S) the open subsets of
S. This is the generic non-trivial example of a frame.
So any morphism of idioms (in particular of frames) as subcategories of the cate-
gory of
∨
-semilattices gives closure operators, we shall summarize systematically
the definition of these operators.
An inflator in a idiom A is a function d : A → A such that x ≤ d(x) and
x ≤ y ⇒ d(x) ≤ d(y). A pre-nucleus d on A is an inflator such that d(x ∧ y) =
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d(x)∧ d(y). A stable inflator on A is an inflator such that d(x)∧ y ≤ d(x∧ y) for
all x, y ∈ A. Let us denote by I(A) the set of all inflators on A and let P (A) be
the set of all pre-nuclei and S(A) the set of all stable inflators. Clearly, P (A) ⊆
S(A) ⊆ I(A). Note that from the definition of inflator, the composition of any
two inflators is again an inflator. In fact, I(A) is a poset with the order given for
d, d′ ∈ I(A) by d ≤ d′ ⇔ d(a) ≤ d′(a), for all a ∈ A. The identity d0 of A and
the constant function d¯(a) = 1¯ for all a ∈ A, are inflators. Furthermore, these ones
are pre-nuclei.
For any two inflators d, d′ on A and for all a ∈ A we have a ≤ d(a). From the
monotonicity of d′ it follows that d′(a) ≤ d′(d(a)), and again we have d′(d(a)) ≥
d(a). Therefore, if A is an idiom, then for any two inflators d, d′ ∈ I(A) we have
that d′ ∨ d ≤ d′d. It follows the next:
Lemma 2.3. If A is an idiom and d, d′, k are inflators over A, then:
(1) If d ≤ d′, then kd ≤ kd′ and dk ≤ d′k.
(2) kd′ ∨ kd ≤ k(d′ ∨ d) and k(d′ ∧ d) ≤ kd′ ∧ kd.
(3) Moreover, if D ⊆ I(A) is non empty, then:
(a) (∨D)k = ∨ {dk | d ∈ D},
(b) (∧D)k = ∧ {dk | d ∈ D}.
The properties of the composition of inflators gives a crucial construction:
Given an inflator d ∈ I(A), let d0 := d0, dα+1 := d ◦ dα for a non-limit ordinal
α, and let dλ :=
∨
{dα | α < λ} for a limit ordinal λ. These are inflators, and
from the comparison d ∨ d′ ≤ dd′, we have a chain of inflators
d ≤ d2 ≤ d3 ≤ . . . ≤ dα ≤ . . . .
By a cardinality argument, there exists an ordinal γ such that dα = dγ , for α ≥ γ.
In fact, we can choose γ the least of these ordinals, say ∞. Thus, d∞ is an inflator
which not only satisfies d ≤ d∞ but also d∞d∞ = d∞, that is, d∞ is an idempotent
or closure operator over A. Denote by C(A) the set of all closure operators. This
is a poset in which the infimum of a set of closure operators is again a closure
operator. Hence, it is a complete lattice, and the construction we just made defines
an operator ( )∞ : I(A) → C(A). It is clear that this operation (in the second
level) is inflatory and monotone. The supremum in C(A) for an arbitrary family
of closure operators can be computed as follows: first, take a non-empty subset of
closure operators C on A. By the observations of the supremum,
∨
C is an inflator,
so we can apply the construction above and obtain a closure operator (
∨
C)∞, this
is the supremum of the family C in C(A). For an inflator j over an idiom A, we say
that j is a nucleus if is an idempotent pre-nucleus. By induction and distributivity
on idioms, it follows that if A is an idiom, then:
(1) If f is a pre-nucleus on A, then fα is a pre-nucleus. In particular, f∞ is a
nucleus.
(2) If f is a stable inflator, then each fα is a pre-nucleus, and for limit ordinals
λ, fλ is a pre-nucleus. In particular, f∞ is a nucleus.
One of the most important observations in the inflator theory is:
Theorem 2.4. For any idiom A, denote by N(A) the set of all nuclei on A then,
the complete lattice N(A) is a frame.
Most of the structural analysis of idioms is related with the frame N(A), as
ranking techniques, dimensions and other point free-theoretical constructions. In
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particular, every nucleus j on A determines a quotient of the idiom, the set of all
fixed points of j, Aj together with an idiom morphism j∗ : A → Aj given by
j∗(a) = j(a).
There are other
∨
-semilattices structures that we need to mention.
Let Q be a
∨
-semilattice, Q is a quantale if Q has a binary associative operation
· : Q×Q→ Q such that
(LQ) l
(∨
X
)
=
∨
{lx | x ∈ X} , and
(RQ)
(∨
X
)
r =
∨
{xr | x ∈ X}
hold for all l, r ∈ Q and X ⊆ Q.
Notice that if In the previous definition we assume meets instead of joins, then
we obtain the dual quantale with respect to meets.
In case that only (LQ) (respectely (RQ)) holds, some authors just say that Q is
a left quantale (respectely right quantale).
Note that any frame is a quantal, with the operation ∧, in fact:
Proposition 2.5. Let (Q,≤,
∨
, 0, ·) be a quantale. Then, Q is a frame if and only
if (Q, ·, e) is a monoid with unital element e = 1 and each element is idempotent
with respect ·, here 1 is the top of the complete lattice (Q,≤,∨, 0, 1).
Now the morphisms of quantales are
∨
-morphisms such that respect the prod-
uct. As in the case of idioms, we have the concept of inflator. In particular, we
have that an inflator d : Q → Q on a quantale is stable if ld(x) ≤ d(lx) and
d(x)r ≤ d(xr) for all x, l, r ∈ Q. A pre-nucleus in Q is an inflator d such that
d(x)d(y) ≤ d(xy) holds for all x, y ∈ Q. In this sense, a quantic nucleus on Q
is an idempotent pre-nucleus j on Q. In general, the set of all nuclei N(Q) is a
complete lattice which is not a quantale, but the complete lattice structure ensures
that there exists a unique quantic nucleus σ ∈ N(Q) such that for each quantic nu-
cleus k ∈ N(Q), the set of fixed points of k, Qk, that is a quotient of Q, is a frame
if and only if σ ≤ k. The latter is proved in [16, Lemma 3.2.5]. There are more
interesting families of inflators controlling the product and its comparison with ∧
on Q.
Some examples of quantales, as we mentioned before, are frames. Other exam-
ples come from ring theory. The lattice of left ideals, the one of right ideals and
that of two sided ideals with the usual product, are examples of quantales. On the
other hand, notice that R−fil the lattice of all preradical filters with the operation
of Gabriel multiplication of preradical filters satisfies (LQ), i.e. is a left quantale.
See [7, 3.13 Proposition].
3. QUASI-QUANTALES
Definition 3.1. Let A be a
∨
-semilattice. We say that A is a quasi-quantale if it
has an associative product A×A→ A such that for all directed subsets X,Y ⊆ A
and a ∈ A:
(RDQ)
(∨
X
)
a =
∨
{xa | x ∈ X},
and
(LDQ) a
(∨
Y
)
=
∨
{ay | y ∈ Y }.
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We say A is a left-unital (resp. right-unital, resp. bilateral-unital) quasi-quantale
if there exists e ∈ A such that e(a) = a (resp. (a)e = a, resp. e(a) = a = (a)e)
for all a ∈ A.
Example 3.2.
(1) If A is an idiom, then A is a bilateral-unital quasi-quantale with ∧ : A ×
A→ A.
(2) LetR be a ring with identity and letBil(R) = {I ⊆ R | I bilateral ideal }.
Then Bil(R) is a bilateral-unital quasi-quantale with the product of ideals.
Notice that RI = I = IR for all I ∈ Bil(R). Moreover, Bil(R) satisfies
∑
J
Ii

 J =∑
J
(IiJ)
and
J

∑
J
Ii

 =∑
J
(JIi),
for all {Ii}J ⊆ Bil(R).
Now, note that Λ(R) = {I ⊆ R | I is a left ideal } satisfies the latter
distributive laws but it is just a left-unital quasi-quantale.
(3) Let R-pr be the big lattice of preradicals on R−Mod, where the order
is given as follows: r, s ∈ R−pr if and only if r(M) ≤ s(M) for all
M ∈ R−Mod. Their infimum r ∧ s and supremum r ∨ s are defined as
(r∧ s)(M) = r(M)∩ s(M)) and (r∨ s)(M) = r(M)+ s(M)) for every
M ∈ R−Mod, respectively. In fact, by [12, Theorem 8, 1.(b)] it follows
that R−pr is a bilateral-unital quasi-quantale which is not a quantale with
∧ as product.
On the other hand, given r, s ∈ R−pr consider their product rs which
is defined as (rs)(M) = r(s(M)), for every M ∈ R−Mod. Notice that
R−pr with this product just satisfies (RQD). See [12, Theorem 8, 2.(b)].
(4) Let A be a lattice. The set of all inflators on A, denoted by D(A) just
satisfies (RQ) so in particular (RDQ). See Lemma 2.3 (3) (a) and [20].
(5) Let M be a left R-module. Given N,L ∈ Λ(M), in [3] was defined the
product
NML =
∑
{f(N)|f ∈ HomR(M,L)}.
In general, this product is not associative but if M is projective in σ[M ]
then it is. Therefore, if M is projective in σ[M ], then Λ(M) is a quasi-
quantale. In fact, for all subset {Ni}J,
(
∑
J
Ni)ML =
∑
J
(NiML).
Let Λfi(M) = {N ≤ M | N is fully invariant }, that is, f(N) ⊆ N for
any endomorphism f of M . Notice that Λfi(M) is a right-unital quasi-
quantale, because NMM = N for all N ∈ Λfi(M). This example will be
detailed in section 4.
(6) Any quantale is a quasi-quantale.
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(7) The lattice of all preradical filters, denoted by R−fil with the operation of
Gabriel multiplication of preradical filters satisfies (LQ) and (RDQ), re-
spectively. Therefore, R− fil, is a quasi-quantale which is not a quantale.
See [7, 3.13 Proposition].
Proposition 3.3. Let A be a quasi-quantale and x, y, z ∈ A. Then, the following
conditions hold.
(1) If x ≤ y, then zx ≤ zy and xz ≤ yz.
(2) Moreover, if 1a ≤ a for all a ∈ A, then
(a) xy ≤ y ∧ x1
(b) x0 = 0
Proof. (1) Notice that {x, y} ⊆ A is a directed subset, so zy = z(x∨y) = zx∨zy.
Thus zx ≤ zy. Analogously, yz = (x ∨ y)z = xz ∨ yz. So xz ≤ yz.
(2) (a) We have that {y, 1} is directed, so x1 = x(y∨1) = xy∨x1. Then xy ≤ x1.
On the other hand, y ≥ 1y = (x ∨ 1)y = xy ∨ 1y = xy ∨ y, then xy ≤ y. Thus
xy ≤ x1 ∧ y.
(2)(b) By (1), it follows that x0 ≤ x1 ∧ 0 = 0. 
Proposition 3.4. Let A be a quasi-quantale. The following conditions hold.
(1) If x ≤ y and z ≤ v, then xz ≤ yv.
(2) xy ∨ xz ≤ x(y ∨ z) and yx ∨ zx ≤ (y ∨ z)x, for all x, y, z ∈ A.
(3) If 1a ≤ a for all a ∈ A, then
(a) xx := x2 ≤ x1 and x2 ≤ x, for every x ∈ A.
(b) (x ∧ y)2 ≤ xy and (x1 ∧ y)2 ≤ xy.
Proof. (1) It follows from Proposition 3.3 (2) (a).
(2) Since y ≤ y ∨ z, then xy ≤ x(x ∨ z). Similarly, z ≤ y ∨ z implies that
xz ≤ x(y ∨ z). Therefore, xy ∨ xz ≤ x(y ∨ z).
(3) (a) It follows from Proposition 3.3 (2) (a).
(3) (b) Since x ∧ y ≤ x and x ∧ y ≤ y, by (2), we conclude that (x ∧ y)2 ≤ xy.
On the other hand, since x1 ∧ y ≤ x1 and x1 ∧ y ≤ y. By hypothesis, (1) and
the associativity of the product, we conclude that (x1 ∧ y)2 ≤ (x1)y = x(1y) ≤
xy. 
Proposition 3.5. Let A be quasi-quantale. Consider the following statements.
(1) xy = 0 if and only if x1 ∧ y = 0, for every x, y ∈ A.
(2) If x2 = 0, then x = 0, for every x ∈ A.
Then, the condition (1) always implies (2). If in addition, A is a quasi-quantale
which satisfies that 1a ≤ a for all a ∈ A, the two conditions are equivalent.
Proof. First, we prove that (1) implies (2). Let x ∈ A be such that x2 = 0. Then,
by (1) it follows that x = x ∧ x = 0.
Now, suppose that 1a ≤ a for all a ∈ A. It remains to prove that (2) implies (1).
Let x, y ∈ A be such that xy = 0. Then, by Proposition 3.4 (3) (b), we have that
(x1 ∧ y)2 ≤ xy = 0, so (x1 ∧ y)2 = 0. Hence, x1 ∧ y = 0. Conversely, suppose
that x1 ∧ y = 0. Then, it is immediately that xy ≤ x1 ∧ y = 0. 
Recall that a lattice A is pseudomultiplicative if it has a binary product (x, y) 7→
xy which satisfies the following conditions for x, y, z ∈ A:
(1) If x ≤ y then xz ≤ yz and zx ≤ zy.
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(2) xy ≤ x ∧ y.
(3) x(y ∨ z) ≤ xy ∨ xz.
See [9, Section 4] for more details.
From Proposition 3.3, it follows that a left-unital quasi-quantale (with e = 1)
generalizes the concept of a pseudomultiplicative lattice. Even though let A be a
bilateral quasi-quantale with e = 1, this one just will satisfy the above conditions
(1) and (2). Indeed, a quasi-quantale, in general, does not hold the latter condition
(3), see Proposition 3.4 (3) (b).
Lemma 3.6. Let A be a quasi-quantale which satisfies the following identities:
a(b ∨ c) = ab ∨ ac
(b ∨ c)a = ba ∨ ca
for all a, b, c ∈ A. Then A is a quantale.
Proof. Let X ⊆ A. Define Y = {x1 ∨ ... ∨ xn | xi ∈ X}. Then X ⊆ Y , so∨
X ≤
∨
Y and Y is a direct subset of A. Since A is quasi-quantale
a
(∨
Y
)
=
∨
{ay | y ∈ Y }.
Every y ∈ Y is of the form y = x1∨...∨xn with xi ∈ X. Since x1∨...∨xn ≤
∨
X
then ∨
{ay | y ∈ Y } ≤ a
(∨
X
)
≤ a
(∨
Y
)
,
so
a
(∨
X
)
=
∨
{ay | y ∈ Y }.
We have that X ⊆ Y , whence
∨
{ax | x ∈ X} ≤
∨
{ay | y ∈ Y }. On the other
hand, by hypothesis
ay = a(x1 ∨ ... ∨ xn) = ax1 ∨ ... ∨ axn ≤
∨
{ax | x ∈ X},
thus
∨
{ay | y ∈ Y } ≤
∨
{ax | x ∈ X}. Hence
a
(∨
X
)
=
∨
{ax | x ∈ X}

Lemma 3.7. Let (A,≤,∨, 1) be a complete lattice. Then, A is meet-continuous if
and only if A is a quasi-quantale such that
(a) The binary operation in A is commutative.
(b) A has an identity , e = 1
Proof. First, suppose that A is a meet-continuous complete lattice. It is clear that
A with the binary operation ∧ is a quasi-quantale which satisfies (a) and (b).
Conversely, since A is commutative, it follows that 1a = a = a1. This implies
that ab ≤ a ∧ b. Thus ab = a ∧ b. Therefore, A is meet-continuous. 
Definition 3.8. Let A be a quasi-quantale. Consider s : A → A a inflator on A.
We say that:
(1) s is contextual stable if s(a)x ≤ s(ax) and y(s(a)) ≤ s(ya) for all
a, x, y ∈ A.
(2) s is pre-multiplicative if s(a) ∧ b ≤ s(ab) for all a, b ∈ A.
(3) s is multiplicative if s(a) ∧ s(b) = s(ab) for all a, b ∈ A.
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(4) s is a contextual pre-nucleus if s(a)s(b) ≤ s(ab) for all a, b ∈ A.
(5) s is a contextual nucleus if s2 = s and s is a contextual pre-nucleus.
Let A be a quasi-quantale and j : A → A a nucleus on A, we define a binary
operation in Aj given by a, b ∈ Aj , a · b = j(ab).
Proposition 3.9. Let A be a quasi-quantale and j be a contextual nucleus. Then
(Aj , ·) is a quasi-quantale. If A is a left-unital quasi-quantale with identity e then
Aj is a left-unital quasi-quantale with identity j(e).
Proof. Let a, b, c ∈ Aj . Consider the following inequalities,
(1) abc ≤ j(ab)c ≤ j(j(ab)c) = j(ab) · c = (a · b) · c
(2) j(ab)c = j(ab)j(c) ≤ j(abc)
Using (2), we have
(3) (a · b) · c = j(j(ab)c) ≤ j2(abc) = j(abc).
By (1), j(abc) ≤ (a · b) · c, and by (3), we have the equality
(a · b) · c ≤ j(abc) ≤ (a · b) · c
Analogously, a · (b · c) = j(abc). Then a · (b · c) = (a · b) · c.
Now, let X ⊆ Aj be a directed subset and a ∈ Aj . Then,
a ·
(
j∨
X
)
= j
(
a
j∨
X
)
= j
(
aj
(∨
X
))
≥ a
(∨
X
)
=
∨
{ax|x ∈ X}.
Notice that j(ax) ≤ j(
∨
{ax | x ∈ X}) for all x ∈ X, so
j
(
a ·
(
j∨
X
))
≥ j
(∨
{ax|x ∈ X}
)
≥
∨
{j(ax)|x ∈ X}.
Since j is a nucleus,
a·
(
j∨
X
)
= j
(
a ·
(
j∨
X
))
≥ j
(∨
{j(ax) | x ∈ X}
)
=
j∨
{a·x | x ∈ X}.
On the other hand,
j∨
{a · x | x ∈ X} = j
(∨
{j(ax) | x ∈ X}
)
≥ j
(∨
{ax | x ∈ X}
)
= j
(
a
∨
X
)
≥ j(a)j
(∨
X
)
= a ·
j∨
X
Thus
a ·
j∨
X ≥
j∨
{ax|x ∈ X} ≥ a ·
j∨
X
Hence (Aj , ·) is a quasi-quantale.
Now, suppose that A is a left-unital quasi-quantale. Let a ∈ Aj , then
a = ea ≤ j(e)a ≤ j(j(e)a) = j(j(e)j(a)) ≤ j(ea) = j(a) = a.
So a = j(j(e)a) = j(e) · a. Hence Aj is a left-unital quasi-quantale. 
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Proposition 3.10. LetA be a quasi-quantale. Then, for each multiplicative nucleus
d on A, the set Ad is a meet-continuous lattice.
Proof. Let X ⊆ Ad be a directed subset and a ∈ Ad. Then,
d
((∨
X
)
∧ a
)
= d
((∨
X
)
a
)
= d
(∨
{xa|x ∈ X}
)
≤ d
(∨
{d(xa)|x ∈ X}
)
= d
(∨
{d(x) ∧ d(a)|x ∈ X}
)
= d
(∨
{x ∧ a|x ∈ X}
)
≤ d
((∨
X
)
∧ a
)
.
Therefore, d((
∨
X) ∧ a) = d (
∨
{x ∧ a|x ∈ X}). Thus(
d∨
X
)
∧ a = d
(∨
X
)
∧ d(a) = d
((∨
X
)
∧ a
)
= d
(∨
{x ∧ a|x ∈ X}
)
=
d∨
{x ∧ a|x ∈ X}.

Corollary 3.11. Let A be a quasi-quantale. Suppose that for any X ⊆ A and
a ∈ A is satisfied (∨
X
)
a =
∨
{xa | x ∈ X}.
Then, for each multiplicative nucleus d on A, the set Ad is a frame.
Remark 3.12. In Corollary 3.11, if A is an idiom then Aj is an idiom.
Now, consider p : A→ A an inflator on A such that
p(a)p(b) ≤ p(ab) = p(a ∧ b) = p(a) ∧ p(b).
We call such p, idiomatic pre-nucleus, and denote by IP (A) the set of idiomatic
pre-nucleus.
Let S ⊆ IP (A) be a directed subset. Notice that
(
∨
S)(a)(
∨
S)(b) = (
∨
{s(a) | s ∈ S})(
∨
{s(b) | s ∈ S})
=
∨
{s(a)s′(b) | s, s′ ∈ S}.
Since S is directed, for s, s′ ∈ S there exists f ∈ S such that s, s′ ≤ f . Then∨
{s(a)s′(b) | s, s′ ∈ S} ≤
∨
{f(a)f(b) | f ∈ S}
≤
∨
{f(ab) | f ∈ S} =
∨
{f(a ∧ b) | f ∈ S}.
Hence, (
∨
S)(a)(
∨
S)(b) ≤ (
∨
S)(ab) = (
∨
S)(a ∧ b). Since the supremum of
a directed set of pre-nucleus is a pre-nucleus, we obtain
∨
S ∈ IP (A).
Denote by NI(A), the set of idiomatic nucleus.
Proposition 3.13. Let A be a quasi-quantale. Then NI(A) is a frame.
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Proof. Let j ∈ NI(A) and k a inflator. Let G = {f | f ∧ k ≤ j}. Let f, g ∈ G
and p = fg. For all x ∈ A we have that
k(x) ∧ p(x) = k(x) ∧ f(g(x)) ≤ f(k(x)) ∧ f(g(x))
= f(k(x) ∧ g(x)) ≤ f(j(x)).
Then
k(x) ∧ p(x) ≤ f(j(x)) ∧ k(x) ≤ f(j(x)) ∧ k(j(x))
≤ (f ∧ k)(j(x)) ≤ j(j(x)) = j(x).
Thus, G is directed and whence
∨
G is idiomatic.
Let h =
∨
G. Consider
j ◦ (h ∧ k)(x) = j(h(x) ∧ k(x)) = j(h(x)k(x)) = j
((∨
G
)
(x)k(x)
)
= j
(∨
{g(x)k(x) | g ∈ G}
)
≤ j
(∨
{j(g(x)k(x)) | g ∈ G}
)
≤ j
(∨
{j(g(x) ∧ k(x)) | g ∈ G}
)
≤ j(j(j(x))) = j(x)
Thus, j ◦ (h ∧ k) = j. Then h ∧ k ≤ j, that is, h ∈ G. This implies that h2 = h,
and so h ∈ NI(A).
Hence, NI(A) has implication. Consequently, NI(A) is a frame. 
Definition 3.14. Let A be a quasi-quantale. An element 1 6= p ∈ A is prime if
whenever ab ≤ p then a ≤ p or b ≤ p.
Definition 3.15. Let A be a quasi-quantale and B a sub
∨
-semilattice. We say that
B is a subquasi-quantale of A if(∨
X
)
a =
∨
{xa | x ∈ X}
and
a
(∨
Y
)
=
∨
{ay | y ∈ Y },
for all directed subsets X,Y ⊆ B and a ∈ B.
Definition 3.16. Let A be a quasi-quantale and B a subquasi-quantale of A. An
element 1 6= p ∈ A is a prime element relative to B if whenever ab ≤ p with
a, b ∈ B then a ≤ p or b ≤ p.
It is clear that a prime element in A is a prime element relative to A.
We define the spectrum relative to B of A as
SpecB(A) = {p ∈ A | p is prime relative to B}
If B = A, the we just write Spec(A).
Lemma 3.17. Let B be a subquasi-quantale of a quasi-quantale A. Suppose that
0, 1 ∈ B and 1b, b1 ≤ b for all b ∈ B, then
(1) ab ≤ a ∧ b for all a, b ∈ B.
(2) Let p ∈ A a prime element relative to B. If a, b ∈ B, then ab ≤ p if and
only if a ≤ p or b ≤ p.
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Proof. (1). It follows by Proposition 3.3.(2).(a) that ab ≤ a ∧ 1b. By hypothesis
1b ≤ b, so ab ≤ a ∧ b.
(2). Let a, b ∈ B and p ∈ A a prime element relative to B. First, if ab ≤ p,
then, by definition, it follows that a ≤ p or b ≤ p.
Conversely, suppose that a ≤ p. By (1), ab ≤ a ∧ b ≤ a, then ab ≤ p.
Analogously if b ≤ p. 
From now on, let B be a subquasi-quantale of a quantale A and suppose that
0, 1 ∈ B and 1b, b1 ≤ b for all b ∈ B.
Proposition 3.18. Let B be a subquasi-quantale of a quasi-quantale A. Then
SpecB(A) is a topological space, where the closed subsets are subsets given by
V(b) = {p ∈ SpecB(A) | b ≤ p},
with b ∈ B.
In dual form, the open subsets are of the form
U(b) = {p ∈ SpecB(A) | b  p},
with b ∈ B.
Proof. It clear that U(0) = ∅ and U(1) = SpecB(A). Let {bi}I be a family of
elements in B. Then
U
(∨
I
bi
)
=
{
p ∈ SpecB(A) |
∨
I
bi  p
}
=
⋃
I
{p ∈ SpecB(A) | bi  p}
=
⋃
I
U(bi)
Now, let a, b ∈ B. Then, by Lemma 3.17.(2),
U(ab) = {p ∈ SpecB(A) | ab  p} = {p ∈ SpecB(A) | a  p and b  p}
= ({p ∈ SpecB(A) | a  p}) ∩ ({p
′ ∈ SpecB(A) | b  p
′}) = U(a) ∩ U(b).

Remark 3.19. Let O(SpecB(A)) be the frame of open subsets of SpecB(A). We
have an adjunction of ∨-morphisms
B
U
..
O(SpecB(A))
U∗
mm
Where U∗ is defined as
U∗(W ) =
∨
{b ∈ B | U(b) ⊆W}
The composition µ = U∗ ◦ U is a closure operator in B.
Proposition 3.20. Let b ∈ B. Then µ(b) is the largest element in B such that
µ(b) ≤
∧
{p ∈ SpecB(A) | p ∈ V(b)}.
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Proof. By definition,
µ(b) = U∗(U(b)) =
∨
{c ∈ B | U(c) ⊆ U(b)}
=
∨
{c ∈ B | V(b) ⊆ V(c)} ≤
∧
{p ∈ SpecB(A) | p ∈ V(b)}.
Let x ∈ B such that x ≤ p for all p ∈ V(b), then V(b) ⊆ V(x). Thus, x ≤
∨
{c ∈
A | V(b) ⊆ V(c)}, whence x ≤ µ(b). 
Theorem 3.21. The closure operator in µ : B → B is a multiplicative pre-nucleus.
Proof. Let a, b ∈ B. By Lemma 3.17.(1), ab ≤ a ∧ b. Thus µ(ab) ≤ µ(a) ∧ µ(b).
By Proposition 3.20,
µ(a)∧µ(b)≤
(∧
{q ∈ SpecB(A)|q∈V(a)}
)
∧
(∧
{q′ ∈ SpecB(A) | q
′∈V(b)}
)
.
Let p ∈ SpecB(A) such that ab ≤ p, then a ≤ p or b ≤ p. If a ≤ p then,∧
{q ∈ SpecB(A) | q ∈ V(a)}} ≤ p.
Thus, µ(a) ∧ µ(b) ≤ p. Analogously, if b ≤ p then µ(a) ∧ µ(b) ≤ p. Hence
µ(a) ∧ µ(b) ≤
∧
{p ∈ SpecB(A) | p ∈ V(ab)}
By Proposition 3.20, µ(ab) is the largest element in B less or equal than
∧
{p ∈
SpecB(A) | p ∈ V(ab)}, therefore µ(a)∧ µ(b) ≤ µ(ab). Thus µ is multiplicative.
Now, since ab ≤ a ∧ b then µ(a) ∧ µ(b) = µ(ab) ≤ µ(a ∧ b). The other
inequality always holds. Thus µ is a pre-nucleus. 
Corollary 3.22. Aµ is an meet-continuous lattice.
Proof. It follows by Proposition 3.10. 
4. THE LARGE SPECTRUM
In this section, we introduce a new spectrum for a module and we give some
characterizations of modules with this space.
Firstly, recall that for any left R-module M, in [3, Lemma 2.1] was defined the
product of submodules N,L ∈ Λ(M),
NML :=
∑
{f(N)|f ∈ HomR(M,L)}.
Remark 4.1. [4, Proposition 1.3] This product satisfies the following properties
for every submodules K,K ′ ∈ Λ(M):
(1) If K ⊆ K ′ then KMX ⊆ K ′MX for every module X.(2) If X is a left module and Y ⊆ X then KMY ⊆ KMX.
(3) MMX ⊆ X for every module X.
(4) KMX = 0 if and only if f(K) = 0 for all f ∈ Hom(M,X).
(5) 0MX = 0, for every module X.
(6) Let {Xi | i ∈ I} be a family of submodules of M then
∑
i∈I (KMXi) ⊆
KM
(∑
i∈I Xi
)
.
(7) (∑i∈I Ki)M N =∑i∈I KiMN for every family of submodules {Ki | i ∈ I}
of M .
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Proof. The proof of this is in [4, Proposition 1.3]. Here we only give the proof of
(6) and (7).
(6) Let {Xi | i ∈ I} be a family of submodules of M . Since Xi ≤
∑
i∈I Xi,
by (2) of this proposition (KMXi) ⊆ KM
(∑
i∈I Xi
)
. Thus,
∑
i∈I
(KMXi) ⊆ KM
(∑
i∈I
Xi
)
.
(7) Let {Ki | i ∈ I} be a family the submodules of M . Then(∑
i∈I
Ki
)
M
N =
∑{(∑
i∈I
Ki
)
|f ∈ HomR(M,N)
}
=
∑{∑
i∈I
f (Ki) |f ∈ HomR(M,N)
}
=
∑
i∈I
∑
{f(Ki)|f ∈ HomR(M,N)}
=
∑
i∈I
(KiMN) .

Now, recall that an R−module N is said to be subgenerated by M if N is
isomorphic to a submodule of an M−generated module. It is denoted by σ[M ]
the full subcategory of R−Mod whose objects are all R−modules subgenerated
by M. Also, a module N is called a subgenerator in σ[M ] if σ[M ] = σ[N ]. In
particular, M is a subgenerator in R−Mod if σ[M ] = R−Mod. See [23, §15] for
more details.
Remember that N ≤ M is a fully invariant submodule of M if f(N) ≤ N for
all f endomorphism of M . The set of fully invariant submodules of M is denoted
by Λfi(M).
Remark 4.2. LetM ∈ R−Mod and projective in σ[M ]. The following conditions
hold.
(1) The product −M− : Λ(M)× Λ(M)→ Λ(M) is associative.
(2) KM
(∑
i∈I Xi
)
=
∑
i (KMXi) for every directed family of submodules {Xi |
i ∈ I} of M .
(3) If N,L ∈ Λfi(M), then NML ∈ Λfi(M) and hence the product −M− is well
restricted in Λfi(M).
Proof. (1) It follows by [2, Proposition 5.6].
(2) Let {Xi|i ∈ I} be a directed family of submodules ofM . Let
∑
j∈J fj(kj) ∈
KM
(∑
i∈I Xi
)
, with fj :M →
∑
i∈I Xi. Since M is projective in σ[M ] for each
fj there exists gij :M → Xi such that
∑
i∈I gij (kj) = fj(kj).
M
fj

⊕
gij
xxqq
q
q
q
q
q
q
q
q
q
⊕
i∈I Xi
// //
∑
i∈I Xi
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Then ∑
j∈J
fj(kj) =
∑
j∈J
∑
i∈I
gij (kj) ∈
∑
Xij .
Since this sum is finite and {Xi|i ∈ I} is directed, there exists l ∈ I such that∑
Xij ⊆ Xl. Thus∑
j∈J
fj(kj) =
∑
j∈J
∑
i∈I
gij (kj) ∈ KMXl ⊆
∑
i∈I
(KMXi)
The other contention follows by 4.1.(6).
(3) Let N,L ∈ Λfi(M) and g :M →M . Then
g(NML) = g
(∑
{f(N)|f ∈ HomR(M,L)}
)
=
∑
{gf(N)|f ∈ HomR(M,L)}
Since L ∈ Λfi(M), gf ∈ HomR(M,L). Hence
g(NML) ⊆ NML.

Notice that in Remark 4.2 (1), the projectivity condition for M is necessary as is
shown in the following example which was taken from [3, Lemma 2.1 (vi)]: con-
sider Z the additive group of integers andQ the additive group of rational numbers,
then 0 = (Z Q Z )QQ 6= ZQ (Z QQ) = Q.
Proposition 4.3. Let M ∈ R−Mod. If M is projective in σ[M ], the following
conditions hold.
(1) Λ(M) is a quasi-quantale. In fact, for all subset {Ni}J, (
∑
JNi)ML =∑
J (NiML).
(2) Λfi(M) is a right-unital subquasi-quantale of Λ(M).
Proof. (1) By Remark 4.2 (1), the product −M− : Λ(M) × Λ(M) → Λ(M) is
associative, and by Remark 4.1 (7) and Remark 4.2 (2), Λ(M) is a quasi-quantale.
(2) Since the product −M− is well restricted in Λfi(M), then Λfi(M) is a
subquasi-quantale. Now, if N ∈ Λfi(M) then
NMM =
∑
{f(N)|f ∈ HomR(M,M)} ⊆ N,
but N = IdM (N) ≤ NMM . Hence NMM = N . Thus Λfi(M) is a right-unital
quasi-quantale. 
In this study, we also have preradicals theory. Recall that a preradical r on
R−Mod is a subfunctor of the identity functor on R−Mod, i.e. r assigns to each
M a submodule r(M) in such a way that every f ∈ HomR(M,N) restricts to
a homomorphism r(f) ∈ HomR(r(M), r(N)). In particular, r(R) is a two-sided
ideal. The big lattice of preradicals in R−Mod is denoted by R−pr. In fact, R−pr
is a left -unital quasi-quantale with the product ∧, as was mentioned in Example
3.2 (3).
Let M ∈ R−Mod. For each N ∈ Λfi(M), there are two distinguished prerad-
icals, αMN and ωMN , which are defined as follow
αMN (L):=
∑
{f(N) | f ∈ HomR(M,L)}
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and
ωMN (L):=
⋂
{f−1(N) | f ∈ HomR(L,M)},
for each L ∈ R−Mod.
Remark 4.4. [12, Proposition 5]. If N is a fully invariant submodule of M, then
the following conditions are satisfied.
(1) The preradicals αMN and ωMN have the property that αMN (M) = N and ωMN (M) =
N respectively.
(2) The class {r ∈ R−pr | r(M) = N} is precisely the interval [αMN , ωMN ].
The reader can find more properties of these preradicals in [12], [13], [14] and
[15, Proposition 1.3].
Definition 4.5. Let M, P ∈ R−Mod such that P ≤M. Define
ηMP : R−Mod→ R−Mod
ηMP (L) :=
⋂
{f−1(P ) ∈ R−Mod|f ∈ HomR(L,M)},
for each L ∈ R−Mod.
It is clear that ηMP is a preradical. Also, it is clear that ηMP (M) ≤ P. When
P ∈ Λfi(M), it follows that P = ηMP (M). And in this case, ωMP = ηMP .
Remark 4.6. (1) ηMP  ωMηM
P
(M)
(2) If N,L ∈ Λfi(M) and NML ≤ P, then ωM(NML)  ηMP .
Remark 4.7. Let M ∈ R−Mod.
(1) If P,Q ≤M satisfy that P ≤ Q, then ηMP  ηMQ .
(2) If r ∈ R−pr and P ≤M satisfy that r(M) ≤ ηMP (M), then
r  ωMr(M)  η
M
P  ω
M
ηM
P
(M)
.
Remark 4.8. Let M be an R-module. We can consider Spec(Λfi(M)). Notice
that the prime submodules defined in [13] are the elements in Spec(Λfi(M)).
Proposition 4.9. Let M ∈ R−Mod and P ≤ M. If ηMP is a prime preradical
i.e. ηMP ∈ Spec(R−pr) and ηMP (M) 6= M, then ηMP (M) ∈ Spec(Λfi(M)).
Moreover, ηMP (M) is the largest element in Spec(Λfi(M)) which is contained in
P.
Proof. Let N,L ∈ Λfi(M) such that NML ≤ ηMP (M). This is, (αMN ·αML )(M) ≤
ηMP (M). By Remark 4.7(1) it follows that αMN · αML  ηMP . Since ηMP is a prime
preradical, we get αMN  ηMP or αML  ηMP . Thus, N ≤ ηMP (M) or L ≤ ηMP (M).
Therefore, ηMP (M) ∈ Spec(Λfi(M)).
Finally, let K ∈ Λfi(M) be a prime submodule of M such that K ≤ P. Then,
ωMK  η
M
P . Thus, applying M in the last inequality we obtain K = ωMK (M) ≤
ηMP (M) ≤ P. 
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From now on, M will be assumed projective en σ[M ], in order to have that
Λfi(M) is a right-unital subquasi-quantale of Λ(M).
Let M be an R-module. If P is a prime element of Λ(M) relative to Λfi(M),
then we will call it a large prime submodule of M . We will write LgSpec(M)
instead of SpecΛfi(M)(Λ(M)).
Proposition 4.10. Let M, P ∈ R−Mod such that P ≤ M. Then, the following
conditions are equivalent.
(1) P is a large prime submodule of M.
(2) ηMP is a prime preradical.
Proof. (1)⇒(2) From the hypothesis, it is clear that P 6= M. So, ηMP 6= 1. Let
r, s ∈ R−pr such that r · s  ηMP . Evaluating this in M and using [13, Proposition
14 (2)], we obtain r(M)Ms(M) ≤ ηMP (M). Thus, r(M)Ms(M) ≤ ηMP (M) ≤ P.
so, by hypothesis, it follows that r(M) ≤ P or s(M) ≤ P. And by Proposition
4.9, ηMP (M) is the largest fully invariant submodule of M which is contained in P.
Hence, r(M) ≤ ηMP (M) or s(M) ≤ ηMP (M). Consequently, r  ηMP or s  ηMP .
(2)⇒ (1) By hypothesis, ηMP is a prime preradical, so in particular P  M. Let
N,L ∈ Λfi(M) such that NML = αMN (L) ≤ P. Notice that NML = αMN (L) =
(αMN · α
M
L )(M). Then, αMN · αML  ωMNML. Thus, by Remark 4.7 (2) we get αMN ·
αML  η
M
P . Since ηMP is prime, then αMN  ηMP or αML  ηMP . Applying M we
obtain N = αMN (M) ≤ ηMP (M) ≤ P or L = αML (M) ≤ ηMP (M) ≤ P. By
Remark 4.7 (2), we conclude that r  ηMP or s  ηMP . Hence, ηMP is a prime
preradical. 
Corollary 4.11. Let M ∈ R−Mod and P ≤M. If P is a large prime submodule
of M, then ηMP (M) is the largest element in Spec(Λfi(M)) which is contained in
P.
Proof. It follows from Propositions 4.9 and 4.10. 
Definition 4.12. Following [13], an R-module M is a prime module if
0 ∈ Spec(Λfi(M)).
Corollary 4.13. Let M ∈ R−Mod and P ≤ M. Then, the following conditions
hold.
(1) If P is a large prime submodule of M, then M/ηMP (M) is a prime module.(2) If M is a quasi-projective module and M/P is a prime module, then P is
a large prime submodule.
Proof. (1) It is a consequence from Corollary 4.11 and [13, Proposition 18.1].
(2) Note that in [13, Proposition 18.2] is not necessary the hypothesis of P ∈
Λfi(M). 
Example 4.14. If M < M is a maximal submodule then M/M is a simple mod-
ule, hence it is a prime module. Therefore, every maximal submodule of M is a
large prime submodule.
Definition 4.15. AnR-module M is FI-simple if the only fully invariant submod-
ules of M are 0 and M .
A GENERALIZATION OF QUANTALES WITH APPLICATIONS TO MODULES AND RINGS 17
Proposition 4.16. If M is an FI-simple module, then M is cogenerated by all its
non-zero factors modules.
Proof. If M is FI-simple, it is clear that LgSpec(M) = {N ≤ M | N 6= M}
and Spec(Λfi(M)) = 0. By corollary 4.11, ηMN (M) = 0 for all N ≤ M, with
N 6= M . This implies that there exists a monomorphism M → (M/N)S , where
S = EndR(M) for all proper submodule of M . 
Remark 4.17. In [1] the author writes Specfp(M) instead of Spec(Λfi(M)).
If M is projective in σ[M ] then LgSpec(M) is a topological space by Proposi-
tion 3.18 and Corollary 4.13. We can see that Spec(Λfi(M)) is a subspace of
LgSpec(M). Recall that an R−module is duo if Λ(M) = Λfi(M). Note that if
M is a duo module then Spec(Λfi(M)) = LgSpec(M) = Spec(Λ(M)). We will
call LgSpec(M) the large spectrum of M .
Definition 4.18. A module M is coatomic if every submodule is contained in a
maximal submodule of M .
Example 4.19.
(1) Every finitely generated and every semisimple module is coatomic.
(2) Semiperfect modules are coatomic.
(3) If R is a left perfect ring every left R-module is coatomic. (see [8])
Note that in general, it could be that LgSpec(M) = ∅. If we assume that M is
a coatomic module then LgSpec(M) is not the empty set.
We will denote Spec(Λ(M)) just by Spec(M).
Proposition 4.20. Let M be quasi-projective. Then Spec(Λfi(M)) is a dense
subspace of LgSpec(M)
Proof. Let U(N) 6= ∅ be an open set of LgSpec(M) such that
U(N) ∩ Spec(Λfi(M)) = ∅.
Thus, the elements of U(N) are not fully invariant. Let P ∈ U(N). By Corollary
4.11, there exists Q ∈ Spec(Λfi(M)) such that Q ⊆ P , which is a contradiction.
Thus U(N) = ∅. So, Spec(Λfi(M)) is dense in LgSpec(M). 
Let O(LgSpec(M)) be the frame of open subsets of LgSpec(M). Then we
have a morphism of
∨
-semilattices
U : Λfi(M)→ O(LgSpec(M))
given by U(N) = {P ∈ LgSpec(M) | N * P}.
This morphism has a right adjunct U∗ : O(LgSpec(M))→ Λfi(M) given by
U∗(A) =
∑
{K ∈ Λfi(M) | U(K) ⊆ A}.
Proposition 4.21. LetN ∈ Λfi(M). Then (U∗◦U)(N) is the largest fully invariant
submodule of M contained in
⋂
P∈V(N)
P.
Proof. It follows by Proposition 3.20. 
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Definition 4.22. Let M be an R-module and M 6= N ∈ Λfi(M). We say that N
is semiprime in M if whenever KMK ≤ N with K ∈ Λfi(M) then K ≤ N . We
say that M is a semiprime module if 0 is semiprime.
Remark 4.23. The last definition is given in [14]. Note that if {Pi}I is a family
of large primes submodules of M , then
⋂
I
Pi is not necessary a fully invariant
submodule of M but
⋂
I
Pi satisfies the property that for every L ∈ Λfi(M) such
that LML ≤
⋂
I
Pi then L ≤
⋂
I
Pi.
Proposition 4.24. Let µ = U∗ ◦ U be as in Proposition 4.21. Let N ∈ Λfi(M)
then, µ(N) = N if and only if N is semiprime in M or N =M .
Proof. Assume that µ(N) = N and let L ∈ Λfi(M) such that LML ≤ N.
We have that µ(N) ≤
⋂
P∈V(N)
P , so LML ≤
⋂
P∈V(N)
P . By Remark 4.23, L ≤
⋂
P∈V(N)
P . Since L is a fully invariant submodule of M , by Proposition 4.21
L ≤ µ(N). Thus µ(N) is semiprime in M .
Now suppose that N is semiprime in M . By [6, Proposition 1.12],
N =
⋂
{Q | N ≤ Q Q ∈ Spec(Λfi(M))}.
Since Spec(Λfi(M))⊆LgSpec(M), then⋂
P∈V(N)
P ⊆
⋂
{Q ∈ Spec(Λfi(M)) | N ≤ Q} = N.
This implies that N = µ(N). 
Corollary 4.25. The closure operator µ : Λfi(M) → Λfi(M) is a multiplicative
pre-nucleus.
Proof. By Theorem 3.21. 
Remark 4.26. By definition µ is a closure operator and by Corollary 4.25 µ is a
pre-nucleus then µ is a nucleus in Λfi(M).
Proposition 4.27. Let M ∈ R−Mod and
SP (M) = {N ∈ Λfi(M) | N is semiprime } ∪ {M}.
Then SP (M) is a frame. Moreover, SP (M) ∼= O(LgSpec(M)) canonically as
frames.
Proof. By Proposition 4.24, Λfi(M)µ = SP (M). Since µ is a multiplicative
nucleus then SP (M) is a frame by Corollary 3.11. 
Definition 4.28. Let L be a lattice. An element 1 6= p ∈ L is called ∧-irreducible
if whenever x ∧ y ≤ p for any x, y ∈ L then x ≤ p or y ≤ p.
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Given a frame F, its points is the set
pt(F ) = {p ∈ F | p is ∧ -irreducible}
Proposition 4.29. Let M be an R-module. Then pt(SP (M)) = Spec(Λfi(M))
Proof. It is clear that Spec(Λfi(M)) ⊆ pt(SP (M)). Now, let P ∈ pt(SP (M))
and N,L ∈ Λfi(M) such that NML ≤ P . By Proposition 4.25,
µ(N) ∩ µ(L) = µ(N ∩ L) = µ(NML) ≤ µ(P ) = P.
Since µ(N), µ(L) ∈ SP (M) then N ≤ µ(N) ≤ P or L ≤ µ(L) ≤ P . 
Remark 4.30. Since pt(SP (M)) = Spec(Λfi(M)), there exists a continuous
function
η : LgSpec(M)→ Spec(Λfi(M))
defined as η(P ) =
∑
SP
{N ∈ SP (M) | P ∈ V(N)}, where
∑
SP
denotes the suprema
in the frame SP (M). Also, we have a frame isomorphism between SP (M) and
O(Spec(Λfi(M))). See [21]
Definition 4.31. Let F be a frame. It is said that F is spatial if it is isomorphic to
O(X) for some topological space X. If each quotient frame of F is spatial, it is
said that F is totally spatial.
Theorem 4.32. Let M be projective in σ[M ]. Suppose for every fully invariant
submodule N ≤ M , the factor module M/N has finite uniform dimension. Then,
the frame SP (M) is totally spatial.
Proof. Let N ∈ SP (M). By [22, Lemma 9] M/N is projective in σ[M/N ].
Since N is semiprime in M then M/N is a semiprime module (Definition 4.22)
by [14, Proposition 13]. By hypothesis M/N has finite uniform dimension, so
by [6, Proposition 1.29] Spec(Λfi(M/N)) has finitely many minimal elements
(P1/N), ..., (Pn/N) such that 0 = P1/N ∩ ... ∩ Pn/N .
Since Pi/N ∈ Spec(Λfi(M/N)) then M/Pi ∼= M/NPi/N is a prime module. Thus,
by [13, Proposition 18], Pi ∈ Spec(Λfi(M)) for all 1 ≤ i ≤ n. Moreover,
N = P1 ∩ ... ∩ Pn. Because of this intersection is finite, we can assume that it is
irredundant. Thus by [10, Theorem 3.4], SP (M) is totally spatial. 
For the definition of a weakly scattered space, see [21] and [11, 8.1].
Corollary 4.33. Let M be projective in σ[M ]. Suppose for every fully invariant
submodule N ≤ M , the factor module M/N has finite uniform dimension. Then
the topological space LgSpec(M) is weakly scattered.
Proof. By Proposition 4.27 SP (M) ∼= O(LgSpec(M)), then LgSpec(M) is
weakly scattered by [10, Corollary 3.7]. 
For the definition of Krull dimension of a module M see [5].
Corollary 4.34. Let M be projective in σ[M ]. If M has Krull dimension, then
LgSpec(M) is weakly scattered.
Proof. If M has Krull dimension then every factor module M/N so does. Now,
if M/N has Krull dimension, by [5, Proposition 2.9] M/N has finite uniform
dimension. So by Corollary 4.33 LgSpec(M) is weakly scattered. 
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Remark 4.35. Note that with the last corollary, for every commutative ring R with
Krull dimension, Spec(R) is weakly scattered. In particular, for every noetherian
commutative ring. Also see [10, Theorem 4.1].
Remark 4.36. In [21, Theorem 7.5], for a T0 space S, the frame of all nuclei over
the topology of S is boolean precisely when S is scattered, so by 4.33, we observe
that NO(LgSpec(M)) ∼= NSP (M) is boolean.
If R is a ring, the lowest radical of R is defined as
Nil∗(R) =
⋂
{P | P ∈ Spec(Bil(R))}.
It is well known that Nil∗(R) is contained in Rad(R).
Definition 4.37. Let M ∈ R−Mod. The lowest radical of M is the fully invariant
submodule
Nil∗(M) =
⋂
{Q | Q ∈ Spec(Λfi(M))}.
Proposition 4.38. Nil∗(M) ≤ Rad(M).
Proof. Since every maximal submodule is a large prime submodule by Remark
4.23, Rad(M) is semiprime in M . So Rad(M) is an intersection of elements of
Spec(Λfi(M)) by [6, Proposition 1.12]. This implies that Nil∗(M) ≤ Rad(M).

If
Max(M) = {M < M | M is a maximal submodule },
we have that Max(M) ⊆ LgSpec(M). Notice that Max(M) is a subspace of
LgSpec(M).
Suppose that M is coatomic. Then we have the adjunction
Λfi(M)
m ..
O(Max(M))
m∗
mm
defined as
m(N) = {M ∈Max(M) | N *M},
and
m∗(A) =
∑
{K ∈ Λfi(M) | m(K) ⊆ A}.
This adjunction can be factorized as
Λfi(M)
U
..
m
""
O(LgSpec(M))
U∗
mm
I

O(Max(M))
m∗
bb
I∗
LL
,
where I : O(LgSpec(M)) → O(Max(M)) is given by I(A) = A ∩Max(M).
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Following the proof of Proposition 3.20, (m∗◦m)(N) is the largest fully invariant
submodule contained in ⋂
M∈V(N)∩Max(M)
M
Then
(m∗ ◦ m)(0) =
⋂
M∈Max(M)
M = Rad(M)
Note that the proof of Theorem 3.21 can be applied to τ := m∗ ◦ m, so τ is a
multiplicative nucleus. Hence R(M) := Λfi(M)τ is a frame by Corollary 3.11.
Moreover, R(M) is a subframe of SP (M).
Definition 4.39. Let M be an R-module. M is co-semisimple if every simple
module in σ[M ] is M -injective.
If M = RR, this is the definition of a left V -ring.
The following characterization of co-semisimple modules is given in [23, 23.1]
Proposition 4.40. For an R-module M the following statements are equivalent:
(1) M is co-semisimple.
(2) Any proper submodule of M is an intersection of maximal submodules.
Corollary 4.41. Let M be a co-semisimple module. Then Λfi(M) is a frame.
Proof. Since M is co-semisimple then SP (M) = Λfi(M). 
Corollary 4.42. Let M be a duo co-semisimple module then Λ(M) is a frame.
Proof. In this case Λ(M) = Λfi(M). 
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