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[摘要 ] 论述了一种新的基于神经网络混沌吸引子的公钥密码算法 , 在过饱和贮存的 Hopfield神经网
络模型中混沌吸引子与初始状态之间存在一种单向函数关系 , 改变神经网络的联结权矩阵 , 混沌吸引子及
其相应的吸引域会随之发生改变 , 如果以联结权矩阵为陷门 , 并利用可交换的随机变换矩阵来改变神经网
络的联结权矩阵 , 则可以创建一种新的 D iffie2Hellman公钥加密算法. 将随机变换矩阵作为私钥 , 而将变换
后的神经网络联结突触矩阵作为公钥 , 介绍了这种新的公钥加密方案 , 并分析和讨论其安全性和加密效率.
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0　引言
网络安全问题是下一代互联网研究的关键问题之一 [ 1 ] , 而加密算法又是网络安全问题的核心.
为了满足下一代互联网多媒体实时性安全通信的要求 , 既需要选用复杂性高的加密算法 , 以增强信息
的安全性 , 又希望所选用的加密算法能以并行方式实现快速运算 , 以缩短加密和解密的时间来保证实
时通信. 其中 , 既能实现快速并行运算又有混沌动力学复杂行为的人工神经网络一直被认为是用来设
计下一代互联网通信所需的加密算法的最佳选择之一 [ 2 ] .
自 1976年 W. D iffie和 M. Hellman首次提出公钥密码思想以来 [ 3 ] , 公钥密码体制因其不需要安全
信道来进行密钥的分配与传送 , 并且在多用户保密通信时可有效地减少密钥数量 , 方便和简化了密钥
管理工作. 因此 , 它倍受计算机网络安全通信的重视 , 提出了许多公钥密码算法 [ 4 ] , 但是基于神经
网络的公钥密码算法还未见相应的报道.
神经网络尽管是由简单的元器件所构成的 , 但是它具有复杂的动力学特性 , 如神经网络的混沌特
性. 在 20世纪 90年代初 L. M. Pecora 和 T. L. Carroll发现了混沌同步现象后 [ 5 ] , K. R. Crounse和
V. M ilanovie分别提出了基于神经网络混沌同步的对称密码算法 [ 6, 7 ] , 这种密码算法具有算法简单 , 易
于硬件实现等特点 , 但是对敏感消息所提供的保密性不是很强 , 且在硬件兑现中还存在信道噪声影响
和参数匹配等问题.
为了克服上述困难 , 郭东辉等提出了一种新的基于神经网络吸引子的对称几率加密算法 [ 8 ] , 他
们发现在过饱和的 Hopfield神经网络中存在不按照 Hamm ing最小规则进行联想的混沌吸引子 , 混沌
吸引子的个数随神经元个数的增加而增多 , 并且从理论上证明了每个吸引子及其相应的吸引域因联接
突触矩阵的改变而发生相应的变化 , 而且该算法所提供的信息安全性随神经元个数增多时呈指数方式
提高. 因而 , 该算法能提供很高的实际的信息保密性 , 如当神经元个数超过 28时 , 所提供的信息安
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全性就高于一般公认可接受的安全性水平 1012M IPS Years.
本文引入了 D iffie2Hellman公钥思想 , 利用可交换矩阵族的特性 , 提出一种新的基于神经网络吸
引子的公钥密码算法 , 并对算法的安全性和加密效率能进行较深入的分析.
1　算法加密原理
在本节中首先介绍所采用的神经网络模型 , 然后根据 D iffie - Hellman公钥体制来构造一种新的加
密算法.
1. 1 　神经网络模型
Hopfield神经网络 (Hopfield Neural Networks, HNN)是 J. J. Hopfield在 20世纪 80年代初提出的一
类神经网络模型 [ 9 ] , 可以进行硬件兑现. 对于离散 Hopfield神经网络而言 , 如果神经网络的某一初始
状态根据 MHD (M inimum Hamm ing D istance, 最小汉明距离 ) 规则收敛到一个系统吸引子 , 那么它就
是稳定状态 , 这些稳定状态通常被作为 HNN的联想贮存样本. 但是联想神经网络的记忆容量是有限
的 , 对于由 N 个神经元组成的 HNN而言 , 对随机样本的记忆 , 其存贮容量仅约为 0. 14 N. 当所要存
贮的样本数超过该模型的存贮容量 , 那么该神经网络系统的稳定吸引子将发生畸变 , 使得系统不能按
汉明距离最小规则进行联想 , 出现了过饱和存贮的混沌吸引性质 , 这时的 HNN 就变成为 OHNN
(Overstoraged HNN).
假设离散 Hopfield神经网络有 N 个互联神经元 , 每个神经元状态只为 0或 1, 它的下一个状态
S i ( t + 1) 取决于当前各神经元的状态 , 即 :
S i ( t + 1) = f ∑
N - 1
j =0
TijS ( t) +θi , 　i = 0, 1, 2, ⋯, N - 1. (1)
其中 , Tij为神经元 i与 j之间的联接权值 , θi 为神经元 i的域值 , f ( x) 为任一非线性函数 , 不妨设
f ( x) =σ ( x) 为一符号函数 , 则 :
σ ( x) =
1, x ≥ 0
0, x < 0
(2)
　　在 HNN模型中 , 神经元的域值θi可定义为 0 ( i = 0, 1, 2, ⋯, N - 1) , Tij为一对称矩阵 T. 根据公
式 (1) 和 (2) , 则有 :
S ( t + 1) = FT (S ( t) ) =σ (S ( t) T) (3)
其中 , S ( t + 1) = { S0 ( t) , S1 ( t) , S2 ( t) , ⋯⋯, SN - 1 ( t) } , 系统在时间 t时刻时状态为 :
S ( t) = FT (S ( t - 1) ) = F
t
T (S (0) ) (4)
其在 t时刻时系统的能量函数为 :
E ( t) = -
1
2 ∑ij TijS i ( t) S j ( t) (5)
　　J. J. Hopfield已证明能量函数随系统状态的演进而单调下降 [ 10 ] , 由于神经网络的能量是有限的 ,
它最终会达到一种稳定状态 , 即吸引子. 而郭东辉等人的进一步研究结果表明它是混沌吸引子 , 吸引
子与初始状态之间不按 MHD规则进行联想 , 每个吸引子的吸引域中的状态消息之间存在不可预测的
关系 [ 8 ] ; 如果改变联接权值矩阵 T, 则吸引子及其相应的吸引域都会随之发生改变 [ 8 ]. 在引入随机变












= S 3 H (7)
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1. 2 　基于混沌吸引子的 D iffe2Hellman公钥体制
根据矩阵理论 [ 11 ] , 当联结突触矩阵 T为 n阶奇异方阵时 , 假设任取一 n阶可对角化随机变换矩
阵 H, 并保密 , 则计算 T
∧
= HTH′是容易的 , 并且它是矩阵 T的相合矩阵 , 也是 n阶奇异方阵. 同时 ,
在随机变换矩阵中存在一类特殊的矩阵族 , 即可交换矩阵族 , 假设 H1 和 H2 为可交换矩阵族中任意两
个同阶方阵 , 则它们满足 H1 3 H2 = H2 3 H1.
根据 D iffie2Hellman公钥密码体制的思想 , 在一组通信用户中共同选取一个联结突触矩阵 T0 , 它
为 n阶奇异方阵. 每个用户在 n阶方阵交换族中随机选取一个变换方阵 , 如用户 A任意选取一个非奇
异变换方阵 Ha , 首先计算 Ta = Ha T0 H′a , H′a 为 Ha 的转置矩阵 , 然后将 Ha 保密 , 而把 Ta 公开. 当同
一组内的用户 A与 B 需要保密通信时 , 他们就可以把 T
∧
= Ha Tb H′a = Hb Ta H′b 作为他们之间保密通信的
共同密钥 , 用户 A (或用户 B ) 均可以根据自己的私钥和对方的公钥很容易地计算出公共密钥. 但是
第三者将很难从公钥 Ta 和 Tb 中直接计算出 T
∧
或 Ha 和 Hb , 特别当 n较大时.
为了进一步增强信息传输安全 , 防止中间欺骗者攻击 , 采用带认证的 D iffie2Hellman密钥交换协
议 , 对保密通信的双方用数字签名和公钥证书来相互认证对方的身份是否合法 [ 12 ] .
2　加密方案
由上述神经网络过饱和存贮的混沌吸引性质可以知道 : 只要改变少量的存贮样本 (Sμ ) 或少量神
经元之间的连接矩阵元 ( Tij ) , 该神经网络系统就可以获得具有大范围混沌的、随机的吸引域的分类
吸引子. 为此 , 可以根据 D iffie2Hellman公钥密码体制设计出安全性较高的计算机公钥加密通信系统 ,
如图 1所示.
2. 1 　密钥产生与分配
一组需要保密通信的用户 , 共同使用一个经过仔细选择的突触联结矩阵 T0 , 应注意两点 : 1) T0
为奇异方阵 ; 2) 能使神经网络产生较多的不可预测的吸引子 , 即方阵每行或每列具有相同的 - 1, 0
和 + 1的数目 [ 13 ]. 因此 , 在矩阵阶数 n较高时 , 最好是通过编程由计算机随机产生 T0 , 计算出 T0 所
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对应的混沌吸引子集.
组内用户不应对任何组外用户公开 T0 , 以增加中间攻击者破解密钥的计算难度 , 并且组内用户
还应共同确定一种较理想的明文编码和解码方法 , 即编码矩阵 M. 每个用户在 n阶方阵交换族中随机
选择一个互不相同的变换矩阵 , 比如用户 i所选择的 Hi , 计算 Ti = Hi T0 H′i 及其相应的混沌吸引子集
(根据公式 1) , 将 Hi 保密 , 而将 Ti 公开 , 然后每个使用者将自己的公开密钥及其对应的混沌吸引子
集 , 连同用户名、地址等其他信息用数字签名方式保存在某认证中心公钥信息库中 , 并获得该认证中
心颁发的公钥证书 , 并每次把经过数字签名过的信息和公钥证书等放在需保密的数据信息的头部 , 便
于带认证的 D iffie2Hellman密钥交换协议中通信双方相互认证对方身份 , 防止中间者攻击.
2. 2 　加密算法
1) 密钥的生成 　信息的发送方首先输入自己的私有密钥 Hs , 并且接收方经认证过的合法的公钥
Tr及其相应的吸引子集 , 从而计算出神经网络系统新的联接突触矩阵 T
∧








, 将明文 Y映射到编码明文 Yx = { S
∧μ
}中.
3) 密文的生成 　利用伪随机数生成器生成一由 0和 1所组成的数组 , 作为 OHNN基于突触矩阵
T
∧
的初始状态 S (0) , 按公式 (1) 和 (2) 进行迭代运算 , 得到一个稳定状态 S (∞) , 并与 S
∧μ相比较 ;
如果 S (∞) 等于 S
∧μ
, 则说明 S (0) 为 S
∧μ
吸引域中一个状态 , 这个随机数 S (0) 就作为明文 Y所对应的
密文 X输出 , 在公共信道中传输. 如果 S (∞) 不等于 S
∧μ
, 则伪随机数生成器重新产生新的数组 , 依




1) 接收方首先对发送方身份进行认证 　根据发送方所提供的身份信息 , 通过数字签名和公钥证
书检查与核对对方的身份 , 如果身份认证信息是真实的 , 发送方是合法的用户 , 才对密文进行解密处
理 , 否则 , 对接收到的信息隔离删除 , 并发出警报.
2) 解密的过程 　首先输入自己的私有密钥 Hr 以及发送方的合法公钥 Ts , 计算新的联接突触矩
阵 T
∧
= Hr Ts H′r = HrHs T0 H′s H′r及其相应新的吸引子集 S
∧μ
, 对神经元所有状态按公式 ( 6)、 ( 7 ) 进行吸
引子及其相应吸引域的重新计算 , 生成新的混沌吸引子集 ; 其次 , 生成编码明文 , 输入密文 X, 利用
公式 (1) 进行迭代运算 , 得到相应的一个稳定状态 S (∞) , 而 S (∞) 等于 S
∧μ
, 即编码明文 Yx =
{ S
∧μ




现以由 8个神经元所组成的 OHNN为例 , 假设某用户组内所选的公共联接突触矩阵 T0 为 :
T0 =
1 - 1 0 1 - 1 - 1 0 1
- 1 1 1 0 - 1 - 1 1 0
0 1 1 1 0 - 1 - 1 - 1
1 0 1 1 - 1 0 - 1 - 1
- 1 - 1 0 - 1 0 1 1 1
- 1 - 1 - 1 0 1 1 0 1
0 1 - 1 - 1 1 0 1 - 1
1 0 - 1 - 1 1 1 - 1 0
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而不妨设发送方和接收方的私有密钥分别为如下随机变换矩阵 Hs 和 Hr:
Hs =
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
, Hr =
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
发送方 Ts 和接收方 Tr的公钥分别为 :
Ts = Hs T0 H′s =
1 1 0 - 1 - 1 1 0 - 1
1 1 1 0 - 1 - 1 - 1 0
0 1 1 - 1 0 - 1 - 1 1
- 1 0 - 1 0 1 1 1 - 1
- 1 - 1 0 1 1 0 1 - 1
1 - 1 - 1 1 0 1 - 1 0
0 - 1 - 1 1 1 - 1 0 1
- 1 0 1 - 1 - 1 0 1 1
,
Tr = Hr T0 H′r =
1 1 0 - 1 - 1 - 1 0 1
1 1 - 1 0 - 1 - 1 1 0
0 - 1 0 1 1 1 - 1 - 1
- 1 0 1 1 0 1 - 1 - 1
- 1 - 1 1 0 1 - 1 0 1
- 1 - 1 1 1 - 1 0 1 0
0 1 - 1 - 1 0 1 1 - 1







= Hs Hr T0 H′rH′s = HrHs T0 H′s H′r =
1 - 1 0 - 1 - 1 1 0 1
- 1 0 1 1 1 - 1 - 1 0
0 1 1 0 1 - 1 - 1 - 1
- 1 1 0 1 - 1 0 1 - 1
- 1 1 1 - 1 0 1 0 - 1
1 - 1 - 1 0 1 1 - 1 0
0 - 1 - 1 1 0 - 1 1 1
1 0 - 1 - 1 - 1 0 1 1
.
　　对应不同的联接突触矩阵如 T0、Ts、Tr 和 T
∧
等 , 均有相应不同的吸引子和吸引域 , 其中对于 T
∧
而

















= (10101011) . 若采用 3位的编码矩阵 M ,
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即 : 000→0, 001→1, 010→2, 011→3, 100→4, 101→5, 110→6, 111→7, 则它们分别对应前面的
8个吸引子 S
∧μ
. 当加密端输入的明文为 110时 , 它所对应的吸引子为 S
∧6
= (10110011) , 再从 S
∧6 的吸
引域中随机选择一个非稳定状态如 (10010010) 作为它对应的密文输出. 而在解密端 , 首先对发送方
的身份进行认证 , 若合法 , 则输入自己的私有密钥和对方的合法公钥 , 计算出共同的密钥联接突触矩
阵 T
∧
, 然后 , 当收到密文 (10010010) 时 , 根据公式 ( 1 ) 和联接突触矩阵 T
∧
, 计算出密文所对应的吸
引子 (10110011) , 即 S






在公钥密码系统中 , 它的安全性是基于奇异矩阵的分解困难性和 OHNN混沌分类特性. 对密码
系统的攻击 , 其主要目的是寻找密钥 , 就本密码系统而言 , 它既可以根据 OHNN混沌分类特性来攻
击密钥 , 也可以通过对密码系统所采用的奇异矩阵进行分解来寻找密钥.
3. 1. 1 　对矩阵分解的攻击
在加密方案中已说明了联结突触矩阵 T0 为奇异方阵 , 因而 T0、Tr、Ts 和 T
∧
均为奇异方阵 , 由 T0、
Hr和 Hs 计算 Tr、Ts 和 T
∧
是容易的 , 而由 Tr、Ts 和 T
∧
求解 Hr和 Hs 是困难的 , 原因如下 : 对于奇异方阵





左可逆矩阵 R (即 R - 1 ×R等于单位矩阵 ) , T
∧
(B ×R - 1 ) ×(R ×C) 也是一种分解 , 其中 R - 1为矩阵 R的
逆. 而且难以找到甚至不存在可行的求出全部分解的算法 , 因而从公钥 Tr、Ts 分别推出私有密钥 Hr
和 Hs 是困难的.
常见的矩阵分解方法主要有 QR (正交三角分解 ) 分解、奇异值分解和 LU (三角分解 ) 分解.
首先 , T0、Tr、Ts 和 T
∧
均为奇异方阵 , 因此它是不能通过 QR分解方法来分解的. 其次 , 当 T0、 Tr、
Ts 和 T
∧
的阶数 n ( n > 64) 较大时 , 利用矩阵的奇异值分解是行不通的 , 其困难性在于两个方面 : 其
一 , 至今尚无切实可行的方法能求出一般高阶矩阵的全部准确特征值 [ 14 ] ; 其二 , 奇异方阵的奇异值






2m - nk - 1 ) ,
其中 m 为矩阵的阶 , 可令 m > n, r = m - 1
n
; 而且 , 还应注意到正交矩阵具有如下两个重要性质 :
1) 正交矩阵的逆阵是正交矩阵 ; 2) 任意两个正交矩阵的乘积仍是正交矩阵. 因此 , 尽管不知道 n
阶正交矩阵的确切个数 , 但仍可以初步推定其的空间范围是比较大的 , 遍历其空间将是很困难的. 再
次 , 对于 LU分解来说 , 大多数情况下 , 它们的分解并不是唯一的 , 目前尚无法遍历所有的分解 ; 同
时 , LU分解所得的分解并不是密钥产生那种的形如 T
∧
= HT0 H′的方式.
退一步讲 , 即使第三者知道原突触联结矩阵 T0 , 采用试凑的方法 , 要从公钥 Ti 中推出私钥 Hi 在
计算上仍存在难以克服的困难性 ; 例如采用穷举攻击法来寻找私钥 Hi , 一种方式直接虚构一个 Hi ,
测试 Hi T0 H′i 是否等于 Ti , 在这样情况下 , 即使在 n阶变换矩阵 Hi 中的所有元素只为 0或 1, 那么 ,
它可能的数目为 2n
2
, 即它的计算时间复杂性为 O (2n
2
) , 即随矩阵阶数 n的平方而呈指数性增长 , 当
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n较大时 , 由于计算量太大 , 实际上是不可能计算的. 另一种方式就是采用矩阵变换 , 这在变换矩阵
Hi 为正交矩阵时才能使用 , 即先将 T0 转化为 Hessenberg矩阵 , 然后将 Ti 也转化为 Hessenberg矩阵 ,
而 Ti 与 T0 可以具有一个相同的 Hessenberg矩阵 , 如果将 Ti 与 T0 约化成同一 Hessenberg矩阵 , 则可
以求出私钥 Hi 来 , 但同样存在计算困难的问题 , 其一是将任一方阵约化为 Hessenberg矩阵 , 其计算
量为 O ( n3 ) , n为矩阵的阶数 ; 其二是在一般情况下 , Hessenberg分解是不唯一的 [ 14 ] , 至少有 2n 个.
因此 , 当 n比较大 (如大于 128) 时 , 要遍历其所有的 Hessenberg分解形式在计算上是不可能的.
另外 , 对于任何第三者知道通信双方的公钥 Ts 和 Tr , 这样他是否能从中推出通信双方的公共密
钥 T
^
. 对于这个问题 , 第三者要知道公共密钥只有两种途径 , 一种就是从公钥 Ts (或 Tr ) 推出私钥
Hs (或 Hr ) 来求公共密钥 T
∧
, 如前面所述将是很困难的 , 当 n比较大时 , 计算上是不可行的 ; 另一种
用已知的公钥 Ts 和 Tr进行矩阵变换来公共密钥 T
∧
, 如试求一矩阵 X, 让它满足 :
T
∧
= Ts X Tr ( 8 )
将其 Ts 和 Tr代入公式 (8) , 则
T
∧
= Hs T0 H′s XHr T0 H′r ( 9 )
而 T
∧
= Hs Hr T0 H′rH′s = HrHs T0 H′s H′r. (10)
由于 T0 是奇异方阵 , T
∧
、Ts和 Tr 也都为奇异方阵 , 不存在相应的逆矩阵 , 所以不可能从理论上
求解出一个矩阵 X使得满足方程 (9) 与 (10) 相等 , 这种想法也是行不通的.
3. 1. 2 　抗常用密码攻击的能力
目前无论是选择性明文攻击还是已知明文攻击
都不可能找到其随机变换矩阵 H, 即密钥 , 而且整
个密码系统是不规则的 , 在加密过程中它是随机选





由前面的加密方案可知 , 对由 N 个神经元所
组成的 OHNN, 所选取的吸引子数目为 p, 则对于
每种编码矩阵 , 随机变换矩阵 H有 N ! 种可能 , 即
密钥空间为 N !. 即使是已知明文攻击 , 采用穷举
法搜寻随机变换矩阵 H, 将要运行 N ! 次 , 如果用
计算能力为每秒 106 个变换矩阵 H的专业计算机来
穷举搜寻确定变换矩阵 H, 则遍历变换矩阵 H空间所需的时间取决于网络的神经元个数 N , 如图 2所
示. 当 N = 32时 , 成功地搜寻到一次变换矩阵 H所需的就为 1020M IPS Years数量级 , 高于目前可接受
的安全水平 1012M IPS Years.
另一方面 , 在本密码方案的加密过程中 , 要求在每个吸引域内随机选取一个非稳定状态 Aμ来替
代相应的吸引子 , 以消除明文字符的统计相似性 , 避免基于统计分析的密码攻击. 因而 , 在加密过程
中 , 每个吸引域内非稳定状态的数目Λ对本密码系统的安全性而言是另一个密钥参数. 较大的Λ可
降低相同明文出现相同密文的几率. 而参数Λ主要取决于 OHNN的神经元个数 N , N 越大 , Λ就越
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大 , 例如 , N = 8时 , Λ = 20, 而 N = 32时 , Λ = 216. 加密时替代吸引子的非稳定状态 Aμ是用伪随机




收发两端严格同步的诸多麻烦和不便 , 只要算法和密钥相同 , 就可以准确地进行信息的加密与解密.
同时 , 它采用 D iffie2Hellman公钥密码体制 , 与对称密码体制相比 , 可更好地满足现代计算机多媒体
保密网络通信的需要 , 有效地减少用户之间的密钥量 , 方便了密钥管理. 不过它的密文长度比原明文
的要长许多 , 存在着密文数据膨胀的问题. 从密码学的观点来说 , 一般不希望过度的密文数据膨胀 ,
它会影响加密和传输的效率.
在本加密方案中 , 假设是由 N 个神经元所组成的 OHNN, 每次加密 n比特长的二进制明文 , 则有
p = 2n 个 OHNN的吸引子被作为替代 n比特长的二进制明文 (应注意的是 : 只有 OHNN的吸引子样本
数多于或等于 2n 个 , 加密算法才能有效 ) , 每次所产生的密文的二进制长度为 N 比特 , 则密文数据
的膨胀率为 :
e = N / n = N / log2 p (11)
　　从公式 (11) 显示出密文数据膨胀率与 OHNN神经元个数和明文编码长度之间的关系 , OHNN
神经元个数 N 越大 , 相应的吸引子数目就越多 , 如果采用适当的明文编码长度 , 就可有效降低密文
的膨胀率 ; 又由于 OHNN是采用并行运算模式 , 神经元个数的增多并不降低它的加密或解密的速度.
4　结论
根据神经网络的混沌吸引子性质提出了一种新的公钥加密算法 , 该算法具有较高的安全性 , 有效
地抵抗常规的密码分析方法的攻击 , 并利用神经网络在专用芯片中对敏感信息进行并行计算处理 , 数
据加密速度比较高 , 因此 , 该加密算法为下一代互联网的安全通信提供一种新的候选加密算法 , 满足
其对信息传输的安全性和实时性双重要求.
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A New Public2key Cryptography Ba sed on
Chaotic A ttractors of Neura l Networks
L IU N ian2sheng1 , GUO Dong2hui2
(1. School of Computer Engineering, J imei University, Xiamen 361021, China;
2. School of Physics and Mechanical & Electrical Engineering, Xiamen University, Xiamen 361021, China)
Abstract: A new public2key cryp tography based on chaotic attractors of neural networks is described.
There is a one2way function between chaotic attractors and initial states in an Overstoraged Hopfield Neural
Networks (OHNN) , and each attractor and its corresponding domain of attraction are changed with permuta2
tion operations on the neural synap tic matrix. If the neural synap tic matrix is used as a trap door and changed
by commutative random permutation matrix, a new cryp tography technique according to D iffie2Hellman public2
key cryp tosystem is p roposed. By keep ing the random permutation operation of the neural synap tic matrix as
the secret key, and the neural synap tic matrix after permutation as public2key, a new encryp tion scheme for a
public2key cryp tosystem is introduced. Security of the new scheme is discussed.
Key words: neural networks; public2key cryp tosystem; chaotic attractor; matrix decomposition
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