Abstract. In this paper, we are concerned with the global well-posedness of a tri-dimensional MHD system with only vertical viscosity in velocity equation for the large axisymmetric initial data. By making good use of the axisymmetric structure of flow and the maximal smoothing effect of vertical diffusion, we show that sup
Introduction
The magneto-hydrodynamics (MHD) equations govern the dynamics of the velocity and the magnetic field in electrically conducting fluids such as plasmas and reflect the basic physics conservation laws. It has been at the center of numerous analytical, experimental and numerical investigations. The Cauchy problem of the tri-dimensional incompressible MHD system has the following form where u = u(x, t) denotes the velocity of the fluid, b = b(x, t) stands for the magnetic field and the scalar function p = p(x, t) is pressure. The parameters ν x , ν y , ν z , η x , η y , η z are nonnegative constants. In addition, the initial data u 0 and b 0 satisfy div u 0 = div b 0 = 0 and x = (x, y, z).
In the bi-dimensional case, the constants ν z and η z in problem (1.1) become zero. For this case, if all parameters ν x , ν y , η x , η y are positive, some results concerning on the global well-posedness for sufficiently smooth initial data (see for example [5, 23] ) were established in terms of the L 2 -energy estimate. When the four parameters are zero, it reduces to an ideal MHD system. The global regularity of this system is still a challenging open problem. So, it has been a hot research topic to examine the intermediate cases where some of the four parameters are positive in the past few years. Recently, Cao and Wu in [4] showed that smooth solutions are global for system (1.1) with ν x > 0, ν y = 0, η x = 0, η y > 0 or ν x = 0, ν y > 0, η x > 0, η y = 0. More progress has also been made on several other partial dissipation cases of the bi-dimensional MHD equations. For system (1.1) with ν x > 0, η x > 0 and ν y = η y = 0, Cao, Dipendra and Wu [3] derived that the horizontal component of any solution admits a global (in time) bound in any Lebesgue space L 2r with 1 < r < ∞ and the bound grows no faster than the order of r log r as r increases. In [4] and [13] , system (1.1) with ν x = ν y = 0, η x = η y > 0 are shown to posse global H 1 weak solutions. However, the uniqueness of such weak solutions and a global H 2 -bound remain unknown. Very recently, when η x = η y = 0, ν x = ν y > 0 in system (1.1), the global well-posedness by assuming that the initial data is close to a non-trivial steady state was investigated in [14] , [22] and [28] .
Nevertheless, except that the initial data have some special structures, it is still not known whether or not the tri-dimensional Navier-Stokes system (when b = 0 in (1.1)) with large initial data has a unique global smooth solution. For instance, by assuming that the initial data is axisymmetric without swirl, Ladyzhenskaya [15] and Ukhovskii and Yudovich [25] independently proved that weak solutions are regular for all time (see also [11] ). Inspired by [11] , [15] and [25] , more recent works are devoted to considering the axisymmetric Boussinesq or MHD system without swirl component of the velocity field. The global regularity results have been obtained for the axisymmetric Boussinesq system without swirl, when the dissipation only occurs in one equation or is present only in one direction (anisotropic dissipation)(see, e.g., [1, 6, 8, 9, 18, 19] ). While for the axisymmetric MHD system, the first result that a specific geometrical assumption allows global well-posedness was established by Lei in [12] . More precisely, under the assumption that u θ , b r and b z are trivial, he showed that there exists a unique global solution if the initial data is smooth enough. Later on, Jiu and Liu [10] further investigated the Cauchy problem for the tri-dimensional axisymmetric MHD equations with horizontal dissipation and vertical magnetic diffusion.
In the present paper, we aim at investigating system (1.1) with ν x = ν y = 0, η x = η y = η z = 0. Without loss of generality, we set ν z = 1. The corresponding system thus reads
Our main concern here is to establish a family of unique solutions of system (1.2) with the form u(x, t) = u r (r, z, t)e r + u z (r, z, t)e z , b(x, t) = b θ (r, z, t)e θ in the cylindrical coordinate system. Here e r = ( x r , y r , 0), e θ = (− y r , x r , 0), e z = (0, 0, 1), and r = x 2 + y 2 .
Then, we can equivalently reformulate (1.2) as
in the cylindrical coordinates.
By easy computations, we find that the vorticity ω := ∇ × u can be expressed as ω(x, t) = ω θ (r, z, t)e θ ,
It follows from (1.3) that ω θ satisfies
Now let us present the main result. 
Remark 1.2. Compared with the model considered in [12] , the diffusion only occurs in vertical direction of the velocity equation of system (1.2) . This leads to the fact that the method used in [12] doesn't work for problem (1.2). Thus we develop some new estimates and techniques to compensate for the loss of the horizontal diffusion. Also, the assumption of anisotropy is natural and reasonable, because experiments show that in certain regimes and after suitable rescaling, the horizontal dissipation is negligible compared to the vertical dissipation.
where x = (x, y). But, the global well-posedness of these equations for the large initial data is still an open problem. Cao and Wu [4] just showed the global regularity for the bi-dimensional MHD equations with mixed partial dissipation and magnetic diffusion. Now, we briefly describe the difficulties and outline the main ingredients in our proof. Since the viscosity occurs only in the vertical direction of the velocity equation, behavior of the system is like that of the inviscid incompressible MHD equations. Thus, how to establish t 0 ∇u(τ ) L ∞ dτ < ∞ for any t > 0 is the key point to establish global solution for large initial data. To do this, we meet a big problem that it is impossible to use the L 2 energy estimate to control the strong coupling nonlinearities between the velocity and the magnetic fields. This induces us to consider the solution which enjoys the special structure. Inspired by the ideas in [12, 15] , we consider the solution with the form u(x, t) = u r (r, z, t)e r + u z (r, z, t)e z and b(x, t) = b θ (r, z, t)e θ .
Thanks to the special structure of this solution to system (1.2), we observe that the quantity b θ r satisfies the homogeneous transport equation
The incompressible condition allows us to get the maximum principle of
As a result, we are able to bound
, where L 3,1 is a Lorentz space (see Section 2 for details).
Next, taking the standard L p -estimate of the vorticity equation (1.4) yields
Taking advantage of the Hölder inequlity and the fact that
On the other hand, by the Young inequality and the Hölder inequality, one has
Collecting both estimates, it follows that
This together with the well-known fact
. Unfortunately, the function p √ p does not belong to the dual Osgood modulus of continuity (an dual Osgood modulus of continuity Ω(p) is the non-decreasing function satisfying ∞ a 1 Ω(τ ) dτ = ∞ for some a > 0). In other words, the growth rate of ∇u L p is too fast to obtain higher-order estimates of (u, b). To overcome this difficulty, we further exploit the spacetime estimate about sup
dτ < ∞ by making good use of the maximal vertical smoothing effect and micro-local techniques. This space-time estimate enables us to obtain the limited loss of the high regularity for ω θ , b θ and b θ r . Since this loss is arbitrary small, we can show that t 0 ∇u(τ ) L ∞ dτ < ∞ for all t ≥ 0, which we believe to be of independent interest (see Proposition 2.10 in Section 3). With this regularity for u, the BKM's criterion ensures the global regularity of problem (1.2).
The rest of the paper is organized as follows. In Section 2, we review Littlwood-Paley theory and some useful lemmas and then establish losing a priori estimates for transport equation, which is an important ingredient in the proof of Theorem 1.1. In Section 3, we obtain a priori estimates for sufficiently smooth solutions of system (1.2) by using the procedure that we have just described in introduction. Section 4 is devoted to the proof of Theorem 1.1. Finally, an appendix is devoted to several useful lemmas.
Notation: Throughout the paper, the L p (R 3 )-norm of a function f is denoted by f L p and the
We denote L 
Preliminaries
This section consists of three subsections. In the first subsection, we recall the Littlewood-Paley theory and introduce Besov spaces. In the second subsection, we provide the Bernstein-type inequalities for fractional derivatives and some lemmas used for the proof of Theorem 1.1. The third subsection is devoted to the proof of losing a prior estimates for the anisotropy transport-diffusion equations, which enables us to establish the Lipschitz estimate for the velocity field. and
For every u ∈ S ′ (R n ), the dyadic blocks can be defined by
We shall also use the following low-frequency operator:
From the definition of operators above, it is easy to check that
Moreover, we introduce the Bony para-product decomposition to deal with the nonlinear term. For two tempered distributions u and v, we define para-product term and remainder term as follows:
and then we have the following Bony's decomposition
Then we define inhomogeneous Besov spaces as
Next, we introduce the anisotropic spaces because the dissipation term only occurs in the vertical direction. To do this, we need to define the following anisotropic operator:
for i = 0, 1, 2 · · · and x h := (x, y).
Then anisotropic Besov spaces are defined by
Let us point out that the usual Sobolev spaces H α and H α,β coincide with Besov spaces B α 2,2 and B α,β 2,2 , respectively. Finally, we review Lorentz spaces and the generalized Young inequality for the convolution of two functions. Let 1 < p < ∞ and 1 ≤ q ≤ ∞. Then, by the classical real interpolation, one can define Lorentz spaces L p,q as follows:
,
According to the definition above, we easily find that for 1 < p < ∞ and 1
r + 1, and
Moreover, in the case that r = ∞, we have that for α ∈ (0, n),
.
2.2.
Bernstein inequalities and some useful lemmas. Bernstein inequalities are useful tools in dealing with Fourier localized functions and integrability for derivatives. The following lemma provides Bernstein-type inequalities for fractional derivatives.
for some integer j and a constant K > 0, then there exists a constant
for some integer j and constants 0 < K 1 ≤ K 2 , then there exist two constants C 2 > 0 and 2, 20] ). Assume that f solves the classical linear heat equation
Then there exist two positive constants C and c such that for every j ≥ 0,
Next, we recall a useful algebraic identity and its properties.
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Lemma 2.7. Let u be a divergence-free axisymmetric vector-field and ω = curl u. Then
Proof. The magic algebraic identity (2.2) was established by Miao and Zheng, one can refer to [19] for the proof.
The following lemma is about anisotropic Sobolev norms, which will be useful in the proof of Proposition 3.6. 
Here and in what follows, we denote
Proof. By the interpolation inequality, there exists a
, where θ = 
It is noted that for any α ∈ [0, 1) and some p ∈ [2, ∞) satisfing α − 1 +
This combined with estimate (2.
We complete the proof of Lemma 2.8.
2.3.
Losing a priori estimates for the anisotropy transport-diffusion equations. This subsection is mainly devoted to the proof of losing a priori estimates for the following system
under the condition that the vertical first derivative of u satisfies 6) and the vorticity of u satisfies
Now, let us begin with the statement of losing a priori estimates for the ordinary transport equation. More precisely, we have Proposition 2.9. Let σ ∈ (−1, 1) and p ∈ [2, ∞]. Assume that ρ satisfies the following transport equation
. Assume in addition that (2.6) and (2.7) hold. Then, there exists a positive constant C = C(p, σ, T ) such that the following estimates hold for all small enough ǫ > 0:
In particular, we have for all small enough ǫ > 0:
Here and in what follows, for any
Proof. Applying ∆ q to the equation satisfied by ρ leads to
Multiplying the above equation by |∆ q ρ| p−2 ∆ q ρ, integrating by parts and using Hölder's inequality
By using the commutator estimate (5.2), for any 2 ≤ q < ∞, we have
Thanks to the divergence-free condition, we see that
where we have used the fact that
By using Young's inequality, we easily find that
Recall that, for any t ∈ [0, T ],
Plugging bound (2.13) into (2.12) and then performing the Gronwall inequality to the resulting inequality, we readily have
(2.14)
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Multiplying (2.14) by 2 2(q+2)σt , we have
For the first term on the left hand side of (2.15), we have
For the second term on the left hand side of (2.15), we have
we get that
On the other hand, it is noted that if
both terms 2 2(2+q)st J 2 , 2 2(2+q)st J 3 can be bounded by
So finally, taking the supremum over q ≥ −1 in (2.15) and using these above estimates, we have
Performing the Gronwall inequality and using the definition of η, we eventually get the desired losing estimates.
Based on this proposition, we can get a similar result for the anisotropy transport-diffusion system (2.5). More precisely, we have Proposition 2.10. Let σ ∈ (−1, 1) and p ∈ [2, ∞). Assume that ρ is a smooth solution to system (2.5)
T (B σ p,∞ ) and u satisfies the same conditions as in Proposition 2.9. Then, the following estimates hold for all small enough ǫ:
dτ .
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Here the constant C > 0 depends on p, σ, T , and V (T ), U (T ) are defined as in Proposition 2.9.
Proof. Applying ∆ q to the first equation of system (2.5). With the notation introduced in Lemma E.2, we have
By the Hölder inequality, we have
In a similar fashion as (2.11), one can conclude
We use the Hölder inequality and the Young inequality to estimate I 3 as follows
Plugging the last three estimates into (2.16), we immediately get
It is now easy to conclude the desired result of this proposition. In fact, it is just a matter of arguing exactly as in Proposition 2.9.
A priori estimates
In this section, we aim at establishing the global a priori estimates needed for the proof of Theorem 1.1. We first prove the natural energy estimates associated to system (1.2). In the second step, we present the control of some stronger norms such as ω L ∞ t ( √ L) and sup 3.1. The natural energy estimates. Now, let us begin with the natural energy estimates of (u, b).
be the smooth solution of system (1.2). Then, for any t ≥ 0, there holds
Proof. Although the proof of this proposition is standard, we give the proof for reader's convenience. Taking the L 2 inner product of the velocity equation with u and using the divergence-free condition of u, we find that 1 2
In a similar way, we can get L 2 -estimate of b:
Note that
This together with (3.18) and (3.19) yields 1 2
Integrating the equality with respect to time t leads to the desired estimate.
Let us point out that the axisymmetric assumption is not needed in the proposition above. However, we need to use the structural assumptions to show the strong estimates of (u, b). We always assume that u = u r e r + u z e z and b = b θ e θ (3.20) in the remainder parts of this section.
Strong a priori estimates.
This subsection is devoted to obtaining some strong a priori estimates of (u, b). Let us start with the maximum principle of quantity b θ r which solves the homogenous transport equation.
Proof. Recall that
we easily find that b θ r satisfies the following homogeneous transport equation
Moreover, by the divergence-free condition of u, we have
. Therefore, we finish the proof of this proposition by using the interpolation inequality.
Next, we show the L 3,1 -estimate of the physical quantity ω θ r , which plays an important role in the study of axisymmetric flow without swirl.
be the smooth solution of system (1.2) satisfying (3.20) . Then, for any t ≥ 0, the following estimate holds
In particular, we have
Proof. We observe that the quantity Γ := ω θ r solves the following equation
Multiplying (3.22) by |Γ| p−2 Γ with 2 ≤ p < ∞ and integrating the resulting equation over R 3 , we readily have
For the integral term in the last line of (3.23), by the Hölder inequality and the Young inequality, we get
Combining this with (3.23) and Proposition 3.2 gives that for all p ∈ [2, ∞),
It follows that for all p ∈ [2, ∞),
After integrating this inequality with respect to time t, we get
Therefore, by the interpolation theorem, we finally have
Choosing p = 2 in (3.24) and integrating with respect to time t yield estimate (3.21), and thus we completes the proof of Proposition 3.3.
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Based on the estimate of ω θ r , we further establish the estimate of b and vorticity ω. Firstly, we focus on the maximum principle of b θ . Let (u, b) be the smooth solution of system (1.2) satisfying (3.20) . Then, for any t ≥ 0, there holds
Proposition 3.4. Assume that
Proof. Multiplying the third equation of system (1.3) by |b θ | p−2 b θ , 2 ≤ p < ∞ and performing integration in space, we get
For the right hand side term, we deduce by the Hölder inequality that
To estimate
, we use the the pointwise estimate
(3.27)
By inserting estimates (3.27) into (3.26) and using Proposition 3.3, we get
For p = ∞, we see that
By the similar argument as above, we deduce that
This combined with (3.28) yields the desired result.
With the estimates established above in hand, we can bound ω θ L ∞ t ( √ L) by using the smoothing effect of the vertical diffusion.
is the smooth solution of system (1.2) satisfying (3.20) , then for any t ≥ 0, there holds
Here the constant C depends only on t, b 0
14 Proof. Multiplying the vorticity equation (1.4) by |ω θ | p−2 ω θ , 2 ≤ p < ∞ and integrating the resulting equation over R 3 , we obtain
For the first term on the right hand side of the above equality, we deduce by the Hölder inequality that
As for the second term, integrating by parts leads to
Moreover, by the Hölder inequality and the Young inequality, we get
This together with (3.30), (3.31) and (3.32) yields
Hence, the Gronwall lemma ensures that
According to Proposition 3.2 and Proposition 3.4, we obtain that
By virtue of (3.27) and Proposition 3.3, we know that
where the constant C doesn't depend on p. Inserting all these estimates into (3.33), we get for each
which implies the desired estimate (3.29).
Proposition 3.5 together with the well-known fact that ∇u L p ≤ C Osgood type theorem. This induces us to improve the regularity of ∇u by using the vertical smooth effect for the anisotropy system, which is the heart in our proof. 2) satisfying (3.20) . Then, for any t ≥ 0, the following estimate holds
Proof. Applying operator ∆ v q P to the first equation of (1.2) and using Duhamel formula, we get
where u q = ∆ v q u and P is the Leray projection on divergence free vector fields.
whence, P (u · ∇)u = P(ω × u). According to Lemma 2.6, for q ≥ 0, we have
Multiplying the above inequality by 2 qs and summing over q ≥ 0, we readily obtain that
First of all, the Hölder inequality and the Sobelev inequality allow us to conclude that for s < 2,
(3.36)
To deal with I 2 , arguing as for proving (3.36), we get that for s < 2,
In consequence,
(3.37)
Finally, we deal with the third parentheses of
θ r e r in the cylindrical coordinates, we obtain that for s < 2,
Putting together (3.36), (3.37) and (3.38) yields that for s < 2,
Therefore, multiplying this inequality by p 
where the positive constant C depends only on t and the initial data.
Now we are ready to prove (3.35). With the help of the Sobolev inequality, for each 2 ≤ p < ∞, we have
On the one hand, by using the interpolation inequality and Lemma 2.8, we get
On the other hand, by the Bernstein inequality, we have
Combining these estimates with (3.39) leads to
Hence, by using (3.34) with s = 7 4 , we deduce that
So finally, this combined with Hölder's inequality yields estimate (3.35). 
where the positive constant C depends on T and the initial data.
Proof.
, we know that the velocity vector field u satisfies (2.6) and (2.7) by (3.27), Proposition 3.5 and Proposition 3.6. Since u 0 ∈ H s with s > 
Therefore, according to Proposition 2.9, for any 0
and
Here and in what follows, C(t) is the smooth explicit function which may be different from line to line.
By using Lemma E.1, we get
By Bernstein inequality and Lemma 2.7, we deduce that for some q ≥
This together with (3.25), (3.27) and Proposition 3.3 yields
As a result,
The Gronwall inequality implies that
Note that ω θ solves system (2.5) with f = ω θ r u r , g = − b 2 θ r . By using Proposition 2.10, we obtain that for the arbitrary p ∈ [2, ∞),
Now we need to estimate two terms appearing on the right hand side of inequality (3.46). Since 0 ≤ σ τ < 1, by virtue of Lemma E.1, one has that
In the last line of the inequality above, we have argued similarly as the proof of (3.44) to get u r r B στ ∞,∞ ≤ C(t).
By using Lemma E.1 again and (3.42), (3.45), we can also bound
. Thus, by the Gronwall inequality, we can get for the arbitrary p ∈ [2, ∞),
(3.47)
Now we are in the position to prove that
which plays an important role in the proof of Theorem 1.1. In fact, using the Bernstein inequality, we have that by choosing σ > ǫ + 3 p with sufficiently large p,
It follows by (3.47) that
Since p in (3.47) and ǫ are arbitrary, estimate (3.48) holds for all σ > 0. On the other hand, we see that the initial datal data (u 0 , b 0 ) ∈ H s × H s with s > 2 ) a priori estimates of (u, b) associated to system (1.2) to gain the loss of regularity which occurs in Proposition 3.7. 
Proof. Applying ∆ q to equality (1.5) leads to
where
By taking the L 2 -norm to this equation and using Hölder's inequality, we conclude that
By (5.1), we have
Letting α = s − 1. Plugging this commutator estimate into (3.49) and multiplying the resulting inequality by 2 2qα and summing up over q ≥ −1, we get
Now we turn to show the estimate of b θ . Applying operator ∆ q to the third equation of system (1.3), we thus get
In a similar way as to obtain (3.50), we can get
Moreover, by using (5.1), we get
Finally, in order to get the H α -estimate of ω θ , one may apply operator ∆ q to the vorticity equation (1.4) to obtain
By taking the L 2 -inner product with ∆ q ω θ and using the incompressible condition, we obtain
Next, we show the uniqueness of solutions to problem (1.2). Suppose that (u 1 , p 1 , b 1 ) and (u 2 , p 2 , b 2 ) are two solutions of system (1.2) with the same initial data. Letting the difference (δu, δp, δb) :
Taking the standard L 2 -estimate of (δu, δb), we get 1 2
Moreover, by the Hölder inequality, we have
the Gronwall inequality entails (δu(t), δb(t)) ≡ 0 on the whole interval [0, T ). Now, our main task is to show that this local-in-time solution can be extended to the global-intime solution under the assumption that u 0 = u r 0 e r + u z 0 e z and b 0 = b θ 0 e θ . From Proposition 4.1, we know that there exists a smooth solution (u, b) ∈ C([0, T ); H s ) × C([0, T ); H s ) of system (1.2). This together with the axisymmetric assumption allows us to perform the same argument in Section 3 to get
Then, by using the BKM's criterion established in [13] , we get that the local-in-time smooth solutions can be extended to all the positive time. Thus, we complete the proof of Theorem 1.1.
Proof. The proof of this lemma is standard, one can refer to [20] for the proof.
Lemma E.2 (Commutator estimate). Let 1 ≤ p ≤ ∞ and −1 < σ < 1. Assume that u is a divergence free vector-field over R n and ω = ∇ × u. Then, there exists a positive constant C such that for all q ≥ −1, the term R q (u, v) := S q+1 u · ∇∆ q v − ∆ q (u · ∇v) satisfies the following two estimates:
Proof. We omit the proof of (5.1) because its proof is standard and classical. One can refer to [7] for more details.
Let us begin to prove (5.2). We first decompose R q (u, v) as follows: 
where used the relation ∆ q f (x) = 2 qn R n ϕ 2 q (x − y) f (y) dy. Therefore, we immediately get that
In a similar fashion as to prove R 1 q (u, v), we can bounded [∆ q , S q+1 S 1 u] · ∇v as follows:
For the second term R 2 q (u, v), the Hölder inequality yields
Similarly, we can conclude that
The reminder term R 3 q (u, v) can be bounded by
where we have used the fact
. Similarly, we can conclude that
It remains for us to bound the last three terms R 6 q (u, v), R 7 q (u, v) and R 8 q (u, v). Thanks to the property of support and the Hölder inequality, one has
For the term R 7 q (u, v), by the Hölder inequality, we obtain
As for the last term R 8 q (u, v), by the Hölder inequality, we obtain R
Collecting these estimates yields the desired result (5.2).
