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Abstract. Kontsevich and Soibelman [KS08] defined the Donaldson-Thomas invariants of a 3d Calabi-Yau
category with a stability condition. Any cluster variety can produce an example of such a category, whose
corresponding Donaldson-Thomas invariants are encoded by a special formal automorphism of the cluster
variety, known as the Donaldson-Thomas transformation.
In this paper we prove a conjecture of Goncharov and Shen [GS16] in the case of GLn, which describes
the Donaldson-Thomas transformation of the double quotient of the double Bruhat cells H\GLu,vn /H where
H is a maximal torus, as a certain explicit cluster transformation related to Fomin-Zelevinsky’s twist map
[FZ98]. Our result, combined with the work of Gross, Hacking, Keel, and Kontsevich [GHKK14], proves the
duality conjecture of Fock and Goncharov [FG03] in the case of H\GLu,vn /H.
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1. Introduction
Donaldson-Thomas invariants were first introduced by Donaldson and Thomas [DT98] as geometric in-
variants on a Calabi-Yau threefold, and then later were generalized to 3d Calabi-Yau categories with stable
conditions by Kontsevich and Soibelman [KS08]. It is known that examples of such 3d Calabi-Yau categories
can be constructed from cluster varieties, whose Donaldson-Thomas invariants are typically encoded by a
special formal automorphism of the cluster variety, also known as the Donaldson-Thomas transformation
[KS08]. Keller [Kel13] gave a combinatorial characterization of a subclass of Donaldson-Thomas transfor-
mations using quiver mutations. Goncharov and Shen [GS16] gave an equivalent definition using tropical
points of the cluster varieties.
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Double Bruhat cells were first studied by Fomin and Zelevinsky in [FZ98]; Berenstein, Fomin, and Zelevin-
sky proved that the algebra of regular functions on double Bruhat cells in simply connected semisimple Lie
groups are cluster algebras in [BFZ03]. On the other hand, Fock and Goncharov showed that double Bruhat
cells in adjoint semisimple Lie groups are cluster Poisson varieties in [FG06]; in the same paper they also
showed that in the biggest double Bruhat cell, which is a Zariski open subset of the Lie group, the Poisson
structure coincides with the Poisson-Lie structure defined by Drinfeld in [Dri83].
1.1. Main Result. Goncharov and Shen [GS16] conjectured that for a semisimple Lie groupG, the Donaldson-
Thomas transformation on the double quotient of a double Bruhat cell H\Gu,v/H is a slight modification of
Fomin and Zelevinsky’s twist map which was defined in [FZ98]. In this paper, we will focus on such double
quotients of double Bruhat cells in GLn and prove Goncharov and Shen’s conjecture in this case.
Fix a pair of opposite Borel subgroups B± of GLn. Let H := B+ ∩ B− be the corresponding maximal
torus in GLn. Then with respect to these two Borel subgroups, GLn admits two Bruhat decompositions
GLn =
⊔
w∈W
B+wB+ =
⊔
w∈W
B−wB−,
where W denotes the Weyl group with respect to the maximal torus H. Given a pair of Weyl group elements
(u, v), the double Bruhat cell GLu,vn is defined to be the intersection
GLu,vn := B+uB+ ∩B−vB−.
Our main result is the following theorem.
Theorem 1.1. Let (u, v) be a pair of Weyl group elements. The Donaldson-Thomas transformation of the
cluster Poisson variety H\GLu,vn /H is a cluster transformation which can also be described as
DT : H\x/H 7→ H\
([
u−1x
]−1
− u
−1xv−1
[
xv−1
]−1
+
)t
/H;
here x = [x]−[x]0[x]+ is the Gaussian decomposition of a general linear matrix x and w denotes the lift of a
Weyl group element w defined by Equation (2.4) (see also [FZ98], [BFZ03], and [GS16]).
Note that the cluster Donaldson-Thomas transformation exhibited above, modulo the double quotients,
differs from Fomin and Zelevinsky’s twist map only by the anti-automorphism x 7→ xι on GLn, which is
defined on the generators as
eι±i = e±i and a
ι = a−1 ∀a ∈ H.
We show in Subsection 3.2 that the anti-automorphism x 7→ xι coincides with the involution iX introduced
by Goncharov and Shen in [GS16], and hence Fomin and Zelevinsky’s original twist map in turn coincides
with Goncharov and Shen’s involution DX , which is defined as DX := iX ◦DT.
A key point of our proof is that the cluster Donaldson-Thomas transformation can be obtained as the
composition of the following three maps (plus a lift):
(1) Fock and Goncharov’s amalgamation map from [FG06], which gives a map χ from a cluster Poisson
variety X to H\GLu,vn /H;
(2) the result of Berenstein, Fomin, and Zelevinsky [BFZ03] saying that O(GLu,vn ) is isomorphic to a
cluster algebra gives a map ψ from GLu,vn to a cluster A-variety A;
(3) Fock and Goncharov’s p map from cluster ensemble [FG03], which is a map going from the cluster
A-variety A back to the original cluster Poisson variety X .
Such composition can be summarized by the diagram below, and the choice of lifting from H\GLu,vn /H to
GLu,vn does not affect the outcome of the composition.
GLu,vn
ψ //

A
p

X χ // H\GLu,vn /H X
Although our main theorem is stated in terms of the general linear group GLn, it can be extended to
SLn and PGLn without much effort: since SLn is a subgroup of GLn and PGLn is a quotient of GLn, a pair
2
of opposite Borel subgroups of GLn naturally gives rise to a pair of opposite Borel subgroups in SLn and
PGLn; after passing to the double quotient by the corresponding maximal tori on both sides, we see that
there is a natural identification
H\GLu,vn /H ∼= H\SLu,vn /H ∼= H\PGLu,vn /H,
as the center is killed by the double quotient. Thus our main theorem solves Goncharov and Shen’s conjecture
in the case of classical Lie group of Dynkin type An.
Here is an important application of our main result. We prove that the Donaldson-Thomas transformation
on the cluster Poisson varietyH\GLu,vn /H is a cluster transformation. Therefore our result combined with the
work of Gross, Hacking, Keel, and Kontsevich (Theorem 0.10 of [GHKK14]) proves the Fock and Goncharov’s
duality conjecture [FG03] in the case of H\GLu,vn /H.
1.2. Structure of the Paper. We divide the rest of the paper into two sections. Section 2 contains all the
preliminaries necessary for our proof of the main theorem. Subsection 2.1 introduces double Bruhat cells
GLu,vn and related structures, most of which are similar to the original work of Fomin and Zelevinsky [FZ98]
and Fock and Goncharov [FG06]. Subsection 2.2 describes a link between double Bruhat cells and configura-
tions of quadruples of Borel subgroups, which is the key to proving the cluster nature of our candidate map
for Donaldson-Thomas transformation; such link and the proof of cluster nature are both credit to Shen.
Subsection 2.3 introduces the bipartite method in the study of double Bruhat cells, variations of which can
also be found in many literature such as the work of Postnikov [Pos06], Goncharov and Kenyon [GK11], Gon-
charov [Gon12], Gektman, Shapiro, Tabachnikov, and Vainshtein [GSTV12], Fock and Marshakov [FM14],
Rietsch and Williams [RW15], Williams [Wil15], and ourselves [Wen16]. Subsections 2.4 and 2.5 focus on
Fock and Goncharov’s theory of cluster ensemble and tropicalization, the main source of reference of which
is [FG03].
Section 3 is the proof of our main theorem itself. Subsection 3.1 gives a formula of our candidate map
which resembles Fomin and Zelevinsky’s twist map. Subsection 3.2 uses the involutiveness of the twist map
to give a quick proof of the fact that the double quotient of a double Bruhat cell is birationally equivalent to
a cluster Poisson variety. Subsection 3.3 gives a description of minors in terms of cluster Poisson variables,
which is similar to Postnikov’s boundary measurement map for Grassmannian in [Pos06]. Subsections 3.4
and 3.5 prove that our candidate map satisfies the two defining properties of the cluster Donaldson-Thomas
transformation, the former of which is due to a private conversation with Shen.
1.3. Acknowledgements. The author is deeply grateful to his advisor Alexander Goncharov for introduc-
ing the author to the subject of cluster theory and suggesting this problem on cluster Donaldson-Thomas
transformation, as well as all his insightful guidance throughout the process of solving this problem and his
help in the revision of the paper. The author also would like to thank Linhui Shen for his help on understand-
ing the cluster Donaldson-Thomas transformation and his inspiring comment on proving the cluster nature
of our candidate map using the configuration of quadruples of Borel subgroups. This paper uses many ideas
from the work of Goncharov [Gon12], the work of Fock and Goncharov [FG03], [FG06], [FG11], the work of
Goncharov and Shen [GS16], the work of Fomin and Zelevinsky [FZ98], and the work of Postnikov [Pos06];
without the work of all these pioneers in the field this paper would not have been possible otherwise.
2. Preliminaries
2.1. Double Bruhat Cells in General Linear Group. For simplicity, throughout this paper we will
fix B+ to be the subgroup of upper triangular matrices and fix B− to be the subgroup of lower triangular
matrices (but any other pair of opposite Borel subgroups will work as fine). Then H := B+ ∩ B− is
the maximal torus consisting of diagonal matrices, and U± := [B±, B±] form a pair of opposite maximal
unipotent matrices. The choice of opposite Borel subgroups B± also determines a Coxeter generating set S
for the Weyl group W := NGLn(H)/H of GLn. The Weyl group action on H is the same as permutation
on the entries of diagonal matrices; we will hence identify W with the symmetric group Sn, under which
elements of S will be identified with adjacent transpositions si permuting the ith and the (i+ 1)th entries.
It is known that the subset G0 := U−HU+ is a Zariski open subset of GLn, and any element x ∈ G0 can
be uniquely written as
(2.1) x = [x]−[x]0[x]+
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where [x]± ∈ U± and [x]0 ∈ H; this is called the Gaussian decomposition of the element x ∈ G0.
With respect to the Borel subgroups B±, GLn admits the following two Bruhat decompositions:
GLn =
⊔
w∈W
B+wB+ =
⊔
w∈W
B−wB−.
Each constituent B±wB± of these Bruhat decompositions is known as a Bruhat cell of GLn (with respect
to B±).
Definition 2.2. For a pair of Weyl group elements (u, v), the double Bruhat cell of GLn (with respect to
the pair of opposite Borel subgroups B±) is defined to be
GLu,vn := B+uB+ ∩B−vB−.
It follows straight from the definition that GLn admits a double Bruhat decomposition (with respect to
B±):
GLn =
⊔
u,v∈W
GLu,vn .
Next let’s consider the Weyl group W . Since S is a generating set of W , using elements of S as “letters”
we can spell out “words” to represent Weyl group elements.
Definition 2.3. A reduced word of a Weyl group element w is a finite sequence of positive integers between
1 and n− 1
i := (i(1), i(2), . . . , i(l))
that is the shortest among all sequences such that si(1)si(2) . . . si(l) = w; in particular, the number l is called
the length of the Weyl group element w and is denoted as l(w).
We can extend the notion of reduced words to a pair of Weyl group elements. A reduced word of the pair
of Weyl group elements (u, v) is a finite sequence
i = (i(1), i(2), . . . , i(l))
where i(k) ∈ {±1, . . . ,±(n − 1)}, from which we obtain a reduced word of u if we delete all the positive
entries and then turn the negative entries to their positive counterparts, and obtain a reduced word of v if
we delete all the negative entries. By convention we will also call l(u, v) := l the length of the pair (u, v), and
it is not hard to see that l(u, v) = l(u) + l(v), which does not depend on the choice of the reduced words.
Given a reduced word i = (i(1), i(2), . . . , i(l)) of a pair of Weyl group elements (u, v) (resp. a single Weyl
group element w), we define its opposite reduced word to be i◦ = (i(l), i(l − 1), . . . , i(1)); note that i◦ is a
reduced word (u−1, v−1) (resp. w−1).
The Lie algebra of GLn is the space of all n× n complex matrices gln. Let {Ei,j} be the standard vector
basis of gln where Ei,j denotes the matrix consisting of all zeros except a single 1 at the entry in the ith row
and jth column. Then using matrix exponentiation we can define the following special elements of GLn:
ei := expEi,i+1 and e−i := expEi+1,i (for 1 ≤ i ≤ n− 1);
hi(X) := exp
(logX) ∑
1≤k≤i
Ek,k
 (for 0 ≤ i ≤ n and X ∈ C∗).
By using these special elements we can define a lift for each Coxeter generator si to GLn:
si := e
−1
i e−ie
−1
i .
Alternatively, such a lift can also be defined as
si := ϕi
(
0 −1
1 0
)
,
where ϕ is the Lie group homomorphism SL2 → GLn induced from the Lie algebra homomorphism sl2 → gln
defined by
E 7→ Ei,i+1 and F 7→ Ei+1,i.
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Since these lifts satisfy the braid relations, it follows that any reduced word si(1)si(2) . . . si(l) of a Weyl group
element w defines a lift
(2.4) w := si(1)si(2) . . . si(l)
of w to GLn, and such a lift w is independent of the chosen reduced word (see also [FZ98], [BFZ03], and
[GS16]).
Lastly, we define an automorphism ∗ on W by w∗ := w0ww0 where w0 is the longest element of W (with
respect to the length of reduced words). Note that s∗i = sn−i. We then lift this automorphism to GLn by
defining
g∗ := w0
(
g−1
)t
w−10 .
Since s−1i = s
t
i, it follows that s
∗
i = s
∗
i . We also observe that this automorphism ∗ on G is an involution and
preserves the Borel subgroups B± respectively.
2.2. Configuration of Quadruples of Borel Subgroups and Double Bruhat Cells. In this subsection
we will look at the double quotients of double Bruhat cells H\GLu,vn /H from a different angle; all results
within this subsection are stated for GLn, but they hold in general semisimple Lie groups as well.
Recall that the space of Borel subgroups in GLn, which we will denote as B, can be identified with either
of the quotient spaces GLn/B±, via the isomorphisms
xB+x
−1 7→ xB+ and xB−x−1 7→ xB−.
Such isomorphisms can be understood as taking the “stabilizer subgroup” in one direction and taking the
“fixed point” in the opposite direction (with respect to the natural group action on the spaces of cosets).
For notation simplicity, we will not distinguish cosets and Borel subgroups in this paper, hence phrases like
“the Borel subgroup xB+” should make sense tautologically.
Definition 2.5. Let B1 = x1B+ = y1B− and B2 = x2B+ = y2B− be two Borel subgroups; we define two
maps
d± : B × B →W
with d+(B1, B2) = u if x
−1
1 x2 ∈ B+uB+ and d−(B1, B2) = v if y−11 y2 ∈ B−vB−.
Our first observation is that these two maps are anti-symmetry on their arguments: d±(B1, B2) = w if
and only if d±(B2, B1) = w−1. But there are more symmetries to these two maps, as we will see in the
following several propositions.
Proposition 2.6. The maps d± are GLn-equivariant, i.e., d±(B1, B2) = d±(xB1x−1, xB2x−1) for any
x ∈ GLn.
Proof. Just note that the x in the first argument becomes x−1 after inverting and cancels with the x in the
second argument. 
Recall that we have an involutive automorphism ∗ defined on GLn, which can be extended naturally to
the space of Borel subgroups B. We then make the following observation.
Proposition 2.7. d±(B1, B2) = w if and only if d±(B∗1 , B
∗
2) = w
∗.
Proof. It follows from the fact that ∗ is an automorphism and B∗± = B±. 
Proposition 2.8. Let B1 and B2 be two Borel subgroups. Then d+(B1, B2) = w if and only if d−(B1, B2) =
w∗.
Proof. Let’s show one direction only, for the other direction is completely analogous. Suppose B1 = xB+
and B2 = yB+. Then d+(B1, B2) = w means that x
−1y ∈ B+wB+. On the other hand since B+ = w0B−,
we know that B1 = xw0B− and B2 = yw0B−; therefore we know that
w0x
−1yw−10 ∈ w0B+wB+w0 = B−w∗B−,
which implies d−(B1, B2) = w∗. 
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Since d+ already contains the information of d−, we introduce the following more concise notation: we
write B1
u // B2 to mean d+(B1, B2) = u; then d−(B1, B2) = v can be denoted as B1
v∗ // B2 ; more-
over, since w∗0 = w
−1
0 = w0, we can simplify B1
w0 // B2 to B1 B2 without the arrow or the
argument w0.
Proposition 2.9. Let B1 and B2 be two Borel subgroups. Then the followings are equivalent:
(1) B1 and B2 are opposite Borel subgroups;
(2) B1 B2 ;
(3) there exists an element g ∈ GLn such that B1 = gB+ and B2 = gB−.
Further the choice of g in (3) is unique up to a right multiple of an element from H.
Proof. (1) =⇒ (2) follows from the fact that conjugation preserves pairs of opposite Borel subgroups.
(2) =⇒ (3): Suppose B1 = xB+ and B2 = yB+. Then by assumption x−1y ∈ B+w0B+. Thus we can
find b and b′ from B+ such that x−1y = bw0b′. Let g := xb; then
gB+ = xB+ = B1 and gB− = xbw0B+ = yB+ = B2.
(3) =⇒ (1) is trivial since gB+ and gB− are obviously opposite Borel subgroups.
For the remark on the uniqueness of g, note that if gB+ = g
′B+ and gB− = gB−, then g−1g′ is in both
B+ and B−; but then since B+ ∩B− = H, it follows that g and g′ can only differ by a right multiple of an
element from H. 
Proposition 2.10. Suppose l(uv) = l(u) + l(v). Then B1
uv // B2 if and only if there exists a Borel
subgroup B3 such that B1
u // B3 and B3
v // B2 . In particular, such a Borel subgroup B3 is unique.
Proof. The existence part follows from the general fact about semisimple Lie groups that
(B+uB+)(B+vB+) = B+uvB+
whenever l(uv) = l(u) + l(v) (see for example [Hum75] Section 29.3 Lemma A). The unique part follows
from the following lemma. 
Lemma 2.11. Let B be a Borel subgroup of GLn. If x ∈ BwB where w = sα(1)sα(2) . . . sα(l) is a reduced
word for w, then there exists xk ∈ Bsα(k)B such that x = x1x2 . . . xl; further if x = x′1x′2 . . . x′l is another
such factorization then x−1k x
′
k ∈ B for all 1 ≤ k ≤ l − 1 and x′kx−1k ∈ B for all 2 ≤ k ≤ l.
Proof. The existence part is essentially the same as the existence part of the above proposition, so it suffices
to show the uniqueness part. We will do an induction on l. There is nothing to show for the base case l = 1.
Suppose l > 1. Let x = yxl = y
′x′l where both y and y
′ are in Bsα(1) . . . sα(l−1)B and both xl and x′l are in
Bsα(l)B. Then from the fact that (Bsα(l)B)
2 ⊂ B ∪Bsα(l)B we know that x′lx−1l is in either B or Bsα(l)B.
To rule out the latter possibility, note that if x′lx
−1
l ∈ Bsα(l)B, then y′x′lx−1l = xx−1l = y is in both Bruhat
cells Bsα(1) . . . sα(l−1)B and BwB, which contradicts the Bruhat decomposition. Thus x′lx
−1
l ∈ B.
The fact that x′lx
−1
l ∈ B implies that y−1y′ = xlx−1xx′l−1 = xlx′l−1 ∈ B. Thus y and y′ can only differ by
a right multiple of B. This difference can be absorbed into the right ambiguity of xl−1, and hence without
loss of generality one can assume that y = y′, and the proof is finished by induction. 
After all the basic facts and notations, we are now ready to link B to double Bruhat cells GLu,vn .
Definition 2.12. For a pair of Weyl group elements (u, v) we define the configuration space of Borel subgroups
Confu,v(B) to be the quotient space of quadruples of Borel subgroups (B1, B2, B3, B4) satisfying the following
square diagram relation
B1
u // B4
B3
v∗
// B2
modulo the diagonal action by G, i.e., (gB1g
−1, gB2g−1, gB3g−1, gB4g−1) ∼ (B1, B2, B3, B4).
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Proposition 2.13. Confu,v(B) ∼= H\GLu,vn /H.
Proof. By Proposition 2.9, any equivalence class [B1, B2, B3, B4] in Conf
u,v(B) can be represented by
B+
u // xB+
B−
v∗
// xB−
for some x ∈ GLn, and the choice of x is unique up to a left multiple and a right multiple by elements
in H. Note that by definition of Confu,v(B), x ∈ B+uB+ ∩ B−vB−. Thus the map [B1, B2, B3, B4] 7→
H\x/H is a well-defined map from Confu,v(B) to H\GLu,vn /H, and it is not hard to see that it is indeed an
isomorphism. 
Using the isomorphism Confu,v(B) ∼= H\GLu,vn /H, we can obtain our candidate map DT on H\GLu,vn /H
from a natural automorphism η on Confu,v(B), which we will introduce next.
Let wc := w0w
−1 for any Weyl group element w; by computation it is not hard to see that w0 = wcw =
w∗wc and l(w0) = l(wc) + l(w) = l(w∗) + l(wc). But then Proposition 2.10 tells us that we can find two new
Borel subgroups B5 and B6 to put into the middle of the two vertical edges in the above diagram, forming
the following hexagon diagram.
B6
uc // B1
u
  
B3
u∗
>>
v∗   
B4
B2
vc
// B5
v
>>
Note that if we take out the parallelogram with vertices B3, B4, B5, and B6, and apply the involution ∗,
we get another diagram of a quadruple representing a point in Confu,v(B).
B∗3
u // B∗6
B∗5 v∗
// B∗4
This observation gives rise to a map
η : Confu,v(B)→ Confu,v(B)
[B1, B2, B3, B4] 7→ [B∗3 , B∗4 , B∗5 , B∗6 ].
Proposition 2.14. Via the isomorphism Confu,v(B) ∼= H\GLu,vn /H, the map η translates into the map DT
on H\GLu,vn /H, whose definition is given in our main theorem (Theorem 1.1).
Proof. Recall that H\x/H corresponds to a configuration that can be represented as
B+
u // xB+
B−
v∗
// xB−
It is not hard to see that
B5 := xv−1B+ and B6 := uB−
7
will fit into the hexagon diagram
uB−
uc // B+
u
$$
B−
u∗
<<
v∗ !!
xB+
xB−
vc
// xv−1B+
v
::
Thus by definition the η map maps the configuration [B+, xB−, B−, xB+] to
B−
u∗ // uB−
xv−1B+ v // xB+

∗
To compute the corresponding image of η in H\GLu,vn /H we need to rewrite the quadruple of Borel subgroups(
B−, xB+, xv−1B+, uB−
)
as (yB+, zB−, yB−, zB+) for some elements y and z in GLn. Following the
guideline we have in the proof of Proposition 2.9 we can easily compute
y =
[
xv−1
]
−
w−10 and z = u
[
u−1x
]
− w
−1
0 .
Thus the corresponding image of η is
H\ (y−1z)∗ /H = H\([u−1x]−1− u−1xv−1 [xv−1]−1+
)t
/H,
which is exactly what we had in the definition of our candidate map DT. 
2.3. Bipartite Graphs. Our next goal is to introduce another set of tools we will use in this paper: bipartite
graphs. Unlike last subsection, the bipartite graph technique seems to be applicable only to classical groups
of Dynkin type An but not other semisimple Lie groups in general.
Let (u, v) be a pair of Weyl group elements of GLn and let i = (i(1), . . . , i(l)) be a reduced word of (u, v).
The procedure of producing the associated bipartite graph Γi is the following.
(1) Draw n horizontal parallel lines with n− 1 spacings in between.
(2) As we go from left to right along these horizonal parallel lines and go from i(1) to i(l) in the reduced
word i, draw a across the i(k)th spacing (between the i(k)th line and the (i(k)+1)th line, counting
from the top) if i(k) > 0 and a across the −i(k)th spacing if i(k) < 0.
(3) Put a white vertex between every two neighboring black vertices and draw a black vertex between
every two neighboring white vertices.
(4) If either end (or both ends) of a parallel line does not end with a white vertex, then add one to it.
Example 2.15. Consider the reduced word (1,−1) of the pair of Weyl group elements (w0, w0) for GL2.
The corresponding bipartite graph will look like the following.
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For a slightly more complicated example, consider the reduced word (1,−2, 2, 1,−1,−2) of the pair of
Weyl group elements (w0, w0) for GL3. The corresponding bicolor graph will look like the following.
Using bipartite graphs constructed from this procedure Fock and Marshakov [FM14] gave a pictorial
description of Fock and Goncharov’s amalgamation map in [FG06], and in our case it is the following. Fix
a reduced word i and its associated bipartite graph Γ. Associate to each face f of Γ a variable Xf . Then
going from left to right over the bipartite graph Γ we multiply the following factors in order:
(1) hi(Xf ) for every face f lying in the ith spacing;
(2) ei for every vertical edge in the ith spacing;
(3) e−i for every vertical edge in the ith spacing.
We then treat the resulting expression as a map (the tilde notation will become clear later)
χ˜i : (C∗)# faces → GLu,vn .
The image lands inside GLu,vn because e±i ∈ B± ∩ (B∓siB∓) and
∏l
k=1B±si(k)B± = B±wB± whenever
(i(1), i(2), . . . , i(l)) is a reduced word of w.
Proposition 2.16. The map χ˜i is well-defined.
Proof. The only ambiguity occurs when we have a face in the ith spacing going across a vertical edge in the
jth spacing with i 6= j; hence the statement reduces to showing the following two identities for i 6= j:
hi(X)e±j = e±jhi(X).
These two identities are not hard to verify by direct computation. Proof of similar statements can also be
found in [FG06] and [FM14]. 
Example 2.17. To demonstrate, the second bipartite graph of Example 2.15 gives rise to a map χ˜i :
(C∗)10 → GLw0,w0n as follows.
X0
X1 X2 X3 X4
X5 X6 X7 X8
X9
χ˜i(X0, . . . , X9) =h
1(X1)e1h
2(X5)h
1(X2)e−2h2(X6)e2h3(X9)h0(X0)e1h1(X3)h2(X7)e−1e−2h1(X4)h2(X8)
=
X1(1 +X2 +X2X3)X4X5X6X7X8X9 X1X5X6(1 +X7 +X2X7)X8X9 X1X5X6X9X4X5X6X7X8X9 X5X6(1 +X7)X8X9 X5X6X9
X4X6X7X8X9 (1 +X6 +X6X7)X8X9 (1 +X6)X9
 .
Note that the face variable X0 is never involved in the final expression because h
0(X0) = 1 for any X0 ∈ C∗.
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Now let’s turn to the next notion related to bipartite graphs. Bipartite graphs produced from our described
procedure will have n external edges on the left and n external edges on the right. Starting from any external
edges, one can draw zig-zag strands on such bipartite graphs, following the following rules.
(1) Zig-zag strands leave and enter the free ends of external edges as follows.
(2) Zig-zag strands travel next to edges.
(3) Zig-zag strands turn right at each black vertex and turn left at each white vertex; as a result, zig-
zag strands circulate in the counterclockwise direction around a black vertex and circulate in the
clockwise direction around a white vertex.
Example 2.18. To demonstrate, we draw the zig-zag strands on the first bipartite graph of Example 2.15
as follows.
Remark 2.19. Due to the fact that i is a reduced word for the pair (u, v), the bipartite graph we get from
this procedure always satisfies the minimality conditions of Thurston [Thu04]. In particular, the ones that
are associated to reduced words of the pair (w0, w0) are examples of minimal bipartite graphs defined in
[Wen16].
It is not hard to see that among the 2n zig-zag strands, half of them are going towards the right and the
other half are going towards the left. We call them right-going and left-going zig-zag strands respectively.
Definition 2.20. A face f is said to be dominated by a zig-zag strand ζ if it lies below ζ. Index the zig-zag
strands by the external edge from which they start (counting from the top to the bottom), and collect the
indices of the right-going (resp. left-going) zig-zag strands that dominate a face f into the dominating set
I(f) (resp. J(f)).
We have associated a variable Xf to each face f ; now let’s associate a function Af on GLn to each face
f . Observe that for each face f , the two dominating sets I(f) and J(f) always have the same size. Thus we
can pick out the square submatrix of x formed by rows corresponding to I(f) and columns corresponding to
J(f), compute the corresponding minor (the determinant of the submatrix) ∆I(f),J(f)(x), and define
Af (x) := ∆
I(f),J(f)(x).
As a convention, we define ∆∅,∅(x) := 1, and ∆I,J(x) := 0 if |I| 6= |J |.
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Example 2.21. To demonstrate, the faces of the second bipartite graph of Example 2.15 are associated to
the following list of minors.
∆∅,∅
∆1,3 ∆1,2 ∆1,1 ∆3,1
∆12,23 ∆13,23 ∆13,12 ∆23,12
∆123,123
Remark 2.22. Note that right-going zig-zag strands only tangle at and left-going zig-zag strands only
tangle at . By comparing the definition of dominating sets of a face f and Equations (2.8) and (2.9) in
[BFZ03], we see that the face functions Af of the bipartite graph associated to the reduced word i of (u, v)
are precisely the Berenstein, Fomin, and Zelevinsky’s cluster variables in the cluster of C[GLu,vn ] associated
to i. Further we will show in the next subsection that we fully recovers the upper cluster algebra structure on
C[GLu,vn ] from these face variables. Thus Theorem 2.10 and Lemma 2.12 from [BFZ03] can be reformulated
into the following statement.
Theorem 2.23 (Berenstein-Fomin-Zelevinsky). The map x 7→ (Af (x)) gives a rational map
ψ˜i : GL
u,v
n 99K (C∗)# faces.
which is a birational equivalence when we shrink the target space to the subtorus A0 = 1.
Besides the variables Xf and functions Af , we also associate two quivers, which (by an abuse of notation)
will be denoted as i˜ and i, to each bipartite graph Γi. The construction of i˜ is given as follows.
(1) Put a vertex for each face of Γi.
(2) Put a counterclockwisely oriented cycle for the faces next to a black vertex as below.
(3) Remove any 2-cycles in the quiver (hence we don’t need to add in counterclockwisely oriented 2-cycles
for 2-valent black vertices in the first place).
After constructing i˜, the quiver i is then obtained from i˜ by removing all the vertices corresponding to
boundary faces (a total of 2n of them) and all the arrows involving those vertices. Because i does not have
any vertex corresponding to boundary faces, we also call it the boundary-removed quiver associated to Γi.
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Example 2.24. The two quivers associated to the second picture of Example 2.15 are the following.
0

1

2oo

3oo // 4
  
^^
5 // 6
OO

7oo
OO
// 8
OO
9
@@
i˜
2

3oo
6
OO
7
OO
oo
i
Remark 2.25. The quivers obtained from our construction is opposite to the quivers constructed in [BFZ03].
This is okay since the cluster A-mutation formula is invariant under ij 7→ −ij , and hence Fomin and
Zelevinsky’s upper cluster algebra structure on C[GLu,vn ] is still applicable to our story.
2.4. Cluster Varieties. We will give a brief review of Fock and Goncharov’s theory of cluster ensemble,
with specialization to our main geometric object, the double Bruhat cells in general linear groups. We will
mainly follow the coordinate description presented in [FG03] with skewsymmetric exchange matrix and no
frozen vertices.
Definition 2.26. A seed i is an ordered pair (I, ) where I is a finite set and  is a skewsymmetric matrix
whose rows and columns are indexed by I.
The data of a seed defined as above is equivalent to the data of a quiver with vertex set I and exchange
matrix ij . We will make no distinctions between seeds and quivers in this paper, and will always use the
seed notation to denote any quiver.
The notion of quiver mutation can be described by a precise formula in the seed language: for an element
k ∈ I, the seed mutation µk gives a new seed (I ′, ′) where I ′ = I and
′ij =
 −ij if k ∈ {i, j};ij if ikkj ≤ 0 and k /∈ {i, j};
ij + |ik|kj if ikkj > 0, k /∈ {i, j}.
Starting with an initial seed i0, we say that a seed i is mutation equivalent to i0 if there is a sequence
of seed mutations that turns i0 into i; we denote the set of all seeds mutation equivalent to i0 by |i0|. To
each seed i in |i0| we associate two split algebraic tori Ai = (C∗)|I| and Xi = (C∗)|I|, which are equipped
with canonical coordinates (Ai) and (Xi) indexed by the set I respectively. These two split algebraic tori
are linked by a map pi : Ai → Xi given by
p∗i (Xi) =
∏
j∈I
A
ij
j .
The split algebraic tori Ai and Xi are called a seed A-torus and a seed X -torus respectively.
A seed mutation µk : i → i′ gives rise to birational equivalences between the corresponding seed tori,
which by an abuse of notation we also denote both as µk; in terms of the canonical coordinates (A
′
i) and
(X ′i) they can be expressed as
µ∗k(A
′
i) =
 A
−1
k
 ∏
kj>0
A
kj
j +
∏
kj<0
A
−kj
j
 if i = k,
Ai if i 6= k,
and µ∗k(X
′
i) =
{
X−1k if i = k,
Xi
(
1 +X
−sign(ik)
k
)−ik
if i 6= k.
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These two birational equivalences are called cluster A-mutation and cluster X -mutation respectively. One
important feature about cluster mutations is that they commute with the respective p maps.
Ai
pi

µk // Ai′
pi′

Xi µk // Xi′
Besides cluster mutations between seed tori we also care about cluster isomorphisms induced by seed
(quiver) isomorphisms. A seed isomorphism σ : i → i′ is a bijection σ : I → I ′ such that ′σ(i)σ(j) = ij .
Given a seed isomorphism σ : i→ i′ between two seeds in |i0|, we obtain isomorphisms on the corresponding
seed tori, which by an abuse of notation we also denote by σ:
σ∗(Aσ(i)) = Ai and σ∗(Xσ(i)) = Xi.
We call these isomorphisms cluster isomorphisms. It is not hard to see that cluster isomorphisms also
commute with the p maps.
Ai
pi

σ // Ai′
pi′

Xi σ // Xi′
Compositions of seed mutations and seed isomorhpisms are called seed cluster transformations, and com-
positions of cluster mutations and cluster isomorphisms are called cluster transformations. A seed cluster
transformation transformation i → i is called trivial if it induces identity maps on the coresponding seed
A-torus Ai and seed X -torus Xi.
By gluing the seed tori via cluster mutations we obtain the corresponding cluster varieties, which will be
denoted as A|i0| and X|i0| respectively. Then cluster transformations can be seen as automorphisms on these
cluster varieties. Cluster varieties also connect the theory of cluster algebras with the Poisson geometry:
on the one hand, the coordinate rings on cluster A-varieties are examples of Fomin and Zelevinsky’s upper
cluster algebras, and on the other hand, cluster X -varieties carry natural Poisson variety structures given by
{Xi, Xj} = ijXiXj .
Thus a cluster X -variety is also known as a cluster Poisson variety. More details are available in [FG03].
Due to the positivity of the mutation formulas, we can tropicalize these cluster varieties, which we will
describe in the next subsection.
Since the maps pi commute with cluster mutations, they naturally glue into a map p : A|i0| → X|i0| of
cluster varieties.
For the rest of this subsection we will focus on the double Bruhat cells GLu,vn defined by a pair of Weyl
group elements (u, v) and its related cluster varieties. Recall that each reduced word i of a pair of Weyl
group elements (u, v) gives rise to a bipartite graph Γi, which in turn gives rise to two quivers (seeds) i˜ and
i. Let’s focus on the seed i˜ first: the canonical coordinates of two seed tori Ai˜ and Xi˜ are naturally identified
with the quantities Af and Xf we have defined in last subsection respectively; then we naturally obtain the
following two rational maps
ψ˜i : GL
u,v
n 99K Ai˜ and χ˜i : Xi˜ −→ GLu,vn .
To fully utilize the power of the cluster structure, we need to add in cluster mutations. Let’s start with
the following statement.
Proposition 2.27. Let i and i′ be two reduced words of the same pair of Weyl group elements (u, v). Then
i′ can be obtained from i by applying a finite sequence of the following moves:
(1) Exchanging two neighboring entries i(m) and i(m+ 1) with opposite signs.
(2) Changing the pattern (· · · ,±i,±(i+ 1),±i, · · · ) to (· · · ,±(i+ 1),±i,±(i+ 1), · · · ) or vice versa.
Proof. The first move can be use to separate or mix letters of opposite signs in the reduced words of (u, v),
and the second move is simply the braid relation among the Coxeter generators. 
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Note that between the two moves above, Move (1) does not change the face variables Xf or the face
functions Af unless i(m) + i(m+ 1) = 0, and in that exceptional case, we have the following observation.
Proposition 2.28. Suppose i(m) = −i(m+ 1) > 0 in the reduced word i and the reduced word i′ is obtained
from i by Move (1) applied to switching i(m) and i(m+ 1). Then in order for the diagrams
Ai˜
µ˜

Xi˜
χ˜i
""
µ˜

GLu,vn
ψ˜i
<<
ψ˜i′ ""
and GLu,vn
Ai˜′ Xi˜′
χ˜i′
<<
to commute, we need
µ˜∗(A′i) =
{
(A1A3 +A2A4)/A0 if i = 0,
Ai if i 6= 0, and µ˜
∗(X ′i) =
{
1/X0 if i = 0,
Xi
(
1 +X−signikk
)−ik
if i 6= 0,
where ij is the exchange matrix of the seed i˜ and the indices are assigned as follows.
f1 f0 f3
f2
f4
 f ′1 f ′0 f ′3
f ′2
f ′4
Similar formulas can be derived analogously for the case i(m) = −i(m + 1) < 0. Note that these formulas
are exactly the same as the cluster mutation formulas on respective cluster varieties.
Proof. For the A-mutation formula, just consider the neighboring zig-zag strands as in the following config-
uration.
i
k
j
l
∆I,J
∆I∪{i},J∪{j}∆I∪{i},J∪{l} ∆I∪{k},J∪{j}
∆I∪{i,k},J∪{j,l}
 
i
k
j
l
∆I,J
∆I∪{k},J∪{l}∆I∪{i},J∪{l} ∆I∪{k},J∪{j}
∆I∪{i,k},J∪{j,l}
Then the A-mutation formula in this case follows from the following identity of matrix minors:
∆I∪{i},J∪{j}∆I∪{k},J∪{l} = ∆I∪{i},J∪{l}∆I∪{k},J∪{j} + ∆I,J∆I∪{i,k},J∪{j,l}.
A proof of this identity can be found in [FZ98] (Theorem 1.17).
The X -mutation formula, on the other hand, reduces to the following identity
eih
i(X)e−i = hi(1 +X)e−ihi−1
(
1 +X−1
)−1
hi
(
X−1
)
hi+1
(
1 +X−1
)−1
eih
i(1 +X).
A proof of this identity can be found in [FG06] (Proposition 3.6). 
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Proposition 2.29. Suppose the reduced word i′ is obtained from i by Move (2) applied to changing the
pattern from (. . . , i, i+ 1, i, . . . ) to (. . . , i+ 1, i, i+ 1, . . . ). Then in order for the diagrams
Ai˜
µ˜

Xi˜
χ˜i
""
µ˜

GLu,vn
ψ˜i
<<
ψ˜i′ ""
and GLu,vn
Ai˜′ Xi˜′
χ˜i′
<<
to commute, we need
µ˜∗(A′i) =
{
(A1A3 +A2A4)/A0 if i = 0,
Ai if i 6= 0, and µ˜
∗(X ′i) =
{
1/X0 if i = 0,
Xi
(
1 +X−signikk
)−ik
if i 6= 0,
where ij is the exchange matrix of the seed i˜ and the indices are assigned as follows.
f1 f0 f2
f4 f3
 
f ′4 f
′
0 f
′
3
f ′1 f
′
2
Similar formulas can be derived analogously for the case of changing from (. . . ,−i,−(i + 1),−i, . . . ) to
(. . . ,−(i + 1),−i,−(i + 1), . . . ) as well as the other two cases going in the backward direction. Note that
these formulas are exactly the same as the cluster mutation formulas on respective cluster varieties.
Proof. We will leave the zig-zag strands drawing to the readers. The A-mutation formula reduces to the
identity (Theorem 1.16 of [FZ98]):
∆I,J∪{k}∆I∪{i},J∪{j,l} = ∆I,J∪{j}∆I,J∪{l} + ∆I∪{i},J∪{j,k}∆I∪{i},J∪{k,l}.
The X -mutation formula reduces to the identity (Proposition 3.6 of [FG06]):
eih
i(X)ei+1ei = h
i+1
(
1 +X−1
)−1
hi(1 +X)ei+1eih
i+1
(
X−1
)
ei+1h
i
(
1 +X−1
)−1
hi+1(1 +X). 
Combining our last two proposition, we can glue the maps ψ˜i and χ˜i together respectively into two rational
maps
ψ˜ : GLu,vn 99K A|˜i0| and χ˜ : X|˜i0| −→ GLu,vn ,
where i0 is a reduced word of the pair of Weyl group elements (u, v).
Now let’s switch our attention to the boundary-removed quiver i associated to a bipartite graph Γi. First
observe that there is a natural projection map qi : Xi˜ → Xi which deletes the coordinates corresponding to
the boundary faces. Combining the p map p˜i : Ai˜ → Xi˜ and the natural projection qi : Xi˜ → Xi we obtain a
map
qi ◦ p˜i : Ai˜ → Xi;
it is not hard to see that compositions qi ◦ p˜i commute with respective cluster mutations at non-boundary
faces of Γi, and hence we can glue them together into a map
q ◦ p˜ : A|˜i0| → X|i0|.
On the other hand, for a pair of Weyl group elements (u, v), there is a natural projection from the double
Bruhat cell GLu,vn to its double quotient H\GLu,vn /H.
Proposition 2.30. The composition q ◦ p˜ ◦ ψ˜ is constant along the fibers GLu,vn → H\GLu,vn /H.
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Proof. Since q ◦ p˜ ◦ ψ˜ is glued from compositions of the form qi ◦ p˜i ◦ ψ˜i, it suffices to show that qi ◦ p˜i ◦ ψ˜i
is constant along the fibers GLu,vn → H\GLu,vn /H for any reduced word i of (u, v). Recall that multiplying
a diagonal matrix on the left scales row vectors and multiplying a diagonal matrix on the right scales
column vectors. Since the face functions Af (x) are defined as determinants of submatrices of x, we see that
pictorially the row vectors of x are represented by right-going zig-zag strands and the column vectors of x
are represented by left-going zig-zag strands. Thus we only need to verify that, under the map qi ◦ p˜i ◦ ψ˜i,
the contribution of each row vector to the numerator of Xf for any non-boundary face f balances out that
to the denominator of Xf . But this follows from the graph theoretical fact that given any zig-zag strand ζ
and a non-boundary face f , the number of neighboring faces of f dominated by ζ and pointing towards f is
equal to the number of neighboring faces of f dominated by ζ and pointed by f . 
A direct consequence of this proposition is that we obtain a rational map
ψ : H\GLu,vn /H 99K X|i0|
that fits in the commutative diagram
GLu,vn
p˜◦ψ˜ //

X|˜i0|
q

H\GLu,vn /H ψ // X|i0|
We can put in the map χ˜ : X|˜i0| → GLu,vn into the picture as well, which can obviously be passed to the
double quotient. We denote it as
χ : X|i0| → H\GLu,vn /H.
As a result, we have the following chain of commutative diagrams
(2.31) · · · // X|˜i0|
χ˜ //
q

GLu,vn
p˜◦ψ˜ //

X|˜i0|
q

// · · ·
· · · // X|i0| χ // H\GLu,vn /H ψ // X|i0| // · · ·
We then can reformulate our main result (Theorem 1.1) into the following more precise proposition.
Proposition 2.32. Each map in the bottom row of the above chain of commutative diagram is a birational
equivalence. The composition ψ ◦ χ is a Donaldson-Thomas transformation of the cluster variety X|i0| and
the composition DT := χ ◦ ψ takes the form
H\x/H 7→ H\
([
u−1x
]−1
− u
−1xv−1
[
xv−1
]−1
+
)t
/H
2.5. Tropicalization, Lamination, and Cluster Donaldson-Thomas Transformation. In this sub-
section we will discuss tropicalization of cluster varieties and the laminations on them. Near the end we will
use laminations to give a definition of Goncharov and Shen’s cluster Donaldson-Thomas transformation.
Let’s start with a split algebraic torus X . The semiring of positive rational functions on X , which we
denote as P (X ), is the semiring consisting of elements in the form f/g where f and g are linear combinations
of characters on X with positive integral coefficients. A rational map φ : X 99K Y between two split algebraic
tori is said to be positive if it induces a semiring homomorphism φ∗ : P (Y) → P (X ). It then follows that
composition of positive rational maps is still a positive rational map.
One typical example of a positive rational map is a cocharacter χ of a split algebraic torus X : the induced
map χ∗ pulls back an element f/g ∈ P (X ) to 〈f,χ〉〈g,χ〉 in P (C∗), where 〈f, χ〉 and 〈g, χ〉 are understood as linear
extensions of the canonical pairing between characters and cocharacters with values in powers of z. We will
denote the lattice of cocharacters of a split algebraic torus X by X t for reasons that will become clear in a
moment.
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Note that P (C∗) is the semiring of rational functions in a single variable z with positive integral coefficients.
Thus if we let Zt be the semiring (Z,max,+), then there is a semiring homomorphism degz : P (C∗) → Zt
defined by f(z)/g(z) 7→ degz f − degz g. Therefore a cocharacter χ on X gives rise to a natural semiring
homomorphism
degz〈·, χ〉 : P (X )→ Zt
Proposition 2.33. The map χ 7→ degz〈·, χ〉 is a bijection between the lattice of cocharacters and set of
semiring homomorphisms from P (X ) to Zt.
Proof. Note that P (X ) is a free commutative semiring generated by any basis of the lattice of characters,
and in paricular any choice of coordinates (Xi)
r
i=1. Therefore to define a semiring homomorphism from P (X )
to Zt we just need to assign to each Xi some integer ai. But for any such r-tuple (ai) there exists a unique
cocharacter χ such that 〈Xi, χ〉 = zai . Therefore χ 7→ degz〈·, χ〉 is indeed a bijection. 
Corollary 2.34. A positive rational map φ : X 99K Y between split algebraic tori gives rise to a natural
map φt : X t → Yt between the respective lattice of cocharacters.
Proof. Note that φ induces a semiring homomorphism φ∗ : P (Y) → P (X ). Therefore for any cochcaracter
χ of X , the map f 7→ degz〈φ∗f, χ〉 is a semiring homomorphism from P (Y)→ Zt. By the above proposition
there is a unique cocharacter η of Y representing this semiring homomorphism, and we assign φt(χ) = η. 
We also want to give an explicit way to compute the induced map φt. Fix two coordinate charts (Xi) on
X and (Yj) on Y. Then (Xi) gives rise to a basis {ei} of the lattice of cocharacters X t, which is defined by
χ∗i (Xk) :=
{
z if k = i;
1 if k 6= i.
This basis allows us to write each cocharacter χ of X as a linear combination ∑xiχi. It is not hard to see
that
xi = degz〈Xi, χ〉.
Similarly the coordinate chart (Yj) also gives rise to a basis {ηj} of the lattice of cocharacters Yt, and we
can write each cocharacter of Y as a linear combination ∑ yjηj . On the other hand, for any positive rational
function q in r varibles X1, . . . , Xr we have the so-called na¨ıve tropicalization, which turns q into a map from
Zr to Z via the following process:
(1) replace addition in q(X1, . . . , Xr) by taking maximum;
(2) replace multiplication in q(X1, . . . , Xr) by addition and replace division in q(X1, . . . , Xr) by subtrac-
tion;
(3) replace every constant term by zero;
(4) replace Xi by xi.
It is not hard to see that, given a positive rational map φ : X 99K Y, the induced map φt maps ∑xiχi to∑
yjηj where
(2.35) yj := (φ
∗(Yj))t(xi).
Now we are ready to define tropicalization.
Definition 2.36. The tropicalization of a split algebraic torus X is defined to be its lattice of cocharacters
X t (and hence the notation). For a positive rational map φ : X 99K Y between split algebraic tori, the
tropicalization of φ is defined to be the map φt : X t → Yt. The basis {χi} of X t corresponding to a
coordinate system (Xi) on X is called the basic laminations associated to (Xi).
Now let’s go back to the cluster varieties A|i0| and X|i0|. Since both cluster varieties are obtained by
gluing seed tori via positive birational equivalences, we can tropicalize everything and obtain two new glued
objects which we call tropicalized cluster varieties and denote as At|i0| and X t|i0|.
Since each seed X -torus Xi is given a split algebraic torus, it has a set of basic laminations associated
to the canonical coordinates (Xi); we will call this set of basic laminations the positive basic X -laminations
and denote them as l+i . Note that {−l+i } is also a set of basic laminations on Xi, which will be called the
negative basic X -laminations and denote them as l−i .
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With all the terminologies developed, we can now state the definition of Goncharov and Shen’s cluster
Donaldson-Thomas transformation as follows.
Definition 2.37 (Definition 2.15 in [GS16]). A cluster Donaldson-Thomas transformation (of a seed X -
torus Xi) is a cluster transformation DT : Xi 99K Xi whose tropicalization DTt : X ti → X ti maps each positive
basic X -laminations l+i to its corresponding negative basic X -laminations l−i .
Goncharov and Shen proved that a cluster Donaldson-Thomas transformation enjoys the following prop-
erties.
Theorem 2.38 (Goncharov-Shen, Theorem 2.16 in [GS16]). A cluster Donaldson-Thomas transformation
DT : Xi → Xi is unique if it exists. If i′ is another seed in |i| (the collection of seeds mutation equivalent to i)
and τ : X i→ Xi′ is a cluster transformation, then the conjugate τDTτ−1 is the cluster Donaldson-Thomas
transformation of Xi′ . Therefore it makes sense to say that the cluster Donaldson-Thomas transformation
DT exists on a cluster X -variety without referring to any one specific seed X -torus.
From our discussion on tropicalization above, we can translate the definition of a cluster Donaldson-
Thomas transformation into the following equivalent one, which we will use to prove our main theorem.
Proposition 2.39. A cluster transformation DT : X|i0| → X|i0| is a cluster Donaldson-Thomas transforma-
tion if and only if on one (any hence any) seed X -torus Xi with cluster coordinates (Xi), we have
degXi DT
∗(Xj) = −δij
where δij denotes the Kronecker delta.
Proof. From Equation (2.35) we see that DTt(l+i ) = l
−
i for all i if and only if degXi DT
∗(Xj) = −δij . 
3. Proof of our Main Result
In this section we will prove Proposition 2.32 which in turn proves our main result (Theorem 1.1).
3.1. A Formula for χ ◦ ψ. Let’s start with the last part of Proposition 2.32. By using the chain of
commutative diagrams in (2.31), we can lift χ ◦ ψ to the composition of maps χ˜ ◦ p˜ ◦ ψ˜. Since χ˜ ◦ p˜ ◦ ψ˜ is
obtained by gluing χ˜i ◦ p˜i ◦ ψ˜i, it suffices to show that for any reduced word i of the pair of Weyl group
elements (u, v), the rational map χ˜i ◦ p˜i ◦ ψ˜i can be expressed as
x 7→ D
([
u−1x
]−1
− u
−1xv−1
[
xv−1
]−1
+
)t
D′,
where D and D′ are two diagonal-matrices which may depend on x.
Fix a reduced word i of (u, v). Let Γi be the bipartite graph corresponding to i. Analogous to Definition
2.20 we can define the notion of a right-going or left-going zig-zag strand dominating a white vertex w; in
particular we can define dominating sets I(w) (the set of indices of right-going zig-zag strands dominating
w) and J(w) (the set of indices of left-going zig-zag strands dominating w). It is not hard to see that for
any white vertex w of Γi,
|I(w)| = |J(w)|+ 1.
Consider an n-dimensional complex vector space V and its dual space V ∗. There is a natural GLn simply
transitive right action on the space of bases of V and V ∗. Fix a basis {ai} of V and let {αi} be the
corresponding dual basis of V ∗. Let x be an element in GLn and let {bi} := {ai}.x, i.e.,
(3.1) bi :=
n∑
k=1
akxki.
Now for each white vertex w in Γi we can define an element ξw in V
∗ by ξw := i(→∧
j∈J(w)bj
)(→∧
i∈I(w)αi
)
where the notation i denotes contraction and the notation
→∧
means that we are taking the wedge product
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in the order of ascending indices; in other words, for any v ∈ V :
〈ξw, v〉 :=
〈 →∧
i∈I(w)
αi,
 →∧
j∈J(w)
bj
 ∧ v〉 .
Proposition 3.2. If either of the following three pictures is part of Γi, then we have Af (x) = ±〈ξw, bl〉.
l
w
f
l
w
f
l
w
f
As a corollary, for a generic element x ∈ GLu,vn , ξw 6= 0.
Proof. Notice that up to a sign,
〈ξw, bl〉 =
〈 →∧
i∈I(f)
αi,
→∧
j∈J(f)
bj
〉
=
〈 →∧
i∈I(f)
αi,
→∧
j∈J(w)
(
n∑
k=1
akxkj
)〉
=∆I(f),J(f)(x)
=Af (x).
From Theorem 2.23 we know that Af (x) 6= 0 for a generic element x ∈ GLu,vn , which implies that ξw 6= 0. 
Recall from our construction of the bipartite graph Γi, black vertices are of two possible valencies: either
2-valent or 3-valent. In particular, any 2-valent black vertex connects two white vertices in the horizontal
direction as shown below.
s r
It is not hard to verify that in this case we have ξr = ξs.
On the other hand, 3-valent black vertices come in two types: they either form a “T”-shape or an up-
side-down “T”-shape. The dual vectors associated to neighboring white vertices of a 3-valent black vertex
then satisfy the following relation.
Proposition 3.3. At a 3-valent black vertex depicted as either picture below, the following identity holds
for a generic element x ∈ GLu,vn :
Afξr = Agξs +Ahξt.
rt
s
g
f h
rt
s
g
f h
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Proof. Let’s consider the picture on the left first. Let Φ :=
→∧
i∈I(g)αi and B :=
→∧
j∈J(g)bj . Draw the three
zig-zag strands involved in the picture as follows and label them by the (dual) vector they represent.
αi
αj
bk
rt
s
g
f h
Without loss of generality we may assume that the indices of all constituents of Φ are smaller than i, and
the indices of all constituents of B are smaller than k; due to the fact that i is a reduced word, we also know
that i < j. Then from the definition of the dual vectors ξw and Proposition 3.2, we find that
Af = 〈Φ ∧ αi, B ∧ bk〉 , Ag = 〈Φ, B〉 , Ah = 〈Φ ∧ αj , B ∧ bk〉 ,
and the pairing of ξr, ξs, and ξt with any v ∈ V are given by
〈ξr, v〉 = 〈Φ ∧ αj , B ∧ v〉 , 〈ξs, v〉 = 〈Φ ∧ αi ∧ αj , B ∧ bk ∧ v〉 , 〈ξt, v〉 = 〈Φ ∧ αi, B ∧ v〉 .
Now consider the dual vector
η := Agξs +Ahξt −Afξr.
Obviously η lies in the span of αi, αj , and the constituents of Φ. Under the generic condition that both Af
and Ah are non-zero, it follows that η = 0 if and only if η vanishes on bk and all constituents of B. The
latter is obviously satisfied due to the construction of η. So we only need to show that
〈η, bk〉 = Ah 〈ξt, bk〉 −Af 〈ξr, bk〉 = 〈Φ ∧ αj , B ∧ bk〉 〈Φ ∧ αi, B ∧ bk〉 − 〈Φ ∧ αi, B ∧ bk〉 〈Φ ∧ αj , B ∧ bk〉
vanishes, which is obviously true.
Next let’s consider the picture on the right. Define Φ :=
→∧
i∈I(t)αi and B :=
→∧
j∈J(t)bj and draw the three
zig-zag strands as before.
bj
bk
αi
rt
s
g
f h
Without loss of generality we again assume that the indices of all constituents of Φ are smaller than i, and
the indices of all constituents of B are smaller than j; due to the fact that i is a reduced word, we also know
that j < k. Similar to the case before, we have
Af = 〈Φ, B ∧ bk〉 , Ag = 〈Φ ∧ αi, B ∧ bj ∧ bk〉 , Ah = 〈Φ, B ∧ bj〉 ,
and
〈ξr, v〉 = 〈Φ ∧ αi, B ∧ bj ∧ v〉 , 〈ξs, v〉 = 〈Φ, B ∧ v〉 , 〈ξt, v〉 = 〈Φ ∧ αi, B ∧ bk ∧ v〉 .
Again, consider the dual vector
η := Agξs +Ahξt −Afξr.
Obviously η lies in the span of αi and the constituents of Φ. Under the generic condition that Ag is non-zero,
it follows that η = 0 if and only if η vanishes on bj and bk and all constituents of B. Again it is obvious
from the definition of η that it vanishes on all constituents of B. So we need to just need to verify that
〈η, bj〉 = 〈η, bk〉 = 0:
〈η, bj〉 = 〈Φ ∧ αi, B ∧ bj ∧ bk〉 〈Φ, B ∧ bj〉+ 〈Φ, B ∧ bj〉 〈Φ ∧ αi, B ∧ bk ∧ bj〉 = 0;
〈η, bk〉 = 〈Φ ∧ αi, B ∧ bj ∧ bk〉 〈Φ, B ∧ bk〉 − 〈Φ, B ∧ bk〉 〈Φ ∧ αi, B ∧ bj ∧ bk〉 = 0. 
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Now it is time to introduce more notations. In our construction of the bipartite graph Γi, we insisted on
adding white vertices to the far left end and far right end of each of the horizontal parallel lines, and now
we can make use of them. First for the white vertices on the far left of each horizontal line, we rename the
associated dual vectors ξw as ξ1, . . . , ξn from top to bottom; then for the white vertices on the far right of
each horizontal line, we rename the associated dual vectors ξw as η1, . . . , ηn from top to bottom as well.
Proposition 3.4. For a generic x ∈ GLu,vn , {ξi}ni=1 and {ηi}ni=1 are two bases for V ∗.
Proof. It suffices to show that the pairings
〈→∧n
i=1ξi,
→∧n
j=1bj
〉
and
〈→∧n
i=1ηi,
→∧n
j=1bj
〉
do not vanish. Due
to the similarity of the proofs, we will just do the first one here. By identity of pairing between wedge
products, the pairing
〈→∧n
i=1ξi,
→∧n
j=1bj
〉
is equal to a sum of products of pairings between constituents of
→∧n
i=1ξi and
→∧n
j=1bj and a sign factor. Consider the constituent ξn first. From the definition of ξn and the
way we constructed Γi, we see that up to a sign,
(3.5) 〈ξn, v〉 =
〈 →∧n
i=1
αi,
( →∧n−1
j=1
bv(j)
)
∧ v
〉
(note that fixing a Coxeter generating set S of W gives an isomorphism W ∼= Sn, and hence elements of W
can act on the set {1, . . . , n}). Thus the only non-vanishing pairing between ξn and bj is
〈
ξn, bv(n)
〉
. Now go
to the next one ξn−1; by a similar argument we can conclude that the only non-vanishing pairing between
ξn−1 and bj is
〈
ξn−1, bv(n)
〉
and
〈
ξn−1, bv(n−1)
〉
. Since bv(n) is already paired up with ξn, this leaves us with
no choice but
〈
ξn−1, bv(n−1)
〉
... Continuing in this way and using Proposition 3.2, we can conclude that up
to a sign, 〈 →∧n
i=1
ξi,
→∧n
j=1
bj
〉
=
n∏
i=1
〈
ξi, bv(i)
〉
=
n∏
i=1
Ai(x).
where Ai denotes the A-coordinate associated to the boundary face on the far left right below the ith
horizonal line. Since Ai(x) 6= 0 for a generic x ∈ GLu,vn (Theorem 2.23), the proof is complete. 
Now by going backward across Γi (from right to left) and apply Proposition 3.3 to each black vertex, we
see that generically each ηi can be expressed as a linear combination of ξi. Proposition 3.4 tells us that for
a generic x ∈ GLu,vn , both {ξi} and {ηi} are bases of V ∗; thus fromt he simply transitive right action of GLn
on the space of bases of V ∗, there is a unique element of GLn that takes {ξi} to {ηi}; our next goal is to
find a way to compute such element.
One good way to do this is to introduce orientations on the edges of Γi: we declare that all horizontal edges
to point towards the right and all vertical edges to point from the white vertex towards the black vertex.
This is in fact a special case of Postnikov’s perfect orientation, introduced in his work on non-negative
Grassmannian [Pos06].
Example 3.6. The following picture is the bipartite graph associated to the reduced word (1,−1) of the
pair of Weyl group elements (w0, w0) of the group GL2, with the perfect orientations drawn on top each
edge.
Under such a choice of orientations on edges, we see that all the boundary white vertices on the far left
are sources and all the boundary white vertices on the far right are sinks. Let i and j be the labeling of a
source and a sink respectively; if γ is a path going from i to j compatible with the perfect orientation, then
we will write γ : i→ j. We also denote the set of faces lying below γ by γˆ. Then we claim the following.
Proposition 3.7. Let 1 ≤ i, j ≤ n. Then for a generic x ∈ GLu,vn , the coefficient of ξi in the expansion of
ηj is given by ∑
γ:i→j
∏
f∈γˆ
Xf
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where (Xf ) := p˜ ◦ ψ˜i(x).
Proof. Just apply Proposition 3.3 to every 3-valent black vertex, and recall that the quiver i˜ is produced by
putting a counterclockwisely oriented 3-cycle at each 3-valent black vertex. 
Now we are ready to rediscover the formula of the map χ˜i ◦ p˜i ◦ ψ˜i.
Corollary 3.8. For a generic x ∈ GLu,vn , the image χ˜i ◦ p˜i ◦ ψ˜i(x) is the unique element that takes {ξi} to
{ηi}, i.e.,
(3.9) (ξ1, . . . , ξn)(χ˜i ◦ p˜i ◦ ψ˜i(x)) = (η1, . . . , ηn),
where (ξ1, . . . , ξn) and (η1, . . . , ηn) are regarded as a row vector with entries ξi and ηi respectively.
Proof. To prove this proposition, it suffices to consider how adding an extra vertical edge corresponding to
e±i on the far right affects the whole picture. Let’s consider ei first. The perfect orientation is going to look
like the following.
...
...
ξ′n
ξ′i+1
ξ′i
ξ′1
ηn
ηi+1
ηi
η1
X
It is not hard to see that, according to Proposition 3.7,
(η1, . . . , ηn) = (ξ
′
1, . . . , ξ
′
n)

X · · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · X 1 · · · 0
0 · · · 0 1 · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · 1

= (ξ′1, . . . , ξ
′
n)e
ihi(X).
Similarly for the case of e−i, we have the following picture
...
...
ξ′n
ξ′i+1
ξ′i
ξ′1
ηn
ηi+1
ηi
η1
X
and the following identity
(η1, . . . , ηn) = (ξ
′
1, . . . , ξ
′
n)

X−1 · · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · X 0 · · · 0
0 · · · X 1 · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · 1

= (ξ′1, . . . , ξ
′
n)e
−ihi(X).
By comparing these two cases with the definition of the map χ˜i, we see that (η1, . . . , ηn) = (ξ
′
1, . . . , ξ
′
n)(χ˜i◦
p˜i ◦ ψ˜i(x)). 
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Finally we are ready to prove the last part of Proposition 2.32. As we have remarked at the beginning of
this subsection, the key is to prove that for a fixed reduced word i of (u, v),
χ˜i ◦ p˜i ◦ ψ˜i(x) = D
([
u−1x
]−1
− u
−1xv−1
[
xv−1
]−1
+
)t
D′,
where D and D′ are two diagonal matrices which may depend on x. The key ingredient is Corollary 3.8,
which is already done. The remaining part of the proof is just to relate (ξ1, . . . , ξn) and (η1, . . . , ηn) to
Gaussian decompositions of u−1x and xv−1.
Let’s start with (ξ1, . . . , ξn). By combining Equations (3.1) and (3.5), we get
ξn =
n∑
i=1
(−1)n−i
〈 →∧
j=1,...,ˆi,...,n
αj ,
→∧
k=1,...,n−1
bv(k)
〉
αi
=
n∑
i=1
(−1)n−i
〈 →∧
j=1,...,ˆi,...,n
αj ,
→∧
k=1,...,n−1
(
n∑
l=1
alxlv(k)
)〉
αi
=
n∑
i=1
(−1)n−i∆{1,...,n}\{i},{1,...,n−1}
(
xv−1
)
αi
To better state similar results for all ξi, we introduce the notation
Ij := {1, . . . , j}.
Then by a similar computation, we find that
ξi =
i∑
j=1
(−1)i−j∆Ii\{j},Ii−1
(
xv−1
)
αj .
We can make this expression more concise using the following lemma.
Lemma 3.10. If x is a Gaussian decomposable element in GLn, then the matrix
Mij := (−1)i−j∆Ii\{j},Ii−1(x)
satisfies the identity
Mij = D[x]
−1
−
where D is a diagonal matrix and [x]− is the Gaussian factor as in Equation (2.1)
Proof. From the convention ∆I,J(x) = 0 if |I| 6= |J | we know that Mij is a lower triangular matrix. By
computation we also find that Mijx is an upper triangular matrix. Thus by the uniqueness of Gaussian
decomposition, we know that Mijx only differs from [x]
−1
− x = [x]0[x]
+ by a diagonal matrix factor on the
left. This is equivalent to Mij = D[x]
−1
− . 
Using this lemma, we now can write
(3.11) (ξ1, . . . , ξn) = (α1, . . . , αn)
(
D
[
xv−1
]−1
−
)t
for some diagonal matrix D.
Let’s now turn to (η1, . . . , ηn). By a similar method, we find that
ηi =
i∑
j=1
(−1)i−j
〈 →∧
k=1,...,jˆ,...,i
αu−1(k),
→∧
l=1,...,i−1
bl
〉
αu−1(j)
=
i∑
j=1
(−1)i−j
〈 →∧
k=1,...,jˆ,...,i
αu−1(k),
→∧
l=1,...,i−1
(
n∑
m=1
amxml
)〉
αu−1(j).
By using Lemma 3.10 again we can write
(3.12) (η1, . . . , ηn) = (α1, . . . , αn)
(
D′
[
u−1x
]−1
− u
−1
)t
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for some diagonal matrix D′.
Proof of the last part of Proposition 2.32. By comparing Equations (3.9), (3.11), and (3.12), we can conclude
that
χ˜i ◦ p˜i ◦ ψ˜i(x) =D
([
xv−1
]
−
)t ([
u−1x
]−1
− u
−1
)t
D′
=D
([
u−1x
]−1
− u
−1xv−1
[
xv−1
]−1
+
)t
D′,
where we have replace D and D′ by some other diagonal matrices; note that the last equality follows from
the fact that [
xv−1
]
−
= xv−1
[
xv−1
]−1
+
[
xv−1
]−1
0
,
the last factor of which is absorbed into the diagonal matrix D′. 
3.2. Twist Map and Birational Equivalence. In last subsection we computed a formula for the com-
position χ ◦ ψ, and found that it only differs from Fomin and Zelevinsky’s twist map (see Definition 1.5 of
[FZ98]) by an anti-automorphism x 7→ xι of GLn, which is uniquely defined by (Equation (2.2) of [FZ98]):
eι±i = e±i and a
ι = a−1 ∀a ∈ H.
On the other hand, in [FG03] Fock and Goncharov introduced a involution iX of cluster varieties. Given
any seed i = (I, ij), we define a new seed i
◦ = (I◦, ◦ij) by setting
I◦ = I and ◦ij = −ij .
Since the set of vertices I◦ = I, there is a natural correspondence between coordinates (Xi) of Xi and (X◦i )
of Xi◦ . Then the involution iX is the map from the seed torus Xi to the seed torus Xi◦ defined by
i∗X (X
◦
i ) = X
−1
i .
It is not hard to see that the involutions iX commute with cluster mutations as below.
Xi µk //
iX

Xi′
iX

Xi◦ µk // Xi′◦
Thus the involutions iX can be glued into a single involution iX : X|i0| → X|i◦0 |.
The proposition below shows that in the case of double Bruhat cells in GLn, the involution iX is essentially
the same as the anti-automorphism x 7→ xι.
Proposition 3.13. Let i0 be any reduced word for a pair of Weyl group elements (u, v). Then (u
−1, v−1) is
also a pair of Weyl group elements and i◦0 is a reduced word for it. Further the following diagram commutes.
X|i0|
χ //
iX

H\GLu,vn /H
ι

X|i◦0 | χ // H\GLu
−1,v−1
n /H
Proof. It is obvious that (u−1, v−1) is also a pair of Weyl group elements. By careful examination we also
see that the seed i◦0 can be produced from the bipartite graph Γ
◦
i0
, which is in turn obtained from Γi0 , the
bipartite graph associated to i0, by a flip over any vertical line. Thus the sequence of integers corresponding
to the seed i◦0 is exactly the backward sequence of i0, and hence i
◦
0 is also a reduced word of (u
−1, v−1). The
commutativity of the above diagram then follows from the definitions of ι and χ. 
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As stated in Conjecture 3.12 of [GS16], Goncharov and Shen conjectured that the composition DX :=
iX ◦DT is an involution. In the case of H\GLu,vn /H, assuming our main theorem, we see that DX is precisely
Fomin and Zelevinsky’s twist map t (passed to the double quotients), which is indeed a biregular involution
(Theorem 1.6 of [FZ98]). To give the full picture, we put everything into the following commutative diagram.
X|i0|
χ //
DX
**
H\GLu,vn /H
ψ //
t
**
X|i0|
χ //
iX

H\GLu,vn /H
ι

X|i◦0 | χ // H\GLu
−1,v−1
n /H
Using the fact that t is a biregular involution we can prove the first part of our main theorem as an easy
corollary.
Corollary 3.14. Both ψ and χ are birational equivalences.
Proof. It suffices to show that ψi and χi are birational equivalences for any reduced word i of (u, v). Note
that the twist map t is a biregular isomorphic involution that factors through Xi as (χi◦ ◦ iX ) ◦ ψi. Since
both H\GLu,vn /H and Xi are algebraic varieties of the same dimension, it follows that both χi◦ ◦ iX and ψi
are birational equivalences. But obviously iX is also a birational equivalence; thus χi◦ is also a birational
equivalence, and so is χi. 
3.3. Positivity of ψ ◦ χ. After showing that both χ and ψ are birational equivalences, it now makes sense
to ask the question that for a (equivalently any) reduced word i of a pair of Weyl group elements (u, v),
whether the rational map
ψi ◦ χi : Xi 99K Xi
is positive (It had better be positive, for otherwise we cannot tropicalize it, not to mention proving that it
is the Donaldson-Thomas transformation). In this subsection we will show that the answer to this question
is positive.
The key to prove this is to lift everything to the top row in Diagram (2.31), and show that
p˜ ◦ ψ˜i ◦ χ˜i : Xi˜ 99K Xi˜
is positive. Obviously p˜ is a positive map. Thus the problem reduces to showing that
ψ˜i ◦ χ˜i : Xi˜ 99K Ai˜
is positive. In fact, we can prove something even stronger.
Proposition 3.15. Let i be a reduced word of a pair of Weyl group elements (u, v) and let Γ be the bipartite
graph associated to i. Then
∆I,J (χ˜i(Xf )) =
∑
{γi}:I→J
∏
i
∏
f∈γˆi
Xf ,
where {γi} : I → J denotes the set of pairwise disjoint paths going from the labeling set I of horizontal
lines on the left to the labeling set J of horizontal lines on the right in the perfect orientation of Γ (both
labeling sets count from top to bottom). In particular, this proposition shows that any minor ∆I,J (χ˜i(Xf ))
is a polynomial with positive integral coefficients in terms of the face variables Xf .
Proof. This proof is credit to Postnikov [Pos06]. Let x = χ˜i(Xf ). Again fix an n-dimensional complex vector
space V and a basis {ai}; let {αi} be dual basis of {ai} and let {bi} := {ai}.x. Then by an argument similar
to the proofs of Proposition 3.7 and Corollary 3.8 we know that each bi can be written as the following linear
combination.
bj =
n∑
i=1
ai
 ∑
γ:i→j
∏
f∈γˆ
Xf
 .
Since xij = 〈αi, bj〉, it follows that the minors of x are in fact polynomials in the face variables Xf ’s with
integral coefficients.
Now it remains to show that the coefficients in such polynomials are positive. Let Φ(Xf ) be one such
polynomial. Note that each term in Φ(Xf ) corresponds to a family of |I| number of paths in the perfect
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orientation of Γ going from I to J . We claim that if the family of paths are not pairwise disjoint, then there
is another term in ΦI(Xf ) to cancel it out. Suppose γ and η are two intersecting paths in one such family
(the picture looks as if they are not intersecting but they in fact are sharing some edges together). Then we
can just switch the beginning parts of γ and η to obtain γ′ and η′ and keep everything else in the family
unchanged; the resulting family of paths will give another term in Φ(Xf )
γ
η
η′
γ′
Note that the faces that are dominated for the two families of paths are the same; but since we switches the
sources of γ and η, the corresponding term in Φ(Xf ) will differ by a minus sign (due to a transposition of
rows), and hence these two terms will cancel out.
Thus the only non-vanishing terms in Φ(Xf ) come from families of pairwise disjoint paths in the perfect
orientation of Γ. Since any such family preserves the ordering on the labeling sets (by Jordan curve theorem),
it follows that the coefficient in front of the product of dominated face variables is 1, which completes the
proof. 
3.4. Proof of ψ ◦ χ being a cluster transformation. Now we are ready to prove the remaining part of
Proposition 2.32, namely to show that ψ ◦ χ is a cluster Donaldson-Thomas transformation. By Theorem
2.38 and Proposition 2.39, it suffices to show that the following two things:
(i). ψ ◦ χ is a cluster transformation;
(ii). for some (equivalently any) reduced word i of (u, v),
degXf (ψi ◦ χi)∗(Xg) = −δfg.
We will hence break the proof into two parts, and this subsection will be devoted to prove (i).
Recall from Subsection 2.2 that the map χ ◦ ψ can be identified with the map η : [B1, B2, B3, B4] 7→
[B∗3 , B
∗
4 , B
∗
5 , B
∗
6 ] on Conf
u,v(B) where the six Borel subgroups can be fit in the following hexagon diagram.
B6
uc // B1
u
  
B3
u∗
>>
v∗   
B4
B2
vc
// B5
v
>>
The key to show that ψ ◦ χ is a cluster transformation is to break η down to a composition of a series of
small “clockwise tilting” on the square diagram. To be more precise, fix a reduced word (i(1), . . . , i(m) for
u and another reduced word (j(1), . . . , j(l)) for v. Then the juxtaposition
(−i(1), . . . ,−i(m), j(1), . . . , j(l))
is a reduced word for the pair of Weyl group elements (u, v). From the way the reduced word i is structured,
we see that if x lies in the image of χ˜i, then x can be written as a product x−x+ where x± ∈ B±. Fix a
choice of such factorization x = x−x+. Then we know that the point [x−1− B+, x+B−, B−, B+] in Conf
u,v(B)
corresponds to the equivalence class H\x/H in H\GLu,vn /H. We can represent such a point by the square
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diagram below.
x−1− B+
u // B+
B−
v∗
// x+B−
We initiate a sequence of tilting on the edge x−1− B+ B− with respect to this reduced word of
u. First set B
(0)
u := x
−1
− B+ and B
(m)
u := B+; by using Proposition 2.10 we can find a sequence of Borel
subgroups
(
B
(k)
u
)
such that for 1 ≤ k ≤ m,
B
(k−1)
u
si(k) // B(k)u .
Next set B
(0)
u∗ := B− and again use Proposition 2.10 to find a sequence of Borel subgroups
(
B
(k)
u∗
)
such that
for 1 ≤ k ≤ m,
B
(k−1)
u∗
s∗i(k) // B(k)u ,
and
B
(m)
u∗
uc // x−1− B+ .
Since s∗i(k+1) . . . s
∗
i(m)u
csi(1) . . . si(k) = w0 and m+ l(u
c) = l(w0), it follows from Proposition 2.10 again that
for all 0 ≤ k ≤ m,
B
(k)
u B
(k)
u∗ .
Thus we can view these two sequences as a sequence of tilting of the edge x−1− B+ B− . This can be
seen more intuitively on the original square diagram.
x−1− B+
B
(1)
u
B
(2)
u
B+
B−
B
(1)
u∗
B
(2)
u∗
B
(m)
u∗
x+B−
si(1)
si(2)
s∗i(1)
s∗i(2)
uc
v∗
u
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We can do the same construction for v, by finding two sequences
(
B
(k)
v∗
)l
k=1
and
(
B
(k)
v
)l
k=1
to fit into the
square diagram in an analogous way. To save time, we will just draw the resulting tilting diagram.
x−1− B+
B
(1)
u
B
(2)
u
B+
B−
B
(1)
u∗
B
(2)
u∗
B
(m)
u∗
x+B−
B
(1)
v∗
B
(2)
v∗
B
(0)
v
B
(1)
v
B
(2)
v
si(1)
si(2)
s∗i(1)
s∗i(2)
uc
v∗
u
s∗j(1)
s∗j(2)
vc
sj(1)
sj(2)
One can see that we are tilting the right vertical edge B+ x+B− clockwisely a bit at a time, go-
ing from index l, l − 1, and so on, till we get to B(0)v B− . Note that by the time we finish
both tilting sequences, we can apply ∗ to the final square diagram and obtain η[x−1− B+, x+B−, B−, B+] =[
B∗−, B
∗
+,
(
B
(0)
v
)∗
,
(
B
(m)
u∗
)∗]
.
B∗−
u //
(
B
(m)
u∗
)∗
(
B
(0)
v
)∗
v∗
// B∗+
Our next mission is to figure out how to realize such a tilting in terms of operations on the element x
in GLu,vn . By viewing x as a transformation on pairs of opposite Borel subgroups, we can break down the
square diagram of the quadruple [x−1− B+, x+B−, B−, B+] into a two-step process: first taking the opposite
pair x−1− B+ B− to the opposite pair B+ B− and then to the opposite pair B+ x+B− .
We can pictorially represent it as below.
x−1− B+
B−
B+
B−
B+
x+B−
u e
e v
x− x+
In the diagram above, note that the middle opposite pair B+ B− corresponds to the diagonal in the
tilting diagram that separates the two tilting sequence, so we can expect that the tilting sequence for u will
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take place on the left half of the diagram above, whereas the tilting sequence for v will take place on the
right half. Let’s consider the tilting sequence for u first.
Proposition 3.16. Based on the representative (x−1− B+, B+, B−, x+B−), the following identity holds for
0 ≤ k ≤ m:
B
(k)
u
B
(k)
u∗
(
ei(k)e
−1
−i(k) . . . ei(1)e
−1
−i(1)x−
)−1
B+
(
ei(k)e
−1
−i(k) . . . ei(1)e
−1
−i(1)x−
)−1
B−
=
.
Proof. We just need to verify the defining conditions for B
(k)
u and B
(k)
u∗ , and the key facts are
ei(k) ∈ B+ ∩B−si(k)B− and e−i(k) ∈ B+si(k)B+ ∩B−.
Let’s first look at B
(k)
u . Obviously B
(0)
u = x
−1
− B+, and since(
ei(k−1)e
−1
−i(k−1) . . . ei(1)e
−1
−i(1)x−
)(
ei(k)e
−1
−i(k) . . . ei(1)e
−1
−i(1)x−
)−1
= e−i(k)e
−1
i(k) ∈ B+si(k)B+,
we know that
(
ei(k−1)e
−1
−i(k−1) . . . ei(1)e
−1
−i(1)x−
)−1
B+
si(k) //
(
ei(k)e
−1
−i(k) . . . ei(1)e
−1
−i(1)x−
)−1
B+ . Thus we
only need to show that
(
ei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1)x−
)−1
B+ = B+, which is equivalent to showing that
ei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1)x− is an element of B+. But if we look at the left half of the bipartite graph Γi
(which is a bipartite graph for x−), we see that multiplying ei(1)e
−1
−i(1) on the left of x− turns the left most
vertical edge from to ; then we can move this edge to the right of x− using the two moves in Proposition
2.27; similar arguments apply to ei(2)e
−1
−i(2) and so on. Thus at then end we will obtain a bipartite graph
with no vertical edge of the form , and hence ei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1)x− is an element of B+.
As for B
(k)
u∗ , we see that B
(0)
u∗ = x
−1
− B− = B−, and since(
ei(k−1)e
−1
−i(k−1) . . . ei(1)e
−1
−i(1)x−
)(
ei(k)e
−1
−i(k) . . . ei(1)e
−1
−i(1)x−
)−1
= e−i(k)e
−1
i(k) ∈ B−si(k)B−,
we know that
(
ei(k−1)e
−1
−i(k−1) . . . ei(1)e
−1
−i(1)x−
)−1
B−
s∗i(k) //
(
ei(k)e
−1
−i(k) . . . ei(1)e
−1
−i(1)x−
)−1
B− . Thus we
only need to show that (
ei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1)x−
)−1
B−
uc // x−1− B+ .
But this is equivalent to showing that
w0ei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1) = u
cuei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1) ∈ B+ucB+,
which is also equivalent to showing that
uei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1) ∈ B+.
To show this, we recall that si := e
−1
i e−ie
−1
i ; thus
uei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1) = si(1) . . . si(m−1)e
−1
i(m)ei(m−1)e
−1
−i(m−1) . . . ei(1)e
−1
−i(1).
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But then since (i(1), . . . , i(m)) is a reduced word of u, si(1) . . . si(m−1) maps the simple root αi(m) to a
positive root, which implies that
si(1) . . . si(m−1)e
−1
i(m) = bsi(1) . . . si(m−1)
for some b ∈ B+. The proof is then finished by induction on m. 
By a completely analogous proof one can also show the following proposition.
Proposition 3.17. Based on the representative (x−1− B+, B+, B−, x+B−), the following identity holds for
0 ≤ k ≤ l:
B
(k)
v
B
(k)
v∗
x+e
−1
j(l)e−j(l) . . . e
−1
j(k+1)e−j(k+1)B+
x+e
−1
j(l)e−j(l) . . . e
−1
j(k+1)e−j(k+1)B−
=
.
Our last two propositions show that in order to reflect the two tilting sequences in terms of x, all we need
to do is to multiply ei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1) on the left and e
−1
j(l)e−j(l) . . . e
−1
j(1)e−j(1) on the right. With these
two results in our pockets, we are ready to prove our last proposition.
Proposition 3.18. ψ ◦ χ is a cluster transformation.
Proof. Suppose H\x/H = χi(Xf ) and consider the representative [x−1− B+, x+B−, B−, B+] corresponding
to H\x/H. We learned from Proposition 2.14 that χ ◦ ψ on H\GLu,vn /H is the same as the map η on
Confu,v(B), and hence χ ◦ ψ(H\x/H) will correspond to the equivalence class of the configuration
η

x−1− B+
B−
B+
x+B−
u
v∗

=
B−
(
x+e
−1
j(l)e−j(l) . . . e
−1
j(1)e−j(1)
)∗
B+
((
ei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1)x−
)−1)∗
B−
B+
u
v∗
=
(
x+e
−1
j(l)e−j(l) . . . e
−1
j(1)e−j(1)
)∗
w−10 B+
(
x+e
−1
j(l)e−j(l) . . . e
−1
j(1)e−j(1)
)∗
w−10 B−
((
ei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1)x−
)−1)∗
w−10 B+
((
ei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1)x−
)−1)∗
w−10 B−
u
v∗
.
Note that the last result corresponds to the element
H\
(
ei(m)e
−1
−i(m) . . . ei(1)e
−1
−i(1)xe
−1
j(l)e−j(l) . . . e
−1
j(1)e−j(1)
)t
/H
in H\GLu,vn /H. If we look at the bipartite graph Γi, as we have argued in the proof of Proposition 3.16,
each time when we multiply ei(k)e
−1
−i(k) on the left, all we is doing is change the left most vertical edge from
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to and then move it to the middle (after all the vertical edges of them form ). Since H\GLu,vn /H
corresponds to the boundary-removed quiver i, changing the leftmost vertical edge from to does
nothing to the quiver, and moving it to the middle is just a sequence of quiver mutation, which gives rise
to a corresponding sequence of cluster mutation on the cluster variety X|i|. Similar argument also applies
to each time we multiply e−1j(k)e−j(k) on the right. Lastly taking transposition flips the bipartite graph over
a horizontal line and simultaneously switches the color of all vertices without changing the face variables.
Thus transposition gives rise to an quiver isomorphism which in turn produces a cluster isomorphism on
X|i|. Combining these observations we see that ψ ◦ χ is a composition of cluster mutations and cluster
isomorphisms, which is by definition a cluster transformation. 
3.5. Proof of ψ ◦ χ being a cluster Donaldson-Thomas Transformation. In this subsection we will
finish part (ii) of our proof, which is to show that for some reduced word i of (u, v),
degXf (ψi ◦ χi)∗ (Xg) = −δfg.
To do so, we need to choose a easy reduced word i of (u, v) to work with; the one that we choose for the
proof is called “greedy reduced word”, which we introduce now.
Recall that the Coxeter generating set S gives an identification between the Weyl group W of GLn and
the symmetric group Sn, and the Coxeter generators si are precisely the adjacent transpositions switching i
and i+ 1.
Definition 3.19. The greedy reduced word iw of w is constructed via the following recursive procedure.
(1) The greedy reduced word of the identity element e ∈ S1 is the empty word.
(2) Suppose n > 1. Note that the sequence sw−1(n)sw−1(n)+1 . . . sn−1 moves w−1(n) to n. Thus n is a
fixed point of
w′ :=
(
sw−1(n)sw−1(n)+1 . . . sn−1
)−1
w,
and hence we can view w′ as an element of Sn−1.
(3) Find the greedy reduced word iw′ of w
′; then the greedy reduced word of w is(
w−1(n), w−1(n) + 1, . . . , n− 1)#iw′ ,
where the symbol # denotes juxtaposition of sequences.
For a pair of Weyl group elements, let iu and iv−1 be the greedy reduced words of u and v
−1 respectively;
we then define the greedy reduced word of (u, v) to be
i(u,v) = (−iu) #i◦v−1 ,
where the minus sign is due to the convention that the negative letters in a reduced word for (u, v) should
correspond a reduced word of u; notice that i◦v−1 is the reverse sequence of iv−1 and hence is a reduced word
of v.
Before we proceed, we should prove the following statement.
Proposition 3.20. The greedy reduced word iw is indeed a reduced word of w.
Proof. Here we use the following fact about symmetric group: the length of an element w ∈ Sn is equal to the∑n
i=1 max (w(i)− i, 0). Note that in
(
w−1(n), w−1(n) + 1, . . . , n− 1) there are precisely n−w−1(n) letters.
Thus by induction the sequence
(
w−1(n), w−1(n) + 1, . . . , n− 1)#iw′ is of length ∑ni=1 max (w(i)− i, 0) =
l(w). 
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Example 3.21. In the case of GL3, the greedy reduced word for the pair of Weyl group elements (w0, w0)
is (−1,−2,−1, 1, 2, 1), and the associated bipartite graph is the following.
The reason to introduce the greedy reduced word i(u,v) is because of the following important property.
Proposition 3.22. Let Γi(u,v) be the bipartite graph associated to the greedy reduced word i(u,v). If Af =
∆I,J , then there is a unique family of pairwise disjoint paths going from the external edges on the left labeled
by elements of I to the external edges on the right labeled by elements of J in the perfect orientation of
Γi(u,v) , which corresponds to a term in the polynomial ∆
I,J
(
χ˜i(u,v)(Xg)
)
that maximizes the degree of every
face variable Xg simultaneously.
Proof. The statement is trivial for the top face and the bottom face of Γi(u,v) . Let f be a face bound between
the kth horizontal line and the (k + 1)th horizontal line. Note that f is bound between two vertical edges
(or one if it is a boundary face). Let i<f be the subsequence of i(u,v) formed by the letters corresponding
to the vertical edges of the form occurring to the left of f (including its left edge) and let i>f be the
subsequence of i(u,v) formed by the letters corresponding to the vertical edges of the form occurring to
the right of f (including its right edge). Let u<f be the Weyl group element associated to the reduced word
i<f , and let v>f be the Weyl group element associated to the reduced word i>f . It is not hard to see from
the definition of Af = ∆
I,J that
I =
{
u−1<f (1), . . . , u
−1
<f (k)
}
and J = {v>f (1), . . . , v>f (k)} .
We now can describe the family of pairwise disjoint paths claimed in the statement. Index the elements
in the sets I and J as i1, . . . , ik and j1, . . . , jk is ascending order. Since we need a family of pairwise disjoint
paths going from I to J , i1 had better go to j1, and i2 had better go to j2, and so on. Now starting with
i1, travel along the ith horizontal line until it hits the first vertical edge (must be of the form by the
definition of greedy reduced word), and then go up, and then travel along the horizontal line until it hits
another vertical edge (must of be of the form again), and then go up, and then repeat the same process
until it arrives at the 1st horizontal line, and then travel along the 1st horizontal line until it goes over face
f ; repeat the same process for i2 until it goes along the 2nd horizontal line over face f , and then repeat for
i3 and so on. The reason we can do this without the paths intersecting each other is because in the definition
of the greedy reduced word, we have prioritized the process of moving {1, . . . , n} \ I towards the end; up
until all elements of {1, . . . , n} \ I are moved to {k + 1, . . . , n}, elements in I always decreases (go up in the
perfect orientation of Γi(u,v)) while keeping their ordering.
Analogously, since we have the greedy reduced word i◦v−1 on the right half of Γi(u,v) , we can do the same
process backward from right to left on Γi(u,v) against the perfect orientation, starting from the set J and end
up at the horizontal lines from 1 to k over the face f . Now joint the paths from left and right correspondingly
together and declare to go from left to right along the perfect orientation. Then at last we obtain our family
of pairwise disjoint paths going from I to J . Note that it is obvious by construction that no other family
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of pairwise disjoint paths going from I to J can possibly dominate more faces than the family constructed
in this proof. Therefore this family of pairwise disjoint paths maximizes the degree of every face variable in
the corresponding term in ∆I,J
(
χ˜i(u,v)(Xg)
)
by construction. 
With the help of Proposition 3.22 we can now compute
degXf
(
ψi(u,v) ◦ χi(u,v)
)∗
(Xg) = degXf
(
p˜i(u,v) ◦ ψ˜i(u,v) ◦ χ˜i(u,v)
)∗
(Xg)
for non-boundary faces f and g.
First note from the definition of the greedy reduced word that, a non-boundary face g can only be one of
the following three cases (the dashed edges mean that they may or may not be present).
g
· · ·
· · ·
g
· · ·
· · ·
g
· · · · · ·
· · · · · · · · ·
What remains is to compute degXf
(
p˜i(u,v) ◦ ψ˜i(u,v) ◦ χ˜i(u,v)
)∗
(Xg) for each case. To demonstrate, we will
do the first case (upper left) and the last case (lower) with all dashed edges present. The cases with some
of the dashed edges absent will be left as an exercise for the readers. The proof of the second case (upper
right) is completely analogous to the first case (upper left) due to symmetry, and we will omit it as well.
• The First Case. Let’s draw the right-going zig-zag strands locally to help determine the dominating
sets of each neighboring face of g, with the assumption that g lies between the kth and the (k+ 1)th
horizontal lines. Note that the left-going zig-zag strands travel along each horizontal line in this
case can we will simply index them as j1, . . . , j4 from top to bottom without drawing them. For the
dominating sets of each neighoring face of g, I and J are two fixed (k − 2)-element sets. Since the
faces in the omitted region (if there are any) have no arrows pointing towards g or from g, we do
not need to compute their dominating sets. Also please keep in mind that i4 = i5 if there is only
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one black vertex on the lower edge of g.
g
· · ·
· · ·
i1
i2
i3
i4
i5
∆I∪{i1},J∪{j1} ∆I∪{i3},J∪{j1}
∆I∪{i1,i2},J∪{j1,j2} ∆I∪{i3,i5},J∪{j1,j2}
∆I∪{i1,i2,i3},J∪{j1,j2,j3} ∆I∪{i1,i3,i5},J∪{j1,j2,j3}
Proposition 3.22 tells us that, for each minor ∆ there is a family of pairwise disjoint paths in
the perfect orientation of Γi(u,v) that gives the term with highest degree for each variable Xf ; for
notation convenience we will denote this term as [∆]. Now what we need to do is just to take the
quotient of these [∆] according to the quiver i(u,v) near the face g. Note that for all the neighboring
faces of g, their corresponding minors are all divisible by
[
∆I,J
]
by Proposition 3.22. Thus we can
substitute [∆] by [∆]/
[
∆I,J
]
. To better convey our idea, we will use schematic pictures with integer
labeling: each integer tells what the degree of the corresponding face variable in [∆]/
[
∆I,J
]
is for a
face in that region. The shaded face is the face g.
[
∆I∪{i1},J∪{j1}
]
[∆I,J ]
=
i4
i3
i2
i1
i5
0
1 1
1 1 1
1 1 1
[
∆I∪{i3},J∪{j1}
]
[∆I,J ]
=
i4
i3
i2
i1
i5
0
0 1
0 1 1
1 1 1
[
∆I∪{i3,i5},J∪{j1,j2}
]
[∆I,J ]
=
i4
i3
i2
i1
i5
0
0 1
0 1 2
1 1 2
[
∆I∪{i1,i2},J∪{j1,j2}
]
[∆I,J ]
=
i4
i3
i2
i1
i5
0
1 1
2 2 2
2 2 2
[
∆I∪{i1,i2,i3},J∪{j1,j2,j3}
]
[∆I,J ]
=
i4
i3
i2
i1
i5
0
1 1
2 2 2
3 3 3
[
∆I∪{i1,i3,i5},J∪{j1,j2,j3}
]
[∆I,J ]
=
i4
i3
i2
i1
i5
0
1 1
1 2 2
2 2 3
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Now with these six schematic pictures, it is not hard to compute
[
∆I∪{i1},J∪{j1}
] [
∆I∪{i3,i5},J∪{j1,j2}
] [
∆I∪{i1,i2,i3},J∪{j1,j2,j3}
][
∆I∪{i3},J∪{j1}
] [
∆I∪{i1,i2},J∪{j1,j2}
] [
∆I∪{i1,i3,i5},J∪{j1,j2,j3}
] =
i4
i3
i2
i1
i5
0
0 0
0 −1 0
0 0 0 = X
−1
g ,
from which we can conclude that
degXf
(
p˜i(u,v) ◦ ψ˜i(u,v) ◦ χ˜i(u,v)
)∗
(Xg) = −δfg.
• The Last Case. The last case is slightly harder computation-wise; we will just follow the same
guidelines we had in the first case. Let’s first draw the zig-zag strands (now we have both left-going
and right-going ones.
g
· · · · · ·
· · · · · · · · ·
i1
i2
i3
i4 i5
j1
j2
j3
j4
j5
∆I∪{i1},J∪{j3} ∆I∪{i3},J∪{j3} ∆I∪{i3},J∪{j1}
∆I∪{i1,i2},J∪{j1,j3} ∆I∪{i1,i3},J∪{j1,j2}
∆I∪{i1,i2,i3},J∪{j1,j3,j5} ∆I∪{i1,i3,i5},J∪{j1,j3,j5} ∆I∪{i1,i3,i5},J∪{j1,j2,j3}
Then we need to compute [∆]/
[
∆I,J
]
for each neighboring face of g.
[
∆I∪{i1},J∪{j3}
]
[∆I,J ]
=
i1
i2
i3
i4 i5
j1
j2
j3
j4j5
0
1 1 0
1 1 0
1 1 1 1 1
[
∆I∪{i3},J∪{j3}
]
[∆I,J ]
=
i1
i2
i3
i4 i5
j1
j2
j3
j4j5
0
0 1 0
0 1 0
1 1 1 1 1
[
∆I∪{i3},J∪{j1}
]
[∆I,J ]
=
i1
i2
i3
i4 i5
j1
j2
j3
j4j5
0
0 1 1
0 1 1
1 1 1 1 1
[
∆I∪{i1,i2},J∪{j1,j3}
]
[∆I,J ]
=
i1
i2
i3
i4 i5
j1
j2
j3
j4j5
0
1 1 1
2 2 1
2 2 2 2 2
[
∆I∪{i1,i2,i3},J∪{j1,j3,j5}
]
[∆I,J ]
=
i1
i2
i3
i4 i5
j1
j2
j3
j4j5
0
1 1 1
2 2 1
3 3 3 2 2
[
∆I∪{i1,i3},J∪{j1,j2}
]
[∆I,J ]
=
i1
i2
i3
i4 i5
j1
j2
j3
j4j5
0
1 1 1
1 2 2
2 2 2 2 2
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[
∆I∪{i1,i3,i5},J∪{j1,j2,j3}
]
[∆I,J ]
=
i1
i2
i3
i4 i5
j1
j2
j3
j4j5
0
1 1 1
1 2 2
2 2 3 3 3
[
∆I∪{i1,i3,i5},J∪{j1,j3,j5}
]
[∆I,J ]
=
i1
i2
i3
i4 i5
j1
j2
j3
j4j5
0
1 1 1
1 2 1
2 2 3 2 2
Combining all eight of them we conclude that[
∆I∪{i1},J∪{j3}
] [
∆I∪{i3},J∪{j1}
] [
∆I∪{i1,i2,i3},J∪{j1,j3,j5}
] [
∆I∪{i1,i3,i5},J∪{j1,j2,j3}
][
∆I∪{i3},J∪{j3}
] [
∆I∪{i1,i2},J∪{j1,j3}
] [
∆I∪{i1,i3},J∪{j1,j2}
] [
∆I∪{i1,i3,i5},J∪{j1,j3,j5}
]
=
i1
i2
i3
i4 i5
j1
j2
j3
j4j5
0
0 0 0
0 −1 0
0 0 0 0 0
=X−1g ,
and hence
degXf
(
p˜i(u,v) ◦ ψ˜i(u,v) ◦ χ˜i(u,v)
)∗
(Xg) = −δfg.
Proof of the remaining part of Proposition 2.32. We know from Proposition 3.18 that ψ ◦χ is a cluster trans-
formation, and we know from the computation above that degXf
(
ψi(u,v) ◦ χi(u,v)
)∗
(Xg) = −δfg. Therefore
by Proposition 2.39 we can conclude that ψ ◦ χ is a cluster Donaldson-Thomas transformation. 
References
[BFZ03] A. Berenstein, S. Fomin, and A. Zelevinsky, Cluster algebras III: Upper bounds and double Bruhat cells,
arXiv:math/0305434v3 [math.RT] (2003).
[Dri83] V. Drinfeld, Hamiltonian structures on Lie groups, Lie bialgebrais and the geometric meaning of classical Yang-
Baxter equations, Dokl. Akad. Nauk SSSR 268 (1983), no. 2, 285-287 (1983).
[DT98] S. Donaldson and R. Thomas, Gauge theory in higher dimensions, The geometric universe (Oxford, 1996), 3147,
Oxford Univ. Press, Oxford (1998).
[FG03] V. Fock and A. Goncharov, Cluster ensembles, quantization and the dilogarithm, arXiv:math/0311245v7 [math.AG]
(2003).
[FG06] , Cluster X-varieties, amalgamation and Poisson-Lie groups, arXiv:math/0508408v2 [math.RT] (2006).
[FG11] , Cluster X-varieties at infinity, arXiv:1104.0407v1 [math.AG] (2011).
[FM14] V. Fock and A. Marshakov, Loop groups, clusters, dimers and integrable systems, arXiv:1401.1606 [math.AG]
(2014).
[FZ98] S. Fomin and A. Zelevinsky, Double Bruhat cells and total positivity, arXiv:math/9802056v1 [math.RT] (1998).
[GHKK14] M. Gross, P. Hacking, S. Keel, and M. Kontsevich, Canonical bases for cluster algebras, arXiv:1411.1394v1
[math.AG] (2014).
[GK11] A. Goncharov and R. Kenyon, Dimers and cluster integrable systems, arXiv:1107.5588v2 [math.AG] (2011).
[Gon12] A. Goncharov, Ideal webs and moduli spaces of local systems on spaces, Preprint; see also MSRI Lecture in 2014:
https://www.msri.org/workshops/708/schedules/19165 (2012).
[GS16] A. Goncharov and L. Shen, Donaldson-Thomas transformations for moduli spaces of G-local systems,
arXiv:1602.06479v2 [math.AG] (2016).
[GSTV12] M. Gekhtman, M. Shapiro, S. Tabachnikov, and A. Vainshtein, Higher pentagram maps, weighted directed networks,
and cluster dynamics, arXiv:1110.0472v3 [math.QA] (2012).
[Hum75] J. Humphreys, Linear algebraic groups, Springer, 1975.
[Kel13] B. Keller, Quiver mutation and combinatorial DT-invariants, Discrete Mathematics and Theoretical Computer
Science (2013).
[KS08] M. Kontsevich and Y. Soibelman, Stability structures, motivic Donaldson-Thomas invariants and cluster transfor-
mations, arXiv:0811.2435v1 [Math.AG] (2008).
[Pos06] A. Postnikov, Total positivity, Grassmannians, and networks, arXiv:math/0609764 [math.CO] (2006).
[RW15] K. Rietsch and L. Williams, Cluster duality and mirror symmetry for Grassmannians, arXiv:1507.07817v2 (2015).
[Thu04] D. Thurston, From dominoes to hexagons, arXiv:math/0405482v1 (2004).
[Wen16] D. Weng, Donaldson-Thomas transformation of Grassmannian, arXiv:1603.00972v1 [math.RT] (2016).
[Wil15] H. Williams, Toda systems, cluster characters, and spectral networks, arXiv:1411.3692v3 [math.RT] (2015).
36
