Consider a situation in which a quantum system is secretly prepared in a state chosen from the known set of n states. We show that the fundamental properties of classical and quantum signals lead to a principle that gives a definite distinction between the operations that preserve the states of the system and those that do not. Many types of no-cloning and no-imprinting conditions can easily be derived from this principle. The principle also gives a unified view on how various schemes of quantum cryptography work.
Quantum mechanics pose fundamental restrictions when one reads out information from a quantum system. The most basic rule is well known -if one reads out information from a quantum system in an unknown initial state, the quantum state of the system will change [1] . Recent development of quantum information theory proposes various schemes of handling information through quantum systems, and understanding of more detailed rules seems to become an important issue. One particular direction of such investigation is the cases when the initial state is partially known [2] [3] [4] [5] . In such situations, some operations can be done without introducing any disturbance on the original quantum system. One of the fundamental questions here is the following: What kind of information can be extracted, and what cannot be, without changing the state? This problem is important in quantum cryptography, since the initial state is chosen by the sender among a few definite states. The problem is also directly related to the physical feasibility of cloning (making a copy of the original) and imprinting (catching a trail without affecting the original) of partially known quantum states. So far, the feasibility conditions for the initial states were derived for some tasks, such as broadcasting of mixed states [4] and cloning of pure entangled states [5] . The proofs were based on the complicated series of inequalities related to the fidelity, and it is not always easy to infer the conditions even for slightly different tasks.
In this Letter, we present a principle that gives a definite distinction between what one can do and what one cannot do without changing the state of a system. Given the set of possible initial states, we propose a particular decomposition [Eq. (8)] of the system, which classifies the degrees of freedom of the system into three parts, according as how they hold the information on which one of the states is chosen as the initial state. The principle is then stated as the restriction to the access to each part. We provide a proof that clarifies the physical origin of the principle-it is obtained by simply applying two fundamental theorems alternately, which respectively reflect the basic property of classical signals (Theorem 1) and that of quantum signals (Theorem 2). This principle can be applied to various problems of cloning and imprinting of quantum states, and reveals conditions for feasibility of various tasks such as no-imprinting condition of mixed states. It also gives a good insight into the basic concepts of quantum cryptography.
Let us consider the following situation. Initially a quantum system A is secretly prepared in ρ s , one in the known set of states {ρ 1 , ρ 2 , . . . , ρ n }. We assume that the support of s ρ s , denoted as H, has a finite dimension. We prepare an ancilla (an auxiliary system) E in a standard quantum state Σ = |u u|, and apply a unitary operation U on AE. After this operation, the marginal density operator of A becomes
What we seek is the requirement for U to preserve the marginal density operator of A, namely, T (ρ s ) = ρ s for all s.
In the following, we frequently use the following two lemmas: Lemma 1-Let O be an Hermitian operator in A. Then, a necessary condition for
where P + is the projection onto the space spanned by the eigenvectors of O with positive eigenvalues. This lemma implies that U does not transfer the vectors with positive eigenvalues to the space for nonpositive eigenvalues. A proof is given as follows. Let us define 
Since Tr A [P + T (O + )] ≥ 0, this trace must be zero and we have Tr
, which is equivalent to Eq. (2). Lemma 2-Let ρ be a density operator in A, and P ρ be the projection onto the support of ρ. Let P be a projection to a subspace of the support of ρ. If T (ρ) = ρ and [P ⊗1, U](P ⊗Σ) = 0, then
Here and henceforth, the density operators represented by ρ and ρ ′ in the lemmas and the theorems are allowed to be unnormalized. This lemma implies that if U does not transfer the vectors in the support of P into that of P ρ − P , the transfer in the opposite way (from the support of P ρ − P to that of P ) is not caused by U. Lemma 2 is proved as follows. Let us writeP = 1 − P . Since T preserves trace, Tr
Using Lemma 1, we obtain the following theorem that gives a necessary condition for an operation preserving two distinct states.
Theorem 1 -Let ρ and ρ ′ be two density operators for different states in A. When T (ρ) = ρ and T (ρ ′ ) = ρ ′ , there exists a nontrivial projection P to a subspace of the support of ρ + ρ ′ , such that
Here 'nontrivial' means that P is neither zero nor the projection onto the support of ρ + ρ ′ . An example of P can easily be found by applying
to Lemma 1, noting that O is a traceless nonzero Hermitian operator.
Using Theorem 1 repeatedly, we obtain a decomposition of H into orthogonal subspaces, in which U affects each subspace independently. We first apply Theorem 1 to two different states chosen from {ρ s } and obtain a projection P (≡ P (1) ) satisfying Eq. (5). Using Lemma 2 by setting ρ = s ρ s , we have [
where P all is the projection onto H. The projection P (2) ≡ P all − P also has this commuting property. This implies that the operation T must affect the supports of P (1) and P (2) independently. Since the states in the form P (l) ρ s P (l) are also preserved by T , P (l) may be further decomposed to smaller projections that commute with U, by applying ρ = P (l) ρ s P (l) and ρ
to Theorem 1. Repeating this, H is written as a direct sum l H (l) , where U acts on each subspace independently.
Theorem 1 can be understood as originating from a classical property of the probability distributions. In purely classical cases in which all {ρ s } commute and hence represent classical probability distributions, the above repetition finally leads to a unique decomposition
, and no further decomposition is possible. In quantum cases, however, the final form of the decomposition obtained by Theorem 1 alone is not unique, and a more detailed structure can be obtained through the use of another theorem, which reflects the property of quantum signals. This theorem applies when a state is preserved by an operation that affects two subspaces independently, and stated as follows.
Theorem 2 -Let ρ be a density operator, and P ρ be the projection onto the support of ρ. Let P be a projection to a subspace of the support of ρ, and P ′ ≡ P ρ −P . Suppose that P ′ ρP = 0, and the operation T satisfies T (ρ) = ρ and
Then, there exists a nonzero partial isometry W , whose initial set and final set are the support and the image of P ′ ρP respectively, such that
As a proof, we will show that W is directly obtained by the polar decomposition of P ′ ρP such that P ′ ρP = W N, where Hermitian operator N is positive in the support of P ′ ρP and zero in the kernel of P ′ ρP . If we define an Hermitian operator O ≡ P ′ ρP + P ρP ′ , we have T (O) = O. In order to apply Lemma 1, we need to find the decomposition
These are orthogonal projections, namely, P 2 ± = P ± and P + P − = 0. After some straightforward algebra using relations such as
, which is just the required decomposition. The relation (2) thus applies for this P + . Using Lemma 2, we have [P + ⊗ 1, U](P ρ ⊗ Σ) = 0 and similarly, [P − ⊗ 1, U](P ρ ⊗ Σ) = 0. Since W = (P + − P − )P , we obtain (6).
A good insight into Theorem 2 may be obtained by relating the two subspaces with the two paths of an interferometer. The off-diagonal part P ′ ρP determines the visibility of the interference. The condition (6) implies that the operation must act identically on the two subspaces (paths) connected by W . For example, it is not allowed to record on the ancilla about which of the paths the system has taken. Theorem 2 may thus be understood as representing a property of quantum signals, such as the notion that the which-path information degrades the visibility of the interference.
Since we already have a decomposition H = l H (l) , Theorem 2 can be applied if we find a combination {l, l ′ ( = l), s} with P (l) ρ s P (l ′ ) = 0. Then we can apply Theorem 2 by setting 
becomes isomorphic by the isomorphism W . The condition (6) implies that U must act on H (l) and H (l ′ ) identically under this isomorphism. In order to represent this new structure -H is decomposed to its subspaces, and some of them are isomorphic -we label the subspaces with two indices l and j, such that H = l j H (l) j and the subspaces with a common l are isomorphic to each other. In what follows, application of the theorems results in the change in the structure, and we assume that the indices are updated correctly after each application.
We can apply Theorem 2 again if P
As explained above, there are two possible results. When H (l) j and H (l ′ ) j ′ are found to be isomorphic for particular j and j ′ , all the subspaces having l and l ′ becomes isomorphic.
When H (l)
j with a particular j is found to be decomposed to two subspaces as H
, all the subspaces with the same l are decomposed in the same way, through the isomorphisms. Then, {H α j } are isomorphic to each other, and {H β j } are isomorphic to each other. The results of Theorem 2 generally enables further uses of Theorem 1. To see this, note that the isomorphisms imply that the sum of the subspaces with a common l can be regarded as a tensor product:
where
J is spanned by a basis {|j J }, and H
K commutes with U. This means that T preserves any states in the form of P
1 , and Theorem 1 can be applied again to these new states.
Theorem 1 and 2 can be repeatedly applied in any order, but there should be a point when neither Theorem 1 nor 2 can be applied any more. This point should be reached after finite steps because the total dimension is assumed to be finite. At this point, P
with fixed l refers to the same state or zero for arbitrary V (l) and s. P
j ′ = 0 should hold as long as l = l ′ . These conditions imply that the states ρ s can be written as
where ρ is the probability for the state to be in the subspace
K is independent of s. Since U must commute with any
K , it is necessary that U be written as
KE is a unitary operator in the combined system of H (l)
K and E. It is obvious that U (l) KE must obey
The condition expressed by (9) and (10) together is an equivalent condition for the condition T (ρ s ) = ρ s , since the sufficiency is apparently satisfied. This also proves the uniqueness of the decomposition (8), since a different decomposition would give an inequivalent form for (9) . Note that {ρ
} cannot be expressed in a simultaneously blockdiagonalized form, since otherwise Eq. (9) would not be necessary.
From the decomposition (8), we can classify the degree of freedom of the system into three types -(a) The quantum number l. The information on s is stored classically, since there are no off-diagonal elements and everything is expressed by the probability distribution p (s,l) . The operation U, which preserves {ρ s }, must act independently on each subspace H (l) . With such U one can establish classical correlations between the system and the ancilla through l, but not quantum correlations. (b) The inner degree of freedom for each H (l)
J . The information on s is stored quantumly, in the sense that there are nonvanishing off-diagonal elements for any nontrivial observables. The operation U must not act on this degree of freedom. (c) The inner degree of freedom for each H (l) K . No information on s is stored here. The operation U can do anything as long as it leaves the system in the known state ρ (l) K . For example, one can establish quantum correlation between the system and the ancilla. In short, the principle derived here is stated as follows. In order to preserve the state of a system, no access is allowed to the part with quantum information, classical access is allowed to the part with classical information, and quantum access is allowed to the part with no information.
In the following, we show how the principle is applied to various problems. Broadcasting of mixed states-No-broadcasting condition for mixed states, which was derived in [4] , can easily be rederived. The broadcasting is the task of preparing the marginal state of a subsystem of E in ρ s , and leaving the reduced state of the system A undisturbed as in ρ s . Since the operations that do not disturb {ρ s } are insensitive to the state changes in the subspaces H J are all unity, or equivalently, when {ρ s } can be simultaneously diagonalized. In addition to rederiving this criteria, the principle here can also determine the feasibility of various correlations between the two broadcast systems, which was raised as an open question in [4] . When the broadcasting is possible, the relevant space H can be decomposed as
J can be neglected. Then, for the quantum number l, the complete classical correlation should always be established between the broadcast systems. On the other hand, any types of correlation are feasible in each subspace H (l) K , ranging from the quantum correlation (entanglement) to no correlation. In particular, making the broadcast systems in a pure state, like b e iθ b √ p b |b A |b E , is possible only when {ρ s } are all identical or all orthogonal. This condition is identical to that of cloning, i.e., making a copy that is independent of the original system [4] .
Imprinting of mixed states-Another open question was the condition for the feasibility of the imprinting process [6] . Under the notations used here, no-imprinting condition is the requirement for {ρ s } such that any attempt to read out the information on s should lead to some changes in the state of the system A from the initial state. This condition is obvious now, and is stated as p (s,l) = p (s ′ ,l) for all {s, s ′ , l}, namely, the probability distribution for the quantum number l is identical for all s. In other words, this is the requirement that if {ρ s } are written as matrices in the maximally simultaneously block-diagonalized form, the traces for each block are the same for all states. A generalized version of this theorem, where the set of states {σ 1 , . . . , σ m } to be distinguished is different from the set of states {ρ s } to be preserved, can also be derived easily from the principle.
Cloning and imprinting of composite systems-Consider the situation in which the system holding an unknown initial state ρ s is composed of two subsystems A and B, and it is allowed to access these subsystems only in sequence, namely, subsystem A must be released before subsystem B is accessed [5, 6] . In order to preserve the state in the whole system, the marginal density operator in A, Tr B (ρ s ), must not be modified when it is released. According to the above principle, the subsystem A can be decomposed (mapped) to the composite system of J and K, each containing {H K }, respectively, and the operation must leave the subsystem J untouched. This means that to preserve Tr B (ρ s ) we can obtain only the part of the correlations between A and B, namely, classical correlations related to the quantum number l and any correlations related to each H (l) K . Note that extracting this information to the ancilla may destroy quantum correlations between A and B. When {ρ s } are pure states, the above result means that the cloning is possible only if Tr J (ρ s ) for different s are all orthogonal in K ⊗ B. In this case, this condition is also sufficient for the cloning, since the quantum correlations between A and B can be restored by manipulating the subsystem B only. This is not always the case when the initial states include mixed states, and the principle here gives only a necessary condition for the cloning and imprinting of mixed states, and for the imprinting of more than two pure states. The feasibility of this restoration of quantum correlation will be an interesting future problem.
Various schemes of quantum key distribution-An attempt was recently made by Mor [6] , to give a unified explanation of why various schemes of quantum key distribution work in the ideal situations, which was based on the no-cloning principle of mixed states. Since we have obtained a general principle including the no-cloning principle, we provide a unified formalism of various schemes for quantum key distribution. The principle here places some restriction on the eavesdropper's access to the first quantum system A transmitted from the sender to the receiver, if she wants to preserve the state in order to conceal her presence. Then we can find three different ways to conceal the bit value from the eavesdropper, namely, (i) encoding it directly on the inner degree of freedom for H (l) J , (ii) encoding it on the correlation between A and another system B, through the inner degree of freedom for H (l) J , and (iii) encoding it on the quantum correlation between A and B, through the quantum number l. The original four-state scheme of Bennett and Brassard [7] corresponds to the case (ii), since the bit value is encoded on the correlation between the quantum state of the photon and the information of the basis transmitted later [8] , which corresponds to the system B. The scheme [9] using two nonorthogonal pure states corresponds to the case (i), and the schemes using three [10] or two [11] entangled states in the composite system correspond to the case (iii).
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