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GLOBAL DYNAMICS ABOVE THE FIRST EXCITED ENERGY
FOR THE NONLINEAR SCHRO¨DINGER EQUATION
WITH A POTENTIAL
KENJI NAKANISHI
Abstract. Consider the focusing nonlinear Schro¨dinger equation (NLS) with a
potential with a single negative eigenvalue. It has solitons with negative small
energy, which are asymptotically stable, and solitons with positive large energy,
which are unstable. We classify the global dynamics into 9 sets of solutions in the
phase space including both solitons, restricted by small mass, radial symmetry,
and an energy bound slightly above the second lowest one of solitons. The classifi-
cation includes a stable set of solutions which start near the first excited solitons,
approach the ground states locally in space for large time with large radiation to
the spatial infinity, and blow up in negative finite time.
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1. Introduction
We continue from [5] the study of global dynamics for the nonlinear Schro¨dinger
equation with a potential V = V (|x|) : R3 → R which decays as |x| → ∞,
iu˙+Hu = |u|2u, H := −∆+ V, u(t, x) : R1+3 → C, (1.1)
in the case H has a bound state 0 < φ0 ∈ L2(R3)
Hφ0 = e0φ0, e0 < 0, ‖φ0‖2 = 1, (1.2)
and no other eigenfunction nor resonance (so φ0 is the ground state of H). Hence-
forth, ‖ · ‖p denotes the Lp(R3) norm. See Section 1.5 for the precise assumptions
on V . As a simple case, it suffices to assume V = V (|x|) ∈ S(R3) besides the above
spectral condition.
In [5], the global behavior was investigated for all radial solutions u with small
mass and energy below the first excited state. In this paper, the analysis goes
slightly above the threshold energy:
M(u) :=
∫
R3
|u|2
2
dx≪ 1,
E(u) :=
∫
R3
|∇u|2 + V |u|2
2
− |u|
4
4
dx < E1(M(u))(1 + ε
2),
(1.3)
for some small ε > 0, where E1(µ) denotes the second lowest energy of solitons
for the prescribed mass M(u) = µ. The goal of this paper is to give a complete
classification of global dynamics including both stable and unstable solitons, as
well as scattering and blow-up, in a phase space restricted only by the conserved
quantities and the symmetry. The main questions are which initial data u(0) lead
to each type of solutions, and how the solution u can change its behavior from one
type to another along its evolution. See [5, Introduction], [6] and references therein
for more background and motivation of this setting.
1.1. Solitons. In order to state the main result precisely, we first need to define
the energy levels of the ground state and the excited states. Consider the elliptic
equation for the solution of the form u(t) = e−itωϕ(x) for any time frequency ω ∈ R
(H + ω)ϕ = |ϕ|2ϕ (1.4)
ABOVE THE FIRST EXCITED ENERGY 3
and let S be the set of all radial solutions
S := {ϕ ∈ H1r (R3) | ∃ω > 0, s.t. (1.4)}, (1.5)
where H1r (R
3) denotes the subspace of radially symmetric functions of H1(R3) with
the norm ‖ϕ‖2H1 = ‖∇ϕ‖22+ ‖ϕ‖22. The restriction to ω > 0 comes from the absence
of embedded eigenvalue for the Schro¨dinger operator −∆+ V − |ϕ|2, which follows
from the ODE in the radial setting. The ground state energy level is defined for
each prescribed mass µ > 0 by
E0(µ) := inf{E(ϕ) | ϕ ∈ S , M(ϕ) = µ}, (1.6)
and the j-th excited state energy level is defined inductively by
Ej(µ) := inf{E(ϕ) | ϕ ∈ S , M(ϕ) = µ, E(ϕ) > Ej−1(µ)} (1.7)
together with the corresponding set of solitons
Sj := {ϕ ∈ S | E(ϕ) = Ej(M(ϕ))}. (1.8)
The small mass constraint M(u)≪ 1 enables us to identify the ground states S0
as bifurcation of the linear ground state φ0 for ω → −e0 + 0, and the first excited
states S1 as rescaled perturbation for ω →∞ of the ground state Q of the nonlinear
Schro¨dinger equation without the potential:
iu˙−∆u = |u|2u. (1.9)
More precisely, let Q ∈ H1(R3) be the unique positive radial solution of
−∆Q +Q = Q3. (1.10)
There are constants 0 < µ∗, z∗ ≪ 1≪ ω∗ <∞ and C1 maps
(Φ,Ω) : Z∗ := {z ∈ C | |z| < z∗} → H1r (R3)× (−e0,∞)
Ψ : [ω∗,∞)→ H1r (R3),
(1.11)
such that (ϕ, ω) = (Φ[z],Ω[z]), (Ψ[ω], ω) are solutions of (1.4) satisfying
Φ[z] = zφ0 + γ, γ ⊥ φ0, ‖γ‖H1 . |z|3, Ω[z] = −e0 +O(|z|2),
Ψ[ω](|x|) = ω1/2(Q+ γ)(ω1/2x), ‖γ‖H1 . ω−1/4,
(1.12)
with asymptotic formulas of mass and energy
M(Φ[z]) = |z|2/2 +O(|z|6), E(Φ[z]) = e0|z|2/2 +O(|z|4),
M(Ψ[ω]) = ω−1/2M(Q) +O(ω−3/4), E(Ψ[ω]) = ω1/2E(Q) +O(ω1/4),
(1.13)
as well as their monotonicity d
da
M(Φ[a]) ∼ a, d
dω
M(Ψ[ω]) ∼ −ω−3/2, and
S0|M<µ∗ = {Φ[z] | z ∈ Z∗}, S1|M<µ∗ = {eiθΨ[ω] | θ ∈ R, ω > ω∗}. (1.14)
Moreover, as µ∗ > µ→ +0,
E0(µ) = e0µ(1 +O(µ)),
E1(µ) = M(Q)
2µ−1(1 +O(µ1/2)),
E2(µ) > 4M(Q)
2µ−1.
(1.15)
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Note that the energy for (1.9)
E
0(ϕ) :=
∫
R3
|∇ϕ|2
2
− |ϕ|
4
4
dx (1.16)
is identical to M(ϕ) if ϕ is a solution of (1.10). A proof of the above statements is
given in [2, Lemma 2.1] for the ground state part, and in Lemma 2.6 for the excited
state part.
1.2. Types of behavior. In this paper, we consider the following three types of
behavior of the solution u, both in positive time and in negative time, which leads
to a classification into 9 non-empty sets of solutions.
(1) Scattering to the ground states S0.
(2) Blow-up.
(3) Trapping by the first excited states S1.
All the solutions below the excited states E(u) < E1(M(u)) are completely split
into (1) and (2) with the same behavior in t > 0 and in t < 0, which is explicitly
predictable by the initial data, using the virial functional:
K2(u) := ∂α=1E(α
3/2u(αx)) =
∫
R3
|∇u|2 − rVr|u|
2
2
− 3|u|
4
4
dx, (1.17)
where r := |x| is the radial variable. See [5, Theorem 1.1] for the precise statement.
The difference between below and above the excited energy are the new type (3), and
solutions with different types of behavior in t > 0 and in t < 0, namely transition
among (1)–(3).
The following are precise definitions for (1)–(3), under the small mass constraint.
Let u be a solution of (1.1). The local wellposedness in H1(R3) implies that the
maximal existence interval (T−(u), T+(u)) ⊂ R is uniquely defined such that
u ∈ C((T−(u), T+(u));H1(R3)) (1.18)
solves (1.1) for T−(u) < t < T+(u).
We say that u blows up in t > 0, if T+(u) <∞. Otherwise, we say that u is global
in t > 0. We say that u scatters to the ground states (or scatters to Φ in short) as
t→∞, if for some C1 function z : (T−(u),∞)→ Z∗ and u+ ∈ H1r (R3)
lim
t→∞
‖u(t)− Φ[z(t)] − e−it∆u+‖H1(R3) = 0. (1.19)
For each ω > 0, we introduce the following equivalent norm of H1(R3)
‖ϕ‖2H1ω :=
∫
R3
ω−1/2|∇ϕ|2 + ω1/2|ϕ|2dx. (1.20)
It dominates the homogeneous Sobolev norm H˙1/2 uniformly, and is the appropriate
rescaling for the first excited states, because
‖Ψ[ω]‖H1ω = ‖Q‖H1(1 +O(ω−1/4)). (1.21)
The open neighborhood of the small-mass part of S1 within distance δ > 0 in this
metric is denoted by
Nδ(Ψ) := {ϕ ∈ H1r (R3) | ∃θ ∈ R, ∃ω > ω∗, ‖eiθΨ[ω]− ϕ‖H1ω < δ}. (1.22)
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We say that u is trapped by the first excited states (or trapped by Ψ in short) as
t→∞, if u(t) ∈ Nδ(Ψ) for large t and some small fixed 0 < δ ≪ 1.
We can easily distinguish the above three types using the L4x norm for small mass
solutions as follows. If u scatters to Φ as t→∞, then
‖u(t)‖4 = ‖Φ[z]‖4 + o(1) ∼ ‖Φ[z]‖2 + o(1) .
√
M(u) + o(1)≪ 1, (1.23)
as t→∞. If u blows up in t > 0, then as t→ T+(u),
‖u(t)‖44/2 = −2E(u) +
∫
R3
|∇u(t)|+ V |u|2dx
≥ −2E(u) + ‖∇u(t)‖22 +O(‖u(t)‖22 + ‖u(t)‖24)→∞,
(1.24)
since V ∈ (L2 + L∞)(R3). If u is trapped by Ψ as t→∞, then for large t,
‖u(t)‖4 = ‖Ψ[ω]‖4 − O(δω1/8) ∼ ω1/8 ≫ 1, (1.25)
where Ψ[ω] is estimated by (2.30)-(2.31) and the remainder is bounded by Gagliardo-
Nirenberg
‖ϕ‖4 . ‖∇ϕ‖3/42 ‖ϕ‖1/42 . ω1/8‖ϕ‖H1ω . (1.26)
1.3. The main result. We consider the following set of initial data where the mass
is bounded and the energy is allowed to exceed the first excited state slightly:
Hµ,ε := {ϕ ∈ H1r (R3) |M(ϕ) < µ, E(ϕ) < E1(M(ϕ))(1 + ε2)}. (1.27)
These initial data can be classified by behavior of the solution in t > 0:
S := {u(0) ∈ H1r (R3) | u scatters to Φ as t→∞},
B := {u(0) ∈ H1r (R3) | u blows up in t > 0},
Tδ := {u(0) ∈ H1r (R3) | u(t) ∈ Nδ(Ψ) for large t},
(1.28)
where u is the solution of (1.1) for the initial data u(0). The same classification for
t < 0 is given by their complex conjugate, thanks to the time inversion symmetry:
if u(t, x) is a solution of (1.9), then so is u¯(−t, x).
Theorem 1.1. If µ and ε are small enough, then we have the following.
Hµ,ε ⊂ S ∪ B ∪ Tδ, (1.29)
for some δ ≤ Cε, where C > 0 is some constant independent of µ, ε > 0. Each of
the 9 combinations of dynamics in positive and negative time
Hµ,ε ∩ X ∩ Y , X ,Y ∈ {S,B, Tδ}, (1.30)
contain infinitely many orbits. S is open. Tδ∩Hµ,ε is a C1 manifold of codimension 1
in H1r (R
3), connected and unbounded. Tδ∩Tδ∩Hµ,ε is a C1 manifold of codimension
2, connected and contained in Nδ′(Ψ) for some δ′ ≤ Cδ. There is a connected open
neighborhood of Tδ ∩ Hµ,ε which is separated by Tδ into two connected open sets
contained respectively in S and in B. Tδ ∩ Hµ,ε is also separated by Tδ into two
manifolds contained respectively in S and in B.
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1.4. Notation. First recall some notation in [5]. Lp, Bsp,q, and H
s
p denote respec-
tively the Lebesgue, inhomogeneous Besov and Sobolev spaces on R3, andHs := Hs2 .
H˙s = H˙s2 denotes the homogeneous Sobolev space, and ‖·‖p denotes the Lp norm on
R3. S ′(R3) denotes the space of tempered distributions. The complex-valued and the
real-valued L2 inner products are denoted respectively by (f |g) := ∫
R3
f(x)g(x)dx
and 〈f |g〉 := Re(f |g). For any Banach function space X on R3, its subspace of radial
functions is denoted by Xr, the space equipped with the weak topology is denoted
by w-X , the weak limit is denoted by w- lim, and LptX denotes the L
p space for
t ∈ R with values in X . Some standard Strichartz norms on R1+3 are denoted by
Stzs := L∞t H
s ∩ L2tBs6,2, st := L4tL6. (1.31)
For any function space Z on R1+3 and a set I ⊂ R, the restriction of Z onto I ×R3
is denoted by Z(I). For any w : R3 → R and ϕ ∈ H1, the following define some
functionals
⌈w⌋(ϕ) := 1
2
〈wϕ|ϕ〉, M := ⌈1⌋, G(ϕ) := 1
4
‖ϕ‖44,
H
0(ϕ) :=
1
2
‖∇ϕ‖22, E0 := H0 −G, E := E0 + ⌈V ⌋.
(1.32)
For any p ∈ (0,∞], t ∈ R and ϕ ∈ S ′(R3), the Lp preserving dilation and its
generator are denoted by
Stpϕ(x) := e3t/pϕ(etx), S ′pF (ϕ) := lim
t→0
F (Stpϕ)− F (ϕ)
t
, (1.33)
for any F acting on functions on R3. We have S ′pϕ = (x ·∇+3/p)ϕ. Then we define
K2 := S ′2E = 2H0 − 3G− ⌈S ′∞V ⌋. (1.34)
Next, some new notation and symbols are introduced. For any symbols F,X, Y ,
the difference is denoted by (this is a slight modification from [5])
⊳F (X⊲, Y ⊲, . . . , ) := F (X1, Y 1, . . . , )− F (X0, Y 0, . . . , ), (1.35)
where the symbols ⊲,1 ,0 and ⊳ are reserved for this purpose, and the underline is
to avoid confusion with exponents. The subspace and the projection orthogonal (in
the real sense) to ϕ ∈ S(R3) are denoted by
ϕ⊥ := {ψ ∈ S ′(R3) | 〈ϕ|ψ〉 = 0}, P⊥ϕ := 1− ‖ϕ‖−22 ϕ〈ϕ|. (1.36)
The projection to the continuous spectral subspace of H is denoted by
Pc := P
⊥
φ0
P⊥iφ0 = 1− φ0(φ0|. (1.37)
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For two Banach spaces X and Y , the Banach space of bounded linear operators
from X to Y is denoted by B(X, Y ). For any ω > 0 and ϕ ∈ H1(R3), denote
Aω := E+ ωM, K0,ω(ϕ) := 〈A′ω(ϕ)|ϕ〉 = 2(Aω −G)(ϕ),
E
ω(ϕ) := ω−1/2E(S−1ω ϕ) = (E
0 + ⌈V ω⌋)(ϕ),
A
ω(ϕ) := ω−1/2Aω(S
−1
ω ϕ) = (E
ω +M)(ϕ),
K
ω
2 (ϕ) := ω
−1/2
K2(S
−1
ω ϕ) = (2H
0 − 3G− ⌈S ′∞V ω⌋)(ϕ),
J
ω := Aω − 1
2
K
ω
2 =
1
2
G+
1
2
⌈S ′3/2V ω⌋ +M,
(1.38)
where the rescaling operator Sω and the rescaled potential V
ω are defined by
Sωϕ(x) := ω
−1/2ϕ(ω−1/2x), V ω(x) := ω−1/2SωV, (1.39)
and the version without the potential
A := E0 +M = lim
ω→∞
A
ω. (1.40)
In this paper, most of the analysis will be done in the variables rescaled by Sω,
where the smallness of M corresponds to the largeness of ω. This is to avoid getting
large scaling factors in the estimates around the first excited states, and to make
the formulations similar in the leading order to the case without the potential. Of
course, we still need to take care of the long-time impact of the potential and the
ground states, even if they are small in some sense.
1.5. Assumptions on the potential. In addition to the assumptions on V in [5],
we assume that V ∈ L2(R3). Hence the precise list of assumptions on V is
(i) V : R3 → R is radially symmetric.
(ii) V ∈ L2(R3) ∩ |x|L1(R3) and x∇V, x2∇2V ∈ (L2 + L∞0 )(R3).
(iii) −∆+ V on L2r(R3) has a unique and negative eigenvalue, denoted by e0.
(iv) The wave operator lim
t→∞
eitHeit∆ and its adjoint are bounded on Hkp (R
3) for
some p > 6 and k = 0, 1,
where L∞0 (R
3) := {ϕ ∈ L∞(R3) | lim
R→∞
‖ϕ‖L∞(|x|>R) = 0}. For example, if V0 is
a radial positive Schwartz function on R3, then there exist b > a > 0 such that
V = −cV0 satisfies the above assumptions for a < c < b. See [5] for more comments.
V is fixed throughout the paper, so that some “constants” can depend on V .
2. The first excited state and the linearized operator
In this section, we analyze the first excited state for small mass and the spectrum
of the linearized operator around it.
2.1. Zero-mass asymptotic of energy. For any solution ϕ ∈ H1r of (1.4) with
M(ϕ)≪ 1, we may apply the small mass dichotomy [5, Lemma 2.3], since K2(ϕ) =
〈A′ω(ϕ)|S ′2ϕ〉 = 0. Then we have either ‖ϕ‖H1 ∼ ‖ϕ‖2 ≪ 1 or
G(ϕ) & H0(ϕ) &M(ϕ)−1 ≫ 1. (2.1)
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If M(ϕ) is small enough, then the former case implies that ϕ = Φ[z] for some z ∈ Z∗,
see [5, Propositions 2.4 and 2.5]. Hence we may concentrate on the latter case (2.1)
for excited states. Since V,S ′pV ∈ L2 + L∞, we have [5, Lemma 2.1]
|⌈V ⌋(ϕ)|+ |⌈S ′pV ⌋(ϕ)| ≤ ε
√
G(ϕ) + Cp,εM(ϕ), (2.2)
for any ε, p > 0. Combining this, (2.1) and K2(ϕ) = 0 = K0,ω(ϕ), we obtain
approximate Pohozaev identities as µ := M(ϕ)→ 0,
E(ϕ) = ωM(ϕ) + o(µ−1/2) =
1
2
G(ϕ) + o(µ−1/2) =
1
3
H
0(ϕ) + o(µ−1/2) & µ−1, (2.3)
and so ω & µ−2. Then rescaling the solution by ϕω := Sωϕ = ω
−1/2ϕ(ω−1/2x) leads
to the rescaled equation with time frequency 1
(−∆+ V ω + 1)ϕω = |ϕω|2ϕω, V ω(x) = ω−1V (ω−1/2x), (2.4)
and rescaled functionals
(H0,M,G,Aω)(ϕω) = ω
−1/2(H0, ωM,G,Aω)(ϕ) ∼ ω1/2µ & 1. (2.5)
The rescaled potential is small in the following sense. Decompose V = W2 +W∞
such that ‖W2‖2 + ‖W∞‖∞ = ‖V ‖L2+L∞ and rescale W ωp := ω−1/2SωWp. Then
|⌈V ω⌋(ϕ)| ≤ 1
2
[‖W ω2 ‖2‖ϕ‖24 + ‖W ω∞‖∞‖ϕ‖22]
= ‖V ‖L2+L∞ [ω−1/4
√
G(ϕ) + ω−1M(ϕ)]
. ω−1/4‖∇ϕ‖3/22 ‖ϕ‖1/22 + ω−1‖ϕ‖22 . ω−1/4‖ϕ‖2H1,
(2.6)
where the third inequality is by Gagliardo-Nirenberg. We have the same estimates
on S ′pV ω and S ′pS ′qV ω. In particular, for large ω,
A
ω(ϕ)− 1
3
K
ω
2 (ϕ) =
1
6
‖∇ϕ‖22 +
1
2
‖ϕ‖22 +
1
3
⌈S ′1V ω⌋(ϕ) ∼ ‖ϕ‖2H1. (2.7)
The small mass dichotomy [5, Lemma 2.3] is rewritten for the rescaled function.
Lemma 2.1. There exists a constant CD ∈ (1,∞) such that for any ω ∈ (0,∞) and
ϕ ∈ H1(R3) satisfying
CDK
ω
2 (ϕ) < M(ϕ)
−1 and CDM(ϕ) < ω
1/2, (2.8)
we have one of the following (2.9)–(2.11)
H
0(ϕ) ≤ CDω−1M(ϕ), G(ϕ) ≤ CDω−3/2M(ϕ)2. (2.9)
ω−1M(ϕ) ≤ CDH0(ϕ) ≤ C2DKω2 (ϕ) ≤ C3DH0(ϕ). (2.10)
M(ϕ)−1 ≤ CDH0(ϕ) ≤ C2DG(ϕ). (2.11)
For any p, q > 0, there is a constant Cp,q > 0 such that in the case (2.11),
|⌈V ω⌋(ϕ)|+ |⌈S ′pV ω⌋(ϕ)|+ |⌈S ′pS ′qV ω⌋(ϕ)| ≤ Cp,q(ω−1/2M(ϕ))1/2H0(ϕ). (2.12)
If ϕn is in the case (2.11) for all n, weakly converging in H
1
r as n → ∞ and
lim inf
n→∞
Kω2 (ϕn) ≤ 0, then the weak limit is also in the case (2.11).
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Proof. The estimate on G in the case (2.9) follows by Gagliardo-Nirenberg. The left
side of (2.12) is bounded using (2.6) by
(β1/4 + β)H0(ϕ) . β1/4H0(ϕ), (2.13)
where β := ω−1H0(ϕ)−1M(ϕ) ≤ CD(ω−1/2M(ϕ))2 < 1/CD. Thus we obtain (2.12).
Suppose that ϕn ∈ H1r are all in the case (2.11), ϕn → ϕ weakly in H1 and
lim inf
n→∞
Kω2 (ϕn) ≤ 0, then ϕn → ϕ strongly in L4. The assumption (2.8) is preserved
by the weak limit, and Kω2 (ϕ) ≤ lim inf
n→∞
Kω2 (ϕn) ≤ 0. Since ϕn is in the case (2.11),
ω−1/2 < C−1D M(ϕn)
−1 ≤ CDG(ϕn)→ CDG(ϕ). (2.14)
In particular, ϕ 6= 0. Since Kω2 (ϕ) ≤ 0, (2.10) is impossible. Since (2.9) implies
CDG(ϕ) ≤ ω−3/2C2DM(ϕ)2 < ω−1/2, (2.15)
contradicting (2.14), hence we have (2.11). The rest of the lemma follows simply by
rescaling [5, Lemma 2.3]. 
Now consider any sequence of (ϕ, ω) solving (1.4) such that µ := M(ϕ) → 0 and
ϕ 6∈ Φ[Z∗]. Then (2.5) implies that boundedness of the rescaled functions ϕω := Sωϕ
in L2(R3) is equivalent to boundedness in L4(R3), boundedness in H˙1(R3),
ω ∼ µ−1/2, (2.16)
and weak convergence in H1(R3) of ϕω along a subsequence. In that case, let
ϕ∞ ∈ H1r (R3) be the weak limit along the subsequence. Then it solves the static
nonlinear Schro¨dinger equation without the potential
(−∆+ 1)ϕ∞ = |ϕ∞|2ϕ∞, (2.17)
and the weak convergence implies that the limit energy satisfies
A(ϕ∞) ≤ lim inf A(ϕω) = lim inf ω−1/2Aω(ϕ) = lim inf 2
√
ME(ϕ), (2.18)
where the last two equalities follow from (2.5) and (2.3).
By the classical results on radial solutions of (2.17), all the solutions ψ are real-
valued (modulo complex rotation ψ 7→ eiθψ), satisfying E0(ψ) = M(ψ). The least
energy non-trivial solution is the unique positive solution, namely the ground state
Q. The other radial solutions have at least one zero point in r = |x| > 0, and those
ψ 6= 0 with m zeros have at least m+ 1 times energy:
A(ψ) > (m+ 1)A(Q) = 2(m+ 1)M(Q) > 0. (2.19)
The asymptotic (2.18) of energy implies that if (ϕ, ω) is a sequence of solutions
to (1.4) such that M(ϕ) → 0, ϕ 6∈ Φ[Z∗], and Aω(Sωϕ) ≤ 2A(Q), then we have
eiθϕ → Q for some sequence of θ ∈ R/2πZ, strongly in H1r (R3). The convergence
has to be strong, since otherwise
0 = 2(A−G)(Q) ≤ lim inf ω−1/2K0,ω(ϕ) = 0 (2.20)
would become a strict inequality. Thus we have obtained
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Lemma 2.2. For any δ > 0, there exists µ(δ) > 0 such that if (ϕ, ω) ∈ H1r × (0,∞)
satisfies the soliton equation (1.4) and
M(ϕ) ≤ µ(δ), Aω(Sωϕ) ≤ 2A(Q), (2.21)
then either ϕ ∈ Φ[Z∗] or
‖Sωϕ− eiθQ‖H1 < δ (2.22)
for some ω ∼M(ϕ)−2 and θ ∈ R.
The first excited states satisfy the above energy constraint [5, Proposition 2.5].
In the next subsection, we prove that they are indeed the only solitons satisfying
(2.22) for small mass. Then the above lemma implies the estimate on E2 in (1.15).
2.2. Construction of the first excited state. The above lemma allows us to
expand the first excited state in the rescaled variables around Q. For that purpose,
consider the linearized operators for (2.17) around Q
Lv := L+v1 + iL−v2, L+ := −∆+ 1− 3Q2, L− := −∆+ 1−Q2, (2.23)
where v1 := Re v and v2 := Im v for any v ∈ S ′(R3). The null space of L on L2r
equals to span{iQ}. L is invertible on the radial subspace orthogonal to iQ, and
L−1 is bounded H−1r ∩ (iQ)⊥ → H1r ∩ (iQ)⊥. In other words, (L+)−1 : H−1r → H1r
and (L−)
−1 : H−1r ∩Q⊥ → H1r ∩Q⊥ are bounded.
Let ω > 0 and let ψ ∈ H1r (R3) be a solution of (2.4) close to the ground states of
(2.17), in other words
δ := inf
θ∈R
‖ψ − eiθQ‖H1 (2.24)
is small enough. Then there is a unique θ ∈ R/2πZ such that
ψ = eiθ(Q+ v) =⇒ 0 = 〈iQ|v〉 = 〈iQ|e−iθψ〉, ‖v‖H1 ∼ δ. (2.25)
Indeed, it is explicitly given by θ = arg(ψ|Q). Then (2.4) is rewritten into the
following equation for v:
Lv = N(v)− V ω(Q + v), N(v) := 2Q|v|2 +Qv2 + |v|2v. (2.26)
and, since v ⊥ iQ,
v = (L|(iQ)⊥)−1P⊥iQ(N(v)− V ω(Q+ v)), (2.27)
where the orthogonal projection P⊥iQ : S ′ → (iQ)⊥ is bounded on Hs for any s ∈ R.
Using Sobolev, Ho¨lder and (2.6), we have
‖N(v)− V ω(Q + v)‖H−1 . ‖v‖2H1 + ‖v‖3H1 + ω−1/4(‖Q‖H1 + ‖v‖H1)
. ω−1/4(1 + ‖v‖H1) + ‖v‖2H1 + ‖v‖3H1 ,
(2.28)
and similarly for any small v0, v1 ∈ H1,
‖⊳[N(v⊲)− V ω(Q+ v⊲)]‖H−1 . (ω−1/4 + ‖v0‖H1 + ‖v1‖H1)‖⊳v⊲‖H1. (2.29)
Hence the right hand side of (2.27) is a contraction map for small v ∈ H1r if ω ≫ 1,
having a unique fixed point v ∈ H1r ∩ (iQ)⊥ which is small in H1. Thus
Ψ[ω] := S−1ω Qω, Qω := Q + v, (2.30)
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is a family of solutions to (1.4), smoothly depending on ω ≫ 1 with
v = −(L+)−1V ωQ+O(ω−1/2) = O(ω−1/4) in H1r (R3). (2.31)
Denote the orbit of the rescaled soliton by
Qω := {eiθQω | θ ∈ R}. (2.32)
For the energy and mass, we deduce from (2.30)–(2.31)
E1(M(Ψ[ω])) =E(Ψ[ω]) = ω
1/2(E0(Q) +O(ω−1/4)),
M(Ψ[ω]) = ω−1/2(M(Q) +O(ω−1/4)).
(2.33)
Hence putting µ = M(Ψ[ω]), we obtain
ω = µ−2(M(Q)2 +O(µ1/2)), E1(µ) = µ
−1(ME0(Q) +O(µ1/2)). (2.34)
Since the ground states Φ[Z∗] have smaller ω ∼ −e0, these solitons have the least
energy for fixed ω ≫ 1. Hence they are also the constrained minimizers
Aω(Ψ[ω]) = inf{Aω(ϕ) | 0 6= ϕ ∈ H1r (R3), K0,ω(ϕ) = 0}. (2.35)
In particular, Ψ[ω] > 0 on R3. For the analysis of dynamics, it is more important
to relate it to the virial identity or K2.
Lemma 2.3. There is a constant CM ∈ (1,∞) such that if ω ∈ (1,∞] is large
enough then we have the following for any ϕ ∈ H1r (R3).
(1) M(ϕ) < 2A(Q) and (2.9) =⇒ (M + ωH0)(ϕ) < CM .
(2) (2.11) =⇒ CSMH0(ϕ) ≥ 1 =⇒ (M + ωH0)(ϕ) > CM , where
CS := max(CD, 2 + (MH
0(Q))−1). (2.36)
(3) If (M+ωH0)(ϕ) ≤ CM then the solution u of (1.1) with u(0) = S−1ω ϕ scatters
to Φ as t→ ±∞, satisfying H0(Sωu(t)) < H0(Q)/4 for all t ∈ R.
(4) Qω = {eiθQω}θ is the set of minimizers of
inf{Aω(ϕ) | 0 6= ϕ ∈ H1r , Kω2 (ϕ) = 0, (M+ ωH0)(ϕ) > CM}
= inf{Jω(ϕ) | 0 6= ϕ ∈ H1r , Kω2 (ϕ) ≤ 0, (M+ ωH0)(ϕ) > CM}.
(2.37)
The above choice (2.36) of the constant CS will be used later for scaling invariant
separation between the ground states and the excited states.
Proof. Since (2.9) and M(ϕ) < 2A(Q) imply (M + ωH0)(ϕ) ≤ (1 + CD)M(ϕ) <
2(1 + CD)A(Q), taking CM ≥ 2(1 + CD)A(Q) yields (1). (2) follows from
2
√
MH0 ≤ ω−1/2(M+ ωH0), (2.38)
and taking ω so large that ω−1/2CM < 2C
−1/2
S . A similar condition yields (3), because
of ‖S−1ω ϕ‖2H1 = 2ω−1/2(M + ωH0)(ϕ), H0(Sωu) = ω−1/2H0(u) and the asymptotic
stability [2] of the ground states in H1.
If ω = ∞, then the constraint on M + ωH0 in (2.37) becomes trivial and (4)
is reduced to a well known statement for the NLS without potential. So we may
restrict (4) to the case ω <∞ (though the argument is essentially the same).
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For ω large enough, Qω satisfies all the constraints in (2.37). To show the equality
in (2.37), it suffices to show that Jω(ϕ) is bigger than the first line of (2.37) for any
ϕ satisfying the constraints and Kω2 (ϕ) < 0, since J
ω = Aω −Kω2 /2.
Suppose that Jω(ϕ) is close to the second infimum and Kω2 (ϕ) < 0. Then by
(2.7) < Jω(ϕ) we deduce that M(ϕ) < 2A(Q) < C−1D ω
1/2 for large ω. Then (M +
ωH0)(ϕ) > CM and (1) preclude (2.9), while K
ω
2 (ϕ) < 0 precludes (2.10). Hence we
have (2.11) by Lemma 2.1.
Consider the L2-invariant scaling v(t) := St2ϕ, starting from t = 0 and decreasing.
As long as Kω2 (v(t)) ≤ 0, Lemma 2.1 applies to v(t), and (1)-(2) with the continuity
of v in t imply that v(t) stays in the case (2.11). Meanwhile, we have, using (2.12),
2S ′2Jω(v) = 3G(v)− ⌈S ′∞S ′3/2V ω⌋(v) ∼ G(v) & 1,
S ′2Kω2 = 2Kω2 − 2S ′2Jω . −G(v) . −1.
(2.39)
Hence at some t < 0, we have Jω(v(t)) < Jω(ϕ), Kω2 (v(t)) = 0 and (2.11) for v(t), so
(M+ ωH0)(v(t)) > CM by (2). This implies the equality in (2.37).
Next we prove the existence of minimizer. Take any sequence ϕn ∈ H1r satisfying
ϕn 6= 0, Kω2 (ϕn) = 0, (M + ωH0)(ϕn) > CM and Aω(ϕn) → (2.37). The same
argument as above implies that ϕn is in the case of (2.11). Passing to a subsequence,
we have ϕn → ∃ϕ weakly in H1r , then Kω2 (ϕ) ≤ 0, Jω(ϕ) ≤ (2.37), and by Lemma
2.1, ϕ also satisfies (2.11), so (M + ωH0)(ϕ) > CM by (2). Hence ϕ is a minimizer
of the second line of (2.37).
For any minimizer ϕ of (2.37), there is a Lagrange multiplier µ ∈ R such that
(Aω)′(ϕ) = µ(Kω2 )
′(ϕ). Then
0 = Kω2 (ϕ) = 〈(Aω)′(ϕ)|S ′2ϕ〉 = µ〈(Kω2 )′(ϕ)|S ′2ϕ〉 = µS ′2Kω2 (ϕ) (2.40)
together with S ′2Kω2 (ϕ) 6= 0 by (2.39) implies µ = 0. Therefore ϕ is a solution of
(2.4), satisfying G(ϕ) ∼ 1 & M(ϕ) and Aω(ϕ) ≤ Aω(Qω). Then Lemma 2.2 implies
that ϕ ∈ Qω if ω is large enough. 
2.3. Rescaled linearization and spectrum. Next we consider the linearization
of (1.1) around the first excited soliton in the rescaled variables. Let
Lωv := Lω+v1 + iLω−v2,
{
Lω+ := −∆+ 1 + V ω − 3Q2ω,
Lω− := −∆+ 1 + V ω −Q2ω,
(2.41)
where Qω is the rescaled excited state as in (2.30). The linearized operator for the
evolution is given by iLω in the rescaled variables. The asymptotics (2.30)–(2.31)
of Ψ[ω] together with the smallness (2.6) of V ω implies
Lω = L+O(ω−1/4) in B(H1, H−1). (2.42)
The gauge invariance for eiθ× implies the trivial null direction
iLωiQω = 0. (2.43)
Another direction comes from ω. Differentiating the equation (1.4) for Ψ[ω] yields
(H + ω − 3Ψ[ω]2)Ψ′[ω] = −Ψ[ω], (2.44)
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which is rescaled to
Lω+Q
′
ω = −Qω, (2.45)
where Q′ω ∈ H1r (R3) is defined by
Q′ω := SωωΨ
′[ω] =
1
2
S ′3Qω + ω∂ωQω. (2.46)
Remark that Q′ω 6= ∂ωQω. The above equation (2.45) is equivalent to
iLωQ′ω = −iQω (2.47)
Since Lω+ = L+ + O(ω
−1/4) in B(H1, H−1) and L+ : H1r → H−1r is invertible, Lω+ is
also invertible with
‖(Lω+)−1 − (L+)−1‖B(H−1r ,H1r ) . ω−1/4. (2.48)
Thus we obtain
Q′ω = (L
ω
+)
−1(−Qω) = (Lω+)−1(−Q +O(ω−1/4)) = Q′ +O(ω−1/4) in H1r , (2.49)
where
Q′ :=
1
2
S ′3Q = −(L+)−1Q ∈ H1r (R3). (2.50)
This also tells us asymptotic formulas for E ′′1 as follows. Since A
′
ω = 0 on solitons,
putting µ = M(Ψ[ω]) we have
E
′
1(µ) = −ω = −µ−2(M(Q)2 +O(µ1/2)), E ′′1 (µ) = −
dω
dµ
, (2.51)
where the last term is computed by
dµ
dω
= 〈Ψ[ω]|Ψ′[ω]〉 = ω−3/2〈Qω|Q′ω〉
= ω−3/2(〈Q|Q′〉+O(ω−1/4)) = −ω−3/2(M(Q)/2 +O(ω−1/4)).
(2.52)
Therefore, for small µ > 0,
E
′′
1 (µ) = ω
3/2(2/M(Q) +O(ω−1/4)) = µ−3(2M(Q)2 +O(µ1/2)) > 0. (2.53)
Using E0(Q) = M(Q), the above formulas can also be written as
E
′
1(µ) = −µ−2(ME0(Q) +O(µ1/2)), E ′′1 (µ) = 2µ−3(ME0(Q) +O(µ1/2)). (2.54)
Next we look for a pair of positive and negative eigenvalues. In the limit ω →∞,
we have some α ∈ (0,∞) and g± ∈ Sr(R3) satisfying
iLg± = ±αg±, g− = g+, α〈ig+|g−〉 = 2, 〈iQ|g+〉 > 0, (2.55)
cf. [7]. Put g± = g1 ± ig2. Consider the eigenvalue problem
iLωgω = αωgω, (2.56)
in the form
αω = α(1 + c), g
ω = g+ + γ, 〈iγ|g−〉 = 0, (2.57)
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and |c| + ‖γ‖H1 = o(1) as ω → ∞, where c ∈ R and γ ∈ H1r also depend on ω.
Putting R := iLω − iL, the above equation (2.56) is equivalent to
(iL − α)γ = (−R + αc)(g+ + γ), (2.58)
while the orthogonality yields an equation for c
0 = 〈igω|(iL+ α)g−〉 = 〈(iL − α)gω|ig−〉 = 〈(iL− α)γ|ig−〉
= −2c− 〈R(g+ + γ)|ig−〉. (2.59)
Injecting it into the previous equation yields an equation for γ by itself
(iL − α)γ = (−R + α〈iR(g+ + γ)|g−〉/2)(g+ + γ) =: R(γ), (2.60)
and the above computation for c implies that 〈iR(γ)|g−〉 = 0 if 〈iγ|g−〉 = 0.
Since ‖R‖B(H1r ,H−1r ) . ω−1/4, we have
‖R(γ)‖H−1 . ω−1/4(1 + ‖γ‖H1)2, (2.61)
as well as a similar estimate for the difference. Hence (2.60) has a unique fixed point
γ ∈ H1r ∩ (ig)⊥ for ω ≫ 1, provided that (iL − α) has a bounded inverse. Indeed
Lemma 2.4. (iL−α) has a bounded inverse H−1 → H1 on (ig−)⊥. More precisely,
for any h ∈ H−1(R3) ∩ (ig−)⊥, there exists a unique f ∈ H1(R3) ∩ (ig−)⊥ such that
(iL − α)f = h, and moreover ‖f‖H1 . ‖h‖H−1.
Proof. First remark that Ker(iL∓α) = span{g±} follows from the fact that L− ≥ 0
and L+ has only one negative eigenvalue. Indeed, if (iL − α)g = 0 for some g =
g1+ ig2 ∈ H1(R3), then 〈L+g1|g1〉 = −〈L−g2|g2〉 < 0 and g2 = L+g1/α, hence such a
function g should live in one dimensional subspace, because of the spectrum of L+.
The free operator iL0 − α := i(1−∆)− α is invertible
(iL0 − α)−1 = −[(1−∆)2 + |α|2]−1[i(1−∆) + α] (2.62)
which can be written as a Fourier multiplier, and bounded H−1 → H1. Moreover,
iL − α = (iL0 − α)(I +K), where the operator K is defined by
Kϕ := (iL0 − α)−1Q2(ϕ2 − 3iϕ1), (2.63)
and compact on H1, hence Ran(I +K) = Ker(I +K∗)⊥. Noting that
(iL − α)∗ = −Li− α = i(iL+ α)i, (2.64)
we have Ker(I +K∗) = (iL0 − α)∗iKer(iL+ α) = span{(iL0 − α)∗ig−}, and so
Ran(I +K) = (iL0 − α)−1(H−1 ∩ (ig−)⊥). (2.65)
Since g+ 6∈ X := H1∩ (ig−)⊥, we have H1 = X⊕ span{g+}. This and Ker(I+K) =
span{g+} imply that I + K is bijective X → Ran(I + K). Hence the equation
(iL − α)f = h has the unique solution
f = (I +K)|−1X (iL0 − α)−1h ∈ X (2.66)
together with the boundedness ‖f‖H1 . ‖(iL0 − α)−1h‖H1 . ‖h‖H−1 . 
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Thus we have obtained a pair of eigenfunctions for ω ≫ 1
(iLω ∓ αω)gω± = 0, gω± = gω1 ± igω2 , αω〈igω+|gω−〉 = 2, (2.67)
satisfying (αω, g
ω
±) = (α, g±)(1 +O(ω
−1/4)) in R×H1r (R3). The eigenfunction gω+ is
not exactly the above gω, but it is normalized by a factor 1 + O(ω−1/4) to realize
the last identity of (2.67).
In using the virial identity around Qω, we will need that 〈(Kω2 )′(Qω)|gω1 〉 > 0,
which follows from 〈iQ|g+〉 = 〈Q|g2〉 > 0. Indeed,
〈(Kω2 )′(Qω)|gω1 〉 = 〈(Lω+/2 + 3Lω−/2− 2− S ′3/2V ω)Qω|gω1 〉
= αω〈Qω|gω2 〉/2− 〈S ′3/2V ωQω|gω1 〉 = α〈Q|g2〉+O(ω−1/4) > α〈Q|g2〉/2 > 0,
(2.68)
if ω is large enough.
2.4. Expansion of the rescaled energy. Using the linearized operator and its
spectral decomposition, we can expand
A
ω(eiθ(Qω + v)) = A
ω(Qω) +
1
2
〈Lωv|v〉 − Cω(v), (2.69)
for v ∈ H1r , where the cubic and quartic terms are collected into
Cω(v) := 〈|v|2v|Qω〉+G(v) = O(‖v‖3H1). (2.70)
Expand v by the eigenfunctions of iLω
v = b+g
ω
+ + b−g
ω
− + ζ = b1g
ω
1 + b2g
ω
2 + ζ, (2.71)
where b±, b1, b2 ∈ R are defined by
b± := P
ω
±v := ±αω〈iv|gω∓〉/2,
b1 := P
ω
1 v := −αω〈v1|gω2 〉 = b+ + b−,
b2 := P
ω
2 v := −αω〈v2|gω1 〉 = b+ − b−,
(2.72)
such that
ζ := P ωc v := v − (P ω+v)gω+ − (P ω−v)gω− =⇒ 0 = 〈iζ |gω±〉 = 〈ζ1|gω2 〉 = 〈ζ2|gω1 〉. (2.73)
Then using (iLω ∓ αω)gω± = 0 and αω〈igω+|gω−〉 = 2αω〈gω1 |gω2 〉 = 2, we obtain
A
ω(Qω + v)− Aω(Qω) = −2b+b− + 1
2
〈Lωζ |ζ〉 − Cω(v)
=
1
2
[−b21 + b22 + 〈Lωζ |ζ〉]− Cω(v).
(2.74)
If ϕ ∈ H1r (R3) is close to the rescaled excited states
d0,ω(ϕ) := inf
θ∈R
‖ϕ− eiθQω‖H1 ≪ 1, (2.75)
for some ω, then there exists a unique θ ∈ R/2πZ such that
ϕ = eiθ(Qω + v) =⇒ 0 = 〈iQ′ω|v〉 = 〈iQ′ω|e−iθϕ〉, ‖v‖H1 ∼ d0,ω(ϕ). (2.76)
Indeed, it is explicitly given by θ = arg(ϕ|Q′ω), well-defined in the region 〈ϕ|Q′ω〉 >
0. This orthogonality is inherited by the radiation component ζ = P ωc v, since
〈iQ′ω|gω±〉 = 0. The energy controls P ωc v through the following coercivity.
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Lemma 2.5. There exists a constant C ∈ [1,∞) such that for large ω and any
ϕ ∈ H1r (R3), we have
‖ϕ‖2H1/C ≤ 〈Lωϕ|ϕ〉+ C〈ϕ1|gω2 〉2 + C〈ϕ2|Q′ω〉2 ≤ C2‖ϕ‖2H1 . (2.77)
Proof. In the limit case ω = ∞, namely for NLS without the potential, this is [7,
Lemma 2.2]. The above estimate is just a perturbation of that, since Lω − L =
O(ω−1/4) in B(H1, H−1), gω2 = g2 + O(ω−1/4) and Q′ω = Q′ + O(ω−1/4) in H1.
Injecting these asymptotics into the limit estimate yields
‖ϕ‖2H1 . 〈Lϕ|ϕ〉+ C〈ϕ1|g2〉2 + C〈ϕ2|Q′〉2
= 〈Lωϕ|ϕ〉+ C〈ϕ1|gω2 〉2 + C〈ϕ2|Q′ω〉2 +O(ω−1/4‖ϕ‖2H1),
(2.78)
and then the left estimate of (2.77) after the last term is absorbed by the left side,
while the other estimate of (2.77) is trivial. 
In view of the expansion (2.74), it is natural to introduce the following norm
‖v‖2ω :=
1
2
[
(P ω1 v)
2 + (P ω2 v)
2 + 〈Q′ω|v2〉2 + 〈LωP ωc v|P ωc v〉
]
= (P ω+v)
2 + (P ω−v)
2 +
1
2
〈iQ′ω|v〉2 +
1
2
〈LωP ωc v|P ωc v〉,
(2.79)
which is equivalent to the H1 norm on the radial subspace H1r , uniformly in ω ≫ 1.
Using this norm, the expansion is rewritten as
A
ω(eiθ(Qω + v)) = A
ω(Qω)− b21 + ‖v‖2ω − Cω(v), (2.80)
for any v satisfying the orthogonality
v ∈ Vω := {ϕ ∈ H1r (R3) | 〈iQ′ω|v〉 = 0}. (2.81)
Similarly, the orthogonal subspace for P ωc v is denoted by
Zω := {ζ ∈ H1r (R3) | 0 = 〈iζ |Q′ω〉 = 〈iζ |gω±〉}. (2.82)
The following lemma is a summary of this section.
Lemma 2.6. There are constants µ∗, z∗ ∈ (0, 1), ω∗ ∈ (1,∞), and C1 maps
(Φ,Ω),Ψ satisfying (1.11)–(1.14) and the following. For ω ≥ ω∗, we have
|⌈V ω⌋(ϕ)|+ |⌈S ′∞V ω⌋(ϕ)| <
1
10
‖ϕ‖2H1, (2.83)
and (1)-(4) of Lemma 2.3. In particular, Qω = {eiθQω} is the set of minimizers for
(2.37), where Qω = SωΨ[ω] = Q +O(ω
−1/4) in H1. More specifically,
A
ω(Qω) <
11
10
A(Q), MH0(Qω) <
11
10
MH
0(Q), Eω(Qω) >
1
2
E(Q) > 0. (2.84)
The linearized operator iLω has the generalized kernel
iLωiQω = 0, iLωQ′ω = −iQω, (2.85)
where Q′ω = SωωΨ
′[ω] = Q′ + O(ω−1/4) in H1, and a real eigenvalue αω = α +
O(ω−1/4) ∈ ( 9
10
α, 11
10
α) with the eigenfunctions
iLωgω± = ±αωgω±, gω± = gω1 ± igω2 = g± +O(ω−1/4) in H1, (2.86)
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satisfying (2.68). There are constants δC , δD ∈ (0, 1) such that for any ω ≥ ω∗,
Cω : (θ, b+, b−, ζ) 7→ eiθ(Qω + b+gω+ + b−gω− + ζ) (2.87)
is a diffeomorphism from the set
Uω := {(θ, b+, b−, ζ) ∈ (R/2πZ)× R2 × Zω | |b+|2 + |b−|2 + ‖ζ‖2H1 < δ2C} (2.88)
into H1r , whose image contains the following neighborhood of Qω
Nω := {ϕ ∈ H1r (R3) | d0,ω(ϕ) < δD} ⊂ Cω(Uω). (2.89)
From ϕ := Cω(θ, b+, b−, ζ) ∈ Nω we can recover
θ = arg(ϕ|Q′ω), (b+, b−, ζ) = (P ω+ , P ω− , P ωc )(e−iθϕ−Qω),
b1 := b+ + b−, b2 := b+ − b−,
(2.90)
where 〈ϕ|Q′ω〉 > 0. For later use, they are denoted by
B
ω
∗ (ϕ) := b∗ (∗ = +,−, 1, 2), Z ω(ϕ) := ζ (2.91)
The linearized energy norm ‖v‖ω is equivalent to the H1 norm uniformly for ω ≥ ω∗.
3. Dynamics around the first excited state
3.1. Expansion around the excited state. For any solution u of (1.1) and any
ω > 0, consider the parabolic rescaling which preserves the equation and H˙1/2(R3)
uω(t, x) := Sωu(t/ω) = ω
−1/2u(ω−1t, ω−1/2x). (3.1)
Then (1.1) is rescaled to
(i∂t −∆+ V ω)uω = |uω|2uω. (3.2)
We say that a solution uω of (3.2) either blows up, scatters to Φ, or is trapped by Ψ,
if it happens for the unscaled solution u(t) := S−1ω uω(ωt) (cf. Section 1.2).
Suppose that uω is close to the orbit of the excited state Qω at some t. More
precisely, assume uω(t) ∈ Nω or d0,ω(uω(t)) < δD for some ω ≥ ω∗ at some t ∈ R.
Here we could restrict ω by specifying the mass M(uω) = M(Qω) or equivalently
M(u) = M(Ψ[ω]) as in [7], but it is more convenient to keep the freedom of ω in
constructing the center-stable manifold (see Section 7).
Expanding the solution uω of (3.2) in the form
uω(t, x) = e
iθ(t)(Qω(x) + v(t, x)) (3.3)
with θ(t) ∈ R/2πZ and v(t) ∈ H1(R3) yields an equation for v
iv˙ = −Lωv + (θ˙ + 1)(Qω + v) +Nω(v), (3.4)
where Nω : H1 → H−1 is the Fre´chet derivative of Cω given by
Nω(v) := 2Qω|v|2 +Qωv2 + |v|2v. (3.5)
In the real value, the equation is written as{
v˙1 = −Lω−v2 + (θ˙ + 1)v2 + 2Qωv1v2 + |v|2v2,
v˙2 = L
ω
+v1 − (θ˙ + 1)(Qω + v1)−Qω(3v21 + v22)− |v|2v1.
(3.6)
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3.2. Orthogonality and equations. In order to exploit the coercivity of Lω, we
choose θ(t) by the local coordinate Cω, see (2.90), or the orthogonality
0 = 〈iQ′ω|v〉 = 〈iQ′ω|e−iθuω〉, ‖v‖H1 ∼ d0,ω(uω). (3.7)
Differentiating the above orthogonality condition in t yields
0 = ∂t〈iv|Q′ω〉 = 〈v|Qω〉+ (θ˙ + 1)〈Qω + v|Q′ω〉+ 〈Nω(v)|Q′ω〉, (3.8)
which can be rewritten as an equation for θ(t)
θ˙ + 1 = mω(v), (3.9)
where mω(v) is defined and C1 for small v ∈ H1r by the equation
0 = 〈Qω + v|Q′ω〉mω(v) + 〈v|Qω〉+ 〈Nω(v)|Q′ω〉. (3.10)
Since 〈uω|Q′ω〉 > 0 as long as uω ∈ Nω (cf. (2.90)), mω(v) is well-defined, satisfying
|mω(v)| . ‖P ωc v‖2 + ‖v‖2H1, (3.11)
since 〈gω±|Qω〉 = 0. Plugging it into (3.4) yields an autonomous equation of v
v˙ = iLωv −mω(v)iQω +N ω(v), N ω(v) := −i(mω(v)v +Nω(v)). (3.12)
It can be rewritten in the local coordinate of Cω. Denoting
N ω∗ (v) := P ω∗ N ω(v) (3.13)
for ∗ = ±, 1, 2, c, we obtain the following equations for each b∗ = P ω∗ v
b˙± = ±αωb± +N ω±(v),
{
b˙1 = αωb2 +N ω1 (v),
b˙2 = αωb1 +N ω2 (v),
(3.14)
as well as for ζ = P ωc v
ζ˙ = iLωζ −mω(v)iQω +N ωc (v). (3.15)
3.3. Energy distance function. In view of the expansion (2.80), the linearized
energy norm ‖v‖ω is better suited than d0,ω to measure the distance from S1 to
solutions u. In order to avoid the regularity loss from the higher order term Cω, we
can either include it into the distance, or mollify the distance in time. Here we take
the latter option for a simpler (convex) dynamics of the (square) distance.
Fix a radial decreasing function χ ∈ C∞0 (R) satisfying
χ(t) =
{
1 |t| ≤ 1,
0 |t| ≥ 2. (3.16)
For any ϕ ∈ Nω, let uω be the solution of (3.2) with uω(0) = ϕ. Decomposing
uω = e
iθ(Qω + v) as above, a local distance function d1,ω is defined at ϕ by
d1,ω(ϕ)
2 :=
∫
R
χ(−t)‖v(t)‖2ωdt. (3.17)
The local wellposedness for (3.12) in v ∈ H1(R3), which is uniform in ω, yields
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Lemma 3.1. There are constants δE ∈ (0, δD/2] and C ∈ [1,∞) such that for any
ω ≥ ω∗ and any ϕ ∈ H1r (R3) with d0,ω(ϕ) ≤ 2δE, the solution uω of (3.2) with the
initial condition uω(0) = ϕ exists at least for |t| ≤ 2, satisfying
|t| ≤ 2 =⇒ C−1d0,ω(uω(0)) ≤ d0,ω(uω(t)) ≤ Cd0,ω(uω(0)). (3.18)
Hence d1,ω is well-defined for d0,ω(ϕ) ≤ 2δE and uniformly equivalent to d0,ω.
Then a global distance function dω : H
1
r → [0,∞) is defined by
dω(ϕ) := χ(d0,ω(ϕ)/δE)d1,ω(ϕ) + (1− χ(d0,ω(ϕ)/δE))d0,ω(ϕ). (3.19)
dω : H
1
r → [0,∞) satisfies dω(ϕ) ∼ d0,ω(ϕ) uniformly and
d0,ω(ϕ) ≤ δE =⇒ dω(ϕ) = d1,ω(ϕ). (3.20)
3.4. Instability and ejection. The crucial property of the dynamics around S1
is that the rescaled solution uω can get away from Qω only by growing instability.
More precisely, we have
Lemma 3.2. There are constants cX ∈ (0, 1) and δI ∈ (0, δE] such that for any
ω ≥ ω∗ and any ϕ ∈ H1r (R3) we have uniformly
A
ω(ϕ)− Aω(Qω) ≤ cXdω(ϕ)2
and dω(ϕ) ≤ δI
}
=⇒ dω(ϕ) = d1,ω(ϕ) ∼ |Bω1 (ϕ)|. (3.21)
Proof. Since dω ∼ d0,ω and (3.20), choosing δI small ensures that dω(ϕ) = d1,ω(ϕ)
for dω(ϕ) ≤ δI . Then by the definition of d1,ω and equivalence of distance functions,
‖v‖2ω = Aω(ϕ)− Aω(Qω) + b21 − Cω(v) . (cX + δI)‖v‖2ω + b21, (3.22)
where v ∈ Vω is determined from ϕ by (2.76) as before. Choosing cX and δI small
enough, we obtain dω(ϕ)
2 ∼ ‖v‖2ω . b21. 
Next we investigate the evolution of dω. For any solution uω of (3.2) close to Qω,
d1,ω(uω)
2 = χ ∗ ‖v‖2ω, (3.23)
where ∗ denotes the convolution in t, and uω = eiθ(Qω + v) with the orthogonality
v ∈ Vω as before. Then using the equation (3.14) for bj , (2.80) and conservation of
Aω(uω), we derive
∂td1,ω(uω)
2 = χ ∗ 2αω[b1b2 +O(‖v‖3H1)] + χ′ ∗O(‖v‖3H1),
∂2t d1,ω(uω)
2 = χ ∗ 2α2ω[b21 + b22] +
2∑
j=0
χ(j) ∗O(‖v‖3H1).
(3.24)
Note that we can not differentiate the cubic terms, that is the reason for the mollifier.
If uω(t) is in the instability dominance (3.21), then
∂tdω(uω)
2 = χ ∗ 2αω[b1b2] +O(b31),
∂2t dω(uω)
2 = χ ∗ 2α2ω[b21 + b22] +O(b31) ∼ b21,
(3.25)
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using the equivalence (3.18) as well, and assuming if necessary that dω(uω) is even
smaller. The last equation implies the convexity of d21,ω, from which we deduce that
if uω satisfies at some time t = t0,
dω(uω) < δX , A
ω(uω)− Aω(Qω) ≤ cXdω(uω)2, ∂tdω(uω) ≥ 0, (3.26)
for some small δX ≤ δI , then dω(uω) will keep growing for t ≥ t0 until the first
condition is violated. dω(uω) ∼ |b1| implies that σ := sign b1(t) ∈ {±1} is fixed
during that time.
Since 0 ≤ ∂tdω(uω) = ∂td1,ω(uω), the first equation in (3.25) implies that b1b2(t1) &
−|b1(t1)|3 at some t1 ∈ (t0 − 2, t0 + 2), then (taking δX small), σb+(t1) ≥ |b1(t1)|/3
and σb−(t1) ≥ 0. Because ∂t(b1b2) ≥ 0 and b1 ∼ b1(t0) for |t − t0| < 2, we may
choose t1 > t0.
Let R := |b1(t1)| and suppose that on some interval [t1, t2] we have (3.26) and
|b1| ≤ 2Reαω(t−t1). (3.27)
Then the equations of b± in (3.14) imply
|b± − e±αω(t−t1)b±(t1)| . (Reαω(t−t1))2 . δXReαω(t−t1), (3.28)
and so, taking δX smaller if necessary,
|b1| = σ(b+ + b−)
{
≤ Reαω(t−t1)(1 + CδX) < 2Reαω(t−t1),
≥ Reαω(t−t1)(1/3− CδX) > Reαω(t−t1)/4.
(3.29)
Therefore t2 can be increased until dω(uω) reaches δX at some t = tX > t0, and for
t0 ≤ t ≤ tX , we have
dω(uω) ∼ σb1(t) ∼ σb1(t0)eαω(t−t0), (3.30)
for a time-independent sign σ ∈ {±1}, while the equations of b± imply
b±(t) = e
±αω(t−t0)b±(t0) +O(b
2
1). (3.31)
To estimate ζ , consider the energy projected onto the eigenmodes
A
ω(bgω) =
1
2
[−b21 + b22]− Cω(bgω), bgω := b1gω1 + ib2gω2 . (3.32)
Using the equations of b, we have, for t0 < t < tX ,
∂tA
ω(bgω) = −b1(αωb2 +N ω1 (v)) + b2(αωb1 +N ω2 (v))− 〈Nω(bgω)|b˙gω〉
= αωm
ω(v)[b1〈v2|gω2 〉+ b2〈v1|gω1 〉] = O(‖ζ‖ω‖v‖2ω + ‖v‖4ω),
(3.33)
where (3.11) is used. On the other hand
A
ω(uω)− Aω(Qω)− Aω(bgω) = 1
2
〈Lωζ |ζ〉 − Cω(v) + Cω(bgω)
= ‖ζ‖2ω +O(‖ζ‖ω‖v‖2ω).
(3.34)
Hence integrating its time derivative in [t0, tX ] leads to
‖ζ‖2L∞t H1 . ‖ζ(t0)‖
2
H1 + |b1(t0)|4 + ‖b1‖4L4t , (3.35)
so, using the exponential growth of b1,
‖ζ(t)‖H1 . ‖ζ(t0)‖H1 + |b1(t)|2. (3.36)
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Near t = tX , we can also determine the sign and size of
K
ω
2 (uω) = 〈(Kω2 )′(Qω)|v〉+O(‖v‖2H1)
= b1〈(Kω2 )′(Qω)|gω1 〉+O(‖ζ1‖ω + ‖v‖2ω).
(3.37)
(2.68) implies that for some constant CK > 0
σKω2 (uω) + CK‖ζ(t0)‖H1 ∼ σb1 = |b1| (3.38)
on t0 ≤ t ≤ tX . Thus we have obtained the following.
Lemma 3.3 (Ejection Lemma). There are constants CK ∈ (0,∞) and δX ∈ (0, δI ]
such that for any ω ≥ ω∗ and any solution uω of (3.2) satisfying the three conditions
in (3.26) at some t = t0 ∈ R, there exists tX ∈ (t0,∞) such that dω(uω(tX)) = δX ,
and for t0 < t < tX , dω(uω(t)) is strictly increasing,
dω(uω(t)) ∼ σBω1 (uω(t)) ∼ σBω+(uω(t)) ∼ σBω1 (uω(t0))eαω(t−t0)
∼ σKω2 (uω(t)) + CK‖Z ω(uω(t0))‖H1,
(3.39)
and Bω±(uω(t)) = e
±αω(t−t0)Bω±(uω(t0)) + O(dω(uω(t))
2), for some σ ∈ {±1} inde-
pendent of t ∈ (t0, tX).
Remark 3.4. In the previous papers such as [7], the sign was opposite between the
unstable mode and the virial functional. In this paper, the sign of the eigenmode
is chosen to match that of virial. In other words, the sign of eigenmode is flipped
from [7], by the choice (normalization) of gω±.
Note that by the time inversion symmetry, we can and will apply the above
lemma backward in time as well. As an immediate consequence, we can describe
the behavior of solutions which are not ejected. In contrast to the ejected solutions,
they are monotonically and exponentially attracted by a small neighborhood of Qω.
Lemma 3.5 (Trapping Lemma). Let ω ≥ ω∗ and uω be a solution of (3.2) on some
interval [t0,∞) satisfying
sup
t0<t<∞
dω(uω(t)) < δX . (3.40)
Then there exists t1 ∈ [t0,∞] such that dω(uω(t)) is strictly decreasing on [t0, t1) and{
t0 ≤ t < t1 =⇒ dω(uω(t)) ∼ e−αω(t−t0)dω(uω(t0)),
t1 < t <∞ =⇒ cXdω(uω(t))2 < Aω(uω)− Aω(Qω).
(3.41)
We have t1 = ∞ if and only if uω(t) converges to ei(a−t)Qω strongly in H1(R3) as
t→∞ for some a ∈ R. Moreover, in that case we have
‖uω(t)− ei(a−t)Qω‖H1 ∼ e−αω(t−t0)dω(uω(t0)). (3.42)
Proof. Abbreviate d(t) := dω(uω(t)). The ejection lemma 3.3 implies that if (3.26)
holds at any t ∈ [t0,∞) then d(t) grows at least to δX , violating the first condition
of (3.40). Since d(t) < δX for all t ≥ t0, the latter two conditions of (3.26) should
never hold, in other words
∂td(t) < 0 or cXd(t)
2 < Aω(uω)− Aω(Qω). (3.43)
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Then t1 := inf{t ≥ t0 | cXd(t)2 < Aω(uω)−Aω(Qω)} satisfies the desired properties.
The exponential decay follows from Lemma 3.3 applied backward in time
d(t0) ∼ eαω(t0−t)d(t) (3.44)
for t0 < t < t1. If t1 = ∞ then d(t) ∼ e−αω(t−t0)d(t0) → 0 as t → ∞, hence
exponential convergence to the set Qω. Conversely, if uω is strongly convergent,
then Aω(uω) = A
ω(Qω), which forces t1 = ∞. Then the modulation equation (3.9)
yields |θ˙ + 1| . ‖v‖H1 . e−αω(t−t0)δ, and by integration in t, the same bound for
|θ − (a− t)| for some a ∈ R. 
Under an energy constraint Aω(uω) < A
ω(Qω) + cXδ
2 for some δ ∈ (0, δX), every
solution uω satisfying (3.40) comes closer to Qω, namely
t1 < t <∞ =⇒ dω(uω(t)) < δ < δX . (3.45)
This distance gap between the ejection and the trapping is a key property of the
instability dynamics.
4. Static analysis away from the first excited state
When the solution is away from the first excited states, the above linearization is
useless. Instead, we rely on energy-type, variational and topological arguments.
4.1. Variational estimate away from the solitons. We have sign-definiteness
of the virial Kω2 away from the solitons.
Lemma 4.1. There exist continuous, positive and increasing functions εV and κV
from (0,∞) to (0, 1) with the following property. Let ω ≥ ω∗ and ϕ ∈ H1r (R3) satisfy
the following three conditions:
dω(ϕ) ≥ δ, Aω(ϕ) < Aω(Qω) + εV (δ)2, M+ ωH0(ϕ) > CM . (4.1)
Then we have one of the following (a)-(b).
(a) |Kω2 (ϕ)| ≥ κV (δ).
(b) H0(ϕ) ≤ CDKω2 (ϕ) ≤ C2DH0(ϕ) and Eω(ϕ) < δU/2, where
δU := inf
ω≥ω∗
E
ω(Qω) > 0. (4.2)
Note that the first and the third conditions in (4.1) are to avoid the sign change
of Kω2 respectively around the first excited state and around the ground state, but
we can not avoid the vanishing at 0, namely ‖∇ϕ‖2 → 0 as ω →∞, corresponding
to the case (b). δU > 0 is ensured by (2.84).
Proof. We argue by contradiction. Let (ϕ, ω) = (ϕn, ωn) be a sequence in H
1
r ×
[ω∗,∞) such that as n→∞,
dω(ϕ) ≥ δ, Aω(ϕ) < Aω(Qω) + o(1), (M+ ωH0)(ϕ) > CM , Kω2 (ϕ)→ 0, (4.3)
and that ϕ does not satisfy (b). Combining the above with (2.7), (2.83) and (2.84)
yields
(M +H0/3)(ϕ) < 2A(Q), (4.4)
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for large n, so that we can extract a subsequence such that ω converges to some
̟ ∈ [ω∗,∞] and that ϕ converges to some ϕ∞ weakly in H1r and strongly in L4.
The convergence implies
J
̟(ϕ∞) ≤ J̟(Q̟), K̟2 (ϕ∞) ≤ 0. (4.5)
Apply Lemma 2.1 to ϕ. Lemma 2.3 (1) with (4.4) precludes the case (2.9). Since
(2.10) with Kω2 (ϕ)→ 0 would lead to (b) for large n, we deduce that ϕ is in the case
(2.11), so is the weak limit ϕ∞. Then Lemma 2.3 implies that ϕ∞ = e
iθQ̟ for some
θ ∈ R, and so Aω(ϕ)→ A̟(ϕ∞), which implies that the convergence ϕ→ eiθQ̟ is
strong in H1, contradicting dω(ϕ) ≥ δ. 
4.2. Sign functional. Combining the above Lemmas 3.3 and 4.1, we see that the
sign σ in (3.39) can be given by a functional on two separate open sets in H1r away
from Qω. More precisely, we have
Lemma 4.2. There exist constants δV ∈ (0, δX/2) and εS ∈ (0, εV (δV )) such that
for each ω ≥ ω∗ there exists a unique continuous functional
Sω : {ϕ ∈ H1r (R3) | Aω(ϕ)− Aω(Qω) < min(ε2S, cXdω(ϕ)2)} =: Hˇω → {±1} (4.6)
satisfying (i)–(iii) below. For any ϕ ∈ Hˇω and θ ∈ R,
(i) If CSMH
0(ϕ) ≤ 1 then Sω(ϕ) = +1.
(ii) If dω(ϕ) < 2δV then Sω(ϕ) = signB
ω
1 (ϕ).
(iii) If Aω(ϕ) − Aω(Qω) < εV (dω(ϕ))2 and (M + ωH0)(ϕ) > CM , then Sω(ϕ) =
signKω2 (ϕ).
Moreover, if ϕ ∈ H1r (R3) satisfies Sωjϕ ∈ Hˇωj for some ω0, ω1 ≥ ω∗, then
Sω0(Sω0ϕ) = Sω1(Sω1ϕ). (4.7)
If Aω(ϕ) < Aω(Qω) + ε
2
S and dω(ϕ) > δV , then A
ω(ϕ) − Aω(Qω) < εV (δV )2 <
εV (dω(ϕ))
2. If (M + ωH0)(ϕ) ≤ CM then CSMH0(ϕ) ≤ 1 by Lemma 2.3(2). Hence
(i)-(iii) determine the value of Sω on Hˇω, which is independent of the choice of δV
and εS (because (i) and (iii) are independent). The continuity of Sω simply means
that it is constant on each connected component of Hˇω. The last sentence of lemma
allows us to define a functional independent of ω
S : Hˇ → {±1}, S(ϕ) := Sω(Sωϕ),
Hˇ := {ϕ ∈ H1r (R3) | ∃ω > ω∗, Sωϕ ∈ Hˇω}.
(4.8)
As a sufficient condition for ϕ ∈ Hˇ, using infω>0Aω(Sωϕ) = 2
√
E(ϕ)M(ϕ) and
dω(Sωϕ) ∼ distH1(Sωϕ,Qω) & distH˙1/2(ϕ, {eiθΨ[ω]}θ), (4.9)
we see that there exist 0 < µ, ε, c≪ 1 such that ϕ ∈ H1r (R3) belongs to Hˇ if
M(ϕ) < µ and E(ϕ)M(ϕ) < E0(Q)M(Q) + min(ε2, c distH˙1/2(ϕ,S1)). (4.10)
Notice that σ in the ejection lemma 3.3 is not necessarily equal to Sω(uω(tX)),
but it is so if the solution is well accelerated at the ejection time tX , that is the
case if dω(uω(t0)) ≪ δX . In any case, the sign functional Sω will give the correct
prediction of dynamics after the ejection. It is also worth noting
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Lemma 4.3. S−1ω ({+1}) is uniformly bounded in H1 for ω ≥ ω∗.
Proof. It is obvious in the case (ii) of Lemma 4.2, because Qω is bounded. In
the case (iii), the uniform bound follows from (2.7) and Kω2 (ϕ) ≥ 0. In the case
(i), using (2.36) and that Q attains the best constant in Gagliardo-Nirenberg G .
(MH0)1/2H0, we obtain
G(ϕ) ≤ G(Q)
M(Q)1/2H0(Q)3/2
C
−1/2
S H
0(ϕ) ≤ G(Q)
H0(Q)
H
0(ϕ) =
2
3
H
0(ϕ), (4.11)
where we also used the Pohozaev identity, cf. (2.3). Using (2.83) as well, we obtain
(i) =⇒ Aω(ϕ) = (H0 +M+ ⌈Vω⌋ −G)(ϕ) ≥ 2
9
H
0(ϕ) +
9
10
M(ϕ). (4.12)
Since the cases (i)-(iii) exhaust the region Hˇω as seen above, we conclude that
S−1ω ({+1}) is uniformly bounded. 
Proof of Lemma 4.2. Fix 0 < δV ≪ δX and εS ∈ (0, εV (δV )). To show that Sω is
uniquely, continuously and well defined by (i)-(iii), it suffices to show that (i), (ii)
and (iii) do not contradict in the intersections.
There is no intersection of (i) and (ii) because of (2.36) and (2.84), if δV > 0 is
small enough. Choosing εS small enough and using (4.12), ϕ ∈ Hˇω and (2.84), we
have
(i) =⇒ M(ϕ) < 10
9
(Aω(Qω) + ε
2
S) < 2A(Q). (4.13)
Hence in the intersection of (i) and (iii), Lemma 2.3 (1)-(2) precludes (2.9) and
(2.11), then (2.10) implies Kω2 (ϕ) > 0.
For the intersection of (ii) and (iii), let ϕ ∈ Hˇω satisfy Aω(ϕ) < Aω(Qω) +
εV (dω(ϕ)) and dω(ϕ) < 2δV . Let uω be the solution of (3.2) with uω(0) = ϕ. Since
ϕ satisfies (3.21), the ejection lemma 3.3 is applied to uω, either forward or backward
in time from t = 0. In both cases, there exists tX ∈ R such that dω(uω) ∈ (dω(ϕ), δX)
is monotone between t = 0 and tX , with dω(uω(tX)) = δX . Since dω(ϕ) < 2δV ≪ δX ,
(3.39) implies that σ = signKω2 (uω(tX)) = sign b1(0). Since A
ω(uω) − Aω(Qω) <
εV (dω(ϕ))
2 ≤ εV (uω)2 between t = 0 and tX , the variational lemma 4.1 implies
that signKω2 (uω) also remains unchanged. Note that the case (b) of Lemma 4.1 is
precluded by dω(ϕ) < δV , since it implies E
ω(ϕ) > Eω(Qω)/2 ≥ δU/2 if δV is small
enough. Hence signKω2 (uω) = sign b1(0), so (ii) and (iii) define the same value of Sω
for ϕ. Therefore Sω is well defined and continuous.
To show the invariance with respect to ω, let ϕ ∈ H1r (R3) satisfy Sωjϕ ∈ Hˇωj . Let
u be the solution of (1.1) with u(0) = ϕ and let uj := Sωju. Then u
j(t/ωj) is the
solution of (3.2) with uj(0) = Sωjϕ and ω = ω
j.
Suppose that Sω0(u
0(0)) 6= Sω1(u1(0)) and let I ∋ 0 be the maximal time interval
where uj remains in Hˇωj for both j = 0 and j = 1. The discrepancy of Sω implies
that either u0(t) or u1(t) is in the case (ii) at each t ∈ I, since MH0(Sωϕ) and
Kω2 (Sωϕ) = K2(ϕ) are independent of ω. Suppose that u
0(0) is in the case (ii).
By the ejection lemma as above, u0 exits (ii) into the region (iii) either forward or
backward in time. Meanwhile, u1 must either enter the region (ii) or exit Hˇω1 . Since
the solution does not blow up, exiting Hˇω1 is possible only through the region (ii).
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Since {t ∈ I | (ii)} is open for each solution, we deduce that at some t = t0 ∈ I both
u0 and u1 are in the case (ii).
Decompose uj(t0) around Qωj as before
vj := e−iθ
j
uj(t0)−Qωj ∈ Vωj , bj1 := P ω
j
1 v
j, (4.14)
then dωj (u
j(t0)) ∼ ‖vj‖H1 ∼ |bj1|. Using (4.9), we have
|⊳ logω⊲| ∼ ‖⊳Ψ[ω⊲]‖H˙1/2 .
∑
j=0,1
distH˙1/2(u(t0), {eiθΨ[ωj]}θ)
=
∑
j=0,1
distH˙1/2(u
j(t0),Qωj) . |b01|+ |b11|.
(4.15)
Since vj ∈ Vωj , we have
0 = 〈iv0|Q′ω0〉 = 〈iei⊳θ
⊲
Sω0/ω1(Qω1 + v
1)|Q′ω0〉
= − sin ⊳θ⊲〈Qω1 |Q′ω0〉+O(|⊳ logω⊲|+ ‖v1‖2),
(4.16)
hence |⊳θ⊲| . |⊳ logω⊲|+ ‖v1‖2 . |b01|+ |b11|. Using that iQω, Q′ω ∈ KerP ω1 , we have
b01 = P
ω0
1 [e
i⊳θ⊲Sω0/ω1(Qω1 + v
1)−Qω0 ]
= b11 +O((|⊳θ⊲|+ |⊳ logω⊲|)|b11|+ |⊳θ⊲|2 + |⊳ logω⊲|2).
(4.17)
Then using sign b01 6= sign b11, we obtain
|b01|+ |b11| = |⊳b⊲1| . |⊳θ⊲|2 + |⊳ logω⊲|2 + |b11|2 . (|b01|+ |b11|)2 . δ2V ≪ 1, (4.18)
which is a contradiction, if δV is small enough. Therefore Sω is invariant for ω. 
5. One-pass lemma
Now we are ready to prove the key dynamical property that any solution can not
pass closely by the first excited states more than once. In the proof below in the
region Sω = +1, we will use the results and the arguments in [5], which requires
smallness of M(u), or equivalently largeness of ω. To be precise about it, we have
Lemma 5.1. There is a constant ω⋆ ∈ [ω∗,∞) such that for any ω ≥ ω⋆, every
ϕ ∈ S−1ω ({+1}) satisfies all the small-mass conditions in [5]. Specifically, using the
constants µ∗ in Lemma 2.6 and µp, µ⋆ in [5, Theorems 1.1 and 7.1], we have
M(S−1ω ϕ) < min(µ∗, µp, µ⋆). (5.1)
Proof. Immediate from Lemma 4.3 and M(S−1ω ϕ) = ω
−1/2M(ϕ). 
Lemma 5.2. There is a constant δ∗ ∈ (0,min(δX , c−1/2X εS)] such that if uω is a so-
lution of (3.2) for some ω ≥ ω⋆ on a maximal existence interval (T−, T+), satisfying
dω(uω(t1)) < δ, A
ω(uω) < A
ω(Qω) + cXδ
2, (5.2)
for some δ ∈ (0, δ∗] at some t1 ∈ (T−, T+), then there exists t2 ∈ (t1, T+] such that
dω(uω(t)) < δ for t1 ≤ t < t2 and dω(uω(t)) > δ for t2 < t < T+. If t2 = T+, then
the trapping lemma 3.5 applies to uω.
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The rest of this section is devoted to proving the above lemma. The solution uω
of (3.2) is fixed, so that we can abbreviate d(t) := dω(uω), but all estimates will be
uniform with no dependence on the particular choice of uω.
The last sentence of the lemma is obvious from δ ≤ δ∗ ≤ δX . For a proof of
the rest and main part of the lemma, it suffices to derive a contradiction from the
following: Suppose that for some t− < t+ within (T−, T+),
max
t∈[t−,t+]
d(t) > min
t∈[t−,t+]
d(t) = d(t±) =: δ ∈ (0, δ∗]. (5.3)
Taking δ∗ ≤ c−1/2X εS ensures that uω(t) stays in Hˇω for t ∈ [t−, t+], because
A
ω(uω)− Aω(Qω) < cXδ2 ≤ cXδ2∗ ≤ ε2S. (5.4)
Hence σ := Sω(uω(t)) ∈ {±1} is independent of t ∈ [t−, t+].
Taking δ∗ ≪ δV , decompose the time interval [t−, t+] as follows. Let M be the
set of all minimal points of d : [t−, t+]→ [δ,∞) with the minima less than δV . Then
applying the ejection lemma 3.3 from each t0 ∈ M forward and backward in time,
we obtain a closed interval I(t0) ⊂ [t−, t+] such that d(t)2 is strictly convex on I(t0)
with the unique minimal point t = t0 with d(t) = δX on ∂I(t0) \ {t±}, and
eαω |t−t0|d(t0) ∼ d(t) ∼ σb1(t) ∼ σKω2 (uω(t)) + CK‖ζ(t0)‖H1 (5.5)
on I(t0). The convexity on each I(t0) implies that those intervals are mutually
disjoint. Putting
IH :=
⋃
t0∈M
I(t0), IV := [t−, t+] \ IH , (5.6)
we have d ∈ [δ, δX ] on IH and d ∈ [δV ,∞) on IV . Lemma 2.3 (3) implies that
(M+ωH0)(uω) > CM on [t−, t+], since otherwise H
0(uω(t±)) < H
0(Q)/4 < H0(Qω)/2
contradicts that d(t±) ≤ δ∗ ≪ 1. Then the variational lemma 4.1 implies
t ∈ IV =⇒ σKω2 (uω) ≥ κV (δV ) > 0. (5.7)
Note that the case (b) of Lemma 4.1 is also precluded by the proximity to Qω, which
implies Eω(uω) > E
ω(Qω)/2 ≥ δU/2.
5.1. Blow-up region. For σ = −1, we use a localized virial as in [7, §4.1], [8]
Vm(t) := 〈mφmuω|i∂ruω〉, (5.8)
where φ(r) is a smooth non-decreasing function satisfying
φ(r) =
{
r (r ≤ 1)
3/2 (r ≥ 2), (5.9)
and φm(r) = φ(r/m) for some cut-off radius m > 1 to be chosen shortly. Using the
equation (3.2), we have
˙Vm = 2K
ω
2 (uω)− 〈|∂ruω|2|2f0,m〉+ 〈|uω/r|2|f1,m〉
+ 〈|uω|4|f2,m〉+ 2⌈f0,mS ′∞V ω⌋(uω),
(5.10)
where fj,m(r) := fj(r/m) with
f0 := 1− φr, f1 := −r2∆(∂r/2 + 1/r)φ, f2 := 3/2− (∂r/2 + 1/r)φ. (5.11)
ABOVE THE FIRST EXCITED ENERGY 27
The last term in (5.10) is the only essential difference from the case [7] without the
potential. Since S ′∞V ∈ L2 + L∞0 , for any η > 0 there exists B(η) ∈ [1,∞) and a
decomposition S ′∞V = W2 +W∞ such that
‖W∞‖∞ ≤ η, ‖W2‖2 ≤ B(η), (5.12)
cf. [7, Lemma 2.1]. Let W ωp := ω
−1Wp(ω
−1/2x). Then
|⌈f0,mS ′∞V ω⌋(uω)| ≤ ‖W ω∞‖∞‖uω‖2L2(f0,mdx) + ‖W ω2 ‖2‖f0,m|uω|2‖2
≤ ω−1η‖uω‖2L2(|x|>m) + ω−1/4B(η)‖uω‖2L4(f0,mdx),
(5.13)
where we used that supp f0,m ⊂ {|x| > m} and 0 ≤ f0,m ≤ 1. The last L4 norm is
treated in the same way as [7, (4.14)] by the radial Sobolev for ϕ ∈ H1r (R3)
‖ϕ‖4L4(f0,mdx) ∼
∫ ∞
m
f ′0,m(s)‖ϕ‖4L4(|x|>s)ds
.
∫ ∞
m
f ′0,m(s)s
−2‖ϕ‖3L2(|x|>s)‖ϕr‖L2(|x|>s)ds
≤ m−2‖ϕ‖3L2(|x|>m)
[∫ ∞
m
f ′0,m(s)‖ϕr‖2L2(|x|>s)ds ·
∫ ∞
m
f ′0,m(s)ds
]1/2
∼ m−2‖ϕ‖3L2(|x|>m)‖ϕr‖L2(f0,mdx).
(5.14)
The same estimate applies to the second last term of (5.10), because |f2,m| . f0,m.
The norm ‖∂ruω‖L2(f0,mdx) can be absorbed by the second term on the right of (5.10)
after Young. Using also that ‖uω‖L2(|x|>m) . ‖Qω‖L2 + δ . 1, we obtain
˙Vm + 2K
ω
2 (uω) . ω
−1η +m−2 + (ω−1/4m−1B(η))4/3. (5.15)
Hence, choosing η small and then m large such that
η ≪ ω∗κV (δV ), m≫ max(κV (δV )−1/2, ω−1/4∗ B(η)κV (δV )−3/4), (5.16)
we have ˙Vm ≤ −κV (δV ) < 0 on IV . On each I(t0) in IH , we have
‖uω‖L2(|x|>m) ≤ ‖Qω‖L2(|x|>m) + ‖v‖L2(|x|>m) . m−1 + d(t), (5.17)
and so, using the hyperbolic estimate on Kω2 in Lemma 3.3 as well,
[σVm]∂I(t0) =
∫
I(t0)
σ ˙Vmdt &
∫
I(t0)
(eαω |t−t0| − 2CK)d(t0)−O(m−2)dt
& δX − Cm−2 log(δX/δ).
(5.18)
On the other hand, d(t) = δ at t = t± and ‖xQω‖2 + ‖x∇Qω‖2 . 1 imply
|[Vm]t+t− | . δ +mδ2. (5.19)
We can choose m = 1/δ satisfying (5.16) if δ∗ is so small that
δ∗ ≤ C−1κV (δV )1/2min(1, (ω∗κV (δV ))1/4B(Cω∗κV (δV ))−1) (5.20)
for some large constant C ∈ (1,∞). Then we have
|[Vm]t+t− | . δ ≪ δX .
∫ t+
t−
σ ˙Vmdt, (5.21)
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which is a contradiction. Therefore (5.3) is impossible in the case σ = −1.
5.2. Scattering region. For σ = +1, we could argue as in [7], which would how-
ever suffer from the loss of sign in the localized virial due to the potential or the
ground states, which happens as the solution is expected to be very dispersed in
the variational time IV . Specifically, the argument would fail at [7, (4.31)]. Then
one option to overcome it would be to estimate possible dispersion and propaga-
tion along any returning orbit so that we can find an appropriate cut-off radius m.
Instead of that, we rely on the minimal contradiction argument of Kenig-Merle [4]
using the profile decomposition in [5], to show that there is a positive lower bound
on δ for which the return path (5.3) can exist.
Let ωn ≥ ω⋆ be a sequence such that ωn → ̟ ∈ [ω⋆,∞] and let u˜n be a sequence
of solutions to the rescaled equation (3.2) with ω = ωn and (5.3) at some t±,n with
δX ≫ δ = δn → 0, Sωn(u˜n(t±,n)) = +1. (5.22)
After appropriate translation of each u˜n in time, there exist sequences R˜n < 0 <
S˜n < T˜n such that, abbreviating dn(t) := dωn(u˜n(t)) and αn := αωn ,
dn(R˜n) = δn = dn(T˜n), dn(0) = δX = dn(S˜n),
R˜n ≤ t ≤ 0 =⇒ dn(t) ∼ eαntδX ,
R˜n < t < T˜n =⇒ dn(t) > δn,
S˜n ≤ t ≤ T˜n =⇒ dn(t) ∼ e−αn(t−S˜n)δX .
(5.23)
Since u˜n stays in Hˇωn with Sωn = +1, by Lemma 4.3 it is uniformly bounded in H1
on [R˜n, T˜n]. Let un := S
−1
ωn u˜n(ωnt) be the sequence of unscaled solutions, and
(Rn, Sn, Tn) := ω
−1
n (R˜n, S˜n, T˜n). (5.24)
Since ωn ≥ ω⋆, Lemma 5.1 allows us to apply the arguments in [5] to un. Using the
coordinate around the ground solitons as in [5, (4.9)], we can decompose
un(t) = Φ[zn(t)] + ηn(t) = Φ[zn(t)] +R[zn(t)]ξn(t) (5.25)
such that ηn(t) ∈ Hc[zn(t)] and ξn(t) ∈ Pc(H1r ) for t ∈ [Rn, Tn], where
Hc[z] := {ϕ ∈ H1r | 0 = 〈iϕ|∂zΦ[z]〉 = 〈iϕ|∂zΦ[z]〉}, R[z] = (Pc|Hc[z])−1. (5.26)
Let C6 > 0 be the best constant such that infθ ‖eiθQω−ϕ‖6 ≤ C6dω(ϕ) holds for all
ω ≥ ω∗ and ϕ ∈ H1r , and let
δW := inf{‖eiθQω − SωΦ[z]‖6/C6 | ω ≥ ω∗, θ ∈ R, z ∈ Z∗}. (5.27)
Then δW > 0 because both {eiθQω}ω≥ω∗,θ∈R and {SωΦ[z]}z∈Z∗ are precompact in H1
and the normand is never 0 even on their closures. Hence for large n, there exists
S˜ ′n ∈ [S˜n, T˜n] such that dn(S˜ ′n) = min(δX , δW/2). Then using the scale invariance of
st = L4tL
6, we obtain
‖ξn‖st(Sn,Tn) ∼ ‖ηn‖st(Sn,Tn) ≥ ‖u˜n − SωnΦ[zn(t/ωn)]‖st(S˜′n,T˜n)
≥ C6|T˜n − S˜ ′n|1/4(δW − dn(S˜ ′n))
∼ C6δW log1/4(δW/δn)→∞ (n→∞),
(5.28)
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because of the exponential behavior on [Sn, Tn] in (5.23). Similarly we have R˜n .
− log(δX/δn) → −∞ and T˜n & log(δX/δn) → ∞. Since u˜n are uniformly bounded
in C([R˜n, T˜n];H
1
r ), a standard weak compactness argument implies that, passing to
a subsequence, u˜n converges to some u˜∞ in C(R; w-H
1
r ) ∩ L∞(R;H1), which solves
the limit equation, that is (3.2) with ω = ̟ <∞ or (1.9) if ̟ =∞.
The weak convergence implies E̟(u˜∞) ≤ E̟(Q̟) and M(u˜∞) ≤ M(Q), as well
as d̟(u˜∞(t)) . e
α̟tδX for all t < 0, hence by the conservation law
(M,E̟)(u˜∞) = (M,E
̟)(Q̟). (5.29)
Therefore the convergence u˜n → u˜∞ is strong in H1, locally uniformly in t.
5.2.1. The case of bounded time frequency ̟ < ∞. In this case, the above strong
convergence is translated to that of un to u∞(t) := S
−1
̟ u˜∞(̟t). Apply the profile
decomposition in [5, §5–7] to ξn on [0, Tn]. Then the strong convergence of un(0)
implies that there is only one nonlinear profile, which is the strong limit at t = 0,
and the remainder is strongly vanishing in H1. Hence [5, Theorem 7.2] and (5.28)
imply that u∞ does not scatter to Φ as t→∞.
Then the main result of [5] below S1 together with (5.29) implies that u∞ is a
minimal non-scattering solution, so the argument in [5, §8] implies that u∞(0,∞) ⊂
H1 is precompact. Since
d∞(t) := d̟(u˜∞(t)) (5.30)
is exponentially decaying as t→ −∞, the trapping lemma 3.5 implies that u˜∞(t) =
ei(a−t)Q̟+o(1) inH
1 as t→ −∞ for some a ∈ R. In particular, the entire trajectory
u˜∞(R) is precompact in H
1.
Now we use another localized virial identity as in [7, §4.2]
Vm := 〈ψmu˜∞|iS ′2u˜∞〉,
˙Vm = 2K
̟
2 (ψmu˜∞) + 〈|u˜∞/m|2|f3,m〉 − 〈|u˜∞|4|f4,m〉
− 2m−1⌈rS ′∞V ̟⌋(ψmu˜∞),
(5.31)
where ψm(r) = ψ(r/m) and fj,m(r) = fj(r/m) as before, with
ψ := (1 + r)−1, f3 := (1 + r)
−4, f4 := (1 + r)
−4r(r2 + 7r/2 + 4). (5.32)
The last term in (5.31) is bounded by
|m−1⌈rS ′∞V ̟⌋(ψmu˜∞)| . ⌈min(r/m,m/r)|S ′∞V ̟|⌋(u˜∞). (5.33)
Combining the precompactness with the above estimate, as well as the decay of f3,m
and f4,m, yields some m ≥ 1 such that for all t ∈ R
| ˙Vm − 2K̟2 (u˜∞)| ≪ κV (δV ). (5.34)
Let 0 < δ ≪ min(1/m, δV ), d∞(t−) = δ with t− < 0 and
t+ := inf{t > t− | d∞(t) ≤ δ}, (5.35)
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then t+ > t− because ∂td∞(t−) > 0 by the ejection lemma 3.3. Suppose that t+ <∞
for contradiction. Decompose [t−, t+] = IH ∪ IV as in (5.6). Using the exponential
decay of Q̟, we have on each I(t0)
˙Vm = 2K
̟
2 (u˜∞) +O(m
−1 + d2∞) & (e
α̟ |t−t0| − 2CK)d∞(t0)− O(m−1), (5.36)
and so
[Vm]∂I(t0) & δX − Cm−1 log(δX/δ) ≥ δX(1− δ/δX log(δX/δ)) > δX/2. (5.37)
On the other hand, (5.7) and (5.34) imply that ˙Vm ≥ κV (δV ) > 0 on IV . Hence
δX . [Vm]
t+
t− . δ +mδ
2 . δ ≪ δX , (5.38)
leading to a contradiction. Therefore t+ =∞, which implies however that Vm →∞
as t → ∞ by the above argument on [t−,∞), contradicting the precompactness of
u˜∞(R). Thus we have precluded the case ̟ <∞.
5.2.2. The concentrating case ̟ =∞. In this case, we have Q̟ = Q, and the limit
u˜∞ is a global solution of (1.9) exponentially convergent to {eiθQ}θ as t → −∞.
Then the classification by [1] implies that u˜∞ is, modulo time translation, either
the soliton e−itQ itself or the unique solution w+ which is exponentially converging
to e−itQ as t → −∞ and scattering to 0 as t → +∞. The strong convergence at
t = 0 implies d∞(u˜∞(0)) = δX > 0, precluding the soliton case. Hence u˜∞ = w+.
If S˜n converges to some finite S˜∞ < ∞ along a subsequence, then d∞(u˜∞(t)) .
e−α(t−S˜∞)δX for t ≥ S˜∞, contradicting the scattering to 0 of u˜∞ as t → ∞. Hence
S˜n →∞.
The scattering to 0 implies that for any ν > 0 there exists τ˜ > 0 such that
‖e−i(t−τ˜ )∆u˜∞(τ˜)‖st(τ˜ ,∞) ≤ ν. (5.39)
Then, putting τn := ω
−1
n τ˜ and using u˜n(τ˜ )→ u˜∞(τ˜) in H1, we obtain
‖e−i(t−τn)∆un(τn)‖st(τn,∞) = ‖e−i(t−τ˜)∆u˜n(τ˜ )‖st(τ˜ ,∞)
= ‖e−i(t−τ˜)∆u˜∞(τ˜)‖st(τ˜ ,∞) + o(1) < 2ν
(5.40)
for large n. We also have uniform bounds
‖un(τn)‖Hθ . ω(θ−1/2)/2n ‖u˜n(τ˜)‖Hθ . ω(θ−1/2)/2n (5.41)
for 0 ≤ θ ≤ 1, hence in particular,
|zn(τn)| . ‖un(τn)‖2 . ω−1/4n . (5.42)
Let ξ0n := e
−i(t−τn)∆ξn(τn). Using
ξn(τn) = Pc(un(τn)− Φ[zn(τn)]), (5.43)
and
|(φ0|un(τn)− Φ[zn(τn)])| . ‖un(τn)‖2 + |zn(τn)| . ω−1/4n , (5.44)
we have by the free Strichartz estimate,
‖ξ0n‖st(τn,∞) ≤ ‖e−i(t−τn)∆un(τn)‖st(τn,∞) + Cω−1/4n < 3ν,
‖ξ0n‖L4tL3(τn,∞) . ‖ξn(τn)‖2 . ω−1/4n ≪ ν,
(5.45)
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for large n. Let ξ1n be the linearized solution with the same initial data, namely
(i∂t +H −B[zn])ξ1n = 0, ξ1n(τn) = ξn(τn) ∈ Pc(H1r ), (5.46)
where B[z] is the R-linear operator defined by
B[z]ϕ = Pc{2|Φ[z]|2R[z]ϕ + Φ[z]2R[z]ϕ}. (5.47)
Then we have
(i∂t +H −B[zn])Pc⊳ξ⊲n = −PcV ξ0n +B[zn]Pcξ0n, ⊳ξ⊲n(τn) = 0. (5.48)
Applying the non-admissible Strichartz [7, (4.41)] to (5.48), we obtain
‖Pc⊳ξ⊲n‖st(τn,∞) . ‖V ξ0n −B[zn]Pcξ0n‖L4tL6/5(τn,∞)
. [‖V ‖L2 + |zn|] ‖ξ0n‖L4tL3(τn,∞) ≪ ν.
(5.49)
Adding it to (5.45), and using ξ1n = Pcξ
1
n, we obtain
‖ξ1n‖st(τn,∞) < 4ν (5.50)
for large n. Hence, taking ν > 0 small, and using (5.41) as well, we deduce from the
small data scattering [5, Lemma 6.2] that un scatters to Φ as t→∞ with a uniform
bound for large n
‖ξn‖st(τn,∞) . ν. (5.51)
Since S˜n → ∞ implies τn < Sn for large n, the above bound contradicts (5.28).
Therefore ̟ = ∞ is also impossible, which means that there can not exist such a
sequence of solutions u˜n in (5.23). Thus we finish the proof of Lemma 5.2. 
Remark 5.3. The additional assumption V ∈ L2(R3) is needed only in the above
estimate (5.49) and similarly in (6.39). It could be replaced with the following
statement: For any bounded sequence ϕn in H˙
1/2(R3), we have
‖e−it∆ϕn‖st(0,∞) + ‖ϕn‖2 → 0 =⇒ ‖e−itHPcϕn‖st(0,∞) → 0, (5.52)
V ∈ L2(R3) is a sufficient condition, as shown above by the Strichartz perturbation,
but the latter does not work if we merely assume V ∈ L2 + L∞0 .
6. Dynamics away from the excited states
The one-pass lemma 5.2 ensures that if a solution of the rescaled NLS (3.2) leaves
the small neighborhood of Qω, then it never returns. In this section, we investigate
behavior of such solutions uω staying away from Qω, after some time or for all time.
More precisely, let uω be any solution of (3.2) for some ω ≥ ω⋆ satisfying
A
ω(uω) ≤ Aω(Qω) + cXδ2∗ , inf
0≤t<T+
dω(uω(t)) ≥ δ∗, (6.1)
where T+ ∈ (0,∞] is the maximal existence time of uω. Thanks to (5.4), we have
the same decomposition of [0, T+) = IH ∪ IV as in (5.6) with δ = δ∗, and the sign
σ := Sω(uω(t)) ∈ {±1} remains constant for t ∈ [0, T+), which distinguishes the
scattering and the blow-up cases.
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6.1. Blow-up region. In the case σ = −1, the solution blows up.
Lemma 6.1. For every ω ≥ ω∗ and every solution uω of (3.2) satisfying
A
ω(uω) ≤ Aω(Qω) + cXδ2∗, inf
0≤t<T+
dω(uω(t)) ≥ δ∗, Sω(uω(0)) = −1, (6.2)
where T+ is the maximal existence time, blows up in finite time, namely T+ <∞.
Using the localized virial estimate in Section 5.1, the proof is essentially the same
as [7, §4.1] in the case without the potential, because the region Sω = −1 is away
from the ground states, where Kω2 degenerates. The detail is omitted.
Also note that ω ≥ ω∗ is enough in this region, since the profile decomposition in
[5] is not needed. In fact, the region of uω(0) in the above lemma is unbounded in
L2(R3), though it is not essentially new compared with [5], since those initial data
with large L2 need very negative energy E to satisfy (6.2), for which proving the
blow-up is easier.
6.2. Scattering region. In the case σ = +1, uω scatters to Φ as t → ∞. The
global existence is immediate from the H1 bound of Lemma 4.3, so the main part is
to prove the scattering. As in [7], it is done by using the profile decomposition. In
the same way as in the previous section, we need to distinguish between the case of
bounded ω and the case of ω →∞.
For each ω ≥ ω⋆ and A ≤ cXδ2∗, let FSω(A) be the set of all the solutions u of
(1.1) global in t > 0 satisfying
A
ω(uω) ≤ Aω(Qω) + A, inf
t≥0
dω(uω(t)) ≥ δ∗, (6.3)
where uω(t) := Sωu(t/ω) is the rescaled solution of (3.2). In the original scale, the
first condition is equivalent to, putting µ := M(Ψ[ω]),
Aω(u) ≤ E1(µ) + ωµ+ ω1/2A = ω1/2(A(Q) + A +O(ω−1/4)). (6.4)
Now we look for a minimal solution in FSω(A)\S. Note that (6.3) with A ≤ cXδ2∗
implies that uω = Sωu(t/ω) stays in Hˇω for all t ≥ 0, and the case S = −1 is
precluded by the blow-up Lemma 6.1. Hence Lemma 5.1 with ω ≥ ω⋆ allows us to
apply the arguments in [5] to any solution u in FSω(A). Using the decomposition
u(t) = Φ[z(t)] +R[z(t)]ξ(t) of [5, Lemma 4.1], let
STω(A) := sup
u∈FSω(A)
‖ξ‖st(0,∞),
A∗ω := sup{A < cXδ2∗ | STω(A) <∞}, A∗ := inf
ω≥ω⋆
A∗ω.
(6.5)
Since the region {(µ, e) ∈ R2 | e + ωµ < Aω(Ψ[ω])} is tangent from below to the
graph e = E1(µ) at µ = M(Ψ[ω]) because of E
′′
1 > 0, the region A
ω(uω) < A
ω(Qω)
for ω ≥ ω⋆ is covered by the scattering below S1 in [5]. Hence
A∗ω ≥ 0 (6.6)
for each ω ≥ ω⋆. Now suppose for contradiction that
A∗ ≪ cXδ2∗ . (6.7)
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Then there exist sequences ωn ≥ ω⋆, An > 0, and un ∈ FSωn(An) such that
ωn → ̟ ∈ [ω⋆,∞], cXδ2∗ > An → A∗,
un(t) = Φ[zn(t)] +R[zn(t)]ξn(t), ‖ξn‖st(0,∞) →∞.
(6.8)
Let
u˜n(t) := Sωnun(t/ωn) (6.9)
Since Sωn(u˜n) = +1, Lemma 4.3 implies that u˜n(t) is uniformly bounded in H
1. By
Lemmas 3.3 and 5.2, we may additionally impose, after translation in time,
dωn(u˜n(0)) ≥ δX , (6.10)
since if it cannot be achieved by translation, then the trapping lemma 3.5 applies
to u˜n, contradicting un ∈ FSωn(An) with An < cXδ2∗.
6.2.1. The case ̟ < ∞. Apply the nonlinear profile decomposition of [5] to the
sequence of solutions un on the time interval [0,∞). Here the procedure is outlined
for the sake of notation. Let (after extracting a subsequence)
ξLn =
∑
0≤j<J
λjn + γ
J
n (6.11)
be the linearized profile decomposition of [5, Lemma 5.3], where ξLn , λ
j
n and γ
J
n solve
the same linearized equation
(i∂t +H − B[zn])ξ = 0, (6.12)
with the initial conditions ξLn (0) = ξn(0) and λ
j
n(s
j
n) = w- lim
m→∞
ξLm(s
j
m) for some
time sequences sjn ∈ [0,∞) satisfying s0n = 0 and sjn − skn → ±∞ as n → ∞ for
0 ≤ j < k < J . After fixing J large enough, let Λjn be the nonlinear profiles, defined
by the weak limit
ξj∞(t) = w- lim
n→∞
ξn(t+ s
j
n), Λ
j
n := ξ
j
∞(t− sjn), (6.13)
after passing to a further subsequence if necessary. Then by [5, Theorem 7.2], there
exists at least one nonlinear profile which does not scatter as t→∞, since otherwise
‖ξn‖st(0,∞) would be bounded. Let ξl∞ be a nonlinear profile with ‖ξl∞‖st(0,∞) = ∞
which is minimal in the sense that if sjn − sln → −∞ then the nonlinear profile ξj∞
scatters as t→∞. Let µ∞ := M(Ψ[̟]),
ul∞(t) := w- lim
n→∞
un(t+ s
l
n), u˜
l
∞(t) := S̟u
l
∞(t/̟). (6.14)
Then u˜l∞ is a solution of (3.2) with ω = ̟, and the weak convergence un(s
l
n) ⇀
ul∞(0) in H
1
r implies
A
̟(u˜l∞) ≤ lim inf
n→∞
A
ωn(u˜n) = A
̟(Q̟) + A
∗. (6.15)
Suppose that d̟(u˜
l
∞(τ))≪ δ∗ at some τ ∈ R (τ ≥ 0 if l = 0), and put
tn := ωn(s
l
n +̟
−1τ), ϕn := u˜n(tn)− u˜l∞(τ), (6.16)
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then ϕn → 0 weakly in H1r . Since dωn(u˜n(tn)) & δ∗ ≫ d̟(u˜l∞(τ)), we deduce
‖ϕn‖H1 & δ∗, then (6.15) with the weak convergence implies
A
̟(Q̟) + A
∗ ≥ A̟(u˜l∞) + lim
n→∞
‖ϕn‖2H1/2 ≥ A̟(Q̟) + cδ2∗, (6.17)
for some constant c > 0, contradicting A∗ ≪ δ2∗.
Therefore δ∗ . d̟(u˜
l
∞(t)) at all t, and by Lemma 3.5, some translate of u˜
l
∞ in t
belongs to FS̟(A
∗). Since ‖ξl∞‖st(0,∞) =∞, the definition of A∗ implies that (6.15)
must be equality, hence un(s
l
n) → ul∞(0) strongly in H1, thus we have obtained a
minimal element u(t) := ul∞(t+ T ) for some T ≥ 0, satisfying
u = Φ[z] +R[z]ξ ∈ FS̟(A∗), ‖ξ‖st(0,∞) =∞. (6.18)
Next we prove that for such a critical element u ∈ FSω(A∗) with ‖ξ‖st(0,∞) = ∞,
the orbit {u(t) | t ≥ 0} is precompact in H1r . For any sequence tn → ∞, the same
argument as above applies to the sequence of solutions un := u(t + tn) on [−tn, 0]
and on [0,∞), because ‖ξ‖st(0,tn) → ∞ and ‖ξ‖st(tn,∞) = ∞ as n → ∞. Consider
the profile decomposition with the first nonlinear profile
ξ0∞(t) = w- lim
n→∞
ξn(t) = w- lim
n→∞
ξ(t+ tn), (6.19)
after extracting a subsequence. Let u0∞ be the weak limit of un(t) = u(t+ tn).
If ξ0∞ is not scattering as t→∞, then it is a non-scattering profile on [0,∞), and
the minimality as above implies strong convergence of un(0) = u(tn) in H
1. If ξ0∞
is not scattering as t → −∞, then the same argument for t < 0 implies the same
strong convergence.
Suppose that ξ0∞ is scattering both as t → ±∞. The scattering implies that
A̟(u
0
∞) ≥ 0, because AΩ[z](Φ[z]) > 0 for z ∈ Z∗, which follows from
∂ωAω(Φω) = 〈A′ω(Φω)|Φ′ω〉+M(Φω) = M(Φω) > 0, (6.20)
where Φω := Φ[Ω|−1[0,z∗)(ω)] is the unique positive radial solution of (2.4).
Moreover, there are non-scattering profiles in t > 0 and in t < 0. More precisely,
there is a profile ξl0∞ with s
l0
n →∞ and ‖ξl0∞‖st(0,∞) =∞, and another profile ξl1∞ with
−tn < sl1n → −∞ and ‖ξl1∞‖st(−∞,0) =∞, both satisfying ξlj∞(−sljn ) = λljn (0) + o(1) in
H1. The last two properties, together with the scattering below the excited states
(cf. the argument for (6.6)), imply that, as n→∞,
(̟−1/2H0 +̟1/2M)(λljn (0)) = ̟
−1/2
A̟(u
lj
∞) + o(1) ≥ A̟(Q̟) + o(1). (6.21)
Then the asymptotic orthogonality [5, (7.12)] of the mass-energy implies
A
̟(Q̟) + A
∗ = A̟(u̟) = (̟
−1/2
E+̟1/2M)(u)
≥ ̟−1/2A̟(u0∞) +
∑
j=0,1
(̟−1/2H0 +̟1/2M)(λljn (0)) + o(1)
≥ 2A̟(Q̟) + o(1),
(6.22)
which is a contradiction because A̟(Q̟) ∼ 1≫ A∗.
Therefore u(tn) = un(0) should be strongly convergent (along a subsequence),
which means that {u(t)}t≥0 is precompact. Then the same virial argument as in
Section 5.2.1 leads to a contradiction, so the case ̟ <∞ is precluded. Note that in
using the variational lemma 4.1, we can eliminate the cases (M + ωH0)(uω) ≤ CM
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and (b) using the scattering by Lemma 2.3 (3) and by [5] respectively (instead of
using the proximity to Qω as in Section 5.2.1).
6.2.2. The case ̟ =∞. In this case, we apply the profile decomposition of the NLS
without potential to the rescaled radiation. Decompose un = Φ[zn] + ηn and rescale
by Sn := Sωn , naming
z˜n(t) := zn(t/ωn), Vn := V
ωn , η˜n := Snηn(t/ωn), Φ˜n := SnΦ[z˜n]. (6.23)
The soliton component is uniformly tending to 0 as
|z˜n(t)| . ‖un(t/ωn)‖2 = ω−1/4n ‖u˜n(t)‖2 . ω−1/4n . (6.24)
The equation for η˜n can be written as
eqn(η˜n) = 2|Φ˜n|2η˜n + Φ˜2nη˜n + 2Φ˜n|η˜n|2 + Φ˜nη˜2n
−
∑
j=1,2
iω−1n Sn∂jΦ[z˜n]N j(z˜n, S
−1
n η˜n),
(6.25)
where
eqn(u) := (i∂t −∆+ Vn)u− |u|2u,
N(z, η) := 2Φ[z]|η|2 + Φ[z]η2 + |η|2η,
N j(z, η) =
∑
k=1,2
M−1j,k (z, η)〈N(z, η)|∂kΦ[z]〉,
Mj,k(z, η) = 〈i∂jΦ[z]|∂kΦ[z]〉 − 〈iη|∂j∂kΦ[z]〉,
(6.26)
and ∂jΦ[z] denotes the partial derivative in (z1, z2) of z = z1 + iz2. Apply the free
profile decomposition to η˜n(0) on the time interval [0,∞) (see, e.g., [3, Lemma 5.2]
or [7, Proposition A.2]):
e−it∆η˜n(0) =
∑
0≤j<J
e−i(t−s
j
n)∆λj + γJn(t), (6.27)
where the sequences of times sjn ∈ [0,∞) satisfy
s0n ≡ 0, sjn − skn → ±∞ (0 ≤ j < k < J) (6.28)
as n→∞, and the linear profiles λj ∈ H1r are defined by the weak limit
λj = w- lim
n→∞
e−is
j
n∆η˜n(0), (6.29)
while the linear remainder γJn ∈ C(R;H1r ) defined by (6.27) satisfies
lim
J→J∗
lim sup
n→∞
‖γJn‖[L∞t L4,Stz1]θ(0,∞) = 0 (6.30)
for some J∗ ∈ N ∪ {∞} and for all θ ∈ [0, 1), besides the weak vanishing
w- lim
n→∞
γJn(s
j
n) = 0, (6.31)
which follows from (6.29).
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Let Λj be the nonlinear profile associated with λj, and let ΓJn be the nonlinear
remainder associated with γJn . More precisely, both Λ
j and ΓJn are solutions of (1.9)
such that
Λ0(0) = λ0, lim
t→−∞
‖Λj(t)− e−it∆λj‖H1 = 0 (j ≥ 1), ΓJn(0) = γJn(0). (6.32)
The small data scattering for (1.9) with (6.30) implies that if J is close enough to
J∗, then ΓJn for large n is scattering as t→∞ and small in [L∞t L4, Stz1]θ(0,∞). In
particular, it is small in the weaker norm
X := L16t L
24/7 ∩ L4tL6 ⊃ Stz1/2, (6.33)
which is scaling invariant. Fix such J < J∗ for the rest of proof.
Suppose that all the nonlinear profiles Λj (0 ≤ j < J) are scattering as t → ∞,
or equivalently Λj ∈ Stz1(0,∞). Then
ηˇJn :=
∑
0≤j<J
Λjn + Γ
J
n, Λ
j
n := Λ
j(t+ sjn), (6.34)
is an approximate sequence for η˜n in X(0,∞). This claim is based on the long-time
perturbation argument together with error estimates on eqn(η˜n) and eqn(ηˇ
J
n). Note
that Vn in eqn is negligible when acting on the given approximate ηˇ
J
n , but not on η˜n
enough to get a closed estimate. eqn(η˜n) and eqn(ηˇ
J
n) are estimated in the norm
Y := L4tL
6/5 + L
8/3
t L
4/3 (6.35)
which is a non-admissible dual Strichartz norm, such that we have∥∥∥∥∫ t
0
ei(t−s)(−∆+Vn)Pnf(s)ds
∥∥∥∥
X
. ‖f‖Y , (6.36)
by rescaling [5, Lemma 4.4], where Pn is the rescaled projection
Pn := SnPcS
−1
n . (6.37)
By the same argument as in [5, (7.14)], we deduce from (6.31) that
lim
n→∞
‖ΓJn‖st(|t−sjn|<τ) = 0 (6.38)
for any τ ∈ (0,∞) and any 0 ≤ j < J . Combining this, uniform bounds on Λj
and ΓJn in Stz
1 ⊂ X ∩ L4tL3, the fact that the nonlinear part of eqn(ηˇJn) is a linear
combination of products of three from {Λjn,ΓJn}j except the cubic power of each
function, and Ho¨lder estimates
‖fgh‖
L
8/3
t L
4/3 ≤ ‖f‖L16t L24/7‖g‖L16t L24/7‖h‖L4tL6 ,
‖Vnf‖L4tL6/5 ≤ ‖Vn‖L2‖f‖L4tL3 . ω−1/4n ‖f‖L4tL3,
(6.39)
using V ∈ L2, we obtain
lim
n→∞
‖eqn(ηˇJn)‖Y (0,∞) = 0. (6.40)
For η˜n, the scaling implies
‖Φ˜n‖L∞t L3 = ‖Φn‖L∞t L3 ∼ ‖zn‖L∞t . ω−1/4n , (6.41)
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hence by Ho¨lder
‖(Φ˜n)2η˜n‖L4tL6/5 ≤ ‖Φ˜n‖2L∞t L3‖η˜n‖L4tL6 . ω−1/2n ‖η˜n‖X ,
‖Φ˜n(η˜n)2‖L8/3t L4/3 ≤ ‖Φ˜n‖L∞t L3‖η˜n‖
3/2
L4tL
6‖η˜n‖1/2L∞t L3 . ω
−1/4
n ‖η˜n‖3/2X .
(6.42)
Similarly we have, using ‖∂jΦ[z]‖L4/3 . 1,
‖ω−1n Sn∂jΦ[z˜n]N j(z˜n, η′n)‖L8/3t L4/3 = ‖∂jΦ[zn]N j(zn, ηn)‖L8/3t L4/3
. ‖∂jΦ[zn]‖L∞t L4/3‖|Φ[zn]|+ |ηn|‖L∞t L2‖ηn‖
3/2
L4tL
6‖ηn‖1/2L∞t L3
. ω−1/4n ‖η˜n‖3/2L4tL6‖η˜n‖
1/2
L∞t L
3 .
(6.43)
Summing these estimates yields
‖eqn(η˜n)‖Y (0,∞) . ω−1/2n ‖η˜n‖X + ω−1/4n ‖η˜n‖3/2X . (6.44)
Using the above estimates, and that ‖ηˇJn‖X(0,∞) is bounded by the assumption,
we see that the error eJn := η˜n − ηˇJn satisfies
‖(i∂t −∆+ Vn)eJn‖Y (I)
≤ ‖|η˜n|2η˜n − |ηˇJn |2ηˇJn‖Y (I) + ‖eqn(η˜n)‖Y (I) + ‖eqn(ηˇJn)‖Y (I)
. [‖ηˇJn‖X(I) + ‖eJn‖X(I) + o(1)]2‖eJn‖X(I) + o(1),
(6.45)
where o(1) → 0 as n → ∞, uniformly on any interval I ⊂ (0,∞). The global
Strichartz estimate works only on the continuous spectrum part Pne
J
n, but the other
part is under control, because
eJn = η˜n − ηˇJn = RnPneJn + (I −RnPn)ηˇJn , (6.46)
where Rn := SnR[z˜n]S
−1
n , and so 1−RnPn = Sn{1− R[z˜n]Pc}S−1n , while
1−R[z]Pc = φ0β[z] (6.47)
for some R-linear operator β[z] : (L1 + L∞)(R3) → C, which is bounded uniformly
for z. Hence
‖[1− RnPn]ηˇJn‖L∞t L3 . ‖Snφ0‖L3‖S−1n ηˇJn‖L∞t L2 . ω−1/4n ‖ηˇJn‖L∞t L2 = o(1),
‖[1− RnPn]ηˇJn‖L4tL6 . ‖Snφ0‖L6‖S−1n ηˇJn‖L4tL3 . ω−1/4n ‖ηˇJn‖L4tL3 = o(1),
(6.48)
using uniform bounds of ηˇJn in Stz
0 ⊂ L∞t L2 ∩ L4tL3. Since L∞t L3 ∩L4tL6 on the left
is stronger than X , and Rn(t) is uniformly bounded on any L
p(R3), we deduce that
‖eJn‖X(I) . ‖PneJn‖X(I) + o(1), (6.49)
as n→∞ uniformly on any interval I ⊂ (0,∞). For a Gronwall-type argument by
the non-admissible Strichartz, it is convenient to introduce the following norm
∀ϕ ∈ H1(R3), ‖ϕ‖Wn := ‖eit(−∆+Vn)ϕ‖X(0,∞). (6.50)
Let (a, b) ⊂ (0,∞) such that ‖ηˇJn‖X(a,b) ≪ 1. Then by (6.36), (6.45) and (6.49)
‖PneJn‖X(a,b)
‖PneJn(b)‖Wn
}
≤ ‖PneJn(a)‖Wn + C‖(i∂t −∆+ Vn)en‖Y (a,b),
‖(i∂t −∆+ Vn)en‖Y (a,b) ≪ ‖eJn‖X(a,b) + o(1) . ‖PneJn‖X(a,b) + o(1),
(6.51)
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where the last term is absorbed by the first, and thus we obtain
max(‖PneJn(b)‖Wn, ‖PneJn‖X(a,b)) ≤ 2‖PneJn(a)‖Wn + o(1). (6.52)
Since ηˇJn is bounded in X(0,∞), we can decompose (0,∞) into intervals I of a
number N independent of n on which the above smallness in X(I) is valid. Then
iterating the above estimate on those intervals, and summing them up, we obtain
‖PneJn‖X(0,∞) ≤ 2N+1‖PneJn(0)‖Wn + o(1) . ‖eJn(0)‖H1 + o(1) = o(1). (6.53)
Since it also implies ‖(i∂t − ∆ + V ω)eJn‖Y (0,∞) → 0, the standard Strichartz with
Ho¨lder in t implies that ‖eJn‖L∞t L2(I) → 0 on any bounded interval I. Then by
interpolation with the H1 bound, the convergence holds also in L∞t H
s(I) for all
s < 1. Thus we have proven that if all the nonlinear profiles Λj scatter then for any
s < 1 and T <∞,
lim
n→∞
‖η˜n − ηˇJn‖X(0,∞)∩L∞t Hs(0,T ) = 0, sup
n∈N
‖ηˇJn‖X(0,∞) <∞, (6.54)
which contradicts that ‖η˜n‖X(0,∞) = ‖ηn‖X(0,∞) ∼ ‖ξn‖X(0,∞) → ∞. Therefore,
at least one profile Λj does not scatter. The definition (6.32) implies A(Λj) =
1
2
‖λj‖2H1 ≥ 0 for j ≥ 1, then using the asymptotic orthogonality at t = 0, we have
A(η˜n(0)) = A(Λ
0) +
∑
1≤j<J
1
2
‖λj‖2H1 +
1
2
‖γJn‖2H1 + o(1)
=
∑
0≤j<J
A(Λj) + A(ΓJn) + o(1)
(6.55)
as n → ∞. We also have E0(Λ0) ≥ 0, since otherwise Λ0 blows up in t > 0,
contradicting that Λ0 = w- lim
n→∞
η˜n is bounded in H
1 on t ≥ 0.
Since M(u˜n) = M(Φ˜[zn]) + M(η˜n), ‖Φ˜n‖H˙1 . ω−1/2n and |⌈Vn⌋(u˜n)| . ω−1/4n by
(2.6), we have
A(η˜n(0)) ≤ A(η˜n(0)) +M(Φ˜n(0)) = Aωn(u˜n) + o(1) ≤ A(Q) + A∗ + o(1) (6.56)
as n → ∞. Since A∗ ≪ A(Q), we deduce that at most one profile can satisfy
A(Λj) ≥ A(Q), and all the others are below the ground state Q, and so scattering
by [3].
Hence there is exactly one profile Λj which is not scattering and A(Λj) ≥ A(Q).
Then the above approximation by ηˇJn works up to t = s
j
n + O(1), which, together
with (6.38), implies that
η˜n(s
j
n + t)→ Λj(t) in w-H1r (n→∞) (6.57)
for any t ∈ R if j ≥ 1 and for any t ≥ 0 if j = 0. Hence
lim sup
n→∞
1
2
‖η˜n(sjn + t)− Λj(t)‖2H1 +M(Φ˜n(sjn + t))
= lim sup
n→∞
A(η˜n(s
j
n + t)) +M(Φ˜n(s
j
n + t))− A(Λj(t)) ≤ A∗ ≪ δ2∗.
(6.58)
On the other hand, dωn(u˜n(s
j
n + t)) ≥ δ∗, ‖Qωn −Q‖H1 → 0 and ‖Φ˜n‖H˙1 → 0 imply
‖η˜n(sjn + t)− eiθQ‖H1 & δ∗ − C‖Φ˜n(sjn + t)‖2 + o(1) & δ∗. (6.59)
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Combining the above two estimates and ‖Λj(t)−eiθQ‖H1 ≪ δ∗ yields a contradiction.
Therefore we have a uniform lower bound infθ∈R ‖Λj(t)− eiθQ‖H1 & δ∗, as well as
energy bound A(Λj) ≤ A(Q) + A∗. Hence by the result in [7] for the NLS without
potential, if A∗ ≪ δ2∗, then Λj scatters to 0 as t→∞, which is a contradiction.
Thus we have reached contradiction both for ̟ < ∞ and for ̟ =∞. Therefore
A∗ & δ2∗ and we have proven
Lemma 6.2. There is a constant c∗ ∈ (0, cX ] such that for every ω ≥ ω⋆ and every
solution uω of (3.2) satisfying
A
ω(uω) ≤ Aω(Qω) + c∗δ2∗, inf
t≥0
dω(uω(t)) ≥ δ∗, Sω(uω(0)) = +1, (6.60)
scatters to Φ as t→∞.
6.3. Classification of the dynamics. Let ω ≥ ω⋆ and let uω be a solution of (3.2)
from t = 0 with the maximal existence time T+ ∈ (0,∞] satisfying the constraint:
A
ω(uω) < A
ω(Qω) + c∗δ
2
∗ , (6.61)
where δ∗, c∗ > 0 are the small constants introduced in Lemmas 5.2 and 6.2. u(t) :=
S−1ω uω(ωt) solves the original equation (1.1) on [0, T+/ω) with
Aω(u) < Aω(Ψ[ω]) + ω
1/2c∗δ
2
∗. (6.62)
The distance function in the rescaled variable is abbreviated as before by
d(t) := dω(uω(t)). (6.63)
If inf0≤t<T+ d(t) ≥ δ∗, then (6.61) and c∗ ≤ cX imply that uω(t) ∈ Hˇω for all
t ∈ [0, T+). Moreover, Lemmas 6.1 and 6.2 imply
Sω(uω(0)) =
{
+1 =⇒ uω scatters to Φ as t→∞,
−1 =⇒ uω blows up in t > 0.
(6.64)
If inf0≤t<T+ d(t) < δ∗, then the one-pass lemma 5.2 implies that d(t) < δ∗ on
t ∈ (t1, t2) and d(t) > δ∗ on t ∈ (t2, T+), for t1, t2 ∈ [0, T+] defined by
t1 := inf{t ∈ [0, T+) | d(t) < δ∗}, t2 := sup{t ∈ [0, T+) | d(t) < δ∗}. (6.65)
If t1 > 0, then applying the ejection lemma 3.3 from t = t1 backward, there exists
t0 < t1 such that d(t) is strictly and exponentially decreasing on [t0, t1] with
d(t) ∼ e−αω(t−t0)δX ∼ e−αω(t1−t)δ∗, d(t0) = δX > d(t1) = δ∗. (6.66)
If t2 < T+, then we have the same dichotomy as in (6.64) at t = t2.
If t2 = T+, then the uniform bound d(t) ≤ δ∗ for t ≥ t1 implies t2 = T+ =∞, and
by the trapping lemma 3.5, there exists t3 ∈ [t1,∞] such that d(t) is strictly and
exponentially decreasing on [t1, t3) with{
t1 ≤ t < t3 =⇒ d(t) ∼ e−αω(t−t1)δ∗,
t3 < t <∞ =⇒ cXd(t)2 < Aω(uω)− Aω(Qω).
(6.67)
This implies that u(t) ∈ Nδ for large t and for some δ ∼ (c∗/cX)1/2δ∗, so u is
trapped by Ψ as t→∞. We have t3 =∞ if and only if u(t) is strongly convergent
to e−iω(t−a)Ψ[ω] in H1r as t→∞ for some a ∈ R.
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Now that we have proven the classification part of the main Theorem 1.1, together
with some description of each behavior, it remains to see for which initial data each
of the possibilities occurs, especially for the trapping and the transition.
7. Center-stable manifold of the excited solitons
In this section, we show that the set of initial data for which the solution is
trapped by Ψ is a C1 manifold of codimension 1, and that it is a threshold between
the scattering to Φ and the blow-up. It is a center-stable manifold of S1|M≪1, its
time inversion is a center-unstable manifold, and there are all the 9 types of solutions
around the transversal intersection of them.
7.1. Construction around the excited states. First we construct a manifold
around a fixed excited soliton e−itQω by the bisection argument as a graph of
(b−(0), ζ(0)) 7→ b+(0) in the decomposition (2.71).
Theorem 7.1. Take δ± ∈ (0, δX) such that δ−/δ+, δ+/δX and (δ−δ+ + δ3+)/(cXδ2X)
are all small enough. Then a unique C1 function Gω is defined for each ω ≥ ω∗ on
Uω := {(b−, ζ) ∈ R×Zω | max(|b−|, ‖ζ‖ω) < δ−}, (7.1)
such that for any
(θ, b+, b−, ζ) ∈ Uω := (R/2πZ)× (−δ+, δ+)× Uω, (7.2)
the solution of (3.2) with the initial condition uω(0) = Cω(θ, b+, b−, ζ) satisfies
(1) If b+ = Gω(b−, ζ) then dω(uω(t)) < δX/2 for all t ≥ 0.
(2) If b+ 6= Gω(b−, ζ) then dω(uω(t)) reaches δX at some tX > 0, where
B
ω
1 (uω(tX)) ∼ sign(b+ −Gω(b−, ζ))δX . (7.3)
Moreover, we have |Gω(b−, ζ)| . |b−|2 + ‖ζ‖2ω.
The above characterization (1)-(2) implies that the value of Gω is independent
of the choice of δ±. The distance upper bound δX/2 in the case (1) is chosen just
for distinction from the case (2), but it can be made arbitrarily small by taking δ±
smaller.
7.1.1. Existence of Gω. First, we prove the existence of a value of b+ for which uω
is trapped. Fix δ± such that 0 < δ− ≪ δ+ ≪ δX and δ−δ+ + δ3+ ≪ cXδ2X . Take
any (b−, ζ) ∈ Uω. Since dω(uω(0)) . δ+ ≪ δX , if dω(uω(t)) reaches δX at some
t = tX > 0, then the ejection lemma 3.3 implies |b1(tX)| ∼ δX . Let B± be the sets
of such b+ ∈ (−δ+, δ+) that b1(tX) ∼ ±δX at the first ejection time in t > 0.
B± are open, because the ejection lemma applies to perturbed solutions u
′
ω as
long as dω(u
′
ω(tX)) ∼ δX ≫ dω(u′ω(0)), while sign b1 remains constant. B+ ∩B− = ∅
by definition. Both sets are non-empty, because for |b+| ≫ |b−| + ‖ζ‖ω, (2.74) and
(3.25) imply that the ejection condition (3.26) is satisfied at t = 0, then sign b1(t) =
sign b+(t) is preserved until dω(uω(t)) reaches δX .
Hence by the connectedness, (−δ+, δ+) \ (B+ ∪ B−) is not empty either. If b+ is
in this set, then by definition of B±, we have dω(uω(t)) < δX for all t ≥ 0, and so
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the trapping lemma 3.5 applies to uω on t ≥ 0. Since
A
ω(uω)− Aω(Qω) = −2b+b− + 1
2
〈Lωζ |ζ〉 − Cω(b+gω+ + b−gω− + ζ)
. δ−δ+ + δ
3
+,
(7.4)
the trapping lemma implies that for all t ≥ 0
dω(uω(t))
2 ≤ min(dω(uω(0))2, c−1X (Aω(uω)− Aω(Qω)))
. min(δ2+, c
−1
X (δ−δ+ + δ
3
+))≪ δ2X .
(7.5)
7.1.2. Lipschitz estimate. Next we prove a key Lipschitz estimate for a generalized
difference equation of (3.12) for trapped solutions, which will imply the uniqueness
and Lipschitz continuity of Gω.
Before taking the difference, we prepare time-local bound on the Strichartz norm.
Let v be a solution of (3.12) on an interval I. Applying the Strichartz estimate of
e−it∆ to the equation of v, we deduce that there exists a small constant δS ∈ (0, 1)
such that
‖v‖L∞t H1(I) ≤ δS and |I| ≤ 1 =⇒ ‖v‖Stz1(I) . ‖v‖L∞t H1(I). (7.6)
In particular, denoting
‖u‖Stz1ul(I) := sup
J⊂I, |J |≤1
‖u‖Stz1(J), (7.7)
we have
‖v‖L∞t H1(0,∞) ≤ δS =⇒ ‖v‖Stz1ul(0,∞) . ‖v‖L∞t H1(0,∞). (7.8)
Now let v0, v1 be two solutions of (3.12), and let ~v := (v0, v1). Then the difference
⊳v⊲ = v1 − v0 satisfies
(∂t − iLω)⊳v⊲ = −iQω⊳mω(v⊲) + ⊳N ω(v⊲) = [−iQωm´ω(~v) + N´ ω(~v)]⊳v⊲, (7.9)
where m´ω(~v) and N´ ω(~v) are operators defined by the following: for any function
X(v) which is Fre´chet differentiable in v, and for ~v = (v0, v1), define
X´(~v) :=
∫ 1
0
X ′((1− θ)v0 + θv1)dθ, (7.10)
so that the difference of X at v0 and v1 can be written as
⊳X(v⊲) = X´(~v)⊳v⊲. (7.11)
The Fre´chet derivatives (Nω)′(v), (N ω)′(v) : H1 → H−1 and (mω)′(v) : H1 → R can
be written explicitly as follows.
(Nω)′(v)ϕ = 2Qω(3v1ϕ1 + v2ϕ2) + 3v
2
1ϕ1 + 2v1v2ϕ2
+ i[2Qω(v2ϕ1 + v1ϕ2) + 2v1v2ϕ1 + 3v
2
2ϕ2],
(mω)′(v)ϕ = [〈Qω|Q′ω〉+ 〈v|Q′ω〉]−2[〈v|Qω〉+ 〈Nω(v)|Q′ω〉]〈Q′ω|ϕ〉
− [〈Qω|Q′ω〉+ 〈v|Q′ω〉]−1[〈Qω|ϕ〉+ 〈(Nω)′(v)ϕ|Q′ω〉],
(iN ω)′(v)ϕ = [(mω)′(v)ϕ]v +mω(v)ϕ+ (Nω)′(v)ϕ.
(7.12)
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A similar expression is obtained for N´ω(~v) by replacing v in (Nω)′(v) with v0 and v1,
taking the linear combination of such terms. The computation for m´ω(~v) is slightly
more complicated because of the quotient, but still elementary.
The above equation (7.9) is linear in ⊳v⊲, so the difference quotient, as well as its
limit, namely the derivative, solves the same form of equation. Hence it is convenient
to derive a Lipschitz estimate for general solutions v⋄ of the linear equation
(∂t − iLω)v⋄ = [−iQωm´ω(~v) + N´ ω(~v)]v⋄, ~v := (v0, v1), (7.13)
where v0, v1 are given functions satisfying for some small δ > 0,
max
j=0,1
‖vj‖Stz1ul(0,∞) ≤ δ. (7.14)
In other words, we ignore the relation ⊳v⊲ = v1 − v0 in (7.9).
It is easy to see, using the Strichartz estimate, that (7.13) is wellposed for H1 ∋
v⋄(0) 7→ v⋄ ∈ Stz1loc(0,∞), and that the solution satisfies
∂t〈iv⋄|Q′ω〉 = 0 (7.15)
(by differentiating the equation (3.10) of mω). Hence the orthogonality 〈iv⋄|Q′ω〉 = 0
is preserved if it is initially fulfilled.
v⋄ is decomposed as before by the symplectic orthogonality
v⋄ = b⋄+g
ω
+ + v
⋄
cs = b
⋄
+g
ω
+ + b
⋄
−g
ω
− + ζ
⋄, b⋄± := P
ω
±v
⋄, 〈iζ⋄|gω±〉 = 0. (7.16)
Then using the equation (7.13), we obtain
|(∂t ∓ 2αω)|b⋄±|2| = 2|〈P ω±N´ ω(~v)v⋄|b⋄±〉|
. ‖~v‖H1‖v⋄‖H1|b⋄±| . δ‖v⋄‖H1 |b⋄±|,
(7.17)
and, using Ho¨lder and partial integration in x,
|∂t‖ζ⋄‖2ω| = |〈P ωc N´ ω(~v)v⋄|Lωζ⋄〉|
.
[‖~v‖L∞ + ‖~v‖2L∞] ‖v⋄‖H1‖ζ⋄‖H1
+ [‖∇~v‖L3 + ‖~v‖L∞‖∇~v‖L3 ] ‖v⋄‖L6‖ζ⋄‖H1 .
(7.18)
Hence for any interval I ⊂ [0,∞) with length |I| ≤ 1,
[‖ζ⋄‖2ω]∂I . δ‖v⋄‖L∞t H1(I)‖ζ⋄‖L∞t H1(I), (7.19)
using that ‖~v‖L4t (W 1,3∩L∞)(I) . ‖~v‖Stz1(I).
Combining (7.17) and (7.19), we deduce that there exist absolute constants C0 ∈
(1,∞) and δ0 ∈ (0, 1) such that if δ ≤ δ0 then for every t0 ≥ 0{
supt0≤t≤t0+1 ‖v⋄‖ω ≤ C0‖v⋄(t0)‖ω,
supt0≤t≤t0+1 ‖v⋄cs‖ω ≤ ‖v⋄cs(t0)‖ω + C0δ‖v⋄(t0)‖ω.
(7.20)
Suppose that for some ℓ > 0 and t0 ≥ 0, we have
‖v⋄cs(t0)‖ω ≤ ℓ|b⋄+(t0)|, (7.21)
and define t1 ∈ (t0,∞] by
t1 = inf{t > t0 | ‖v⋄cs(t)‖ω > (ℓ+ C0δ + C0δℓ)|b⋄+(t)|}. (7.22)
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If δ, ℓ > 0 are chosen such that
δ(ℓ+ C0δ + C0δℓ)≪ α, (7.23)
then for t ∈ [t0, t1) we have, using αω ∈ ( 910α, 1110α),
δ‖v⋄‖ω ≪ αω|b⋄+|, (7.24)
and injecting this into (7.17),
∂t|b⋄+|2 ≥ αω|b⋄+|2. (7.25)
Hence |b⋄+(t)| is increasing on [t0, t1). On the other hand, (7.20) implies
t0 ≤ t ≤ t0 + 1 =⇒ ‖v⋄cs‖ω ≤ (1 + C0δ)‖v⋄cs(t0)‖ω + C0δ|b⋄+(t0)|
≤ (ℓ+ C0δ + C0δℓ)|b⋄+(t0)|.
(7.26)
Therefore by the definition of t1, we deduce that
t1 > t0 + 1. (7.27)
In particular, we obtain from (7.25) and (7.26),
‖v⋄cs(t0 + 1)‖ω ≤ (ℓ+ C0δ + C0δℓ)e−αω/2|b⋄+(t0 + 1)|. (7.28)
Then imposing another condition on (δ, ℓ):
(ℓ+ C0δ + C0δℓ) ≤ ℓeα/3 (7.29)
leads to
‖v⋄cs(t0 + 1)‖ω ≤ ℓ|b⋄+(t0 + 1)|, (7.30)
so by induction we deduce that for all n ∈ N,
‖v⋄cs(t0 + n)‖ω ≤ ℓ|b⋄+(t0 + n)|. (7.31)
Moreover, t1 = ∞ and (7.25) is valid for all t ≥ t0. Thus we have obtained the
following key lemma, choosing C1 ≫ C0.
Lemma 7.2. There is a constant C1 ∈ (2C0,∞) such that if δ > 0 is small enough
and ω ≥ ω∗, vj satisfies ‖vj‖Stz1ul(0,∞) ≤ δ for j = 0, 1, and v⋄ ∈ C([0,∞);H1)
satisfies the equation (7.13) for t ≥ 0, together with 〈iv⋄(0)|Q′ω〉 = 0 and
‖P ωcsv⋄(0)‖ω ≤ ℓ|P ω+v⋄(0)| (7.32)
for some ℓ > 0 in the range
C1δ
α
≤ ℓ ≤ α
C1δ
, (7.33)
then for all n ∈ N and all t ≥ 0 we have
‖P ωcsv⋄(n)‖ω ≤ ℓ|P ω+v⋄(n)|, ‖P ωcsv⋄(t)‖ω ≤ ℓ(1 + C1δ)|P ω+v⋄(t)|, (7.34)
and
|P ω+v⋄(t)| ≥ eαωt/2|P ω+v⋄(0)|. (7.35)
Note that (7.33) is a sufficient condition to have (7.23) and (7.29), and the range
of ℓ is non-empty for 0 < δ ≤ α/C1.
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7.1.3. Uniqueness and regularity of Gω. Let 0 < δ ≪ 1 and ℓ > 0 satisfy (7.33). Let
v0, v1 be two solutions of (3.12) satisfying vj(0) ∈ Vω and ‖~v‖Stz1ul(0,∞) ≤ δ. Then
⊳v⊲ = v1 − v0 satisfies the equation (7.13). Suppose that at some t0 ≥ 0 we have
‖⊳v⊲cs(t0)‖ω ≤ ℓ|⊳b⊲+(t0)|. (7.36)
Then the above lemma implies that ⊳b⊲+ is exponentially growing for t ≥ t0, which
contradicts ~v ∈ L∞t H1(0,∞), unless ⊳v⊲(t0) = 0. Hence for all t ≥ 0, we have
|⊳b⊲+(t)| ≤ ℓ−1‖⊳v⊲cs(t)‖ω, (7.37)
where the Lipschitz constant can be optimized by taking the largest possible ℓ =
O(δ−1) in the lemma. Then going back to (7.20), we also obtain
‖⊳v⊲cs(t)‖ω ≤ e2C0δ(t+1)‖⊳v⊲cs(0)‖ω (7.38)
for all t ≥ 0. Thus we obtain (using C1 ≥ 2C0)
Lemma 7.3. Let 0 < δ < α/C1 be small enough and ω ≥ ω∗. Let v0, v1 be
two solutions of (3.12) on t ∈ [0,∞) satisfying the orthogonality vj(0) ∈ Vω and
‖vj‖L∞t H1(0,∞) ≤ δ. Then we have, for all t ≥ 0,
α|⊳Pω+v⊲(t)| ≤ C1δ‖⊳Pωcsv⊲(t)‖ω, (7.39)
and for all t ≥ 0,
‖⊳Pωcsv⊲(t)‖ω ≤ eC1δ(t+1)‖⊳Pωcsv⊲(0)‖ω. (7.40)
The above lemma implies the uniqueness of Gω(b−, ζ) for each small (b−, ζ), as
well as the Lipschitz continuity. To show the Gaˆteaux differentiability, fix arbitrary
ϕ, ψ ∈ Zω and a, b ∈ R such that ‖ϕ‖ω + |a| ≪ 1, and let v0, v1 be two solutions of
(3.12) satisfying ‖vj‖L∞t H1(0,∞) ≤ δ and
P ωcsv
0(0) = agω− + ϕ, P
ω
csv
1(0) = (a+ hb)gω− + (ϕ+ hψ) (7.41)
with a small parameter R ∋ h→ 0.
Then w := ⊳v⊲/h solves the equation (7.13) with the initial condition P ωcsw(0) =
bgω− + ψ independent of h, and the above lemma implies that for all t ≥ 0
α|P ω+w(t)| ≤ C1δ‖P ωcsw(t)‖ω, ‖P ωcsw(t)‖ω ≤ eC1δ(t+1)‖P ωcsw(0)‖ω. (7.42)
Using the local wellposedness of (7.13) as well, we deduce that w is bounded in
Stz1(0, T ) as h→ 0 for any T <∞. The uniform bound together with the equation
implies that there is a sequence of h → 0 along which w converges to some w∞ ∈
Stz1loc(0,∞) in C([0,∞); w-H1). The limit w∞ solves the equation (7.13) with ~v =
(v, v), satisfying
α|P ω+w∞(t)| ≤ C1δ‖P ωcsw∞(t)‖ω, ‖P ωcsw∞(t)‖ω ≤ eC1δ(t+1)‖P ωcsw∞(0)‖ω, (7.43)
where the last normand is the prescribed bgω−+ψ. If there is another limit w
′
∞ along
another sequence of h → 0, then w∞ − w′∞ satisfies the same equation (7.13) and
the same estimates with P ωcs(w∞−w′∞)(0) = 0, therefore w∞ ≡ w′∞. Hence the limit
is unique, and so the convergence holds for the entire limit h→ 0. Thus we obtain
the Gaˆteaux derivative of Gω at (a, ϕ) in the direction (b, ψ)
G′ω(a, ϕ)(b, ψ) = P
ω
+w∞(0) ∈ R, (7.44)
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which is bounded linear on (b, ψ) ∈ R× Zω, because it is determined by the linear
equation (7.13) with the boundedness by (7.43):
‖G′ω(a, ϕ)‖B(R×Zω,R) . C1α−1‖(a, ϕ)‖R×H1. (7.45)
To show that the Gaˆteaux derivative is continuous with respect to (a, ϕ) in the
operator norm, take any sequence (an, ϕn) ∈ R× Zω strongly convergent to (a, ϕ),
and any sequence (bn, ψn) ∈ R × Zω weakly convergent to (b, ψ). Let vn be the
solution of (3.12), and wn be the solution of (7.13) with ~v = (vn, vn), satisfying
vn(0) = Gω(an, ϕn)g
ω
+ + ang
ω
− + ϕn,
wn(0) = G
′
ω(an, ϕn)(bn, ψn)g
ω
+ + bng
ω
− + ψn.
(7.46)
By the local wellposedness for (3.12), we have vn → v∞ in Stz1loc(0,∞), where v∞ is
the solution of (3.12) with
v∞(0) = Gω(a, ϕ)g
ω
+ + ag
ω
− + ϕ. (7.47)
Also we have
‖wn(t)‖ω . eC1δt[|bn|+ ‖ψn‖H1], (7.48)
which is uniformly bounded on any finite interval. These uniform bounds together
with the equation for wn imply that wn converges to some w ∈ Stz1loc(0,∞) in
C([0,∞); w-H1), at least along a subsequence. Then the limit w∞ solves (7.13)
with ~v = (v∞, v∞) and P
ω
csw∞(0) = bg
ω
− + ψ, satisfying the orthogonality and
max
[
α
C1δ
|P ω+w∞(t)|, ‖P ωcsw∞(t)‖ω
]
≤ eC1δ(t+1)‖P ωcsw∞(0)‖ω. (7.49)
The uniqueness of such a solution implies
P ω+w∞(0) = G
′
ω(a, ϕ)(b, ψ) (7.50)
as well as the convergence of wn along the full sequence n→∞. Hence
lim
n→∞
G′ω(an, ϕn)(bn, ψn) = G
′
ω(a, ϕ)(b, ψ). (7.51)
Since this holds for any weakly convergent (bn, ψn), we have the convergence of
G′ω(an, ϕn) → G′ω(a, ϕ) in the operator norm. In short, Gω is a C1 function on a
small neighborhood of 0 in R× Zω.
7.2. Nine sets of solutions around the excited states. We have obtained a
manifold for each ω ≥ ω∗ in the local coordinate Cω of Lemma 2.6, that is
Mω0 := {Mω(θ, b−, ζ) | (b−, ζ) ∈ Uω, θ ∈ R/2πZ},
Mω(θ, b−, ζ) := Cω(θ, Gω(b−, ζ), b−, ζ),
(7.52)
consisting of trapped solutions, in the open neighborhood Cω(Uω) of Qω. Mω0 has
codimension 1, separating the complement into two open sets
Mω± := Cω({(θ, b+, b−, ζ) ∈ Uω | ±(b+ −Gω(b−, ζ)) > 0}). (7.53)
The solutions in Mω± are ejected with b1(tX) ∼ ±δX at some ejection time tX > 0
(which depends on the solution).
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The time inversion of Mω0 is the complex conjugate
Mω0 = {Cω(θ, b+, Gω(b+, ζ), ζ) | (b+, ζ) ∈ Uω, θ ∈ R/2πZ}, (7.54)
which is a C1 manifold of codimension 1 consisting of solutions trapped by Qω for
t ≤ 0. Since gω± = gω∓ and |G′ω| ≪ 1, Mω0 and Mω0 intersect transversely: the
implicit function theorem yields a unique C1 function ~Gω : {ζ ∈ Zω | ‖ζ‖ω < δ−} →
{(b+, b−) ∈ R2 | max |b±| < δ−} such that
(b+, b−) = ~Gω(ζ) ⇐⇒ b+ = Gω(b−, ζ) and b− = Gω(b+, ζ), (7.55)
and Uω \ (Mω0 ∩Mω0 ) consists of four open sets with distinct local behavior in t > 0
and in t < 0, according to sign(b+ − Gω(b−, ζ)) and sign(b− − Gω(b+, ζ)). Thus all
solutions of (3.2) starting near Qω are classified into 9 non-empty sets of solutions:
{Mωj ∩Mωk}j,k∈{0,±}. (7.56)
All these about the manifolds rely only on the instability, and they are independent
of the global dynamics investigated in the previous sections.
Under the constraints (6.61) and ω ≥ ω⋆, the scattering/blow-up away from the
excited states also applies to them, leading to the characterization by global behav-
ior:
Mω+ ∩Hω∗ ⊂ SωS, Mω− ∩Hω∗ ⊂ SωB, Mω0 ∩ Hω∗ ⊂ SωTCδ∗ , (7.57)
where Hω∗ denotes the constrained region for ω ≥ ω⋆
Hω∗ := {ϕ ∈ H1r (R3) | Aω(ϕ) < Aω(Qω) + c∗δ2∗}. (7.58)
Thus we have proven the existence of infinitely many orbits of the 9 cases in the
main Theorem 1.1. It remains to see that the manifold extends to the entire set of
trapped solutions, together with the threshold property.
7.3. Extension of the manifold. Let δM ∈ (0, δX) so small that δM ≪ cX and
for any ω ≥ ω∗ and any (θ, b+, b−, ζ) ∈ Uω,
dω(Cω(θ, b+, b−, ζ)) < δM =⇒ |b+| < δ+ and max(|b−|, ‖ζ‖ω) < δ−. (7.59)
Then the trapping lemma 3.5 implies that
Mω1 := {ϕ ∈Mω0 | dω(ϕ) < δM , Aω(ϕ) < Aω(Qω) + cXδ2M} (7.60)
is forward invariant by the flow of (3.2). LetMω2 be the maximal backward extension
by the flow of this set. ThenMω2 is the union of all orbits of forward global solutions
uω of (3.2) satisfying
A
ω(uω) < A
ω(Qω) + cXδ
2
M , lim sup
t→∞
dω(uω(t)) < δX . (7.61)
Indeed, the trapping lemma automatically improves the last bound to
lim sup
t→∞
dω(uω(t))
2 ≤ c−1X (Aω(uω)− Aω(Qω)) < δ2M ≪ δ2X , (7.62)
so uω(t) belongs to (7.60) for large t. HenceMω2 is a C1 manifold with codimension
1 and invariant by the flow of (3.2). Mω2 is unbounded, since it contains solutions
that blow up in t < 0.
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To see that Mω2 is connected, let u0 and u1 be two solutions of (3.2) on Mω2 . By
the above argument, there exists T > 0 such that both u0 and u1 are in Mω1 for all
t ≥ T . Let u0(T ) = Mω(θ0, b0−, ζ0), then max(|b0−|, ‖ζ0‖ω) < δ−. For each η ∈ [0, 1],
let u0η be the solution of (3.2) with the initial condition
u0η(T ) = Mω(θ
0, b0−, ηζ
0), (7.63)
then u01 = u
0 and u0η(T ) ∈ Mω0 . Moreover, Aω(u0η) is decreasing as η < 1 decreases
until ‖ηζ0‖ω . |b0−|2, because
η
d
dη
A
ω(u0η(T )) = −2b0−b′+ + 〈Lωηζ0|ηζ0〉 − 〈Nω(vη)|b′+gω+ + ηζ0〉
= 〈Lωηζ0|ηζ0〉+O((|b0−|+ ‖ηζ0‖ω)3),
(7.64)
where b′+ := ∂ζGω(b
0
−, ηζ
0)ηζ0 and vη := Gω(b
0
−, ηζ
0)gω++b
0
−g
ω
−+ζ
0. Hence there exists
η0 ∈ (0, 1) such that Aω(u0η) is increasing for η ∈ [η0, 1] and ‖η0ζ0‖ω . |b0−|2 . δ2M .
Since the energy constraint is preserved, those solutions u0η are also on Mω2 for
η ∈ [η0, 1]. In the same way, we obtain a continuous family of solutions u1η in Mω2
for η ∈ [η1, 1] with some η1 ∈ (0, 1) such that
u1η(T ) = Mω(θ
1, b1−, ηζ
1), ‖η1ζ1‖ω . δ2M . (7.65)
Let ϕs be the linear interpolation on Mω0 between u0η0(T ) and u1η1(T ), namely
ϕs := Mω((1− s)θ0 + sθ1, (1− s)b0− + sb1−, (1− s)η0ζ0 + sη1ζ1) (7.66)
for s ∈ [0, 1]. Then the same estimate as in (7.64) yields
A
ω(ϕs)− Aω(Qω) . δ3M ≪ cXδ2M (7.67)
and so ϕs ∈Mω2 . Thus we have obtained a path connecting u0(0) and u1(0) inMω2 :
{u0(t) | t : 0ր T} ∪ {u0η(T ) | η : 1ց η0} ∪ {ϕs | s : 0ր 1}
∪ {u1η(T ) | η : η1 ր 1} ∪ {u1(t) | t : T ց 0}.
(7.68)
The trapping characterization (7.61) ofMω2 , together with the distance gap (7.62)
from the ejected solutions, implies that for any solution uω on Mω2 , the rescaled
solution uβ(t) := Sβ/ωuω(ωt/β) is also on Mβ2 if β/ω is close enough to 1. Hence
rescaling and unifying over ω yields a C1 manifold of codimension 1:
M3 :=
⋃
ω>ω∗
S−1ω Mω2 , (7.69)
around S1|M<µ∗ in H1r (R3). Since Mω2 is invariant by the rescaled NLS, the above
manifoldM3 is invariant by (1.1) in the original scaling. M3 is also connected1 and
unbounded, and it is the union of all orbits of forward global solutions u of (1.1)
such that uω := Sωu(t/ω) satisfies (7.61) for some ω > ω∗.
1Let X,Y be topological spaces and M : X → P(Y ). Suppose that X is connected, and that
for every x ∈ X , M(x) is connected and M(x) ∩M(z) 6= ∅ for all z in a neighborhood of x. Then⋃
x∈X
M(x) is also connected.
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Restricting ω ≥ ω⋆ and δM ≤ (c∗/cX)1/2δ∗, the scattering/blow-up after departure
is applicable to the solutions off the manifold. Hence putting
H⋆ := {ϕ ∈ H1r (R3) | ∃ω > ω⋆, Aω(Sωϕ) < Aω(Qω) + cXδ2M},
M⋆ :=
⋃
ω>ω⋆
S−1ω Mω2 (7.70)
we have
M⋆ = H⋆ ∩ TCδM , H⋆ \M⋆ = H⋆ ∩ (S ∪ B). (7.71)
Moreover, around each point ϕ ∈ M⋆, we can find a small open ball B(ϕ) ⊂ H⋆
which is separated by M⋆ into S and B. More precisely, B(ϕ) \M⋆ is open with
two connected components B±(ϕ) such that B+(ϕ) ⊂ S and B−(ϕ) ⊂ B. Then
B⋆ :=
⋃
ϕ∈M⋆
B(ϕ) is an open neighborhood of M⋆ in H⋆, separated by M⋆ into
two disjoint open sets: B±⋆ :=
⋃
ϕ∈M⋆
B±(ϕ). B⋆ and B
±
⋆ are also connected sets,
because M⋆ is1.
The time inversionM⋆ is a C1 manifold with codimension 1, consisting of solutions
in H⋆ trapped by Ψ as t→ −∞. Hence M⋆ ∩M⋆ consists of solutions trapped by
Ψ as t→ +∞ and as t→ −∞. The one-pass lemma 5.2 implies that such a solution
under the constraint stays within O(δM) distance in H
1
ω around Ψ[ω] of some ω > ω⋆
for all t ∈ R. Hence, taking δM ≪ δ−, we have
M⋆ ∩M⋆ =
⋃
ω>ω⋆
{S−1ω ϕ | ϕ ∈Mω0 ∩Mω0 , Aω(ϕ) < Aω(Qω) + cXδ2M}. (7.72)
Actually, for any ϕ ∈ M⋆ ∩M⋆ and any ω > ω⋆ such that Aω(Sωϕ) < Aω(Qω) +
cXδ
2
M , we have Sωϕ ∈ Mω0 ∩Mω0 . Hence M⋆ ∩M⋆ is a C1 invariant manifold with
codimension 2. The connectedness of M⋆ ∩M⋆ as well as Mω2 ∩Mω2 is proved in
the same way as Mω2 , namely by reducing the dispersive component ζ in the local
coordinate onMω0 ∩Mω0 . The same is for the connectedness of S ∩M⋆ and that of
B ∩M⋆, after rescaling and applying the backward flow in order to send them into
the domain of the local coordinate around Qω.
Appendix A. Table of Notation
symbols description defined in
H = −∆+ V Schro¨dinger operator with the potential (1.1), Section 1.5
e0, φ0 its eigenvalue and ground state (1.2)
Q the ground state for NLS (1.10)
⌈·⌋, G, E,M,K2 some functionals (1.3), (1.32), (1.17), (1.34)
H0, E0, A functionals without the potential (1.32), (1.40)
Aω, K0,ω functionals with frequency ω (1.38)
Eω, Aω, Kω2 , J
ω rescaled functionals (1.38)
S , Sj, Ej all solitons, j-th solitons and energy (1.5), (1.8), (1.6), (1.7)
(Φ,Ω), Ψ the ground and first excited states (1.11)
µ∗, z∗, Z∗, ω∗ size of the above coordinates Lemma 2.6
H1ω, ‖ · ‖ω rescaled energy norms (1.20), (2.79)
Nδ(Ψ), Nω neighborhoods of Ψ (unscaled/rescaled) (1.22), (2.89)
S, B, Tδ classification of initial data (1.28)
Lp, Hsp, H
s, H˙s, Bsp,q Lebesgue, Sobolev and Besov spaces Section 1.4
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Hsr , Xr, L
p
tX(I) radial subspaces and X-valued L
p in t Section 1.4
(·|·), 〈·|·〉 inner products on L2(R3) Section 1.4
Stzs, st Strichartz norms Section 1.4
Stp, S ′p, Sω, V ω scaling operators and scaled potential (1.33), (1.39)
ϕ⊥, P⊥ϕ , Pc orthogonal subspace and projection (1.36), (1.37)
⊳l(a⊲) := l(a1)− l(a0) difference Section 1.4
CD, CM , CS , CK , ω⋆ large constants Lemmas 2.1, 2.3, 3.3, 5.1
C0, C1 large constants (7.20), Lemma 7.2
δC , δD, δE , cX , δI , δX small constants Lemmas 2.6, 3.1, 3.2, 3.3,
δU , δV , εS , δ∗, c∗ small constants Lemmas 4.1, 4.2, 5.2, 6.2
εV , κV small numbers in variational estimates Lemma 4.1
L,Lω, L±, Lω± linearized operators (2.23), (2.41)
Qω, Qω rescaled first excited state and its orbit (2.30), (2.32)
Q′ω, Q
′ frequency derivatives of solitons (2.46), (2.50)
α,αω, g±, g
ω
± (un)stable eigenvalues/eigenfunctions (2.55), (2.67)
Cω(v), Nω(v) nonlinear part of energy and derivative (2.70), (3.5)
Pω∗ , B
ω
∗ , Z
ω symplectic projections around Qω (2.72), (2.73), (2.91)
d0,ω, d1,ω, dω energy-distances to Qω (2.75), (3.17), (3.19)
Vω, Zω H1 subspaces with orthogonality (2.81), (2.82)
Cω, Uω local chart around Qω (2.87), (2.88)
mω(v) modulation of phase (3.10)
N ω(v), N ω∗ (v) nonlinearity and its spectral projection (3.12), (3.13)
χ smooth cut-off function (3.16)
Sω, S sign functionals Lemma 4.2
IH , IV sets of hyperbolic and variational times (5.6)
Vm localized virial (depending on Sω) (5.8), (5.31)
Hc[z], R[z] subspace and projection around S0 (5.26)
B[z] linear interaction with S0 (5.47)
FSω(A) set of global solutions away from Qω (6.3)
STω, A∗ω, A
∗ Strichartz/energy bounds for scattering (6.5)
λ
j
n, s
j
n, γJn linear profile, its center and remainder (6.11), (6.29)
ξ
j
∞,Λ
j
n, ΓJn nonlinear profiles and remainder (6.13), (6.32)
Gω, Uω,Uω the graph of manifold and its domains Theorem 7.1
X´(~v) operator for the difference (7.10)
Mω0 , Mω local manifold and its coordinate (7.52)
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