Although various methods based on the hand-crafted features and deep learning methods have been developed for various applications in the past few years, distinguishing untrained identities in testing phase still remains a challenging task. To overcome these difficulties, we propose a novel representation learning approach to unconstrained face verification and open-world person re-identification tasks. Our approach aims to reinforce the discriminative power of learned features by assigning the weight to each training sample. We demonstrate the efficiency of the proposed method by testing on datasets which are publicly available. The experimental results for both face verification and person re-identification tasks show that its performance is comparable to state-of-the-art methods based on hand-crafted feature and general convolutional neural network.
INTRODUCTION
Image recognition has been studied extensively in computer vision which has resulted in the development of various methods based on the hand-crafted features as well as deep learning methods. Recently, the introduction of representation learning methods based on the deep convolutional neural network (DCNN) provided automatic feature representation and have shown outstanding accuracies. Face verification and person re-identification have also been extensively studied in computer vision studies. Face verification is a binary classification task to classify whether two input images share the same identity, while person reidentification task is identification over dataset where images of each identity are in different environment variables, such as different illumination and angle of view. To be more specific, person re-identification is the task of identifying test images from a gallery where test images and training images are from different cameras. For both tasks, representation learning methods based on DCNN showed outstanding accuracies compared to hand-crafted methods. However, in case of person re-identification, it is a still difficult problem to handle various images distorted by their extrinsic factors such as illumination and camera angles. Even though recently proposed methods based on deep learning can cover these various images, these methods only focus on feature which can be extracted using training samples. In case of face veri-fication, it is challenging to perform face verification on unconstrained condition, where identities of test dataset and training dataset are mutually exclusive.
To overcome these difficulties over person reidentification and face verification, it is essential to develop a method that works precisely in both tasks under unconstrained condition and various environments. Both face verification and person reidentification tasks under the unconstrained condition and various environments are certainly challenging issues. To achieve high accuracy in these conditions, it is necessary to extract discriminative features. Since identities in training dataset and test dataset are different, it is obvious that generalized features would lead to better performance. Especially in person reidentification, it is important to minimize the effect of noises caused by its different environmental condition.
Minimization of noise and classification using extracted features can be interpreted as reducing intraclass variance and increasing inter-class variance, respectively. Inter-class variance is variance among centroid of different identities, whereas intra-class variance is variance among images that share the same identity. In other words, intra-class variance determines the size of clusters, and inter-class variance determines the size of the overlapping area among them. To make outstanding networks that can extract discriminative representation, both inter-class variance and intra-class variance should be considered. The main contribution of this paper is a proposal of a simple and novel way to handle both interclass variance and intra-class variance. We applied a method called loss-weighted gradient where elements with a higher loss in a mini-batch are weighed more to overcome difficulties of training hard samples. The network structure in this paper is inspired by Siamese Network (Bromley et al., 1994) , DenseNet (Huang et al., 2016) , and Inception model (Szegedy et al., 2015) . We employed the densely connected convolutional neural network and inception model. Lossweighted gradient is applied to identification loss to weight the gradient computed from hard samples than easy samples.
PROPOSED APPROACH
The proposed network consists of three parts: feature extraction, identification, and verification. In feature extraction, 128 dimension latent features of given images are extracted. Extracted features are then processed by a softmax layer for identification. Latent features are also projected on 128 dimension hypersphere using L2 normalization and passed into the verification process. These processes aim to optimize inter-class variance and intra-class variance.
Structural Details
The network structure of proposed model is inspired by DenseNet (Huang et al., 2016) and Inception (Szegedy et al., 2015) . Low-level features are extracted through six conventional convolutional layers and one max-pooling layer. Eight DenseNet blocks and two inception blocks are applied subsequently. From proposed network, latent features α are encoded. In the case of identification, softmax classification is perfor-med using α as input. In case of verification task, unlike other methods (Bromley et al., 1994) which uses latent features itself for verification, we reform latent features using L2-normalization. L2-normalized features described by:
where ε is a parameter that prevents the output value from diverging to ∞. L(α) can be understood as the projected point of α onto the surface of 128dimensional hypersphere. In our method, the distance between two L2-normalized features is interpreted as dissimilarity. When the distance between two features is close, it implies that two image have high similarity. Figure 1 illustrates the overall architecture of the proposed network.
Construction of Training Dataset
In many applications based on deep learning (Yin et al., 2011; Sun et al., 2013; Zhu et al., 2014; Sun et al., 2014) , it is essential to train model with a lot of training data. In case of Person re-identification, we merge 4 publicly available datasets: CUHK-02 dataset (Li and Wang, 2013) , CUHK-03 dataset , CAVIAR4REID dataset (Cheng et al., 2011) , and iLIDs-VID dataset , and applied the data augmentation. We applied the simple linear transformation to artificially enlarge the original dataset. Rotation, horizontal flipping, cropping, and blurring were employed to transform the original image dataset. Specifically, because the CUHK-02 dataset contains the images of the CUHK-01 dataset used in evaluation, we manually remove the duplicate images. Consequently, the training dataset consists of 217,942 images with 1,592 identities. For face verification, our model was trained with CASIA-Webface dataset (Yi et al., 2014) , which contains 10,575 different identities with 494,414 facial images. Data augmentation with both horizontal flip and random cropping is applied.
Loss Function

Overall Loss Function
To make outstanding networks that can extract discriminative representation, both inter-class variance and intra-class variance should be considered. Network with large inter-class variance focuses on distinguishable features that are required to verify whether input images are same or not. On the other hand, small intra-class variance implies that latent features of given images are stable regardless of its transformation such as rotation, blurring, etc. In other words, it guarantees the robustness of extracted features.
Our approach aims to minimize intra-class variance and maximize inter-class variance. We implemented both identification and verification to modulate inter-class variance and intra-class variance. The total loss function for our network its loss is formulated as follows:
where L h id , L ve , and λ are identification loss with loss-weighted gradient, verification loss, and the hyper-parameter that modulates ratio between identification loss and verification loss. Identification is performed with softmax classification. Using extracted latent features α over softmax classifier, it is formulated as:
where o i is the output of softmax classifier, andô i is the desired output value. For identification loss of all training data:
where M is the number of training examples, and h is hyper-parameter that is used for loss-weighted gradient. This identification task takes a role of making the margins among groups of feature that have the same identity. This role could be interpreted as optimization of inter-class variance.
To achieve smaller intra-class variance, we employed the verification task using L2 normalized latent features. In the verification task, we employ the triplet loss as follows:
where a i , p i and n i are i-th latent feature of anchor, positive, and negative sample respectively. Verification task considers not only samples of target identity but also that of different identities.
Details of Loss-weighted Gradient
Calculating the gradient of a single batch from equation (6), it is formulated as:
where j implies index of given batch. For weight gradient of the element in single batch with respect to its loss by L id, j raised to the power of h :
Meaning that weight update of individual loss is multiplied by its loss. A batch with a larger loss will be weighted more than one with a smaller loss. To prevent the gradient from getting too small, or having too large value, we implemented L h id, j that has the following gradient:
Where M is the size of mini batch. Average of (L id, j ) h−1 is divided after calculation of g(L id, j ). Applying loss weighted gradient on identification, hardsample for each identity will have majority over updating weights. To show its effect over the network, we conducted additional experiment on MNIST Dataset.
EXPERIMENTAL RESULTS
Loss-weight Gradient on MNIST Dataset
We conducted an experiment with classification network with loss-weight gradient using MNIST dataset (LeCun et al., 1998) to verify the efficiency of the loss-weighted gradient. In this experiment, we visualize activation results of last hidden layer. The dimensionality of last hidden layer is equal to 2, therefore value of the output can be interpreted as coordinates in the x-y plane. 10-way softmax classification is performed with cross-entropy loss. Figure 2 illustrates the visualization result of 2-D latent features on the last hidden layer. By analyzing visualization results of softmax with respect to hyper parameters h, we show that different value of hyperparameter h result in the different distribution of samples' embedding. The case with h = 1, which is general softmax classifier, shows well-spreading shape of embeddings. However, spreads of individual class shrinks when value of h becomes large. Especially in case of h = 5, the inter-class distance becomes too small that it is barely possible to perform classification among them. Since unconstrained conditions does not ensure the non-existence of unknown class between known ones, larger h will result in lower accuracy. In our case, we conduct experiments to find appropriate h value to get the best results.
Face Verification on LFW and YTF Datasets
For model evaluation, Labeled Faces in the Wild (LFW) dataset (Huang et al., 2007) and Youtube Faces (YTF) (Wolf et al., 2011) dataset, known to be exclusive to CASIA-Webface, are used. We followed unrestricted with labeled outside data protocol for evaluation. The face verification performance of the proposed model is evaluated on 6,000 of face pairs from LFW dataset, and 5,000 of video pairs from YTF dataset.
We evaluated the proposed model on LFW and YTF dataset in unconstrained protocol. Table 1 shows proposed method in comparison with others for LFW and YTF dataset. Each input facial image is resized into 160x160 resolution. Value of hyperparameter h is assigned to 1.1 which showed the best performance. Although proposed method did not achieve the highest accuracy, it showed comparable performance to models trained with the public data- (Lu and Tang, 2015) 850K Private 98.52 N/A Facenet (Schroff et al., 2015) 200M Private 99.65 95.1 DeepID2+ (Sun et al., 2015) 200K Private 99.47 93.2 Baidu 1.3M Private 99.13 N/A Associate-Predict (Yin et al., 2011) Multi-PIE Public 90.57 N/A DDML(combined) (Hu et al., 2014) LFW-train Public 90.68 82.34 ConvNet-RBM CelebFaces Public 92.52 N/A high-dim LBP (Chen et al., 2013) WDRef Public 95.17 N/A TL Joint Bayesian WDRef Public 96.33 N/A FR+FCN CelebFaces Public 96.45 N/A DeepID (Sun et al., 2014) CelebFaces 
Person Re-identification on ViPeR Dataset and CUHK-01 Dataset
To demonstrate an efficiency of the proposed learning approach in person re-identification problem, we initially conduct the experiment using ViPeR dataset (Gray et al., 2007) . The VIPeR dataset contains 632 pedestrian paired images taken from various viewpoints with diverse illumination conditions. The dataset is collected in an academic setting over the course of several months. We also carry out the experiment using CUHK-01 dataset (Li et al., 2012) . The CUHK-01 dataset is composed of 971 identities with 4 images for each. Each image is resized to 128x48 resolution. In addition, we conducted additional experiments to get appropriate value of h for loss-weighted gradient. Table 3 shows the accuracies of the proposed model with respect to values of h on CUHK-01 dataset. We use the one-trial Cumulative Matching Characteristic (CMC) result to compare the proposed method and others. Table 2 shows the comparison results using the ViPeR dataset and CUHK-01 dataset respectively. Due to the lack of experiments about the unconstrained person re-identification, we have compared the proposed method with approaches which focus in constrained condition. Despite the disadvantage of the unconstrained condition, the proposed method has achieved the state-of-the-art performance. The proposed method shows 59.40% and 73.17% matching rates in 1-rank and 5-rank respectively in Vi-PeR dataset. In CUHK-01 dataset, proposed method achieved 61.65% of 1-ranked matching rate, and the work presented the state-of-the-art performance among the 1-ranked matching rate across the person re-identification methods.
The experimental results show that proposed method outperforms the existing state-of-the-art approaches under the disadvantage of the unconstrained con- 
CONCLUSION
This paper proposes a densely-connected convolution network with loss-weighted gradient. It has shown great performance over both face verification and person re-identification tasks. The presented approach was evaluated by comparing face verification and person re-identification task with other methods. Although it did not show the best performance in face verification among models trained with the public dataset, it showed comparatively good performance with 98.83% of accuracy over LFW dataset. In the case of person re-identification, it outperformed previous state-of-the-art approaches in both CUHK-01 dataset and ViPeR dataset. Moreover, the presented approach showed its superior stability over dataset compared to other methods that the accuracy of other approaches tends to change over datasets. Parameter details of proposed network. Size of the input image is 160x160x3. Value of Layer and Growth in DenseBlock implies the number of sequential convolution layer and depth of output layer respectively. Value of parameters in Inception a and Inception b implies depth of filters in the first layer, and the second layer in inception block respectively.
APPENDIX
