This paper describes nonlinear methods in model building, dynamic data reconciliation, and dynamic optimization that are inspired by researchers and motivated by industrial applications. A new formulation of the ℓ 1 -norm objective with a dead-band for estimation and control is presented. The dead-band in the objective is desirable for noise rejection, minimizing unnecessary parameter adjustments and movement of manipulated variables. As a motivating example, a small and well-known nonlinear multivariable level control problem is detailed that has a number of common characteristics to larger controllers seen in practice. The methods are also demonstrated on larger problems to reveal algorithmic scaling with sparse methods. The implementation details reveal capabilities of employing nonlinear methods in dynamic applications with example code in both Matlab and Python programming languages.
Listing 1: First Order Linear Model in APMonitor
M o d e l % V a l u e s t h a t r e m a i n c o n s t a n t C o n s t a n t s K = 2 % Model Co n st a n t E n d C o n s t a n t s change in parameters f, g, h equation residuals, output function, and inequality constraints e U , e L slack variable above and below the measurement dead-band c U , c L slack variable above and below a previous model value 6 sets [57] . Control engineers identify steady-state periods that cover the major 155 process operating regions of interest. One of the drawbacks to fitting a model 156 with steady-state data is that dynamic parameters cannot be fit from the data. not in rejection of outliers but in the explicit prioritization of control objectives. 209 The ℓ 1 -norm simultaneously optimizes multiple objectives in one optimization 210 problem as the solver manipulates the degrees of freedom selectively for the 211 objective function contributions that have the highest sensitivity. Lower ranking 212 objectives are met as degrees of freedom remain. However, the best objective 213 function will always be met by minimizing the error associated with high ranking 214 objectives. For problems that have safety, environmental, economic, and other 215 competing priorities, the ℓ 1 -norm with a dead-band gives an intuitive form that 216 manages these trade-offs as shown in Figure 1 . Priorities are assigned by giving the highest weighting (w hi , w lo ) to the most 218 important objectives. For the hypothetical pressure control example in Figure   219 1 the safety constraint is never violated (highest priority). The economic target 220 (lowest priority) is only satisfied when the other constraints are also satisfied 221 from 0-2 minutes and drives the response along the upper limit of the envi-222 ronmental constraint from 2-5 minutes. When the environmental constraint 223 (second highest priority) is violated, the response is driven to the lower limit of 224 the safety constraint to have the least penalty for the environmental violation 225 from 5-10 minutes. This dead-band also gives flexibility to have non-symmetric 226 8 objective functions in cases where an upper or lower limit is more important. 
Weighting Matrices for Orthogonal Collocation 278
The objective is to determine a matrix M that relates the derivatives to the 279 non-derivative values over a horizon at points 1,. . . ,n as shown in Equation 6.
280
In the case of Equation 6, four points are shown for the derivation. The initial 281 value, x 0 , is a fixed initial condition or otherwise equal to the final point from 282 11 the prior interval.
The solution of the differential equations at discrete time points is approximated 
Finally, rearranging and solving for M gives the solution shown in Equation 9
.
The final form that is implemented in practice is shown in Equation 10 by 303 inverting M and factoring out the final time t n t n N = M −1 ). This form 304 improves the numerical characteristics of the solution, especially as the time 305 step approaches zero (t n → 0).
The matrices that relate d x d t to x are given in Tables A.6 
and A.7 in Appendix

307
A for intervals with 3 to 6 nodes. . 
Equation 12 is rearranged and solved with linear algebra as shown in Equa-319 tion 13.
The numerical solution given in Equation 13 is within three significant figures 321 of the analytical solution x(t) = x 0 e − t τ , verifying that the numerical solution 322 approximations are sufficiently accurate in this case. This is not always the case 323 and discretization must sometimes be refined to reduce numerical error. The four tank process has two pumps that are adjusted with variable voltage 335 to pump 1 (v 1 ) and pump 2 (v 2 ). A fraction of water from pump 1 is diverted 336 to tank 1 proportional to γ 1 and to tank 4 proportional to (1 − γ 1 ). Similarly, 337 a fraction of water from pump 2 is diverted to tank 2 proportional to γ 2 and 338 to tank 3 proportional to (1 − γ 2 ). The valves that determine γ 1 and γ 2 are 
where γ 1 is the split factor for tanks 1 and 4 and γ 2 is the split factor leading 
Quadruple Tank Parameter Estimation
For the quadruple tank process, the model has only 14 differential or al- Only levels for tanks 1 and 2 are measured as shown in Figure 5 . For the 385 quadruple tank process 6 parameters were estimated, namely γ 1 , γ 2 , c 1,3 , c 2,4 , 386 k m , and k b . The optimization solution overview is shown in Table 3 values for the parameters were well within the upper and lower constraints. fully introducing corrupted data. Three cases are shown in Figure 6 with the 407 corrupted data being introduced at 1200 seconds.
408
The first case of corrupted data is a single outlier that is 10 cm higher than surements arrive, the model is readjusted to fit the data and continually refine 
Listing 2: Four Tank Model in APMonitor 
