An experimental investigation was conducted to explore the validity of classical correlations based on conventionalsized channels for predicting the thermal behavior in single-phase flow through rectangular microchannels. The microchannels considered ranged in width from 194 lm to 534 lm, with the channel depth being nominally five times the width in each case. Each test piece was made of copper and contained ten microchannels in parallel. The experiments were conducted with deionized water, with the Reynolds number ranging from approximately 300 to 3500. Numerical predictions obtained based on a classical, continuum approach were found to be in good agreement with the experimental data (showing an average deviation of 5%), suggesting that a conventional analysis approach can be employed in predicting heat transfer behavior in microchannels of the dimensions considered in this study. However, the entrance and boundary conditions imposed in the experiment need to be carefully matched in the predictive approaches.
Introduction
Heat transfer in microchannels has been studied in a number of investigations, and has been compared and contrasted with the behavior at ''conventional'' (i.e., larger-sized) length scales. However, there have been wide discrepancies between different sets of published results. Measured heat transfer coefficients have either well exceeded [1] , or fallen far below [2, 3] , those predicted for conventional channels. The Reynolds number at which the thermal behavior indicates a transition from laminar to turbulent flow has also differed widely in these studies. Possible reasons advanced to account for the deviation from classical theory have included surface roughness [4] , electrical double layer [5] and aspect ratio [6] effects. The capability of Navier-Stokes equations to adequately represent the flow and heat transfer behavior in microchannels has been called into question in some of these studies.
Tuckerman and Pease [7] first suggested the use of microchannels for high heat flux removal; this heat sink is simply a substrate with numerous small channels and fins arranged in parallel, such that heat is efficiently carried from the substrate into the coolant. Their study was conducted for water flowing under laminar conditions through microchannels machined in a silicon wafer. Heat fluxes as high as 790 W/cm 2 were achieved with the chip temperature maintained below 110°C. Peng et al. [2, 8] diameters of 133-367 lm at channel aspect ratios of 0.33-1. Their fluid flow results were found to deviate from the values predicted by classical correlations and the onset of transition was observed to occur at Reynolds numbers from 200 to 700. These results were contradicted by the experiments of Xu et al. [9] who considered liquid flow in 30-344 lm (hydraulic diameter) channels at Reynolds numbers of 20-4000. Their results showed that characteristics of flow in microchannels agree with conventional behavior predicted by Navier-Stokes equations. They suggested that deviations from classical behavior reported in earlier studies may have resulted from errors in the measurement of microchannel dimensions, rather than any microscale effects.
More recent studies have confirmed that the behavior of microchannels is quite similar to that of conventional channels. Liu and Garimella [10] showed that conventional correlations offer reliable predictions for the laminar flow characteristics in rectangular microchannels over a hydraulic diameter range of 244-974 lm. Judy et al. [11] made extensive frictional pressure drop measurements for Reynolds numbers of 8-2300 in 15-150 lm diameter microtubes. They used three different fluids, two tube materials, and two different tube crosssection geometries. No significant deviation from macroscale flow theory was revealed from their measurements. They concluded that if any non-Navier-Stokes flow phenomena existed, their influence was masked by experimental uncertainty.
Popescu et al. [12] conducted heat transfer experiments under laminar flow conditions at Reynolds numbers of 300-900 using very shallow channels, which were 10 mm wide and 128-521 lm deep. Their results showed small to non-existent departure from macroscale predictions. Although deviations were observed for the smallest channel size studied, the paucity of data under these conditions precluded firm conclusions from being drawn. Harms et al. [13] studied convective heat transfer of water in rectangular microchannels of 251 lm width and 1000 lm depth. In the laminar regime of Reynolds number investigated, the measured local Nusselt numbers agreed well with classical developing-flow theory. Qu and Mudawar [14] performed experimental and numerical investigations of pressure drop and heat transfer characteristics of single-phase laminar flow in 231 lm by 713 lm channels. Good agreement was found between the measurements and numerical predictions, validating the use of conventional Navier-Stokes equations for microchannels.
Other studies have considered the turbulent regime. Adams et al. [15] investigated single-phase forced convection of water in circular microchannels of diameter 0.76 and 1.09 mm. Their experimental Nusselt numbers were significantly higher than those predicted by traditional large-channel correlations, such as the Gnielinski [16] correlation. Adams et al. [17] extended this work to non-circular microchannels of larger hydraulic diameters, greater than 1.13 mm. All their data for the larger diameters were well predicted by the Gnielinski [16] [18, 19] indicate that before predictions of flow and heat transfer rates in microchannels can be made with confidence, careful experiments are needed to resolve the discrepancies in the literature and to provide practical information on the design of microchannel heat sinks.
The present work complements the detailed flow field and pressure drop measurements of Liu and Garimella [10] . A systematic investigation is conducted of singlephase heat transfer in microchannels of hydraulic diameters ranging from 318 to 903 lm, at flow Reynolds numbers of 300-3500. An important focus of this work is to examine the validity of conventional correlations and numerical analysis approaches in predicting the heat transfer behavior in microchannels, for correctly matched inlet and boundary conditions.
Experimental setup and procedures
A schematic of the experimental facility used in this investigation, which was modified from that used for pressure drop measurements in [10] , is shown in Fig. 1 . Deionized water from a holding tank is driven through the flow loop using pressurized nitrogen gas. This approach was found to be preferable to the use of a pump, and provided smooth and steady flow over a wide range of flow rates. A needle valve downstream of the pressure tank allows fine adjustment of the flow rate from 0.1 to 2.2 l/min, which corresponds to a Reynolds number range of 300-3500. The limit on pressure head generated in the experiments precluded higher flow rates from being considered. The fluid then passes through a 7 lm filter and a flowmeter before entering the microchannel test section. Heated water exits the test section and is collected. A differential pressure transducer with a carrier demodulator is used to measure the pressure drop across the test section.
Details of the microchannel test section are shown in Fig. 2 . The test section consists of a copper test block, a clear acrylic lid, an insulating G10 bottom piece and fiberglass insulation. The heat sink was machined from a square block of copper of dimensions 25.4 mm · 25.4 mm · 70 mm. The microchannels were cut into the top surface using a jewelerÕs saw on a CNC machine. Five such test pieces were fabricated with microchannels of different widths, all with a nominal aspect ratio of 5. Table 1 lists the microchannel dimensions in each of the fabricated test pieces.
Holes were drilled into the bottom of the copper block to house four cartridge heaters that can provide a combined maximum power input of 800 W. Four copper-constantan (Type-T) thermocouples made from 36-gauge wire were embedded in the copper test section at 6.35 mm axial intervals. The top-most thermocouple was at a distance of 3.18 mm from the base of the microchannels (distance ÔsÕ shown in Fig. 3 ). The temperature readings from these thermocouples are extrapolated to provide the average microchannel wall temperature. Type-T thermocouples were also located at the inlet and outlet of the test section as shown in Fig. 2 to measure the fluid temperatures at these locations. All thermocouples were read into a data acquisition system. The voltage input to the cartridge heaters was controlled by a DC power supply unit. The power supplied was calculated using the measured voltage and current (measured by means of a shunt resistor) supplied to the heaters.
The steady-state sensible heat gain by the coolant can be determined from an energy balance:
The volumetric flow rate Q is measured with a flowmeter calibrated using a digital scale and stopwatch. The inlet and outlet fluid temperatures (T m,o and T m,i ) are obtained using the two thermocouples positioned immediately upstream and downstream of the microchannels, respectively. The density and specific heat are calculated based on the mean fluid temperature T m (average of the fluid inlet and outlet temperatures). In general, 85-90% of the power provided to the cartridge heaters was transferred to the water: for instance, out of the 325.2 W of Although the input heat flux can also be determined from the measured temperature gradient using the four thermocouples in the copper block, the associated measurement uncertainty can be as large as 15% due to heat losses along the sides of the copper block. Therefore, the effective average heat flux based on the base area (q 00 = q/L 2 ) is instead calculated using the measured sensible heat gain in Eq. (1). An average heat flux at the base of q 00 % 45 W/cm 2 is maintained in the experiments. The average heat transfer coefficient is determined from:
in which A is the area available for convection per channel, L(w + 2b), N is the total number of channels, T w is the average temperature of the channel wall and T m is the mean fluid temperature. As direct measurements of the microchannel wall temperature were not available, it was determined by extrapolation from the closest imbedded thermocouple reading, i.e., T w = T 4 À (sq 00 / k Cu ), where the dimension s and temperatures T w and T 4 are illustrated in Fig. 3 . Due to the high thermal conductivity of copper, the uncertainty involved with such an estimation of the wall temperature is less than 1%. The corresponding average Nusselt number is calculated as Nu = hD h /k f , in which the thermal conductivity of water was evaluated at the mean fluid temperature, T m .
A standard error analysis [20] revealed uncertainties in the reported Nusselt numbers in the range of 6-17%. The uncertainties were greatest for a given microchannel test piece at the highest flow rates due to smaller increases in mean fluid temperature from inlet to outlet. The primary contributions to the uncertainty come from the measurement of wall and fluid temperatures (±0.3°C) and microchannel dimensions (±15 lm). Experiments conducted over a period of months showed excellent repeatability.
The following procedure was followed for the conduct of each test. The test piece to be investigated was first mounted onto the G10 and acrylic frame. A watertight seal was effected using a silicone sealant between the mating surfaces. Once the test section was assembled, the valve from the compressed nitrogen cylinder was opened to provide the necessary pressure head in the pressure vessel to drive the coolant through the flow loop. The desired flow rate for each test run was set using the needle valve. After the flow rate stabilized, the heater power supply was switched on and maintained at the required level, and a steady state was usually reached in 30-45 min. Readings from all the thermocouples were stored using the data acquisition system throughout the duration of the experiment. Each steady-state temperature value was calculated as an average of 100 readings. The experiments were conducted over the nominal Reynolds number range of 300-3500.
With water as the working fluid, the current tests fall either into a hydrodynamically developed but thermally developing (TD) or a simultaneously developing (SD) regime, using the criteria that
should take values greater than 0.05 for fully developed conditions to be achieved.
Numerical analysis
Heat transfer results obtained in a number of experimental studies on microchannels have been compared in the literature [13, 22, 32] against the numerical results of Wibulswas [21] , to assess the applicability of a conventional analysis. Simultaneously developing as well as thermally developing flows in channels of rectangular cross-section were considered in [21] , both with T (constant wall temperature) and H1 (constant wall heat flux with circumferentially constant wall temperature) boundary conditions [28] . Nusselt numbers from this analysis were reported as functions of the channel aspect ratio and dimensionless axial position, as shown in Table 2 . Later studies [13, 22] have used curve-fits to these numerical results for predictive purposes. The main limitation in the analysis of [21] was that the results covered only four particular aspect ratios (a = 1, 2, 3 and 4), and the computational resources available at the time of the work necessitated very coarse computational meshes. These limited results have been widely applied in the literature to other aspect ratios and to much smaller channel dimensions by extrapolation. With the availability of enhanced computational capabilities, however, more accurate simulations of fluid flow and heat transfer in microchannels of different dimensions and aspect ratios can readily be conducted, as is done in the present work.
In the present work, a numerical model was formulated to solve for the 3D conjugate heat transfer in the microchannel heat sink, accounting for both convection in the channel and conduction in the substrate. Simulations were performed for the specific test geometries considered in this study. The computational domain, chosen from symmetry considerations, is shown in Fig. 4(a) ; the top surface was adiabatic while the two sides were designated symmetric boundary conditions. A uniform heat flux was applied at the bottom surface, simulating the heat flow from the cartridge heaters. The substrate thickness included in the model was chosen (somewhat arbitrarily) to be 1.5 mm, since the heat flux in the substrate can be expected to be relatively uniform due to its high thermal conductivity. At the inlet, a fully developed velocity profile was specified for thermally developing flow simulations, while a uniform inlet velocity profile was used for simultaneously developing flow simulations. An outflow boundary condition was specified at the exit in both cases. The coolant (water) was treated as being incompressible and Newtonian, with constant thermophysical properties over the range of temperatures considered (22-70°C). Only flow rates in the laminar regime were considered. The commercial software package FLUENT [23] was used for the computations. The convective and conductive terms were discretized using first-order upwind and second-order central-difference schemes, respectively. The entire computational domain was discretized using a 50 · 160 · 100 (x-y-z) grid. Simulations with different grids showed a satisfactory grid-independence for the results obtained with this mesh. For example, for the smallest microchannel (w = 194 lm, b = 884 lm), with Re = 1100, the average Nusselt number was predicted to be 8.82, 9.05, and 9.00 for mesh sizes of 40 · 128 · 80, 50 · 160 · 100 and 60 · 192 · 120 respectively. The predicted average Nusselt number changed by 2.6% from the first to the second Table 2 Nusselt numbers in thermally developing laminar flow in rectangular channels at a constant heat flux [21, 22] While not all details of the real thermal situation are faithfully represented in these simplifications, such simplified approaches which omit a consideration of conduction in the substrate are more computationally economical and the results can also be generalized more readily to microchannels of different dimensions, de-coupled from the substrate conditions. Boundary conditions on the four microchannel walls could include H2 (uniform wall heat flux), T (uniform wall temperature) or H1 (axially uniform heat flux with circumferentially uniform temperature) conditions [28] . While the first two of these were straightforward to implement, the H1 boundary condition was achieved in the FLU-ENT [23] simulation by employing a thin and highly conductive wall, but with no axial conduction (henceforth referred to as the ''thin wall'' model). Numerical simulations were performed under these simplifications for the microchannel geometries tested in the experiments, in addition to the comprehensive conjugate analysis. Fig. 4(b) shows a schematic diagram of the microchannel cross-section considered in the simplified numerical models. Utilizing symmetry conditions, only a quarter of the domain was modeled. A uniform mesh was used along the channel width and height, while the mesh in the channel length direction had a successive ratio of 1.08. For the microchannels considered in this study, with a nominal aspect ratio of 5, a computational grid of 20 · 50 · 100 cells was found to be adequate for the quarter domain shown in Fig. 4(b) . Simulations with different grids showed a satisfactory gridindependence for the results obtained with this mesh. For example, for the smallest microchannel (w = 194 lm, b = 884 lm), with Re = 1100, the average Nusselt number was predicted to be 8.78, 8.87, and 8.97 for mesh sizes of 16 · 40 · 80, 20 · 50 · 100 and 24 · 60 · 120, respectively. As the difference in Nusselt numbers between the two finer meshes was only 1.1%, the 20 · 50 · 100 mesh was considered sufficiently accurate for the present computations.
The numerical predictions for the average Nusselt number are illustrated in Fig. 5 for the smallest microchannel (w = 194 lm) as a function of Reynolds number. The figure shows that the 3D conjugate analysis agrees quite well with the measured heat transfer results. Since the microchannel heat sink is made of copper, the temperature around the periphery of the channel is smeared, while considerable redistribution of heat flux occurs as the thermal boundary layer develops, as indicated from the 3D conjugate analysis results shown in 6(a) and (b) . This is reflected in the fact that results in Fig. 5 obtained using a uniform heat flux boundary condition deviate by a 12.4% standard deviation from the full conjugate analysis, compared to a smaller deviation of 7.1% for the uniform temperature boundary condition. Even so, the assumption of uniform wall temperature is not accurate enough. A variation in wall temperature can be observed in Fig. 6(b) along the streamwise direction. In contrast to these two simplified boundary conditions, predictions from the thin-wall approximation are in excellent agreement with the 3D conjugate analysis, deviating by less than 1.3%. The thin-wall boundary condition essentially combines the uniform temperature and uniform heat flux conditions, with circumferential temperature uniformity brought about by the high conductivity of the thin wall, and the thinness of the wall accommodating the heat flux redistribution. The thin-wall modeling approach is therefore recommended as the most appropriate of the simplified boundary conditions, when full conjugate analyses are not feasible.
In the following section, numerical results from the 3D conjugate analysis and the simplified thin-wall analysis are presented and compared to experimental measurements.
Results and discussion

Alternative prediction approaches
Commonly used heat transfer correlations [24] [25] [26] [27] [28] for laminar and turbulent flows in channels are enumerated in Table 3 ; these correlations have been widely employed in the literature for comparison against experimental results for microchannels. The correlations in the table are categorized according to the state of development of the flow and thermal fields and boundary conditions. It may be noted that although correlating equations (4)- (12) in Table 3 were originally developed for circular tubes, they have often been used for non-circular tubes with substitution of the hydraulic diameter D h .
Based on comparison with these conventional correlations, various conclusions have been drawn regarding their applicability to microchannel heat transfer [1, 3, [12] [13] [14] [15] [29] [30] [31] [32] [33] [34] [35] [36] . Table 4 summarizes the conditions considered in these past microchannel studies, the conventional correlations against which results were compared, the conclusions that were drawn regarding applicability of conventional correlations, and any new correlations that were proposed. The disparity in conclusions regarding the applicability of conventional correlations to the prediction of single-phase microchannel heat transfer is evident from this table. This is in contrast to the success of conventional correlations in predicting pressure drop in microchannels as demonstrated in [10, 11] . Most of the studies summarized in Table 4 indicate an under-prediction of the measured Nusselt numbers by conventional laminar correlations, while no consistent trend is observed for comparisons with correlations in the turbulent range. Reasons for this disparity include uncertainties in channel geometry and temperature measurement in the experiments, as well as a mismatch in the conditions for which the conventional correlations were proposed (circular tubes, different entrance and boundary conditions, etc.). It is critical, therefore, that appropriate correlations which faithfully represent the geometry as well as the thermal and inlet boundary conditions in the experiments be selected for comparison.
To examine this issue further, the hydrodynamic and thermal entrance lengths for the experimental conditions in past studies are shown in Table 5 . Using x * % 0.05 as the thermal entrance length, all studies (except for [1] , which is the only study in the table where the working fluid is a gas) are seen to be in a thermally developing state. In a majority of the studies [13, 29, 30, 32, 35] in which comparisons were made to conventional laminar correlations, a good portion of the channel length is in a hydrodynamic entrance region, such that the flow in these studies is in a state of simultaneously developing laminar flow. The Sieder-Tate [25] and Stephan [26] correlations (Eqs. (4) and (6)) were proposed for simultaneously developing flow conditions, but for circular tubes, and do not account for aspect ratio effects in rectangular channels. Wu and Little [29] and Peng et al. [3] reached contradictory conclusions when comparing their respective experimental results with predictions from Eq. (4). The Hausen correlation (Eq. (7)) for thermally developing flow was used for comparison in [35] , even though the experimental conditions represent simultaneously developing flow. The wide discrepancy among different studies on single-phase heat transfer in microchannels can be attributed at least in part to inappropriately chosen correlations for the comparison. It also reveals the difficulty in fully accounting for all relevant parameters in a single empirical correlation. On the other hand, as indicated in Table 4 , numerical approaches [12, 14] have been more successful in matching experiments. In the following, numerical predictions from [21] and from the present work are compared to the experimental results obtained in the present work.
Experimental results and comparison to predictions
The experimental results obtained in this work for the five test pieces are presented in terms of the Nusselt number variation as a function of Reynolds number. Fig. 7 shows such a plot for the smallest microchannels tested (w = 194 lm). In this and other figures for larger microchannels (Figs. 8-11 ), the Nusselt number increases with Reynolds number as expected. On the log-log scale used, the dependence is a straight line at the lower flow rates (laminar flow), increasing to a different slope at the higher flow rates. The change in slope at the higher flow rates is an indication that the flow is no longer laminar, but is in a transitional or turbulent flow regime.
Predictions from correlations for fully developed and developing laminar flows [24] [25] [26] [27] [28] are compared to the experimental data in Fig. 7(a) , and are seen to deviate significantly. Similar deviations were observed for the other four sets of experiments as well, but such comparisons are left out of Figs. 8-11 for clarity. The Nusselt numbers from the experiment are higher than predictions for both fully developed and developing conditions. The simultaneously developing correlations, Eqs. (4) and (6), perform somewhat better than the thermally developing correlations, Eqs. (7) and (8) .
The experimental results in the laminar range are compared in Fig. 7(b) to results from [21] and to predictions from the present numerical analysis. The experimental results are seen to match the numerical predictions, with the match being particularly close with the present thin wall model results. Within the laminar range, the experimental measurements appear to agree best with thermally developing predictions over the range of Reynolds numbers examined, approaching the present simultaneously developing predictions with an increase in Reynolds number. For instance, at Re = 300, the flow can be assumed as hydrodynamically developed as evidenced by the small value of L ent,h / L = 0.188 in Table 5 . When Reynolds number increases to 1500, simultaneously developing conditions must be assumed since the ratio of L ent,h /L = 0.939 implies that hydrodynamic entrance effects extend along the entire channel. The significant deviation of the simultaneously developing (SD) results from [21] may be attributed to the assumption in that work of negligible transverse velocity components relative to the axial velocity, throughout the channel.
It may be noted that the calculation of hydrodynamic entrance length above was based on a uniform inlet velocity profile. In microchannel heat sinks, the flow encounters abrupt contraction at the inlet and expansion at the outlet. For such conditions, Rohsenow et al. [37] suggested that the inlet condition should be assumed as hydrodynamically fully developed but thermally developing, due to wake effects at the abrupt entrance prior to the channel. This was verified for the present conditions using a computational analysis which included inlet and exit manifolds; the development length was found to be much shorter (L ent,h /L % 0.04 for Re = 300) than that which would result from an assumption of uniform inlet velocity (L ent,h /L = 0.188, as in Table 5 ). Thermally developing flow is thus the appropriate assumption for the experimental conditions of this study.
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Gnielinski [16] Gnielinski correlation (10), (11) and ( Although the focus of the present work is on laminar flow, the experiments extend into the turbulent range as well, to a Reynolds number of 3500. Beyond a range of Reynolds number of approximately 1500-2000, the experimental results show a change in slope, reflecting a transition from laminar flow. As seen in Fig. 7(c) , the experimental Nusselt numbers are generally higher in this turbulent region than predictions from correlations in [15, 16, 28] . Predictions from the Petukhov and Dittus-Boelter [25] correlations, on the other hand, are seen to lie above the experimental data, possibly because they were proposed for fully turbulent flow (Re > 3000), while results obtained in the present study cover more of a transitional regime. However, even the Hausen correlation proposed for the transitional regime (2200 < Re < 10,000) [28] does not provide satisfactory predictions. It may be noted that entrance length effects are not accounted for in any of the turbulent flow correlations; even though entrance length effects are less important in turbulent flow, this may be a contributing factor to the observed discrepancies. The slope of variation of the Nusselt number with Reynolds number is, however, consistent with the predicted slopes from the DittusBoelter and Gnielinski correlations. Additional results in the turbulent region are needed to address this question further, and to identify predictive correlations suitable to this regime.
In Figs. 8-11 , results are shown for the other four sets of microchannels tested, and are seen to be consistent with the observations made for the smallest microchannels in Fig. 7 . Comparisons to the thermally developing predictions from [21] and from the present computations (both 3D conjugate and thin wall analyses) are included in the figures. In general, the experimental data are seen to agree with the thermally developing predictions at Reynolds numbers in the laminar range. The average deviation between the experiments and the computational results for the thermally developing state for all five test geometries is 5.5% for results from [21] and 5.2% for the present results, as detailed in Table 6 . This good agreement between experimental and simulation results suggests that a conventional computational analysis approach can adequately predict the heat transfer behavior in microchannels of the dimensions considered here. Deviations between the predictions and experiment are attributable mainly to experimental uncertainties. The results also confirm that the simplified numerical model with the thin wall approximation can be used as a computationally economical alternative to a full 3D conjugate analysis. Fig. 12 shows a comparison of the experimental convective heat transfer coefficients obtained for all five test pieces in the laminar regime. It shows clearly that the heat transfer coefficient initially decreases sharply as the dimensionless thermal axial distance, x * , increases. The higher heat transfer coefficients at low x * are caused by the thinner boundary layers in the developing region at high Reynolds numbers. In addition, Fig. 12 a microchannel. For instance, the heat transfer coefficients for the smallest microchannel (w = 194 lm) are almost three times the values for the largest microchannel (w = 534 lm) over the overlapping x * range in the figure.
Conclusions
Heat transfer in microchannels of different sizes (with hydraulic diameters of 318-903 lm) was experimentally investigated over a range of flow rates. Single-phase flows in the thermally developing laminar regimes were considered. The heat transfer coefficient increased with decreasing channel size at a given flow rate. The experimental results were compared against conventional correlations to evaluate their applicability in predicting microchannel heat transfer. The wide disparities revealed that the mismatch in the boundary and inlet conditions between the microchannel experiments and the conventional correlations precluded their use for predictions. Numerical simulations were carried out for developing flows in rectangular channels based on a conventional Navier-Stokes analysis, using both a full 3D conjugate approach and a simplified thin wall model. The numerical results were found to be in good agreement with the experimental data, suggesting that such approaches, when coupled with carefully matched entrance and boundary conditions, can be employed with confidence for predicting heat transfer behavior in microchannels in the dimensional range considered here. The results also confirm that the simplified thin wall analysis can be used as a computationally economical alternative to a full 3D conjugate analysis. In the transitional and turbulent regimes, improved correlations are needed to account for the developing conditions. 
