The previous idealized two-fluid model of a density current in constant shear is extended to the case where the inflow shear is confined to the low levels. The analytical solution is determined by the conservation of mass, momentum, vorticity, and energy. It is found that a low-level shear acts in a similar manner to a uniform vertical shear in controlling the depth of a steady-state density current. When the shear enhances the low-level flow against the density current propagation, the current is deeper than half of the domain depth. Time-dependent numerical experiments are conducted for a variety of parameter settings, including various depths and strengths of the shear layer. The numerical results agree closely with the theoretical analyses.
Introduction
It is commonly accepted that the interaction between the environmental shear and the cold pool of a thunderstorm outflow (density current) may play an important role in producing long-lived squall lines (Moncrieff 1978 (Moncrieff , 1992 Thorpe et al. 1982, hereafter TMM82; Xu and Chang 1987; Rotunno et al. 1988, hereafter RKW88; Fovell and Ogura 1988) . Density currents also occur in the atmosphere in other forms, such as seabreeze fronts (e.g., Simpson et al. 1977 ) and those associated with cold frontal rainbands (e. g., Carbone 1982) . To improve our understanding of the interaction between density currents and their environment, simple nonlinear, two-fluid steady-state models were recently developed by Xu (1992, hereafter X92) , Xu and Moncrieff (1994, hereafter XM94) , and Liu and Moncrieff (1996a) . Compared to the classic density current theory of Benjamin (1968) , the new ingredients in these models include: (i) the environmental shear, (ii) the internal cold pool circulation [based on earlier work by Moncrieff and So (1989) ], (iii) negative vorticity generation associated with energy loss along the interfacial layer between the density current and its environment, and (iv) density stratification and latent heating. As archetypes of the physically more complex system characteristic of quasi-two-dimensional organized convection, these models allow for closed mathematical analyses showing how the depth, propagation speed, and shape of the density current are controlled or influenced by the environmental shear and cold pool strength.
Although very useful for improving our physical understanding, the idealized solutions have their limitations. Laboratory experiments (e.g., Simpson 1969 ), observations (e.g., Wakimoto 1982 Mueller and Carbone 1987) , and numerical simulations (Droegemeier 1985; Droegemeier and Wilhelmson 1987) of density currents all indicate the development of vigorous Kelvin-Helmholtz (KH) waves and strong turbulent mixing along the X U E E T A L . FIG. 1 . Schematic of the steady-state model of a density current circulation in an environmental flow with lowlevel shear. The remote system-relative inflow and outflow are indicated by u ϱ (z) and u Ϫϱ (z), respectively, and h is the depth of density current. Other variables are defined in the text. layer between the denser and lighter fluids/air (we will use fluid and air interchangeably, as well as density and buoyancy). The effects of these transient features and related turbulence are not fully considered by the theoretical models, and the extent to which the analytic solutions are valid in their presence is unclear.
In Xu et al. (1996, hereafter XXD96) , time-dependent numerical simulations were performed to validate the theoretical solutions of X92 and XM94. The numerical model was able to reproduce quasi-steady-state density currents in uniform flow and constant shear. The propagation speed, depth, and gross shape of the simulated density current head agreed closely with the theoretical results. The dependence of the density current depth on the environmental shear was also examined numerically by Chen (1995) , with a different setup of numerical experiments than that in XXD96, and by Liu and Moncrieff (1996b) , with the effect of ambient flow included. Their results support the theoretical results of X92, XM94, and Liu and Moncrieff (1996a) in general.
In this paper, we extend the theoretical model of density current in a constant shear flow given in X92 to a case where the inflow shear is confined to the lower part of a vertically bounded channel (Fig. 1) . The inflow above the shear layer is uniform. Such a configuration appears to be more relevant to meteorological applications since most long-lived convective systems such as squall lines occur in environments with most of the environmental shear confined to the lowest few kilometers of the troposphere (e.g., TMM82; RKW88; Bluestein and Jain 1985). The top lid in our model may act like the tropopause or a strong inversion layer.
In the following section, we present first a theoretical model of density currents in a nonconstant shear. The far-field solutions away from the density current head are obtained by applying the conservation laws of mass, momentum, vorticity, and energy in a similar manner to the way the solutions for constant shear case were obtained in X92 and XM94. In sections 3 and 4, we describe the design and results of numerical experiments. In section 5, the numerical results are further discussed in the context of conservation principles and their relevance to long-lived convective systems. Finally, conclusions are drawn in section 6.
Density current in a low-level shear flow a. Flow configuration and scaling
In the idealized steady-state density current models of X92 and XM94, the environmental shear flow is constant throughout the depth of a two-dimensional vertical channel and the density current front moves at a constant speed into the sheared upstream inflow (see Fig. 2 of X92). Here we include an additional degree of freedom by allowing the inflow shear to decrease from a constant value at the low levels to zero above a depth d 0 (0 Յ
VOLUME 54 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S
d 0 Յ 1, where 1 is the nondimensional domain depth) ( Fig. 1) . The independent and dependent variables in this model are nondimensionalized using the scaling where the variables on the left-hand side of the arrow are dimensional. In (2.1), x and z are the horizontal and vertical coordinates; u and w are the horizontal and vertical velocities, respectively; H is the depth of the domain bounded by two rigid boundaries; U ϵ (gH⌬/ 0 ) 1/2 is the velocity scale; g is the acceleration of gravity; ⌬ ϵ 1 Ϫ 0 is the density difference between the denser fluid inside the cold pool ( 1 ) and the lighter fluid outside ( 0 ); and pЈ ϵ P Ϫ P 0 is the perturbation pressure, which is the difference between total pressure P and reference pressure P 0 . The reference pressure P 0 is the unperturbed pressure in the upstream inflow associated with constant density 0 . Here 0 satisfies the hydrostatic relation P 0 ϭ g 0 (H Ϫ z). The perturbation pressure pЈ is nonzero near, above, and inside the cold pool; it represents the sum of the purely dynamic pressure perturbation due to the Bernoulli effect and the hydrostatic pressure perturbation due to the deviation of density inside the cold pool from that of reference state.
In the following sections, steady-state far-field solutions are sought for this flow configuration. The results show how the propagation speed and cold pool depth depend on the inflow shear. The local structure of the front is also briefly discussed.
b. Far-field solution
In Fig. 1 , the shaded area indicates the cold pool of an idealized density current. There exists an interface between the two fluids that is assumed to be of infinitely small thickness. As was shown in XXD96 and by the numerical results to be presented in this paper, this assumption does not affect the qualitative validity of the theoretical solution. Viewed in a framework moving with the density current front, the environmental flow moves towards the head from the right. The circulation inside the cold pool is neglected in our case. According to XM94, this feature usually has a much weaker effect on the density current than the shear in the environmental flow.
The flow illustrated in Fig. 1 can be fully described by a set of six nondimensional parameters:
where ␣ is the (constant) low-level shear (vorticity) of the upstream environmental inflow, d 0 (0 Յ d 0 Յ 1) the depth of this shear layer, and c 0 (Ͼ0) the constant speed of inflow above the shear layer. Parameter d 1 is the depth of the shear layer immediately above the cold pool, and c 1 (Ͼ0) is the speed of outflow at the cold pool top.
Finally, h (0 Ͻ h Ͻ 1) is the depth of the density current head. According to vorticity conservation, the vorticity in the inflow shear layer and the shear layer immediately above the cold pool should be the same; therefore, there is no need for another shear parameter for the outflow, and vorticity conservation is automatically satisfied. Following Benjamin (1968) , the remote system-relative environmental inflow and outflow are constrained by mass continuity, energy conservation, and flow force balance. It can be shown that only two of the six parameters in (2.2) are independent, and physical solutions can be found given any two of these parameters. In this paper, we will discuss only the cases where the depth and vorticity of the inflow shear are prescribed.
According to Fig. 1 , the inflow profile is given by
or by
where is the streamfunction defined by u ϵ ‫‪z‬ץ/ץ‬ and is obtained by integrating (2.3) with respect to z. We assume the streamline separating the shear and zeroshear layers to be zero, that is, ϱ (d 0 ) ϭ 0 at the inflow boundary and Ϫϱ (h ϩ d 1 ) ϭ 0 at the outflow boundary. The outflow profile is given by
Mass continuity requires that the inflow mass flux be equal to the outflow mass flux, for both shear and zeroshear layers. Given that mid ϭ Ϫϱ (h ϩ d 1 ) ϭ ϱ (d 0 ) ϭ 0, where mid defines the streamline separating the shear and zero-shear flows, we have
Substituting (2.4) and (2.6) into (2.7) and (2.8) yields two relations between the nondimensional parameters: which is another constraint among the control parameters.
Integrating the steady-state horizontal momentum equation over the entire domain and making use of mass continuity, one can obtain the flow force balance [pressure-momentum force integral, see Benjamin (1968) 
By applying the Bernoulli theorem again along the lower boundary streamline through the upstream point A and the frontal nose B, one can obtain
where we have, without loss of generality, assumed the perturbation pressure at the upstream point A to be zero ( ϭ 0). Given that ⌬ ϱ ϭ 0, we have, according to pЈ A the hydrostatic relation ‫ץ‬pЈ/‫ץ‬z ϭ 0:
On the outflow boundary, pЈ is again obtained by integrating vertically the hydrostatic relation, making use of (2.16):
Substituting velocity profiles in (2.3), (2.5) and pressure profiles in (2.17)-(2.18) into (2.15), we obtain the flow force balance constraint among the parameters: 
which can be written as a quadratic equation for d 1 :
where
We seek to find sets of values of the six parameters that satisfy all four constraints. We choose ␣ and d 0 , that is, the vorticity and depth of the low-level shear layer in the inflow as the independent external control parameters, and then try to find the solutions of the other four numerically. The procedure is as follows.
For given values of ␣ and Only one set of physical solutions that satisfies the above four constraints is found using the procedure given above. This set corresponds to the second root of d 1 (d 1Ϫ ) in (2.21) and reduces to that of Benjamin (1968) in the limit of constant inflow and to that of X92 in the limit of constant inflow shear. In Fig. 2 , the cold pool depth h is plotted and in Fig. 3 the system-relative inflow speed at the ground level (or the propagation speed of density current relative to inflow) c 0 ϩ ␣d 0 is plotted against the low-level inflow shear ␣ for different values of shear depth d 0 . It can be seen that for d 0 ϭ 1, a special case of constant inflow shear, the solution reduces to that of X92 (see Fig. 2 of X92) . When the inflow shear is zero (␣ ϭ 0), the model degenerates to the classic density current solution (h ϭ 0.5, c 0 ϩ ␣d 0 ϭ 0.5) of Benjamin (1968) .
From Figs. 2-3, it is clear that the density current becomes deeper and propagates faster relative to the surface environmental flow as the inflow shear increases from negative through positive values. The positive shear raises the density current head above the 0.5 value of the constant flow case while the negative shear contributes in the opposite direction. Correspondingly, the deeper density current propagates faster than the shal- 
, the absolute value of the flow speed ͦc 1 Ϫ ␣d 1 ͦ at the left boundary is much larger than the absolute value of the flow speed ͦc 0 ͦ at the right boundary. If the upper-level flow reverses (c 0 Ͻ 0), then the vertical profile of the horizontal velocity will become discontinuous on the left boundary between the upper-level zero shear flow (from left to right) and the shear flow below (from right to left). Since such a discontinuity is not realistic for atmospheric flows, we will not pursue it further here.
Without velocity discontinuity, upper-level flow reversal at the right boundary is possible only when the upper level flow has nonzero shear. It should be possible to obtain a steady-state far-field solution for a flow containing two shear layers, and the solution should lie between the solutions from the constant shear case of X92 and the low-level shear case discussed herein. Even for this more general case, we will find based on the same mass continuity and vorticity conservation argument used above that the flow at the bottom of the upper layer cannot be directed outward (from left to right); that is, u ϱ (d 0 ) cannot be positive in our case. This same conclusion is true of the constant upper-level flow case discussed in this paper. We can draw a general conclusion that is applicable for both cases: to obtain a steadystate solution in which the velocity field is continuous between the two shear layers, the inviscid density current must travel at least as fast as the flow at some level in the upper layer.
Further physical understanding of these solutions can be gained by analyzing the behavior of flow force balance under the conditions of mass, vorticity, and energy conservation. Effectively, steps 1 to 4 of the solution procedure provide solutions that satisfy all conservation conditions except for the flow force balance. With the increase of h, several components of the flow force adjust themselves so that a balance is reached for a given h. The response of the components of flow force to the change in h and other parameters can be examined in a similar manner to X92.
c. Local and global structures of the front
The previous sections discussed the flow solutions away from the density front; however, the flow structure near the front is of equal importance. In the case of a thunderstorm outflow, the shape of the front has a direct influence on the vertical orientation of low-level updrafts. An upshear-tilted updraft allows condensed water to be downloaded underneath the updraft without interrupting the low-level inflow, thus long-lived squall line-type convection can be maintained (e.g., TMM82; RKW88).
Von Kármán (1940) and Benjamin (1968) showed analytically that the angle at the stagnation point between the density front and the horizontal is 60Њ for an idealized inviscid density current in a uniform (nonsheared) environmental inflow with a free-slip lower boundary condition. It was further shown in X92 and XM94 that this 60Њ angle is independent of the inflow shear and cold-pool circulation.
Because the cross-interface continuity of pressure represents a balance primarily between the lower-layer hydrostatic perturbation pressure and the upper-layer Bernoulli pressure, the shape of the interface between an inviscid density current and its environment is constrained by the dynamic condition
where ⌬( ) represents the jump of ( ) across the interface. Using this interface condition along with the vorticity equation and boundary conditions, the interface shape, together with the flow fields on the two sides of the interface, can be solved numerically (Xu et al. 1992 ).
According to the results of X92 and XM94, when the positive inflow shear is very strong, the frontal interface slope can become steeper than 60Њ at the middepth (z ϭ h/2) location. Thus, the middepth interface slope can be either smaller or larger than 60Њ depending upon the inflow shear and the intensity of the density current internal circulation (see Fig. 9 of XM94). These findings can be extended to our case of nonconstant vertical shear.
In the next section, we present and discuss the results from numerical experiments that are designed to validate these theoretical results.
The numerical model and experiment design a. The numerical model
The numerical model used in this study is a modified version of the Advanced Regional Prediction System (ARPS) developed at the Center for Analysis and Prediction of Storms (CAPS) (Xue et al. 1995a; Xue et al. 1995b ). The ARPS is a general-purpose, nonhydrostatic, compressible model designed for storm-and mesoscale atmospheric simulation and real-time numerical weather prediction Xue et al. 1996) . The model is designed to run on both conventional and massively parallel processors (Johnson et al. 1994; Droegemeier et al. 1995) . The dynamic framework consists of prognostic equations for momentum, potential temperature, pressure, water substances, and subgridscale turbulent energy. The equations are solved on an Arakawa C-grid using a split-explicit time integration scheme (Klemp and Wilhelmson 1978) .
For the purposes of this study, the ARPS is used in its simplest two-dimensional setting with minimum physics. To facilitate direct comparison of numerical results with the theoretical solutions, several approximations are made to the original model equations. First, the Boussinesq approximation is assumed by setting the base-state density 0 to a constant. Second, the effect of compressibility is neglected in the buoyancy term such that the thermal buoyancy (gЈ/ 0 ) is in its form equivalent to ϪgЈ/ 0 . The latter appears in the theoretical models discussed earlier. The base-state potential temperature 0 is also set to a constant, representing a neutrally stable air/fluid outside the cold pool.
The fully compressible pressure equation is also simplified by retaining only the local time tendency of pressure and the velocity divergence term. The sound wave speed is assumed to be a constant. To improve model efficiency, the supercompressibility approximation (e.g., Droegemeier and Davies-Jones 1987) is made by setting the sound wave speed c s to a value (150 m s Ϫ1 ) less than the true speed of sound. The justification and effect of the above approximations are discussed in XXD96.
At the top and bottom boundaries, rigid free-slip conditions are applied. Wave-radiation conditions similar to those of Klemp and Wilhelmson (1978) are used on the lateral boundaries. A 1D wave equation [u t ϩ (u ϩ C)u x ϭ 0] is applied to the normal velocity component. Different from Klemp and Wilhelmson (1978) , this equation is applied within each small time step and the constant speed C is chosen to represent the reduced sound wave speed. Since the flow is neutrally stable at the upstream and downstream boundaries and the primary signals there are acoustic waves, such an implementation yields the most transparent boundary condition with minimum domain-wide pressure fluctuations.
Since we attempt to explicitly simulate turbulent eddies, we choose not to use the subgrid-scale turbulence parameterization available in the model. This is in contrast to some other studies of density currents (e.g. Parker 1996; Klemp et al. 1994 ) but should not make a significant difference in the solutions when the spatial resolution is high. In the simulations, only a very weak fourth-order horizontal diffusion is applied to the velocity and temperature equations. This highly selective diffusion ensures that grid-scale noise is effectively controlled, while sharp gradients in both the temperature (density) and velocity fields at the density current interface are well maintained. Different from XXD96, we do not include any diffusion in the vertical direction so as to ensure that the upstream inflow profile is preserved VOLUME
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throughout the simulation. This is even more desirable when the inflow shear is not constant.
b. Model scaling and initial conditions
The equations actually solved by the model are given in nondimensional form as
Here u, w, x, z, and pЈ have their meanings as defined in the previous section and are all nondimensional. Variable b is the nondimensional buoyancy (scaled by g⌬/ 0 ). Parameter M is the Mach number defined as c s /U, that is, the ratio of sound wave speed to the flow speed. Terms represented by D ϵ ϪK xxxx are the fourth-order horizontal diffusion terms mentioned earlier and K the diffusion coefficient. The terms involving div ϵ u x ϩ w z in the momentum equations are ''divergence-damping'' terms that are included to attenuate acoustic waves (Skamarock and Klemp 1992) . Subscripts x, z, and t are used to represent partial differentiations, for example, u t ϵ ‫ץ‬u/‫ץ‬t.
The scaling parameters used for nondimensionalization in the above equations are Velocity scale:
Pressure scale:
In the dimensional ARPS model, we choose H ϭ 1 km, ⌬ ϭ 3 K, 0 ϭ 300 K, and g ϭ 10 m s Ϫ2 . The other derived scaling parameters are U ϭ 10 m s Ϫ1 , P ϭ 120 Pa, and T ϭ 100 s. The chosen domain depth is typical of the atmospheric boundary layer but is about an order of magnitude smaller than the depth of the troposphere. Since the results will be presented in nondimensional space, their interpretation can remain general.
The density current in the ARPS is generated by placing an initially static block of cold air (b ϭ Ϫ1) in the middle portion of an elongated computational domain of size 40 ϫ 1 nondimensional units consisting of 801 ϫ 41 grid points. Therefore the grid spacings are ⌬x ϭ 0.05 and ⌬z ϭ 0.025 in the horizontal and vertical directions, respectively. This domain is sufficiently long so that the upstream boundary flow remains undisturbed throughout the integration period, while disturbances that do reach the downstream boundary can propagate freely out of the domain. As is pointed out in XXD96, the cold pool thus specified is, in most cases, able to supply sufficient cold air for achieving and maintaining a quasi-steady density current. This initial setup is also similar to that of Rotunno et al. (1988) (see their Fig. 19 ). However, their domain size and their initial cold pool size and depth were too small for their simulated density current to achieve a quasi steady state in the two cases of positive shear (see their Fig. 20) . The resultant flow at the cold pool front was, we believe, inherently transient.
As in XXD96, the initial symmetric cold pool has the shape (described by the interface height z 0 )
, ͙ x 0 is the center location, and h 0 the depth of the cold pool. Here, the interface has a slope of 60Њ at the front, in agreement with the theoretical solution discussed earlier.
For all numerical experiments reported in this paper, the initial flow at the far upstream and downstream boundaries is specified according to (2.3). This automatically ensures the flow force balance between the two boundaries at the initial time. The low-level shear ␣ and shear layer depth d 0 are specified as the experiment control parameters. The top boundary flow speed (c 0 ) and the balanced cold pool depth (h) corresponding to the steady-state far-field solutions are defined as in Fig. 3 and Fig. 2 , respectively.
The initial flow in the interior is obtained numerically under the constraints of mass and vorticity conservation. The vorticity equation describing the flow outside the cold pool is
where 0 is the initial streamfunction that defines the initial velocity:
Equation (3.4) is solved numerically using successive overrelation (SOR) method subject to the boundary conditions
where z 0 is defined in (3.3). It should be noted that, in (3.4), z 1 (x), the height of the interface separating the low-level shear layer and the uniform flow above, depends on the solution of 0 . We perform additional iterations during which the rhs of (3.4) is updated using new solutions of the stream- function. The initial wind is then calculated from (3.5) using finite differences. An example of the initial flow is given in Fig. 5 for one of the numerical experiments.
The theoretical results discussed in section 2 concern the system-relative flow in the vicinity of the density current front. In our case, the cold pool has two density fronts; one propagates upstream and the other downstream. We focus on the upstream side. When the upstream flow and cold pool depth are specified according to the theoretical solution with respect to this front, the front is expected to remain quasi stationary relative to the model grid. The density current front on the downstream side will surge ahead in the absence of a headwind, removing significant amounts of air from the initial cold block. In order for the upstream density front to become quasi steady, the cold air supply must be sufficient during the integration period. We therefore specify the initial cold block to be more than eight nondimensional units in width, which is larger than that used by most other researchers (e.g., RKW88; Chen 1995).
c. Experimental design
As was discussed in the introduction, the main purpose of our numerical experiments is to examine the validity of the theoretical results obtained in the previous section. Towards this end, we designed six experiments with initial and simulated parameter values to be listed in Table 1 .
In experiments LS1 and LS2 (LS stands for low-level shear), the inflow shear is confined to the lower levels (d 0 ϭ 0.2) and the shear is moderately strong. These two experiments differ only in the sign of the low-level shear. The inflow profile is specified according to (2.3) and the initial cold pool height (h 0 ) is in balance with this profile (in agreement with the steady-state theoretical solution). The initial flow is set up using the procedure discussed earlier so that it closely matches the theoretical model solution (the dependence of the model solution to the initial condition will be examined in section 4b). The initial flow adjustment is therefore minimized and we expect that the upstream front remain quasi stationary and the cold pool depth maintain its initial height throughout the simulation. This was shown true by XXD96 for density currents in a constant inflow shear, even though significant transient Kelvin-Helmholtz waves are observed toward the rear of the current head.
Experiments LS1 and LS2 are the nonconstant shear counterparts of experiments B3 and B2 in XXD96. It is worth noting that we did not attempt to construct a pressure field that matches the initial flow; rather, we set the initial pressure perturbation to zero. The initial perturbation pressure field can be obtained by integrating the hydrostatic equation or, more elaborately, by solving an elliptic pressure equation as is commonly done in anelastic type numerical models (e.g., Clark 1977; Xue and Thorpe 1991). However, this was felt unnecessary since the pressure field responds to the flow field very quickly. A consistent pressure field can usually be established within a few time steps into the model integration. In fact, a sensitivity experiment was conducted using a hydrostatically balanced initial pressure field, and no significant difference was found in the results.
Experiment LS1A is the same as LS1, except that the initial cold pool depth is set to 0.41, which is signifi-VOLUME 54 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S cantly lower than the theoretically predicted value of 0.59. The value 0.41 corresponds to that of negative shear in case LS2. In this case, the initial flow above the flat top of the cold pool satisfies mass and vorticity continuity with the upstream inflow but does not carry the same amount of energy. Further, the flow force balance is not satisfied. Significant initial flow adjustment is expected for this configuration. Similar to experiment UB2 reported in XXD96, LS1A is designed to test the dependency of the final solution on the initial configuration of the cold pool. In constant shear case (XXD96), the final depth and propagation speed were found to be solely controlled by the environmental flow, provided that the cold air supply was sufficient to establish a deep cold pool. As will be shown later, the same is true for the nonconstant shear case discussed in this paper.
The next experiment (in which DS stands for deep shear) has a relatively deep shear layer (d 0 ϭ 0.5) and a moderately strong positive shear (␣ ϭ 1.0). The initial depth of cold pool is set equal to the prediction of the theoretical model (h 0 ϭ 0.683). This experiment extends the parameter space covered by earlier experiments.
Finally, experiment SLS represents a case with strong low-level shear (␣ ϭ 3.0, d 0 ϭ 0.2). This configuration is expected to support the deepest cold pool (h ϭ 0.767) among all the experiments. It was shown by X92 and XM94 that, for the constant shear inflow case, the frontal surface at the midlevels can have a slope of more than 60Њ in the case of very strong shear, even though the slope at the frontal nose is independent of shear. This behavior was verified by the numerical experiments of XXD96, and a similar behavior can be expected for strong nonconstant shear. The slope of the midlevel frontal surface and the associated flow are of practical importance since they may help us understand the behavior of updrafts in convective systems, for example, squall lines. The orientation of the updraft is believed to have a controlling effect on the longevity of such systems (TMM82; RKW88). An additional run (SLSA, which stands for strong low-level shear) is performed with all parameters the same as in SLS except for the initial depth of cold pool, which is set to 0.2. This is well below the theoretical value of 0.767. It is, however, this last case that is most directly relevant to squall line dynamics.
In the next section, we will discuss the results of these six numerical experiments (see Table 1 ).
Kinematic properties and quasi-steady-state
behavior of simulated density currents
a. Cases with shallow, moderate shear
All numerical simulations reported in this paper are carried out to a nondimensional time T ϭ 36. Ensemble time averages are produced for simulated fields over the period T ϭ 12 to T ϭ 18 at a sampling interval of 0.5.
To avoid spatial smoothing due to the current propagation, the instantaneous fields are translated in x before averaging so that their frontal noses collocate with the nose at time T ϭ 12. The instantaneous field at T ϭ 12 and the time averaged fields will be shown.
The results from experiments LS1, LS2, and LS1A are discussed in this section. In LS1, positive shear exists in the lower levels (d 0 ϭ 0.2) of the environmental flow, while the flow above is uniform. According to Fig.  2 , such an inflow supports a steady-state density current of depth h ϭ 0.59 (see also Table 1 ). Since the initial flow and density current are configured to reflect the theoretical far-field solution, we expect the simulated density current to remain quasi stationary relative to the model grid. This expectation is well supported by the numerical solution. Between T ϭ 12 and 18, the frontal nose retreated by only 0.075, yielding a phase speed of Ϫ1.25 ϫ 10 Ϫ2 relative to the model grid. The flowrelative propagation speed is therefore 0.40 instead of the theoretical value of 0.412, corresponding to a 3% error (see also Table 1 ). The front remains quasi stationary until T ϭ 30, when most of the cold pool air is depleted on the downstream side and the density current starts to retreat.
Measured by the Ϫ0.5 buoyancy contours (boundary of shaded areas in Fig. 6b ) in the time-averaged field, the height of the simulated density current head is about 0.538, slightly shallower than the theoretical value of 0.59. Similar to the results of XXD96, the simulated density current head is in general slightly shallower than the theoretical value. The presence of transient turbulence and the associated energy loss are believed to be the cause.
Due to the presence of strong shear at the density current interface, KH billows are pronounced features in the instantaneous fields. In fact, these billows are shed periodically at the back edge of the elevated density current head and move rearward. They entrain lighter air from above into the denser air below, and vice versa (Fig. 6a) , and produce a mixed transition layer that is roughly half the depth of the head (Fig. 6b) . Such billows are characteristic of numerically simulated density currents with high resolution models (e.g., Droegemeier and Wilhelmson 1987; XXD96) as well as laboratory experiments (e.g. , Benjamin 1968; Britter and Simpson 1978) . Because of their transience, the billows are completely smoothed out in the time-averaged field (Fig.  6b) , and the negative vorticity that is otherwise concentrated within a vortex sheet is now spread over a finite depth. In this layer, it can be shown that the shear instability is released by the mixing and the turbulent Richardson number is above the commonly quoted critical value of 0.25.
The density current exhibits a noticeable decrease in the depth of the heavier-fluid layer on the rear side of the head. It was shown in X92 that, as the depth of this layer decreases abruptly, the lighter-fluid layer can undergo a transition similar to a turbulent hydraulic jump X U E E T A L . FIG. 6 . Nondimensional velocity and buoyancy (density) fields (a) at T ϭ 12 (20 min model time), (b) ensemble averaged fields over a period of T ϭ 6 from T ϭ 12 to 18, and (c) streamlines corresponding to the flow in (b), for experiment LS1. For the ensemble average, the fields are sampled at an interval of T ϭ 0.5, and the frontal nose at all times is shifted to the nose location at T ϭ 12 before averaging. The depicted flows are system relative in a nondimensional coordinate. The x origin indicates the initial position of the frontal nose. The horizontal and vertical velocity scales (w ϭ u ϭ 1) are shown by the arrow keys to the lower left-hand corner. The contour intervals are 0.1 for buoyancy and 0.05 for streamlines. The areas with buoyancy less than Ϫ0.5 are shaded.
with the upper-layer flow switching from supercritical to subcritical. Below the subcritical flow, the denser fluid layer is shallower, in resemblance to the present experiment.
Near the frontal nose of the simulated density current, the fluid interface is actually quite smooth. Strong baroclinicity exists along the interface, and thus large positive vorticity is generated there. Animations of the flow field show clearly that small eddies with such positive vorticity are carried away by the larger-scale flow, in this case toward the rear. These eddies grow in size as they move rearward, as in Droegemeier and Wilhelmson (1987) , and significantly enhance the KH billows forming in situ along the fluid interface. The smoothness of the interface at the frontal zone is due to the effective removal of vorticity by the strong rearward flow. The size of the billows is positively correlated with the magnitude of the shear across the interface, while a negative correlation exists with the speed of the rearward advective flow above the fluid interface (cf. this case with Figs. 6a and 8) . A similar behavior was found by Chen (1995) , who used the ''vorticity ventilation'' mechanism to explain the local characteristics of simulated density currents.
It should be noted that the density current front has almost the same shape and sharpness in the time averaged field (Fig. 6b) as in the instantaneous field (Fig.  6a) 
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frontal zone and thus the front is essentially steady. Also note that the slope of the front at the nose is very close to 60Њ (the figures are plotted to the physical scale), which agrees with the theory.
The transient and time-averaged behavior of the simulated density current in this case is similar to that of experiment B2 of XXD96, where the inflow has a moderate positive shear that extends over the entire depth of the model domain. The positive shear in both cases supports a density current that is deeper than 0.5-the depth in a uniform shear.
A similar agreement is found between the numerical solutions of LS2 and the corresponding theoretical results (Fig. 7) . In LS2, the low-level (d 0 ϭ 0.2) inflow shear is negative (␣ ϭ Ϫ1.0) and the expected frontal height is less than 0.5 (h ϭ 0.41, see Table 1 or Figs.  2 and 3) . Again, the initial cold pool is configured according to the theoretical solution, and thus it is expected to remain quasi stationary. In fact, between T ϭ 12 and 18, the frontal nose remains exactly stationary, resulting in a flow-relative phase speed that is equal to the theoretical value of 0.318 (see Table 1 ). The depth of the current head measured from the time-averaged fields ( Fig. 6b) is 0.325 compared to the theoretical value of 0.410. Note that the agreement is better for the positive shear (deeper density current) case. A similar behavior is found in XXD96 for uniform shear cases (compare their experiment B1 and B2). The accuracy is actually slightly better here. The increased vertical resolution and the absence of vertical numerical smoothing in the current cases is believed to be responsible for the improvement. The behavior of the KH billows is similar to that in LS1, except that the size (or amplitude) is smaller. This, we believe, is partly due to the stronger ''ventilating'' flow in LS2 and partly due to relatively less baroclinic vorticity generation at the current head.
b. The dependency of simulated density currents on initial parameters
In most previous numerical studies of density currents and thunderstorm outflows, the cold air is introduced into the model by either specifying a time-dependent heat sink that simulates the evaporative cooling in a thunderstorm downdraft (e.g., Mitchell and Hovermale 1977; Thorpe et al. 1980) or by prescribing a time and space invariant distribution of cold air source either at the model boundary (e.g., Crook and Miller 1985; Droegemeier and Wilhelmson 1987) or in the interior domain (Chen 1995) . These methods, although not totally unrealistic, do have their shortcomings. Since the temporal and/or spatial distribution of the source is prescribed, it is hard to separate the internal dynamics of the density currents from the initiating mechanisms. In the simulations reported here, as well as in XXD96, an initial cold pool is specified under the guidance of a theoretical solution and is then allowed to evolve freely by itself. Such a cold pool has a sufficiently large volume so that the resulting behavior of the density current will not depend upon the source. The previous two experiments have shown that quasi steady states can indeed be established after the system is allowed to evolve freely.
To further test the dependency of the final behavior of the current on the initial model configuration, we repeat experiment LS2 with the initial depth of cold pool set at 0.41 instead of the theoretical value of 0.59. Interestingly, the initially low current head is quickly raised to a level similar to that in LS2. By T ϭ 6, its head has a depth of about 0.538 (not shown) and the front remains almost completely stationary from T ϭ 6 onward. The time-averaged fields shown in Fig. 8 are very close to those in Fig. 6b for LS2 . The depth of the head is about 0.531, and the propagation speed is about 0.412. These agree extremely well with the theoretical values (see Table 1 ). This experiment, together with similar experiments performed for cases with different shears (not shown), further confirms that the shape, depth, and propagation of a density current in low-level shear flow is primarily governed by the internal flow dynamics (mass and vorticity conservation and flow force balance). This extends our findings for the constant shear case reported in XXD96.
c. The deep, moderate shear case
In LS1 and LS2, the inflow shear was confined to the lower 20% of the model domain. In experiment DS, we examine a case in which the shear extends to half (d 0 ϭ 0.5) the height of the domain (see Table 1 ) and the inflow shear is set to ␣ ϭ 1. The instantaneous fields at T ϭ 12 are shown in Fig. 9 , together with the timeaveraged fields. In this case, theory predicts a head height of 0.683 and a (flow relative) propagation speed of 0.696. The simulated depth and propagation are, respectively, 0.638 and 0.709, representing 5% and 2% errors, respectively. The depth is again determined by the 0.5 buoyancy contour. The current front moves slightly faster than the theoretical prediction in this case.
The KH waves develop in a manner similar to those seen previously, except with a larger amplitude. Again, this can be explained by the production of more vorticity at the much deeper frontal interface. This vorticity, carried rearward, contributes to the intensification of the KH billows. As a result, the flow behind the head is much more turbulent and transient. These experiments suggest that larger amplitude billows tend to be associated with a deeper head.
d. Cases with strong low-level shear
We now explore cases in which a strong shear (␣ ϭ 3) is confined to the lowest 0.2 of the domain. Such a configuration is more typical of a squall line environment (e.g., Bluestein and Jain 1985; TMM82). If we assume the model top represents a tropopause of 10-km height, then the scaling parameter is H ϭ 10 km. Using X U E E T A L . Fig. 6 but for experiment LS2, a case with a negative low-level shear (␣ ϭ Ϫ1 and d 0 ϭ 0.2). Fig. 6b but for experiment LS1A, in which the initial cold pool is lower (h 0 ϭ 0.41) than the theoretical depth (h 0 ϭ 0.59) corresponding to the specified inflow (␣ ϭ 1 and d 0 ϭ 0.2).
FIG. 7. As in

FIG. 8. As in
the relations in Eq. (3.2), this gives U ഠ 31 ms Ϫ1 , and therefore ␣ ϭ 3 gives a speed change of 18.6 m s Ϫ1 over a 2-km depth. This is close to the magnitude of share that comprises the ''optimal'' condition for longlived squall lines (TMM82; RKW88). On the other hand, if we apply our density current model to a 1-km depth domain, that is, H ϭ 1 km, we have a speed differential of 6 m s Ϫ1 over a 200-m layer, which is also Fig. 6 but for experiment DS, a case with deep inflow shear (␣ ϭ 1 and d 0 ϭ 0.5).
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typical of the shear observed in the atmospheric boundary layer.
In the first experiment (SLS) with this strong lowlevel shear, the initial cold pool depth is specified according to the theoretical solution (h 0 ϭ 0.767). Similar to the previous experiments, the density current is expected to remain quasi stationary and maintain its initial depth. However, the frontal slope at the midlevels may steepen to more than 60Њ. This behavior was shown by X92 and XM94 for the constant shear inflow case and verified by XXD96 using numerical experiments. Although no vigorous solution is sought for the present nonconstant shear case, we expect a similar behavior and wait for the verification by numerical experiments. Figure 10a shows the velocity and buoyancy fields at T ϭ 12. It is clear that the front is steeper at the midlevels than at the frontal nose, where the slope is close to 60Њ. The front is also steeper than at the initial time given in Eq. (3.3) . The steepening occurred very quickly during the first few time units. By T ϭ 6, the flow pattern (not shown) is already very similar to that at T ϭ 12. As discussed earlier, the slope of the front is determined by the pressure balance across the interface, and the midlevel slope has a significant bearing on the dynamics of squall-line-type convection.
Similar to what was found earlier, KH billows are evident and do not develop significant amplitudes until one unit behind (x ϭ Ϫ1) the forward edge of the current head. The time-averaged fields in Fig. 10b show that the fluid interface is hardly mixed for x Ն Ϫ1, indicating that most of the eddies exist to the left of this point. Significant mixing occurs to the left of x ϭ Ϫ1 and produces a mixed layer of about 0.3 in depth. The vortex sheet between the two fluids becomes a zone of nearly constant moderate shear. The density current depth, as indicated by the shading, drops from above 0.75 to about 0.5 as one moves from the head rearward. Again, one can explain this using hydraulic jump theory in the pres-X U E E T A L . Fig. 6 but for experiment SLS, a case with strong low-level shear (␣ ϭ 3 and d 0 ϭ 0.2). ence of energy loss (X92). Finally, the depth of the current head as well as the propagation of the front agree very well with the theoretical results (0.763 vs 0.767 and 0.777 vs 0.789, respectively).
FIG. 10. As in
The deep density currents studied in this paper are more germane to laboratory flows, where the supply of the denser fluid can be sufficient. While it has been shown that the eventual quasi steady state of the simulated density currents is independent of the initial cold pool configuration, the realization of the theoretical depth does depend on a sufficient supply of cold air. In our numerical experiments, this implies that the initial depth of cold pool cannot be too shallow. In the atmosphere, where the troposphere is usually about 10 km deep, thunderstorm outflow density currents rarely exceed 2 km in depth due to the vertical thermodynamic profile, among other factors. They usually occur only in the subcloud layer, where evaporatively cooled air feeds the outflow. It is of more practical importance in understanding the behavior of the density current that cannot reach the balanced steady-state depth. In such systems, energy loss occurs in order to maintain a steady-state solution (Benjamin 1968; X92) ; in a numerical model, the energy loss may exhibit considerable unsteady transient activity.
In experiment SLSA, an initial cold pool of depth 0.2 is specified within the same strong low-level inflow as in SLS. In the inviscid limit, the balanced depth of the density current is about 0.77 (i.e., to counteract the specified shear). The given initial cold pool obviously cannot resist the inflow, nor does it have enough mass to achieve the balanced depth in the same way that the cold pool in experiment LS1A does. As a result, the density current head recedes quickly. By T ϭ 6, the frontal nose has receded by about 0.8 units (Fig. 11a) and, at T ϭ 12, the nose is located near x ϭ Ϫ1.5 (Fig.  11b) . This propagation occurs in the form of head erosion at the front rather than a retreat of the entire cold pool body; as a result, the flow-relative speed of the front is reduced so that a different quasi-balanced state can be established. The propagation of the front is rather steady between T ϭ 6 and 24, with an average speed of Ϫ0.142. The corresponding flow-relative speed is therefore 0.635 (see Table 1 ).
The flow at the density current head in case SLSA is, however, far from steady throughout the entire period. When the low-level inflow of high shear approaches the frontal nose, it is deflected upwards. Most of this inflow turns into a nearly vertical, though unsteady, updraft and brings with it some of the denser air from the cold pool (Fig. 11) . Animations show that discrete ''patches'' of cold air at the frontal interface are periodically ejected upward and that most of them reach the upper third of the model domain. This air generally carries negative vorticity, owing to the presence of negative vorticity at the flow interface as well as that generated by baroclinic processes. As a result of this process, counterclockwise-rotating eddies are created and carried up to near the model top, where they propagate mostly rearward. In a way, their behavior is similar to the KH billows observed previously, except that they are less organized due to the absence of support from a steady shear interface. In spite of significant mixing and interaction with denser fluid, the upward-deflected inflow retains most of its positive vorticity. Most of this flow turns rearward as it reaches the model top, while a small portion turns to the right, forming an overturning branch of the draft (Fig. 11) .
The time-averaged system-relative flow, buoyancy, vorticity, and streamlines for experiment SLSA are shown in Fig. 12 . The streamline field depicts a predominantly jump-type flow, with the surface streamline in the inflow reaching a height of about 0.8. The overturning branch is also evident to the right of the primary updraft.
The buoyancy field shows an envelope of denser fluid extending to a height of about 0.76. The shape of this envelope is, interestingly, not very different from that of the density current head in SLS, where the cold pool is specified to be close to this shape at the beginning. If we take the buoyancy b ϭ Ϫ0.1 contour as the outline of the density current head, it shows a slope close to 60Њ at the nose and a steeper slope at the midlevels, a behavior also found in SLS. These results indicate that the basic dynamic control (pressure balance) on the flow interface works to a large extent for the averaged flow, despite that the instantaneous flow is very transient and nonhydrostatic and our steady-state theory for the inviscid two-fluid density current is not strictly applicable. The results also suggest the important role of the low-level shear in controlling the global flow pattern.
Positive shear in the low-level inflow does make possible strong vertical lifting at the frontal nose; stronger positive shear supports a deeper jump-type or even an overturning flow. An additional experiment was conducted (figures not shown here), in which the inflow shear magnitude is 2 instead. In this case, the outer contour of the cold fluid is about 0.7 deep, close to the balanced solution of 0.68. Associated with it is a jump-type flow, but the front slope is less than 60Њ at the midlevels and the overturning branch is absent. In summary, we have described the transient and time-averaged behavior of simulated density currents propagating in an environment with low levels. The depth and propagation in the simulations agree very well (typically to within a few percent) with theoretical predictions from an inviscid two-fluid model in spite of the presence of transient eddies in the former. In next section, we will further examine the dynamic properties of the simulated flows.
Conservation properties of simulated density currents
The kinematic properties of idealized inviscid flow are determined by the Lagrangian conservation of vorticity and Bernoulli energy, along with the flow force balance and mass continuity in the theoretical model presented in section 2. It is worthwhile to examine the extent to which these conservation properties are satisfied in the simulated flows. In general, mass continuity is satisfied, while the Lagrangian conservation of vorticity and Bernoulli energy may not be. With the freeslip boundary conditions assumed in the model, the flow force balance between the upstream and downstream cross sections should also be well satisfied if the flow is quasi steady. We check the conservation properties for LS1, LS2, SLSA, and SLS in what follows.
The nondimensional Bernoulli energy E ϵ u 2 /2 ϩ pЈ FIG. 13. (a) Vertical profiles of nondimensional Bernoulli energy E ϵ u 2 /2 ϩ pЈ and (b) vorticity ϵ u z Ϫ w x , for the time-averaged flow in LS1 (Fig. 6) . The simulated profiles are plotted for x ϭ 2.4 (ahead of front), x ϭ Ϫ1.2 (density current head), and x ϭ Ϫ2.4 (behind the head), together with the profiles at the upstream and downstream boundaries from the theoretical solution.
and vorticity ϵ u z Ϫ w x are computed for the timeaveraged flow of LS1 (Fig. 6b) . Their vertical profiles are plotted in Fig. 13 for three representative cross sections, that is, at x ϭ 2.4 (ahead of front), x ϭ Ϫ1.2 (density current head), and x ϭ Ϫ2.4 (behind the head). The upstream and downstream profiles based on the theoretical solutions are also plotted as a reference.
On the upstream side, the contribution to E comes from the u velocity only. The low-level shear profile results in a maximum in E at the surface, which decreases quadratically upward until z ϭ 0.2 and then remains constant above (Fig. 13a) . The fact that the E profile at x ϭ 2.4 is nearly the same as the theoretical one indicates that the inflow is modified little up to this point.
The simulated E profiles to the left of the frontal nose are similar to those at the upstream location at z ϭ 0. This indicates that along the surface, the E on the right, which is due only to the influence of u, is balanced by the E inside the cold pool, where the pressure perturbation is the sole contribution. It is not surprising that E at x ϭ Ϫ2.4 agrees with the theoretical value less than that at x ϭ Ϫ1.2, because the former is behind the head where eddy mixing is significant. The theoretical profile of E decreases linearly with high values inside the cold pool as the hydrostatic pressure decreases linearly. Then, E jumps across the flow interface to the value of the upstream flow at the ground level. The simulated profile has a similar behavior. The peak value and the shape of the profile near z ϭ 0.6 indicates that the fluid above the cold pool indeed comes from the low levels and conserves Bernoulli energy. The peak of the minimum is less sharp, apparently because of the weak mixing at the interface. At x ϭ Ϫ2.4, the flow between z ϭ 0.4 and 0.6 is well mixed (see Fig. 6b ) and, as a result, there is significant energy loss there (Fig. 13a) . Figure 13b shows that vorticity is roughly conserved above the density current head and within the cold pool but is not conserved in the mixed interfacial layer. The upstream profiles are characterized by a constant positive vorticity of 1 below z ϭ 0.2, and the downstream analysis profile has a negative spike at the fluid interface level and positive constant value of 1 in the layer immediately above the interface. In the simulated flow, the negative spike is spread out over a depth of about 0.1 at x ϭ Ϫ1.2 and over a much deeper layer at x ϭ Ϫ2.4. The simulated vorticity profile at x ϭ Ϫ1.2 has a positive peak at z ϳ 0.65, which agrees with the theoretical profile since the fluid there actually comes from the shear layer in the inflow. The magnitude of the peak is, however, about 4 instead of 1. This excess of vorticity is believed to be due to the enhancement of rearward flow immediately below this layer and caused by rotating eddies whose negative vorticity comes mostly from baroclinic generation at the frontal interface. A similar excess of vorticity in this layer is also observed in other cases reported in this paper and in XXD96.
Similar profiles of the Bernoulli energy (E) and vorticity () are plotted in Fig. 14 cold pool and the upper-level flow is broader and lower in altitude than predicted by theory.
Next we examine the validity of flow force balance in the simulated flow. As in XXD96, we rewrite the flow force balance in Eq. (2.15) as For a time-averaged flow described by a time-averaged version of Eqs. (3.1), the flow force can be written as Here ͗ ͘ is the time-average operator covering the period from T ϭ 12 to T ϭ 18 in our case and uЉ ϵ u Ϫ ͗u͘ is the transient part of u. The horizontal integral in (5.1c) is from the upstream lateral boundary to the particular vertical cross section of interest at x. Note that in the simulations reported here, no vertical computational mixing is included, and thus a term due to its presence in XXD96 does not appear in (5.1c).
The flow force for the averaged flow, F 0 , is plotted as a function of x in Fig. 15 for experiments LS1 and LS2, together with F from the theoretical solution and for the instantaneous flow at T ϭ 18. It is clear that F 0 for LS2 is close (maximum error is less than 3%) to the theoretical constant value for all x values shown but is in good agreement for LS1 only for x Ն Ϫ1. At x ϭ Ϫ3, the difference is about 12%. On the other hand, F for the instantaneous flow at T ϭ 18 is in much better agreement for all x in both cases. For the instantaneous flow, the discrepancy comes from the local time ten- dency term only. The fact that this term is very small even for instantaneous flow suggests that the main error in FЉ comes from uЉ, the transient part of u, since the time tendency term for the time-averaged flow should be even smaller (it is not identically zero because the time average is performed on a set of data sampled at discrete times; see section 4 for more details on the time averaging procedure). This analysis is consistent with the results in Fig. 15 ; most of the transient activity, the KH eddies, exist to the left of x ϭ Ϫ1.0, and these eddies are much stronger in LS1 than in LS2 (Figs. 7a and 6a). The above analyses show that the Lagrangian conservation of vorticity and Bernoulli energy are approximately satisfied above the density current head but to a lesser extent in the mixed interfacial layer. Further, the flow force balance is very well satisfied across the domain for the instantaneous flows but is less so in regions of strong transient eddies for the time-averaged fields. The discrepancy in the latter is attributed to the transient part of the flow force (uЉ term in FЉ) that is not accounted for in the force calculation [F 0 in (5.1a) is calculated and FЉ is neglected]. These results explain why inviscid theory is largely successful in describing the numerically simulated density currents.
Bernoulli energy (E) profiles are plotted for SLS in Fig. 16 , showing a similar degree of conservation as in the previous cases (e.g., LS1). It can be seen from Fig. 16 that E is well conserved along the lower boundary. The profile at the left side of the front exhibits an identifiable minimum at about z ϭ 0.7, which corresponds to the minimum at z ϭ 0.77 in the theoretical profile. The minimum is a result of the linear decrease with height of hydrostatic pressure and the zero flow speed inside the cold pool. Above z ϭ 0.8, E is close to that of the upper-level inflow, although the positive peak associated with air originating at z ϭ 0 is reduced.
The vorticity profiles given in Fig. 17 show interesting features that agree with the theoretical profiles. Above and below z ϭ 0.77, the positive and negative anomalies have a clear correlation with those in the theoretical profiles, indicating that the positive vorticity at the low-level inflow did make its way to the upper levels and that the negative vorticity associated with the flow interface is primarily responsible for the negative anomaly near z ϭ 0.7. The flow force profiles for SLS in Fig. 18 show that the conservation for the instantaneous flow is much better than for the time-averaged flow, for the same the reason discussed earlier.
In SLSA, the initial depth of the cold pool deviates significantly from the theoretical solution, and thus the main body of the cold pool remains shallow and the local flow near the front is much more transient. The cold pool front in this case retreats at a roughly constant speed, effectively reducing the system-relative flow speed. As was shown earlier, the time-average flow has a broad-scale feature that is similar to the balanced flow predicted by the inviscid stead-state model (Fig. 12) . Since the flow is highly turbulent and nonsteady, Bernoulli energy and vorticity are far from conserved and cannot be closely compared with the theoretical profiles. Nevertheless, the flow force profiles for SLSA in Fig.  18 show a similar degree of conservation as in the previous cases.
In general, the numerical model predicts the propagation speed more accurately than it does the depth. XXD96 explains this by considering the contribution of energy loss and circulation inside the cold pool. Ac- Fig. 15 but for experiments SLSA and SLS.
FIG. 18. Same as
cording to Benjamin (1968) and X92, the energy loss and circulation inside the cold pool tend to increase slightly the propagation speed, while reducing the head depth of the supercritical state of a density current. The same argument can be applied to cases reported here.
The theoretical analyses of X92 and XM94 suggested that the flow force balance is the principal global property that controls the flow structure and the interaction between the environmental shear and the cold pool circulation. The flow is at the same time subject to the strong constraint of mass continuity and weak constraints of energy and vorticity conservation. Thus, the well-maintained flow force balance in our numerical experiments is the key factor that explains why the simulated density currents propagate at nearly the same speed as predicted by inviscid theory, while the lessconservative nature of the Bernoulli energy and vorticity is responsible for the reduced depth of the simulated flow compared to its inviscid limit.
Summary and conclusions
The two-fluid idealized density current model in constant shear developed by Xu (1992) and Xu and Moncrieff (1994) has been extended to the case of nonconstant vertical shear. Theoretical solutions are determined by the conservation of mass, momentum, vorticity, and energy. It is found that shear confined to the low levels plays a role similar to uniform vertical shear in controlling the depth of steady-state density currents. When the shear enhances the low-level flow against the density current propagation, the current is deeper than the balanced depth of a current in a uniform flow, the half depth of a vertically bound channel.
Time-dependent numerical experiments are conducted for a variety of parameter settings, including varying depths and strengths of the shear layer. It was found that the depth and propagation speed of the simulated density currents in the simulations agree very well (typically to within a few percent) with predictions by the idealized theoretical model in spite of the presence of transient eddies behind the head of the former. The quasi steady state of the simulated density currents is independent of the specification of the initial cold pool, as long as the initial depth is reasonably close to the balanced solution.
When the initial cold pool is much shallower than the balanced depth, the upstream front of the cold pool recedes at a nearly constant speed but the flow is highly turbulent and nonsteady in the region above the density current head. The primary body of the density current remains shallow, but the broad-scale jump flow can reach a height similar to that predicted by the theoretical model. The main density current body behaves more like the subcritical flow that exists in the presence of energy loss, as discussed in X92 and Benjamin (1968) . Similar to the numerical experiments in RKW88, these experiments show that the slope of the frontal interface, the depth of the density current, and the associated jump flow are controlled to a large extent by the shear in the low-level inflow. This information is significant for our understanding of the forcing and cell regeneration mechanisms along an outflow gust front in convective systems. Using a hydrodynamical model of shear flow over semi-infinite barriers to represent a hypothetical cold pool, Shapiro (1992) also found that the vertical displacement of the low-level inflow has a direct relation with the inflow shear.
Detailed diagnoses of the numerical results showed that the Lagrangian Bernoulli energy and vorticity are approximately conserved at the current head (except for experiment SLSA) but are not conserved in the mixed interfacial layer behind where dynamical instability leads to turbulence and kinetic energy dissipation. In general, energy and vorticity conservation are interdependent (XM94) and are weak constraints for the global flow compared to mass conservation and flow force balance. Mass continuity is always satisfied, and the flow force balance is also satisfied to a high degree. The larger error in the flow force balance calculated for timeaveraged fields is due to the transient eddies, which are not accounted for in the flow force calculations. These results further confirm the theoretical analyses of X92 and XM94 with regard to the roles and relative importance of the conservation properties.
As in XXD96, the density currents studied in this paper are subject to an important limitation: the flow is restricted by a rigid upper boundary. The presence of this rigid lid forces the flow above the density current to run through a narrow channel, therefore it reduces the pressure (based Bernoulli energy conservation) in the region. As a result, a deep density current is supported. In the real atmosphere, we speculate that a strong inversion layer and the tropopause may act to some extent like a rigid lid in channeling the flow below. The validity of this speculation is the subject of future research. In the real atmosphere, a relatively shallow density current like the one in SLSA with strong low-level shear is more common. This type of solution typically involves energy loss and transientness. It is interesting, however, that the time-averaged flow can be well organized and can exhibit a predominant jump feature that resembles the jump updraft in a steady squall line (Moncreiff 1978; . The transient eddies at the frontal zone can be related to the regenerating convective cells. Furthermore, in the real atmosphere, a cold pool is maintained by downdraft cooling in a convective storm, which itself is significantly controlled and/or modulated by the cold pool strength. It is not the purpose of this paper to study the complete convective system like squall line, but rather to establish a firm understanding of the interaction between the density current (thunderstorm outflow boundary) and ambient shear flow in a more idealized setting for which theoretical solutions can be found. The effect of open upper boundary and the presence of stable layer and stratification, as well as the effect of local heating, will be studied in future research.
