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Abstract
A careful study of the induced transformations on spatial quantities due
to 4-dimensional spacetime diffeomorphisms in the canonical formulation of
general relativity is undertaken. Use of a general formalism, which indicates
the roˆle of the embedding variables in a transparent manner, allows us to
analyse the effect of 4-dimensional diffeomorphisms more generally than is
possible in the standard ADM approach. This analysis clearly indicates the
assumptions which are necessary in order to obtain the ADM–Dirac con-
straints, and furthermore shows that there are choices, other than the ADM
hamiltonian constraint, that one can make for the deformations in the “time-
like” direction. In particular an abelian generator closely related to true time
evolution appears very naturally in this framework. This generator, its re-
lation to other abelian scalars discovered recently, and the possibilities it
provides for a group theoretic quantisation of gravity are discussed.
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1 Introduction
The standard ADM formulation of canonical general relativity [1, 2] may be
considered as an initial value problem, defined by considering initial canon-
ical data on a arbitrary spatial slice in a spacetime foliated by a stack of
such slices. The spatial slice, let us call it Σt (assuming that it is a collec-
tion of equal-time points), has a 3-metric, gij(x), inherited from the 4-metric,
γαβ(X) of the surrounding spacetimeM and a momentum p
ij(x) conjugate
to the metric. 1 One uses this spatial slice to orient an orthogonal basis
(Nnα, N iXµi ), defined by the direction normal to the slice, n
µ, and the three
tangential directions Xµi ≡
∂Xµ
∂xi
. N and N i are the lapse and shift. Any
quantity of interest from covariant general relativity is then decomposed
with respect to this basis. Thus, the canonical theory is obtained by de-
composing the Hilbert-Einstein action with respect to (Nnµ, N iXµi ). The
result describes how the canonical data gij(x) and p
ij(x) are propagated in
these four directions by four constraints, the hamiltonian constraint H⊥ in
the normal direction and the momentum constraints Hi tangentially.
We shall be specifically concerned with the H⊥, Hi constraints as gen-
erators of normal and tangential deformations in the sense described above
(as proven in [3]). For the canonical representation of the Einstein theory,
one also requires the algebra of the constraints to describe the result of one
deformation followed by another. This is usually referred to as the Dirac
algebra:
{
H⊥(x),H⊥(x
′)
}
= gij(x)Hi(x)δ,j(x, x
′)− (x↔ x′) (1){
H⊥(x),Hj(x
′)
}
= H⊥,i(x)δ(x, x
′) +H⊥(x)δ,i(x, x
′) (2){
Hi(x),Hj(x
′)
}
= Hj(x)δ,i(x, x
′)− (ix↔ jx′). (3)
The last line in the Dirac algebra, the Poisson bracket between the two
momentum constraints, is the statement of DiffΣ invariance on Σt: one
spatial deformation followed by another is equivalent to an overall spatial
deformation. The second line is simply the transformation of H⊥(x) as a
scalar of density of weight 1 under DiffΣ. One needs to be more careful
with the first line, the Poisson bracket of two hamiltonian constraints. As
Hojman, Kucharˇ and Teitelboim explain in [3], this bracket describes how,
1 Notation: Greek indices run from 0 to 3, and Latin indices from 1 to 3. Σ denotes
3-dimensional space with coordinates xi, Σt is an equal-time spatial slice, M denotes 4-
dimensional spacetime with coordinates Xµ. LDiffM is the Lie algebra of 4-dimensional
diffeomorphisms DiffM.
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if one uses H⊥ to move from an initial to a final slice via an intermediate
one, the arrival point on the final slice depends on the choice of the in-
termediate slice. This path-dependence of the H⊥ deformation makes the
hamiltonian constraint somewhat difficult to use, and is responsible for the
explicit appearance of the metric field gij(x) in the right hand side of the
{H⊥(x),H⊥(x
′)} Poisson bracket.
This is a very problematic feature of the Dirac algebra. The metric
gij(x) is not a structure constant but one of the fields, which means that
the Dirac algebra is not a true Lie algebra. The existence of powerful group
theoretic techniques which may be employed in the quantisation of theories
classically described by Lie algebras means that the right hand side of this
Poisson bracket is unfortunate. It stands as an obstacle to any attempt to
apply group theoretic quantisation methods to the dynamical part of the
canonical gravity theory. 2
In this paper we shall reconsider the Dirac algebra, listing which assump-
tions of the ADM analysis make it unavoidable, and keeping an open mind for
alternative algebras of generators of deformations in pure gravity. The moti-
vation for this work was the discovery by Brown and Kucharˇ of a candidate
algebra for gravity of the form Abelian×DiffΣ [6]. It was discovered in the
context of a non–derivative coupling of incoherent dust to gravity. Perform-
ing a canonical decomposition of the system, they found the surprising result
that the dust field helped one to select a particular scalar combination of the
gravitational constraints, a quantity consisting purely of gravitational vari-
ables which, furthermore, had the property of being abelian. More specifi-
cally, for incoherent dust, this scalar is G(x) := H2⊥(x) − g
ij(x)Hi(x)Hj(x)
(or rather its square root) and satisfies {G(x), G(x′)} = 0.
Brown and Kucharˇ concluded with a promising proposal. The scalar
density G is a function of the gravitational variables, like the hamiltonian
constraint H⊥, and thus if one used G instead of H⊥, together with the
standard DiffΣ constraints, the algebra for gravity would not be the prob-
lematic Dirac algebra but would instead have the form Abelian×DiffΣ. At
2 The canonical formulation of gravity ought to be particularly convenient for a group
theoretic approach to quantisation. Control over the invariance group of the theory would
enable one to construct specific, self-adjoint representations of its Lie algebra, i.e. quantum
versions of the constraints and/or canonical variables, acting on an appropriate Hilbert
space [4]. The kinematical part of such an approach, the canonical commutation relations,
has been addressed by Isham and Kakas with promising results [5]. Unfortunately, but
perhaps not surprisingly, the dynamical part, including the hamiltonian generators in the
scheme, has proved a more difficult problem, with central obstacles being the Dirac algebra
and the hamiltonian constraint.
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first sight, it is unclear how this proposal can be implemented. For exam-
ple, G(x) is quadratic in the old constraints and hence, if the dust field is
removed, it does not generate motion on the constraint surface of pure grav-
ity. This problem does not arise if the gravitational field remains coupled
to some matter field. Consequently, the dilemma arises as to whether the
abelian constraints should be investigated in the context of reference fluids
and clocks, or in pure gravity. The first option avoids the above problem
and has been investigated in [7, 8, 9] who generalised [6] to scalar fields and
perfect fluids and discovered even more abelian scalar densities, which we
shall term Kucharˇ constraints. However, this sidesteps the most intriguing
feature of these scalars, the fact that they only involve gravity variables.
It has been shown recently [10] that for pure gravity there is a whole
family of such abelian scalar densities, including those found via particu-
lar matter couplings, which are solutions of a nonlinear partial differential
equation. Such a Kucharˇ scalar density K[(detg),H⊥,Hi] of weight ω can
be incorporated in the “Kucharˇ algebra”
{
K(x),K(x′)
}
= 0, (4){
K(x),Hi(x
′)
}
= K,i(x)δ(x, x
′) + ωK(x)δ,i(x, x
′), (5){
Hi(x),Hj(x
′)
}
= Hj(x)δ,i(x, x
′)− (ix↔ jx′). (6)
In the present paper, the discovery of the Kucharˇ scalars and algebra
is only the motivation for a search for abelian generators of deformations
in pure gravity. We will not attempt here to derive the precise form of the
Kucharˇ scalars from our results, although we discuss a possible relationship.
Our focus is evolution as an abelian timelike deformation produced by scalar
generators. We shall identify how the hamiltonian constraint and its algebra
is tied to the ADM concept of spatial slices and the normal to the slice, which
is unrelated to genuine time evolution. We find that, if the 3+1 split does
not follow the convenient route of the orthogonal basis of lapse and shift,
one can find scalar generators of abelian deformations which have a close
relationship to time evolution.
The interesting feature is that the most suitable method for obtaining the
above results is to consider the long-standing issue of the roˆle of spacetime
diffeomorphisms in the canonical theory. We shall discuss how spacetime
diffeomorphisms can be handled canonically if one takes into account the
ways in which the space Σ is embedded in spacetime M (for globally hy-
perbolic spacetime, M ∼ Σ × R) and how DiffM is hidden in the ADM
analysis because this embedding is treated as fixed. A more suitable picture
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of spacetime M as a bundle with fibres R over space Σ, which naturally
accommodates embeddings, is proposed in section 2. In section 3, we use
this picture to write down induced spacetime diffeomorphisms on spatial
objects. We then move closer to the usual representation of deformations
in canonical theory by writing the induced spacetime diffeomorphisms as
Lie derivatives on tensor quantities, for example the 3-metric gij(x) (section
4). From these general transformations, for particular choices of diffeomor-
phisms and embeddings, one can derive the usual ADM-Dirac generators and
understand more precisely the assumptions that go into the construction of
the normal deformation by the hamiltonian constraint, as we show in sec-
tion 5. Interestingly, we also find a generator which is in many ways more
natural than the hamiltonian constraint corresponding to diffeomorphisms
along the R fibre. This constraint is abelian and, in contrast to the hamilto-
nian constraint, the evolution it generates can be more naturally associated
with timelike evolution. This particular choice is discussed in Section 6, and
the consequences for quantisation, along with other concluding remarks are
given in Section 7.
2 DiffM and the embedding of Σ in M
The 4-dimensional formulation of general relativity is covariant under dif-
feomorphisms (DiffM) of the spacetime manifold M. In order to develop
a Hamiltonian formulation for the purposes of canonical quantisation one
must introduce a 3+1 split of spacetime into space and time. While not
manifestly covariant, it is clear that this representation must still exhibit
the symmetries of the 4-dimensional theory if only in terms of an arbitrari-
ness of the embedding of the spatial slice. The actual question of how the
DiffM covariance is realised in the canonical theory is clearly of importance.
However, the ADM formulation is not necessarily the most appropriate for-
malism in which to address this question. While in 4 dimensions we have
the LDiffM algebra, in the ADM formalism the only algebraic-like structure
is the Dirac algebra. It is accepted that the Dirac algebra is, somehow, the
“projection” of LDiffM onto the foliated spacetime. However, this is not a
clear statement. The Dirac algebra is very far from being either isomorphic
or a subalgebra of LDiffM since it is not even a true algebra.
Recovering DiffM in the canonical theory is difficult, essentially because
a fundamental tenet of a canonical theory is not to have explicit reference
to what appears as ambient spacetime. Fortunately, as has been pointed
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out in detail by Isham and Kucharˇ [15], there is indeed a link provided
between space and spacetime. It is encoded in the way space is thought
of as embedded in spacetime in a 3+1 theory. That is, in the common
assumption of a globally hyperbolic spacetime, M∼ Σ×R, there are many
ways in which Σ is embedded in M (provided the metric induced on Σ can
be spacelike). However, in the ADM approach once the 3+1 decomposition
is accomplished one appears to lose contact with details of the embedding.
In order to carefully analyse the realisation of 4-dimensional symmetries
in the 3+1 theory it is clearly necessary to have explicit reference to the em-
bedding information at the canonical level. For this reason it is important to
know at which stage of the ADM approach one loses the explicit embedding
information, at least in the sense to which this information is arbitrary and
one can modify the particular embedding if required.
The procedure of the decomposition is to assume that M is foliated by
(equal-time) spacelike slices Σt. If we label coordinates in M by X
α and
in Σt by x
i, then the Jacobian Xµi :=
∂Xµ
∂xi
describes the way that Σt is
embedded in M. Each slice Σt acquires a 3-metric which is the projection
of the spacetime metric γαβ on an orthogonal basis defined on the slice via
the decomposition of the deformation vector X˙µ (where the dot denotes
differentiation by time):
X˙µ = Nnµ +N iXµi . (7)
However, to use this formula in the canonical analysis one needs to treat
the embedding Xµi as fixed. For fixed X
µ
i the spacetime M becomes a
particular stack of slices Σt for increasing t. This construction is of course
general since (7) holds for all Xµi (producing spacelike slices). However
if, at the level of the canonical theory, one wishes to see what happens
when the embedding changes one needs to return to (7) and perform the
analysis more generally. Note that otherwise the choice of decomposition
has an effect similar to the partial “gauge-fixing” of a theory where certain
invariances of the theory, while still present in the sense that the choice
of “gauge” is arbitrary, become hidden. In this context we no longer have
M ∼ Σ × R for all possible embeddings Σ → M, but only for a chosen,
albeit arbitrary, example. As a result, this fixing of the embedding hides
the DiffM covariance of the theory.
The ADM construction is based on this assumption of fixing the em-
bedding and some of its features are natural only in this context. Among
the basic objects associated with eq. (7) are the geometric spatial slice and
6
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Figure 1: Spacetime M as a bundle over space Σ.
its normal direction, which naturally lead to the hamiltonian constraint
being the generator of normal deformations. In a formulation where the
embeddings can be modified, the spatial slice and its normal will be less
fundamental features.
As the preceding discussion has indicated, in order to describe space-
time diffeomorphisms we require a canonical split that can accommodate
arbitrary embeddings. We shall now outline a straightforward formalism
of this type which relies on the use of the global hyperbolicity requirement
M∼ Σ× R. We consider a 3-dimensional manifold Σ, whose metric is not
yet specified. Over each point x of Σ, there is an R-line. This results in a
line bundleM over Σ with fibre R:
R −→ M
π ↓↑ σ
Σ
(8)
as pictured in figure 1. There is a projection map, π : M → Σ, and the
cross-section map π ◦σ = 1. The actual embedding then corresponds to this
cross-section map σ, as it takes each point x ∈ Σ to a point σ(x) in M.
Thus, for every σ we have an embedding of the 3-dimensional manifold Σ
in M, which we will denote by σ(Σ). This cross-section σ(Σ) is the spatial
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slice in the ADM language.
The bundleM is DiffM covariant. Under a diffeomorphism φ ∈ DiffM,
σ(x) ∈ M is mapped to φ−1σ(x) ∈ M. The maps σ, and π connect Σ
and M in a natural way. For example, when in M, we can act with φ ∈
DiffM, and finally return to πφ−1σ(x) ∈ Σ using the projection map π.
As a consequence this bundle construction allows us to induce spacetime
transformations on spatial objects. The induced spatial transformation is
from x to πφ−1σ(x) ∈ Σ.
In the next two sections, we shall work out explicitly the induced DiffM
transformations of spatial objects.
3 Induced spacetime diffeomorphisms on space
Let us first consider the simplest case, the transformation induced by a
diffeomorphism φ ∈ DiffM on a vector vx ∈ TxΣ. According to figure 1, we
can push this vector forward through
TxΣ
σ∗−→ Tσ(x)M
φ∗
−→ Tφ−1σ(x)M
pi∗−→ Tpiφ−1σ(x)Σ (9)
sending
vx ∈ TxΣ 7→ σ∗vx 7→ φ∗σ∗vx 7→ π∗φ∗σ∗vx ∈ Tpiφ−1σ(x)Σ. (10)
In order to evaluate the result we begin with a basis
(
∂/∂xi
)
x
in TxΣ with
respect to which vx has components
vx = v
i
(
∂
∂xi
)
x
. (11)
Then if (∂/∂Xµ)σ(x) is a basis in Tσ(x)M we can use the Jacobian for the
two bases,
σµ,i(x) :=
(
∂Xµ(x)
∂xi
)
σ(x)
, (12)
to obtain the push-forward σ∗vx of vx as
σ∗vx ∈ Tσ(x)M = v
iσµ,i(x)
(
∂
∂Xµ
)
σ(x)
. (13)
We now have a vector σ∗vx in Tσ(x)M on which we can apply a 4-
dimensional diffeomorphism φ ∈ DiffM and obtain
φ∗σ∗vx ∈ Tφ−1σ(x)M = v
iσµ,i(x)φ
ν
,µ (σ(x))
(
∂
∂Xν
)
φ−1σ(x)
. (14)
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Finally, we can push this forward to TΣ again, using the Jacobian πj,ν
(
φ−1σ(x)
)
for the two bases
(
∂
∂Xν
)
φ−1σ(x)
and
(
∂
∂xj
)
piφ−1σ(x)
,
πj,ν
(
φ−1σ(x)
)
=
(
∂xj(Xν)
∂Xν
)
φ−1σ(x)
, (15)
to obtain
π∗φ∗σ∗vx = v
iσµ,i(x)φ
ν
,µ (σ(x)) π
j
,ν
(
φ−1σ(x)
)( ∂
∂xj
)
piφ−1σ(x)
. (16)
Combining the results above, the induced spacetime diffeomorphism on the
spatial vector vx has the component form
vix 7→ v
′j
piφ−1σ(x) = v
iσµ,i(x)φ
ν
,µ (σ(x)) π
j
,ν
(
φ−1σ(x)
)
. (17)
This equation may be readily extended to a spatial vector field. This
is because, when x is varied smoothly and continuously over all Σ in (17),
this transformation remains well-defined. It can therefore be used to push-
forward vector fields. 3
Let us now turn to 1-forms and covectors. In this case it is easier to
write down the induced DiffM pullback if we reverse the route used in the
analysis of vectors. In other respects the derivation is very similar to that
above. The component result of the pullback of the one-form ω(πφ−1σ(x))
to ω′(x) via σ∗φ∗π∗ is
ω′j(x) ∈ T
∗
xΣ = ωj
(
πφ−1σ(x)
)
πj,ν
(
φ−1σ(x)
)
φν,µ (σ(x)) σ
µ
,i(x)
(
dxi
)
x
.
(18)
Similarly, the covector transformation k′ ∈ T ∗
piφ−1σ(x)Σ→ k ∈ T
∗
xΣ is
kj(x) = k
′
jπ
j
,ν (φσ(x))φ
ν
µ (σ(x)) σ
µ
i (x)
(
dxi
)
x
. (19)
One can check that k and v, as given by the formulae above, are indeed dual
i.e. 〈k, π∗φ∗σ∗v〉piφ−1σ(x) = 〈σ
∗φ∗π∗k, v〉x.
3Note that this mapping of the vector field can not be factorised, as the push-forward
with π∗ in (16) is a many-to-one map and not defined for a vector field.
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4 Infinitesimal spacetime diffeomorphisms on spa-
tial tensors
At this stage, we have coordinate expressions for the transformations of the
simplest tensorial objects and it is straightforward to extend these results to
other spatial objects as required. Let us now return to our initial problem,
the relation between DiffM and the deformations generated by constraints.
We would like to compare the present formalism to the standard approach of
constraint generators decomposed with respect to a fixed orthogonal basis.
For example, we can consider the tangential deformation of the 3-metric by
the momentum constraint Hi (smeared by a vector field N):
{H(N), gij} = δgij = LNgij . (20)
We need to work with infinitesimal φ ∈ DiffM, namely, Lie derivatives with
respect to a vector field V ∈ TM. Such an infinitesimal diffeomorphism
transforms, say, the covector ξ ∈ T ∗M in the manner
ξ 7→ ξ′ = ξ + ǫLVξ +O
(
ǫ2
)
. (21)
Recall that the base space Σ does not have a fixed 3-metric gij(x), unlike
a spatial slice Σt. Instead, for Σ, gij(x) is a special symmetric 2-index tensor,
an element of T ∗xΣ ⊗ T
∗
xΣ. Its deformation (20) will then be a particular
induced DiffM map σ∗φ∗π∗ : T
∗
xΣ⊗T
∗
xΣ→ T
∗
piφ−1σ(x)Σ⊗T
∗
piφ−1σ(x)Σ, as we
shall verify in section 5.
In preparation let us write down the induced spacetime diffeomorphism
of a general tensor in T ∗xΣ⊗ T
∗
xΣ, say tij(x). The result follows in a similar
manner to the calculations already presented, except that transformations
are required for each index and we consider only infinitesimal diffeomor-
phisms with parameter ǫ, i.e.
t′ij = tij + ǫσ
µ
,iσ
ν
,j
[
Vλtµν +
(
∂µV
λ
)
tλν +
(
∂νV
λ
)
tλµ
]
, (22)
where tµν (at σ(x)) is shorthand for tij(x) embedded in M:
4
tij(x) = σ
µ
,i(x)σ
ν
,j(x)tµν (σ(x)) . (23)
4 For clarity we will ommit some indices. In detail, the transformation (22) is:
t
′
ij
(
πφ
−1
σ(x)
)
= tij(x) + ǫσ
µ
,i(x)σ
ν
,j(x)[
V
λ (σ(x)) tµν (σ(x)) +
(
∂µV
λ (σ(x))
)
tλν (σ(x)) +
(
∂νV
λ (σ(x))
)
tλµ (σ(x))
]
.
In what follows, we will use a prime to denote the value of the tensor at point πφ−1σ(x).
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Similarly, for a contravariant 2-tensor, lij ∈ TΣ⊗ TΣ, we have
l′ij = lij + ǫπi,µπ
j
,ν
[
Vλlµν +
(
∂µV
λ
)
lλν +
(
∂νV
λ
)
lλµ
]
. (24)
The transformations (22) and (24) are general formulae that encode the
induced action of arbitrary 4-dimensional infinitesimal diffeomorphisms on
spatial 2-tensors. The compactness of these expressions hides the fact that
most of the physical information is contained in the sets of σµ,i and the choice
of the vector field Vµ. Recall that σµ,i are the coordinate expressions for the
embedding TΣ → TM induced by the cross-sections σ : Σ → M. The
choice of the vector field Vµ is determined by the spacetime diffeomorphism
φ ∈ DiffM we are performing.
In the next two sections we show that, as special cases of (22) and (24),
we can, firstly retrieve the Dirac algebra explicitly as an orthogonal projec-
tion of spacetime diffeomorphisms on Σ × R and, secondly, obtain abelian
transformations generated by an extra class of diffeomorphisms along the
R-fibre. These arise very naturally, are by construction abelian, and suggest
intriguing connections to existing 3+1 work.
5 The ADM-Dirac generators as projections of LDiffM
on an orthogonal basis
Having developed a formalism for considering the transformation of spatial
tensors under 4-dimensional diffeomorphisms of the bundleM that explicitly
involves “embeddings”, we may use it for the Dirac algebra of the canonical
constraints. Appropriate conditions on the vector field V via which the
Lie derivatives of the transformations (22) and (24) are defined and the
embedding σ will reproduce the hamiltonian and momentum constraints as
generators of spatial and normal diffeomorphisms.
We begin by using (22) to derive the known deformations of the 3-metric
gij(x) under the momentum and hamiltonian constraints [11]. Recall that
for the purpose of considering the effect of spacetime diffeomorphisms gij(x)
may be regarded as a tensor of the form tij(x) ∈ T
∗Σ ⊗ T ∗Σ. That is,
its transformation under a general infinitesimal spacetime diffeomorphism
is given by equation (22),
g′ij = gij + ǫσ
µ
,iσ
ν
,j
[
Vλgµν +
(
∂µV
λ
)
gλν +
(
∂νV
λ
)
gλµ
]
, (25)
with gµν(σ(x)) given by gij(x) = σ
µ
,i(x)σ
ν
,j(x)gµν(σ(x)). The constraints are
then generators of canonical transformations between elements of T ∗Σ⊗T ∗Σ.
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A spatial diffeomorphism is generated by a vector field N which is purely
spatial, N ∈ TΣ. When Σ is embedded in M, the corresponding spacetime
diffeomorphism will be with respect to a vector field V which lies in the cross-
section σ(Σ), i.e. Vµ(σ(x)) = σµ,i(x)N
i(x). Using the identity π ◦ σ = 1,
namely,
πi,ν (σ(x)) σ
ν
,j(x) = δ
i
j(x), (26)
we obtain
πi,µ
(
∂kσ
µ
,j
)
= −σµ,j
(
∂kπ
i
,µ
)
, (27)
which, together with the integrability condition
∂jσ
µ
,i = ∂iσ
µ
,j (28)
leads to equation (25) reducing to the expected form:
g′ij(πφ
−1σ(x)) = gij(x) + ǫLNgij(x) (29)
as in equation (20). Therefore, this induced diffeomorphism gij → g
′
ij is
indeed an element of DiffΣ.
Let us now check whether, for φ a diffeomorphism with respect to a
vector field normal to the cross-section σ(Σ), equation (25) reduces to the
known normal deformation of the 3-metric generated by the hamiltonian
constraint [12],
g′ij = gij + ǫ
[
∂0gij +D(iNj)
]
, (30)
where Di denotes the spatial covariant derivative. The following deriva-
tion is interesting mainly because it shows which are the assumptions of
ADM needed to make the hamiltonian constraint and normal deformations
a convenient tool to use. 5 Note that in our picture of 3-space arbitrarily
embedded in spacetime, the normal is no longer the most natural direction
to use in order to describe deformations which are not tangential to the
embedded slice, as we shall come to in Section 6.
It turns out that there are four assumptions used in the ADM formulation
in order to turn an arbitrary normal deformation, i.e. equation (25) for Vµ
5 Of course, in the ADM philosophy the hamiltonian constraint is perfectly reasonable,
as the normal can be defined intrinsically to the slice and as a result one can use quantities
such as the extrinsic curvature to conveniently describe this constraint, and obtain a
compact formulation of the initial-value formulation of general relativity. However, in the
present context where embeddings play an essential roˆle, the spatial slice is no longer such
a central object.
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some normal vector field nµ:
g′ij = gij + ǫσ
µ
i σ
ν
j
[
nλgµν +
(
∂µn
λ
)
gλν +
(
∂νn
λ
)
gλµ
]
, (31)
into the simplified form of (30). Firstly, one needs to choose (and fix) the
embedding σ. Once the embedding is fixed, as a second step, the lapse
and shift can be introduced, in a manner formally equivalent to the usual
decomposition of the deformation vector
X˙µ = nµN +Xµi N
i. (32)
In our notation Xµi =
∂Xµ
∂xi
≡ σµ,i(x) and X
µ ≡ σµ(x), so the lapse and shift
will appear through ∂0σ
µ. Explicitly, and similarly to the case of spatial
diffeomorphisms, we can impose integrability to find that
∂i (∂0σ
µ) = ∂0σ
µ
,i, (33)
which may be decomposed in the same basis as (32) to give
∂0σ
µ
i = ∂i
(
nµN + σµ,iN
i
)
. (34)
The general normal diffeomorphism (31) can be simplified to
g′ij = gij + ǫn
λ∂λgab+ ǫn
λσµ,iσ
ν
,j
[
∂λ
(
πa,µπ
b
ν
)
− ∂µ
(
πa,λπ
b
,ν
)
− ∂ν
(
πa,λπ
b
,µ
)]
gab.
(35)
Using the integrability condition (33), and the decomposition (34) we find,
after some tedious calculations,
g′ij = gij + ǫn
k
{
∂kgij −
(
σν,jδ
a
[k∂i]π
b
,ν + σ
µ
i δ[k∂j]π
a
µ
)
gab
}
−
ǫn0
{
D(iNj) + ∂0gij −N
k
[
σµ,j∂k
(
πa,µgia
)
+ σµ,i∂k
(
πa,µgaj
)]}
−[
δai π
b
,µ∂j(Nn
µ) + δbjπ
a
,µ∂i(Nn
µ)
]
gab +(
∂(iσ
µ
j)
)
g0µ − gb(i∂j)π
b
0. (36)
Requiring that the above transformation gij → g
′
ij be produced by a
generator F(gij , p
ij) via δgij = {gij ,F(N)} (by analogy to the usual normal
transformation (30) also being the result of the Poisson bracket of the metric
with the smeared hamiltonian constraint {gij ,H⊥(N)}) we can find F :
F
(
gij , p
i, σµ,i
)
= n0H⊥ + p
ijnk∂kgij + p
ijAabi gab + f(g, σ), (37)
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where H⊥ denotes the standard normal deformation as in eq. (30), p
ij has
been defined to be the time derivative of gij , and the other terms are simply
the rest of (36) expressed in a convenient notation. Aabij is the function of
lapse, shift and embedding 6
Aabij = −n
k
[
σν,jδ
a
[k∂i]π
b
,ν + σ
µ
i δ
b
[k∂j]π
a
,µ
]
+
n0
[
δa(i∂j)π
b
,0 − π
a
,0π
b
,µ∂iσ
µ
,j + π
a
,µπ
b
,0∂jσ
µ
,i+
Nkσµ
,(i∂|kπ
a
,µ|δ
b
i) − δ
a
i π
b
,µ∂j(Nn
µ)− δbjπ
a
,µ∂i(Nn
µ)
]
, (38)
and f(g, σ) is an unspecified function of the 3-metric and the embedding
only.
The generator F in (37) is still cumbersome because we are only halfway
through imposing the ADM assumptions. As the third step we now “lock”
the coordinate frame to our embedding choice, so that nµ becomes n0 =
−1, nk = 0. The second term in (37) and the first term in (38) then
vanish. Finally, let us assume that the cross-sections are slices of constant
coordinate time which implies that σµ,i = const. The last two terms of (37)
then vanish as they contain derivatives of σµ,i and we have recovered the
ADM hamiltonian constraint H⊥.
6 Abelian diffeomorphisms along the R-fibre
The derivation in the previous section clarifies the statement that the Dirac
algebra is the “projection” of LDiffM. However, this projection is with
respect to a basis determined by a spatial slice and its normal direction,
rather than on Σ × R. In fact, the projection on Σ × R, which we are
now going to consider, remarkably leads to a generator algebra of the form
Abelian×DiffΣ.
As much as the normal diffeomorphisms were unnatural and rather te-
dious to recover, this third special class of diffeomorphisms is simple and
straightforward to find. It is the case where the spacetime diffeomorphism
is a base-point preserving map in the bundle. That is, the vector field Vµ is
along the 1-dimensional R-fibre, as shown in figure 2. By construction, this
Vµ may be represented as V = ∂
∂τ
, τ being the affine parameter along the
6The notation X(a|b|c) means that b is not to be included in the symmetrisation which
then takes place only in a, c.
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Figure 2: Abelian deformations.
fibre. In this case, the transformation (25) of the 3-metric reduces to
g′ij = gij + ǫ
∂
∂τ
gij − ǫ
(
gklπ
k
,µπ
l
,ν
) ∂
∂τ
(
σµ,iσ
ν
,j
)
. (39)
This describes the change in the value of gij(x) at each point x ∈ Σ after
some “time evolution” τ . Note that the first two terms of (39) reflect this
time-evolution property of the base-point preserving diffeomorphisms in a
straightforward way. The third term depends only on the embedding, which
changes in τ -time since it is not restricted to being static in this formal-
ism. Furthermore, because of the simplicity of the spacetime we are dealing
with, it is not unexpected that this transformation along the 1-dimensional
fibre is abelian. More accurately, our natural assumption that the fibre is
an R-group acting freely on M lets us treat M as a principal R-bundle.
Then the above transformations from M to itself form a group, the auto-
morphism group of M, Aut(M). Moreover, since M is trivial, Aut(M) is
isomorphic to the group C∞(Σ, R) of functions on Σ, which is abelian. Thus
we have obtained a framework in which the evolution of the embedded slices
is naturally described by abelian constraints.
The result is that this projection of DiffM on Σ×R leads to the Lie alge-
bra LDiffΣ⊙C∞(Σ) (with the symbol ⊙ denoting the semidirect product).
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One may choose to use the transformation (39) in place of the normal (30)
combined with the spatial diffeomorphisms (29) for a 3+1 decomposition
with a true Lie algebra of its deformation generators.
The ADM-Dirac algebra and this DiffΣ⊙C∞(Σ) algebra are very special
cases of the general spacetime deformations (22) and (24) in that they only
refer to the 3-space. The ADM-Dirac algebra is constructed from the begin-
ning in this way, starting from a spatial slice and using quantities that can be
defined intrinsically to the slice. The DiffΣ⊙C∞(Σ) algebra also turns out
to have this property as both DiffΣ and more importantly C∞(Σ) require
only Σ and notM for their definition. In fact, it is possible to derive the re-
sults of this paper without reference to spacetimeM as a physical manifold
with 4-metric γαβ, but by starting from a 3-dimensional space Σ on which
DiffΣ and C∞(Σ) can be defined. In that context, the 4-dimensional bundle
is only a helpful way to unfold transformations under these two groups by
raising an R-fibre over each spatial point and constructing a Σ ×R bundle
over Σ. This approach was followed in [13]. One should note that informa-
tion about spacetime and the spacetime metric is not used until the very
last stages of the derivation of the hamiltonian generator, when “locking”
the coordinate frame to the chosen foliation.
7 Conclusions
Motivated by the recent discovery of abelian constraints, and the proposal
that these abelian generators could be of use in group theoretic approaches
to canonical quantisation [6], we re–analysed the ADM-Dirac algebra and the
hamiltonian constraint. We traced the problem of its non-closing Poisson
bracket to the selection of a spatial slice and its normal as primary elements
of the ADM canonical analysis and the fixed choice of embeddings needed
for their use. Allowing variation of the embeddings, which is in principle
allowed in the canonical gravity, makes it possible to describe the effect of 4-
dimensional spacetime diffeomorphisms, at least when spacetime is globally
hyperbolic. In order to include the embeddings, we found it necessary to
change our viewpoint of spacetime from a fixed stack-of-slices to spacetime
as anM∼ Σ×R bundle over a generic 3-manifold Σ, where the embeddings
correspond to the cross-section maps from Σ to M. By including embed-
dings explicitly in this manner we were able to break DiffM covariance in
a controlled manner in order to obtain the induced DiffM action on spatial
quantities.
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Using these general transformations, we were able to perform 3+1 splits
of DiffM corresponding to two different embeddings. A standard normal
and tangential split with respect to the spatial slice which leads to the ADM-
Dirac algebra, and one on Σ×R, leading to an Abelian×DiffΣ algebra. The
first case was useful in clarifying the ADM assumptions used in the construc-
tion of the hamiltonian constraint and showing how they are incompatible
with truly variable embeddings. The second split makes use of the R in
Σ × R, and perhaps not surprisingly, produces abelian deformations whose
form resembles time evolution (although we have left open the issue of the
roˆle of the R-fibres). It is important to note that this LDiffΣ ⊙ C∞(Σ)
algebra only refers to the space Σ. Corresponding to the way in which the
ADM analysis can be thought of as a foliation of spacetime M by spatial
slices, the decomposition in terms of the bundle is a fibering of M by R.
While the existence of an abelian algebra for canonical general relativity
is very promising, particularly in the context of group quantisation, there are
a number of tasks which need to be performed before deciding whether the
Abelian×DiffΣ split is of practical use. So far, we have used Lie derivatives
to describe infinitesimal transormations. In the sense described in [3] this
amounts to constructing the kinematics of the Abelian×DiffΣ formulation.
The dynamics would describe the change of functionals of the canonical vari-
ables gij(x) and p
ij(x) under these transformations using Poisson bracket
relationships. This requires finding expressions for our abelian generators in
terms of the canonical variables. To find them, one may use the same postu-
late as [3] and ask that they should “represent the kinematical generators”,
that is, they should be constructed from the canonical variables—and the
embedding variables in our case—in such a way that their Poisson brack-
ets close like the commutators of the corresponding kinematical generators.
We expect the inclusion of the embedding variables to produce interesting
results [14] and possible relationship to [15] and [16].
Finally, let us recall the Kucharˇ scalars. In their derivation in [6, 7, 8]
a reference fluid is required to select the particular form of the scalar, and
according to [9], each member of the family found in [10] also corresponds
to a particular choice of reference fluid. The unsatisfactory element there is
that, thus far, each case may only be obtained in a somewhat ad hoc manner.
It appears possible to set up an equivalence between the σ variables and
reference fluids [17], thus providing a better organised derivation of Kucharˇ
scalars and a connection of the present work to the reference fluid results.
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