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Let {(X (1) i , X
i , . . . , X as n → ∞, where φ : R d → R satisfies some mild conditions. Our results, Theorems 1.1 and 1.2 stated below, were motivated in part by one of the authors considering [10] the problem of estimating the parameters in a linear regression model, Y = α + βX + ǫ, when the linkage between the variables X and Y was either partially or completely lost. Were the linkage not lost, then the least-squares estimator for β would be given by (
2 , whereX n andȲ n denote the sample means of (X 1 , . . . , X n ) and (Y 1 , . . . , Y n ). When the linkage is lost, a natural candidate to estimate β is the average of this expression over all possible permutations of the Y i 's. As the term in the denominator and the second term in the numerator are permutation invariant, it remains to consider
This expression is bounded above by
, by the wellknown rearrangement inequality of Hardy-Littlewood-Pólya (see [8] , Chapter 10). The asymptotic behavior of the lower bound can be deduced from that of the upper bound. The upper bound,
, is a special case of (1.1). The problem of the loss of association among paired data has attracted a lot of attention in various contexts, such as the broken sample problem, file linkage problem and record linkage (see, e.g., [2, 4, 7] ). See item (3) in Section 4 for further results and a very brief review of the literature.
We shall first introduce some notation. We shall reserve {U i } for a sequence of independent random variables distributed uniformly on (0, 1). Let U n : i be the ith order statistic of of (U 1 , . . . , U n ). For a probability distribution function F and 0 < t < 1, define
We shall now introduce conditions on φ that are used in the results:
That is, ψ is continuous at each point on the diagonal of (0, 1) d . The function ψ need not be bounded.
(C2) There exist K and c 0 > 0 such that
(C4) For all large m, there exist K = K(m) ≥ 1 and δ > 0 such that 
Condition (C3) holds if the functions
To state the main results, recall the definition of γ in (1.3).
Note that we need only the independence of the jth marginal random variables, for each j. The result does not depend on the joint distribution of (X
where
k (y)) and
This theorem can be extended to m functions φ 1 , . . . , φ m simultaneously using the Cramér-Wold device (see [3] ), as in the corollary below. Let ψ j (x; r) denote the partial derivative of φ r (F
where the (r, s)th element σ r,s of Σ, is given by
Proof. Use the Cramér-Wold device and Theorem 1.2. In computing σ r,s , we used
Our results can be adapted to provide a suitable test statistic for testing equality of marginal distributions against various alternative hypotheses using suitable choices for φ. Remark 1.1. Since the finite-dimensional distributions converge to multivariate normal distributions, the weak convergence to a Gaussian process indexed by t ∈ T (T being an interval of R) can be established under a condition such as equicontinuity of {φ t : t ∈ T }. 
Proofs of Theorems 1.1 and 1.2 are given in Sections 2 and 3, respectively. The results are illustrated by means of examples and counterexamples in the last section.
Proof of Theorem 1.1
The main idea of the proof of Theorem 1.1 comes from the observation that
The cases where i is close to 1 or n need to be carefully analyzed as ψ could be unbounded near 0 and 1. n . We write µ n : i = EU (j)
almost surely, where
Since γ is Riemann integrable, the Riemann sum
Thus, it remains to show that R n,i −→ a.s. 0 as n → ∞ for i = 1, 2 and 3.
For 1 ≤ j ≤ d, by then Glivenko-Cantelli lemma, sup x∈(0,1) |F n;j (x) − x| −→ a.s. 0 as n → ∞, whereF n;j is the empirical distribution function of {U
Hence, it follows that as n → ∞,
Recall the definition of ω(c, δ) in (1.9). Since U (j)
n : i ∈ (µ n : i − δ n , µ n : i + δ n ) for 1 ≤ j ≤ d and for each integer i in the interval [nǫ, n(1 − ǫ)], we have |ψ(U (1)
Hence, if δ n < ǫ/2, by (2.2) and (C1 ′ ) (which is equivalent to (C1) by Remark 1.4 in Section 1), we have
Note that, with probability 1, U
n : (ǫn)+1 ≤ 2ǫ for all large n and the right-hand side of the above inequality goes to As |γ| is integrable, letting ǫ tend to zero, we conclude that R n,1 −→ a.s. 0. A similar argument will show that R n,3 −→ a.s. 0 as n → ∞. This completes the proof of Theorem 1.1.
Proof of Theorem 1.2
As in the proof of Theorem 1.1, we introduce U
). In particular, G j,j (x, y) = min{x, y}, for 1 ≤ j ≤ d. Using the notation introduced in Section 1, we outline some key approximations used in the proof of Theorem 1.2. In particular, (1.7) follows from
The proof of the first approximation, which is about √ n times the difference between the Riemann sum and the integralγ, is non-trivial and is handled in Lemma 3.3. We use Bahadur's representation of quantiles in the last approximation. We start with some technical lemmas, the first of which is well known (see [6] , page 36).
Lemma 3.1. Suppose that U n : 1 ≤ · · · ≤ U n : n denote the order statistics of n independent random variables that are uniformly distributed over (0, 1). Then, for 1 ≤ i ≤ n,
Lemma 3.2. Under condition (C3), the limiting variance σ 2 is well defined.
Proof. It suffices to show that for 1 ≤ j, k ≤ d,
1)
To prove (3.1), we introduce W j (x) := I(U
1 ≤ x) − x. Here, W j (x) has mean 0 and variance x(1 − x). Furthermore, EW j (x)W k (y) = G j,k (x, y) − xy. Thus, EW j (x)W j (y) = x(1 − y) when x < y. By the Cauchy-Schwarz inequality, β 2 1 is bounded above by
Similarly, we can prove (3.2) . This completes the proof of Lemma 3.2.
Suppose that the function γ associated with φ and defined in (1.3) is Riemann integrable. We then have
as n → ∞.
is Riemann integrable. We have
Note that
Therefore,
Since the second term above is finite by (C3), Lemma 3.3 will follow if we can show that the first term goes to 0 as n → ∞. Note that
Lemma 3.4. Let U n : i denote the ith order statistic of an i.i.d. sample of size n from the uniform distribution over (0, 1). Define A m,n = 1≤i≤n {U n :
Proof. By symmetry considerations, we only need to prove
For any ε > 0, we can choose n 0 such that for all n > n 0 , P (U n : ((n+1)/2) ≥ 2/3) < ε/2 and
Obviously, we can find a constant m 0 such that for all m > m 0 ,
If we can choose a constant m 1 such that for all m > m 1 ,
Therefore, the proof of Lemma 3.4 reduces to establishing that
Recall the representation formula for the order statistics from a sequence of uniform random variables, U n : i dist = S i /S n+1 , where e 1 , . . . , e n+1 are i.i.d. exponentially distributed random variables with E(e i ) = 1 and
then, for all 1 ≤ i ≤ n/2, we have
Since S n /n −→ a.s. 1 as n → ∞, we have P (M > 0) = 1. This implies (3.4) and hence Lemma 3.4 follows.
Proof of Theorem 1.2. We write
By Lemma 3.3, ǫ n → 0 as n → ∞. We shall now show that S n,2 → P 0 as n → ∞.
Since max{|U (j)
By condition (C3), Lemma 3.1 and the Cauchy-Schwarz inequality, we obtain
√ n µ n : i (1 − µ n : i )|ψ j,k (µ n : i )| and J 2 , J 3 are similarly defined over √ n < i < n − √ n and n − √ n ≤ i ≤ n, respectively. We have
as n → ∞. Similarly, J 3 → 0 as n → ∞. Also, as n → ∞,
That is, we have shown that as n → ∞, for any given large m, S n,2 I Am,n → P 0. We can now choose a sequence of m = m n → ∞ such that S n,2 I Am,n → P 0 as n → ∞. By Lemma 3.4, I A c m,n → P 0 and hence S n,2 I A c m,n
Observe that W j,1 is W j defined in the proof of Lemma 3.2 and thatF
n : i . By Bahadur's representation of quantiles (see, e.g., [1] or [9] ),
Hence,
where, for each n,
are i.i.d. random variables with mean zero and
Recall that G j,k is the joint distribution of (U
1 ) and that G j,j (x, y) = min(x, y). To establish the convergence above, fix j, k and split the second sum above into cases according to whether h, or i, is: less than ǫn; between ǫn and (1 − ǫ)n; greater than (1 − ǫ)n. For example, when we sum over ǫn ≤ h, i ≤ (1 − ǫ)n, then it converges to 1−ǫ ǫ 1−ǫ ǫ H(x, y) dx dy, where H(x, y) = (G j,k (x, y) − xy)ψ j (x)ψ k (y). The sum over 1 ≤ h < ǫn and ǫn ≤ i ≤ (1 − ǫ)n can be shown to converge to ǫ 0 1−ǫ ǫ H(x, y) dx dy, which, from the method of proof of Lemma 3.2 and condition (C3), can be shown to converge to 0 as ǫ → 0. Similar convergences hold for other ranges of h and i.
It is now easy to see that the limit above can be written in the form of σ 2 as stated in Theorem 1.2. Note that |Z n,1 | ≤
, then the Lindeberg-Lévy condition holds. To see this, note that
By (C3), it is enough to establish that
we have, by the Lindeberg-Lévy central limit theorem,
Hence, S n,1 → dist N (0, σ 2 ), which completes the proof of Theorem 1.2.
Y 's behave as if they were independent as far as first order asymptotics, such as the law of large numbers (see Theorem 1.1), are concerned.
Example 1. This example shows that condition (C1) is necessary for Theorem 1.1 to hold. Let
Let {(X i , Y i ) : 1 ≤ i ≤ n} be a sequence of i.i.d. random vectors. We further suppose that X i and Y i are independent and uniformly distributed over (0, 1). Since φ is bounded, (C2) holds, whereas (C1) does not hold. We further note that P (X n : i = Y n : i ) = 1 for 1 ≤ i ≤ n. Hence, satisfying φ = 1 on the diagonal, φ = m 3 on A m and 1 ≤ φ ≤ m 3 on C m . Let {U i , V j : 1 ≤ i, j ≤ n} be independent and uniformly distributed on (0, 1). Define W n = (U n : n , V n : n ) and a n = ⌈n 1/2 ⌉. Observe that
We now claim that I(W n ∈S an ) −→ 1 a.s., as n → ∞. To prove (4.2), observe that P (W n / ∈S an ) ≤ 2P (U n : n ≤ a n /(1 + a n )) = 2 1 − 1 1 + a n n ≈ 2e − √ n .
This yields
which, by the Borel-Cantelli lemma, implies that I(W n / ∈S an i.o.) = 0, proving (4.2). To prove (4.3), it suffices to show that
We again consider the nth term in the series in (4.4):
and hence the infinite series in (4.4) is finite. This completes the proof of (4.3). Thus, by (4.1), 1 n n i=1 φ(U n : i , V i : n ) diverges. Furthermore, it is easy to see that condition (C2) does not hold. If (C2) were satisfied, that would imply boundedness of γ over (1 − c 0 , 1) 2 , which is not the case. This completes the construction of the counterexample.
