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The ﬁnite volume element (FVE) methods for a class of partial differential equations
are discussed and analyzed in this paper. The new initial values are introduced in the
ﬁnite volume element schemes, and we obtain optimal error estimates in Lp and W 1,p
(2 p∞) as well as some superconvergence estimates in W 1,p (2 p∞). The main
results in this paper perfect the theory of the ﬁnite volume element methods.
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1. Introduction
Let Ω be a bounded domain in R2 with piecewise smooth boundary ∂Ω and consider the following initial boundary




a(x, t)∇ut + b(x, t)∇u
}+ f (x, t), (x, t) ∈ Ω × (0, T ],
u(x, t) = 0, (x, t) ∈ ∂Ω × [0, T ],
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈ Ω,
(1.1)
where ut = ∂u∂t , utt = ∂
2u
∂t2
, ∇. and ∇ denote the divergence of vector functions and the gradient of value functions, respec-
tively. a(x, t), b(x, t), f (x, t), u0(x) and u1(x) are smooth enough to ensure the analysis validity and a(x, t) is bounded from
above and below:
0< a0  a(x, t) A0, (x, t) ∈ Ω × [0, T ]. (1.2)
The problem (1.1) describes many physical processes such as heat transfer with memory [1–4], gas diffusion [5], propa-
gation of sound in viscous media [6–8] and ﬂuid dynamics.
The ﬁnite element methods to problem (1.1) have been studied by several authors. Cannon and Lin [9] demonstrated
optimal order error estimates in the L2 norms and Lp norms error estimates in Rd (d  4). Optimal maximum norm
estimates are given by other author. However, the ﬁnite volume element methods have not been used to deal with Eqs. (1.1).
In fact, the ﬁnite volume element methods have the same convergence orders as the corresponding ﬁnite element methods,
but they require less computational expenses, and keep the mass conservation [10].
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48 H. Li / J. Math. Anal. Appl. 358 (2009) 47–55The aim of this paper is to provide a theory for the ﬁnite volume element methods for Eqs. (1.1). We derive the optimal
error estimates in Lp and W 1,p for 2 p ∞. Moreover, some superconvergence is also obtained.
2. Preliminaries and FVE schemes
In this paper we will follow the notations and symbols in [11]. For examples, let Th be a triangular partition for Ω ,
Ω¯h = {Pi} denote the set of all nodes of Th , and Ω˙h = Ω¯h/∂Ω denote the set of all interior nodes in Th . Let T ∗h be the
barycenter dual partition of Th and Ω∗h = {Q i} denote the set of all nodes of T ∗h . In this paper, we shall assume partitions
Th = {KQ ; Q ∈ Ω∗h } and T ∗h = {K ∗P0 ; P0 ∈ Ω¯h} to be quasi-uniform, that is, there exist three positive constants C1, C2 and
C3 independent of h (=maxQ ∈Ω∗h {hKQ }) such that
(a) C1h
2  SQ  h2, ∀Q ∈ Ω∗h ,
(b) C2h
2  S∗P0  C3h
2, ∀P0 ∈ Ω¯h. (2.1)
The test function space Uh ⊂ H10(Ω) ∩ W 1,∞(Ω) is deﬁned as a piecewise linear function space over Th and Uh =





Let K = P1P2P3 be any triangular, SK denote the area of K , and (x(l)1 , x(l)2 ) the rectangular coordinates of the vertex Pl




ulλl(x), x ∈ K , (2.2)





2 − x(l+2)1 x(l+1)2





















)+ u2(x(3)1 − x(1)1 )+ u3(x(1)1 − x(2)1 )}. (2.3)
The test function space Vh = span{ψP0 (x); P0 ∈ Ω˙h} ⊂ L∞(Ω) is deﬁned as a piecewise constant function space over T ∗h .





Obviously, dimUh = dim Vh = card Ω˙h .
For any u ∈ U ≡ H10(Ω) ∩ C(Ω), let Πhu denote the interpolation of u in the trial function space Uh and Π∗h u the
interpolation of u in the test function space Vh . Using the theory of Sobolev’s interpolation, we have
(a) |u − Πhu|m,p  Chk−m|u|k,p, m = 0,1, k = 1,2, 1 p ∞,
(b)
∥∥u − Π∗h u∥∥0,p  Ch‖u‖1,p, 1 p ∞. (2.4)

















c(u, v) = b(u, v) − at(u, v); c∗(uh, vh) = b∗(uh, vh) − a∗t (uh, vh),
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∫
∂K ∗P0
a∇uh · nds, b∗(uh,ψP0 ) = −
∫
∂K ∗P0
c∇uh · nds, n being the unit outer normal vector along the
boundary ∂K ∗P0 of K
∗
P0
, and the coeﬃcients of at(· ; · ,·), a∗t (· ; · ,·) and bt(· ; · ,·), b∗t (· ; · ,·) which appear in the following are
obtained from differentiating the corresponding coeﬃcients of a(· ; · ,·), a∗(· ; · ,·), b(· ; · ,·) and b∗(· ; · ,·) with respect to t ,
respectively.
The generalized weak form of (1.1) is to ﬁnd a map u(t) : [0, T ] −→ H10(Ω), such that{
(utt, v) + a(ut, v) + b(u, v) = ( f , v), ∀v ∈ H10(Ω),
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈ Ω. (2.5)
For error estimates, we next introduce the Ritz projection operator Rh = Rh(t) : H10(Ω) −→ Uh , 0 t  T , deﬁned by
a(u − Rhu, vh) = 0, ∀vh ∈ Uh, (2.6)
the generalized Ritz projection operator R∗h = R∗h(t) : H10(Ω) −→ Uh , 0 t  T , deﬁned by
a∗
(
u − R∗hu, vh
)= 0, ∀vh ∈ Vh, (2.7)
and the generalized Ritz–Volterra projection operator V ∗h = V ∗h (t) : H10(Ω) −→ Uh , 0 t  T , deﬁned by
a∗
(






u − V ∗h u, vh
)
dτ = 0, ∀vh ∈ Vh. (2.8)
Differentiating (2.8) with respect to t , we can obtain the equivalence of (2.8):{
a∗
((
u − V ∗h u
)
t, vh
)+ b∗(u − V ∗h u, vh)= 0, ∀vh ∈ Vh,
a∗
(
u(0) − V ∗h u(0), vh
)= 0, ∀vh ∈ Vh. (2.8)′
Obviously, V ∗h (0) = R∗h(0).
Then, the semi-discrete ﬁnite volume element schemes of (1.1) is to ﬁnd a map uh(t) : [0, T ] −→ Uh , such that{
(uh,tt, vh) + a∗(uh,t, vh) + b∗(uh, vh) = ( f , vh), ∀vh ∈ Vh,
uh(0) = u0h, uh,t(0) = u1h, x ∈ Ω, (2.9)




)− b∗(u0h, vh) − ((V ∗h u)tt(0), vh), ∀vh ∈ Vh,
here, (V ∗h u)tt(0) satisﬁes: ∀vh ∈ Vh ,
a∗t
((
u − V ∗h u
)
t(0), vh
)+ a∗((u − V ∗h u)tt(0), vh)+ b∗((u − V ∗h u)t(0), vh)+ b∗t ((u − V ∗h u)(0), vh)= 0,
and utt(0) = ∇.{a(x,0)∇u1 + b(x,0)∇u0} + f (x,0), (V ∗h u)t(0) is uniquely determined by a∗((u − V ∗h u)t(0), vh) +
b∗((u − V ∗h u)(0), vh) = 0, ∀vh ∈ Vh .
3. Important properties










































{‖uh‖20,h + |uh|21,h} 12 ,
where S∗P0 = meas{K ∗P0 }, SQ = meas{KQ }. Then we can easily prove the following lemmas.
Lemma 3.1. (See [11,12].) There exist two positive constants C1 and C2 , independent of h, such that for any uh ∈ Uh,
(a) |uh|1,h = |uh|1;
(b) C1‖uh‖0,h  ‖uh‖0  C2‖uh‖0,h;
(c) C1‖uh‖1,h  ‖uh‖1  C2‖uh‖1,h. (3.1)
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(1) (uh,Π∗h wh) = (wh,Π∗h uh).
(2) Let |||uh|||20 = (uh,Π∗h uh), then ||| · ||| is equivalent to ‖ · ‖0 in Uh.
According to the technique given in [11,12], it is easy to derive the following conclusions:
Lemma 3.3. There exist four positive constants α¯, M¯1 , M¯2 and M¯, independent of h, such that for ∀u, v ∈ U ,
(a) a(u,u) α¯‖u‖21; (b)
∣∣a(u, v)∣∣ M¯1‖u‖1‖v‖1;
(c)
∣∣b(u, v)∣∣ M¯2‖u‖1‖v‖1; (d) ∣∣c(u, v)∣∣ M¯‖u‖1‖v‖1. (3.2)










∣∣b∗(uh,Π∗h vh)∣∣ M2‖uh‖1‖vh‖1; (d) ∣∣c∗(uh,Π∗h vh)∣∣ M‖uh‖1‖vh‖1. (3.3)
For simplicity, we set
d1(u − uh,wh) = a(u − uh,wh) − a∗
(
u − uh,Π∗h wh
)
,
d2(u − uh,wh) = b(u − uh,wh) − b∗
(
u − uh,Π∗h wh
)
.
We now present a very useful lemma:
Lemma 3.5. If u ∈ W 3,p(Ω), for any uh, vh,wh ∈ Uh, we have
(a)




∣∣d2(u − uh,wh)∣∣ Ch2(h−1|u − uh|1,p + |u|3,p)‖wh‖1,p′ ;
(d)
∣∣d2(vh,wh)∣∣ Ch‖vh‖1,p‖wh‖1,p′ , (3.4)
where 1 p ∞, 1p + 1p′ = 1.
Lemma 3.6. (See [12].) For any uh, vh,wh ∈ Uh, we can get
(a)
∣∣a∗(uh,Π∗h wh)− a∗(wh,Π∗h uh)∣∣ Ch‖uh‖1‖wh‖1;
(b)
∣∣b∗(uh,Π∗h wh)− b∗(wh,Π∗h uh)∣∣ Ch‖uh‖1‖wh‖1. (3.5)
Similar to the proof given in [11,12], we can deduce the properties of the generalized Ritz–Volterra projection.
Lemma 3.7. V ∗h u is deﬁned by (2.8) or (2.8)
′ , then
(a)
∥∥Dlt(u − V ∗h u)∥∥1,p  Ch‖u‖l,2,p, l = 0,1,2,3, 2 p ∞;
(b)
∥∥Dlt(u − V ∗h u)∥∥0,p  Ch2‖u‖l,3,p, l = 0,1,2,3, 2 p < ∞;
(c)
∥∥Dlt(u − V ∗h u)∥∥0,∞  Ch2|lnh|‖u‖l,3,∞, l = 0,1. (3.6)
For convenience, we write uh − u = (uh − V ∗h u) + (V ∗h u − u) = ξ + η in this paper.
Lemma 3.8. If u0 , u1 and u0h, u1h are the initial values of (1.1) and (2.9), respectively, then
(a) ξ(0) = ξtt(0) = 0;
(b)
∥∥ξt(0)∥∥1  Ch2(‖u0‖3 + ‖u1‖3 + ∥∥utt(0)∥∥3). (3.7)





)= ( f (0), vh)− a∗(u1h, vh) − b∗(u0h, vh) = (uh,tt(0), vh), ∀vh ∈ Vh,
we can know (V ∗h u)tt(0) = uh,tt(0), i.e. ξtt(0) = 0, the conclusion of (3.7)(a) is proved.
To show (3.7)(b), apply (2.5), (2.9) and (2.8)′ to get the error equation:
(ξtt, vh) + a∗(ξt, vh) + b∗(ξ, vh) = −(ηtt, vh), ∀vh ∈ Vh. (3.8)
Integrating (3.8) with respect to t and noting ξ(0) = 0, we can obtain the equivalence of (3.8), by (2.4)(b),
(ξt, vh) + a∗(ξ, vh) +
t∫
0
c∗(ξ, vh)dτ = −
(
ηt − ξt(0) − ηt(0), vh
)
, ∀vh ∈ Vh. (3.8)′







Also from (3.3)(a) and (3.5)(b),
α
∥∥ξt(0)∥∥21  ∥∥ηtt(0)∥∥∥∥ξt(0)∥∥ Ch2(‖u0‖3 + ‖u1‖3 + ∥∥utt(0)∥∥3)∥∥ξt(0)∥∥1.
Hence, this completes the proof of (3.7)(b). 
Lemma 3.9. If u and uh are the solution of (1.1) and (2.9), respectively, then
‖ξt‖ + ‖ξ‖1  Ch2
{




(‖u‖3 + ‖ut‖3 + ‖utt‖3)dτ
}
. (3.9)




)+ a∗(ξt,Π∗h ξt)+ b∗(ξ,Π∗h ξt)= −(ηtt,Π∗h ξt).





























Noting ξ(0) = 0, Lemmas 3.4 and 3.6 and integrating from 0 to t , we get















‖ηtt‖2 dτ + C
t∫
0




here we have applied the inverse properties of the ﬁnite element space and ‖ξt‖1  Ch−1‖ξt‖. Thus, the conclusion follows
from Gronwall’s Lemma, and Lemmas 3.7 and 3.8. 
Lemma 3.10. Under the conditions of Lemma 3.9, we can deduce





(‖u‖3 + ‖ut‖3 + ‖utt‖3)dτ
}
. (3.10)
Proof. Differentiating (3.8) with respect to t , we see that
(ξttt , vh) + a∗(ξtt, vh) + a∗t (ξt , vh) + b∗(ξt, vh) + b∗t (ξ, vh) = −(ηttt , vh), ∀vh ∈ Vh, (3.11)
taking vh = Π∗h ξtt ,(
ξttt ,Π
∗ξtt
)+ a∗(ξtt,Π∗ξtt)+ a∗t (ξt,Π∗ξtt)+ b∗(ξt,Π∗ξtt)+ b∗t (ξ,Π∗ξtt)= −(ηttt ,Π∗ξtt),h h h h h h




























































)+ b∗tt(ξ,Π∗h ξt)+ b∗t (ξt,Π∗h ξt).










h‖ξtt‖1‖ξt‖1 dτ + C
t∫
0








‖ηttt‖2 dτ + C
t∫
0
‖ξ‖21 dτ + C‖ξ‖21 + ε‖ξt‖21 + C
t∫
0
(‖ξtt‖2 + ‖ξt‖21)dτ .
Accordingly, the conclusion is obtained from the above inequality, Lemmas 3.7–3.9 and Gronwall’s Lemma.













)= ∂z Phv(z), ∀v ∈ H10(Ω), (3.12)
where Ph : L2(Ω) −→ Uh is L2 projection operator, and we have the following (see [13])
‖Phu‖s,q  C‖u‖s,q, s = 0,1, 2 q∞.  (3.13)
Lemma 3.11. (See [13].) For Green functions deﬁned in (3.12), we know
(a)
∥∥∂zG∗z − ∂zGhz∥∥1,1 + h∥∥∂zGhz∥∥1 + ∥∥∂zG∗z∥∥0,1  C;
(b)
∥∥∂zGhz∥∥0,p′  C, 1< P ′ < 2;
(c)
∥∥∂zGhz∥∥0 + ∥∥∂zG∗z∥∥1,1  C |lnh|. (3.14)
4. Error analysis and superconvergence
We next demonstrate a superconvergence results of uh − V ∗h u.
Theorem 4.1. Under the conditions of Lemma 3.9, for h suﬃciently small, we can deduce
‖ξ‖1,p  Ch2
{∥∥u(0)∥∥2,3,p + ‖u‖2,3,p}, 2 p ∞. (4.1)
Proof. (i) Let us consider the case of 2 p < ∞.
We now introduce an auxiliary problem. Denote φx to be the derivative of φ and let Φ ∈ H10(Ω) be the solution of
a(v,Φ) = −(v, φx), v ∈ H10(Ω), (4.2)
and there is a priori estimate
‖Φ‖1,p′  C‖φ‖0,p′ , p′ = pp − 1 . (4.3)
H. Li / J. Math. Anal. Appl. 358 (2009) 47–55 53By virtue of Green formula, (2.6), and (3.8)′ ,




= d1(ξ, RhΦ) −
(









= I1 + I2 + I3. (4.4)
Now it suﬃces to estimate each term in the above.
Noting that Lemmas 3.5 and 3.4, and ‖RhΦ‖1,p′  C‖Φ‖1,p′ , we easily get






For I2, from Sobolev’s imbedding inequalities, we have
|I2|
(‖ξt‖ + ∥∥ξt(0)∥∥)‖RhΦ‖ + (‖ηt‖0,p + ∥∥ηt(0)∥∥0,p)‖RhΦ‖0,p′
 C
(‖ξt‖ + ∥∥ξt(0)∥∥1 + ‖ηt‖0,p + ∥∥ηt(0)∥∥0,p)‖Φ‖1,p′ .
Combining the estimates of I1–I4, we obtain also by (4.3) that
‖ξ‖1,p  C sup
φ∈Lp′
|(ξx, φ)|
‖φ‖0,p′  Ch‖ξ‖1,p + C




By letting h suﬃciently small such that Ch  12 , the results for 2  p < ∞ now follows by Gronwall’s Lemma and Lem-
mas 3.7–3.9.
(ii) Let us next consider the case of p = ∞.























































dτ − (ξt + ηt − ξt(0) − ηt(0),Π∗h ∂zGhz)
= J1 + · · · + J5.
Now we proceed to estimate these J i one by one.
From Lemmas 3.5 and 3.3, and (3.14)(a), we get
| J1| Ch‖ξ‖1
∥∥∂zGhz∥∥1  Ch‖ξ‖1, | J2| C
t∫
0








∥∥∂zG∗z − ∂zGhz∥∥1,1  C
t∫
‖ξ‖1,∞ dτ .0 0























































































































Lastly, it is easy to see, by Sobolev’s imbedding inequalities, Lemma 3.10 and (3.14)(b), that
| J5| C
(‖ξt‖0,p + ‖ηt‖0,p + ∥∥ξt(0)∥∥0,p + ∥∥ηt(0)∥∥0,p)∥∥∂zGhz∥∥0,p′
 C
(‖ξt‖1 + ‖ηt‖0,p + ∥∥ξt(0)∥∥1 + ∥∥ηt(0)∥∥0,p),
where 2< p < ∞, p′ = pp−1 .
Combining the estimates of J1– J5, we have
‖ξ‖1,∞  C




which together with Gronwall’s Lemma, Lemmas 3.7–3.10 and Sobolev’s imbedding properties L∞ ↪→ Lp completes the proof
of p = ∞.
Finally, we can deduce the Lp and W 1,p norm error estimates of u − uh , by using ‖ξ‖0,p  C‖ξ‖1,p and Lemma 3.7. 
Theorem 4.2. Under the conditions of Theorem 4.1, we can conclude that
(a) ‖u − uh‖0,p  Ch2
{∥∥u(0)∥∥2,3,p + ‖u‖2,3,p}, 2 p < ∞,
(b) ‖u − uh‖0,∞  Ch2|lnh|
{∥∥u(0)∥∥2,3,∞ + ‖u‖2,3,∞},
(c) ‖u − uh‖1,p  Ch
{∥∥u(0)∥∥2,3,p + ‖u‖2,3,p}, 2 p ∞. (4.5)
5. Conclusions
In this paper, we formulate the ﬁnite volume element schemes for a class of partial differential equations in piecewise
linear ﬁnite element spaces. The new initial values are introduced in the schemes, so we obtain optimal error estimates in
Lp and W 1,p (2  p ∞) as well as some superconvergence estimates in W 1,p (2  p ∞) between the ﬁnite volume
element solution and the generalized Ritz–Volterra projection of the exact solution. Therefore, the results in this paper
perfect the theory of the ﬁnite volume element methods.
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