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The fugacity coeficients of the hydroperoxyl radical in supercritical water are esti- 
mated through molecular simulations. A potential function for the radical is first de- 
rived from ab initio selfconsistent field molecular orbital calculations at the unre- 
stricted Hartree-Fock level and from data in the literature. Molecular dynamics simula- 
tions of the hydroperoxyl radical are then pe~ormed in supercritical water and the fu- 
gacity coeficient of the radical is calculated by the free-energy perturbation method 
using the dynamic coupling parameter window-modification technique. The values of 
the ficgacity coeficients at 773 K differ from unity. This methodology facilitates the 
incorporation of thermodynamic nonidealities in mechanism-based kinetic models for 
, fi-ee-radical reactions in supercritical water. 
Introduction 
Water at elevated temperatures and pressures is attracting 
interest as a reaction medium and an environmentally benign 
alternative to organic solvents (Savage et al., 1995; Parsons, 
1996; Sealock et al., 1993; Siskin and Katritzlq, 1991). Sev- 
eral of the reactions investigated in near- or supercritical wa- 
ter (SCW) are governed by free-radical chemistry. Among 
these reactions the complete oxidation of (hazardous) or- 
ganic compounds in supercritical water is a noteworthy example. 
Rigorous kinetic models for free-radical reactions in super- 
critical water require thermodynamically consistent rate con- 
stants for the forward and reverse directions of each elemen- 
tary reaction step. This means the reverse rate constant, k, ,  
must be calculated from the forward rate constant, kf, and 
the concentration-based equilibrium constant, K,.  This con- 
stant is obtained from the activity-based equilibrium con- 
stant, K,,  and the fugacity coefficient correction, K ,  
where 
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Equation 1 shows that for thermodynamically nonideal fluid 
phases, such as supercritical water, fugacity coefficients for 
each of the reacting species, radicals included, are required 
to ensure thermodynamically consistent rate constants. For 
stable molecules, for which the critical properties and acen- 
tric factor are known, the fugacity coefficients can be calcu- 
lated from an equation of state. On the other hand, there is 
currently no method for obtaining reliable estimates of fugac- 
ity coefficients for free radicals in a dense medium, yet these 
values have a strong influence on the results generated by 
mechanistic kinetics models (Schmitt and Butler, 1995). This 
article describes the first such method, which uses computa- 
tional quantum chemistry and molecular dynamics (MD) sim- 
ulations, and then illustrates the application of this method 
by considering the hydroperoxyl radical (HO,) in supercriti- 
cal water at 773 K. 
Free energies of solutes in aqueous or supercritical 
solutions 
Well-established methods exist for calculating the free-en- 
ergy difference between two states or species from molecular 
simulations (e.g., Hummer and Szabo, 1996), and these meth- 
ods have been used previously to calculate activity coeffi- 
cients, residual chemical potentials, and solvation free ener- 
gies for solutes in aqueous or supercritical solutions. For ex- 
ample, Haile (1986) reviewed the use of the Kirkwood cou- 
pling parameter for determining activity coefficients and other 
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thermodynamic measures from molecular simulations. He 
calculated the excess Gibbs free energy of 14 repulsive soft- 
sphere mixtures and found that the simulations yielded val- 
ues that agreed with thermodynamic perturbation theory to 
within 5%. Shing and Chung (1987) expounded a method 
based on the Kirkwood formalism for determining the resid- 
ual chemical potential from molecular simulations. They ap- 
plied this method to a supercritical carbon dioxide- 
napththalene system represented by Lennard-Jones spheres 
plus quadrupole interactions. They used their results to esti- 
mate solubilities as a function of pressure and found qualita- 
tive agreement with experiment. Lazaridis and Paulaitis 
(1993) determined the ratios of activity coefficients for a large 
number of organic solutes in water at ambient conditions us- 
ing Monte Carlo simulations. Recently Balbuena et al. (1996) 
estimated the free energies of solvation of a number of ionic 
and molecular species in water at ambient and supercritical 
conditions. 
All of these previous molecular simulation studies of so- 
lutes or supercritical solutions considered species for which 
intermolecular potential models were available in the litera- 
ture. Moreover, none of these previous studies considered 
free radicals, which are the solutes of interest in the present 
investigation. The literature provides potential models for a 
few small alkyl radicals (Liu and Allinger, 19941, but no model 
is available for HO,, the radical of interest in this study. 
Consequently, a large portion of the work reported herein 
was devoted to establishing a reasonable potential model for 
HO,. The next subsection explains our motivation for select- 
ing HO, in supercritical water as the system to study. 
Hydroperoxyl radical in supercritical water 
Supercritical water is a promising and environmentally in- 
nocuous medium for chemical processes because many of its 
properties can be tuned by adjusting the temperature or 
pressure, it is completely miscible with organic compounds 
and permanent gases, and it is nontoxic. Among the various 
reaction processes being envisioned in SCW, supercritical 
water oxidation (SCWO) is perhaps the most established, as 
evidenced by the commissioning of a commercial SCWO re- 
actor (Parkhill, 1995). 
The hydroperoxyl radical plays a key role in SCWO reac- 
tions. Brock et al. (19961, Brock and Savage (19951, Gopalan 
and Savage (1995), and Holgate and Tester (1993, 1994) have 
all found that HO, is an important intermediate for methane, 
methanol, carbon monoxide, and hydrogen oxidation in SCW. 
For example, Brock and Savage (1995) showed that of the 
148 elementary free-radical reactions included in their mech- 
anism, fewer than 20 played a dominant role in the oxidation 
kinetics and nearly half of these dominant reactions involved 
HO,. Likewise, Gopalan and Savage (1995) demonstrated 
that of the 123 elementary reactions involving 62 species in 
their reaction mechanism for the oxidation of phenol in SCW, 
four of the nine reactions to which phenol conversion was 
most sensitive contained the hydroperoxyl radical. Clearly, the 
hydroperoxyl radical is a species of major importance in oxi- 
dation kinetics in supercritical water. 
These efforts to model the oxidation chemistry and kinet- 
ics by means of a large number of elementary reactions are 
aimed at aiding the rational design of SCWO processes and 
reactors. The lack of reliable methods to calculate the fugac- 
ity coefficients for free radicals required for these models has 
led to two different approaches for implementing these mod- 
els. The most common approach has been to use the ideal-gas 
assumption wherein K ,  is set to unity. Indeed, existing 
mechanistic models using ideal-gas thermodynamics ade- 
quately describe SCWO at high temperatures (which approxi- 
mate ideal gas conditions), indicating that the chemistry in- 
volved is essentially captured by these models. At lower tem- 
peratures, however, where conditions in SCW are much dif- 
ferent from an ideal gas, K ,  should not be set to unity. The 
second approach is to treat SCW as a real gas and determine 
K ,  for elementary reactions involving free radicals by esti- 
mating values for the critical properties of the radicals in- 
volved using group contribution techniques (Reid et al., 1988). 
This approach has been used in the Real Gas modification of 
the CHEMKIN software package (Schmitt et al., 1994). The 
values of the fugacity coefficients obtained by such estimates 
of the critical properties are highly uncertain. 
In this study, we obtain more reasonable estimates of fu- 
gacity coefficients of free radicals through molecular simula- 
tions. As a test case we take up the system of the hydroper- 
oxyl radical in supercritical water. Our method consists of 
two steps, first we establish potential functions for the free 
radical and the solvent molecule. We then calculate the sol- 
vation free energy of the radical in the solvent and use this 
quantity to estimate the fugactiy coefficient. The following 
section describes how we devised a potential function for the 
hydroperoxyl radical. We then describe the molecular dynam- 
ics simulation methods used in this study. We discuss the cal- 
culation of solvation free energy through the perturbation 
technique and show how this free energy is related to the 
fugacity coefficient. The results of our simulations are then 
presented and discussed. Finally, we summarize the main 
conclusions of this work. 
Potential Models 
To perform molecular dynamics simulations one must first 
know the potential function describing the inter- and in- 
tramolecular interactions of the species in the system. A typi- 
cal interaction potential function consisting of inter- and in- 
tramolecular terms is 
The intermolecular part consists of the Lennard-Jones term 
(the first term) and the Coulombic interaction term (the sec- 
ond term). The last two terms represent the (intramolecular) 
bond stretching and bond-angle bending modes. 
We conducted separate sets of simulations for rigid and 
flexible versions of water molecules and the hydroperoxyl 
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radical. We recently reported (Mizan et al., 1996b) on the 
effect of flexibility for simulations of supercritical water, and 
using both rigid and flexible models in this study provides an 
extension of these earlier comparisons. The rigid molecules 
have no intramolecular degree of freedom, so the last two 
terms of Eq. 3 are absent. We used the Lorentz-Berthelot 
combining rules for nonbonded (Lennard-Jones) interactions 
between dissimilar atom types. The potential functions used 
for water and the hydroperoxyl radical are described below. 
Water 
The rigid water model employed in these simulations is the 
simple point charge (SPC) model potential of Berendsen et 
al. (1981). The SPC water model is characterized by a charge 
located at each of the three atoms and a Lennard-Jones in- 
teraction potential centered on the oxygen atom. The values 
of the Lennard-Jones parameters and charges of the SPC 
model are given by Berendsen et al. (1981). 
The flexible molecule simulations employed a flexible ver- 
sion of the SPC model proposed by Teleman et al. (19871, 
which we will refer as the TJE (Teleman, Jonsson, Engstrom) 
model. The intermolecular part of the TJE potential is iden- 
tical to the SPC model, but it has an additional intramolecu- 
lar part consisting of simple harmonic terms corresponding to 
the bending and stretching modes of the water molecule. The 
numerical values of the potential parameters of the TJE 
model are given by Teleman et al. (1987). 
In previous work we have reported various thermody- 
namic, structural, transport, and dielectric properties of pure 
SCW using the TJE model (Mizan et al., 1994, 1997), com- 
pared these properties to those of the SPC model (Mizan et 
al. 1996b), and also examined hydrogen bonding in SCW us- 
ing the TJE model (Mizan et al., 1995, 1996a). 
Hydroperoxyl radical 
The literature provides no potential model for the hy- 
droperoxyl radical, so a large part of our effort was directed 
toward using computational quantum chemistry along with 
spectroscopic data in the literature for this radical to develop 
a potential model. Lubic et al. (1984) reported the equilib- 
rium geometry of the hydroperolryl radical in the ground state 
(,A'), and Table 1 displays the bond lengths and bond angle. 
Both the OH bond length and the bond angle for this radical 
are comparable to those of water; however, the 00 bond is 
considerably longer than the equilibrium OH bond found in 
water. The discussion below explains the development of each 
element in the potential function of this radical. 
Uehara et al. (1985) 
reported spectroscopic data that provide the harmonic force 
constants for the bond-stretching and bond-angle bending 
terms for HO,. Table 1 displays these force constant values. 
The bond-angle force constant is larger than the values used 
for the TJE model of water, whereas both of the bond-stretch 
force constants are smaller than the bond-stretch force con- 
stant of the TJE model. Although data for crossterms are 
available, we excluded these terms in the HO, model for the 
sake of simplicity and to be consistent with the flexible TJE 
model (which has no crossterms) used to represent water. 
Lennard-Jones Parameters. Table 1 also provides the 
Lennard-Jones parameter values used for HO,. The oxygen 
Intramofecufar Potential Parameters. 

















Lubic et al., 1984 
Lubic et al., 1984 
Lubic et al., 1984 
Uehara et al., 1985 
Uehara et al., 1985 
Uehara et al., 1985 
Weiner et al., 1986 
Weiner et al.. 1986 
Weiner et al., 1986 
Weiner et al.. 1986 
atom nearer to the hydrogen is labeled 01, and the distant 
oxygen atom is labeled 0 2 .  This nomenclature is used 
throughout this work. The Lennard-Jones parameters sug- 
gested by Weiner et al. (1986) for a hydroxylic oxygen were 
used for the two oxygen atoms, whereas parameters for the 
hydrogen atom were determined by adjusting the values 
Weiner et al. (1986) suggested for hydroxylic hydrogen to ob- 
tain a minimum energy H0,-water dimer that agreed 
with the quantum mechanically (QM) calculated dimer 
described later. 
We estimated net atomic partial charges 
for the hydroperoxyl radical by fitting the partial-charge-based 
electrostatic potential to the quantum mechanical electro- 
static potential obtained from ab initio self-consistent field 
molecular orbital (SCF-MO) calculations at the unrestricted 
Hartree-Fock (UHF) level. 
Although the net atomic charge is not an exact quantum 
mechanically defined property, it is nonetheless a very useful 
quantity. Net atomic charges are a computationally efficient 
way of approximating the electrostatic interactions between 
molecules in molecular dynamics simulations. Moreover, net 
atomic charges have been used as an indicator of the reactiv- 
ity of a particular atomic site (Cox and Williams, 1981). 
The quantum mechanical electrostatic potential (ESP) for 
a unit positive charge at a point r is defined as 
Partial Charges. 
where the first term represents the nuclear contribution, RA 
is the position of nucleus A and ZA is its charge, Pmn is the 
density matrix element of the wavefunction, and 4,,, refers to 
the atomic basis function. The quantum mechanical ESP was 
calculated at about 4,000 Cartesian grid points around HO, 
using the GAUSSIAN90 (Frisch et al., 1990) package. The 
grid points were generated using our modification of the 
CHELPG prog5am of Breneman and Wiberg (1990). A grid 
spacing of 0.3 A was used in all calculations (except where 
otherwise meniioned). Grid points extended to a maximum 
radius of 2.8 A from the nuclei. Points yithin the van der 
Waals (VDW) radii of the nuclei (1.45 A for the hydrogen 
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nucleus and 1.7 A for the oxygen nuclei) were excluded from 
consideration. 
The array of quantum mechanically derived ESP values was 
then fit to atom-centered partial charges by a Lagrangian 
multiplier least-squares fitting technique, again using our 
adaptation of the CHELPG code (Breneman and Wiberg, 
1990). During the fitting process the total molecular charge 
was constrained to fit the exact value of zero. The molecular 
dipole moment was not constrained. 
The atom-centered ESP-derived charges calculated from 
the procedure described above for the HO, radical in its ex- 
perimental equilibrium geometry (Uehara et al., 1985) are 
given in Table 2 for different levels of theory (different basis 
sets). For completeness, Table 2 also provides the Mulliken 
(1955) charges, which are part of the standard GAUSSIAN90 
output. It is evident from Table 2 that the charges calculated 
from the Mulliken method do not vary in a systematic man- 
ner from one level of theory to another, whereas the ESP-de- 
rived charges clearly tend to converge to a set of values as 
higher levels of theory (larger basis sets) are invoked. Table 2 
also gives the ( s 2 >  values calculated for the different levels 
of theory. These expectation values of the s2  operator are all 
close to 0.75, which confirms that we indeed have the doublet 
(pure spin) state of the hydroperoxyl radical. 
How well the set of partial charges mimics the quantum 
mechanical ESP, VQM, may be ascertained by comparing the 
contour maps of the quantum mechanical ESP with the ESP 
produced by the three partial charges, VESP-fi'. Figure l a  and 
l b  clearly demonstrate that the three atom-centered charges 
reproduce VQM both qualitatively and quantitatively to a 
reasonable degree. One shortcoming of V ESP-fit is, however, 
apparent. A region of slightly less negative potential in the 
potential trough found in VQM to the right of the two oxygen 
atoms is not observed for VESP-"'. Thus, for VQM there are 
two potential valleys in this region, whereas for VESP-fit there 
is but a single large valley. This shortcoming must be viewed 
in the context of the difficulty associated with fitting the 
property of a complex wavefunction to just three parameters. 
The differences between VQM and VESP-"' are plotted in 
Figure lc. The ridge between the two valleys in the contour 
plot for VQM manifests itself in the difference plot as a re- 
gion of positive potential. It is also clear from this plot that 
VESP-fit underestimates the ESP around the distal oxygen, 0 2 .  
A numerical estimate of the mismatch between VQM and 
VESP-fir may be obtained from the root-mean-square (rms) 
deviation, u, defined as 
where the subscript i refers to the ith grid point of a total of 
N grid points. The u values for the HO, radical are less 
than 12 kJ/mol at all levels of theory. This numerical value 
may be understood in the context of the difference plot, Fig- 
ure lc, in which the difference values vary from 5 to 15 kJ/mol 
in the region surrounding the VDW spheres of the nuclei. 
Extreme values for VQM and VESP-fit at the peaks and valleys 
shown in Figure l a  and l b  are around 100 and - 100 kJ/mol. 
Although the u values and the comparison of the quan- 
tum mechanical ESP to the partial-charge-based ESP are 
Table 2. Atom-Centered Partial Charges for the Hydroper- 
oxyl Radical with Experimental Equilibrium Geometry 
ESP-Fitted Mulliken 
LevelofTheOry ( s2> 9 H  901 401 9 H  901 902 








0.762 0.424 -0.359 -0.065 0.503 -0.486 -0.017 
0.762 0.422 - 0.355 - 0.067 0.381 - 0.339 - 0.042 
0.762 0.419 -0.358 -0.061 0.269 -0.214 -0.055 
useful, they do not indicate how accurately the set of charges 
represents the ESP in the neighborhood of the real hy- 
droperoxyl radical. An indication of the accuracy of the 
charges can, however, be obtained by comparing the dipole 
moment produced by the ESP-derived charge distribution to 
its experimental value (Saito and Matsumura, 1980). Figure 2 
provides this comparison. It is clear that at the higher levels 
of theory the ESP-derived dipole moment, indicated on the 
figure by the open triangles, is essentially equal to the experi- 
mental dipole moment represented as a dashed line. The fig- 
ure also shows that the ESP-derived dipole moment is largely 
independent of the basis set for any reasonably sized basis 
set. On the other hand, dipole moments calculated using 
Mulliken charges (filled circles) do not reproduce the experi- 
mental dipole moment accurately and are extremely basis set 
dependent. Our results suggest that the atom-centered 
charges derived at the UHF/6311+ G(d,p) level give a rea- 
sonably accurate description of the electrostatic environment 
around the hydroperoxyl radical. We also calculated the 
atom-centered partial charges for HO, at a vHF/6311+ 
G(d,p) level using a finer grid spacing of 0.2 A, which re- 
sulted in about 13,000 grid points. This extra effort did not 
produce any change in the charges obtained or in the rms 
deviation. 
Minimum energy hydroperoxyl-water dimer 
Having established separately potential functions for the 
hydroperoxyl radical and water we felt it would be prudent to 
investigate the combined hydroperoxyl-water potential to en- 
sure that the mixed system behaves in a reasonable manner. 
Unfortunately, there is no experimental information with 
which to validate the combined potential model. As an alter- 
native we decided that careful quantum mechanical calcula- 
tions would provide an acceptable surrogate to experimental 
data. 
We examined hydroperoxyl-water dimers in which the 
monomers were internally rigid but were allowed to rotate 
and translate relative to each other to attain a minimum en- 
ergy configuration. These geometry optimization calculations 
were also performed with GAUSSIAN90. The optimizations 
were initiated from different in-plane and out-of-plane ge- 
ometries having various symmetries. Most of the starting con- 
figurations ended up as the optimized dimer shown in Figure 
3, and this planar configuration was found to be the global 
minimum energy dimer. The geometry optimizations were 
performed at the unrestricted Hartree-Fock level with a 6-31 
+ G(d,p) basis set (UHF/6-31+ G(d,p)). Dimerization ener- 
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Figure 1. Contour map of (a) VaM (b) VESP-"' (c) (VQM- 
VESP-"') for HO, in experimental equilibrium 
geometry (contour values in units of kJ/mol). 
gies were also calculated at this level. These energies were 
corrected for basis set superposition error (BSSE) by the 
counterpoise method of Boys and Bernardi (1970). Table 3 
summarizes these energy calculations. Dimerization energies 
were also calculated at the second-order Moller-Plesset 
(Moller and Plesset, 1934) level (UMP2/6-31 + G(d,p) 
//UHF/6-31+ G(d,p)) with the geometry optimized at the 
unrestricted Hartree-Fock level. The Moller-Plesset calcula- 
tions include electron correlation effects and are probably 
more accurate. 
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We compared the geometry and energies obtained from 
the quantum mechanical calculations described earlier to the 
geometry and energy obtained by minimizing our classical or 
molecular mechanical potential model dimer for the hydro- 
peroxyl-water system. Table 4 provides this comparison. It is 
clear that both in terms of the separation between the radical 
and the water molecule and the inclination of the water 
molecule, the molecular mechanics results agree to within 3% 
of the quantum mechanical result. Extremely encouraging 
agreement is also obtained for the dimerization energy as cal- 
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Figure 2. Dipole moments for atom-centered charges of 
HO, using experimental equilibrium 
geometry. 
culated at the Mdler-Plesset level and as calculated with our 
potential model. 
In closing this section we note that there was also a very 
shallow minimum energy configuration, which is very similar 
to the configuration shown in Figure 3 except the positions of 
the water and HO, are interchanged. That is, one hydrogen 
atom of the water molecule was pointed toward the middle 
oxygen atom of the radical. This configuration was also pla- 
nar, but the depth of this minimum was so small as to be on 
the order of the uncertainty in quantum chemical calcula- 
tions. Indeed, the BSSE corrected dimerization energy for 
this configuration at the UMP2/6-31+ G(d,p)//UHF/6-31+ 
G(d,p) level was only -2.3 kJ/mol, whereas quantum me- 
chanically calculated energies are generally thought to be 
correct to, at best, 4 kJ/mol (Pople et al., 1989). Given this 
large uncertainty, we did not feel it would be fruitful to inves- 





Figure 3. Minimum energy H0,-H,O dimer. 
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Table 3. Quantum Mechanical Energy of Dimerization of the 
Hydroperoxyl Radical with Water 
Moiety Level of Theory Energy (hartree* ) 
HO, + H,O UHF/6-31+ G(d,p) - 226.22366224 
HO, + Bq** UHF/6-31+ G(d,p) - 150.18140363 
H,O+Bq UHF/6-31+ G(d,p) - 76.03165886 
Dimerization Energy - 0.01059974 
- 226.7677873 HOz +H,O UMP2/6-31+ad,p) 
HOz +Bq UMP2/6-31 +G(d,p) - 150.5209046 




- 0.0120271 Dimerization Enerm 
*1 hartree = 2,627 kJ/rnol. 
**One molecule of the dimer is made up of ghost atoms (Bq for Banquo 
in Macbeth) which have no nuclear charge but are provided with the 
appropriate basis functions 
Calculation of Solvation Free Energy and Fugacity 
Coefficient 
Perturbation technique for calculation of free energy 
In this study we used the perturbation technique (Zwanzig, 
1954) to calculate free energy through molecular dynamics 
simulations. This method is usually known as the free-energy 
perturbation (FEP) technique. The essence of this method is 
described below. 
The Gibbs free-energy difference between any two states 
A and B is given by 
A,(N, T ,  P) 
ACBA = - k,T In 
where A, and AA are the isothermal-isobaric partition func- 
tions. The second form of the equation shows these partition 
functions in the expanded form as integrals over volume and 
phase space of N momenta, p ,  and positions, r ,  with HA to 
H, being the Hamiltonians at the states A and B. If these 
states are very different, it is usually computationally expedi- 
ent to the subdivide this free-energy difference across a num- 
ber of narrower windows, N, 
Table 4. Geometry and Dimerization Energy of Minimum 
Energy Hydroperoxyl-Water 
Energy 
Level of Theory T R W ,  A ORW kJ/mol 
1.903 125" - 27.9 UHF/6-31+ G(d,p) 
UMP2/6-31+ G(d,p) 1.903 125" -31.6 
Molecular mechanics 1.906 122" - 33.4 
//UHF/6-31+ G(d,p) 
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where A, is the value of the coupling parameter A at window 
i with the Hamiltonian, H ,  being a function of A, which can 
vary from zero to unity, thereby allowing the Hamiltonian to 
change continuously from HA to HE. Then 
where A HA, is the perturbation to the Hamiltonian 
The last form of Eq. 8 can be represented as the negative 
exponential of the dimensionless perturbation to the Hamil- 
tonian ensemble averaged with respect to the state at A; 
(Reynolds et al., 19921, so that 
N ,  - 1 
AG,,, = - k,TIn(e--AHAnfiBT)A,. (10) 
i = l  
Dividing the free-energy difference into a number of win- 
dows as described before avoids the orthogonality problem, 
which occurs when the perturbed and unperturbed states are 
very different and for which the ensemble may not contain a 
sufficient number of states with low values of the perturba- 
tion to the Hamiltonian. In our simulations we perturb the 
Hamiltonian forward to A , + l  and backward to and ob- 
tain the quantity AGA for both the backward and forward 
perturbations. This teihnique is known as double-wide sam- 
pling (Jorgensen and Ravimohan, 1985). The backward and 
forward Gibbs free-energy increments are summed sepa- 
rately. If sufficient sampling is carried out at each window, 
these two increments should be approximately equal in mag- 
nitude and opposite in sign. The mean of the absolute values 
of the sums provides an estimate of the magnitude of the 
free-energy change and the difference between the magni- 
tudes of the sums is an indication of the adequacy of the 
sampling at each window. 
Usually in molecular simulation (Monte Carlo and molecu- 
lar dynamics) evaluations of free-energy difference, the mo- 
mentum contribution to the perturbation to the Hamiltonian 
is negligible (Pearlman and Kollman, 1989) and the perturba- 
tion to the Hamiltonian can be replaced by the perturbation 
to the potential energy function 
We used this approximation in our calculations. 
The potential energy function U ( r N )  is a function of the 
positions and orientations of the molecules nominally repre- 
sented by r N .  The various elements of the potential energy 
function described by Eq. 3 can be made functions of the 
coupling parameter A 
such that when A is zero the initial condition A is recovered, 
and when A is unity the final condition B occurs. We em- 
ployed the coupling parameter technique described above in 
our work. 
We used the dynamically modified windows technique of 
Pearlman and Kollman (1989) to determine the increment in 
A from one window to the next. In this technique the size of 
the increment in A is adjusted to achieve a predetermined 
increment in the free energy, AGA,, and thus depends on the 
rate of change of the free energy as a function of A. This 
method has convergence characteristics that are superior to 
the fixed-window method in which the size of the A incre- 
ment remains fixed throughout the simulation. At each win- 
dow, we allowed the system to equilibrate for 100-200 steps 
and then collected data over 100-200 production steps. 
FEP method for flexible molecules 
Free-energy perturbation (FEP) calculations of molecules 
having intramolecular degrees of freedom, particularly those 
in which these degrees of freedom are represented by har- 
monic functions, are fairly difficult because of the inherent 
orthogonality of perturbed and reference harmonic functions. 
The standard method of treating flexible degrees of freedom 
is the static perturbation of geometry (SPG) approach. In this 
approach, the bond length (or angle) obtained from the un- 
perturbed or reference structure is used with the perturbed 
structure value of the equilibrium bond length and force con- 
stant to calculate the perturbed structure potential energy. 
The difference between the perturbed structure potential en- 
ergy, U,, and the reference structure potential energy, UA, is 
typically large and usually positive, so that the simulations 
have very poor convergence properties. To avoid this prob- 
lem Severance and Jorgensen (1995) developed the General- 
ized Alteration of Structure and Parameters (GASP) method 
for FEP calculations with flexible molecules. 
In the GASP method the atomic coordinates are expressed 
as a perturbation to a reference coordinate rf 
r = rf + A r .  (19) 
This changes the variable of integration in the partition func- 
tion from r to Ar, and the FEP equation assumes the form 
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where A and B are the unperturbed and perturbed states, 
respectively. In the GASP formulation, values of rf are al- 
lowed to differ between molecular states A and B. Then for 
the perturbation of a harmonic bond function 
where k ,  and ro are the force constant and equilibrium bond 
length, respectively. If rfTB is set equal to rf,A, the SPG 
method is recovered. If, on the other hand, rf,B and have 
distinct values, and in particular, rf is set equal to ro ,  then 
the GASP method will be obtained. Free-energy perturba- 
tion calculations using the GASP method are faster and have 
more reliable convergence characteristics than those using the 
SPG method. We employed the GASP method in our flexible 
molecule simulations. 
Solvation free energy and jkgacity coeficient 
In this subsection we follow derivations by Ben-Naim (1987) 
and Shing and Chung (1987) to develop an expression for the 
fugacity coefficient. Consider the case for which the initial 
and final states, A and B,  in Eq. 6 correspond to the condi- 
tion that an extra solute molecule that was not present in the 
system initially is present in the final state. For such a case 
the free-energy change corresponds to the solvation free en- 
ergy or the chemical potential or partial molar Gibbs free 
energy, cs, of the solute for that particular state condition 
(Ben-Naim, 1987; Shing and Chung, 1987) 
c, = G (  N, + 1 ,  N,, T ,  P )  - G (  N,, N, , T ,  P )  
A ( N , + l , N , , T , P )  
A(N, ,  N, ,T,  P )  
The isothermal-isobaric partition functions can be separated 
into components attributable to positions and orientations of 
the molecules, to internal contributions, and to the transla- 
tional motions (Shing and Chung, 1987). Then a new parti- 
tion function A' that excludes these last two components can 
be defined 
Q? QP 
A ( N, , N, , T ,  P) = N,! N,! A:NsA% 
where Q, and Q, represent the internal contributions such 
as vibration, nuclear spin, and electronic contributions, and 
A, and A, are the thermal de Broglie wavelengths of the 
solute and water, respectively. The term U ( r N )  is the config- 
urational potential energy of the system, which is a function 
of the position and orientation of the molecules. Shing and 
Chung (1987) derived the relation below for the partial molar 
Gibbs free energy of the solute in terms of this modified par- 
tition function, h' 
c.y = - k,T In 
where ( V )  is the average volume of the system. At A = 0, the 
( N ,  + 1)th solute molecule vanishes. Since the terms in the 
first parentheses together with the system volume constitute 
the partition function for the solute in an ideal-gas mixture, 
Eq. 24 can be further simplified to 
1 A'(N, + 1 ,  N,, T ,  P ,  A =  1 )  & ( N ,  + 1, N , , T , P , h =  0 )  I?, - c.;G = - kBT In 
N ,  - 1 
i = l  
This quantity (c, - ciG) is related to the fugacity coefficient 
of the solute as (Sandler, 1989) 
where x ,  is the mole fraction of the solute. In our simula- 
tions, rather than introducing a solute molecule into the sys- 
tem, we make an existing solute molecule (or free radical, in 
this case) disappear because this process is computationally 
more convenient to simulate. We then reverse the sign of the 
calculated Gibbs free energy to obtain the quantity (e,- 
G,") or AGsoru as it will be called in this study. 
Molecular Dynamics Techniques 
All simulations were carried in a cubic cell with periodic 
boundary conditions in an isothermal-isobaric (NPT) ensem- 
ble using standard molecular dynamics techniques (Allen and 
Tildesley, 1987). The weak coupling method of Berendsen et 
al. (1984) was used to maintain the temperature and pressure 
at around the desired values using temperature and pressure 
relaxation time constants of 0.2 ps and 1 ps, respectively. The 
cutoff was based on molecular center-of-mass distance, and it 
was as large as possible given the dimensions of the simula- 
tion cell. A molecular cutoff ensures neutrality of charge. An 
automatically updated molecular neighbor list was employed. 
Except where otherwise mentioned, long-range Coulomb in- 
teractions were treated using the reaction-field method, in 
which the external dielectric constant defining the reaction 
field, eRF, was chosen to be 80. No long-range correction was 
made for the Lennard-Jones term of the intermolecular po- 
tential. The simulation system consisted of 255 water 
molecules and one solute moiety. Thus, the system was a mix- 
ture of 0.004 mole fraction of solute in water. Since the lone 
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solute moiety never interacts with another solute, however, 
such a system may be considered to be infinitely dilute. Ide- 
ally, we would have liked to simulate a truly infinitely dilute 
system. This would require an infinite, or at least a very large 
number (greater than lo4) of solvent molecules. Such simula- 
tions are at present impracticable using the computational 
facilities available to us. 
For the flexible molecule simulations, the equations of mo- 
tion were integrated using the reversible reference system 
propagator algorithm (r-RESPA) (Tuckerman et al., 1992). 
This multiple time-step method treats rapidly varying forces, 
such as those responsible for bond stretch, in the short time 
step, while considering the slowly varying forces at the long 
time-step intervals. The algorithm was implemented in Carte- 
sian coordinates. We considered bond-stretching forces at 
each short time-step interval and all other forces, namely, 
bond-angle bending forces and nonbonded forces at every 
long time-step interval. The long time step was set at 2 fs 
(femtosecond) and the short timestep at 0.25 fs (except where 
otherwise mentioned). 
The method used for the rigid molecule simulations was 
identical to that for the flexible water simulations except that 
the equations of motion were integrated using the M n L E  
method (Andersen, 1983). A time step of 2 fs was used. 
Simulation lengths for the runs ranged from 100 ps to 1,300 
ps. The average simulation length was 567 ps. These simula- 
tion durations are shorter than the runs on the order of 
nanoseconds that are considered to be necessary for 
free-energy calculations in ambient water. This is, however, 
to be expected because at supercritical conditions the diffu- 
sivity of water is about two orders of magnitude greater than 
at ambient conditions (Mizan et al., 1994). Thus, the rear- 
rangement of the water molecules around the solute is con- 
siderably faster for SCW after each perturbation of the so- 
lute. For this reason we were able to obtain well-converged 
free-energy values with relatively short runs. 
Results 
Before attempting free-energy calculations for the hydro- 
peroxyl radical in SCW we validated the perturbation method 
free-energy calculation computer code by calculating the sol- 
vation free energy of neon at nominally infinite dilution in 
liquid TIP3P water (Jorgensen et al., 1983) at ambient condi- 
tions. We obtained a value of 10.4 f 1.3 kJ/mol that compares 
favorably with the value of 10.5f0.8 kJ/mol published by 
Pearlman and Kollman (1989). 
We also verified that our method would indeed yield rea- 
sonable values of fugacity coefficients. We calculated the fu- 
gacity coefficients of krypton at 0.004 mol fraction in argon at 
a supercritical temperature of 230 K and at various pres- 
sures. We used the Lennard-Jones parameters used previ- 
ously by Schoen and Hoheisel (1984). The results appear in 
Figure 4a and are compared with the fugacity coefficients 
calculated using the Peng-Robinson (PR) equation of state 
using the critical properties given by Reid et al. (1988). It is 
evident that the results of the MD simulations enjoy good 
agreement with the results from the equation of state. Figure 
4b compares the average molar volumes of our simulation 
systems to those calculated from the Peng-Robinson equa- 
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Figure 4. (a) Fugacity coefficients of Kr; (b) molar vol- 
umes in a Kr-Ar mixture at 230 K and various 
pressures. 
Rigid-molecule simulations 
We conducted several sets of molecular dynamics simula- 
tions at 773 K and at various pressures for the hydroperoxyl 
radical at nominally infinite dilution (0.004 mol fraction) in 
SCW. The hydroperoxyl radical was made to disappear, and 
the corresponding Gibbs free-energy change was calculated 
by the dynamic window perturbation method described ear- 
lier. The actual mutation of the radical to nothing was done 
in two stages by running two separate simulations for each 
set. In the first simulation, the atom-centered partial charges 
on the radical were reduced to zero, that is, the coupling 
parameter, which was changed from zero to unity, only af- 
fected the charges. In the second simulation, the Lmnard- 
Jones parameters were reduced to zero, whil: at the same 
time all the bond lengths were reduced to 0.3 A (the smallest 
bond length that will allow stable integration of the equations 
of motion). This separation of the different contributions is 
called electrostatic decoupling and has been recommended 
by Bash et al. (1987) as a way to achieve better convergence. 
Of course, free energy is a state property, so the free energy 
difference between the initial and final state is independent 
of the intervening conditions. 
Figure 5a shows the free-energy change for the disappear- 
ance of charges from the HO, radical at 275 bar and 773 K. 
The final configuration for this simulation was used as the 
starting point for the next simulation in which the uncharged 
radical was made to vanish. The corresponding free-energy 
change is depicted as a function of the coupling parameter in 
Figure 5b. 
As indicated previously one issue of concern in free energy 
calculations is the orthogonality of reference and perturbed 
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Figure 5. Free energy of desolvation for HO, in SCW at 
773 K and 275 bar: (a) contribution from un- 
charging the radical; (b) contribution from 
disappearance of the uncharged radical. 
states. This problem manifests itself in the jaggedness of the 
AG vs. A trajectories. The problem is easily remedied (albeit 
at the expense of added computation time) by increasing the 
number of windows, that is, decreasing the coupling parame- 
ter increment. In our simulations we rejected AG vs. A tra- 
jectories that appeared particularly jagged and repeated the 
run with a smaller A increment. Another potential problem is 
sufficient sampling of the configurational space. This prob- 
lem also becomes evident in the double-wide sampled AG vs. 
A curves as a divergence between the forward and backward 
trajectories. Again, the problem is easily corrected by increas- 
ing the number of sampling steps. In our simulations, runs 
with diverging backward and forward trajectories were also 
repeated with an increased number of sampling steps. 
AG,,,, was calculated from several independent sets of 
simulations started from different initial configurations at 
each of four state conditions (275 bar, 775 bar, 1,500 bar, and 
2,100 bar and 773 K). The mean, standard deviation and 
number of replicates for each state condition are reported in 
Table 5. The AGsOlv alues were then used to calculated the 
fugacity coefficients using Eq. 26. 
Figure 6 shows the fugacity coefficients calculated for the 
rigid HO, in SCW modeled using the SPC potential. Our 
data points are depicted as crossed open squares. The dashed 
curve represents the fugacity coefficients of HO, in SCW cal- 
culated from the Peng-Robinson equation of state using the 
properties of HO, (T, = 400 K, P, = 8.20 MPa, w = 0.200) 
provided in the thermodynamic database supplied with the 
Real Gas version of CHEMKIN (Schmitt et al., 1994). The 
Table 5. Free Energy of Solvation (kJ/mol) for Hydroperoxyl 
Radical in Supercritical Water at 773 K and 0.004 Mot 
Fraction 
Rigid Flexible 
-~-_______ - ___ 
P, bar No. of Runs AG,,,,, No. of Runs AG,,,,, 
275 4 - 2.95 f 0.45 3 -5.94i  1.57 
775 3 -7.13+0.97 I - 8.55 f 0.26 
1 - 2.43 + 0.78 1,500 2 - 6.48 f 0.81 
2,100 3 - 3.94 k 2.5 1 2 0.19 k3.51 
binary interaction parameters were set to zero. Clearly there 
is stark disagreement between our values and this curve. This 
lack of agreement need not be surprising when one considers 
that the critical properties given earlier for HO, are only 
rough estimates. Indeed, Schmitt et al. (1994) acknowledge 
that the uncertainty in these estimated critical properties is 
very large. That the fugacity coefficients from the MD simu- 
lations differ from those calculated from the Peng-Robinson 
equation with the estimated critical properties for HO, points 
out that the equation-of-state calculations for free radicals in 
the Real Gas version of CHEMKIN might not be reliable. 
If we compare our data points in Figure 6 to the fugacity 
coefficient curve for pure SCW, generated using the Peng- 
Robinson equation of state with critical properties published 
in Reid et al. (19881, we observe that the values of the fugac- 
ity coefficients of HO, in SCW and pure SCW are very close 
in the range studied. This similarity, though interesting, is 
purely coincidental. The HO, data appear to go through a 
minimum between the 775-bar and 1,500-bar points, whereas 
the minimum for pure SCW occurs beyond the range de- 
picted in the figure. 
In the absence of experimental ther- 
modynamic data with which to validate our potential model 
for the H02-water system it is difficult to assess the accuracy 
Sensitivity Analysis. 
MD: rigid HO2 in SPC SCW 
PR:.H-?2.(~O-cH~EMK!~1!~.~~.~ 
200 1000 2200 
P (bar) 
Figure 6. Fugacity coefficients for 0.004 mole fraction 
of solute at 773 K. 
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Table 6. Sensitivity Coefficients for Free Energy of Solvation of 0.004 mol fraction of rigid Hydroperoxyl Radical in SPC 
Supercritical Water at 773 K (in kJ/mol) 
-~ 
P ,  bar ____ 
275 775 1,500 2,100 
c; - 2.95 f 0.45 - 7.13 f 0.97 - 6.48 5 0.81 -3.94k2.51 
€01 f w a e o l  -0.06 f 0.05 - 0.24 f 0.06 - 0.48 k 0.06 - 0.55 f 0.07 
€ 0 2  (JG/aeo? - 0.30 f 0.02 - 0.86 f 0.08 - 1.17f0.04 - 1.30f0.07 
eH <IG/dcH 0.16 f 0.08 0.35 f 0.04 0.39 f 0.02 0.40 k 0.01 
VH <iC/dU, 1.93 f 0.73 4.30 k 0.39 4.96f0.16 5.32 f 0.06 
flOI dG/d%l 6.55 k 1.11 16.58f 1.03 21.29 f0.46 24.23 f 0.90 
r o z  W%02 2.31 5 0.21 6.12k0.73 10.48 f0.73 12.08 k 1.09 
YH "/aqH - 10.82 f 3.85 - 15.58 f 1.35 - 12.47 f 0.41 - 12.38 f 0.72 
' l O l [ ~  WJYo1 0.31 f 1.61 - 5.65 + 0.47 - 11.58 f 0.40 - 12.85 f 0.75 
-3.31 k0.16 Yo2 c,'G/Jqo* - 1.93 f 0.09 - 3.07 f 0.08 - 0.50 k 0.20 
of the values of the fugacity coefficients previously reported. 
It is, however, possible to calculate how sensitive the free 
energies of solvation, and hence the fugacity coefficients, are 
to changes in the parameters of our potential model. Follow- 
ing Zhu and Wong (1993) we determined the free-energy 
sensitivity coefficients corresponding to the Lennard-Jones 
parameters and the partial charges. We did not examine the 
effect of varying the geometry or force constants because we 
use the experimental values of these quantities. We therefore 
limited our sensitivity analysis to the rigid molecule system. 
The sensitivity coefficients reported in Table 6 were ob- 
tained from regular NPT molecular dynamics simulations 
(that is, simulations in which the solute was not made to van- 
ish) of 50-ps duration. Four independent runs were con- 
ducted at each pressure. The means and standard deviations 
for each sensitivity coefficient are tabulated in the column 
under the corresponding simulation pressure. The first row 
of Table 6 gives the free energies of solvation taken from 
Table 5. These values can be compared with the sensitivity 
coefficients for each of the potential model parameters. 
It is clear from Table 6 that at 275 bar, the free energy is 
most strongly influenced by the charge on the hydrogen atom. 
For instance, at 275 bar a 10% change in qH would cause a 
37% change in AGsolv, which in turn leads to a 20% change 
in the fugacity coefficient. 
We believe that the uncertainty in the partial charge on 
the hydrogen atom is less than 10%. Recall that we verified 
the set of partial charges by comparing the calculated dipole 
moment, the electrostatic potential, and the geometry and 
energy of the minimum energy H0,- water dimer to experi- 
mental and quantum mechanically derived values. We are 
therefore confident of the reasonableness of the set of 
charges. Thus, we can also be fairly confident of the free en- 
ergy of solvation, and hence the fugacity coefficient calcu- 
lated at low pressures. 
Table 6 reveals that at the three higher pressures the largest 
sensitivity coefficient is the one for the Lennard-Jones u pa- 
rameter of the middle oxygen atom (01). This parameter was 
taken directly from the force field of Weiner et al. (1986) and 
has been determined by fitting various physical properties of 
compounds containing a hydroxylic oxygen atom and is there- 
fore considered to be a reasonable value. 
To summarize, the calculated free energies are most sensi- 
tive to qH and pool. These parameters were carefully deter- 
mined or taken directly from the literature, and we can ex- 
pect their uncertainties to be fairly small. 
Flexible-molecule simulations 
Simulations involving flexible versions of the hydroperoxyl 
radical and water were also conducted at 773 K at the same 
average pressures as the rigid system. The GASP technique 
(Severance et al., 1995) described previously was used for 
these simulations. Again electrostatic decoupling (Bash et al., 
1987) was employed and each free-energy calculation con- 
sisted of two consecutive simulations. In the first simulation, 
the partial charges on the radical were reduced to zero, 
wheceas in the second simulation the bonds were shrunk to 
0.3 A while simultaneously reducing the Lennard-Jones pa- 
rameter values to zero. Because flexible-molecule simulations 
tend to become unstable as the bond lengths become very 
small, the latter simulation was split into two stages. In the 
first stage the coupling parameter, A, varied from 0 to an 
intermediate value, usually 0.5, while the equations of motion 
were integrated using a long time step of 2 fs and a short 
time step of 0.25 fs. In the second stage, A varied from the 
intermediate value to 1, while the long and short times steps 
were set at 0.5 fs and 0.0625 fs, respectively. 
Table 5 reports the AGsolv values from the flexible molecule 
simulations at four pressures in the range 275-2,100 bar at 
773 K. The uncertainties for the single-run state points corre- 
spond to the difference between the forward and backward 
free-energy changes. The fugacity coefficients corresponding 
to the flexible-molecule simulations are shown as solid sym- 
bols in Figure 6. In the absence of experimental data it is not 
possible to make any judgment on whether the flexible or 
rigid models represent the H0,-SCW system better. The data 
for both types of models show similar trends, although the 
flexible system exhibits an increase in the fugacity coefficient 
of HO, at lower values of pressure than does the rigid system. 
Conclusions 
This article demonstrates a method for calculating the fu- 
gacity coefficient of transient species such as free radicals in 
dense phases. The method involves application of fundamen- 
tal principles including quantum mechanics to derive an ap- 
propriate force field for the solute (and if necessary, solvent) 
species and classical statistical mechanics to calculate the sol- 
vation free energy of the solute in the dense phase. As a test 
case we estimated the fugacity coefficient of the hydroperoxyl 
radical in supercritical water. The estimated values were much 
different from unity at the conditions studied and therefore 
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suggest that the ideal-gas approximation commonly used in 
kinetic modeling of reactions in supercritical water is not ad- 
equate. On the other hand, equation-of-state-based fugacity 
coefficients calculated using the critical properties from the 
thermodynamic database supplied with the Real Gas version 
of CHEMKIN (Schmitt et al., 1994) were in greater disagree- 
ment with our calculated values. 
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Notation 
K =equilibrium constant 
N =number of molecules 
P =pressure 
R =gas constant or nuclear distance 
T = absolute temperature 
V =electrostatic potential 
Z =compressibility factor or nuclear charge 
k =rate constant 
q =charge 
r =distance 
s =electronic spin operator 
E = Lennard-Jones energy parameter 
q, = permitivity of free space 
v = stoichometric coefficient 
u = Lennard-Jones radius 
0 = angle 
k ,  = Boltzmann constant 
Subscripts and superscripts 
RW = radical-water property 
0 =reference value of property or standard state property 
W = water property 
i =atomic index 
j =atomic index 
I =molecular index 
m = molecular index 
o =standard state property 
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