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Consistent distributed state estimation with global observability over
sensor network
Xingkang He, Wenchao Xue, Haitao Fang
This paper studies the distributed state estimation problem for
a class of discrete time-varying systems over sensor networks.
Firstly, it is shown that a networked Kalman filter with optimal
gain parameter is actually a centralized filter, since it requires
each sensor to have global information which is usually forbidden
in large networks. Then, a sub-optimal distributed Kalman filter
(DKF) is proposed by employing the covariance intersection
(CI) fusion strategy. It is proven that the proposed DKF is
of consistency, that is, the upper bound of error covariance
matrix can be provided by the filter in real time. The consistency
also enables the design of adaptive CI weights for better filter
precision. Furthermore, the boundedness of covariance matrix
and the convergence of the proposed filter are proven based
on the strong connectivity of directed network topology and
the global observability which permits the sub-system with local
sensor’s measurements to be unobservable. Meanwhile, to keep
the covariance of the estimation error bounded, the proposed
DKF does not require the system matrix to be nonsingular at
each moment, which seems to be a necessary condition in the
main DKF designs under global observability. Finally, simulation
results of two examples show the effectiveness of the algorithm
in the considered scenarios.
I. INTRODUCTION
Wireless sensor networks (WSNs) usually consist of in-
telligent sensing devices located at different geographical
positions. Since multiple sensors can collaboratively carry
out the task by information communication via the wireless
channels, WSNs have been widely applied in environmental
monitoring [6], collaborative information processing [18], data
collection [26], distributed signal estimation [24], and etc.
In the past decades, state estimation problems of WSNs
have drawn more and more attention of researchers. Two
approaches are usually considered in existing work. The first
one is centralized filtering, i.e., a data center is set to collect
measurements from all sensors at each sampling moment. The
centralized Kalman filter (CKF) can be directly designed such
that the minimum variance state estimator is achieved for
linear systems with Gaussian noises. However, the centralized
frame is fragile since it could be easily influenced by link
failure, time delay, package loss and so on. The second
approach, on the contrary, utilizes distributed strategy, in
which no central sensor exists. The implementation of this
strategy simply depends on information exchange between
neighbors [4, 9, 10, 14, 15, 27, 28, 31]. Compared with the
centralized approach, the distributed frame has stronger ability
in robustness and parallel processing.
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Information communication between sensors plays an im-
portant role in the design of distributed filtering. Generally,
communication rate between neighbors could be faster than
the rate of measurement sensing. Fast information exchange
between neighbors supports the consensus strategy which
can achieve the agreement of information variables (e.g.
measurements [9]) of sensors. Actually, [7, 8, 17, 23] have
shown some remarkable results on the convergence and the
consensus of local filters with the consensus strategy. However,
faster communication rate probably needs larger capability
of computation and transmission to conduct the consensus
before the updates of filters. In the single-time scale, the
neighbor communication and measurement sensing share the
same rate, which can not only reduce communication burden
but also result in computation cost linearly matching with
sensor number over the network [15, 20, 21, 32]. Additionally,
the DKF algorithm with faster communication rate can be
designed by combining the filter with single-time scale and
the consensus process. Hence, this paper considers distributed
state estimation algorithms in the single-time scale.
Parameter design of algorithms is one of the most essential
parts in the study of distributed state estimation problems.
In [11], it is shown that a networked Kalman filter with
optimal gain parameter is actually a centralized filter since the
calculation of time-varying gain parameter is dependent on in-
formation of non-neighbors. Then a modified sub-optimal dis-
tributed filter under undirected graph is proposed. Distributed
filters with constant filtering gains are well studied in [14–
16], which evaluate the relationship between the instability
of system and the boundedness of estimation error. In [9],
measurement consensus based DKF is presented and design
methods of the consensus weights as well as the filtering gains
are rigorously studied. In [8], a general diffusion DKF based
on time-invariant weights is proposed and performance of the
distributed algorithm is analyzed in detail. To achieve better
estimation precision, time-varying parameters are considered
in [27], which provides a distributed minimum variance esti-
mator for a scalar time-varying signal.
In [4], a distributed prediction method for dynamic systems
is proposed to minimize bias and variance. The method can
effectively compute time-varying weights of the distributed al-
gorithm. A scalable partition-based distributed Kalman filter is
investigated in [10] to deal with coupling terms and uncertainty
among sub-systems. Furthermore, stability of this algorithm is
guaranteed through designing proper parameters. Nevertheless,
the work mentioned above have not considered the distributed
filter problem with global observability condition which al-
lows the sub-system with local sensor’s measurements to be
unobservable.
2Research of distributed filter for time-varying systems based
on global observability is an important but difficult problem.
Since sensors of WSNs are sparsely located in different posi-
tions, the observability condition assumed for the sub-system
with respect to one sensor is much stronger than that assumed
for the overall system based on global network. However,
the work mentioned above pay little attention to boundedness
analysis of covariance matrix and convergence analysis of the
algorithm under global observability. Regarding time-invariant
systems, conditions on global observability are usually deter-
mined by the system matrix, the network topology and the
global observation matrix which collects model information
of all sensors [14–16]. This means that distributed filters with
constant filtering gain can be designed to guarantee stability
of the algorithm. However, most of the methods fail for time-
varying systems. [1, 3] give some pioneer work on building
consensus DKF algorithms under the global observability for
time-invariant systems. Nevertheless, they require the assump-
tion that the system matrix is nonsingular, which seems to
be severe for time-varying systems at every moment. In this
paper, we aim to develop a scalable and totally distributed
algorithm for a class of discrete linear time-varying systems in
the WSNs. The main contributions are summarized as follows.
1) The proposed consistent distributed Kalman filter
(CDKF) guarantees the error covariance matrix can be
upper bounded by a parameter matrix, which is timely
calculated by each sensor using local information. This
property is quite of importance since it supports an
effective error evaluation principle in real time.
2) A set of adaptive weights based on CI fusion is de-
termined through a Semi-definite Programming (SDP)
convex optimization method. It is proven that the pro-
posed adaptive CI weights ensure lower error covariance
bound than that with constant CI weights which are
mainly used in existing work [1–3]. Therefore, adap-
tive CI weights can achieve improvement of estimation
performance.
3) Global observability instead of local observability is
assumed for the system over networks. This allows
the sub-system with local sensor’s measurements to be
unobservable. Additionally, the assumption of system
matrix being nonsingular at each moment is loosened
[1–3, 11, 30]. Since the nonsingularity of system matrix
at each moment is difficult to be satisfied for time-
varying systems, the proposed filter can greatly enlarge
application range of the distributed state estimation
algorithms.
The remainder of this paper is organized as follows. Section
2 presents some necessary preliminaries and notations of this
paper. Section 3 is on problem formulation and distributed
filtering algorithms. Section 4 considers performance of the
proposed algorithm. Section 5 is on simulation studies. The
conclusion of this paper is given in Section 6.
II. PRELIMINARIES AND NOTATIONS
Let G = (V , E ,A) be a directed graph, which consists
of the set of nodes V = {1, 2, · · · , N}, the set of edges
E ⊆ V × V and the weighted adjacent matrix A = [ai,j ]. In
the weighted adjacent matrix A, all elements are nonnegative,
row stochastic and the diagonal elements are all positive, i.e.,
ai,i > 0, ai,j ≥ 0,
∑
j∈V ai,j = 1. If ai,j > 0, j 6= i,
then there is an edge (i, j) ∈ E , which means Node i can
directly receive the information of Node j. In this situation,
Node j is called the neighbor of Node i. All neighbors
of Node i including itself can be represented by the set
{j ∈ V|(i, j) ∈ E}
⋃
{i} , Ni, whose size is denoted as |Ni|.
G is called strongly connected if for any pair nodes (i1, il),
there exists a directed path from i1 to il consisting of edges
(i1, i2), (i2, i3), · · · , (il−1, il). According to [12] and [29], the
following lemma is obtained.
Lemma 1. If the directed graph G = (V , E ,A) is strongly
connected with V = {1, 2, · · · , N}, then all elements of
As, s ≥ N − 1, are positive.
Throughout this paper, the notations used are fairly standard.
The superscript “T” represents transpose. The notation A ≥ B
(or A > B), where A and B are both symmetric matrices,
means that A − B is a positive semidefinite (or positive
definite) matrix. In stands for the identity matrix with n rows
and n columns. E{x} denotes the mathematical expectation
of the stochastic variable x, and blockcol{·} means the block
elements are arranged in columns. blockdiag{·} and diag{·}
represent the diagonalizations of block elements and scalar
elements, respectively. tr(P ) is the trace of matrix P . The
notation ⊗ stands for tensor product. The integer set from a
to b is denoted as [a : b].
III. PROBLEM FORMULATION AND DISTRIBUTED
FILTERING ALGORITHMS
Consider the following time-varying stochastic system{
xk+1 = Akxk + ωk, k = 0, 1, 2, ...,
yk,i = Hk,ixk + vk,i, i = 1, 2, · · · , N,
(1)
where xk ∈ Rn is the state at the kth moment, Ak ∈ Rn×n is
the known system matrix, ωk ∈ Rn is the process noise with
covariance matrix Qk ∈ R
n×n, yk,i ∈ R
m is the measurement
vector obtained via Sensor i, Hk,i ∈ Rm×n is the observation
matrix of Sensor i and vk,i is the observation noise with
covariance matrix Rk,i ∈ Rm×m. N is the number of sensors
over the network.
Definition 1. The ith sub-system of the overall system (1) is
defined as the system with respect to (Ak, Hk,i).
In this paper, the following assumptions are needed.
Assumption 1. The sequences {ωk}∞k=0 and {vk,i}
∞
k=0 are
zero-mean, Gaussian, white and uncorrelated. Also, Rk,i is
positive definite, ∀k ≥ 0. There exist two constant positive
definite matrices Q¯1 and Q¯2 such that Q¯1 ≤ Qk ≤ Q¯2, ∀k ≥
0. The initial state x0 is generated by a zero-mean white
Gaussian process independent of {ωk}∞k=0 and {vk,i}
∞
k=0,
subject to E{x0xT0 } = P0.
3Assumption 2. The system (1) is uniformly completely ob-
servable, i.e., there exist a positive integer N¯ and positive
constants α, β such that
0 < αIn ≤
k+N¯∑
j=k
ΦTj,kH
T
j R
−1
j HjΦj,k ≤ βIn,
for any k ≥ 0, where

Φk,k = In,Φk+1,k = Ak,Φj,k = Φj,j−1 · · ·Φk+1,k,
Hk = blockcol{Hk,1, Hk,2, · · · , Hk,N},
Rk = blockdiag{Rk,1, Rk,2, · · · , Rk,N}.
Assumption 3. The topology of the network G = (V , E ,A) is
a fixed directed graph and it is strongly connected.
Assumption 4. There exists a positive scalar β1, such that
λmax(AkA
T
k ) ≤ β1, ∀k ≥ 0.
Assumption 5. There exist a sequence set K = {kl, l ≥ 1},
an integer L ≥ N + N¯ and a scalar β2 > 0, such that

supl≥1(kl+1 − kl) <∞,
inf l≥1(kl+1 − kl) > 0,
λmin(Akl+sA
T
kl+s
) ≥ β2, ∀kl ∈ K, s = 0, · · · , L− 1.
Remark 1. Assumption 2 is a basic global observability
condition which does not require any sub-system with local
sensor’s measurements to be observable. Assumption 3 is quite
general for the direct topology graph of the network, since
strong connectivity is the basic condition for the implementa-
tion of distributed algorithms which rely on information spread
over the networks. Assumption 5 does not require Ak to be
nonsingular at each moment [2, 3, 11, 30].
In this paper, we consider the following general distributed
filtering structure for Sensor i , which mainly consists of three
parts:

x¯k,i = Ak−1xˆk−1,i,
φk,i = x¯k,i +Kk,i(yk,i −Hk,ix¯k,i),
xˆk,i =
∑
j∈Ni
Wk,i,jφk,j ,
s.t.
∑
j∈Ni
Wk,i,j = In,Wk,i,j = 0, if j /∈ Ni,
where x¯k,i, φk,i and xˆk,i are the state prediction, state update
and state estimate of Sensor i at the kth moment, respectively.
Kk,i is the filtering gain matrix and Wk,i,j is the local fusion
matrix. Additionally, the condition
∑
j∈Ni
Wk,i,j = In is to
guarantee the unbiasedness of the estimates.
The design of optimal filtering gain matrix K∗k,i can be
achieved through
K∗k,i = argmin
Kk,i
tr(Pk,i),
where Pk,i = E{(xˆk,i − xk)(xˆk,i − xk)T }. Then one can
obtain the networked Kalman filter with optimal gain pa-
rameter in Table I, where Kk,i stands for K
∗
k,i hereafter
for convenience [11]. In this algorithm, the error covariance
matrices are derived with the forms P¯k,i,j = E{(x¯k,i −
xk)(x¯k,j − xk)T }, P˜k,i,j = E{(φk,i − xk)(φk,j − xk)T } and
TABLE I
NETWORKED KALMAN FILTER WITH OPTIMAL GAIN [11]:
Prediction:
x¯k,i = Ak−1xˆk−1,i,
P¯k,i = Ak−1Pk−1,iA
T
k−1 +Qk−1,
P¯k,i,j = Ak−1Pk−1,i,jA
T
k−1 +Qk−1,
Measurement Update:
φk,i = x¯k,i +Kk,i(yk,i −Hk,ix¯k,i),
Kk,i = P¯k,iH
T
k,i
(Hk,iP¯k,iH
T
k,i
+ Rk,i)
−1,
P˜k,i = (I −Kk,iHk,i)P¯k,i,
P˜k,j,s = (I −Kk,jHk,j)P¯k,j,s(I −Kk,sHk,s)
T , j 6= s,
Local Fusion:
xˆk,i =
∑
j∈Ni
Wk,i,jφk,j ,
Pk,i =
∑
j∈Ni
∑
s∈Ni
Wk,i,jP˜k,j,sW
T
k,i,s
,
Pk,i,l =
∑
j∈Ni
∑
s∈Nl
Wk,i,j P˜k,j,sW
T
k,l,s
.
TABLE II
CONSISTENT DISTRIBUTED KALMAN FILTER:
Prediction:
x¯k,i = Ak−1xˆk−1,i,
P¯k,i = Ak−1Pk−1,iA
T
k−1 +Qk−1,
Measurement Update:
φk,i = x¯k,i +Kk,i(yk,i −Hk,ix¯k,i),
Kk,i = P¯k,iH
T
k,i
(Hk,iP¯k,iH
T
k,i
+ Rk,i)
−1,
P˜k,i = (I −Kk,iHk,i)P¯k,i,
Local Fusion: Receiving (φk,j , P˜k,j ) from neighbors j ∈ Ni
xˆk,i = Pk,i
∑
j∈Ni
wk,i,jP˜
−1
k,j
φk,j ,
Pk,i = (
∑
j∈Ni
wk,i,jP˜
−1
k,j
)−1,
Design wk,i,j(≥ 0), such that
∑
j∈Ni
wk,i,j = 1.
Initialization:
xˆ0,i = 0, P0,i ≥ P0.
Pk,i,j = E{(xˆk,i−xk)(xˆk,j −xk)T }. However, since the cal-
culations of (P¯k,i,j , P˜k,i,j , Pk,i,j) need the global information
on {Kk,j, Hk,j , j ∈ V}. The algorithm 1 in Table I is actually
a centralized filter, which is almost impossible to be conducted
in a scalable manner for a large network.
Since the optimal design of Wk,i,j depends on the covari-
ance matrices which rely on global information [11], we will
discuss the sub-optimal design forWk,i,j simply with the local
information in the following text. Generally, for the design of
local fusion weights Wk,i,j , the traditional methods assume
Wk,i,j = αi,jIn, where αi,j are positive scalars satisfying
the required conditions ([8, 19]). In this paper, Wk,i,j are
considered as time-varying matrix weights obtained by the
CI strategy [13]. Hence, we propose a sub-optimal scalable
algorithm named as consistent distributed Kalman filter in
Table II, which corresponds to the communication topology
illustrated in Fig. 1. In the communication process, only the
pair (φk,j , P˜k,j ) is transfered from neighbors.
Some remarks on the proposed consistent distributed
Kalman filter in Table II are given as follows. Firstly, the
matrix Pk,i in the algorithm may not stand for the error
covariance matrix of Sensor i. In the subsequent parts, we will
show the relationship between Pk,i and the error covariance
matrix. Secondly, the time-varying CI weights {wk,i,j} are
considered as constant CI weights in [1–3]. This paper will
show an adaptive design method with respect to {wk,i,j}
through a convex optimization algorithm. Thirdly, the pro-
posed algorithm can also be equipped with the consensus
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Fig. 1. An illustration of the communication topology for consistent dis-
tributed Kalman filter
(multiple times of local fusion) with certain steps similar to
[1]. Fourthly, the computation complexity of the CDKF in
Table II for Sensor i is O(m3 + n3|Ni|) if {wk,i,j} are set
to be constant, such as wk,i,j = ai,j . If we turn to obtain
the optimized weights by certain optimization algorithms, the
computational complexity of the total algorithm should include
the complexity of the specific optimization method.
In the next section, we will give the performance analysis
of the proposed consistent distributed Kalman filter.
IV. PERFORMANCE ANALYSIS
A. Error Evaluation and Consistency
Firstly, the following theorem shows the state estimation
error’s probability distribution of each sensor.
Theorem 1. Consider the system (1) with the CDKF in Table
II, then under Assumption 1 the state estimation error of each
sensor is zero-mean and Gaussian, i.e., the following equation
holds
xˆk,i − xk = ek,i ∼ N (0, E{ek,ie
T
k,i}), ∀i ∈ V , k ≥ 0, (2)
where N (0, U) is the Gaussian distribution with mean 0 and
covariance matrix U .
Proof. See Appendix A.
The Gaussianity and unbiasedness of estimation error in
Theorem 1 provide an effective evaluation method for the
system state, if we can obtain the estimation error covariance
matrix E{ek,ieTk,i}. In the Kalman filter, the error covariance
can be represented by the parameter Pk. However, in the
distributed Kalman filters [8, 9, 23], the relationship between
Pk,i and error covariance matrix is uncertain. For the sake of
evaluating the estimation error of CDKF, their relationship will
be analyzed from the aspect of consistency defined as follows.
Definition 2. ([13]) Suppose xk is a random vector. Let
xˆk and Pk be the estimate of xk and the estimate of the
corresponding error covariance matrix. Then the pair (xˆk, Pk)
is said to be consistent (or of consistency) at the kth moment
if
E{(xˆk − xk)(xˆk − xk)
T } ≤ Pk.
The following theorem shows the consistency of CDKF,
which directly depicts the relationship between the estimation
error covariance matrix E{ek,ieTk,i} and the parameter matrix
Pk,i.
Theorem 2. Considering the system (1), under Assumption 1,
the pair (xˆk,i, Pk,i) of the CDKF in Table II is consistent, i.e.,
E{(xˆk,i − xk)(xˆk,i − xk)
T } ≤ Pk,i, ∀i ∈ V , k ≥ 0. (3)
Proof. Here we utilize a inductive method to finish the
proof of this theorem. Firstly, under the initial condition,
due to x0 ∼ N (0, P0), there is E{(xˆ0,i − x0)(xˆ0,i −
x0)
T } ≤ P0,i. It is supposed that, at the (k − 1)th moment,
E{(xˆk−1,i − xk−1)(xˆk−1,i − xk−1)T } = E{ek−1,ieTk−1,i} ≤
Pk−1,i. The equation (28) provides the prediction error at
the kth moment with the form e¯k,i = Ak−1ek−1,i − ωk−1.
Due to E{ek−1,iωTk−1} = 0, it is immediate to see that
E{e¯k,ie¯Tk,i} = Ak−1E{ek−1,ie
T
k−1,i}A
T
k−1 + Qk−1. Thus,
E{e¯k,ie¯
T
k,i} ≤ Ak−1Pk−1,iA
T
k−1 + Qk−1 = P¯k,i. In the
update process, according to (27), there is e˜k,i = (I −
Kk,iHk,i)e¯k,i + Kk,ivk,i. Because of E{e¯k,ivTk,i} = 0, we
can obtain E{e˜k,ie˜Tk,i} ≤ P˜k,i. Notice that ek,i = xˆk,i−xk =
Pk,i
∑
j∈Ni
wk,i,j P˜
−1
k,j e˜k,j , then we get
E{ek,ie
T
k,i} =Pk,iE{∆k,i}Pk,i. (4)
where
∆k,i =
(∑
j∈Ni
wk,i,j P˜
−1
k,j e˜k,j
)(∑
j∈Ni
wk,i,j P˜
−1
k,j e˜k,j
)T
.
According to the consistent estimate of covariance intersec-
tion [22], we find that
E{∆k,i} ≤
∑
j∈Ni
wk,i,j P˜
−1
k,jE{e˜k,j e˜
T
k,j}P˜
−1
k,j ≤ P
−1
k,i . (5)
Hence, the combination of (4) and (5) leads to (3). Q.E.D.
Remark 2. Theorem 2 essentially states that the estimation
error covariance matrix can be upper bounded by the param-
eter Pk,i provided by the filter. With this property, one can
not only evaluate the estimation error in real time under the
error distribution illustrated in Theorem 1, but also judge the
boundedness of covariance matrix through Pk,i.
B. Design of Adaptive CI Weights
Since the matrix Pk,i is the upper bound of the covariance
matrix of the unavailable estimation error, we seek to compress
Pk,i so as to lower the estimation error. Fortunately, the proper
design of wk,i,j is helpful to achieve the compression on
Pk,i. Since Pk,i = (
∑
j∈Ni
wk,i,j P˜
−1
k,j )
−1, we aim to obtain a
smaller Pk,i than Pk,i calculated with constant weights ai,j ,
i.e.,
∆k,i =
∑
j∈Ni
(wk,i,j − ai,j)P˜
−1
k,j > 0. (6)
Under the condition ∆k,i > 0, we consider the following
optimization problem:
{wk,i,j , j ∈ Ni} = arg min
wk,i,j
tr(∆−1k,i ), (7)
where
∑
j∈Ni
wk,i,j = 1, 0 ≤ wk,i,j ≤ 1, j ∈ Ni.
The reason that we choose (7) as the objective function lies
in the fact that when tr(∆−1k,i ) decreases, tr(∆k,i) increases.
Under the condition ∆k,i > 0, we can achieve a compression
of Pk,i at each channel compared with constant weights ai,j .
5To solve the problem (7), it is equivalently transfered to
another form given in Lemma 3.
Lemma 2. (Schur Complement [25]) The following linear
matrix inequality (LMI):(
Q(x) S(x)
S(x)T R(x)
)
> 0,
where Q(x) = Q(x)T and R(x) = R(x)T , is equivalent to
the following condition:
Q(x) > 0, R(x)− S(x)TQ(x)−1S(x) > 0.
Lemma 3. The problem (7) is equivalent to the following
convex optimization problem
{wk,i,j ,mk,il} = arg min
wk,i,j ,mk,il
tr(Mk,i), (8)
subject to (
∆k,i In
In Mk,i
)
> 0, (9)
where Mk,i = diag{mk,i1 ,mk,i2 , · · · ,mk,in} > 0,∑
j∈Ni
wk,i,j = 1, 0 ≤ wk,i,j ≤ 1, j ∈ Ni.
Proof. See Appendix A
Lemma 4. The problem (8) is a convex optimization problem,
which can be solved through the algorithm of Table III1 based
on the popular SDP algorithm [5].
Proof. See Appendix A.
TABLE III
SDP ALGORITHM FOR THE SOLUTION OF (8)
Input: ai,j , P˜k,j , j = 1, · · · , |Ni|,
Output: wk,i,j , obtained by solving the following problem
1) SDP optimization:
z∗ = argmin cT z,
subject to A1z = b1, A2z ≥ b2,
F0 + z1F1 + · · ·+ z|Ni|+nF|Ni|+n > 0,
where b1 ∈ R, z, c, A1 ∈ R|Ni|+n,1, A2 ∈ R2|Ni|+n,|Ni|+n,
b2 ∈ R2|Ni|+n,1, Fs ∈ R2n,2n, s = 0, · · · , |Ni|+ n,
with the following forms
z =
(
wk,i,1 − ai,1 · · ·wk,i,|Ni| − ai,|Ni| mk,in · · ·mk,in
)T
,
c =
(
0 · · · 0 1 · · · 1
)T
,A1 =
(
1 · · · 1 0 · · · 0
)
,
b2 =
(
−ai,1 ai,1 − 1 · · · −ai,|Ni| 1− ai,|Ni| 0
1×n
)T
,
b1 = 0, A2 =
(
I|Ni|×|Ni| ⊗ (1 − 1)T 0
0 In×n
)
,
Fs =
(
P˜−1
k,s
0
0 0n×n
)
, s ≤ |Ni|, F0 =
(
0 In×n
In×n 0
)
,
Fs = diag{ 0, · · · , 0︸ ︷︷ ︸
n+s−|Ni|−1
, 1, 0, · · · , 0}, |Ni| < s ≤ |Ni|+ n.
2) Adaptive CI weights:
wk,i,j = z
∗
j + ai,j , j = 1, · · · , |Ni|.
Remark 3. The result of the SDP algorithm in Table III
may not be feasible due to the constraint of LMI (9). If the
feasibility of the SDP algorithm is not satisfied, {wk,i,j} will
keep the setting {wk,i,j = ai,j , j ∈ Ni}. Thus, the proposed
1The subscript j of the non-zero parameters (wk,i,j , ai,j , Pk,j) is set from
1 to |Ni| without loss of generality.
algorithm always works no matter the SDP algorithm is
feasible or not.
Remark 4. Generally, the state dimension is not high in
practical applications, thus the SDP optimization of Table III
can be well handled with the existing optimization algorithms,
such as interior point methods, first-order methods and Bundle
methods. The total computational complexity of the proposed
algorithm consists of the filtering method and the chosen
optimization method.
By utilizing the algorithm of Table III to solve the optimiza-
tion problem (8), one can obtain a set of adaptive CI weights
at each moment, which gives rise to effective compression on
the error covariance bound. Regarding the comparison of the
error covariance bound between the adaptive CI weights and
the constant CI weights, the following theorem gives a direct
conclusion.
Theorem 3. Considering the system (1) with the CDKF in
Table II, under Assumption 1 and the same initial conditions,
there is
Pk,i|w ≤ Pk,i|a, ∀i ∈ V , ∀k ≥ 0,
where the parameter matrix Pk,i|w and Pk,i|a correspond to
wk,i,j and ai,j , respectively.
Proof. See Appendix A.
C. Boundedness and Convergence of CDKF
Due to the consistency of CDKF in Theorem 2, the bound-
edness of Pk,i implies the boundedness of covariance matrix.
Thus, we draw the following boundedness conclusion on the
proposed CDKF.
Theorem 4. Under Assumptions 1–5, there exists a positive
definite matrix Pˆ , such that
Pk,i ≤ Pˆ <∞, ∀i ∈ V , ∀k ≥ 0, (10)
where Pk,i is the parameter matrix of the CDKF in Table II.
Proof. According to Theorem 3 and Pk,i = Pk,i|w, we only
need to prove Pk,i|a can be uniformly upper bounded. Under
Assumption 5, one can pick out a subsequence set {klm ,m ≥
1} from the sequence set K = {kl, l ≥ 1} such that L ≤
klm+1 − klm . Due to supl≥1(kl+1 − kl) < ∞, there exists a
sufficiently large integer L¯, such that L ≤ klm+1 − klm ≤ L¯.
Without loss of generality, we suppose the set {kl} has this
property, i.e., L ≤ kl+1 − kl ≤ L¯, ∀l ≥ 1 . To prove the
boundedness of Pk,i|a, we divide the sequence set {kl, l ≥ 1}
into two bounded and non-overlapping set : {kl + L, l ≥ 1}
and
⋃
l≥1[kl + L+ 1 : kl+1 + L− 1].
Step 1: k = kl + L, l ≥ 1.
At the (kl+L)th moment, substituting wk,i,j = ai,j into the
CDKF, there is P−1
kl+L,i|a
=
∑
j∈Ni
ai,jP˜
−1
kl+L,j|a
. According
to (31) and Assumptions 4 and 5, we can obtain
P−1
kl+L,i|a
=
∑
j∈Ni
ai,j(P¯
−1
kl+L,j|a
+HTkl+L,jR
−1
kl+L,j
Hkl+L,j)
≥ η
∑
j∈Ni
ai,jA
−T
kl+L−1
P−1
kl+L−1,j|a
A−1kl+L−1
6+
∑
j∈Ni
ai,jH
T
kl+L,j
R−1kl+L,jHkl+L,j, (11)
where 0 < η < 1, and the last inequality is derived similarly
to Lemma 1 in [1] by noting the lower boundedness of
Akl+L−1A
T
kl+L−1
and upper boundedness of Qk.
By recursively applying (11) for L times, there is
P−1
kl+L,i|a
≥ηLΦ−Tkl+L,kl(
∑
j∈V
aLi,jP
−1
kl,j|a
)Φ−1kl+L,kl
+
L∑
s=1
ηs−1
∑
j∈V
asi,jSkl+L−s+1,j ,
(12)
where Φk,j is the state transition matrix defined in Assumption
2 and {
Sk−s+1,j = Φ
−T
k,k−s+1S¯k−s+1,jΦ
−1
k,k−s+1
S¯k−s+1,j = H
T
k−s+1,jR
−1
k−s+1,jHk−s+1,j .
According to Assumption 3 and Lemma 1, there is asi,j >
0, s ≥ N . Since the first part on the right side of (12) is
positive definite, we consider the second part denoted as P˘−1
k,i|a.
Then
P˘−1
k,i|a
=
L∑
s=1
ηs−1
∑
j∈V
asi,jSkl+L−s+1,j
≥
L∑
s=N
ηs−1
∑
j∈V
asi,jSkl+L−s+1,j
≥amin
L∑
s=N
ηs−1Skl+L−s+1,j
≥aminη
L−1
kl+1+L−N∑
b=kl+1
Φ−Tkl+L,b
∑
j∈V
HTb,jR
−1
b,jHb,jΦ
−1
kl+L,b
≥aminη
L−1
kl+1+L−N∑
b=kl+1
Φ−Tkl+L,bH
T
b R
−1
b HbΦ
−1
kl+L,b
, (13)
where amin = argmini,j∈V a
s
i,j > 0, s ∈ [N : L], Hk and Rk
are defined in Assumption 2.
Since the system (1) is uniformly completely observable,
there is
kl+1+N¯∑
j=kl+1
ΦTj,kl+1H
T
j R
−1
j HjΦj,kl+1 = G
T
kl+1
Rˆ−1kl+1Gkl+1
≥ αIn, α > 0, (14)
where
Gk = blockcol{Hk, Hk+1Φk+1,k, · · · , Hk+N¯Φk+N¯,k},
Rˆk = blockdiag{Rk, Rk+1, · · · , Rk+N¯}.
Due to the nonsingularity of Ak, k ∈ [kl : kl + L − 1], and
the relationship N + N¯ ≤ L, the matrix Fkl+1 can be well
defined as Fkl+1 = Φ
−1
kl+1+N¯,kl+1
. Under Assumption 5, for
k ∈ [kl : kl + L − 1], there exists a positive real κ, such that
FTkl+1Fkl+1 > κIn. Thus, considering (14), one can obtain
that
kl+1+N¯∑
j=kl+1
Φ−T
kl+1+N¯,j
HTj R
−1
j HjΦ
−1
kl+1+N¯,j
(15)
=FTkl+1G
T
kl+1
Rˆ−1kl+1Gkl+1Fkl+1 ≥ καIn, α > 0, κ > 0.
According to (15) and L ≥ N + N¯ , P˘−1
k,i|a in (13) is lower
bounded by a constant positive definite matrix. Thus, Pkl+L,i|a
is upper bounded by a constant positive definite matrix P , i.e.,
Pkl+L,i|a ≤ P .
Step 2: k ∈ [kl + L+ 1 : kl+1 + L− 1], l ≥ 1.
Under Assumption 4, there is AkA
T
k ≤ β1In. Due to Qk ≤
Q¯2 <∞, for k ∈ [kl + L+ 1 : kl+1 + L− 1], there is
Pk,i|a
≤
(
λmax(Pk−1,i|a)β1 + λmax(Q¯2)
)
In
≤
(
λmax(Pk−2,i|a)β
2
1 + λmax(Q¯2)β1 + λmax(Q¯2)
)
In
...
≤
(
λmax(P )β
k−kl−L
1 +
k−kl−L−1∑
j=0
λmax(Q¯2)β
j
1
)
In
≤
(
λmax(P )β
kl+1−kl−1
1 +
kl+1−kl−2∑
j=0
λmax(Q¯2)β
j
1
)
In
≤
(
λmax(P )β
L¯−1
∗ +
L¯−2∑
j=0
λmax(Q¯2)β
j
1
)
In , P
mid,
where β∗ = max (β1, 1). Since k1 is finite, for k ∈ [0 : k1 +
L − 1], there exists a constant matrix P 0, such that Pk,i|a ≤
P 0. Given P , Pmid and P 0, according to Theorem 3 and the
division of {kl, l ≥ 1}, it is straightforward to guarantee (10).
Q.E.D.
Under the boundedness of Pk,i provided in Theorem 4, we
can obtain Theorem 5 which depicts the convergence of the
proposed CDKF.
Theorem 5. Under Assumptions 1–3, if {Ak}∞k=0 belongs to
a nonsingular compact set, then there is
lim
k→+∞
E{xˆk,i − xk} = 0, ∀i ∈ V . (16)
Proof. Under the conditions of this theorem, the conclusion
of Theorem 4 holds. Thus, Pk,i is uniformly upper bounded.
Then according to Assumptions 1 and 4, P¯k,i is uniformly
upper bounded and lower bounded. Thus we can define the
following Lyapunov function
Vk,i(x) = x
T P¯−1k,i x.
From the fact (iii) of Lemma 1 in [1] and the invertibility of
Ak, there is
Vk+1,i(E{e¯k+1,i})
=E{e¯k+1,i}
T P¯−1k+1,iE{e¯k+1,i}
≤βˇE{e¯k+1,i}
TA−Tk P
−1
k,i A
−1
k E{e¯k+1,i},
(17)
where 0 < βˇ < 1.
7Due to e¯k+1,i = Akek,i − wk, E{wk} = 0 and (17), one
can obtain
Vk+1,i(E{e¯k+1,i}) ≤ βˇE{ek,i}
TP−1k,i E{ek,i}. (18)
Notice that Pk,i = (
∑
j∈Ni
wk,i,j P˜
−1
k,j )
−1, there is
xk = Pk,i
∑
j∈Ni
wk,i,j P˜
−1
k,j xk. (19)
Hence, according to CDKF and (19), the estimation error ek,i
satisfies
E{ek,i}
=E{xˆk,i − xk}
=Pk,i
∑
j∈Ni
wk,i,j P˜
−1
k,jE{φk,j − xk}
=Pk,i
∑
j∈Ni
wk,i,j P˜
−1
k,j (I −Kk,jHk,j)E{e¯k,j}.
(20)
Since P˜k,i = (I −Kk,iHk,i)P¯k,i, one can get
P˜−1k,i (I −Kk,iHk,i) = P¯
−1
k,i . (21)
Substituting (21) into (20), we have
E{ek,i} = Pk,i
∑
j∈Ni
wk,i,j P¯
−1
k,jE{e¯k,j}. (22)
Since Pk,i = (
∑
j∈Ni
wk,i,j P˜
−1
k,j )
−1, there is
Pk,i = (
∑
j∈Ni
wk,i,j(P¯
−1
k,j +H
T
k,jR
−1
k,jHk,j))
−1
≤ (
∑
j∈Ni
wk,i,j P¯
−1
k,j )
−1.
(23)
Applying (22), (23) and Lemma 2 in [1] to the right hand of
(18), one can obtain that
Vk+1,i(E{e¯k+1,i})
≤βˇ
∑
j∈Ni
wk,i,jE{e¯k,j}
T P¯−1k,jE{e¯k,j}
≤βˇ
∑
j∈Ni
wk,i,jVk,j(E{e¯k,j}).
(24)
Denote Ak = [wk,i,j ], i, j = 1, 2, · · · , N . Summing up (24)
for i = 1, 2, · · · , N , then there is
Vk+1(E{e¯k+1})≤ βˇAkVk(E{e¯k}), 0 < βˇ < 1, (25)
where
Vk(E{e¯k}) = col{Vk,1(E{e¯k,1}), · · · , Vk,N (E{e¯k,N})}.
According to Lemma 3, Ak is a row stochastic matrix at each
moment, thus the spectral radius of Ak is always 1. Due
to 0 < βˇ < 1, lim
k→+∞
E{e¯k+1,i} = 0. Under the equation
E{e¯k+1,i} = AkE{ek,i} and the assumption that {Ak}
∞
k=0
belongs to a nonsingular compact set, the conclusion of this
theorem holds. Q.E.D.
Remark 5. The reason for the invertibility of Ak in Theorem
5 is that the proof using Lyapunov method to guarantee
the convergence needs the P¯−1k,i (see (17)), whose iteration
requires the invertibility of Ak. While, in the proof of the
boundedness of covariance matrix in Theorem 4, we used
another method to relax the invertibility of Ak.
V. SIMULATION STUDIES
To demonstrate the aforementioned theoretical results, two
simulation examples in this section will be studied. In the
first example, both the consistency and the boundedness of
covariance matrix will be illustrated. The performance of
adaptive CI weights will be compared with that of constant
CI weights as well as the algorithm in Table I. In the second
example, the proposed algorithm is compared with some other
algorithms.
A. Performance evaluation
Consider the following second-order time-varying stochastic
system with four sensors in the network

xk+1 =
(
1.1 0.05
1.1 0.1sin(kpi
6
)
)
xk + ωk,
yk,i = Hk,ixk + vk,i, i = 1, 2, 3, 4,
where the observation matrices of the sensors are

Hk,1 =
(
1 + sin(kpi
12
) 0
)
,
Hk,2 =
(
0 0
)
,
Hk,3 =
(
−1 1 + cos(kpi
12
)
)
,
Hk,4 =
(
0 0
)
.
Here, it is assumed that the process noise covariance matrix
Qk = diag{0.5, 0.7}, and the whole measurement noise
covariance matrix Rk = diag{0.5, 0.6, 0.4, 0.3}. The initial
value of the state is generated by a Gaussian process with
zero mean and covariance matrix I2, and the initial estimation
settings are xˆi,0 = 0 and Pi,0 = I2, ∀i = 1, 2, 3, 4. The sensor
network’s communication topology, assumed as directed and
strongly connected, is illustrated in Fig. 2. The weighted
adjacent matrix A = [ai,j ] is designed as ai,j =
1
|Ni|
, j ∈
Ni, i, j = 1, 2, 3, 4. We conduct the numerical simulation
through Monte Carlo experiment, in which 500 Monte Carlo
trials are performed. The mean square error of a whole network
is defined as
MSEk =
1
N
∑
i∈V
1
500
500∑
j=1
(xˆjk,i − x
j
k)
T (xˆjk,i − x
j
k),
where xˆjk,i is the state estimation of the jth trail of Sensor i
at the kth moment.
To show the ability of CDKF in coping with the singularity
of system matrices, the determinants of time-varying system
matrices are plotted in Fig. 3. The tracking graph for the sys-
tem states is shown in Fig. 4. From Fig. 3 and Fig. 4, it can be
seen that under the case that system matrices are singular, the
proposed algorithm CDKF has effective tracking performance
for each state element. Fig. 4 also shows the unbiasedness
of estimations conforming with Theorem 1. The consistency
of CDKF is depicted in Fig. 5, where MSEk is compared
8with tr(
∑4
i=1 Pk,i). From this figure, it is found that the
CDKF keeps stable in the given period and the estimation error
can be evaluated in real time. Besides, Fig. 5 also shows the
comparison between the algorithm in Table I and the proposed
CDKF in Table II. We can see that although the CDKF is sub-
optimal, the estimation performance of CDKF is very close
to the networked Kalman filter with optimal gain parameter
which utilizes the global information. To test the effectiveness
of the SDP optimization algorithm for adaptive weights in
the CI strategy, we compare the algorithms with adaptive CI
weights and constant CI weights. The comparison results are
shown in Fig. 6 and Fig. 7. Fig. 6 shows that the results
on parameter matrix P in the two algorithms conform with
the aforementioned theoretical analysis in Theorem 3. Fig. 7
implies that the optimization algorithm for adaptive weights
is quite effective in improving the estimation performance.
The above results reveal that the proposed CDKF is an
effective and flexible distributed state estimation algorithm.
Sensor 1 Sensor 2
Sensor 3Sensor 4
Fig. 2. The topology of the sensor network
B. Comparisons with other algorithms
In this subsection, numerical simulations are carried out
to compare the proposed CDKF with some other algorithms
including CKF, Collaborative Scalar-gain Estimator (CSGF)
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Fig. 3. Determinants of system matrix A: singular points
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Fig. 4. Network tracking for each state
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Fig. 5. Network Estimation of the algorithm in Table I and CDKF in Table
II
[15] and Distributed State Estimation with Consensus on the
Posteriors (DSEA-CP) [1], which is a information form of
distributed Kalman filter. The algorithm CKF is the optimal
centralized algorithm. Here, we consider the simulation ex-
ample studied in [15] on CSGF. This example is based on
time-invariant systems, i.e., for system (1), Ak = A, Qk = Q,
Hk,i = Hi and Rk,i = Ri, ∀i ∈ V , ∀k = 0, 1, . . .. The topol-
ogy of the sensor network consisting of 20 sensors, assumed as
undirected and connected, is illustrated in Fig. 8. The weighted
adjacent matrix A = [ai,j ] is designed as ai,j =
1
|Ni|
, j ∈
Ni, i, j = 1, . . . , N . The system matrices are assumed to be
Q = diag{1, 1}, Ri = 1, i ∈ V and A =
(
1 0.05
0 1
)
. The
observation matrices of these sensors are uniformly randomly
selected from {(1, 1), (0, 0), (0, 0), (1, 0)}. The initial value of
the state is generated by a Gaussian process with zero mean
and covariance matrix I2, and the initial estimation settings are
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Fig. 6. Minimal eigenvalues of Pa − Pw for each sensor
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Fig. 7. Network MSE (NMSE) of two kinds of weights
xˆi,0 = 0 and Pi,0 = I2, ∀i ∈ V . We conduct the numerical
simulation through Monte Carlo experiment, in which 500
Monte Carlo trials for CKF, CDKF, CSGF and DSEA-CP are
performed, respectively. The comparison of estimation error
dynamic is carried out for the four algorithms, and the result
can be seen in Fig. 9. From this figure, we see that the
four algorithms are all stable and the estimation performance
of CDKF is better than CSGF as well as DSEA-CP. The
reason that CKF, CDKF and DSEA-CP have better estimation
performance than CSGF is the time-varying gain matrices in
the measurement updates. Additionally, the estimation perfor-
mance of CDKF is nearer to CKF.
VI. CONCLUSION
This paper has investigated the distributed state estimation
problem for a class of discrete time-varying systems. Since the
networked Kalman filter with optimal gain parameter needs
the global information which is usually forbidden in large
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Fig. 8. The topology of the sensor network with 20 sensors
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Fig. 9. The performance comparison of filters
networks, a sub-optimal distributed Kalman filter based on CI
fusion method was proposed. The consistency of the algorithm
can provide an effective method to evaluate the estimation
error in real time. In order to improve the estimation perfor-
mance at each moment, the design of adaptive CI weights
was casted through an optimization problem, which can be
solved with a convex SDP optimization method. Additionally,
it was proven that the adaptive CI weights can give rise to
a lower error covariance bound than the constant CI weights.
For the proposed algorithm, the boundedness of covariance
matrix and the convergence have been analyzed based on the
global observability condition and the strong connectivity of
the directed network topology, which are general requirements
for distributed state estimations. Additionally, the proposed
algorithm has loosen the nonsingularity of system matrix
in the main distributed filter designs under the condition of
global observability. The simulation examples have shown
the effectiveness of the proposed algorithm in the considered
scenarios.
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APPENDIX
According to the CDKF of Table II, the estimation error is
ek,i = xˆk,i − xk = Pk,i
∑
j∈Ni
wk,i,j P˜
−1
k,j (φk,j − xk)
= Pk,i
∑
j∈Ni
wk,i,j P˜
−1
k,j e˜k,j , (26)
where e˜k,i is the estimation error in the measurement update,
which can be derived through
e˜k,i = φk,i − xk = x¯k,i +Kk,i(yk,i −Hk,ix¯k,i)− xk
= (I −Kk,iHk,i)e¯k,i +Kk,ivk,i. (27)
The prediction error e¯k,i follows from
e¯k,i = x¯k,i − xk = Ak−1ek−1,i − ωk−1. (28)
Thus, from (26)-(28), there is
ek,i = Pk,i
∑
j∈Ni
wk,i,j P˜
−1
k,j e˜k,j
= Pk,i
∑
j∈Ni
wk,i,j P˜
−1
k,j
(
(I −Kk,jHk,j)e¯k,j +Kk,jvk,j
)
= Pk,i
∑
j∈Ni
wk,i,j P˜
−1
k,j (I −Kk,jHk,j)Ak−1ek−1,j
− Pk,i
∑
j∈Ni
wk,i,j P˜
−1
k,j (I −Kk,jHk,j)ωk−1
+ Pk,i
∑
j∈Ni
wk,i,j P˜
−1
k,jKk,jvk,j . (29)
Thanks to the Gaussian property acting on (29), and the
Gaussianity of e0,i, ωk−1 and vk,i, ek,i is also Gaussian. Due
to E{ωk−1} = 0 and E{vk,i} = 0, from (29) one can obtain
that
E{ek,i}
=Pk,i
∑
j∈Ni
wk,i,j P˜
−1
k,j (I −Kk,jHk,j)Ak−1E{ek−1,j}.
Under the initial condition of this algorithm, there is
E{e0,i} = 0, ∀i ∈ V . Therefore, it is straightforward to rectify
(2). Q.E.D.
According to Lemma 2, (9) is equivalent to
∆k,i > 0,Mk,i −∆
−1
k,i > 0.
Then we have Mk,i > ∆
−1
k,i . Hence, tr(Mk,i) > tr(∆
−1
k,i ).
Under the condition, the parameter set {wk,i,j ,mk,il} that
minimizes tr(Mk,i) will lead to the minimization of tr(∆
−1
k,i ),
and vice versa. Q.E.D.
First, considering the objective function (8), we set a vector
z with the form in Table III to rewrite the objective function
with the SDP algorithm form. After getting optimized z∗, we
can obtain {wk,i,j} through the equation in 2) of Table III.
Then, the LMI (9) is written as the third inequality constraint
in Table III, which consists of three types of Fj listed in the
table. Finally, the first and the second inequality constraints in
Table III correspond to the constraints
∑
j∈Ni
wk,i,j = 1 and
0 ≤ wk,i,j ≤ 1, j ∈ Ni, respectively. Therefore, we can obtain
the general form of SDP algorithm in Table III. Q.E.D.
Here we utilize the inductive method to give the proof of
this theorem. Firstly, at the (k − 1)th moment, it is supposed
that Pk−1,i|w ≤ Pk−1,i|a, ∀i ∈ V . Then due to the prediction
equation P¯k,i = Ak−1Pk−1,iA
T
k−1 +Qk−1, there is
P¯k,i|w ≤ P¯k,i|a. (30)
Exploiting the matrix inverse formula on the measurement
update equation of CDKF, the following iteration holds
P˜−1k,i = P¯
−1
k,i +H
T
k,iR
−1
k,iHk,i. (31)
Then from (30), we have P˜−1
k,i|w = P¯
−1
k,i|w +H
T
k,iR
−1
k,iHk,i
≥ P¯−1
k,i|a +H
T
k,iR
−1
k,iHk,i = P˜
−1
k,i|a. Due to the equation in the
local fusion process Pk,i = (
∑
j∈Ni
wk,i,j P˜
−1
k,j )
−1, and the
optimization condition for adaptive CI weights in (9), there is
P−1
k,i|w =
∑
j∈Ni
wk,i,j P˜
−1
k,j|w ,≥
∑
j∈Ni
ai,jP˜
−1
k,j|w
≥
∑
j∈Ni
ai,jP˜
−1
k,j|a = P
−1
k,i|a.
Therefore, Pk,i|w ≤ Pk,i|a. The proof is finished with the
initial conditions satisfying P0,i|w = P0,i|a. Q.E.D.
