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1. INTRODUCTION 
The evolution processes that are under the influence of impulsive actions 
are an important area of research [S, 6,8] and it is known that some 
biological and medical models exhibit impulsive effects (see, for instance, 
[7, 83). Thus, impulsive differential equations are a good model to describe 
some real phenomena. 
In this paper, we study the existence of periodic solutions for a system 
of impulsive differential equations of second order with discontinuous 
(Carathtodory) functions. Thus, we generalize previous results given for 
periodic boundary value problems (we will call them PBVP) for second 
order impulsive differential systems with continuous nonlinearities [6]. 
On the other hand, when the impulse effects are absent, the problem 
obviously reduces to the classical PBVP for second order systems, namely 
-x” = g(& x, x’). We present here a new result (Theorem 3.3) for a PBVP 
for a second order differential system (without impulses) with discon- 
tinuous nonlinearity that is needed to prove our main result (Theorem 2.1). 
We note that this result for the classical problem generalizes the results of 
[lo] in the scalar case to the situation when g depends on x’ also. 
2. IMPULSIVE DIFFERENTIAL SYSTEMS 
We consider the following PBVP for an impulsive differential equation: 
-x0 =f(t, x, x’) fora.e. teJ, t#tk,O, T (2.1) 
X(f,‘) = W(fk)) (2.2) 
-at: I= ~/w(h)) (2.3) 
40) = 4 T), x’(0) =x’(T), (2.4) 
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where .Z= [0, T], t, E (0, T), k E A = { 1,2, . . . . p}, f: .Z x R” x R” + R” is a 
Caratheodory function, and Zk, Nk: R” + R” for each k E A. 
We remark that f, Z,, and Nk are not coupled in y E R”, that is, for each 
i = 1, . . . . n we have fi(t, x, yi)=fi(t, X, Y), Zik(Y) = Zi!c(Yih and N,(Y) = 
Ni/c(Yi), Y E R”. 
We shall refer to system (2.1 b(2.4) as problem (Q). Set t, = 0, t, + , = T, 
and .Z,=J- {t,:kEA}. 
In order to define the concept of solution, lower solution, and upper 
solution for (Q) we introduce the following spaces. 
Let a,= {x: .Z-+ [W”:X,(~,,~,+,~E W2 ‘((tj, t,+lj, R”), i=O, 1, . . . . p- l} and 
a= (xEQo:x(tk)=X(t;), X’(tk)=X’(t;), XEA}. 
By a solution of (Q) we mean a function x E !& satisfying (2.1)-(2.4). 
A function x E 52 is said to be a lower solution for (Q) if 
- 0” Qf( t, 0, u’) for a.e. t E Jo (2.5) 
4t: I= Z/c(v(t!f)) (2.6) 
v’(t:) 2 N,c(v’(tk)) (2.7) 
40) = v(T), v’(0) 2 v’(T). (2.8) 
An upper solution is defined analogously by reversing the inequalities. 
In order to find a bound for the derivative of the solutions of (Q) it 
is useful to consider the so-called Nagumo condition. Suppose that 
CG /I E W**‘(.Z, R”) with a(t) 6 B(t) for every t E .Z. We say that a 
Carathtodory function g satisfies a Nagumo condition relative to ~1 and p 
if there exists h,~%?(iR’, (0, 00)) such that 
Igitt, x3Y)l ~hi(l.Yl) for a.e. t E J, i = 1, 2, . . . . n; a(t) G x < B(t), 
YER, tEJ 
and, in addition, 
I 
O” s 
L hi(s) 
-ds>mf.fli(t)-minx,(r), 
IEJ 
where IT= max{ la(O) - P(T)I, la(T) - P(O)1 }
We shall prove the following result: 
THEOREM 2.1. Let tl, j? be lower and upper solutions of (Q), respectively, 
with u <B on J. Suppose that f is a Carathkodory function for each interval 
(tiy ti+l), i=O, . . . . p; it is quasimonotone nondecreasing and satisfies a 
Nagumo condition with respect to u and /I. 
Moreover, we assume that Zk, N,: R” + IR” are continuous and non- 
decreasing for every k E A. 
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Then, the problem (Q) has at least one solution x such that 
a(t)<x(t)Gfi(t) and Ix’(t)1 <Cfor every tcJ. 
In order to prove this theorem we need some previous results on BVP 
for second order differential equations with Caratheodory nonlinearities. 
3. SECOND ORDER SYSTEMS 
The following results generalize the corresponding ones in the con- 
tinuous case. 
THEOREM 3.1. Let g: J x R” x 88” + R” be a Caratheodory function such 
that g satisfies a Nagumo condition relatiue to a and 8. Then, there exists 
C = C(a, j?, hi), C > 0, such that Ix’( t)l < C for any solution x of 
-X” = g( t, x, x’) for a.e. tEJ (3.1). 
with a(t) d x(t) G j?(t), t E J. 
Proof: As g satisfies a Nagumo condition relative to a and p, there 
exists a constant vector C such that 
f 
ci s 
.A hi(s) 
-ds>m~ax/?~(t)-mJlnai(t). 
If “(x’(t)1 < c’ is not true, we may assume, without loss of generality, 
that there is an index k such that for some t E J, Ix;(t)/ > Ck. 
Now, by the mean value theorem, we have xk( T) - ~~(0) = xk( t,,)( T- 0) 
where t,, = t,,(k) E (0, T). 
As ,IT=max{Ia(O)-/?(T)I, la(T)-lJ(O)I} and a(t)<x(t),<B(t), we 
may write 
I~;(~JI = IXk(T)-Xk(o)l <‘kT+ <c- 
T T k k* 
The rest of the proof is almost identical to the proof of the corresponding 
one in the continuous case (see [4]). 
Now consider the BVP (3.1) with x(0) = A and x(T) = B, that is, 
-xn = g(t, x, x’) for a.e. t E (0, T) (3.2) 
x(0) = A, x(T)= B, (3.2’) 
where g is a Caratheodory function. 
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As usual, we say that a E W2”(J, W) is a lower solution for (3.2~(3.2’) 
if 
-a” < g(t, a, a’) f0ra.e. ~EJ,c~(O)<A,~~(T)<B. 
An upper solution is defined by reversing the inequalities. Now suppose 
that there exist a, /I lower and upper solutions of (3.2k(3.2’), respectively, 
such that 
4t) G B(t), tEJ (3.3) 
and 
b’(t)1 < c, 1/3’(t) < C, t cc J. (3.4) 
Thus, we are in a position to introduce the following modified problem 
relative to (3.2)-(3.2’). 
-x” = G(t, x, x’) for a.e. t E J 
x(0) = A, x(T) = B, 
(3.5) 
where 
G*(t, x, x’)=g(t, x, 2’) 
i 
c if x’>C 
X’= x’ if -C<x’<C 
-C if x’<C 
G:(t,x,x’)+B;(t)~~i if xi>fii(t) 
I 
Gi(t, x, x’)= GF(t, X, x’) if ai(t)<xi<fii(t) 
GYt, -f, x’) + 
a,(t) -xi 
1 +x’ if xi< a,(t) 
I 
1 
Pjtt) if xi> pi(t) 
xj= xj if aj(t)<xj<pj(t) 
cc,(t) if xj < aj(t). 
It is easy to see that G is a Carathiodory function if g is a Caratheodory 
function and that G is bounded in Jx R” x IF. 
LEMMA 3.2. Let a, /? be lower and upper solutions of (3.2k(3.2’), respec- 
tively, satisfying (3.3) and (3.4). Moreover, assume that g is quasimonotone 
nondecreasing in x. Then, the BVP 
-x” = ‘34 x, x’) for a.e. tEJ 
x(0) = A, x(T)= B 
(3.5) 
has at least one solution x E W2-‘(J, R”) such that a(t) < x(t) < b(t), t E J, 
40?/161!2-7 
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Proof We first prove that the BVP (3.5) has a solution if G is a 
Caratheodory and bounded function in J x R” x R. 
For it, we consider the Banach space W’,‘(J, KY). 
Now we define the mapping T: W’7’(J, R”) -+ W’*‘(J, R”) by y = T(x) is 
the solution of the problem 
-y”(t) = G( t, x(t), x’(t)) fora.e. teJ,y(O)=A,y(T)=B. 
Clearly, x is a solution of the problem (3.5) iff x is a fixed point for the 
operator T. 
Thus, if we prove that the operator T is compact, we will have the 
expected result by using Shauder’s fixed point theorem. 
But T is compact because K= { TX:XE W’,‘(J, R”)} is bounded in W*,’ 
(see CW 
Now we prove that LX(~) < x(t) < /I(t) on J. We will show that cc(t) < x(t) 
(the proof of x(t) < P(t) follows similarly). 
Suppose it is not true that a(t) d x(t) on J. Then there exists an index k 
and two points tI, t2 E (0, T), t, < t2 such that xk(tl) =~(t,), x,(t,) = 
a,(t,) and xk(t) < a,(t) for t E (tl, t2). 
Then a,Jt) - x,Jl) has a maximum at some t, E (tI , t2) and 
xb(to) = d(to). 
As a consequence Ix;( to)1 < Ck and we have 
Mto) - xkN(tO) 2 Gk(t, x(to), x’(r,)) - gk(t, Ht,), a’(to)) 
a g,(c x(to)? ato)) + a,(to) - Xk(fO) l + X2(to) 
k 
- gktz, dtO), "(tO)) 
-gkh a(tO)y "(tO))'o 
in view of the definition of G and the quasimonotone nondecreasing 
character of g in x, x’. 
But this is impossible at a maximum of ak - xk, and this completes the 
proof. 
THEOREM 3.3. Let a, BE W*s’(J, KY’) be lower and upper solutions of 
(3.2t(3.2’), respectively, with a< /I? on J and g: J x R” x R!” + 0%” a 
CarathPodory function, quasimonotone nondecreasing in x and satisfying a 
Nagumo condition with respect to a and p. Then the problem (3.2)-(3.2’) 
has a solution XE W**‘(J, R”) such that a(r) < x(t) <b(t), t E J, and 
Ix’(t)1 ~2 C, t E J. 
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ProoJ: By Theorem 3.1, we can choose N > 0 depending only on a, /I, 
and h, such that Ix’(t)1 <N on J. 
We take N,>max{N, max(Ia’(t)\:tEJ), max(I/?‘(t)l:tEJ)). 
Let C be such that C > No. By Lemma 3.2 applied to the triple (a, fl, C), 
we have that problem (3.5) has a solution XE W*‘i(J, KY’), with 
a(t)<x(t)<j?(t) on J. 
Now, in view of the definition of G, we have 
-x” = G( t, x, x’) = g( t, x, 2’). 
As 12’1 < C, if we prove that Ix’(t)1 <N, on J, then G(t, x, x’) = 
g(t, X, x’) and therefore x(t) is actually a solution of (3.2)(3.2’). But 
Ix’( t)l < N < N, and the proof is complete. 
4. FR~OF OF THEOREM 2.1 
The proof of Theorem 2.1 follows exactly the same structure as the 
corresponding theorem for the continuous case. 
We divide the proof in two steps and assume that n = 2 and p = 1. 
In step one, we prove that the problem (2.1)-(2.3) and (3.2’) has a 
solution x(t) such that 
a(f) <x(t) < B(t) and Ix’(t)l d c. 
For it, we use Theorem 3.3 to obtain solutions of the problem 
1 (3.2k(3.2’) for suitable conditions in the same way as in [6, Lemma 2.2 
and we take limits in W’-’ instead of take them in Vi. 
In step two, we show that at least one solution of (2.1k(2.3) and (3.2’ 
satisfies 
) 
a(f) 6 x(t) < p(t) 
x’(0) =x’(T) 
on J 
and thus it is the desired solution of the problem (Q). 
As in first step, we use the same limiting arguments as in [6] for 
functions in W’,’ and we obtain identical contradictions by applying 
Theorem 3.3 repeatedly. 
Finally, we mention that it would be interesting and valuable to study 
the situation when any of the inequalities that appear in the definition of 
lower and upper solutions together with condition (3.3) are violated 
following the ideas of [3,9]. This aspect will be studied and the results will 
appear elsewhere. 
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