ABSTRACT (Research paper)
Informal web texts pose new and interesting problems for text processing techniques which have been developed for more traditional edited text genres. In this paper we will explore methods for sentiment analysis in informal political texts. Sentiment analysis refers to the task of identifying opinions, favorability judgments, and other aspects of the feelings and attitudes expressed in natural language texts. Our research investigates the application of similar techniques to the political domain, in particular the domain of informal political discourse.
Analysis of political sentiment can be useful in a variety of ways, both as identifying the mindset of a potential audience of posters and as a means of recognizing underlying ideological biases that could have an impact on how reliable a source of information is assumed to be.
Figures 1 and 2 illustrate the difference in how closely related opinions may be expressed in more and less formal language, depending on the nature of the text. take in Figure 1 In Figure 1 , we see an excerpt from a newspaper editorial on the minimum wage.
[1] As readers, we know it is an editorial-a statement of institutional opinion written by the editors of a newspaper-because it is labeled as such, just as we know that the authors are the editors of The Albuquerque Tribune, a newspaper in a mid-sized city in the Southwestern United States. From the additional meta-data in the header, we also know when the article was first published, and the general opinion being expressed. The text of the article then lays out an argument supporting the overall thesis, along with a set of supporting facts. With a minimum of background knowledge, the opinion expressed in this article can be understood and placed in context by the generic mass of newspaper readers who make up its intended audience. take in Figure 2 In contrast, the opinions expressed in the examples in Figure 2 are much more difficult to process. These examples are taken from an on-going discussion on the minimum wage taken from the politics.com dataset (for details, see below). Each of these excerpts expresses an opinion about the minimum wage plus a supporting argument for that position, but, taken out of context, it is very difficult for a reader to evaluate these arguments or even to understand what opinion is being expressed. Unlike newspaper editorials, these texts were not produced for the benefit of an anonymous audience. Instead, they were produced as a by-product of an interaction, in which all that mattered as that the participants understood what was being expressed at the time.
Furthermore, even if we can process the meaning expressed by examples like these, it is very difficult to place them in a more global context. In contrast to signed newspaper articles or even unsigned editorials, we generally know almost nothing about the authors of informal web texts beyond their choice of screen name. The participants in online discussions could be professionals and academics or highly knowledgeable amateurs, or they could be schoolchildren.
They could be expressing their own heartfelt beliefs, or they could be deliberately taking an extreme position to incite outrage. We do not even know how many individual participants there are-one person might post under several screen names, or several people might post under one. Without even minimal knowledge about the author or the author's motivation, the reader has know way to evaluate the opinions being expressed.
Analysis of politically relevant sentiment
The desirability of automatically identifying an author's sentiment with respect to a topic as it pertains to products, companies, and other commercial entities is well There are many applications for recognizing politically oriented sentiment in texts. These applications include analyzing political trends within the context of a given natural language domain as a means of augmenting opinion polling data;
classifying individual texts and users in order to target advertising and communications such as notices, donation requests or petitions; and identifying political bias in texts, particularly in news texts or other purportedly unbiased texts. This last use is particularly pertinent to evaluating the reliability of information sources, since it is widely assumed that an excess of political bias is a corrupting factor on the reliability of an information source. Furthermore, expanding the domain of these methods to include informal online discourse as well as more edited text will increase the range of data sources that they can be applied to and may allow analysts access to the opinions of segments of society that are otherwise difficult to gauge.
Many of the challenges of the present task are analogous, though not identical, to those faced by traditional sentiment analysis. It is well known that people express their feelings and opinions in oblique ways. Word-based models succeed to a surprising extent but fall short in predictable ways when attempting to measure favorability toward entities. Pragmatic considerations, sarcasm, comparisons, rhetorical reversals ("I was expecting to love it"), and other rhetorical devices tend to undermine much of the direct relationship between the words used and the opinion expressed. Any task which seeks to extract human opinions and feelings from texts will have to reckon with these challenges.
Furthermore, unlike opinion as addressed in conventional sentiment analysis, which focuses on favorability measurements toward specific entities, political attitudes generally encompass a variety of favorability judgments toward many different entities and issues. These favorability judgments often interact in unexpected or counterintuitive ways. In the domain of U.S. politics, for example, it is likely that knowing a person's attitude toward abortion will help to inform a guess at that person's attitude toward the death penalty.
The politics.com discussion database
We created a database of political discourse downloaded from www.politics.com, a site devoted to discussion and debate on the topic of U.S. politics. The database consists of 77,854 posts organized into topic threads, chronologically ordered, and labeled according to the author and the author's self- In addition to the main dataset used for training and testing, additional data from the web was used to support spelling-correction. For this, we used 6,481 politically oriented syndicated columns published online on right and left leaning websites www.townhall.com and www.workingforchange.com (4,496 articles and 1,985 articles, respectively). We also used a wordlist of email, chat and text message slang, including such terms as "lol," meaning "laugh out
The data we analyze has two distinct defining characteristics: its predominantly political content and its informality. Each of these qualities introduces challenges and methods of addressing these challenges can sometimes interfere with each other. One of the difficulties with analysis of informal text is dealing with the considerable problem of rampant spelling errors. This problem is compounded when the work is in a domain such as politics, where jargon, names, and other non-dictionary words are standard. The domain of "informal politics" introduces jargon all of its own, incorporating terms of abuse, pointed respellings, (such as the spelling of Reagan as the homophone Raygun as a comment on the former president's support for the futuristic "Star Wars" missile defense project), and domain specific slang (such as wingnuts for conservatives and moonbats for liberals).
The difficulties of analysis on the word level percolate to the level of partof-speech tagging and upwards, making any linguistic analysis challenging. For this reason, named-entity recognition, automatic spelling correction, and facility at handling unknown words would seem to be of crucial importance to this task.
Even if this is accomplished, however, the lack of organization persists at higher levels. Grammar is haphazard, and rhetorical organization, to the extent that it is present at all, is unreliable.
Political orientations
In this paper, we address the problem of political sentiment analysis as a kind of user classification: given a user's posting behavior, we want to assign them to a political orientation. First, then, we need to identify a range of possible political orientation labels which can be assigned to the users.
There is necessarily an element of arbitrariness in any selection of labels we might make. Our choice was motivated in large part by the kind of information we have available about the political orientation of individual users in our sample.
In the politics.com dataset, political orientation labels are derived from users' self-descriptions given in their profiles. Users were allowed complete freedom in how they worded their self-descriptions, so some of the political affiliations needed to be normalized manually when the database was constructed.
A description such as true blue was translated to democrat, whereas USA Skins was translated into r-fringe. Using these normalized self-descriptions, we arrived at a classification including : centrist, liberal, conservative, democrat, republican, green, libertarian, independent, l-fringe and r-fringe. For the experiments described in this paper, we took a simplified approach to political orientations. Users were grouped into three classes: LEFT (liberal, democrat, l-fringe) , RIGHT (conservative, republican, r-fringe) , and OTHER (centrist, green, libertarian, independent) . A summary of the distribution is given in Table 1 . Users listed as unknown either gave no political self-description, or gave a description that could not be normalized to one of the given classes. take in Table 1 3 Sentiment analysis
To test the applicability of sentiment analysis methods to predicting user's political affiliation, we applied a variant of Turney's (2002) PMI-IR method. In Turney's original application, product reviews and other opinion-oriented texts are tagged for part of speech, and descriptive phrases are extracted using simple tag sequence templates. A large database of text (in Turney's case, the World Wide Web) is then searched to find occurrences of each descriptive phrase in the vicinity of the anchor terms excellent and poor. Based on these counts, Turney calculated the pointwise mutual information (PMI) of each descriptive phrase with each anchor term. PMI is an information theoretic measure for two events x,y of how far the true joint probability of the two events P(x,y) differs from the joint probability that would be expected if the two events were independent:
If PMI(x,y)>0, then the events x,y occur more often that one would expect given their marginal probabilities P(x) and P(y), suggesting that the two events are associated. The "semantic orientation" (SO) of each descriptive phrase in a review is then the difference between the phrase's association with excellent and its association with poor:
The overall orientation of a text is the average of the SOs of the phrases in the text. If the average SO of the descriptive phrases in a review is greater than zero, then the review is taken to be generally positive. When the average SOs were compared to the summary recommendations produced by the authors of the reviews, Turney's method yielded an overall accuracy of 74.39%, although the results varied widely across domains (60%-85%).
In principle, the same method could be used for any one-dimensional classification (liberal vs. conservative, cheap vs. expensive, etc.) We measure political SO using PMI with the anchor terms liberal and conservative:
For this application, PMI scores for words were computed based on counts from the 200 million-word Reuters news corpus RCV1 (Lewis, Yang, Rose & Li. 2004 ). First we extracted 171,617 noun phrases using a tag sequence filter. Of these, 5,183 occur in context with liberal or conservative more than three times in the reference corpus. Some examples can be seen in Table 2: when viewing individual orientation values for phrases, the results were often (but not always) intuitive. take in Table 2 We took a fairly straightforward approach to using this adaptation of Clearly, the results of applying this Turney-inspired method in the present manner to political texts are less than encouraging. There are a few likely explanations for why this approach performs so poorly. It could well be that the RCV1 corpus is simply too small to meet the demands of this task. In addition, RCV1 corpus consists of edited text collected in the late 1990's, and so is rather different in both style and content from the politics.com discussions. Since Turney's PMI-IR method is a form of unsupervised learning, a very large quantity of reference data is generally necessary to get good results, and no very large collections of informal political discourse are available to use as a reference corpus. Also, the choice of the anchor terms liberal and conservative was necessarily somewhat arbitrary. We selected the most intuitive pair of terms we could think of to begin with. If results with this pair had been more promising, it would have been worth investigating the possibility of refining the results by incorporating different anchor terms. However, the fact that PMI-IR's accuracy is so far below the baseline suggests that the political orientation of the noun phrases in these texts may be unrelated or even inversely related to the posters' own political orientations (a point that we will return to in section 5)
Text classification
To test the effectiveness of standard text classification methods for predicting political affiliation, we used the Naive Bayes text classifier Rainbow (McCallum 1996) to predict the political affiliation of a user based on the user's posts. For each poster in the sample, a composite text was created by aggregating all of that user's posts, labeled with the user's political self-description. Using these composite texts as training data, prediction accuracy was determined by five-fold cross-validation. The NB text classifier gave an accuracy of 63.59% a modest (though statistically significant) improvement over the 52.17% baseline accuracy
There are a few possible explanations for the mediocre performance of a text classifier on this task. One hypothesis is that the language (or at least the words) used in political discussions does not identify the affiliation of the writer. A third possibility to account for the disappointing performance of the classifier might be related to the skewed distribution of posting frequency. The corpus contains only a small amount of text for users who only posted once or twice, so any method which relies on purely textual evidence will likely have difficulty. There is some evidence that this is part of the problem. We repeated the NB experiments but restricted ourselves to frequent posters (users with more than a total of 500 words observed). With this restricted dataset, a baseline classifier gives 53.0%, and the human ceiling is 91.00%. Applying Naive Bayes to the subset of frequent posters yields 67.00% accuracy, again, a significant improvement over the baseline.
These results indicate that a classifier based on textual features will perform better for frequent posters than for light posters. Unfortunately, simply collecting more posts will give us a larger database to train from but will not solve this problem. Due to the 'scale free' nature of the distribution of posting frequency, any sample of posts, no matter how large, can be expected to include a substantial fraction of infrequent posters. In addition, even for frequent posters the results are somewhat disappointing.
Social network analysis
Since purely text-based methods are unlikely to solve the problem of predicting political affiliations by themselves, we also looked at using the social properties of the community of posters. Each post is part of an on-going debate among the regular users of the site, and from users' posting behavior, we can locate their position within the political ecosystem of the site's participants. This may be a partial explanation for the observation made in section 3 that the political orientation of the noun phrases in the texts is sometimes inversely related to the authors' political orientation.
To exploit this source of information, we used patterns of shared cocitations to group users into debating 'teams'. We first constructed a graph representing citation patterns, with each user represented by a node and each quoted post represented by an edge. The co-citation graph for one thread is given in Figure 3 . take in Figure 3 Given the simplified political orientation schema we are assuming, one might expect the connected components of the user co-citation graph to be bipartite graphs. However, since users sometimes cite people they agree with, and users may disagree on some issues with users who share their political orientation, the actual situation is much more complex. By hypothesis, though, users who play a similar rhetorical role in the discussions are likely to have similar opinions. Therefore, the more alike two users' citation profiles are, the more likely they are to share a political orientation.
To find groups of users with similar citation profiles, we first computed a low-rank approximation (via singular value decomposition) of the co-citation graph's adjacency matrix, to reduce noise and to highlight second-order structural generalizations (Drineas, Krishnamoorthy, Sofka & Yener 2004) . We then computed the distance between each pair of users in the resulting 'citation space':
Based on these distances, we clustered the users to find groups of posters with similar citation patterns, using a single-link hierarchical clustering algorithm (de Hoon, Imoto, Nolan & Miyano 2004) . Finally, the hierarchical cluster tree is cut at a depth determined by cross-validation to form groups of users with closely matched citation profiles. The clustering solution for one segment of the user database is given in Figure 4 . take in Figure 4 Note that the clustering hypothesis is not always correct: some users with very similar citation habits do not in fact share a self-assigned political orientation.
However, for the most part, when users are assigned to a cluster, they are assigned to a cluster with common orientation.
To assign an orientation to these user clusters, we simply treat each cluster as if it were a single aggregate user. We gathered all the posts from all the users in each cluster, applied the Naive Bayes classifier discussed above to the collected posts, and then assigned the predicted affiliation to all the users in the cluster.
Since the combined posts of a cluster of users provides more evidence for the cluster's affiliation that the posts of any one user, we would expect the text classifier to perform better on clusters.
Indeed, this approach yielded more promising results than simply using Naive Bayes on individual users. For all users, this approach yields 68.48%
accuracy, a significant improvement over straightforward Naive Bayes. And, for users with >500 words, this improves to 73.00% with clustering.
Future work
In this paper, we describe experiments using a number of well-known natural language processing techniques to predict the political orientation of posters involved in informal online discussions. A summary of the results is given in Table 3 . take in Table 3 A number of technical improvements could be made on the approaches we describe in this paper. Support vector machines could be used in place of Naive
Bayes for text classification, and alternative clustering algorithms may be of help.
Further information within posts may be available to improve the quality of citation detection. For example, a mention of a user's name might be a vocative expression which creates a citation link, or it might be simply a reference to that individual. Also, group identifiers, such as occur in the example: Variants of the Turney method may prove to be of use in identifying attitudes towards specific topics, which could then be used as features in a more general model.
However, even without these extensions, the conclusion is clear: purely text-based methods (sentiment detection and text classification) performed relatively poorly at predicting user's political orientation. This is not surprising, given the nature of the texts. Since the posts are part of an on-going interaction, their meaning can only be understood within the context of a particular social environment and discourse situation. Unlike product reviews or news articles, they are not intended to be understood in isolation by a generic reader. Our results further suggest that information gained about the rhetorical relations between posters and the roles they take in the discourse is of use in identifying the political sentiment of the posts.
In addition, what we are after here is a user's political orientation. A political orientation is not the same as a sentiment, nor is it a topic. It may be a bundle of sentiments with respect to a range of topics, but it is inherently more If inflation won't happen with minimum wage increases, then why not put minimum wage to a 100$ an hour? Don't worry it won't affect prices....the extra money for the wages will come out of the sky.
• What's the matter rockhead? You don't want to help the poor needy people? You rich bastard koolaid drinker!
• that was pretty stupid man honestly...grow up !
• I don't have a kid brother 
