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Abstract. Two models of proofs of lower bounds on the complexity are introduced. They have 
very wide applicability. The purpose of the models is to explain the difficulties of establishing 
high lower bounds on the complexity. 
1. Introduction 
The lower-bounds problem is one of the most difficult open problems in mathe- 
matics. It consists in proving high (e.g., superpolynomial) effective lower bounds 
on the complexity of functions or languages. What is meant here by the word 
‘effective’? To answer this question, recall that Shannon’s counting argument and 
diagonalization do enable one to produce very high (e.g., exponential) lower bounds. 
But these methods merely prove the existence of functions or languages of high 
complexity. They are not applicable to any explicit function or language. So we call 
lower bounds provided by similar methods noneffectiue ones. 
Among theoretical computer scientists there wanders a conjecture asserting that 
the lower-bounds problem cannot be settled by efiective methods, i.e., a hypothesis 
on the negative solution of the lower-bounds problem. Confirmation of this conjec- 
ture needs a more accurate notion of effectiveness. One can make the definition of 
effective lower bounds more precise in various ways. 
One way of making this definition more precise is to associate the effectiveness 
with the algebraic complexity of languages. Such an approach was proposed in 
[lo]. In the most refined form it suggests to prove high lower bounds for languages 
from NP, closing up with the well known problem P = ? NP. Since the last problem 
has no fruitful approaches, the first way is not likely to be worth-while. 
* Th? paper is based on the text of two lectures given by the author at the International Banach 
Mathematical Center (Warsaw, November I985). Russian text of the lectures is submitted to the Banach 
Center Publications. 
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We propose another approach to making the notion of effectiveness more precise. 
Ihis approach associates the effectiveness of lower bounds with the effectiveness 
of the proof rather than with effectiveness of the language. This approach is better 
applicable to circuits and Boolean functions. It associates a set $ of Boolean 
functions with each proof of a lower bound, whether effective or noneffective. The 
difference is in the complexity of the functions from Z Under effective proofs, all 
the functions from 9 are of small (e.g., linear) complexity whereas, under non- 
effective ones, the set 9 contains functions of great complexity. 
The proposed notion of effectiveness admits a smooth transition from effective 
lower bounds to noneffective ones. It is unable to separate them syntactically. Hence 
we construct mathematical models of lower-bounds proofs rather than a formal 
theory of efIective proofs. These models aim at seeing the upper limits of effective 
lower bounds. They enable one to draw conclusions on the unsolvability of the 
lower-bounds problem if one restricts oneself to effective proofs. 
The second model introduced in this paper has very wide generality. In this paper 
we apply the model to (Boolean) circuits. Applications to depth-restricted circuits 
and to circuits without null chains can be found in [S]. The case of Boolean formulae 
will be handled elsewhere. 
2. Basic notions and notation 
Let B = (0, l}, B” be the Cartesian degree of B. Boolean strings a” and 6 from. 3” 
are neighbouring if they differ in exactly one position. 
A Boolean function (of n variables) is a function f: B” + B. X = {x, . . . , x,,} is a 
standard set of Boolean variables. If a Boolean function f has possibly some 
additional (nonstandard) variables Y, we denote it f(X, Y). 
A, v,,@and - denote “and”, “or”, negation, sum modulo 2 and equivalericz 
respectively. Sometimes we use xd instead of x - d. 
IAl denotes the cardinality of the set A. 
Let f(X) be a Boolean function and A c X. A map c : A + (0, 1) is called %cn 
assignment fixing the variables A. The function fc, defined as 
f( c x1,**=, X”) =.f(u*, l l l 9 %I), 
with Ui = C(Xi) if xi E A and Ui = Xi otherwise, is called the subfunction of the fucsb:adJn 
f under the assignment c. 
A variable Xi is essential for a function f if the subfunctions of the function f 
under assignments Xi = 0 and Xi = 1 are distinct. 
Let D c B”. A function f with domain D and values from B is called a pw:ial 
Boolean function. We will assume f (a’) to be equal to A E B for an a” E B”“$. J% 
oolean function h is an extension of a partial Boolean function f if h =j an the 
domain The function f is called a partial function of the function h in this case. 
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Let 9 be a set of some possibly partial Boolean functions. A Boolean function 
SF is called a .quperfunction f the set g (denoted SF( 9)) if eachfE 9 is a subfunction 
or a partial function of the function SF. 
Ie 2.1. The Boolean function 
is a superfunction of the set 
ZF={Xi@Xj, XihXjIlGi<jSn} 
if n > 4. 
Indeed, setting x3 = l - l = x,, = 0 we obtain x10x2 and fixing x3, . . , x,, so that 
x,+rn. 0+x, = 2 yields x1 A x2. 
Close to the notion of superfunction is the notion of the universal function. They 
differ in that the latter has additional variables. More precisely, a function UF( X, Y) 
is universal for a set 9 of (possibly partial) Boolean “unctions defined on X if for 
each f~ .f9 there exists an assignment c of constants to the variables from Y such 
that UF, is an extension of the function J If 21yt 3 1 Pi, then the universal function 
UF( 9) of the set 9 does exist, whereas the superfunction SF(s) may be lacking. 
The notion of (Boolean) circuit is used in the common meaning [ 3,8]. The circuits 
are assumed to have one output node, which is denoted by t. A node is either a 
gate or an input node. A path from v to w is denoted (v+ w). We restrict ourselves 
to the circuits in which every non-output node has at least one outgoing arc. A node 
is called a split if it has a fanout exceeding one. 
Two bases &={A, v, -} and B2 = (the set of all Boolean functions of two 
variables) are considered in this paper. The size L(S) of the circuit S is the number 
of gates in S. The complexity L{.j’) of a Boolean function f over the basis E is the 
minimal size of a circuit over the basis E computing J: A circuit S, computing J is 
called minima2 if L(S) = L(f) FG~ a partial Boolean function g, L(g) is the minimal 
complexity of its extensions. For a set 9 of (possibly partial) Boolean functions, 
L(g) is max L(g) over all g E 95 
The binary operations from ,B2 can be classified as follows: A -type functions 
(there are eight functions of’ the form (x” A v’)‘), O-type functions (xOy and x N y) 
and six degenerate-type function,, t c ‘0, I, x, 2; y, jj) depending on at most one variable. 
Accordingly, we distinguish A -type gates and @-type gates in a circuit. The following 
statements are evident. 
Claim 2.2. If a minimal circuit 5’ over the basis B2 computes a function having at least 
two essential variables, therz each $;ate in S is either a A - or a O-type gate. 
2.3. If a binary operation q (x, y) has type A, then there is a Boolean constant 
d such that ip(d, y) does not depend on y (the same is true for another variable). 
Such a constant d is called the obstructing value of the variable X. 
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3. Simplest model of lower-bounds proofs 
In this section we analyse lower-bounds proofs from [ 1,2,6]. As a result we 
associate appropriate sets 9 of partial Boolean functions with each of these proofs. 
We establish that these sets 9 characterize the proof up to the values of the lower 
bounds. Next we transform the proofs into proofs for universal functions. 
The proofs are ordered according to the proof’s technique. All circuits in this 
section are assumed to be over the basis Bz, so L( ) denotes the complexity over B2. 
.?. 1. Proof technique: splits accounting 
One of the earliest nontrivial lower bounds was proved in [2] by Kloss and 
PJlalyshev. The proof is based on splits accounting. We outline the modified proof 
to reveal the set 9 associated with it. 
A Boolean function q(xi, xi) separates Boolean pairs ( CL~, Uj) and (bi, bj) if 
q ( Q~, Q~! # (c( A:, bj ). A Boolean function f (X, Y) is called pairwise separable on X 
if, for a;+ pair 0. f 3s variables Xi, Xj E X, i #j, and any two Boolean pairs ( Q~, aj), 
( Is,, bj: v ith ai + aj +g !ji + bj (ordinary sum, not modulo 2!), there exists a subfunction 
pc_ii, 23) Of the fti, I-*nction f, separating the pairs (ai, Qi) and (bi, bj). 
An exampIe of a pairwise separable function is a universal function of the set 9 
from (2), or of the set 
There exist pairwise separable functions without additional variables, for instance, 
the &nction in eq. (1). 
Now we formulate characteristic properties of A - and O-type functions concerning 
pairwise separability. 
Claim 3.1. O-type functions do not separate the pairs (0,O) and (1,l). /\ -type functions 
do not separate one of the pairs (0, l), (1,0) from one of the pairs (0, 0), (1,l). 
Corollary 3.2. There is no pairwise separable function of two variables. 
aim 3.3 (Kloss and Malyshev [2]). Let a circuit S have pi input nodes and vi gates 
with fanout i (i= 1,. . . , L= L(S)). 7hen 
L(S)3p,+2pz+* l l +Lp,+v,+2v3+= l *-t(L-l)v,-1. 
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roof. To prove the claim it suffices to estimate ingoing and outgoing arcs. cl 
Corollary 3.4. Zf a circuit S has n input nodes and p splits, then L(S) Z= n + p - 1. 
Theorem 3.5 below is a slight modification of the theorem from [2]. 
Theorem 3.5. Let f (X, Y) be a pairwise separable function on X. Then L(f) 3 
(lOn--5)/9. 
Proof. Let S be a minimal circuit computing J By Claim 2.2 and Corollary 3.2, S 
has no gates whose both entering arcs come from input nodes X with fanout 1. 
Hence, if S has p1 input nodes X with fanout 1, then it has p1 distinct gates with 
arcs coming from these input nodes. If such a gate has fanout 1, we shall call it a 
prime gate. Let I be the number of prime gates. Then there are p1 - 1 gates with 
fanout at least 2. By Claim 3.3, 
LCSPpl+2(n-p,)+p,-I-1=2n-I-1. (4) 
Now we shall show that Ls 51f 4. 
Lemma 3.6 (Kloss and Malyshev [2]). Let a and b be prime gates of S, and a directly 
precedes b. Then a is a ~-gate and b is a O-gate. 
Proof. Let the arcs coming from input nodes Xi and Xj enter the gates a and b 
respectively. If b has type A, let d be the obstllncting value of Xi* Then the pairs 
(0, d), (1, d) of values of Xi, Xj are not separated in the gate b and hence in the 
output node. So b has type 0. If a has also type 0, then a function of the form 
xiOxj@h(X\{xi, xj}, Y) 
is computed in the gate b. This function is unable to separate the pairs (0, 0), ( 1,l) 
Of values Of Xi, Xja Cl 
Corollary 3.7. 77re gate b cannot directly precede a prime gate. 
Proof of Theorem 3.5 (continued). So S has at least Z/4 nonprime gates. Hence 
La I+ l/4. Combining this with (4) results in the assertion of Theorem 3.5. Cl 
Comment. There is no function of two variables separating all the pairs (ai, aj), 
(bi, bj) with ai + aj # bi + bj. SO choose for each i, j at least two subfunctions ~0, $0 
which jointly separate all the needed pairs. The set of all chosen subfunctions 
constitutes the set 9 which characterizes the lower-bound proof in the following 
sense: the proof is valid for any superfunction of the set 9, in particular for the 
universal function UF( 9). 
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orollary 3.8. For the set 9 from (2) or (3) L( UF( 9)) 2 (10n - 5)/g. 
The lower bound on the complexity of the universal function UF($) for 9 from 
(2) can be strengthened. To do this we introduce the technique developed by Paul 
[6]. Lemma 3.9 below is a slight modification of the one from [6]. 
For each pair Xi, Xj E X there are paths (Xi* t), (Xi+ t) in every minimal 
circuit for the universal function UF(9) with 9 from (2) such that at least one of 
these paths splits before they meet for the$rst time. 
The proof is based on Claim 3.1. 
Comment. Universal functions of the sets 9 from (2) and (3) are equally pairwise 
separable. So the estimation of Theorem 3.5 holds for both of them. On the contrary, 
Lemma 3.9 is valid for g from (2) only. 
Combining Lemma 3.9 and Corollary 3.4 gives the following theorem. 
Theorem 3.10. For the universal function UF( 5) with 9 from (2) it holds that 
L.(UF(g)) 2 2n -2. 
3.2. Proof technique: assignment of constants and functions 
Assignment of constants is one of the oldest and widespread tools for establishing 
lower bounds. This tool is based on the following well known statement. 
Let a minimal circuit compute a function f with at least two essential 
variables. If a Boolean constant arrives at a gate, then this gate can be removed so 
that the reduced circuit still computes f 
Assignment of functions is a more involved technique. It was introduced by Paul 
[6]. We display both techniques to derive lower bounds on the complexity cf 
universal function of the set 
@={x*,...,xn}. (5) 
(9) be the universal function of the set 9 from (5). Then 
L(UF(9))~2n-2. 
The universal function UF( 9) is closely related to the function from [6]. So 
roof of Paul is applicable to UF(@). We follow this proof. 
ee cases are possible. 
Case 1: ttre%Z iS 2,rE xi E with fanout at least 2. ixing Xi = 0 (or 1) one can 
UteS UF( s\{Xi}) 
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Case 2: there is an xi E X with fanout 1 and the unique arc leaving xi enters a 
~-type gate. Denote this gate v. It is not the output node since, under obstructing 
value d of Xi, the function computed in v does not depend on the variables from 
X\{Xi>. Fixing Xi = d one can remove v and the following gate. 
Case 3: there is an Xi E X with fanout 1 and the unique arc leaving Xi enters a 
@-type gate. Denote this gate v. It is not the output node t. Indeed, fix the additional 
varial .- so that UF = xi (j # i). But the function computed in v does depend on 
Xi. SO t. 
Let y ut the function coming into v along the second arc. Set Xi := y (assignment 
of a function). Then the gate v and the following gate can be removed. The resulting 
circuit computes UF( q{Xi})* Cl 
3.3. Combined technique 
The 2n-lower bound was increased by Paul [6] and Blum [l]. They applied a 
combined technique for lower-bounds proof. The functions whose complexities are 
estimated in [ 1,6] differ slightly. Careful analysis of proofs from [ 1,6] shows that 
they are valid for any universal function UF(9) with the set 9, possessing sub- 
functions of both A- and O-types for each pair xi, Xj of variables and subfunctions 
Xi as well. All the needed subfunctions are contained, for instance, in universal 
function UF( 9) with 
Hence, following the proofs from [ 1,6] one can derive the lower bound L( UF( 9)) a 
3n-3. 
3.4. Universal function models 
We have pointed out appropriate sets 9 for all foregoing proofs and have shown 
that the above-mentioned lower-bounds proofs are valid for universal functions 
UF(%). It follows that all these proofs can be simulated on appropriate universal 
functions. These proofs are clearly unable to produce lower bounds exceeding 
the complexity of universal functions. This complexity is bounded above by 
0( n + s log:! s) [ 121 where s = L(9). So proofs as the above-mentioned ones cannot 
produce high lower bounds. 
4. A more involve 
The lower-bounds proofs model, described in the previous section, is simple and 
convincing but not comprehensive enough. Not all the lower-boun 
described by this model. So we introduce in this section a much more 
which fits practically all the lo er-bounds proofs in t 
ose for the so-calle circuits. When ronst 
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the extent of generality so that it is sufficient for the aims of this paper. Due to its 
generality, the model is less tight in comparison with that from the previous section. 
The general conclusion derived from this model is, as a matter of fact, the same: 
one is unable to derive high lower bounds on the complexity by effective proofs. 
4.1. Some more examples of lower-bounds proofs 
Consider one of the earliest lower-bounds proofs due to Redkin [7]. The bounds 
in [7] are over basis B1 = {A, v, 7. 
Let In =x,0- l l @;lc,, in = &Ol. 
ma 4.1 (Redkin [7]). Let S,, be Q minimal circuit computing one of the functions 
&, or in (n 23). If there are inputs 0 and 1, thei one can remove at least four gates 
so that the reduced circuit computes either 1, _ 1 or i,,+ . 
Proof. The proof is rather complicated. It involves considering a lot of possible 
cases and pointing out four gates to be removed. We consider here only one of 
possible cases (the others are, in a sense, similar). 
Thus, let an input node xi have fanout 1 and the unique arc leaving Xi enters an 
inverter (i.e., the gate labelled by the negation operation) with fanout at least 2. 
Denote two gates, following directly the inverter, E, and E2 respectively. They are 
not inverters since S,, is a minimal circuit. Further, none of them is the output node 
since otherwise variable Xi would obstruct all the other variables. The gates El, E2 
canrnot simultaneously follow each other since circuits have no directed cycles. 
Hence, there is a gate E3 ti {El, Ez) following one of these gates (El for definiteness). 
Choose a Boolean constant d so that d obstructs another input of El. Then we 
have a constant at the output of E,. Thus, assigning Xi = d one can remove the 
inverter and the gates E, , E2) E3 by Claim 3.11. Cl 
Comment. Analyse the proof to find the set 9 as in Section 3. Define first some 
partial Boolean functions. Let e = (c?,6) be a pair of neighbouring strings from B” 
(see Section 2). Define a partial Boolean function cp,( x’) to be equal to 1 if 2 = ii, 
equal to 0 if x” = 6, and equal to A r;l (0, 1) otherwise. Letting A = A one can suppose 
the function &(XI) to be defined. Recall now how the existence of the gate E3 was 
established. This gate is clearly needed to realize a function extending partial Boolean 
functions1 of the form q,(Z). Choose for each e one of the partial functions (Pi, & 
so that there exists a simultaneous extension of all chosen functions. The set 9 of 
all chosen partial Boolean functions characterizes the proof of Lemma 4.1. 
The proof of Lemma 4.1 relies upon the fact that the circuit S, has no extra input 
nodes. So the proof cannot be extended to the universal function UF(@) and the 
model from Section 3 does not work here. Below we chall give one more example 
of such a sort. 
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A Boolean function f (X) is m times pairwise separable if, after arbitrary assignment 
of constants to any m of its variables, it is still pairwise separable. The function 
is (n -2) times pairwise separable. 
Theorem 4.2 (Kloss and Malyshev [2]). For n 2 3, L( C,,) 2 2( n - 1) in the basis B2. 
Proof. The proof proceeds by induction on n. It follows from the proof of Theorem 
3.5 that there is an input node Xi with fanout at least 2 (if there are no extra input 
nodes). Assigning xi = 0 eliminates at least two gates. The resulting function is n - 3 
times pairwise separable. Q 
This proof cannot be also extended to universal functions since circuits for 
universal functions have extra, namely additional, input nodes. One can see a similar 
picture with some other proofs [9,11]. So we need a more general model to simulate 
lower-bounds proofs. 
4.2. The width of a function 
We introduce the notion of function width. We shall see later that the lower-bounds 
problem is closely related to the problem of bounding the width. 
A set of some nodes of a circuit is called a cut if each path form an input node 
to the output node contains a node from this set. Trivial examples of cuts are the 
set of all input nodes or the set of all nodes of a circuit. A cut T is strict if T\{u} 
is not a cut for each v E T. The set of input nodes is clearly a strict cut. 
The width W(S) of a circuit S is the maximal number of nodes in a strict cut of 
S. The width W(f) of a Boolean function f is max W(S) over all minimal circuits 
computingf: If a Boolean function f has n essential variables, then, clearly, W(f) 2 n. 
A lower bound on the width of a function implies a lower bound on its complexity. 
Like lower bounds on the complexity, lower bounds on the width may be effective 
or noneffective. We are interested in effective lower bounds on the width since they 
imply effective bounds on the complexity. The notion of effectivity is meant to be 
the same as for lower bounds on the complexity. 
4.3. A more general model 
We begin simulating arbitrary effective p)roofs of lower bounds on the complexity. 
In accordance with the notion of effectille lower bound accepted in Section 1, one 
can associate an appropriate set 9 of partial Boolean functions with such proofs, 
with all functions from 9 being of ‘small’ complexity. 
Investigating a number of lower-bounds proofs shows that one can distinguish 
two stages in them. 
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At the first stage, the width of the function in question is estimated from below. 
This stage is easier to observe in lower-bounds proofs for restricted models of 
computation. For unrestricted ones, such as circuits, it is less visible. It results from 
the fact that, in the last case, trivial lower bounds on the width (W(j) 3 n) are 
sufficient in most cases. 
At the second stage, one increases the lower bound, derived at the first stage, by 
multiplying it by a factor m. This stage is more representative for circuits whereas 
it is often lacking for restricted circuits. 
Thus, a lower bound L(f) 3 p(n) is representable in the form p(n) = w l m, where 
W(f) 2 w. And what then is m? In all examples, considered in Sections 3 and 4, 
m is a constant. We claim that m = O( L(g)). So the value p(n) of a lower bound 
is determined mostly by the lower bound on the width of the function. Hence, in 
simulating the proof of the lower bound on the width, one simulates in a sense the 
proof of the lower bound on the complexity. 
Now the question arises: how can one simulate a proof of the lower bound on 
the width? Recall that the proof is determined by the set 9. So the proof of the 
lower bound on the width can be simulated by a proof of the lower bound on the 
value W( UF( 9)). This simulation need not be too tight. For lower bound W(f) 2 w, 
with the set 9 it is sufficient to derive lower bound W(UF( 9)) 2 w. For all currently 
known proofs it can be trivially done. 
The described model of lower-bounds proofs has very wide generality. The author 
is not familiar with a lower-bound proof in a complete basis that cannot be simulated 
by our model. 
The model enables one to conclude that high lower bounds on the complexity 
cannot be established by effective proofs (for unrestricted circuits). At the same 
time one can derive high lower bounds for unrestricted circuits (see for inquiry [4,5]). 
TO express more accurately the assertion on the undeducibility of high lower 
bounds by effective proofs, let 9( n, s) be the set of all Boolean functions of n 
variables and of complexity at most s(n). Denote the minimal complexity of universal 
functions UF( 9( n, s)) by L( U( n, s)). 
We shall call a proof of a lower bound on the complexity an s(n)-proof if it can 
be simulated by the model of Section .3 with 9% 9( n, s). 
An s(n) -proof cannot produce a lower bound on the complexity exceeding 
The proof follows from the evident inequality W(f) s L(f) + n and the 
tion L( U( n, s)) = 0( n + s log,s) due to Valiant [ 121. q 
Comment. Since s(n) = O(n) in all known lower-bound proofs the value n’login 
provides an upper bound on the values of concrete effective lower bounds. The 
highest currently nown lower bounds on the complexity are the 4n -4 bound [7] 
in the basis 1 and the 3n -3 ound [I] in the basis 
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