The estimation of population density quantile is of great interest when a parametric form for the underlying distribution is not available. In addition, the density quantile function could be used as an alternative of density function. This paper provides a practical description of new nonparametric estimator of density quantile function based on TL-moments methods and its asymptotic properties are studied.
Introduction
Density estimation has experienced a wide explosion of interest over the last 20 years. Silverman's (1986) book on this topic has been cited over 2000 times. In classical statistics, most of distributions are defined in terms of their cumulative distribution function (cdf) or probability density function (pdf). There are some distributions which do not have the cdf or pdf in an explicit form but a closed form of the quantile function is available, for example Generalized Lambda distribution and Skew logistic distribution (Gilchrist (2000) and Karian and Dudewicz (2000) . In addition, quantile measures are less influenced by extreme observations. Hence the quantile function can also be looked upon as an alternative to the distribution function in data for heavy tailed distributions. The quantile function approach is a useful tool in statistical analysis. For measuring descriptive features of a univariate distribution, the method of moments is very popular, but their use is confined to sufficiently light-tailed distributions; see, Bera and Bilias (2002) . An appealing alternative is provided by the series of L-moments and TL-moments, which have the form of expectations of selected linear functions of order statistics. The Lmoments and TL-moments have an attractive properties not shared by the method of moments; see, Hosking (1990) . For example, L-moments of any order k exists under merely a finite first moment assumption, making the entire series of L-moments available for heavy-tailed distributions. TL-moments is defined under weaker assumption of L-moments where it does not require a finite first moment assumption. Further, the L-moments and TL-moments completely determine the parent distribution; see, Elamir and Seheult (2004) . As interest in statistical modeling using heavy-tailed distributions is increasing, so is the important of the potential by the L-moment and TL-moment approaches. The need of linear moments has been developed in support of regional frequency analysis in environmental science, which treats the quantile of distributions of variables such as annual maximum precipitation, solid flow, wind speed observed at each site in a given network. Hosing and Wallis (1997) provide an excellent exposition. Also linear moments approach has special utility in applications where descriptive estimates (location, spread, skewness, and kurtosis) more stable than the usual central moments are critically needed. Such concern arise, for example, in volatility estimation in financial risk management involving market variables such as stock indices, interest rates; see, Serfling (1980) , Embrechts et al. (1997) , Leonowicz et al. (2005) and Willinger et al. (1998) . Hosking (2007) has derived of approximation to the quantile function in terms of population TL-moments. Elamir (2010) introduced properties of this approximate
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http://journals.uob.edu.bh function by minimizing the weighted mean square error between the population quantile function and its TLmoments representation. Also, he studied properties of the corresponding sample estimator. He concluded that the estimators have a good approximation to population quantile for a broad class of probability distribution functions. Also, Elamir (2010) derived an optimal choice for the amount of trimming from known distributions, based on the minimum sum of the absolute value of the errors between the quantile probability function and its TL-moments representation. We use and apply TL-moments to obtain the density quantile function and estimate it. In section 2, we defined density quantile function. In section 3 we review the TL-moments and sample TLmoments. In section 4 important transformations are given. Representation of density quantile function in terms of TL-moments is given in section 5. Estimation of density quantile function from sample is given in section 6. Finally, the applications of the estimated density quantile to some known distributions and Breast Tumors data are given in Section 7.
Density quantile function
Given a random variable X representing some onedimensional population quantity, the population quantile function 
is called the density quantile function; see Parzen (1979) , Cheng and Parzen (1997) and Cheng (2002) . Thus, the density quantile function is another related quantity which obtained from the pdf,
substituting for x with the quantile function, as ))
see Parzen (1979 
Otherwise, the quantile density function can be defined in terms of density quantile function as
see Parzen (1979) and Jones (1992) .
Trimmed L-moments (TL-moments)
Let X be a real-valued random variable with distribution function
and let
be the order statistics of a random sample of size n drawn from the distribution of X . Thus, the th r TL-moment can be written as
(see David (2003) ). Another form of TL-moments is using the standard form 
is the shifted Jacobi polynomials (see, Abramowitz and Stegun (1972) n from the population, the sample TL-moments are defined as an unbiased estimators of the population TLmoments by Elamir and Seheult (2003) given by 
Also we can recover density as following
and it is the estimated as: Hosking (2007) ,theorem(3), derived the TL-moments as the coefficients in the expansion of the quantile function in the form of a weighted sum of shifted Jacobi polynomials as
Representation of Density Quantile Function in terms of TL-moments
This is convergent in the weighted mean square with weight function 
This is convergent in the weighted mean square with weight function
Proof:
Our aim is to minimize Hosking (2007) . Minimizing this give r c as
With second derivative as
Another Proof: This proof could be obtained using
Direct using of this in (10) gives 
is monotone increasing function. Thus our aim is to obtain the quantile function which has first derivative is positive, i.e., the quantile density
This implies that 0 ) ( 
Optimal choosing for amount of trimming
Under the two conditions of the density quantile function ,in (15)and (16).The error between the quantile density function and its TL-moments representation can be written as Harter (1984) . For sufficient n and s (quantile function stopping terms). For example if we used the 
Applications:
In this section, from some known distributions and real data, we investigate the approximation of ) (x f by using the expression in (18) that satisfy the two conditions in (15) 
Normal distribution
Normal distributions are extremely important in statistics and are often used in the natural and social sciences for real-valued random variables whose distributions are not known.
If X is distributed according to the normal distribution,
The normal distribution is immensely useful because of the central limit theorem, which states that, under mild conditions, the mean of many random variables independently drawn from the same distribution is distributed approximately normally, irrespective of the form of the original distribution. .This approximation is shown, for the three simulated sample sizes, in Figure 4 , 5 and 6, respectively. Also, we note that the new proposed estimator give an approximation best of the kernel estimator. Table 6 . We concluded the good approximation of the density which has less error given at trimming 
Uniform distribution
) 1 , 0 ( 2 1   t t , ) 1 , 2 (
Data
The following data represent the ages for 155 patients of Breast Tumors taken from (June-November 2014), whose entered in (), are listed in Table 7 11 and 12, respectively, with the behavior of the approximation density of normal distribution at the same terms. We concluded that normal distribution is a good model for the above data. Thus, the good approximation of the density for the above data of the age for 155 patients of Breast Tumors is given in Figure 10 
Conclusion
We studied nonparametric technique based on TLmoments and orthogonal Jacobi polynomial as an approximation to population density function. This technique has the ability to capture more information about arbitrary distribution that generated the data. The technique is based on minimizing the weighted mean square error between the population quantile density function and its TL-moments representation. Unlike parametric counterpart, no prior assumption of the underlying distribution is required. We gave some criteria for choosing number of terms and trim values to help in obtaining a good fit for the data. Also we illustrated the benefits of the proposed method using symmetric and asymmetric distributions. 
