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On the Concavity of Expected Shortfall
Mikhail Tselishchev ∗
Abstract
It is well known that Expected Shortfall (also called Average Value-at-Risk)
is a convex risk measure, i. e. Expected Shortfall of a convex linear combination
of arbitrary risk positions is not greater than a convex linear combination with
the same weights of Expected Shortfalls of the same risk positions. In this short
paper we prove that Expected Shortfall is a concave risk measure with respect to
probability distributions, i. e. Expected Shortfall of a finite mixture of arbitrary
risk positions is not lower than the linear combination of Expected Shortfalls of
the same risk positions (with the same weights as in the mixture).
Keywords: Expected Shortfall, AVaR, quantile function, spectral risk measure,
convexity, concavity, risk management, mixture of distributions.
1 Introduction
Expected Shortfall (ES) is a standard risk measure used by financial institutions and
regulators to determine capital requirements. e notion of Expected Shortfall was
introduced in [1, 2]. Expected Shortfall at level α is defined as an average loss in the
worst α · 100% cases for a given risk position.
In order to give mathematical definitions we will need some basic notation. We
assume that risk positions are random variables on some probability space (Ω,F ,P),
they denote profits (or losses when negative) of some asset or portfolio at the end
of the trading period. We will denote by FX(·) the cumulative distribution function
(cdf) of risk position X . A lower quantile function (also known as an inverse cdf) for
the distribution of X is defined as
qα(X) ≡ F
−
X (α) := inf
{
x ∈ R : FX(x) ≥ α
}
, α ∈ [0, 1]. (1)
Note that this definition is independent of whether one takes le-continuous or right-
continuous cdf’s. In the following definition of ES, one can replace lower quantiles
with the upper quantiles
q(α)(X) := inf
{
x ∈ R : FX(x) > α
}
, α ∈ [0, 1), (2)
sinceES is an integral characteristic of quantile function, and the lower quantile func-
tion coincides with the upper quantile function almost everywhere w.r.t. Lebesgue
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measure on [0, 1]. More precisely, they differ only on at most countable set of points
α ∈ [0, 1], whereF−1X ({α}) consists of at least two different points (and thus thewhole
interval of constancy of FX ). One might check that the lower quantile function is le-
continuous, while the upper quantile function is right-continuous.
Expected Shortfall of risk position X at level α ∈ (0, 1] is defined as
ESα(X) := −
1
α
∫ α
0
qγ(X) dγ, (3)
which makes clear why ES is sometimes called as Average Value-at-Risk (AVaR). It is
well known that qγ(X), as a function of γ on the unit interval with Lebesguemeasure,
has the same probability distribution as risk position X itself. is remark clarifies
the fact thatESα(X) shows the average loss in the worst α ·100% cases, since “cases”
are naturally ordered on the unit interval, and the worst α ·100% cases for qγ(X) are
located on the interval (0, α).
Alternatively, Expected Shortfall can be defined a bit trickier:
ESα(X) := −
1
α
(
E
[
X1{X<qα(X)}
]
+ qα(X) ·
(
α−P(X < qα(X)
) )
. (4)
We will use both representations (3) and (4) in our work. e proof of their equiva-
lence can be found in [2].
Note that ESα(X) is correctly defined for risk positions X with E [X
−] < +∞.
Wewill assume that this condition is satisfied for all risk positions presented in the pa-
per.
According to (3) (or (4)), ES1(X) coincides with −E [X ]. Expected Shortfall at
level 0 is oen defined as
ES0(X) := − ess infX. (5)
Here and later we will use the notation of a standard (n−1)-simplex:
Sn−1 :=
{
(x1, . . . , xn) ∈ R
n : xi ≥ 0 for all i = 1, . . . , n, and
n∑
i=1
xi = 1
}
.
Expected Shortfall is known to be convex, i.e. for randomvectorX = (X1, . . . , Xn),
weights β ∈ Sn−1 and arbitrary level α ∈ [0, 1], the following inequality holds true:
ESα

 n∑
j=1
βjXj

 ≤ n∑
j=1
βj ESα(Xj), (6)
which states that the risk of a convex linear combination of risk positions cannot ex-
ceed the convex linear combination (with the same weights) of marginal risks. Due to
positively homogeneity of Expected Shortfall (that is ESα(λX) = λESα(X) for any
λ ≥ 0, this fact can be proved directly), inequality (6) is equivalent to the subadditiv-
ity of Expected Shortfall: ESα(X + Y ) ≤ ESα(X) + ESα(Y ). One can find several
proofs of subadditivity in [3].
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e equality in (6) is aainedwhen “worst cases” for all risk positions coincide and
have the same ordering up to level α. In particular, this is the case when all Xj are
comonotone, i. e. their joint copula has the form of min(x1, . . . , xn) for x1, . . . , xn ∈
[0, 1] .
We will denote a mixture of random vectorX = (X1, . . . , Xn) with weights β ∈
Sn−1 as mix
β
X . is random variable, whose cdf is
∑n
j=1 βjFXj (·), is not uniquely
defined (or even could not be defined at all on (Ω,F ,P) if this probability space is
too poor), but since Expected Shortfall and other quantile-based risk measures are
characteristics of distribution of random variable, there should be no confusion in
what follows.
2 Main Result
We will use the following lemma to prove the concavity of Expected Shortfall.
Lemma. Let X = (X1, . . . , Xn) be a random vector and β ∈ Sn−1. en for every
α ∈ (0, 1) there exist α1, . . . , αn ∈ [0, 1], such that α =
∑n
j=1 αjβj and
ESα(mix
β
X) =
n∑
j=1
αjβj
α
ESαj (Xj). (7)
Proof. Let ξ = mix
β
X , and qα = qα(ξ) be an α-lower quantile of this mixture.
Without loss of generality we assume all βj > 0, j = 1 . . . n. We are going to show
that the following αj satisfy the statement of lemma:
αj := P(Xj < qα) +P(Xj = qα) ·
α−P(ξ < qα)
P(ξ = qα)
. (8)
Note that if P(ξ = qα) = 0, then the cdf of ξ is continuous at qα, and thus the cdf
of each Xj is also continuous at that point, i. e. P(Xj = qα) = 0, and the second
term in the right-hand side of (8) should be interpreted as zero. From the definition
of the lower quantile function, one has αj ∈ [P(Xj < qα),P(Xj ≤ qα)]. Next, if
P(ξ = qα) > 0, then
n∑
j=1
αjβj = P(ξ < qα) +P(ξ = qα) ·
α−P(ξ < qα)
P(ξ = qα)
= α.
If P(ξ = qα) = 0, then P(ξ < qα) = α, and
∑n
j=1 αjβj = P(ξ < qα) = α as well.
It only remains to prove (7). According to (4), the laer equality and properties of the
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mixture of distributions, one has
ESα(ξ) = −
1
α
(
E
[
ξ1{ξ<qα}
]
+ qα ·
(
α−P (ξ < qα)
))
=
= −
1
α

 n∑
j=1
βj E
[
Xj1{Xj<qα}
]
+
n∑
j=1
βj qα ·
(
αj −P (Xj < qα)
) =
= −
1
α
n∑
j=1
βj
(
E
[
Xj1{Xj<qα}
]
+ qα ·
(
αj −P (Xj < qα)
))
.
(9)
If some αj = 0, then P(Xj < qα) = 0, which implies ES0(Xj) < +∞ and
E
[
Xj1{Xj<qα}
]
+ qα ·
(
αj −P (Xj < qα)
)
= 0 = −αj ESαj (Xj) (10)
We want to show that for every j with αj > 0 the following equality holds true:
E
[
Xj1{Xj<qα}
]
+ qα ·
(
αj −P (Xj < qα)
)
=
= E
[
Xj1{Xj<qαj (Xj)}
]
+ qαj (Xj) ·
(
αj −P
(
Xj < qαj (Xj)
))
.
(11)
Since P(Xj ≤ qα) ≥ αj , then qαj (Xj) ≤ qα. If qαj (Xj) = qα, then (11) is trivial. If,
however, qαj (Xj) < qα, then one has a chain of inequalities:
P(Xj < qα) ≥ P(Xj ≤ qαj (Xj)) ≥ αj ≥ P(Xj < qα).
Hence, P(Xj ≤ qαj (Xj)) = αj and P(qαj (Xj) < Xj < qα) = 0. Given that,
consider the difference between the le- and the right-hand sides of (11):
E
[
Xj1{Xj<qα}
]
+ qα ·
(
αj −P (Xj < qα)
)
−
− E
[
Xj1{Xj<qαj (Xj)}
]
− qαj (Xj) ·
(
αj −P
(
Xj < qαj (Xj)
))
=
= E
[
Xj1{qαj (Xj)≤Xj<qα}
]
+ qα ·
(
αj −P (Xj < qα)
)
−
− qαj (Xj) ·
(
αj −P
(
Xj < qαj (Xj)
))
=
= qαj (Xj) ·
(
P(Xj ≤ qαj (Xj))− αj
)
+ qα ·
(
αj −P
(
Xj ≤ qαj (Xj)
))
=
=
(
qα − qαj (Xj)
)
·
(
αj −P
(
Xj ≤ qαj (Xj)
))
= 0.
Equation (11) is proved. Finally, (9), together with (10), (11) and (4), gives
ESα(ξ) = −
1
α
n∑
j=1
βj
(
E
[
Xj1{Xj<qαj (Xj)}
]
+ qαj (Xj)
(
αj −P
(
Xj < qαj (Xj)
)))
=
n∑
j=1
βjαj
α
ESαj (Xj).
4
Lemma is proved.
Now we are ready to formulate and prove the main result of the paper.
Theorem (Concavity of Expected Shortfall). Let X = (X1, . . . , Xn) be a ran-
dom vector and β ∈ Sn−1. en for every α ∈ [0, 1] one has
ESα
(
mix
β
X
)
≥
n∑
j=1
βj ESα(Xj). (12)
Proof. Again, we assume all βj > 0 without loss of generality. If α = 0, then
ES0(mix
β
X) = − ess inf(mix
β
X) = − min
j=1...n
ess inf(Xj) ≥
≥ −
n∑
j=1
βj ess inf(Xj) =
n∑
j=1
βj ESα(Xj).
If α = 1, then
ES1(mix
β
X) = −E
[
mix
β
X
]
= −
n∑
j=1
βjE [Xj ] =
n∑
j=1
βj ES1(Xj).
In case α ∈ (0, 1) we will take advantage of the previous lemma. Taking qα and αj
from its proof and using representation (3), one has
ESα
(
mix
β
X
)
=
n∑
j=1
βjαj
α
ESαj (Xj) = −
n∑
j=1
βj
α
∫ αj
0
qγ(Xj) dγ =
=
n∑
j=1
βj ESα(Xj)−
∑
j∈J+
βj
α
∫ αj
α
qγ(Xj) dγ +
∑
j∈J
−
βj
α
∫ α
αj
qγ(Xj) dγ, (13)
where J+ = {j : αj > α} and J− = {j : αj < α}. For j ∈ J+ we have∫ αj
α
qγ(Xj) dγ ≤ qαj (Xj) · (αj − α) ≤ qα · (αj − α). (14)
Now consider j ∈ J−. If qγ(Xj) < qα for some γ > αj , thenP(Xj < qα) ≥ γ > αj ,
which leads to contradiction with the definition of αj . us, qγ(Xj) ≥ qα for all
γ > αj , and ∫ α
αj
qγ(Xj) dγ ≥ qα · (α − αj). (15)
By substituting inequalities (14) and (15) into (13), we obtain
ESα
(
mix
β
X
)
≥
n∑
j=1
βj ESα(Xj) +
n∑
j=1
βj
α
qα · (α− αj) =
n∑
j=1
βj ESα(Xj),
where the last equality holds due to β ∈ Sn−1 and
∑n
j=1 βjαj = α.
e theorem is proved.
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We have to notice that the proofs of both lemma and theorem are much simpler
and more straightforward when all cdfs FXj are continuous and strictly increasing.
Also note that inequality (12) turns into equality in case all αj are equal to α. is
means that α-quantiles for all risk positions X1, . . . , Xn coincide.
Proposed result can be naturally extended to a wider class of spectral risk mea-
sures. Indeed, according to a spectral representation theorem (see [4] and [5]), under
suitable conditions of integrability, a spectral risk measure may be represented as
a weighted combination of Expected Shortfalls
ρν(X) =
∫
[0,1]
ESα(X) dν(α)
for some probability measure ν on
(
[0, 1],B[0,1]
)
. Hence, using (12),
ρν
(
mix
β
X
)
=
∫
[0,1]
ESα
(
mix
β
X
)
dν(α) ≥
≥
n∑
j=1
βj
∫
[0,1]
ESα(Xj) dν(α) =
n∑
j=1
βjρν(Xj),
which means that the spectral risk measures are also concave with respect to proba-
bility distributions.
Combining both (6) and (12), one gets
ESα

 n∑
j=1
βjX

 ≤ ESα
(
mix
β
X
)
, (16)
i. e. a risk of a convex linear combination can not exceed a risk of a mixture of the
same positions with the same weights. at useful property of ES (and spectral risk
measures as well) might be called a principle of diversification. is principle seems
quite reasonable (unless one chooses a beverage in the bar). When α-quantiles of all
risk positions coincide, and the “worst cases” up to level α are also the same for all of
them, then inequality (16) turns into equality.
3 Conclusions
In this paper we have shown a neat property of Expected Shortfall, which is concavity
with respect to probability distributions. We have extended this property to a class
of spectral risk measures. Finally, we have discussed the implications of concavity,
that led us to the principle of diversification. In our subsequent paper we are going
to show that the principle of diversification is somewhat necessary for risk positions
to be comparable with Expected Shortfall.
4 Final words
Aer finishing this paper, we found that the concavity of Expected Shortfall has al-
ready been proved recently in [6, Proposition 3.2]. eir proof is even more elegant
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and compact. It uses another representation of Expected Shortfall, called Conditional
Value-at-Risk (CVaR), which is a solution to a specific minimization problem. We de-
cided to share our proof as well, since it differs internally. Moreover, our lemmamight
be useful in some other cases.
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