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Chapitre 1
Interpolations et Re´gressions
Dans le cours d’introduction aux me´thodes nume´riques, nous avons vu
quelques me´thodes nume´riques courantes et avons insiste´ sur l’analyse du
comportement de celles-ci. Nous allons poursuivre l’approche dans ce cours-
ci. Dans ce chapitre, nous commenc¸ons par un rappel des outils principaux
d’analyse des me´thodes nume´riques, a` savoir l’approximation d’une fonction
inconnue par un polynoˆme et le de´veloppement de Taylor. Outre le rap-
pel de l’interpolation polynomiale de Lagrange, nous abordons e´galement la
question de l’approximation d’une fonction inconnue sous un angle diffe´rent,
celui de la re´gression. Le principe de la re´gression est assez similaire a` celui
de l’interpolation. La diffe´rence majeure re´side dans le fait qu’on va cette fois
chercher a` approximer une fonction sans pour autant imposer que l’approxi-
mation passe exactement par les points que l’on connaˆıt de la fonction.
1.1 De´veloppement de Taylor
Rappelons brie`vement l’expansion d’une fonction en se´rie de Taylor.
The´ore`me 1.1 Soit f , une fonction posse´dant ses (n+1) premie`res de´rive´es







(x− c)k + En+1
1
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et ξ est un point situe´ entre c et x.
On dit que le terme d’erreur est d’ordre n+ 1. Il est parfois utile d’e´crire
cela de manie`re plus compacte sous la forme En+1 = O(hn+1), ou` h repre´sente
x − c. La notation O(xp) permet de de´crire le fait que la fonction tend au
moins aussi vite vers 0 que xp lorsque x tend vers 0.
De´finition 1.1 Soit f : R 7→ R. On dit que f = O(xp) au voisinage de 0 si
il existe C ∈ R+ et x0 ∈ R+ tels que
|f(x)| ≤ C|xp| pour tout − x0 ≤ x ≤ x0.
Cette de´finition sera tres souvent utilise´e. En effet, le degre´ minimal d’un
polynoˆme donne une ide´e tre`s pre´cise de la vitesse de convergence vers 0. Si
on approxime une valeur V en l’approchant ite´rativement par une fonction
f(h) quand h tend vers 0, une e´valuation de f(h)− V en notation O donne
une mesure de la vitesse de convergence du processus ite´ratif. Plus le degre´
de convergence est e´leve´, plus la convergence se fait rapidement. Le the´ore`me
de Taylor est un outil extreˆmement puissant pour pouvoir moduler l’ordre
de pre´cision que l’on souhaite d’une fonction.
1.2 Interpolation polynomiale
Le de´veloppement de Taylor donne une approximation d’une fonction f
a` partir de la connaissance de f en un point ainsi que de plusieurs de ses
de´rive´es en ce meˆme point. L’interpolation polynomiale est conceptuellement
diffe´rente puisque on ne va pas travailler avec les de´rive´es de la fonction mais
sa valeur en plusieurs points. Cela peut eˆtre tre`s important lorsque l’on n’a
pas acce`s a` ces de´rive´es.
Soit donc u : R 7→ R une fonction inconnue, mais donne´e en n points
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qui satisfait P (xi) = u(xi) pour tout i = 1, . . . , n. Premie`rement, il est
utile de remarquer que ce proble`me a une solution unique si tous les xi sont
diffe´rents. Le the´ore`me suivant formalise le cadre de l’interpolation polyno-
miale.
The´ore`me 1.2 Soit un ensemble de n paires (xi, u(xi)). Si xi 6= xj pour
tout i 6= j, alors il existe un et un seul polynoˆme P (x) de degre´ au plus n− 1
qui satisfait P (xi) = u(xi) pour i = 1, . . . , n.
La formule de Lagrange permet de calculer directement le polynoˆme d’in-
terpolation. Pour la de´river, de´finissons d’abord la fonction
li(x) =
(x− x1)(x− x2) · · · (x− xi−1)(x− xi+1) · · · (x− xn)




k 6=i(xi − xk)
.
Premie`rement remarquons que li(x) est un polynoˆme de degre´ n− 1. Il suffit
de remarquer que le de´nominateur n’est, en fait, rien d’autre qu’un nombre
re´el non nul. Ensuite, nous voyons que li satisfait
li(xi) = 1
li(xk) = 0 pour tout k 6= i.





est la solution unique de notre proble`me. C’est ce qu’on appelle le polynoˆme
d’interpolation de Lagrange. La formule est aise´e a` de´river mais requiert
ne´anmoins pas mal de calculs. Lorsque l’on voudra obtenir une approxima-
tion polynomiale en re´duisant le nombre de calculs, on utilisera la formule
de Newton (vue dans le cours de me´thodes nume´riques). Cependant le fait
que la formule de Lagrange soit une formule “ferme´e” est tre`s utile lorsque
l’on veut l’appliquer de manie`re the´orique.
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Exemple 1.1 Conside´rons les points (0, 4), (2, 0), (3, 1) et tentons de faire
passer un polynoˆme quadratique par ces trois points. Nous de´finissons suc-



















Nous pouvons ve´rifier par exemple que l1(0) = 1, l1(2) = 0, l1(3) = 0. Il nous
est maintenant possible de construire un polynoˆme quadratique passant par




(x2 − 5x+ 6) + 1
3
(x2 − 2x)
= x2 − 4x+ 4
= (x− 2)2.
Nous pouvons ve´rifier que P (x) passe bien par les trois points annonce´s
initialement.
Il est important de savoir quelle est l’erreur que l’on fait sur la fonction
u(x) lorsque l’on utilise P (x) a` sa place. En d’autres termes, on s’inte´resse a`
la fonction e(x) = u(x)−P (x). Le the´ore`me suivant indique l’erreur re´alise´e.
The´ore`me 1.3 Soit u : R 7→ R et P (x) un polynoˆme interpolant les points
(x1, u(x1)), . . . , (xn, u(xn)). Si on suppose que xi ∈ [a, b] pour tout i, et que
u(x) est n fois continuˆment de´rivable sur [a, b], alors pour tout x ∈ [a, b], il
existe ξ ∈ [a, b] tel que
e(x) = u(x)− P (x) = u
(n)(ξ)
n!
(x− x1) · · · (x− xn). (1.2)
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Figure 1.1 – Un nuage de points (xi, u(xi))
1.3 Approximation
Pour l’interpolation , nous avons contraint la fonction recherche´e a` passer
par les points (x1, u(x1)), . . . , (xn, u(xn)). Dans certaines situations, c’est en
effet crucial. Mais quelle serait notre attitude si nous savions que certaines
donne´es sont entaˆche´es d’erreurs ? C’est souvent le cas quand, par exemple,
on recherche une fonction qui pre´dit au mieux un phe´nome`ne pour lequel on
dispose de mesures expe´rimentales. Les mesures expe´rimentales e´tant, par
essence, impre´cises, il y aura lieu d’essayer de lisser les erreurs faites lors des
mesures. C’est le sujet de cette section.
1.3.1 Re´gression line´aire
Conside´rons le nuage de points donne´s dans la Figure 1.1. A l’oeil nu, il
semble que les points suivent une relation plus ou moins line´aire. L’interpo-
lation polynomiale et l’interpolation par spline cubique sont repre´sente´es sur
la Figure 1.2. Il apparaˆıt clairement que la relation qu’elles donnent sont peu
satisfaisantes du point de vue de la pre´diction. Les courbes de´pendent en effet
trop des mesures particulie`res conside´re´es ici. Le proble`me de la re´gression
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Figure 1.2 – L’interpolation polynomiale (en trait plein) et la spline cubique
(en pointille´s) interpolant le nuage
line´aire va eˆtre de trouver une relation line´aire qui de´crit au mieux le nuage
de points. Plus pre´cise´ment, on part des points (x1, u(x1)), . . . , (xn, u(xn)),
et on cherche les coefficients a et b d’une droite y = ax + b tels que l’on
a axi + b ≈ u(xi) pour tout i. Comme nous l’avons vu pour l’interpola-
tion polynomiale, si on a deux points, on peut trouver a et b tels que l’on
a a` chaque fois une e´galite´. Mais en ge´ne´ral, si on a plus de deux points,
pour chaque abscisse xi, nous introduisons une erreur ei = axi + b − u(xi).
Il faut alors minimiser cette erreur selon un crite`re pre´cis. Un crite`re par-
ticulie`rement populaire (parce que relativement aise´ a` mettre en oeuvre)
consiste a` trouver a et b qui minimisent la somme des carre´s des erreurs, a`




i . Il s’agit d’un bon crite`re car a` la fois les erreurs
positives et ne´gatives sont compte´es positivement. De plus, cela pe´nalise les
fortes erreurs. On peut supposer que la courbe qui en re´sultera passera au
mieux entre les points. Remarquons que ce crite`re peut ne pas eˆtre le bon
choix si on sait que certaines mesures peuvent eˆtre entaˆche´es de tre`s grosses
erreurs dont il faudrait, ide´alement, ne pas tenir compte. Taˆchons a` pre´sent,
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(axi + b− u(xi))2.
La fonction est certainement deux fois continuˆment de´rivable. Une condition











2xi(axi + b− u(xi)) = 0
n∑
i=1
2(axi + b− u(xi)) = 0.
Remarquons que, comme a et b sont nos variables, le syste`me est en re´alite´
























Ces e´quations sont appele´es les e´quations normales. Il est possible de montrer
que la solution de ces e´quations fournit bien la solution qui minimise la
fonction E(a, b). Applique´ a` l’exemple du de´but de la section, on obtient la
droite repre´sente´e sur la Figure 1.3.
1.3.2 Re´gression non line´aire
La me´thode que l’on a vue dans le paragraphe pre´ce´dent peut eˆtre ap-
plique´e a` n’importe quel ensemble de fonctions de base, du moment que
celles-ci sont line´airement inde´pendantes. On peut alors appliquer les meˆmes
approches, a` savoir, annuler les de´rive´es partielles de la fonction erreur pour
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Figure 1.3 – La re´gression line´aire approximant le nuage de points
chaque parame`tre. Imaginons que nous souhaitions trouver les meilleurs co-





approxime au mieux les points (xi, u(xi)). Ici on suppose que les fonctions
φ1(x), . . . , φm(x) sont line´airement inde´pendantes. On de´finit la fonction er-
reur







Comme on cherche a` minimiser E, les syste`me d’e´quations normales est donne´
par le calcul de
∂E(a1, . . . , am)
∂a1
= 0, , . . . , ,




En calculant les de´rive´es partielles, on trouve







































qu’on appelle le syste`me d’e´quations normales.
1.3.3 Choix de la base de fonctions
Un choix courant de fonctions de base pour effectuer une re´gression est de
conside´rer des polynoˆmes. On parlera ainsi de re´gression quadratique lorsque
l’on cherche le meilleur polynoˆme quadratique approximant un nuage de
points. Lorsque l’on fait tendre le degre´ du polynoˆme qui approxime un nuage
de points vers l’infini, on obtient a` un moment donne´ l’interpolation exacte
du nuage de points. Nous avons vu cependant qu’il est souvent dangereux
d’utiliser des polynoˆmes de degre´ trop e´leve´ car cela me`ne a` des oscillations
non de´sire´es dans le comportement de la fonction recherche´e. On pre´fe´rera
en ge´ne´ral approximer un phe´nome`ne par des polynoˆmes de petit degre´.
Bien que l’approximation par des polynoˆmes de haut degre´ soit de´conseille´e,
nous allons nous inte´resser dans cette section a` la re´solution nume´rique des
e´quations normales dans le cas d’un grand nombre de fonctions. Il apparaˆıt
en effet que si l’on ne choisit pas la base de fonctions avec pre´caution, le
syste`me des e´quations normales peut eˆtre mal conditionne´ et fort sujet aux
proble`mes nume´riques. Imaginons que l’on cherche le polynoˆme de degre´ 5
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Figure 1.4 – Les 5 monoˆmes de base sont de plus en plus similaires
qui approxime au mieux un nuage de points. Un choix naturel est d’e´crire le





2 + a1x+ a0.
Cela consiste, de manie`re e´quivalente, a` conside´rer que les 6 fonctions de
base sont x5, x4, . . . , x, 1. Il s’agit en ge´ne´ral d’un mauvais choix du point de
vue nume´rique. En effet, si on conside`re les polynoˆmes sur l’intervalle [0, 1],
on peut voir sur la Figure 1.4 que les polynoˆmes choisis sont beaucoup trop
similaires. On aura en ge´ne´ral un syste`me line´aire dont le de´terminant est
trop proche de 0. Nous verrons dans le chapitre sur la re´solution de syste`mes
line´aires que ces syste`mes sont mal conditionne´s et difficiles a` re´soudre. Il sera,
par contre, plus judicieux d’utiliser une base de polynoˆmes orthogonaux. Il
existe toute une se´rie de familles de polynoˆmes orthogonaux qui peuvent eˆtre
un bon choix pour calculer les coefficients. Nous avons de´ja` vu dans le cours
de me´thodes nume´riques une famille de polynoˆmes orthogonaux. Il s’agit des
polynoˆmes de Chebyshev. Sur la Figure 1.5, les cinq premiers polynoˆmes de
Chebyshev sont repre´sente´s. On voit que les polynoˆmes sont moins similaires
que les monoˆmes qu’il aurait e´te´ naturel de choisir.
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Figure 1.5 – Les 5 premiers polynoˆmes de Chebyshev sont plus diffe´rents
1.3.4 Re´gression polynomiale
Dans les sections pre´ce´dentes, nous avons montre´ comment on peut trou-
ver la meilleure fonction approximant un nuage de points, lorsque l’on connaˆıt
a priori la forme de la fonction recherche´e. Dans certaines applications, on
recherche le meilleur polynoˆme sans savoir a priori le degre´ approprie´ que l’on
souhaite. Il est alors utile de pouvoir re´soudre plusieurs fois les e´quations nor-
males tre`s rapidement pour de´terminer finalement quel est le degre´ optimal.
Nous allons de´velopper dans cette section une fac¸on de faire qui utilise effica-
cement les polynoˆmes orthogonaux. Dans un premier temps, nous montrons
que le calcul de la variance de l’erreur peut nous permettre de de´terminer le
degre´ optimal. Ensuite, nous de´finissons le type de polynoˆmes orthogonaux
dont nous avons besoin et montrons finalement que leur utilisation permet
de simplifier grandement les calculs successifs.
Supposons que nous disposions de n points expe´rimentaux. Nous savons
qu’un polynoˆme de degre´ n− 1 passe exactement par tous ces points. Il est
e´galement fre´quent que ce polynoˆme admette des oscillations peu souhai-
tables. Il est donc pre´fe´rable de conside´rer les polynoˆmes de degre´ infe´rieur
qui approximent au mieux tous ces points. Mais si le degre´ choisi est trop bas,
il se peut que la solution aux e´quations normales soit e´galement peu satisfai-
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sante. On peut the´oriquement penser calculer toutes les solutions pour tous
les degre´s infe´rieurs a` n − 1. Cela nous donne une suite de polynoˆmes qj(x)













2 > · · · > σ2n−1 = 0.
Une fac¸on de trouver le degre´ optimal est de re´aliser que, tant que le po-
lynoˆme de degre´ j n’est pas satisfaisant, la variance σ2j+1  σ2j . Si on a, par
contre, σ2j+1 ≈ σ2j , il y a peu d’inte´reˆt a` conside´rer un polynoˆme de degre´ plus
e´leve´ que j. L’approche, pour de´terminer le degre´ optimal, est donc de cal-
culer les variances successives σ20, σ
2
1, . . . et de s’arreˆter lorsque les variances
ne diminuent plus significativement. Nous allons maintenant de´velopper la
the´orie des polynoˆmes orthogonaux qui nous permettra plus tard de calculer
les variances de manie`re tre`s rapide.
De´finition 1.2 Le produit scalaire de deux polynoˆmes 〈f, g〉 est une ope´ration
qui satisfait les proprie´te´s suivantes
(i) 〈f, g〉 = 〈g, f〉
(ii) 〈f, f〉 ≥ 0 et 〈f, f〉 = 0 =⇒ f = 0
(iii) 〈af, g〉 = a〈f, g〉 pour tout a ∈ R
(iv) 〈f, g + h〉 = 〈f, g〉+ 〈f, h〉
Fixons a` pre´sent les abscisses x1, . . . , xn et de´finissons l’ope´ration, de´finie




Il est aise´ de ve´rifier que l’ope´ration satisfait toutes les proprie´te´s du produit
scalaire de la De´finition 1.2 excepte´ la proprie´te´ (ii). Cependant, si on se
restreint aux polynoˆmes de degre´ infe´rieur ou e´gal a` n − 1, la proprie´te´ (ii)
est e´galement satisfaite. Dans la suite de la section, nous de´finissons de`s
lors notre produit scalaire comme 〈f, g〉 = ∑ni=1 p(xi)q(xi). Nous pouvons a`
pre´sent de´finir ce qu’est un syste`me de polynoˆmes orthogonaux.
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De´finition 1.3 L’ensemble de polynoˆmes (p0, . . . , pt) est un syste`me de po-
lynoˆmes orthogonaux si
〈pi, pj〉 = 0
pour tout i 6= j.
Remarquons que cette de´finition est valable pour tout produit scalaire choisi.
On peut construire une famille de polynoˆmes orthogonaux en utilisant la
formule de re´currence suivante.
Proposition 1.1 La construction
p0(x) = 1
p1(x) = x− α0








fournit une famille (p0, . . . , pk) de polynoˆmes orthogonaux pour tout k.
La preuve de cette proposition est laisse´e comme exercice. La proposition
nous permet, en particulier, de construire une famille orthogonale pour notre
produit scalaire 〈p, q〉. Nous allons montrer que la construction de cette fa-
mille nous permet de re´aliser toutes les ope´rations qui nous inte´ressent de
manie`re efficace.
Retournons au proble`me des moindres carre´s, et en particulier aux e´quations
normales (1.3)-(1.4). Utilisant notre de´finition du produit scalaire, on voit
qu’on peut re´e´crire le syste`me, en utilisant p0, . . . , pk comme fonctions de
base, comme
〈p0, p0〉 〈p0, p1〉 · · · 〈p0, pk〉
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Mais comme notre syste`me de fonctions de base est orthogonal, on en de´duit
que le syste`me (1.7) prend l’expression tre`s simple
〈p0, p0〉 0 · · · 0






















〈pi, pi〉 . (1.8)
Il est particulie`rement important, a` ce stade, de noter que les coefficients ai
ne de´pendent pas du nombre de polynoˆmes dans la base (ce qui ne serait pas
le cas si nous n’avions pas utilise´ une base orthogonale). Nous avons donc,





et que les diffe´rentes approximations aux moindres carre´s de degre´ infe´rieur
proviennent exactement de la meˆme somme (1.9) ou` cette dernie`re est sim-
plement tronque´e. Nous nous occupons a` pre´sent de calculer les variances
successives σ20, σ
2
1, . . . Pour ce faire, nous utilisons le re´sultat suivant.
Proposition 1.2 L’ensemble de polynoˆmes (p0, . . . , pj, u−qj) est un syste`me
orthogonal pour tout 0 ≤ j ≤ n− 1.
De´monstration: Il nous suffit de prouver que le dernier polynoˆme que nous
avons ajoute´, a` savoir u− qj, est orthogonal a` tous les autres. En effet, on a




= 〈u, pk〉 − ak〈pk, pk〉
= 0
ou` la dernie`re e´galite´ est obtenue en conside´rant (1.8).
1.3. APPROXIMATION 15




















〈u− qk, u− qk〉
=
1
n− k (〈u− qk, u〉 − 〈u− qk, qk〉).
En utilisant la Proposition 1.2 et le fait que qk =
∑k
i=0 aipi, on en de´duit que




















Le calcul des variances ne de´pend, a` nouveau, pas du degre´ final approprie´.
On peut donc les calculer successivement jusqu’a` obtenir des variances qui
ne de´croissent plus significativement. Et dans ce cas, le degre´ du polynoˆme
est satisfaisant.






Lorsque l’on dispose de la forme analytique d’une fonction, il est sou-
vent possible de la de´river analytiquement. C’est souvent une bonne fac¸on de
faire afin d’obtenir ses de´rive´es nume´riques en diffe´rents points. Il peut arriver
ne´anmoins que la forme analytique d’une de´rive´e soit etreˆmement lourde a`
manipuler. Dans ce cas, il peut eˆtre pre´fe´rable de pouvoir e´valuer une de´rive´e
par des me´thodes nume´riques. De meˆme, il arrive que la forme analytique
d’une fonction ne soit pas connue mais que l’on souhaite tout de meˆme dis-
poser d’une e´valuation nume´rique de sa de´rive´e. C’est le cas, par exemple,
lorsque la fonction qui nous inte´resse provient de la solution d’un proble`me ou
d’une simulation. Dans ce cas, seule une e´valuation nume´rique de la de´rive´e
peut eˆtre re´alise´e. Nous allons voir dans ce chapitre que l’e´valuation d’une
de´rive´e, bien que simple conceptuellement, est assez ardue du point de vue
nume´rique. En particulier, de nombreuses erreurs d’arrondi viennent pertur-
ber l’application de formules intuitives simples. Nous verrons que, si l’on
peut calculer la valeur d’une fonction avec n chiffres significatifs, il est ce-
pendant difficile d’obtenir la meˆme pre´cision dans le calcul d’une de´rive´e.
Nous pourrons ne´anmoins gagner de la pre´cision en appliquant l’extrapola-
tion de Richardson. Cette tre`s importante technique sera e´galement utilise´e
pour ame´liorer la pre´cision dans le cas de l’inte´gration nume´rique et dans le
17
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cas de la re´solution d’e´quations diffe´rentielles ordinaires.
2.1.2 Me´thode na¨ıve d’ordre 1
Dans le reste de la section sur la de´rivation nume´rique, une fonction f :
R 7→ R nous est donne´e. Notre taˆche est d’e´valuer sa de´rive´e f ′(x) en un
point x fixe´. Rappelons la de´finition de la de´rive´e f ′(x)




Partant de cette formule, une de´finition alternative est bien suˆr de conside´rer
un pas h se rapprochant de 0. On aura donc





La me´thode la plus simple pour e´valuer une de´rive´e est donc de tabuler les
valeurs f(x+h)−f(x)
h
pour diffe´rentes valeurs de h. On s’attend a` ce que, plus la
valeur de h se rapproche de 0, plus l’approximation de la de´rive´e soit pre´cise.
Ceci est exprime´ dans la proposition suivante
Proposition 2.1 Soit une fonction f deux fois de´rivable dont on souhaite
e´valuer la de´rive´e en x. On de´finit l’erreur comme E(h) := f(x+h)−f(x)
h
−f ′(x).




De´monstration: Par un de´veloppement de Taylor, on obtient f(x + h) =
f(x) + hf ′(x) + h
2
2






























Table 2.1 – L’erreur sur le calcul de la de´rive´e f ′(1) en fonction du pas
La the´orie nous dit donc que la me´thode converge line´airement vers la de´rive´e
recherche´e. L’exemple suivant va nous montrer que, malheureusement, les
erreurs d’arrondi vont empeˆcher la Proposition 2.1 de s’appliquer en pratique.
Exemple 2.1 Calculons la de´rive´e de f(x) = x4 en x = 1. La the´orie nous
dit que l’on doit avoir f ′(1) = 4. Si on calcule f(x+h)−f(x)
h
pour toutes les
puissances ne´gatives de 10, on obtient le tableau 2.1. Pre´cisons que les calculs
sont effectue´s avec un epsilon machine de 2 10−16. La Figure 2.1 repre´sente
un graphe logarithmique de l’erreur en fonction de h. On voit que la meilleure
erreur est obtenue pour h = 10−8. De plus, malgre´ des ope´rations pre´cises a`
16 de´cimales, on ne parvient pas a` avoir une pre´cision de plus de 8 de´cimales
sur la valeur de la de´rive´e. La de´gradation, meˆme pour une fonction aussi
banale, est donc flagrante.
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Figure 2.1 – Graphe logarithmique de l’erreur de calcul lors de l’e´valuation
de f ′(1)
2.1.3 Diffe´rences centre´es
Il est possible d’adapter le´ge`rement la me´thode pre´ce´dente pour obtenir
une approximation d’ordre 2 qui est e´galement moins sensible aux erreurs
d’arrondi. Cependant, pour se de´barrasser totalement du proble`me d’insta-
bilite´ nume´rique duˆ aux erreurs d’arrondi, il faudra utiliser l’extrapolation
de Richardson que nous de´velopperons dans la Section 2.2.
Dans le cas de diffe´rences centre´es, on e´value la fonction f en x + h et
en x − h. La droite reliant ces deux points a une pente qui approxime la
de´rive´e de f en x. Il s’agit en ge´ne´ral d’une meilleure approximation que
celle que nous avons de´veloppe´e dans la section pre´ce´dente. La Figure 2.2
illustre ce fait. En pointille´s, les diffe´rences centre´es approximent mieux que
l’expression traditionnelle en trait plein. La Proposition suivante donne la
formule exacte et montre qu’il s’agit d’une me´thode d’ordre 2.
Proposition 2.2 Soit f une fonction trois fois continuˆment de´rivable. La
suite f(x+h)−f(x−h)
2h
converge vers f ′(x) et jouit d’une convergence d’ordre 2.
De´monstration: Nous de´veloppons f en se´rie de Taylor autour de x pour
e´valuer f(x+ h) et f(x− h). On obtient donc respectivement


















Figure 2.2 – Comparaison entre les diffe´rences centre´es (pointille´s) et la
me´thode na¨ıve (trait plein)
avec ξ+ ∈ [x, x+ h] et ξ− ∈ [x− h, x]. En effectuant (2.1)− (2.2), les termes
f(x) et en h2 se simplifient et on obtient de`s lors
f ′(x) =
f(x+ h)− f(x− h)
2h
− f
′′′(ξ+) + f ′′′(ξ−)
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h2.
Comme f ′′′ est continue, on peut trouver une valeur ξ ∈ [ξ−, ξ+] telle que
f ′′′(ξ) = (f ′′′(ξ+) + f ′′′(ξ−))/2. On obtient donc finalement
f ′(x) =






ce qui prouve a` la fois la convergence et l’ordre quadratique.
Exemple 2.2 Nous calculons a` nouveau f ′(1) ou` f(x) = x4. Cette fois, nous
utilisons la me´thode des diffe´rences centre´es. Les re´sultats sont reporte´s dans
le Tableau 2.2.
On peut obtenir une me´thode d’ordre 4 si on utilise l’e´valuation de la fonction
f en deux points a` droite et deux points a` gauche. Cette me´thode est dite de
























Table 2.2 – Approximation de la de´rive´e de x4 en 1 par les diffe´rences
centre´es
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diffe´rences centre´es lorsque le choix des abscisses est syme´trique par rapport a`
x. La fac¸on la plus naturelle d’obtenir la formule est de conside´rer le polynoˆme
de degre´ 3 passant par les 4 points (x − 2h, f(x − 2h)), (x − h, f(x − h)),
(x + h, f(x + h)), et (x + 2h, f(x + 2h)) et de le de´river. Le re´sultat obtenu
est donne´ dans la Proposition suivante.
Proposition 2.3 Soit f une fonction cinq fois continuˆment de´rivable en x.
On a
f ′(x) =






Cette formule est dite de diffe´rence centre´e d’ordre 4.
2.1.4 Diffe´rences de´centre´es
Dans certains cas, il n’est pas possible de calculer la valeur de f des deux
coˆte´s de x. Il peut alors eˆtre utile d’approximer la de´rive´e en n’utilisant que
des e´valuations de f venant d’un seul coˆte´. La manie`re de proce´der dans ce
cas est identique. On fixe les abscisses ou` f est e´value´e. On calcule ensuite
le polynoˆme d’interpolation que l’on de´rive. Illustrons le processus pour le
choix d’abscisses x, x + h, x + 2h. En utilisant la formule d’interpolation de
Lagrange, le polynoˆme quadratique P interpolant (x, f(x)), (x+h, f(x+h))
et (x+ 2h, f(x+ 2h)) est donne´ par
P (t) = f(x)
(t− x− h)(t− x− 2h)
2h2
+ f(x+ h)
(t− x)(t− x− 2h)
−h2
+ f(x+ 2h)
(t− x)(t− x− h)
2h2
.








((t− x) + (t− x− h)).
Si on e´value en x, on obtient a` pre´sent
P ′(x) = −−3f(x) + 4f(x+ h)− f(x+ 2h)
2h
≈ f ′(x)
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qui est une formule dite de diffe´rence de´centre´e. On peut prouver que la
formule a une convergence quadratique. Il est inte´ressant de remarquer que les
formules de diffe´rences de´centre´es ne´cessitent plus d’e´valuations de fonctions
pour obtenir le meˆme ordre de convergence qu’une me´thode de diffe´rences
centre´es. On peut ainsi construire une me´thode d’ordre 4 qui ne´cessite l’e´va-
luation de f en 5 points.
2.1.5 De´rive´es d’ordre supe´rieur
Pour obtenir des formules d’approximation nume´rique des de´rive´es se-
condes ou d’ordre supe´rieur, on peut proce´der de manie`re totalement simi-
laire au cas des de´rive´es premie`res. Par exemple, on peut calculer le po-
lynoˆme d’interpolation de Lagrange que l’on de´rive plusieurs fois ensuite.
Pour de´terminer l’ordre de convergence, on se sert alors d’un de´veloppement
en se´rie de Taylor. La Proposition suivante de´termine une formule centre´e
d’ordre 2 qui calcule une approximation de la de´rive´e seconde de f en x.
Proposition 2.4 Soit f une fonction quatre fois continuˆment de´rivable en
x. On a
f ′′(x) =






De´monstration: Nous de´duisons d’abord l’approximation (2.4) en de´rivant
deux fois le polynoˆme d’interpolation de Lagrange. Nous prouverons ensuite
l’ordre de convergence en utilisant le de´veloppement de Taylor.
Le polynoˆme P (t) passant par les points (x, f(x)), (x − h, f(x − h)) et
(x+h, f(x+h)) peut eˆtre obtenu par la formule d’interpolation de Lagrange
comme
P (t) = f(x)
(t− x+ h)(t− x− h)
−h2 + f(x− h)
(t− x)(t− x− h)
2h2
+ f(x+ h)
(t− x)(t− x+ h)
2h2
.











En particulier, on a bien comme approximation
f ′′(x) ≈ P ′(x) = f(x+ h)− 2f(x) + f(x− h)
h2
.
A pre´sent que nous disposons de la forme de l’approximation de la de´rive´e
seconde, nous pouvons utiliser le de´veloppement en se´rie de Taylor de f
autour de x calcule´e en x−h et x+h pour de´terminer l’ordre de convergence
de l’approximation. Nous obtenons respectivement




















avec ξ− ∈ [x − h, x] et ξ+ ∈ [x, x + h]. Utilisant (2.4), nous de´duisons par
conse´quent que la combinaison (2.5) + (2.6)− 2f(x) permet de supprimer les
termes en f(x) et f ′(x). On obtient en effet
f(x− h) + f(x+ h)− 2f(x) = f ′′(x)h2 + f
(4)(ξ−) + f (4)(ξ+)
24
h4. (2.7)
Comme f (4) est continue par hypothe`se, on peut utiliser le the´ore`me de la
valeur interme´diaire. Il existe par conse´quent ξ ∈ [ξ−, ξ+] tel que f (4)(ξ) =
(f (4)(ξ−) + f (4)(ξ+))/2. On a donc finalement, en re´e´crivant (2.7)
f ′′(x) =






ce qui est le re´sultat de´sire´.
La formule centre´e pour le calcul d’une de´rive´e seconde est encore plus ra-
pidement de´grade´e par les erreurs d’arrondi comme l’indique la Table 2.3.
2.1.6 Calcul de l’erreur et choix du pas
Nous avons vu dans l’Exemple 2.1 que la stabilite´ nume´rique des approxi-
mations de la de´rive´e est tre`s mauvaise. Dans cette section, nous tentons de
























Table 2.3 – Calcul d’une de´rive´e seconde par une formule de diffe´rences
centre´es
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quantifier l’erreur introduite. Nous partons de la formule de diffe´rence centre´e
donne´e par la Proposition 2.2 et en particulier de (2.3). Nous avons donc
f ′(x) =






Cependant, nous ne disposons pas d’une valeur pre´cise de f(x + h) et de
f(x − h) mais de valeurs approche´es f˜(x + h) et f˜(x − h). On suppose que
l’erreur re´alise´e est de l’ordre de l’epsilon machine. On a donc f˜(x + h) =
f(x+h)(1+δ+) avec |δ+| ≤ M et f˜(x−h) = f(x−h)(1+δ−) avec |δ−| ≤ M
ou` M est l’epsilon machine. Notre approximation calcule´e de la derive´e peut
donc s’e´crire
f˜ ′h(x) ≈
f(x+ h)(1 + δ+)− f(x− h)(1− δ−)
2h
(1 + δ3),
si on suppose qu’une erreur (|δ3| ≤ M) est encore re´alise´e sur la soustraction
uniquement. La valeur absolue de l’erreur, en utilisant h comme pas, peut
donc eˆtre borne´e par
|E(h)| = |f ′(x)− f˜ ′h(x)| (2.8)












ou` |f(x)| ≤ C dans l’intervalle [x− h, x+ h] et |f ′′′(x)| ≤ D dans l’intervalle
[x− h, x+ h]. Nous repe´rons deux termes dans (2.9). Le premier correspond
a` l’erreur duˆe a` l’arithme´tique en virgule flottante (l’arrondi), tandis que le
deuxie`me terme correspond a` l’erreur duˆe a` l’approximation de la de´rive´e.
Nous voyons que leurs de´pendances respectives sont inverses. Plus le pas h
est petit, plus l’erreur d’approximation est petite et l’erreur d’arrondi grande.
Mais quand le pas h est grand, c’est le contraire.
Pour trouver, a` pre´sent, le pas qui donnera la plus petite erreur, il suffit










Dans le cas du calcul de f ′(x) = x4 en 1, on a que f(x) ≈ 1 dans l’inter-
valle [x−h, x+h]. On peut donc utiliser C = 1. Quant a` la de´rive´e troisie`me
de f , on a f ′′′(x) = 24x. On a donc D ≈ 24 sur l’intervalle. Rappelons que,
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dans le cas d’une arithme´tique “double pre´cision”, nous avons M = 2 10
−16.






10−16 ≈ 3.68 10−6.
Cela correspond bien au calcul reporte´ dans la Table 2.2. En effet, il appa-
raissait que, parmi les pas conside´re´s, le meilleur pas calcule´ e´tait h = 10−6.
2.2 Extrapolation de Richardson
2.2.1 Introduction
Jusqu’a` pre´sent, nous n’avons pu obtenir une estimation satisfaisante de
la de´rive´e d’une fonction. En effet, malgre´ un calcul en double pre´cision (avec
environ 16 de´cimales correctes), nous ne pouvons obtenir une approximation
de la de´rive´e ayant plus de 11 de´cimales correctes. Dans cette section, nous in-
troduisons la technique d’extrapolation de Richardson qui va nous permettre
de calculer une approximation de la de´rive´e avec 16 de´cimales correctes. La
technique expose´e ici est en re´alite´ extreˆmement ge´ne´rale et pourra s’appli-
quer e´galement au cas du calcul d’une inte´grale de´finie. C’est pourquoi nous
lui consacrons une section et nous l’exposons dans sa ge´ne´ralite´.
2.2.2 Extrapolation de Richardson
Conside´rons une quantite´ g que l’on souhaite e´valuer. Conside´rons, de







, . . . en progression ge´ome´trique. Nous avons, de plus, limh→0 g˜h =
g. La formule d’approximation g˜ est par exemple une formule de diffe´rences
centre´es qui approxime une de´rive´e. Dans ce cas-ci et dans d’autres cas
ge´ne´raux, on peut prouver que g˜ approxime g comme
g˜h = g + c1h+ c2h
2 + c3h
3 + · · · (2.10)
On voit que l’on dispose d’une approximation de g d’ordre line´aire. Graˆce
a` d’astucieuses combinaisons line´aires, nous allons eˆtre capable de cre´er une
approximation de g plus pre´cise que toutes celles dont nous disposons jusque
la` et ce, sans calculer de nouvelles approximations g˜.
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Nous disposons donc, au de´part, d’une se´rie d’approximations de g qui
convergent line´airement. Voyons a` pre´sent comment nous pouvons obte-
nir une suite qui converge quadratiquement. Ecrivons (2.10) pour deux pas
conse´cutifs. Nous avons
g˜h = g + c1h+ c2h
2 + c3h
3 + · · · (2.11)
g˜h
2









+ · · · (2.12)
Pour se de´barrasser du terme en h, il suffit d’effectuer −1
2
(2.11) + (2.12).














3 + · · · (2.13)




g˜h). En re´alisant une
telle combinaison line´aire pour toute paire d’approximations conse´cutives,
on obtient une nouvelle suite d’approximations. Mais cette suite converge
quadratiquement vers g. Trouver cette combinaison line´aire ade´quate qui
permet de se de´barrasser du terme d’ordre infe´rieur est ce qu’on appelle
l’extrapolation de Richardson.
Nous ne sommes pas oblige´s de nous arreˆter en si bon chemin. Il est
aussi possible de se de´barrasser du terme d’ordre quadratique et d’obtenir
une se´rie d’approximations qui converge cubiquement vers g. Pour ce faire,
nous conside´rons la forme (2.13) e´crite pour la paire h et h/2 ainsi que (2.13)
e´crite pour la paire h/2 et h/4. Cela nous donne respectivement
(2gh
2

















3 + · · · (2.15)



















3 + · · · (2.16)
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qui converge cubiquement vers g.
Nous pouvons bien entendu re´pe´ter le processus a` l’infini. Quelques re-
marques s’imposent. Dans toute la pre´sentation de la me´thode, nous avons
conside´re´ des pas qui se divisent a` chaque fois par 2. Le processus peut bien
entendu eˆtre applique´ avec des poids qui se divisent par 3 ou par 10, ou
par n’importe quelle constante. Dans ce cas, la combinaison line´aire qui per-
met de se de´barrasser du terme d’ordre infe´rieur change e´galement. On peut
meˆme imaginer proce´der a` l’extrapolation de Richardson sur des pas qui ne
sont pas en progression ge´ome´trique. Mais alors, les combinaisons line´aires
qui permettent d’annuler le terme d’ordre infe´rieur sont a` recalculer pour
chaque paire de points.
Pour mieux visualiser l’extrapolation de Richardson, on peut e´galement
la repre´senter “graphiquement”. Pour ce faire, introduisons tout d’abord
quelques notations. On note par Gi,0 = g˜ h
2i
. Le 0 indique que l’on a supprime´
le terme d’ordre 0 et que les approximations sont d’ordre 1. Ensuite, on va
noter par Gi,j les approximations de g ou` l’on a supprime´ le terme d’ordre j




. L’expression (2.13) nous donne donc
Gi,1 = 2Gi,0 −Gi−1,0.
La Proposition suivante indique comment on obtient l’extrapolation pour j
arbitraire. Nous l’acceptons sans de´monstration.







Remarquons que la Proposition est bien en ade´quation avec les formules
(2.13) et (2.16) que nous avions trouve´es plus toˆt. Nous pouvons positionner
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G3,0 → G3,1 → G3,2 → G3,3
↘ ↘ ↘ ↘
h
16
G4,0 → G4,1 → G4,2 → G4,3 → G4,4
O(h) O(h2) O(h3) O(h4) O(h5)
(2.17)
2.2.3 Application au calcul de la de´rive´e nume´rique
Dans cette section, nous allons appliquer l’extrapolation de Richardson
au cas du calcul de la de´rive´e d’une fonction f . Pour ce faire, nous partons
de la formule de diffe´rences centre´es (2.3)
f ′(x) =






Lors de la pre´sentation de l’extrapolaton de Richardson, nous cherchions a`
approximer g. Cette fois, notre g est en re´alite´ f ′(x). Remarquons e´galement
que, dans (2.18), il n’y a pas de terme en h. On peut prouver qu’il en est
ainsi de tout terme de puissance impaire de h. Pour supprimer le terme en
h2 de (2.18), il faut d’abord conside´rer (2.18) e´crite pour h et pour h/2. On
a ainsi
f ′(x) =



















A pre´sent en effectuant (2.20)− 1
4
(2.19), on obtient une nouvelle approxima-
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h Gi,0 Gi,1 Gi,2
10−1 4.04
10−2 4.0004 4.000000000000000
10−3 4.00000399999972 3.99999999999972 3.99999999999972
Table 2.4 – Extrapolation de Richardson aux diffe´rences centre´es pour
f(x) = x4.
h Gi,0 Gi,1 Gi,2 Gi,3
2−1 1.0421906109874948
2−2 1.0104492672326730 0.9998688193143991
2−3 1.0026062019289235 0.9999918468276737 1.0000000486618921
2−4 1.0006511688350699 0.9999994911371187 1.0000000007577483 0.9999999999973651
2−5 1.0001627683641381 0.9999999682071609 1.0000000000118303 0.9999999999999903
Table 2.5 – Extrapolation de Richardson pour le calcul de f ′(x) = ex en 0
On voit qu’on a simplement applique´ la Proposition 2.5 en sautant la premie`re
e´tape en profitant du fait qu’aucun terme d’ordre h n’existait au de´part. Si
on veut obtenir une meilleure approximation de la de´rive´e, on peut continuer
a` appliquer le proce´de´ (2.17) en sautant chaque e´tape correspondant a` la
suppression d’un terme d’ordre impair.
Exemple 2.3 Revenons au calcul de la de´rive´e de f(x) = x4 calcule´e en 1.
Dans les sections pre´ce´dentes, nous n’avons pu obtenir plus de 11 de´cimales
correctes meˆme en calculant avec une double pre´cision (16 de´cimales). Ap-
pliquons a` pre´sent l’extrapolation de Richardson aux diffe´rences centre´es ob-
tenues pre´ce´demment. On obtient le Tableau 2.4. On voit que le premier
e´le´ment calcule´ par l’extrapolation de Richardson est de´ja` correct avec toutes
les de´cimales. Les e´le´ments suivants du tableau sont moins corrects car de´ja`
infecte´s par des erreurs d’arrondi. Ceci dit, le cas d’un polynoˆme est “trop
facile” pour l’extrapolation. Pour voir sa puissance sur d’autres fonctions,
conside´rons le calcul de la de´rive´e de g(x) = ex en x = 0, ce qui doit lo-
giquement faire 1. Le calcul de l’extrapolation de Richardson a` partir des
diffe´rences centre´es est reporte´ dans la Table 2.5.
Cette fois, nous avons choisi des puissances successives de 2 comme pas






f(x)dx repre´sente l’aire de la surface comprise entre f et
l’axe des abscisses
afin que les valeurs initiales ne soient pas entaˆche´es d’erreurs d’arrondi. On
voit que les approximations successives convergent tre`s rapidement vers la
solution 1. Remarquons, a` ce sujet, que la cinquie`me colonne (non pre´sente
dans le tableau) indiquerait une valeur exacte a` 16 de´cimales.
2.3 Inte´gration nume´rique
Nous cherchons a` e´valuer
∫ b
a
f(x)dx. Remarquons ici que nous nous occu-
pons uniquement du calcul d’une inte´grale de´finie pour laquelle une valeur
existe. Pour ce faire, toutes les me´thodes que nous allons mettre au point
tentent d’approximer l’aire de la surface sous la courbe f(x) entre a et b
(voir Figure 2.3). Les techniques que nous utilisons dans cette section sont
tre`s similaires au cas du calcul de la de´rive´e : approximation de f par un po-
lynoˆme, utilisation d’un pas h tendant vers 0 et extrapolation de Richardson.
Nous commenc¸ons par les me´thodes approximant f par un polynoˆme.












Figure 2.4 – La me´thode des trape`zes approxime f par une droite et calcule
l’aire du trape`ze ainsi ge´ne´re´
2.3.1 Me´thodes de Newton-Cotes
Dans les me´thodes de Newton-Cotes, on divise l’intervalle d’inte´gration en
n−1 sous-intervalles e´gaux a` partir des n points a = x1, x2, x3, . . . , xn−1, xn =
b. Ensuite, on calcule le polynoˆme d’interpolation de degre´ n−1 qui passe par
ces n points et on inte`gre ce polynoˆme. Le degre´ de pre´cision d’une me´thode
est le degre´ maximum p d’un polynoˆme qui est inte´gre´ de manie`re exacte par
la me´thode. Nous allons prouver que lorsque les points sont e´quidistants, les
formules que l’on obtient sont des sommes ponde´re´es des f(xi) multiplie´es
par la taille de l’intervalle (b− a).
La me´thode la plus simple de ce type est la me´thode des trape`zes. Nous
conside´rons les deux points a et b de l’intervalle et approximons f par la droite
reliant (a, f(a)) a` (b, f(b)). L’aire de ce “trape`ze” est e´gale a` (b−a)
2
(f(a)+f(b)).
Il s’agit d’une me´thode dont le degre´ de pre´cision est 1. En effet, toutes les
droites sont inte´gre´es exactement par la me´thode. La Figure 2.4 repre´sente
l’intuition ge´ome´trique de la me´thode.
La me´thode d’ordre 2 consiste a` prendre deux intervalles e´quidistants,
c’est-a`-dire trois points a, x2 =
a+b
2
, b. Par interpolation, on trouve le po-
lynoˆme quadratique qui passe par ces trois points et on l’inte`gre. Par la
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(a− x2)(a− b) + f(x2)
(x− a)(x− b)
(x2 − a)(x2 − b)
+ f(x3)
(x− a)(x− x2)






(2f(a)(x− x2)(x− b)− 4f(x2)(x− a)(x− b)





















































Cette formule est connue sous le nom de me´thode de Simpson. Son degre´ de
pre´cision est 3, c’est-a`-dire que, bien que partant d’une interpolation quadra-
tique, elle inte`gre parfaitement tous les polynoˆmes ayant un degre´ jusque 3.
L’interpre´tation ge´ome´trique de la formule est donne´e dans la Figure 2.5.
En utilisant plus de points, on peut bien entendu inte´grer un polynoˆme de
degre´ plus e´leve´. Dans ce cas, le degre´ de pre´cision sera lui aussi plus e´leve´.
Cependant les coefficients qui apparaissent dans les formules deviennent tre`s
de´se´quilibre´s et rendent les formules peu stables du point de vue nume´rique.
A titre d’illustration, on obtient les formules suivantes.∫ b
a








































































Figure 2.5 – La me´thode de Simpson approxime f par la courbe en pointille´s
et calcule l’aire sous cette courbe
2.3.2 Juxtaposition d’intervalles
On applique rarement une re`gle de Newton-Cotes a` l’entie`rete´ de l’inter-
valle. Il sera, en ge´ne´ral, plus judicieux de subdiviser l’intervalle [a, b] en plu-
sieurs sous-intervalles et d’appliquer une re`gle de Newton-Cotes pour chaque
sous-intervalle. Par exemple, si on subdivise l’intervalle de de´part en n sous-
intervalles pour lesquels une me´thode de Simpson doit eˆtre applique´e, nous
obtenons donc 2n + 1 points a = x0, x1, x2, . . . , x2n−1, x2n = b. Pour chaque
intervalle [x2k, x2k+2], nous appliquons la formule de Simpson. Nous obtenons



























(f(a) + 4f(x1) + 2f(x2) + 4f(x3) + 2f(x4) + · · ·+ f(b)).













































































Figure 2.6 – La me´thode composite des trape`zes
Si on note par h, l’e´cart entre deux abscisses conse´cutives, la formule de




(f(a) + 4f(a+ h) + 2f(a+ 2h) + · · ·+ 4f(b− h) + f(b)).
Similairement, on peut e´crire une formule composite pour la me´thode des
trape`zes. On subdivise l’intervalle [a, b] en n intervalles e´gaux. On a donc
n + 1 points a = x0, x1, x2 . . . , xn = b. Pour chaque intervalle [xi, xi+1], on
approxime l’inte´grale de f par l’aire d’un trape`ze. En de´notant par h l’e´cart





dite me´thode composite des trape`zes. La Figure 2.6 indique l’intuition ge´ome´trique
de la me´thode.
2.3.3 Analyse de l’erreur
Dans cette section, nous de´terminons l’ordre de convergence des me´thodes
composites. Il est, en effet, inte´ressant de connaˆıtre la rapidite´ des me´thodes
que nous mettons en oeuvre. Cela nous permettra plus tard e´galement d’ap-
pliquer l’extrapolation de Richardson afin d’acce´le´rer encore la convergence
vers la valeur re´elle de l’inte´grale. Nous pre´sentons dans le de´tail l’analyse de
l’erreur dans le cas d’une formule composite des trape`zes.
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f(x)dx et soit Th l’approximation obtenue par la me´thode com-
posite des trape`zes avec un pas h. On a
I − Th = − 1
12
(b− a)h2f ′′(ξ)
pour ξ ∈ [a, b].
De´monstration: Nous allons tout d’abord analyser l’erreur commise sur chaque




compare´e a` son approximation par l’aire d’un trape`ze h
2
(f(a)+f(a+h)). Par
line´arite´ de l’inte´grale, l’erreur commise en comparant ces deux inte´grales est
exactement e´gale a` l’inte´grale de l’erreur d’interpolation commise en utilisant
le polynoˆme de degre´ 1. De´notons donc l’erreur d’interpolation par E(t). Elle
repre´sente donc l’erreur commise lorsqu’on remplace f(x) par le polynoˆme
de degre´ 1 obtenu par l’interpolation line´aire des points (a, f(a)) et (b, f(b)).




(t− a)(t− a− h),
ou` ξt de´pend de t et se trouve dans l’intervalle [a, a+ h]. On peut e´galement
prouver que ξt de´pend de manie`re continue de t. De plus (t−a)(t−a−h) ne
change pas de signe sur l’intervalle [a, a+ h]. On peut donc utiliser le lemme
suivant.
Lemme Soient f et g deux fonctions continues dont g ne change pas de signe






g(t)dt pour un certain ξ ∈ [t0, t1].
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Cette dernie`re expression ne de´pend pas de l’intervalle pre´cis choisi. Il existe
donc ζi ∈ [xi, xi + h] tel que l’erreur sur [xi, xi + h] est donne´e par (2.21).












On a, par ailleurs, que h = b−a
n


















On obtient (2.23) par le the´ore`me de la moyenne. On a donc ξ ∈ [a, b].
On peut de meˆme calculer l’ordre de convergence des me´thodes ayant un
degre´ de pre´cision supe´rieur, comme par exemple la me´thode de Simpson ou
la me´thode de Boole.
Proposition 2.7 Soit f quatre fois continuˆment de´rivable sur l’intervalle
[a, b]. Soit I :=
∫ b
a
f(x)dx et soit Sh l’approximation obtenue par la me´thode
composite de Simspon avec un pas h. On a
I − Sh = − 1
90
(b− a)h4f (4)(ξ)
pour ξ ∈ [a, b].
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f(x)dx et soit Bh l’approximation obtenue par la me´thode com-




(7f(a) + (32f(a+ h) + 12f(a+ 2h) + 32f(a+ 2h)) + 14f(a+ 3h)
+ (32f(a+ 4h) + 12f(a+ 5h) + 32f(a+ 6h)) + · · ·+ 7f(b)).
On a
I −Bh = − 8
945
(b− a)h6f (6)(ξ)
pour ξ ∈ [a, b].
2.3.4 Me´thode de Romberg
Maintenant que nous connaissons l’ordre de convergence des me´thodes
que nous avons e´tudie´es pre´ce´demment, il est a` pre´sent possible d’acce´le´rer
leur convergence en tirant profit de l’extrapolation de Richardson expose´e a` la
Section 2.2. La me´thode de Romberg n’est en fait rien d’autre que l’applica-
tion de l’extrapolation de Richardson a` une me´thode composite des trape`zes.
Rappelons que la me´thode composite des trape`zes avec un pas h consiste en







(f(a) + 2f(a+ h) + 2f(a+ 2h) + · · ·+ 2fb− h) + f(b)). (2.24)
De plus, par la Proposition 2.6, on a
I − Th = − 1
12
(b− a)h2f ′′(ξ).



















Remarquons que pour calculer (2.25), la moitie´ des valeurs ne´cessaires ont
de´ja` e´te´ calcule´es pour obtenir (2.24). Il suffit a` pre´sent d’appliquer l’extra-
polation de Richardson donne´e par la Proposition 2.5. Afin d’utiliser le meˆme
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genre de notation, nous de´notons par Ii,0 = T h
2i
l’approximation de l’inte´grale
obtenue par la me´thode des trape`zes avec un pas de h
2i
. Comme les erreurs
commises ne contiennent que des puissances paires de h, nous devons appli-
quer l’extrapolation de Richardson dans le meˆme esprit que dans le cas des
formules de diffe´rences centre´es pour la de´rivation. Nous aurons donc
Ii,1 =
(













La fac¸on d’effectuer les calculs est de nouveau typique de l’extrapolation de













I3,0 → I3,1 → I3,2 → I3,3
↘ ↘ ↘ ↘
h
16
I4,0 → I4,1 → I4,2 → I4,3 → I4,4
O(h2) O(h4) O(h6) O(h8) O(h10)
(2.26)
En toute logique, la premie`re colonne de (2.26) Ii,0 consiste en les valeurs
donne´es par la me´thode des trape`zes. On peut montrer que la deuxie`me
colonne obtenue, a` savoir Ii,1, consiste en les valeurs que l’on aurait obtenues
graˆce a` la me´thode de Simpson. Les valeurs de la troisie`me colonne sont les
valeurs de la me´thode de Boole. Et ainsi de suite, on obtient ainsi toutes les
valeurs des me´thodes de Newton-Cotes de degre´ 2i. Cet algorithme est connu
sous le nom d’algorithme de Romberg.
2.3.5 Quadratures de Gauss-Legendre
La plupart des formules d’inte´gration consistent en une somme ponde´re´e
d’e´valuations de f en certains points de l’intervalle. Les formules de Newton-
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Cotes utilisent des points e´quidistants dans l’intervalle. En ce qui concerne
la facilite´ d’utilisation et de pre´sentation, c’est certainement un bon choix.
Cependant rien ne dit qu’il s’agit d’un choix pertinent en ce qui concerne
l’ordre et le degre´ de la me´thode obtenue. Dans cette section, le choix des
noeuds fait e´galement partie des degre´s de liberte´ dont on dispose pour obte-
nir une bonne me´thode. Ainsi la me´thode d’inte´gration qu’on recherche dans
cette section est du type∫ b
a
f(x)dx ≈ a0f(x0) + · · ·+ anf(xn), (2.27)
ou` cette fois, x0, . . . , xn ne sont pas ne´cessairement e´quidistants. On peut
de´ja` faire la remarque, a` ce stade, qu’un inte´reˆt supple´mentaire de ce type
de me´thodes est que l’on ne ne´cessite pas l’e´valuation de la fonction f aux
bords de l’intervalle. Cela peut eˆtre tre`s utile si on veut e´valuer une inte´grale
ou` la fonction tend vers l’infini a` un des bords de l’intervalle.
Revenons a` (2.27). Supposons pour commencer que x0, . . . , xn soient fixe´s.
La fac¸on la plus naturelle de de´terminer les coefficients a0, . . . , an est d’impo-
ser que la formule (2.27) inte`gre convenablement le polynoˆme d’interpolation




















ou` (2.28) est obtenu graˆce a` la formule d’interpolation de Lagrange. Si on
identifie les coefficients de (2.28) et (2.29), on voit donc que les coefficients ai
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ou` li(t) repre´sente donc les polynoˆmes de Lagrange. Le the´ore`me suivant,
dit des quadratures de Gauss, indique comment choisir avantageusement les
points xi pour obtenir une me´thode dont le degre´ de pre´cision est le plus
e´leve´ possible.
The´ore`me 2.1 Soit q un polynoˆme non nul de degre´ n+ 1 tel que pour tout
0 ≤ k ≤ n, on a ∫ b
a
xkq(x)dx = 0. (2.31)









li(t)dt, est exacte pour tout polynoˆme de degre´ infe´rieur ou e´gal a`
2n+ 1.
De´monstration: Soit f un polynoˆme de degre´ infe´rieur ou e´gal a` 2n + 1.
Divisons f par q, on obtient
f = pq + r,
ou` p est le quotient et r le reste. Ce sont deux polynoˆmes de degre´ infe´rieur
ou e´gal a` n. De`s lors, on a
∫ b
a
p(x)q(x)dx = 0. De plus, comme xi est une













Pour conclure, comme r est de degre´ au plus n, il s’en suit que son inte´grale
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Pour re´sumer, on voit que la formule (2.29) est exacte pour tout polynoˆme
de degre´ au plus n pour un choix arbitraire de points xi. En revanche, si
on choisit pour xi les racines de q, la formule (2.29) est exacte pour tout
polynoˆme de degre´ au plus 2n+ 1.
Exemple 2.4 De´terminons la formule de quadrature de Gauss pour trois
noeuds pour calculer la formule
∫ 1
−1 f(x)dx.
















2q(x)dx seront automatiquement nulles. Nous
notons donc q(x) = q1x + q3x
3. Tentons de trouver les coefficients de q en























Remarquons que le polynoˆme est de´fini a` un facteur pre`s. Nous pouvons
choisir q1 = −3 et q3 = 5 comme solution. Nous avons donc finalement
q(x) = 5x3 − 3x,








. Notre formule d’inte´gration est donc
provisoirement
∫ 1









nir la formule comple`te, il nous suffit a` pre´sent d’inte´grer les polynoˆmes
de Lagrange (2.30) sur l’intervalle. On a donc respectivement (sachant que
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Appliquons cette formule au calcul de
∫ 1
−1 e
xdx dont la valeur exacte est
e− 1
e


















ce qui fait encore 5 chiffres significatifs. Si on compare a` la formule de Simpson












qui n’a que trois chiffres significatifs.
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Table 2.6 – Les racines des trois premiers polynoˆmes de Legendre et les
poids correspondants pour l’intervalle [−1, 1]
Les polynoˆmes q du The´ore`me 2.1 sont appele´s les polynoˆmes de Le-
gendre. Il s’agit, tout comme les polynoˆmes de Chebyshev, d’une famille de


















Les ope´rateurs line´aires sont les plus simples parmi les ope´rateurs mathe´-
matiques et constituent de ce fait des mode`les naturels pour un inge´nieur.
Tout proble`me mathe´matique a` structure line´aire se traduira toujours au ni-
veau du calcul nume´rique par un proble`me d’alge`bre line´aire. Ces proble`mes
sont fre´quents : on a estime´ que septante cinq pourcents des proble`mes scien-
tifiques font intervenir la re´solution d’un syste`me d’e´quations line´aires. Il est
donc important d’eˆtre a` meˆme de re´soudre ces proble`mes rapidement et avec
pre´cision.
L’alge`bre line´aire est un excellent exemple de la diffe´rence entre les ma-
the´matiques classiques et l’analyse nume´rique. Bien que la the´orie ait e´te´
connue depuis des sie`cles, ce n’est qu’au cours des dernie`res de´cennies que
le traitement nume´rique est apparu. Les re`gles classiques de Cramer sont
particulie`rement mal adapte´es au calcul nume´rique car, si n repre´sente la
dimension du proble`me, le nombre d’ope´rations a` effectuer est d’ordre n !
alors que pour les me´thodes que nous allons exposer, ce nombre d’ope´rations
est d’ordre n3. De meˆme, nous calculerons rarement explicitement l’inverse
d’une matrice pour re´soudre un syste`me line´aire. Le nombre d’ope´rations
requises pour calculer l’inverse e´tant souvent beaucoup plus e´leve´ que le
nombre d’ope´rations re´ellement ne´cessaire pour re´soudre un proble`me usuel.
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3.1 Me´thodes directes pour la re´solution de
syste`mes line´aires
Une me´thode directe pour la re´solution d’un syste`me d’e´quations line´aires
est une me´thode qui donne, aux erreurs d’arrondi pre`s, la solution exacte
apre`s un nombre fini d’e´tapes de calcul. Pour un syste`me d’e´quations Ax = b,
ou` la matrice A est dense (i.e., la plupart des e´le´ments de A sont non-nuls), il
n’existe pas d’algorithme qui soit meilleur, aussi bien du point de vue temps
que du point de vue pre´cision, que la me´thode d’e´limination syste´matique de
Gauss. Par contre, lorsque la matrice A est creuse (i.e., un grand nombre des
e´le´ments de A sont nuls), les me´thodes ite´ratives offrent certains avantages
et elles sont indispensables dans certains cas de tre`s grands syste`mes. Les
me´thodes ite´ratives fournissent une suite de solutions approche´es, conver-
gente lorsque le nombre d’e´tapes tend vers l’infini. Pour certains syste`mes
ayant une structure spe´ciale, les me´thodes ite´ratives peuvent donner des
re´sultats utiles avec moins d’ope´rations que les me´thodes directes. Le choix
entre une me´thode directe et une me´thode ite´rative de´pendra de la proportion
et de la re´partition des e´le´ments non-nuls de la matrice A.
3.1.1 Syste`mes triangulaires
Un syste`me d’e´quations line´aires dont la matrice est triangulaire est par-
ticulie`rement simple a` re´soudre. Conside´rons un syste`me line´aire Lx = b dont
la matrice L = [lij] est triangulaire infe´rieure. Si l’on suppose que lii 6= 0, i =
1, 2, ..., n, alors les inconnues peuvent eˆtre de´termine´es dans l’ordre direct







i = 1, 2, ..., n (3.1)
L’algorithme est appele´ substitution avant. Dans le cas d’une matrice trian-
gulaire supe´rieure, on proce`de a` la substitution arrie`re. D’apre`s la formule
(3.1), chaque e´tape i de la re´solution d’un syste`me triangulaire d’e´quations
line´aires ne´cessite i− 1 multiplications, i− 1 additions et 1 division, soit un
total de
[2 (i− 1) + 1]
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on calcule que le nombre total d’ope´rations ne´cessaires a` la re´solution d’un
syste`me line´aire triangulaire est e´gal a`
n∑
i=1
[2 (i− 1) + 1] = n2. (3.3)
3.1.2 Elimination Gaussienne
La me´thode d’e´limination de Gauss devrait vous eˆtre familie`re. Il s’agit
en effet de la me´thode classique pour re´soudre un syste`me line´aire. L’ide´e
de la me´thode est d’e´liminer les inconnues d’une fac¸on syste´matique jusqu’a`
l’obtention d’un syste`me triangulaire que nous pouvons re´soudre aise´ment
ainsi qu’on l’a vu dans le paragraphe pre´ce´dent. Conside´rons le syste`me
a11 x1 + a12 x2 + · · · + a1n xn = b1





an1 x1 + an2 x2 + · · · + ann xn = bn
(3.4)
Nous supposerons dans ce qui suit que la matrice A = [aij] est non-singulie`re ;
par conse´quent, le syste`me (3.4) a une solution unique.
Supposons alors que a11 6= 0. Sous cette hypothe`se, on peut e´liminer x1




, i = 2, 3, ..., n
de la premie`re e´quation. Les (n− 1) dernie`res e´quations deviennent ainsi
a
(2)
22 x2 + a
(2)




n2 x2 + a
(2)
n3 x3 + · · · + a(2)nn xn = b(2)n .
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ou` les nouveaux coefficients sont donne´s par
a
(2)
ij = aij −mi1a1j , b(2)i = bi −mi1b1 i, j = 2, 3, ..., n
Il s’agit donc d’un syste`me de (n − 1) e´quations aux (n − 1) inconnues
x2, x3, ..., xn. Si a
(2)
22 6= 0, on peut d’une fac¸on similaire e´liminer x2 des









, i = 3, 4, ..., n






ij −mi2 a(2)2j , b(3)i = b(2)i −mi2 b(2)2 i ,= 3, 4, ..., n.




33 , ... intervenant dans la de´terminations des multi-
plicateurs des e´tapes successives de l’e´limination sont appele´s les pivots. Si ces
e´le´ments sont tous diffe´rents de ze´ro, nous pouvons poursuivre l’e´limination
jusqu’a` l’e´tape (n− 1) qui nous fournira l’unique e´quation :
a(n)nn xn = b
(n)
n
Rassemblant alors la premie`re e´quation de chacune des e´tapes d’e´limination,
on obtient le syste`me triangulaire suivant :
a
(1)
11 x1 + a
(1)
12 x2 + · · · + a(1)1n xn = b(1)1
a
(2)









ou`, par simple souci de cohe´rence des notations, on a introduit a
(1)
ij = aij,
j = 1, 2, ..., n et b
(1)
1 = b1. Ce syste`me triangulaire supe´rieur peut alors eˆtre
re´solu par substitution arrie`re comme vu au paragraphe pre´ce´dent.
Remarquons que, durant tout l’algorithme, les ope´rations re´alise´es sur les
lignes de A le sont aussi sur les lignes de b. Ce constat permet de conside´rer
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b comme une colonne supple´mentaire de A. De la meˆme fac¸on, si le syste`me
doit eˆtre re´solu pour plusieurs membres de droite, il sera aise´ de simplement
conside´rer toutes les variantes de b comme des colonnes supple´mentaires de
A. Les ope´rations effectue´es sur A ne sont pas affecte´es par ces ajouts.
3.1.3 Complexite´ de l’e´limination de Gauss
Nous allons maintenant estimer le nombre d’ope´rations ne´cessaires a` l’al-
gorithme de Gauss pour obtenir un syste`me triangulaire.
The´ore`me 3.1 Conside´rons les p syste`mes Ax = bi, i = 1, . . . , p. Si on
effectue l’e´limination de Gauss pour obtenir simultane´ment p syste`mes tri-
angulaires, le nombre d’ope´rations ne´cessaires est
2
3
n3 + (p− 1
2
)n2 − (p+ 1
6
)n.
De´monstration: Conside´rons l’e´tape i de l’e´limination Gaussienne ou` i va de
1 a` n− 1. Pour chaque ligne a` e´liminer, on re´alise 1 division pour obtenir le
multiplicateur, (n − i + p) multiplications et (n − i + p) soustractions pour
e´liminer le coefficient en dessous du pivot. Or a` l’e´tape i, il reste (n−i) lignes
a` e´liminer. Cela nous fait donc un total de (n− i)(2n−2i+2p+1) ope´rations
a` l’e´tape i. Le nombre total d’ope´rations est donc de
n−1∑
i=1
[(n− i)(2n− 2i+ 2p+ 1)]. (3.6)
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on peut donc e´crire (3.6) successivement comme
n−1∑
i=1




+ (−4n− 2p− 1)(n− 1)n
2




n3 − n2 + 1
3










n3 + (p− 1
2
)n2 + (−p− 1
6
)n.
3.1.4 Choix des pivots
D’apre`s la description meˆme de l’algorithme, on se rend compte que la
me´thode d’e´limination de Gauss n’est plus applicable si pour une certaine
valeur de k l’e´le´ment pivot a
(k)
kk = 0. Conside´rons par exemple le syste`me :
x1 + x2 + x3 = 1
x1 + x2 + 2x3 = 2
x1 + 2x2 + 2x3 = 1
(3.7)
Ce syste`me est non-singulier et a pour solution unique x1 = −x2 = x3 = 1.
Ne´anmoins, apre`s la premie`re e´tape d’e´limination, on obtient :
x3 = 1
x2 + x3 = 0
de sorte que a
(2)
22 = 0 et que l’algorithme tel qu’il a e´te´ de´crit pre´ce´demment
n’est plus applicable. Le reme`de est e´videmment de permuter les e´quations
2 et 3 avant l’e´tape suivante d’e´limination, ce qui d’ailleurs dans ce cas-ci,
donne directement le syste`me triangulaire recherche´. Une autre fac¸on de faire
serait de permuter les colonnes 2 et 3. Il ne faut alors pas oublier de tenir
compte e´galement de la meˆme permutation de l’ordre des inconnues.
Dans le cas ge´ne´ral ou` a` l’e´tape k, nous avons a
(k)
kk = 0, alors au moins un
des e´le´ments a
(k)
ik , i = k, k+1, ..., n de la colonne k doit eˆtre non-nul sinon les
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k premie`res colonnes de A(k) = [a
(k)
ij ] seraient line´airement de´pendantes d’ou`
A serait singulie`re. Supposons a
(k)
rk 6= 0 : on peut alors permuter les lignes k
et r et continuer l’e´limination. Il s’ensuit que tout syste`me d’e´quations non
singulier peut eˆtre re´duit a` une forme triangulaire par e´limination de Gauss
et des permutations e´ventuelles des lignes.
Afin d’assurer la stabilite´ nume´rique de l’algorithme, il sera souvent ne´cessaire
de permuter des lignes non seulement quand un e´le´ment pivot est exactement
e´gal a` ze´ro, mais e´galement quand il est proche de ze´ro. A titre d’exemple,
revenons au syste`me (3.7) et supposons que l’e´le´ment a22 est modifie´ et de-
vient 1.0001 au lieu de 1 pre´ce´demment. L’e´limination de Gauss effectue´e
sans permutation de lignes conduit au syste`me triangulaire suivant :
x1 + x2 + x3 = 1
0.0001x2 + x3 = 1
9999x3 = 10000
La substitution arrie`re, utilisant l’arithme´tique en virgule flottante a` quatre
chiffres fournit la solution :
x′1 = 0 , x
′
2 = 0 , x
′
3 = 1.000
tandis que la ve´ritable solution, arrondie a` quatre de´cimales, est :
x1 = 1.000 , −x2 = x3 = 1.0001
Par contre, si l’on permute les lignes 2 et 3, on obtient le syste`me triangu-
laire :
x1 + x2 + x3 = 1
x2 + x3 = 0
0.9999x3 = 1
qui fournit par substitution arrie`re (en utilisant la meˆme pre´cision que pre´-
ce´demment) la solution :
x1 = −x2 = x3 = 1.000
qui est correcte a` trois de´cimales.
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La question des erreurs d’arrondi sera e´tudie´e plus en de´tail au paragraphe
3.2.4. Nous noterons seulement ici qu’afin d’e´viter d’e´ventuelles erreurs ca-
tastrophiques comme illustre´ dans l’exemple ci-dessus, il est ge´ne´ralement
ne´cessaire de choisir l’e´le´ment pivot de l’e´tape k au moyen d’une des deux
strate´gies suivantes :
(i) Pivotage partiel. Choisir r comme le plus petit entier pour lequel on a :
|a(k)rk | = max |a(k)ik | , k ≤ i ≤ n
et permuter les lignes k et r.
(ii) Pivotage complet. Choisir r et s comme les plus petits entiers pour
lesquels on a :
|a(k)rs | = max |a(k)ij | , k ≤ i, j ≤ n
et permuter les lignes k et r ainsi que les colonnes k et s.
Le pivotage partiel consiste donc a` se´lectionner comme pivot de l’e´tape k
l’e´le´ment le plus grand en valeur absolue et le plus proche de a
(k)
kk dans le
dessous de la colonne k. Le pivotage complet consiste a` se´lectionner comme
pivot de l’e´tape k l’e´le´ment le plus grand en valeur absolue et le plus proche de
a
(k)
kk dans l’ensemble des e´le´ments qu’il reste encore a` traiter. En pratique, le
pivotage partiel est suffisant et le pivotage complet est donc rarement utilise´
e´tant donne´ l’importance beaucoup plus grande du travail de recherche.
3.1.5 De´composition LU
On a vu que l’e´limination de Gauss permet de traiter plusieurs seconds
membres a` la fois pour autant que l’on connaisse tous ces seconds membres
de`s le de´but de l’ope´ration d’e´limination. Il existe cependant des cas ou` il n’en
est pas ainsi ; on peut par exemple avoir a` re´soudre les syste`mes Ax1 = b1 et
Ax2 = b2 ou` b2 est une fonction de x1. La de´composition LU permet d’e´viter
de devoir recommencer toute l’ope´ration. Le principe est le suivant : si l’on
connaˆıt une de´composition de A en une matrice triangulaire infe´rieure L et
une matrice triangulaire supe´rieure U , c’est-a`-dire :
A = LU
alors le syste`me Ax = b est e´quivalent au syste`me LUx = b qui se de´compose
en deux syste`mes triangulaires :
Ly = b , Ux = y
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que l’on re´soudra avec 2n2 ope´rations au lieu des (2/3n3 + 1/2n2 − 7/6n)
que ne´cessiterait une nouvelle e´limination de Gauss.
Une telle de´composition LU n’existe pas toujours. Cependant, si on conside`re
une matrice dont l’e´limination de Gauss a pu se de´rouler en choisissant a`
chaque e´tape le pivot diagonal (c’est-a`-dire sans permutation des lignes),
alors cette de´composition LU existe et ses e´le´ments peuvent eˆtre aise´ment
re´cupe´re´s par l’e´limination de Gauss.
The´ore`me 3.2 Soit A une matrice donne´e d’ordre n pour laquelle l’e´limination
de Gauss peut eˆtre effectue´e sans permutation de lignes. Alors cette matrice
a une de´composition LU dont les e´le´ments de L et U sont donne´s par les
e´le´ments de l’e´limination de Gauss.
De´monstration: Lorsque l’e´limination de Gauss peut eˆtre effectue´e sans per-
mutation de lignes, l’algorithme peut eˆtre de´crit comme la de´termination de
la suite de matrices :
A = A(1), A(2), ..., A(n)
au moyen des n− 1 transformations
A(k+1) = MkA




1 0 · · · 0 0 · · · 0







0 0 · · · 1 0 · · · 0







0 0 · · · −mn,k 0 · · · 1







mTk = (0, 0, ..., 0, mk+1,k, ..., mn,k)
eTk = (0, 0, ..., 1, 0, 0, ..., 0)
↑
k
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et
X =
 0 · · · 0 mk+1,k... . . . ... ...
0 · · · 0 mn,k
 .
Quant a` l’expression mke
T




( v1 · · · vn ) = (ui vj)
Les formules (3.8) fournissent
A(n) = Mn−1Mn−2 ...M2M1A(1)
d’ou`








La matrice A(n) e´tant triangulaire supe´rieure, il reste a` prouver que le produit























et montrons que ces matrices sont de la forme







En effet, c’est vrai pour k = 1 puisque L1 = M
−1
1 = I + m1e
T
1 . Montrons









































= 0 = 0 = 0
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n−1 est une matrice triangulaire infe´rieure.
On a donc obtenu une de´composition LU de la matrice A ou` L contient les
multiplicateurs et U les e´le´ments transforme´s de la me´thode d’e´limination de
Gauss :






, k ≤ j (3.9)
Il est e´galement possible de prouver que cette de´composition LU est
unique. On constate donc que pour obtenir la de´composition LU d’une ma-
trice A, il suffit de proce´der a` l’e´limination de Gauss et de conserver les mul-
tiplicateurs. Sur un ordinateur, on proce`dera de la fac¸on suivante : puisque




kk est de´termine´ de fac¸on a` rendre a
(k+1)
ik e´gal
a` ze´ro, il suffit de remplacer en me´moire a
(k)
ik par mik. Les e´le´ments de la
diagonale principale de L n’ont pas besoin d’eˆtre stocke´s puisque l’on sait
qu’ils sont tous e´gaux a` un. En proce´dant de la sorte, on n’a besoin d’aucune
me´moire supple´mentaire et l’e´limination de Gauss a pour effet la transfor-
mation suivante :
a11 a12 · · · a1n











12 · · · a(n)1,n−1 a(n)1n
m21 a
(n)
22 · · · a(n)2,n−1 a(n)2n
...
...
mn1 mn2 · · · mn,n−1 a(n)nn

3.2 Analyse de l’erreur dans la re´solution des
syste`mes line´aires
3.2.1 Introduction
Dans la re´solution pratique d’un syste`me d’e´quations line´aires, il y a deux
sources principales d’erreurs a` conside´rer. Tout d’abord, il arrivera souvent
que les e´le´ments de A et b ne soient pas connus exactement : il convient alors
d’examiner l’erreur sur la solution x re´sultant de cette incertitude. Le second
type d’erreurs est e´videmment constitue´ par les erreurs d’arrondi en cours de
calcul. On comprendra l’importance d’une analyse correcte des effets de ce
type d’erreurs en se rappelant que pour un syste`me de grande taille on devra
effectuer plusieurs millions d’ope´rations.
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Si x¯ est une solution calcule´e du syste`me Ax = b, on appelle vecteur
re´sidu, le vecteur r = b − Ax¯. On pourrait alors penser, puisque r = 0
implique x¯ = A−1b, que si r est petit, alors x¯ est une solution pre´cise. Il
n’en est pas toujours ainsi, comme on peut s’en rendre compte par l’exemple
suivant :








et supposons que l’on a obtenu la solution
x¯ = (0.9911 , −0.4870)T .
Le vecteur re´sidu correspondant a` cet x¯ est e´gal a`
r = (−10−8 , 10−8)T
et l’on pourrait donc s’attendre a` ce que l’erreur sur x¯ soit faible. En fait, il
n’en est rien, car aucun des chiffres de x¯ n’est significatif ! La solution exacte
est
x = (2, −2)T
Dans ce cas particulier, il est facile de se rendre compte du tre`s mauvais
conditionnement du syste`me (3.10). En effet, l’e´limination de x1, dans la
deuxie`me e´quation, conduit a` l’e´quation
a
(2)









0.8648 = 0.1441− 0.1440999923 ' 10−8
Il est donc e´vident qu’une petite perturbation de l’e´le´ment a22 = 0.1441
provoquera une grande modification de a
(2)
22 et donc finalement de x2. Il en
re´sulte que si les coefficients de A et b ne sont pas donne´s avec une pre´cision
supe´rieure a` 10−8, il n’y a aucun sens a` parler d’une solution a` (3.10).
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3.2.2 Normes vectorielles et normes matricielles
Pour l’analyse des erreurs, il est utile de pouvoir associer a` tout vecteur
et a` toute matrice un scalaire non-ne´gatif qui mesure en quelque sorte leur
grandeur. Un tel scalaire, lorsqu’il satisfait certains axiomes, sera appele´ une
norme.
De´finition 3.1 On dit que ‖x‖ est une norme vectorielle si les axiomes sui-
vants sont satisfaits.
(i) ‖x‖ > 0 pour tout x 6= 0 et ‖x‖ = 0 implique x = 0
(ii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖
(iii) ‖αx‖ = |α|‖x‖ pour tout α ∈ R
Les normes vectorielles les plus souvent utilise´es appartiennent a` la famille
des normes lp de´finies par
‖x‖p = (|x1|p + |x2|p + ...+ |xn|p)1/p 1 ≤ p <∞ (3.11)
Les valeurs de p les plus souvent utilise´es sont
p = 1, ‖x‖1 = |x1|+ |x2|+ ...+ |xn| (3.12)
p = 2, ‖x‖2 = (|x1|2 + |x2|2 + ...+ |xn|2)1/2 (3.13)
p→∞ ‖x‖∞ = max
1≤i≤n
|xi| (3.14)
Le cas p = 2 correspond bien entendu a` la norme euclidienne habituelle. On
peut montrer que d’une fac¸on ge´ne´rale, les normes du type (3.11) (y compris
le cas limite p→∞) satisfont bien les axiomes (i) a` (iii).
De´finition 3.2 On dit que ‖A‖ est une norme matricielle si les axiomes
suivants sont satisfaits.
(i) ‖A‖ > 0 pour toute A 6= 0, et ‖A‖ = 0 implique A = 0
(ii) ‖A+B‖ ≤ ‖A‖+ ‖B‖
(iii) ‖αA‖ = |α|‖A‖ pour tout α ∈ R
Si de plus, les deux axiomes supple´mentaires suivants sont satisfaits
(iv) ‖Ax‖ ≤ ‖A‖‖x‖
(v) ‖AB‖ ≤ ‖A‖‖B‖
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alors on dit que la norme matricielle ‖A‖ est compatible avec la norme
vectorielle ‖x‖.
Bien que l’axiome (v) ne fasse pas intervenir de norme vectorielle, on peut
montrer que s’il n’est pas satisfait, alors ‖A‖ ne peut eˆtre compatible avec
aucune norme vectorielle.
Soit alors ‖A‖ une norme matricielle compatible avec une certaine norme
vectorielle ‖x‖. Si pour toute matrice A, il existe un vecteur x 6= 0, tel que
l’axiome (iv) est satisfait avec le signe d’e´galite´, alors on dira que ‖A‖ est une
norme matricielle subordonne´e a` la norme vectorielle ‖x‖. On peut montrer
que toute norme matricielle subordonne´e donne l’unite´ pour valeur de la
norme de la matrice unite´. A toute norme vectorielle, il correspond au moins
une norme matricielle subordonne´e (et donc au moins une norme matricielle







Nous utiliserons toujours des normes matricielles de ce dernier type. On peut
calculer que les normes subordonne´es re´pondant a` (3.15) et correspondant
aux normes matricielles (3.12) a` (3.14) sont donne´es par





p = 2, ‖A‖2 = (valeur propre maximum de ATA)1/2





Dans le cas ou` p = 2, on utilise aussi parfois, e´tant donne´ la difficulte´ de







On peut montrer que cette norme est compatible avec la norme vectorielle
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Exemple 3.2 Calculons les normes usuelles du vecteur x = ( −1 2 −3 )T .
On trouve respectivement
‖x‖1 = | − 1|+ |2|+ | − 3| = 6,
‖x‖2 =
√
1 + 4 + 9 =
√
14 ≈ 3.74,
‖x‖∞ = max{| − 1|, |2|, | − 3|} = 3.
Calculons a` pre´sent quelques normes de la matrice
A =




‖A‖1 = max{1 + 4 + 7, 2 + 5 + 8, 3 + 6 + 9} = 18,
‖A‖2 = max{val. propre de ATA}1/2
= max{0, 1.07, 16.85} ≈ 16.85
‖A‖∞ = max{1 + 2 + 3, 4 + 5 + 6, 7 + 8 + 9} = 24
‖A‖F =
√
1 + 4 + 9 + 16 + · · ·+ 81 ≈ 16.88.
Remarquons que le fait que det(A) = 0 n’implique nullement que ‖A‖ = 0.
3.2.3 Effets des perturbations sur les donne´es
Dans cette section, nous allons voir que certains syste`mes sont mal condi-
tionne´s, c’est-a`-dire qu’une petite perturbation des donne´es induit une grande
perturbation de la solution. Cet effet est re´sume´ par le nombre de condition-
nement d’une matrice. Plus ce nombre est e´leve´, plus les syte`mes re´solus
avec la matrice comme membre de gauche sont sensibles aux variations sur
les donne´es.
De´finition 3.3 Soit A ∈ Rn×n une matrice non singulie`re, on de´finit
κ(A) = ‖A‖‖A−1‖.
Ce nombre est appele´ le nombre de conditionnement de A.
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Nous examinons a` pre´sent l’effet d’une perturbation sur les donne´es, et
nous verrons que le nombre de conditionnement intervient dans la borne que
l’on peut trouver sur l’erreur. Nous commenc¸ons par une perturbation sur le
second membre.
Proposition 3.1 Soit A ∈ Rn×n une matrice non singulie`re, b ∈ Rn et la
solution x ∈ Rn de Ax = b. On peut borner l’erreur relative faite sur x,





De´monstration: La solution de notre syste`me modifie´ est x + δx. On a de`s
lors
A(x+ δx) = (b+ δb).
Comme Ax = b, on a donc δx = A−1(δb). Par conse´quent,
‖δx‖ ≤ ‖A−1‖‖δb‖. (3.16)
En divisant (3.16) par ‖x‖ et en utilisant ‖b‖ ≤ ‖A‖‖x‖, c’est-a`-dire ‖x‖ ≥
‖b‖





Etudions a` pre´sent l’effet d’une perturbation sur la matrice A elle-meˆme.
Proposition 3.2 Soit A ∈ Rn×n une matrice non singulie`re, b ∈ Rn et la
solution x ∈ Rn de Ax = b. On peut borner l’erreur relative faite sur x,
lorsque l’on re´sout (A+ δA)x = b au lieu de Ax = b, par
‖δx‖
‖x+ δx‖ ≤ κ(A)
‖δA‖
‖A‖ .
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De´monstration: La solution de notre syste`me modifie´ peut s’e´crire x+ δx, on
a, de`s lors,
(A+ δA)(x+ δx) = b.
En utilisant le fait que Ax = b, on en de´duit que
Aδx+ δA(x+ δx) = 0,
c’est-a`-dire δx = −A−1δA(x+ δx) et par conse´quent
‖δx‖ ≤ ‖A−1‖‖δA‖‖x+ δx‖
que l’on peut e´crire sous la forme
‖δx‖
‖x+ δx‖ ≤ κ(A)
‖δA‖
‖A‖





Par conse´quent, ‖A−1‖∞ = 1.5130× 108. Or, ‖A‖∞ = 2.1617 donc
κ(A) = 2.1617× 1.5130× 108 ≈ 3.3× 108
Ce syste`me est donc extreˆmement mal conditionne´.
Notons, pour terminer, que dans le cas d’une norme matricielle subordonne´e
a` une norme vectorielle, on a toujours ‖I‖ = 1 et de`s lors, κ(A) ≥ 1.
3.2.4 Erreurs d’arrondi dans la me´thode d’e´limination
de Gauss
Nous avons vu plus toˆt que, par le simple jeu des erreurs d’arrondi en cours
de calcul, l’e´limination de Gauss pouvait conduire a` des solutions totalement
errone´es. On a alors propose´ des strate´gies de choix des pivots permettant
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d’obtenir la ve´ritable solution du syste`me. L’analyse des erreurs d’arrondi
en cours de calcul que nous allons effectuer dans ce paragraphe, va nous
permettre de justifier ces strate´gies.
Pour e´valuer l’erreur effectivement commise, nous allons rechercher quelle
est la matrice initiale qui aurait donne´ le re´sultat calcule´ avec les erreurs
d’arrondi.
The´ore`me 3.3 Soit L¯ = (m¯ik) et U¯ = (a¯
(n)
kj ) les facteurs triangulaires cal-
cule´s par l’algorithme d’e´limination de Gauss. Alors il existe une matrice E
telle que L¯ U¯ est la de´composition exacte de A+ E, c’est-a`-dire
L¯ U¯ = A+ E (3.17)
Si l’on a utilise´ une strate´gie de pivotage (partiel ou complet) et une arithme´tique











De´monstration: Rappelons qu’a` l’e´tape k de l’e´limination, les e´le´ments de la













i, j = k + 1, k + 2, ..., n
(3.19)
De´notons par une barre supe´rieure les valeurs m¯ik et a¯
(k+1)
ij effectivement
calcule´es par l’arithme´tique en virgule flottante et conside´rons que ces valeurs
sont les re´sultats d’ope´rations exactes du type (3.19) effectue´es non plus sur
les a¯
(k)
ij , mais sur ces e´le´ments perturbe´s par des quantite´s ε
(k)

















ij − m¯ika¯(k)kj . (3.21)
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Si l’on prend m¯ii = 1 et que l’on fait la somme des e´quations (3.21) pour












p = min(i, j) , r = min(i− 1, j)
(3.22)
Les relations (3.22) ne sont e´videmment rien d’autre que les relations
(3.17) e´crites composante par composante. Il nous reste a` de´terminer une
borne pour ‖E‖∞. Rappelons que les e´le´ments calcule´s par l’arithme´tique en















ij − m¯ik a¯(k)kj (1 + δ2)
)
(1 + δ3) (3.24)
ou`
|δi| ≤ M , i = 1, 2, 3.












ij − a¯(k+1)ij /(1 + δ3)
1 + δ2







1− (1 + δ3)−1 (1 + δ2)−1
)− a¯(k)ij (1− (1 + δ2)−1) (3.26)
Ne´gligeant les puissances supe´rieures de M , (3.25) et (3.26) nous fournissent
les bornes supe´rieures suivantes :
|ε(k)ik | ≤ M |a¯(k)ik |, |ε(k)ij | ≤ 3M max( |a¯(k)ij |, |a¯(k+1)ij |) , j ≥ k + 1. (3.27)
Ces re´sultats sont valables sans que l’on ait fait la moindre hypothe`se sur
les multiplicateurs m¯ik. On voit donc que ce qu’il convient d’e´viter, c’est la
66 CHAPITRE 3. SYSTE`MES LINE´AIRES
croissance des e´le´ments a¯ik, et que la grandeur des multiplicateurs est sans
effet direct. Le choix d’une strate´gie pivotale sera donc dicte´ par la ne´cessite´
d’e´viter une trop forte croissance des e´le´ments transforme´s. Si l’on retourne
alors aux formules de transformation (3.19) on se rend compte que le choix
d’un pivot maximal semble rationnel. Nous supposerons donc dans ce qui
suit que l’on a proce´de´ aux pivotages, soit partiels soit complets. Dans l’un
comme dans l’autre cas, on a alors |m¯ik| ≤ 1. Eliminant a¯(k)ij des e´quations







1− (1 + δ3)−1
)− m¯ika¯(k)kj δ2
Ne´gligeant alors les puissances supe´rieures de M et puisque |m¯ik| ≤ 1, on
obtient la borne supe´rieure
|ε(k)ij | ≤ 2M max( |a¯(k+1)ij |, |a¯(k)kj |), j ≥ k + 1. (3.28)
La de´finition (3.18) et la de´finition de la norme maximum (p = ∞) per-
mettent d’e´crire
|a¯(k)ij | ≤ max
i,j,k
|a¯(k)ij | ≤ gn max
i,j
|aij| ≤ gn ‖A‖∞
d’ou` les relations (3.28) et (3.27) fournissent les bornes suivantes
|ε(k)ij | ≤ gn ‖A‖∞ .
{
M si i ≥ k + 1 , j = k
2M si i ≥ k + 1 , j ≥ k + 1
Retournant alors aux relations (3.22 b), on obtient








i > j ⇒ r = j, |eij| ≤
j∑
k=1






= gn‖A‖∞M(2j − 1)
soit finalement
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(|eij|) ≤ gnM‖A‖∞

0 0 0 · · · 0 0
1 2 2 · · · 2 2




1 3 5 · · · 2n− 4 2n− 4
1 3 5 · · · 2n− 3 2n− 2

ou` l’ine´galite´ est satisfaite composante par composante. La norme maximum




(2 j − 1) = n2
on obtient bien finalement le re´sultat annonce´.
S’il est bien clair, d’apre`s les formules (3.27) que ce qu’il faut e´viter c’est
la croissance des e´le´ments transforme´s a
(k)
ij , il est moins e´vident que le choix
syste´matique d’un e´le´ment maximal comme pivot, empeˆchera cette crois-
sance. On ne pre´tendra donc pas que le choix d’un e´le´ment maximal comme
pivot constitue la meilleure strate´gie, et il est en fait des cas ou` cette strate´gie
sera loin d’eˆtre la meilleure. Ce que nous constaterons par contre, c’est que
jusqu’a` pre´sent, aucune alternative pratique n’a e´te´ propose´e.
Une analyse similaire des erreurs apparaissant dans la re´solution d’un
syste`me triangulaire permet d’en borner l’erreur. Nous ne rentrons, cette
fois, pas dans les de´tails de la preuve.
The´ore`me 3.4 Soit le syste`me line´aire Lx = b ou` la matrice L = ( lij)
est triangulaire infe´rieure. Le vecteur x¯ calcule´ par substitution avant est la
solution exacte du syste`me triangulaire perturbe´
(L+ δL)x¯ = b (3.29)
ou` la matrice de perturbation δL est borne´e par
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3.2.5 Changements d’e´chelle et e´quilibrage des e´quations
Dans un syste`me line´aire Ax = b, les inconnues xj ainsi que les seconds
membres bi ont souvent une signification physique. Un changement des unite´s
dans lesquelles sont mesure´es les inconnues sera e´quivalent a` un changement
d’e´chelle de ces inconnues (ca`d xj = αj x
′
j) tandis qu’un changement des
unite´s dans lesquelles sont mesure´s les seconds membres sera e´quivalent a` la
multiplication de la ie e´quation par un facteur βi. Le syste`me original sera
donc transforme´ en un syste`me e´quivalent :
A′ x′ = b′
ou`
A′ = D2AD1 , b′ = D2 b , x = D1 x′
avec
D1 = diag (α1, α2, ..., αn) , D2 = diag (β1, β2, ..., βn)
Il semble naturel que la pre´cision de la solution calcule´e ne soit pas affecte´e
par les transformations ci-dessus. Dans une certaine mesure, il en est bien
ainsi comme nous l’indique le the´ore`me suivant que nous e´nonc¸ons sans le
de´montrer.
The´ore`me 3.5 Soient x¯ et x¯′ les solutions calcule´es des deux syste`mes Ax =
b et (D2AD1)x
′ = D2 b. Si D1 et D2 sont des matrices diagonales dont les
e´le´ments sont des puissances entie`res de la base du syste`me de nume´ration
utilise´, de sorte que les changements d’e´chelles n’introduisent pas d’erreurs
d’arrondi, alors l’e´limination de Gauss effectue´e en arithme´tique a` virgule
flottante sur les deux syste`mes produira, a` condition que l’on choisisse les
meˆmes pivots dans les deux cas, des re´sultats qui ne diffe`rent que par leurs
exposants, et l’on aura exactement x¯ = D1 x¯
′.
On voit donc que l’effet d’un changement d’e´chelle est essentiellement d’in-
fluencer le choix des pivots. Par conse´quent, a` toute se´quence de choix de
pivots correspondent certains changements d’e´chelle tels que ce choix soit
re´alise´. Il est donc e´vident que des changements d’e´chelle inapproprie´s peuvent
conduire a` de mauvais choix des pivots.
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dont la solution, correctement arrondie a` quatre de´cimales, est x1 = x2 =
0.9999. La strate´gie de pivotage partiel se´lectionne a11 comme pivot, ce qui
nous donne, si l’on utilise une arithme´tique en virgule flottante a` trois chiffres,
le re´sultat
x¯2 = 1.00 x¯1 = 0.00
qui est e´videmment de peu de valeur. Par contre, si l’on multiplie d’abord la













Cette fois, le pivot est a21 et, toujours avec la meˆme arithme´tique, on obtient
maintenant le re´sultat
x¯2 = 1.00 x¯1 = 1.00
nettement meilleur que le pre´ce´dent.
On recommande souvent d’e´quilibrer les e´quations avant de proce´der a`
l’e´limination. On dit que les e´quations sont e´quilibre´es lorsque les conditions
suivantes sont satisfaites :
max
1≤j≤n
|aij| = 1 , i = 1, 2, ..., n
On peut remarquer que dans l’Exemple 3.4, c’est pre´cise´ment ce que l’on a
fait. On a proce´de´ a` l’e´quilibrage des e´quations.
Il convient cependant de ne pas conclure de fac¸on haˆtive. Il n’est pas
ne´cessairement vrai qu’un syste`me e´quilibre´ ne donne pas lieu a` des diffi-
culte´s. En effet, les changements d’e´chelle e´ventuellement effectue´s sur les
inconnues influencent manifestement l’e´quilibrage et par conse´quent certains
choix d’e´chelles peuvent finalement mener a` des situations de´licates ainsi
qu’on va le voir dans l’exemple qui suit.
Exemple 3.5 Soit le syste`me e´quilibre´ Ax = b avec
A =
 ε −1 1−1 1 1
1 1 1
 A−1 = 1
4
 0 −2 2−2 1− ε 1 + ε
2 1 + ε 1− ε

70 CHAPITRE 3. SYSTE`MES LINE´AIRES
ou` | ε | << 1. Il s’agit d’un syste`me bien conditionne´ : κ (A) = 3 en norme
maximum. La me´thode d’e´limination de Gauss avec pivotage partiel donne
donc une solution pre´cise. Par contre, le choix de a11 = ε comme pivot a un
effet de´sastreux sur la pre´cision de la solution calcule´e.
Conside´rons ensuite les changements d’e´chelle x′2 = x2/ε et x
′
3 = x3/ε. Si
le syste`me qui en re´sulte est a` nouveau e´quilibre´, on obtient A′ x′ = b′ ou`
A′ =
 1 −1 1−1 ε ε
1 ε ε

Dans ce dernier cas, le pivotage partiel et meˆme complet, se´lectionne a′11 =
1 comme premier pivot, c’est-a`-dire le meˆme pivot que dans le cas de la
matrice A. On en de´duit donc, d’apre`s le The´ore`me 3.5 que ce choix de pivot
conduit e´galement a` une situation de´sastreuse pour la matrice A′. Il n’est
pas difficile, dans ce cas-ci, de se rendre compte de ce qui s’est passe´. En
fait, les changements d’e´chelle ont modifie´ le nombre de conditionnement de
















d’ou` l’on calcule ‖A′‖∞ = 3, ‖(A′)−1‖∞ = 1 + ε
2 ε
et par conse´quent :
κ (A′) =
3 (1 + ε)
2 ε
>> κ (A)
c’est-a`-dire que le proble`me de re´soudre A′ x′ = b′ est beaucoup plus mal
conditionne´ que celui de re´soudre Ax = b.
3.3 Me´thodes ite´ratives
3.3.1 Introduction et principe de base
Dans certaines applications, on doit re´soudre des syste`mes line´aires de tre`s
grande taille. C’est souvent le cas, par exemple, lorsqu’on doit re´soudre des
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syste`mes d’e´quations aux de´rive´es partielles. Typiquement on trouve alors des
syste`mes contenant des centaines de milliers de lignes et de colonnes. Cepen-
dant dans la plupart des cas, les matrices que l’on retrouve sont extreˆmement
creuses. La technique de l’e´limination de Gauss devient alors peu approprie´e.
En effet, outre le fait que sa complexite´ devient importante pour de telles
tailles de proble`mes, on voit e´galement apparaˆıtre le phe´nome`ne de fill in,
c’est-a`-dire que, alors que la matrice initiale A est creuse, la factorisation LU
est pleine et ne profite pas de la structure de A. On pre´fe´rera donc, pour
de telles matrices, utiliser les me´thodes ite´ratives que nous de´veloppons dans
cette section.
Le principe de base des me´thodes ite´ratives est, comme pour le cas de
syste`mes non line´aires, de ge´ne´rer des vecteurs x(1), . . . , x(k) qui s’approchent
de plus en plus d’une solution x¯ du syste`me Ax = b. Nous allons ici appliquer
la me´thode du point fixe que nous avons expose´e dans le cadre de la re´solution
de syste`mes non line´aires. Pour ce faire, nous devons re´e´crire le syste`me
Ax = b en isolant x. Il serait bien entendu possible d’e´crire x = A−1b mais
cela ne´cessite de connaˆıtre A−1, ce qui revient a` re´soudre le syste`me. Au lieu
de cela, nous se´lectionnons une matrice re´gulie`re Q, et e´crivons le syste`me
initial comme
Qx = Qx− Ax+ b. (3.31)
Pour un choix judicieux de matrice Q, la me´thode ite´rative consiste donc a`
re´soudre le syste`me (3.31) a` chaque ite´ration et ainsi e´crire
x(k) = Q−1[(Q− A)x(k−1) + b]. (3.32)
Tout l’art des me´thodes ite´ratives est de choisir convenablement la matrice
Q. Pour ce faire, il convient de preˆter attention a` deux points. Le pre-
mier point important est de pouvoir re´soudre efficacement et rapidement le
syste`me (3.31) ou en d’autres termes de pouvoir calculer efficacement Q−1.
Le deuxie`me point important est, comme nous l’avons vu dans le Chapitre
4, de garantir la convergence de la me´thode du point fixe. Ide´alement, on
voudra choisir une matrice Q qui implique une convergence rapide pour le
processus. Avant de passer a` l’expose´ des me´thodes en tant que telles, nous
allons faire une premie`re analyse de la convergence de la me´thode afin de
diriger notre choix.
Proposition 3.3 Soit un syste`me Ax = b dont la solution est x¯. Si on
applique le processus (3.32) a` partir d’un point de de´part x(1), l’erreur e(k) :=
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x(k) − x¯ suit la re`gle
e(k) = (I −Q−1A)e(k−1). (3.33)
De´monstration: On calcule, en utilisant (3.32),
x(k) − x¯ = (I −Q−1A)x(k−1) − x¯+Q−1b
= (I −Q−1A)x(k−1) − (I −Q−1A)x¯
= (I −Q−1A)e(k−1).
La Proposition 3.3 nous indique quelle est la voie a` choisir pour obtenir
une bonne convergence. En effet, le facteur (I−Q−1A) dans (3.33) doit eˆtre le
plus proche possible de 0 pour obtenir une bonne convergence. Le choix limite
est e´videmment de choisir Q = A, mais cela ne´cessite, comme nous l’avons
dit plus haut, de re´soudre le proble`me initial. Ne´anmoins, la conclusion vague
de la Proposition 3.3 est qu’il faut choisir une matrice Q proche de A.
3.3.2 Me´thodes de Jacobi et de Gauss-Seidel
Le choix de la me´thode de Jacobi consiste a` prendre, pour matrice Q,
la diagonale de A. Il est, en effet, aise´ de voir qu’une matrice Q diagonale
me`nera a` un syste`me (3.31) facile a` re´soudre. De plus, si on veut prendre une
matrice diagonale, celle qui est la plus proche de A est bien suˆr la diagonale
de A elle-meˆme. On peut donc de´crire la me´thode de Jacobi, en de´notant par
D := diag(A),
x(k) = D−1(D − A)x(k−1) +D−1b. (3.34)














Dans (3.35), on voit que, pour calculer x(k), on se sert uniquement des va-
leurs x(k−1) calcule´es a` l’ite´ration pre´ce´dente. Par exemple, pour calculer
x
(k)
j , on utilise x
(k−1)
1 , . . . , x
(k−1)
n . Cependant, si on suppose que le processus
est convergent, lorsque l’on calcule x
(k)
j , on a de´ja` a` sa disposition des valeurs
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approche´es plus pre´cises de x¯1, . . . , x¯j−1, a` savoir x
(k)
1 , . . . , x
(k)
j−1. L’ide´e de la
me´thode de Gauss-Seidel est donc d’utiliser a` l’ite´ration k toutes les nouvelles
valeurs qui ont de´ja` e´te´ calcule´es a` l’ite´ration k.
Il est e´galement possible de voir la me´thode de Gauss-Seidel en utilisant la
structure (3.31). Nous avons dit plus haut qu’il fallait choisir une matrice Q
facilement inversible, ou du moins dont le syste`me qui re´sulte de son emploi
puisse eˆtre re´solu facilement. La me´thode de Jacobi utilise une matrice dia-
gonale. Un autre type de matrice qui me`ne a` un syste`me facile a` re´soudre est
la matrice triangulaire. Comme de plus, nous pre´fe´rons choisir une matrice Q
proche de A, pour la me´thode de Gauss-Seidel, nous choisissons de conside´rer
la partie triangulaire infe´rieure de A. Si on de´compose A = L + D + U , ou`
L est la partie triangulaire infe´rieure de A, D sa diagonale, et U sa partie
triangulaire supe´rieure, on obtient le processus
x(k) = (L+D)−1(L+D − A)x(k−1) + (L+D)−1b (3.36)
dit algorithme de Gauss-Seidel. Bien que la description matricielle (3.36)
semble plus complique´e que dans le cas de la me´thode de Jacobi (3.34), la
mise en oeuvre de l’algorithme de Gauss-Seidel est en re´alite´ plus simple.
A chaque ie´ration, il n’est, en effet, pas ne´cessaire de sauvegarder les ite´re´s
pre´ce´dents. Chaque nouvelle valeur calcule´e est automatiquement re´utilise´e
pour les calculs suivants.
On peut, dans certains cas, ame´liorer la convergence de l’algorithme
de Gauss-Seidel en introduisant un parame`tre que l’on pourra modifier en
fonction de la matrice A de de´part. Pour ce faire, on introduit un facteur
0 < ω < 2. Au lieu de conside´rer Q = L+D, on va plutoˆt utiliser Q = L+ωD.
Dans le cas de ω > 1, on parle de surrelaxation. Dans le cas de ω < 1, on
parle de sousrelaxation. En fait de manie`re e´quivalente, c’est comme si on
conside´rait a` chaque nouvelle ite´ration le nouvel ite´re´
x(k) = (1− ω)x(k−1) + ωg(x(k−1))
ou` g(x(k−1)) est l’ite´re´ calcule´ selon la me´thode de Gauss-Seidel, c’est-a`-dire
g(x(k−1)) = (L + D)−1(L + D − A)x(k−1) + (L + D)−1b. A chaque ite´ration,
on fait donc une sorte de moyenne entre l’ite´re´ calcule´ par la me´thode de
Gauss-Seidel et l’ancien ite´re´. Dans le cas de ω = 1, on retrouve exactement la
me´thode de Gauss-Seidel. Dans le cas de ω > 1, on proce`de a` la surrelaxation,
c’est-a`-dire que l’on tente de forcer une convergence plus forte du coˆte´ de
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g(x(k−1)). Dans le cas de la sousrelaxation, on freine le processus en gardant
une partie provenant de l’ancien ite´re´. Nous verrons dans la section suivante
que c’est la question de convergence qui de´termine le facteur ω optimal.








Pour appliquer la me´thode de Jacobi, on e´crira a` chaque ite´ration x(k) =
(I −D−1A)x(k−1) +D−1b, c’est-a`-dire dans notre cas,
x(k) =












La Table 3.1 indique l’e´volution de l’algorithme avec 0 comme point de
de´part.
Si, en revanche, on utilise l’algorithme de Gauss-Seidel, cela revient a`
conside´rer la matrice
Q =
 2 0 0−1 3 0
0 −1 2

et a` effectuer l’ite´ration x(k) = (I −Q−1A)x(k−1) +Q−1b, c’est-a`-dire
x(k) =













La Table 3.2 indique l’e´volution de l’algorithme avec 0 comme point de
de´part. On peut remarquer que la me´thode converge environ deux fois plus
vite que celle de Jacobi.
3.3.3 Convergence des me´thodes ite´ratives
Les me´thodes ite´ratives ne convergent pas dans tous les cas. Nous allons
dans cette section montrer quels sont les cas ou` elles convergent. La Propo-
sition 3.3 nous donne une ide´e de l’e´volution de l’erreur. Si on conside´rait la









1 0.0000 0.0000 0.0000 -1.0000 -8.0000 5.0000
2 0.5000 2.6667 -2.5000 -2.6667 2.0000 -2.6667
3 1.8333 2.0000 -1.1667 0.6667 -2.6667 0.6667
4 1.5000 2.8889 -1.5000 -0.8889 0.6667 -0.8889
5 1.9444 2.6667 -1.0556 0.2222 -0.8889 0.2222
6 1.8333 2.9630 -1.1667 -0.2963 0.2222 -0.2963
7 1.9815 2.8889 -1.0185 0.0741 -0.2963 0.0741
8 1.9444 2.9877 -1.0556 -0.0988 0.0741 -0.0988
9 1.9938 2.9630 -1.0062 0.0247 -0.0988 0.0247
10 1.9815 2.9959 -1.0185 -0.0329 0.0247 -0.0329
11 1.9979 2.9877 -1.0021 0.0082 -0.0329 0.0082
12 1.9938 2.9986 -1.0062 -0.0110 0.0082 -0.0110
13 1.9993 2.9959 -1.0007 0.0027 -0.0110 0.0027
14 1.9979 2.9995 -1.0021 -0.0037 0.0027 -0.0037
15 1.9998 2.9986 -1.0002 0.0009 -0.0037 0.0009
16 1.9993 2.9998 -1.0007 -0.0012 0.0009 -0.0012
17 1.9999 2.9995 -1.0001 0.0003 -0.0012 0.0003
18 1.9998 2.9999 -1.0002 -0.0004 0.0003 -0.0004
19 2.0000 2.9998 -1.0000 0.0001 -0.0004 0.0001
20 1.9999 3.0000 -1.0001 -0.0001 0.0001 -0.0001
21 2.0000 2.9999 -1.0000 0.0000 -0.0001 0.0000
22 2.0000 3.0000 -1.0000 -0.0000 0.0000 -0.0000
Table 3.1 – La me´thode de Jacobi









1 0.0000 0.0000 0.0000 -1.0000 -8.0000 5.0000
2 0.5000 2.8333 -1.0833 -2.8333 1.0833 0.0000
3 1.9167 2.9444 -1.0278 -0.1111 -0.0556 0.0000
4 1.9722 2.9815 -1.0093 -0.0370 -0.0185 0.0000
5 1.9907 2.9938 -1.0031 -0.0123 -0.0062 0.0000
6 1.9969 2.9979 -1.0010 -0.0041 -0.0021 0.0000
7 1.9990 2.9993 -1.0003 -0.0014 -0.0007 0.0000
8 1.9997 2.9998 -1.0001 -0.0005 -0.0002 0.0000
9 1.9999 2.9999 -1.0000 -0.0002 -0.0001 0.0000
10 2.0000 3.0000 -1.0000 -0.0001 -0.0000 0.0000
Table 3.2 – La me´thode de Gauss-Seidel
re´solution d’e´quations, on dirait qu’il faut que (I−Q−1A) soit infe´rieur a` 1 en
valeur absolue. Bien entendu cette condition ne peut pas eˆtre formule´e telle
quelle dans le cas de matrices. Cependant, la Proposition suivante indique
que les module des valeurs propres de I −Q−1A doivent eˆtre infe´rieures a` 1
si on veut avoir la convergence dans tous les cas.
Proposition 3.4 Si les valeurs propres λi de I−Q−1A sont telles que |λi| <
1 pour tout i, alors le processus (3.32) converge vars la solution x¯ du syste`me
Ax = b pour tout point de de´part x(1).
De´monstration: Nous ne prouvons le the´ore`me que dans le cas ou` tous les
vecteurs propres de I−Q−1A sont line´airement inde´pendants. Nous de´notons
par v1, . . . , vn ces n vecteurs propres inde´pendants et ou` vi correspond a` la
valeur propre λi. On part d’une erreur e
(1) a` la premie`re ite´ration. Nous
pouvons e´crire cette erreur comme combinaison line´aire des vecteurs propres.
On a donc
e(1) = α1v1 + · · ·+ αnvn.
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Par la Proposition 3.3, on a succesivement




= (I −Q−1A)k−1(α1v1 + · · ·+ αnvn)
= (I −Q−1A)k−2(α1λ1v1 + · · ·+ αnλnvn)
...
= αλk−11 v1 + · · ·+ αnλk−1n vn
Si on a |λi| < 1 pour tout i, on voit que le vecteur d’erreur e(k) tend vers 0
quand k →∞ puisque chaque terme de la somme tend individuellement vers
0.
La condition de convergence est donc que le rayon spectral de la matrice
I − Q−1A soit infe´rieur a` 1. La Proposition 3.4 reste vraie quel que soit le
choix de la matrice Q. Il s’applique donc en particulier au cas des me´thodes
de Jacobi et de Gauss-Seidel. Cette condition n’est malheureusement pas
e´vidente a` ve´rifier. Nous allons cependant montrer qu’il existe une classe
simple de matrices qui satisfont toujours cette proprie´te´.
Proposition 3.5 Soit M = (mij) ∈ Rn×n une matrice qui a n vecteurs
propres line´airement inde´pendants. Alors, pour chaque i = 1, . . . , n, il existe





ou` λi est une valeur propre de M .
De´monstration: Conside´rons une valeur propre λ de M et un vecteur propre
associe´ v. Nous pouvons e´crire la de´finition de la valeur propre. On a donc
Mv = λv. Conside´rons la composante de v la plus e´leve´e en valeur absolue.
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On peut de´duire de la Proposition 3.5, qu’une condition suffisante pour que
toutes les valeurs propres soient de module infe´rieur a` 1 est que la somme
des valeurs absolues des e´le´ments de chaque ligne soit infe´rieure a` 1. Si on
transpose cette condition a` la matrice utilise´e dans la me´thode de Jacobi, on
obtient la Proposition suivante.
Proposition 3.6 On conside`re la syste`me Ax = b. Si A est a` diagonale
dominante, c’est-a`-dire si ∑
j 6=i
|aij| < |aii|
pour tout i = 1, . . . , n, alors la me´thode de Jacobi (3.34) converge pour tout
point de de´part x(1).





· · · −a1n
a11−a21
a22









· · · 0
 .
Si on e´crit la condition que chaque ligne doit avoir une somme infe´rieure a` 1
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ce qui peut se re´e´crire comme ∑
j 6=i
|aij| < |aii|
pour tout i = 1, . . . , n.
On peut montrer que cette condition suffit e´galement pour assurer la conver-
gence de l’algorithme de Gauss-Seidel.
3.4 Calcul de valeurs propres
Les valeurs propres d’une matrice sont un outil pre´cieux pour l’inge´nieur.
Comme application principale, on notera le calcul des oscillations propres
d’un syste`me qu’il soit me´canique ou e´lectrique. Les valeurs propres peuvent
e´galement donner l’information contenue dans un grand ensemble de donne´es,
telles les directions principales d’un nuage de points, ou l’information conte-
nue dans un grand graphe. Et la liste ne s’arreˆte e´videmment pas la`. Rap-
pelons tout d’abord la de´finition mathe´matique d’une valeur propre et d’un
vecteur propre associe´.
De´finition 3.4 Soit A ∈ Rn×n une matrice re´elle. La valeur λ ∈ C est une
valeur propre de A s’il existe v ∈ Cn \ {0} (appele´ vecteur propre associe´ a`
λ) tel que Av = λv.
La question du calcul des valeurs propres d’une matrice est fondamentale.
Il est cependant peu pratique de devoir calculer les racines du polynoˆme ca-
racte´ristique d’une matrice det(A−λI) afin d’en connaˆıtre les valeurs propres.
Dans cette section, nous allons montrer comment on peut obtenir tre`s rapide-
ment quelques valeurs propres et leurs vecteurs propres associe´s en appliquant
une me´thode ite´rative, connue sous le nom de me´thode de la puissance. La
question du calcul de toutes les valeurs propres d’une matrice, bien qu’im-
portante, de´borde du cadre de ce cours.
3.4.1 Me´thode de la puissance
Soit une matrice re´elle A ∈ Rn×n. Dans cette section, nous supposons que
les valeurs propres de A sont telles que
|λ1| > |λ2| ≥ |λ3| ≥ · · · ≥ |λn|
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et que chaque valeur propre λi a un vecteur propre associe´ v
(i). La me´thode de
la puissance est une me´thode ite´rative qui sert a` trouver une approximation
de λ1. Notons l’importance de la condition de stricte ine´galite´ |λ1| > |λ2|.
Nous supposons d’abord que les vecteurs propres de A forment une base
line´aire de Cn. Nous partons d’un vecteur complexe arbitraire w(0) ∈ Cn.
Celui-ci peut s’e´crire comme une combinaison line´aire des diffe´rents vecteurs
propres de A. On a donc
w(0) = α1v
(1) + α2v
(2) + · · ·+ αnv(n), (3.37)
avec αi ∈ C pour tout i. Supposons encore que α1 6= 0. Nous proce´dons a`
pre´sent aux diffe´rentes ite´rations de la me´thode de la puissance. On calcule
successivement
w(1) = Aw(0)
w(2) = Aw(1) = A2w(0)
...
w(k) = Aw(k−1) = Akw(0).
Si on reprend (3.37), on peut e´galement e´crire
w(k) = Akw(0)
= Ak(α1v




(1) + · · ·+ αnλknv(n)













Comme |λ1| > |λj| pour tout j 6= 1, tous les termes (λjλ1 )k tendent vers
0 quand k tend vers l’infini. A l’infini, la quantite´ w(k) tend donc vers la
direction du vecteur propre dominant de A. En ge´ne´ral e´videmment, soit si
|λ1| > 1, la quantite´ tend vers l’infini, soit si |λ1| < 1, la quantite´ tend vers 0,
et il sera difficile de localiser la vraie direction. Dans la pratique, on proce`de
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Le processus converge alors vers le vecteur propre dominant. On peut obtenir
la valeur propre dominante en calculant a` chaque e´tape
σk = z
(k)Tw(k+1)






qui converge vers λ1 si zk converge vers v
(1). Remarquons que le proces-
sus que nous venons de de´crire converge vers le vecteur propre avec une
vitesse de´pendant du ratio |λ2|/|λ1|. Plus ce quotient est petit, plus la conver-
gence est rapide. Le processus ne convergera donc pas vite pour des matrices
pour lesquelles les deux valeurs propres dominantes sont proches. Une fac¸on
d’acce´le´rer le processus est de travailler avec une matrice B = A−mI. En ef-
fet toutes les valeurs propres de B sont exactement λi−m. Si on connaˆıt une
approximation des valeurs propres, il peut eˆtre possible d’ame´liorer le ratio
|λ2−m|/|λ1−m|. En re`gle ge´ne´rale, on n’a e´videmment pas acce`s aux valeurs
propres et il est donc difficile de trouver le m optimal. Remarquons qu’on
peut aussi se servir de cette astuce pour calculer une autre valeur propre. En
effet, si on applique la me´thode de la puissance a` B := A −mI, celle-ci va
converger vers la valeur propre la plus e´loigne´e de m.
3.4.2 Calcul de la valeur propre de plus petit module
Il est e´galement possible de calculer la valeur propre de plus petit module
(a` condition qu’elle soit non nulle) avec la me´thode de la puissance. En effet,
si A est inversible, on peut voir que si λ est une valeur propre de A, alors on
a
Ax = λx⇐⇒ x = A−1(λx)⇐⇒ A−1x = 1
λ
x.
De`s lors, si λ est une valeur propre de A, 1
λ
est une valeur propre de A−1. On
en de´duit aussi que si λ est la valeur propre de plus petit module de A, 1
λ
sera
la valeur propre de plus grand module de A−1. On peut donc appliquer la
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Remarquons que dans la dernie`re expression, il n’est pas ne´cessaire d’effectuer
la couˆteuse ope´ration de l’inversion de la matrice A. On peut tout a` fait
se contenter d’une factorisation LU de la matrice et re´soudre le syste`me
Aw(k+1) = z(k) a` chaque ite´ration. Finalement, on peut remarquer que l’on
peut se servir de la me´thode inverse de la puissance, associe´e a` un changement
de matrice B = A−mI pour trouver la valeur propre qui est la plus proche
d’un scalaire m.
3.4.3 Calcul d’autres valeurs propres
Supposons que l’on ait trouve´ la valeur propre dominante λ1 de A. On
souhaite a` pre´sent calculer la deuxie`me valeur propre de plus grand module,
a` savoir λ2.
La me´thode que nous de´crirons en premier lieu ne convient que pour une
matrice A syme´trique. Si λ1 et v
1 sont respectivement la valeur propre et le
vecteur propre de´ja` calcule´s, on forme la matrice
A1 = A− λ1 v1v1T (3.38)




j pour tout vecteur propre vj associe´ a` une valeur propre
λj, j = 2, 3, . . . , n. Par conse´quent, A1 a tous les vecteurs propres de A et
toutes ses valeurs propres excepte´ λ1 qui est remplace´ par ze´ro.
Lorsque λ2 et v
2 ont e´te´ calcule´s a` partir de A1, le processus peut eˆtre
re´pe´te´ en formant A2 = A1−λ2v2v2T , et ainsi de suite pour la de´termination
des valeurs propres et vecteurs propres restant.
Une autre me´thode de de´flation consiste a` trouver une matrice non-
singulie`re P telle que Pv1 = e1 ou` e1 est le vecteur canonique e1 = (1, 0 · · · 0)T .




La dernie`re e´galite´ signifie que la matrice PAP−1, qui a les meˆmes valeurs
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et la matrice d’ordre (n − 1) occupant le coin infe´rieur droit de PAP−1
posse`de donc bien les proprie´te´s recherche´es. Comme pour l’autre me´thode
de de´flation, on peut re´pe´ter le processus en calculant A2 a` partir de A1 une
fois λ2 et v
2 calcule´s.
3.4.4 Algorithme QR
La me´thode que nous allons e´tudier maintenant s’est re´ve´le´e dans la pra-
tique comme l’une des plus efficaces pour la recherche de toutes les valeurs
propres d’une matrice syme´trique ou non-syme´trique.
L’algorithme QR consiste a` construire une suite de matricesA = A1, A2, A3, ...
au moyen des relations
Ak = QkRk, Ak+1 = RkQk , . . . (3.39)
ou` les matrices Qk sont orthogonales et les matrices Rk sont triangulaires
supe´rieures. Rappelons ce the´ore`me d’alge`bre concernant la de´composition
QR de´coulant du principe d’orthogonalisation de Gram-Schmidt.
The´ore`me 3.6 Toute matrice A ∈ Rn×n carre´e non singulie`re peut eˆtre
e´crite sous la forme A = QR ou` R de´signe une matrice non singulie`re
triangulaire supe´rieure et ou` Q de´signe une matrice unitaire, c’est-a`-dire
QQT = QTQ = I.
On peut montrer que la matrice Ak tend vers une matrice triangulaire
supe´rieure dont les e´le´ments diagonaux sont les valeurs propres de A.
The´ore`me 3.7 (Convergence de l’algorithme QR.) Si les valeurs propres
λi, i = 1, 2, ..., n de A satisfont les conditions
|λ1 | > |λ2 | > ... > |λn | (3.40)
alors la matrice Ak de´finie en (3.39) tend vers une matrice triangulaire
supe´rieure dont les e´le´ments diagonaux sont les valeurs propres de A, range´es
dans l’ordre des modules de´croissants.
De´monstration: Puisque les valeurs propres de A sont toutes diffe´rentes (et
re´elles), il existe une matrice non-singulie`re (et re´elle) X, telle que :
A = X DX−1 (3.41)
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ou`
D := diag (λ1, λ2, . . . , λn)
De´finissons les matrices Q,R,L et U par les relations
X = QR X−1 = LU. (3.42)
Les matrices R et U sont triangulaires supe´rieures, la matrice L est triangu-
laire infe´rieure avec tous ses e´le´ments diagonaux e´gaux a` 1 et la matrice Q
est orthogonale. La matrice R est non-singulie`re puisque X l’est e´galement.
La de´composition QR existe toujours, tandis que la de´composition LU existe
seulement si tous les mineurs principaux de X−1 sont non nuls.
Analysons maintenant en de´tail une e´tape de l’algorithme QR. On a
Ak+1 = RkQk = Q
T
kAkQk. (3.43)





Pk := Q1Q2 · · ·Qk. (3.45)
Si l’on pose alors
Uk := RkRk−1 · · ·R1, (3.46)
on calcule
PkUk = Q1Q2 · · ·Qk−1(QkRk)Rk−1 · · ·R2R1
= Pk−1AkUk−1
= APk−1Uk−1 (3.47)




Cette dernie`re relation montre que Pk et Uk sont les facteurs de la de´composition
QR de la matrice Ak.





= P Tk XDX
−1Pk
= P Tk Q(RDR
−1)QTPk. (3.49)
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La matrice R e´tant triangulaire supe´rieure, la matrice R−1 l’est aussi et a
pour e´le´ments diagonaux les inverses des e´le´ments diagonaux deR. Le produit
RDR−1 est donc une matrice triangulaire supe´rieure dont la diagonale est
e´gale a` D. Il suffit donc pour e´tablir le the´ore`me de montrer que Pk → Q.
Pour e´tablir ce dernier fait, conside´rons la matrice Ak qui, e´tant donne´
(3.41) et (3.42) peut s’e´crire sous les formes
Ak = XDkX−1 = QRDkLU = QR(DkLD−k)DkU. (3.50)
On constate que la matrice DkLD−k est une matrice triangulaire infe´rieure
dont les e´le´ments diagonaux sont e´gaux a` 1, tandis que l’e´le´ment (i, j) est
e´gal a` lij(λi/λj)
k lorsque i > j, et nous pouvons donc e´crire
DkLD−k = I + Ek ou` lim
k→∞
Ek = 0
L’e´quation (3.50) donne alors










On peut alors effectuer la de´composition QR de la matrice (I + Fk), soit
(I + Fk) = Q˜kR˜k




Le premier des facteurs de (3.51) est orthogonal et le second est triangulaire
supe´rieur : on a donc bien obtenu une de´composition QR de Ak. Mais cette
de´composition est unique puisque Ak est non-singulie`re. Comparant alors
(3.51) et (3.48) on a Pk = QQ˜k et donc Pk → Q puisque Q˜k → I.
On a duˆ supposer pour pouvoir de´montrer ce the´ore`me que X−1 a une
de´composition LU . Au cas ou cette de´composition n’existe pas, on sait qu’il
existe une matrice de permutation P telle que l’on puisse e´crire PX−1 = LU .
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On peut alors montrer que dans ce cas la matrice Pk tend vers le facteur Q
obtenu par la de´composition QR de la matrice XP T . La matrice Ak tend
toujours vers une matrice triangulaire supe´rieure dont les e´le´ments diagonaux
restent les valeurs propres de A, mais celles-ci ne seront plus range´es par ordre
des modules croissants.
On a pu constater dans la de´monstration du the´ore`me 3.7 que la conver-
gence de l’algorithme QR de´pend essentiellement des rapports λi/λj. Tout
comme pour la me´thode de la puissance, la convergence sera donc ralentie
en cas de valeurs propres voisines. On modifiera alors l’algorithme de base
de la fac¸on suivante :
Ak − αkI = QkRk , RkQk + αkI = Ak+1 , k = 1, 2, 3, ... (3.52)
ou` les facteurs αk sont des facteurs d’acce´le´ration de la convergence. De fac¸on





PkUk = (A− α0I)(A− α1I)...(A− αkI). (3.54)
Les valeurs propres de Ak+1 restent donc toujours les meˆmes que celles
de A, tandis que la convergence de´pendra maintenant des rapports (λi −
αk)/(λj − αk). Les points de´licats de la mise en œuvre de tels algorithmes
sont e´videmment dans les choix des facteurs de convergence. Nous renvoyons
a` la litte´rature spe´cialise´e en ce qui concerne la description de strate´gies des
choix des αk.
Dans le cas de valeurs propres identiques, une analyse de´taille´e montre
qu’en fait, la convergence n’est pas affecte´e.
Le cas de valeurs propres complexes conjugue´es est un peu plus de´licat.
Il est bien certain que des transformations de similitudes re´elles ne peuvent
pas fournir une matrice triangulaire avec les valeurs propres sur la diagonale.
On peut montrer que la matrice Ak tendra vers une matrice “presque” tri-
angulaire supe´rieure : la matrice limite contiendra des blocs d’ordre deux,
centre´s sur la diagonale principale, et dont les valeurs propres seront les va-
leurs propres complexes conjugue´es de la matrice A.
Pour une matrice pleine, une seule ite´ration de l’algorithmeQR ne´cessitera
de l’ordre de 10n3/3 ope´rations, ce qui est beaucoup trop e´leve´. En pratique,
pour pouvoir utiliser l’algorithme, il faudra transformer la matrice en une
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forme dite de Hessenberg pour laquelle la factorisation QR est beaucoup
moins che`re. Le de´tail de l’imple´mentation sort du cadre de ce cours et nous
nous re´fe´rons a` la litte´rature spe´cialise´e pour les de´tails d’imple´mentation.
3.5 Optimisation line´aire
L’inge´nieur ou l’informaticien est souvent confronte´ a` la recherche de la
meilleure solution d’un proble`me donne´. Lorsque cela est possible, il est sou-
vent inte´ressant de mode´liser les diffe´rentes de´cisions possibles d’un proble`me
comme des variables mathe´matiques devant re´pondre a` une se´rie de contraintes.
Prendre la meilleure de´cision revient alors a` trouver le maximum ou le mi-
nimum que peut prendre une fonction si on lui affecte des variables satis-
faisant les contraintes. Cette approche ge´ne´rale est appele´e optimisation et
la branche mathe´matique qui s’occupe de la the´orie et des algorithmes pour
re´soudre les proble`mes d’optimisation est appele´e programmation mathe´matique.
Nous de´veloppons a` pre´sent un exemple qui illustre cette de´marche.
Exemple 3.7 La compagnie Steel a rec¸u une commande de 500 tonnes
d’acier qui doit eˆtre utilise´ en construction navale. L’acier doit avoir les ca-
racte´ristiques suivantes.
Ele´ment chimique Valeur Minimum Valeur Maximum
Carbone (C) 2 3
Cuivre (Cu) 0.4 0.6
Mangane`se (Mn) 1.2 1.65
La compagnie posse`de diffe´rents mate´riaux de base qu’elle peut utiliser pour
la production de son acier. La table suivante renseigne les valeurs de chacun
de ces mate´riaux, leurs quantite´s disponibles et leurs prix.
Mate´riau C % Cu % Mn % Disp. (T) Couˆt (e/T)
Alliage de fer 1 2.5 0 1.3 400 200
Alliage de fer 2 3 0 0.8 300 250
Alliage de fer 3 0 0.3 0 600 150
Alliage de cuivre 1 0 90 0 500 220
Alliage de cuivre 2 0 96 4 200 240
Alliage d’aluminium 1 0 0.4 1.2 300 200
Alliage d’aluminium 2 0 0.6 0 250 165
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L’objectif est de de´terminer la composition optimale de l’acier qui permet de
minimiser le couˆt de celui-ci.
La de´marche pour re´soudre un tel proble`me est de proposer une formulation
mathe´matique de celui-ci. Pour ce faire, nous allons de´finir des variables de
de´cision, des contraintes a` respecter et un objectif a` maximiser ou minimiser.
Variables de de´cision
Les de´cisions possibles dans ce proble`me portent sur les quantite´s de chaque
alliage qui se retrouveront dans la composition finale. Nous pouvons donc
conside´rer les variables de de´cision suivantes :
xFi : quantite´ (T) de l’alliage de fer i entrant dans la composition
xCi : quantite´ (T) de l’alliage de cuivre i entrant dans la composition
xAi : quantite´ (T) de l’alliage d’aluminium i entrant dans la composition
Fonction objectif
L’objectif dans ce proble`me est de minimiser le couˆt de production. On peut
formuler cela aise´ment en exprimant l’objectif comme
min 200xF1 + 250xF2 + 150xF3 + 220xC1 + 240xC2 + 200xA1 + 165xA2.
On remarque que la fonction objectif est line´aire.
Contraintes
Une se´rie de contraintes sont impose´es au proble`me. Nous allons maintenant
mode´liser chacune d’elles comme une ine´galite´ mathe´matique. Il y a principa-
lement trois types de contraintes. Premie`rement, nous avons les contraintes
de disponibilite´ de chaque mate´riau. Nous avons e´galement les contraintes
sur la composition finale de l’acier dans les trois e´le´ments chimiques. Finale-
ment nous avons la contrainte de´crivant la quantite´ totale d’acier a` produire.
Commenc¸ons par l’expression de la disponibilite´ de chaque alliage. Cela peut
s’exprimer aise´ment comme
xF1 ≤ 400, xF2 ≤ 300, xF3 ≤ 600, xC1 ≤ 500, xC2 ≤ 200, xA1 ≤ 300, xA2 ≤ 250.
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Les contraintes de satisfaction des pourcentages de chaque e´le´ment chi-
mique seront obtenues en re´alisant les combinaisons line´aires
2 ≤ 2.5xF1 + 3xF2 ≤ 3
0.4 ≤ 0.3xF3 + 90xC1 + 96xC2 + 0.4xA1 + 0.6xA2 ≤ 0.6
1.2 ≤ 1.3xF1 + 0.8xF2 + 4xC2 + 1.2xA1 ≤ 1.65.
Nous voyons que les contraintes ne comportent que des combinaisons line´aires
des variables. Elles sont donc e´galement line´aires. La contrainte concernant
la production totale d’acier s’exprime comme la somme de l’utilisation de
tous les alliages c’est-a`-dire
xF1 + xF2 + xF3 + xC1 + xC2 + xA1 + xA2 = 500.
Remarquons finalement que toutes les variables, pour avoir un sens, doivent
eˆtre positives. On peut re´sumer le proble`me d’optimisation obtenu en utili-
sant la formulation de programmation mathe´matique
min 200xF1+250xF2+150xF3+220xC1+240xC2+200xA1+165xA2
s.c.q. 2.5xF1+ 3xF2 ≥ 2
2.5xF1+ 3xF2 ≤ 3
0.3xF3+ 90xC1+ 96xC2+ 0.4xA1+ 0.6xA2 ≥ 0.4
0.3xF3+ 90xC1+ 96xC2+ 0.4xA1+ 0.6xA2 ≤ 0.6
1.3xF1+ 0.8xF2 + 4xC2+ 1.2xA1 ≥ 1.2








xF1, xF2, xF3, xC1, xC2, xA1, xA2 ∈ R+.
Lorsque la fonction objectif et les contraintes sont line´aires, on parle de pro-
grammation line´aire. Ce genre de proble`me posse`de de tre`s belles proprie´te´s
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the´oriques et peut eˆtre re´solu de manie`re tre`s efficace. Dans cette section,
nous allons e´tudier l’algorithme du simplexe qui est un algorithme efficace
pour re´soudre les proble`ms de programmation line´aire. L’autre famille d’al-
gorithmes efficaces pour re´soudre les programmes line´aires est compose´ des
me´thodes de points inte´rieurs que nous n’aborderons pas dans ce cours.
3.5.1 Forme standard de la programmation line´aire
Le mode`le de l’Exemple 3.7 est un exemple de programme line´aire. Nous
allons a` pre´sent voir qu’il existe plusieurs fac¸ons e´quivalentes de repre´senter
les programmes line´aires. Rappelons qu’un programme line´aire est un proble`me
de la forme
min g(x)
s.c.q. fI(x) ≥ 0
fE(x) = 0
x ∈ Rn
ou` g : Rn → R est une fonction line´aire que l’on appelle la fonction objectif,
fI : Rn → Rm1 est une fonction affine de´finissant les contraintes d’ine´galite´
et fE : Rn → Rm2 est une fonction affine de´finissant les contraintes d’e´galite´.
En utilisant le formalisme matriciel, on obtient une forme ge´ne´rique du type
min cTx (3.55)
s.c.q. A≥x ≥ b≥ (3.56)
A≤x ≤ b≤ (3.57)
A=x = b= (3.58)
x ∈ Rn. (3.59)
Nous allons maintenant voir comment on peut e´crire un meˆme proble`me sous
diffe´rentes formes pratiquement e´quivalentes. Ceci nous permettra de traiter
tous les proble`mes de programmation line´aire sous une meˆme forme standard
plus simple que la forme (3.55)-(3.59).
Observation 3.1 Tout proble`me de maximisation peut eˆtre ramene´ a` un
proble`me de minimisation et inversement.
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De´monstration: En effet, si on cherche le point x qui maximise g(x) sur un
ensemble X, on peut remarquer que le meˆme point x minimise −g(x) sur
l’ensemble X. De`s lors les deux proble`mes
min cTx max − cTx
s.c.q x ∈ X s.c.q x ∈ X
ont les meˆmes ensembles de solutions optimales atteignant des valeurs op-
pose´es de la fonction objectif.
Observation 3.2 Toute contrainte d’e´galite´ peut eˆtre exprime´e de manie`re
e´quivalente par deux ine´galite´s.
De´monstration: Il suffit de voir que les deux ensembles
X= = {x ∈ Rn | A=x = b=} et
X≤,≥ = {x ∈ Rn | A=x ≤ b=, A=x ≥ b=}
sont e´gaux.
Dans l’autre direction, on peut e´galement exprimer une contrainte d’ine´galite´
par une contrainte d’e´galite´, mais on doit l’exprimer dans un autre espace
(en rajoutant une variable).
Observation 3.3 Toute contrainte d’ine´galite´ peut eˆtre exprime´e de manie`re
e´quivalente dans un espace e´tendu, c’est-a`-dire avec une variable de plus, ap-
pele´e variable d’e´cart par une contrainte d’e´galite´.
De´monstration: Conside´rons A≤ ∈ Rm×n. Dans le cas d’une contrainte ≤, on
peut voir que les deux ensembles
X≤ = {x ∈ Rn | A≤x ≤ b≤} et
Xs,≤ = {x ∈ Rn | ∃s ∈ Rm+ tel que A≤x+ Is = b≤}
sont e´gaux. Dans le cas d’une contrainte ≥ et pour une matrice A≥ ∈ Rm×n,
on peut voir que les deux ensembles
X≥ = {x ∈ Rn | A≥x ≥ b≥} et
Xs,≥ = {x ∈ Rn | ∃s ∈ Rm+ tel que A≥x− Is = b≥}
sont e´gaux.
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Nous terminons ce catalogue d’e´quivalences en montrant que l’on peut tou-
jours se ramener a` un proble`me ne contenant que des variables restreintes
a` des valeurs positives. Cela dit, il ne s’agit cette fois pas d’une stricte
e´quivalence.
Observation 3.4 Tout proble`me line´aire contenant des variables non res-
treintes quant au signe peut se ramener a` un proble`me line´aire ne contenant
que des variables dont les valeurs doivent eˆtre positives.
De´monstration: Conside´rons le proble`me max{cTx + c¯y | Ax + A¯y ≤ b, x ∈
Rn+, y ∈ R} ou` la variable y peut eˆtre aussi bien de signe positif que ne´gatif
et tentons d’e´crire un proble`me associe´ ou` toutes les variables doivent eˆtre
positives. On peut voir que si on introduit les deux variables y+ ∈ R+ et y− ∈
R+, on peut toujours exprimer y = y+−y−. De`s lors si on re´sout le proble`me
max{cTx + c¯y+ − c¯y− | Ax + A¯y+ − A¯y− ≤ b, x ∈ Rn+, y+, y− ∈ R}, toute
solution optimale de ce proble`me peut se ramener a` une solution optimale du
proble`me initial en e´crivant simplement y = y+−y−. Remarquons simplement
que les deux proble`mes ne sont pas strictement e´quivalents.
Graˆce aux quatre observations pre´ce´dentes, nous sommes maintenant preˆts
a` de´crire la forme standard de la programmation line´aire.
The´ore`me 3.8 Tout proble`me de programmation line´aire peut eˆtre ramene´
a` une forme standard ou` la fonction objectif est une minimisation, ou` toutes
les contraintes sont des e´galite´s et ou` toutes les variables doivent prendre des
valeurs positives. Mathe´matiquement, on peut donc ramener tout proble`me
line´aire a` la forme standard
min cTx
s.c.q. Ax = b
x ∈ Rn+.
Exemple 3.8 Dans cet exemple, nous mettons en pratique les diffe´rentes
observations cite´es plus haut de fac¸on a` mettre un proble`me sous sa forme
standard. Conside´rons donc le proble`me
max 2x1 + 3x2 (3.60)
s.c.q. x1 − x2 ≥ 1 (3.61)
2x1 + 3x2 ≤ 7 (3.62)
x1 ∈ R−, x2 ∈ R. (3.63)
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Nous allons le transformer en forme standard. Conside´rons tout d’abord
la fonction objectif (3.60). Il s’agit ici d’un maximum. Pour se ramener
a` un minimum, il suffit de conside´rer la fonction oppose´e a` minimiser :
min −2x1 − 3x2. Conside´rons a` pre´sent les contraintes (3.61),(3.62) qui
sont des ine´galite´s. Elles peuvent eˆtre aise´ment transforme´es en contraintes
d’e´galite´ en y ajoutant des variables d’e´cart respectivement s1, s2 ∈ R+. On
re´e´crit donc les contraintes comme x1 − x2 − s1 = 1 et 2x1 + 3x2 + s2 = 7.
Finalement, on doit traiter les bornes (ou l’absence de bornes) des variables.
La variable x1 est borne´e mais dans le mauvais sens. On introduit donc
x¯1 := −x1. Remarquons qu’il suffit ensuite simplement de prendre l’oppose´
des coefficients de x1 dans l’objectif et les contraintes pour obtenir les coeffi-
cients de x¯1 dans l’objectif et les contraintes. Si on conside`re x2 qui n’a pas
de bornes, on introduit deux variables x+2 et x
−
2 et on e´crit x2 = x
+
2 − x−2 .
Les coefficients de x+2 sont ceux de x2, quant a` ceux de x
−
2 , ils sont obtenus
comme l’oppose´ de ceux de x2. En re´sume´, on obtiendra donc le proble`me
(3.60)-(3.63) mis sous forme standard
max −2x¯1+3x+2 −3x−2
s.c.q. −x¯1− x+2 + x−2 −s1 = 1





2 , s1, s2 ∈ R+.
Dans la suite, lorsque nous parlerons d’un proble`me de programmation line´aire,
il pourra s’agir aussi bien de contraintes de la forme Ax ≤ b que Ax ≥ b ou de
la forme standard Ax = b, x ∈ Rn+. L’ensemble des solutions re´alisables d’un
programme line´aire c’est-a`-dire l’ensemble des points satisfaisant l’ensemble
des contraintes est un polye`dre. Nous allons exprimer quelques proprie´te´s
ge´ome´triques utiles de ces polye`dres qui nous permettront d’exprimer l’algo-
rithme du simplexe.
3.5.2 Ge´ome´trie des polye`dres
En trois dimensions, un polye`dre est un solide dont toutes les “faces”
sont “rectilignes”. On peut ge´ne´raliser cette intuition a` toute dimension et
interpre´ter ge´ome´triquement un polye`dre comme e´tant l’intersection des en-
94 CHAPITRE 3. SYSTE`MES LINE´AIRES
sembles re´alisables d’un ensemble fini de contraintes line´aires. On utilisera
donc la de´finition suivante.
De´finition 3.5 Un polye`dre en dimension n est l’ensemble {x ∈ Rn | Ax ≤
b} pour une matrice A ∈ Rm×n et un vecteur b ∈ Rm donne´s.
Nous avons de´cide´ de de´finir un polye`dre comme e´tant l’ensemble re´alisable
d’un syste`me d’ine´galite´s ≤. Comme nous l’avons discute´ dans la section
pre´ce´dente, nous pouvons e´galement de´finir un polye`dre (en repre´sentation
standard) comme e´tant l’ensemble {x ∈ Rn+ | Ax = b, x ≥ 0}.
Exemple 3.9 Conside´rons l’ensemble
X = {x ∈ R2 | −x1+2x2 ≤ 1 (a)
−x1+ x2 ≤ 0 (b)
4x1+3x2 ≤ 12 (c)
x1, x2 ≥ 0 }. (d)
En deux dimensions, un polye`dre est un polygone convexe ou` chaque coˆte´
est repre´sente´ par une ine´galite´ de l’ensemble. Le polye`dre (polygone) X est


























Figure 3.1 – Le polye`dre de l’Exemple 3.9
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La convexite´ d’un polye`dre est une proprie´te´ fondamentale.
De´finition 3.6 Un ensemble S ⊆ Rn est convexe si pour tout x, y ∈ S et
tout λ ∈ [0, 1], on a e´galement que λx+ (1− λ)y ∈ S.
Ge´ome´triquement la convexite´ implique que si on conside`re deux points d’un
ensemble convexe, alors le segment qui les lie est e´galement entie`rement in-
clus dans l’ensemble. Le segment liant deux points est ce qu’on appelle une
combinaison convexe Ce concept peut eˆtre ge´ne´ralise´ a` plusieurs points.
De´finition 3.7 Soit x(1), . . . , x(k) ⊆ Rn.





i=1 λi = 1, λi ≥ 0, est appele´e
combinaiason convexe des vecteurs x(1), . . . , x(k).
(ii) L’enveloppe convexe des vecteurs x(1), . . . x(k) est l’ensemble de toutes
les combinaisons convexes de x(1), . . . , x(k).
Nous sommes maintenant en mesure de prouver le fait que tout polye`dre tel
que nous l’avons de´fini est un ensemble convexe.
Proposition 3.7 (i) Le demi-espace {x ∈ Rn | aTx ≤ b} est un ensemble
convexe.
(ii) L’intersection d’un nombre quelconque d’ensembles convexes est convexe.
(iii) Un polye`dre est un ensemble convexe.
De´monstration: (i) Soit x, y ∈ Rn tel que aTx ≤ b et aTy ≤ b. Par line´arite´,
nous de´duisons ensuite que aT (λx + (1 − λ)y) = λ(aTx) + (1 − λ)(aTy) ≤
λb+ (1− λ)b ce qui nous permet de conclure que la combinaison convexe de
x et y satisfait la meˆme contrainte.
(ii) Soit Xi, i ∈ I des ensembles convexes et conside´rons x, y ∈ Si pour tout
i ∈ I. Par conse´quent par convexite´ de tous les ensembles Si, on en de´duit
que λx+(1−λ)y ∈ Si pour tout i ∈ I. Il s’ensuit de`s lors que la combinaison
convexe appartient aussi a` l’intersection des ensembles.
(iii) Comme un polye`dre est une intersection de demi-espaces, il s’ensuit qu’il
s’agit d’un ensemble convexe.
Nous allons maintenant caracte´riser de trois fac¸ons e´quivalentes les “coins”
d’un polye`dre. Nous verrons que ces points sont en re´alite´ les candidats na-
turels lorsque l’on veut re´soudre un proble`me de programmation line´aire.
Nous utiliserons par la suite cette caracte´risation pour de´crire l’algorithme
du simplexe.
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De´finition 3.8 Soit P ⊆ Rn un polye`dre. Un point x ∈ P est un point
extreˆme de P s’il n’existe pas deux points y, z ∈ P tels que x est une combi-
naison convexe (stricte) de y et z, c’est-a`-dire tels qu’il existe 0 < λ < 1 et
x = λy + (1− λ)z.
La de´finition de point extreˆme est relativement ge´ome´trique et indique que
ceux-ci doivent se trouver aux “coins” d’un polye`dre. La de´finition suivante
s’ave`re e´quivalente et est d’une grande importance du point de vue de la
programmation line´aire.
De´finition 3.9 Soit P ⊆ Rn un polye`dre. Un point x ∈ P est un sommet
de P si il existe une fonction objectif c ∈ Rn telle que cTx < cTy pour tout
y ∈ P \ {x}.
Cette de´finition indique qu’un point est un sommet s’il existe une fonction
objetif pour laquelle x est la solution optimale du programme line´aire cor-
respondant. Ceci nous donne de´ja` une ide´e de la me´thode de re´solution
des programmes line´aires. Nous allons explorer les diffe´rents sommets afin
de trouver celui qui minimise la fonction objectif. Cette caracte´risation des
sommets n’est malheureusement pas tre`s utile alge´briquement. C’est en se
servant de la de´finition de solution de base que nous pourrons calculer ex-
plicitement les diffe´rents sommets. Avant de l’introduire, nous ne´cessitons
encore la de´finition suivante.





i ∈ N . Soit x ∈ Rn un point satisfaisant les contraintes avec e´galite´ (a(i))Tx =
b(i) pour i ∈M ⊆ N . On dit que les contraintes de l’ensemble M sont actives
ou serre´es en x.
De´finition 3.11 Soit P ⊆ Rn un polye`dre de´fini par des contraintes (a(i))Tx ≤
b(i), i ∈ M≤ et (a(i))Tx = b(i), i ∈ M=. Un point x ∈ Rn est une solution de
base si
(i) x satisfait toutes les contraintes d’e´galite´ (a(i))Tx = b(i), i ∈M=,
(ii) n contraintes line´airement inde´pendantes sont serre´es en x.
Un point x ∈ Rn est une solution de base re´alisable si x est une solution
de base et satisfait aussi toutes les contraintes qui ne sont pas serre´es. En
d’autres termes, x ∈ P .
3.5. OPTIMISATION LINE´AIRE 97
Exemple 3.10 On peut aise´ment interpre´ter ge´ome´triquement le concept de
solution de base et de solution de base re´alisable dans le cas bidimensionnel.
Reprenons l’ensemble de l’Exemple 3.9 a` savoir
X = {x ∈ R2 | −x1+2x2 ≤ 1 (a)
−x1+ x2 ≤ 0 (b)
4x1+3x2 ≤ 12 (c)
x1, x2 ≥ 0 }. (d)































Figure 3.2 – Un polye`dre en deux dimensions et ses solutions de base
lution de base peut eˆtre obtenue en conside´rant deux ine´galite´s line´airement
inde´pendantes satisfaites avec e´galite´. Nous obtenons donc que les solutions
de base sont les intersections ge´ome´triques de chaque paire d’ine´galite´s. On
obtient donc les points A,B,C,D,E, F (entre autres). Remarquons que les
points B,D,E, F appartiennent au polye`dre et sont donc des solutions de
base re´alisables tandis que A et C sont des solutions de base non re´alisables.
Remarquons finalement que F est l’intersection non pas de deux mais de trois
contraintes (dont e´videmment seulement deux sont line´airement inde´pendantes).
On parle dans ce cas de de´ge´ne´rescence. Il s’agit d’un fait qui peut poser cer-
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tains proble`mes the´oriques mais qui est extreˆmement fre´quent en pratique.
Nous allons maintenant prouver que les trois de´finitions (point extreˆme, som-
met et solution de base re´alisable) correspondent aux meˆmes points. Ces
meˆmes points seront les points que nous investiguerons lorsque nous recher-
cherons une solution optimale d’un programme line´aire.
The´ore`me 3.9 Soit P ⊆ Rn un polye`dre non vide et x ∈ P . Les trois
propositions suivantes sont e´quivalentes :
(i) x est un sommet de P ,
(ii) x est un point extreˆme de P ,
(iii) x est une solution de base re´alisable de P .
De´monstration: Supposons que
P = {x ∈ Rn |(a(i))Tx ≥ b(i), i ∈M≥
(a(i))Tx = b(i), i ∈M= }.
ou` M≥ repre´sente l’ensemble des contraintes d’ine´galite´ et M= repre´sente
l’ensemble des contraintes d’e´galite´.
(i) ⇒ (ii) Comme x est un sommet de P , en appliquant la de´finition, on
en de´duit qu’il existe c ∈ Rn tel que cTx < cTy pour tout y ∈ P \ {x}.
Supposons maintenant par l’absurde que x n’est pas un point extreˆme. Alors
il existe y, z ∈ P \ {x}, 0 < λ < 1 tels que x = λy + (1 − λ)z. Mais alors
cTx = λcTy + (1− λ)cT z > cTx puisque cTy > cTx et cT z > cTx, ce qui est
une contradiction.
(ii)⇒ (iii) Nous allons montrer la contrapose´e. Supposons donc que x n’est
pas une solution de base re´alisable, nous allons montrer que x ne peut pas
eˆtre un point extreˆme. Si x n’est pas une solution de base re´alisable, alors
au plus n − 1 contraintes line´airement inde´pendantes sont serre´es pour x.
Appelons I l’ensemble des indices des contraintes qui sont serre´es pour x.
Il existe alors une direction d ∈ Rn telle que (a(i))Td = 0 pour tout i ∈ I.
Remarquons qu’il existe  > 0 tel que x + d ∈ P et x − d ∈ P . En effet,
(a(i))T (x ± d) = b(i) pour i ∈ I. De plus (a(i))Tx > b(i) pour i 6∈ I, ce
qui implique le choix possible de  > 0. Nous obtenons donc finalement une
contradiction puisque x = 1
2
(x+ d) + 1
2
(x− d).
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(iii) ⇒ (i) Supposons que x soit une solution de base re´alisable et soit I
l’ensemble des indices des contraintes qui sont serre´es pour x, c’est-a`-dire
(a(i))Tx = b(i) pour tout i ∈ I. Nous allons montrer qu’en de´finissant c :=∑
i∈I a






i∈I b(i).Maintenant conside´rons un point y ∈ P\{x}.
Remarquons que (a(i))Ty ≥ b(i) pour tout i ∈ I puisque y doit satisfaire toutes
les contraintes de´finissant le polye`dre. De plus, comme il y a n contraintes
line´airement inde´pendantes dans les contraintes de I, nous savons que le
syste`me line´aire qui consiste a` rendre toutes les contraintes serre´es a une so-
lution unique. Cette solution est donc force´ment x. En conse´quence, il existe





i∈I b(i) ce qui est bien le re´sultat que nous voulions prouver.
Nous avons caracte´rise´ de plusieurs fac¸ons diffe´rentes le fait qu’un point x est
un “coin” du polye`dre P . Nous avons toujours travaille´ jusqu’a` pre´sent avec
des polye`dres ge´ne´riques. Nous allons maintenant plus pre´cise´ment traiter
les solutions de base re´alisables d’un polye`dre lorsque celui-ci est en forme
standard. Rappelons qu’un polye`dre en forme standard s’e´crit P = {x ∈
Rn+ | Ax = b, x ≥ 0} ou` A ∈ Rm×n. On peut montrer que l’on peut supposer
que les lignes de A sont line´airement inde´pendantes (ce qui n’est pas le cas
en forme non-standard). On en de´duit de`s lors que le nombre de lignes de
A est infe´rieur ou e´gal a` son nombre de colonnes. Si on inspecte le nombre
de contraintes du proble`me, nous obtenons donc m contraintes d’e´galite´ et
n contraintes de positivite´ sur les variables, c’est-a`-dire un total de m + n
contraintes pour n variables. La de´finition d’une solution de base requiert que
les m contraintes d’e´galite´ soient satisfaites et qu’un total de n contraintes
soient serre´es. Au total, nous aurons donc n − m contraintes de type xi ≥
0 qui seront serre´es. En d’autres termes, n − m variables sont nulles dans
une solution de base. Les m autres contraintes de positivite´ ne sont pas
ne´cessairement serre´es. On aura donc au plus n−m variables non nulles. La
description suivante re´sume donc les proprie´te´s d’une solution de base dans
le cas d’un polye`dre en forme standard.
Observation 3.5 Soit P = {x ∈ Rn+ | Ax = b, x ≥ 0} un polye`dre en
repre´sentation standard. Une solution de base x satisfait
(i) xi = 0 pour i ∈ N ou` |N | = n −m. Ces variables sont appele´es hors-
base.
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(ii) B = {1, . . . , n} \N est l’ensemble des variables de base. On a |B| = m
et ces variables sont potentiellement non-nulles.
(iii) ABxB = b ou` AB consiste en les diffe´rentes colonnes de A qui corres-
pondent aux colonnes des variables de base.
Une solution de base est re´alisable si xB = A
−1
B b est tel que xi ≥ 0 pour tout
i ∈ B.
Exemple 3.11 Reprenons le syste`me de l’Exemple 3.9 que nous e´crivons
cette fois en forme standard. Le polye`dre s’e´crit donc
X = {(x, s) ∈ R2+ × R3+ | −x1+2x2+s1 = 1
−x1+ x2 +s2 = 0
4x1+3x2 +s3 = 12
x1, x2, s1, s2, s3 ≥ 0 }.
Toute solution de base correspond a` trois variables parmi x1, x2, s1, s2, s3 dans
la base (potentiellement non nulles) et deux variables hors-base (c’est-a`-dire
nulles). Le point A de la Figure 3.2 correspond au choix de x2, s2, s3 dans la
base et x1, s1 hors base. On a bien pour ce point x1 = 0 et s1 = 0. Si on veut
obtenir les autres valeurs, on doit conside´rer la sous-matrice correspondant















) est une solution de
base. On voit que c’est une solution de base non re´alisable puisque s2 < 0.
Le point B de la Figure 3.2 quant a` lui, correspond au choix de x1, x2, s3








on trouve (x1, x2, s1, s2, s3) = (1, 1, 0, 0, 5) qui est cette fois une solution de
base re´alisable puisque toutes les variables sont bien positives. Remarquons
que deux variables ont e´change´ leur place en base et hors-base. Il s’agit de
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x2 qui est hors-base pour A et en base pour B. En revanche s2 est en base
pour A et hors-base pour B. Lorsqu’on peut passer d’une solution de base
a` une autre en e´changeant le roˆle (base ou hors base) de deux variables, on
parle de solutions de base adjacentes.
3.5.3 L’algorithme du simplexe
Nous allons maintenant e´tudier le premier algorithme efficace qui fut pro-
pose´ pour re´soudre des proble`mes de programmation line´aire, a` savoir l’al-
gorithme du simplexe. L’ide´e de l’algorithme est de partir d’un sommet dont
on a la repre´sentation en solution de base. On va ensuite ve´rifier si ce som-
met est optimal ou pas. S’il n’est pas optimal, on pourra trouver un sommet
adjacent dont la valeur de l’objectif est infe´rieure. Ecrire le nouveau sommet
consistera en une sorte d’e´limination gaussienne que l’on appellera pivot.
Conside´rons donc un polye`dre P = {x ∈ Rn+ | Ax = b, x ≥ 0} en forme
standard. Supposons donc que l’on connaisse une solution de base re´alisable
et l’indice des variables de base B et l’indice des variables hors base N . On
a donc B ∪N = {1, . . . , n}. On peut re´e´crire les contraintes d’e´galite´ comme
ABxB + ANxN = b,
ou` AB repre´sente les colonnes de A qui correspondent aux indices pre´sents
dans B. Remarquons que par construction, AB est une matrice carre´e alors
que AN ne l’est pas ne´cessairement. On peut inverser AB pour obtenir une
repre´sentation de la valeur des variables de base. On a donc
xB + A
−1
B ANxN = A
−1b. (3.64)
En d’autres termes, la solution qui est repre´sente´e est xB = A
−1
B b, xN = 0.
Cette solution est bien re´alisable si on a xB = A
−1
B b ≥ 0.
Changer de solution de base Nous allons maintenant essayer de changer
de solution pour e´ventuellement pouvoir ame´liorer la solution courante par
rapport a` l’objectif. Supposons donc que x¯B = A
−1
B b, x¯N = 0 est la solution
courante. Si nous voulons changer de solution courante, il nous faut rendre
au moins une des variables hors base non nulle. De´cidons donc arbitrairement
d’une variable j ∈ N que nous souhaitons rendre non nulle. On peut e´crire
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x˜j = θ et se demander ce que cela implique pour les variables de base que nous
e´crivons x˜B = x¯B + θdB. On doit toujours satisfaire les e´galite´s de´crivant le
proble`me. On a donc ABx˜B+Ajθ = b. Remarquons que l’on a ABx¯ = b. Si on
le soustrait de l’e´quation pre´ce´dente, on obtient donc AB(x˜B− x¯B)+Ajθ = 0
c’est-a`-dire ABdBθ + Ajθ = 0. Finalement, on obtient
dB = −A−1B Aj. (3.65)
En conclusion, si on e´crit x˜B = x¯B + θdB, xj = θ, xi = 0, i ∈ N \ {j}, les
contraintes d’e´galite´ restent toujours satisfaites. Si on veut conserver toutes
les contraintes satisfaites, il nous faut donc maintenant tenir compte des
contraintes de positivite´ sur les variables. Nous le ferons lorsque nous discu-
terons du changement de base ou pivot. Nous allons distinguer deux cas lie´s
a` la de´finition suivante.
De´finition 3.12 Soit P = {x ∈ Rn+ | Ax = b, x ≥ 0} un polye`dre en forme
standard et soit x¯ une solution de base re´alisable pour P . On dit que x¯ est
une solution de base de´ge´ne´re´e si il existe i ∈ B tel que xi = 0.
Si on en revient maintenant a` la satisfaction des contraintes de positivite´ des
variables de base, on peut maintenant distinguer deux cas.
Cas 1 La solution de base x¯ n’est pas de´ge´ne´re´e.
On a donc x¯B > 0 et en particulier il existe θ > 0 tel que xB + θd ≥ 0.
La direction d nous me`ne donc dans une direction re´alisable. En revanche si
il existe di < 0 pour i ∈ B, on n’a pas que x¯B + θd ≥ 0 pour tout θ. On
ne pourra donc pas suivre la direction jusqu’a` l’infini. Le θ est limite´ par





Appelons k l’indice qui re´alise le minimum de (3.66). On peut remarquer que
si on calcule x˜B = x¯B + θmaxd, x˜i = θmax, on a en re´alite´ x˜k = 0 et x˜i > 0.
en d’autres termes, on a ge´ne´re´ un nouveau sommet de P (adjacent a` x¯) ou`
i est maintenant dans la base et k est sorti de la base. L’ope´ration que nous
venons de de´crire s’appelle un pivot.
Cas 2 La solution de base x¯ est de´ge´ne´re´e.
Supposons que k ∈ B soit un indice de la base tel que x¯k = 0. Si dk < 0,
on voit que l’expression (3.66) nous donnerait θmax = 0. Dans ce cas, on
ne peut pas utiliser la direction d pour changer de sommet. Ne´anmoins, on
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peut changer de base. En effet, on peut e´changer i et k, similairement au cas
pre´ce´dent. On effectue dans ce cas un pivot de´ge´ne´re´, c’est-a`-dire que l’on
change de base sans changer de sommet.
Ve´rifier l’optimalite´ d’une base Nous allons maintenant e´valuer l’effet
d’un pivot au niveau de la fonction objectif. Dans ce paragraphe, nous appel-
lons le couˆt d’une solution la valeur que cette solution donne dans l’objectif.
Ainsi le couˆt de la base initiale x¯ est c¯ = cTBx¯B ou` cB est la restriction du
vecteur objectif aux indices correspondant a` la base. Si on pivote vers le som-





Si on remplace d par sa valeur calcule´e en (3.65), on obtient finalement
c˜ = c¯+ θ(cj − cTBA−1B Aj). (3.67)
La quantite´ dans la parente`se en (3.67) indique le taux de changement de
l’objectif lorsque l’on suit la direction du pivot qui fait rentrer xj dans la
base. Nous le mettons en e´vidence dans une de´finition
De´finition 3.13 Soit x¯ une solution de base re´alisable d’un polye`dre P en
forme standard et soit xj une variable hors-base. On de´finit le couˆt re´duit de
xj comme
c¯j := cj − cTBA−1B Aj.
Ce couˆt re´duit est tre`s important. En effet, s’il est ne´gatif, cela signifie que
l’on peut diminuer la fonction objectif en effectuant le pivot consistant a`
faire entrer xj dans la base. S’il est positif, cela veut dire qu’il n’est pas
inte´ressant d’effectuer le pivot en ce qui concerne la fonction objectif. Pour
cloˆturer ce paragraphe, nous allons voir que les couˆts re´duits contiennent
toute l’information dans le sens ou`, si tous sont positifs, on ne peut, non
seulement pas trouver de sommet adjacent ame´liorant la solution courante,
mais la solution courante est tout simplement optimale.
The´ore`me 3.10 Soit une solution de base re´alisable x d’un polye`dre P en
forme standard. Si c¯j ≥ 0 pour tout j ∈ N alors x est une solution optimale
du proble`me line´aire correspondant.
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De´monstration: Supposons que c¯j ≥ 0 pour tout j ∈ N . Conside´rons une
autre solution re´alisable y de P . On a A(y−x) = 0. Nous notons par v = y−x.
On a donc ABvB +
∑


















Cela prouve, puisque c¯i ≥ 0 pour tout i ∈ N , qu’aucune autre solution
re´alisable y ne peut ame´liorer la solution courante x.
L’algorithme et le tableau du simplexe Nous avons maintenant tous
les e´le´ments en main pour e´noncer l’algorithme du simplexe, ou plus exacte-
ment la phase 2 de l’algorithme du simplexe. En effet, nous supposons dans ce
de´veloppement que nous disposons au de´part d’une solution de base re´alisable
(ce qui ne va pas toujours de soi). Pour de´velopper l’algorithme, nous in-
troduisons maintenant une repre´sentation extreˆmement utile de chaque so-
lution de base et que nous appelons le tableau du simplexe. Conside´rons
donc une solution de base re´alisable x avec un ensemble d’indices de va-
riables de base B = 1, . . . ,m et un ensemble d’indices de variables hors base
N = {m + 1, . . . , n}. Si on reprend (3.64), on peut e´crire en forme de´taille´e
le tableau des contraintes du simplexe.





xm+a¯m,m+1xm+1+· · ·+a¯m,nxn = b¯m,
ou` A¯ = A−1B AN et b¯ = A
−1
B b. On repre´sente en quelque sorte dans le tableau
les contraintes de´ja` multiplie´es par A−1B . Dans le tableau, il est e´galement
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utile de repre´senter les diffe´rents couˆts re´duits des variables hors base. On
peut le faire en calculant la formule de la De´finition 3.13 ou en ope´rant une
e´limination gaussienne des couˆts des variables de base dans l’objectif. Le
tableau du simplexe s’e´crit donc
min c¯m+1xm+1+ · · · + c¯nxn





xm+a¯m,m+1xm+1+ · · · + a¯m,nxn = b¯m.
Le tableau suivant indique les diffe´rentes e´tapes de l’algorithme du simplexe.
Algorithme du simplexe
1. On part d’un tableau du type (3.68) avec une base B et des variables hors
base N . La solution repre´sente´e est donc xB = b¯, xN = 0.
2. Si tous les couˆts re´duits c¯j ≥ 0 pour tout j ∈ N , alors la solution x est
optimale, STOP !
3. Choisir j ∈ N tel que c¯j < 0. Nous allons faire rentrer xj dans la base.






Remarquons que s’il n’existe pas de i tel que a¯ij > 0, alors on peut augmen-
ter inde´finiment la variable xj sans jamais violer les contraintes. Dans ce
cas, le proble`me est non borne´, c’est-a`-dire que l’on peut toujours ame´liorer
n’importe quelle solution, STOP !
5. Soit k l’indice qui re´alise le minimum (3.69). Nous pouvons effectuer un
pivot, c’est-a`-dire faire rentrer xj dans la base et en faire sortir xk. Il n’est
pas ne´cessaire de recalculer l’inverse de la matrice pour cette ope´ration.
On peut e´galement proce´der a` une e´limination gaussienne afin d’obtenir
un 1 dans la ke ligne pour l’e´le´ment j et des 0 dans tous les autres e´le´ments
de la colonne j. On retourne ensuite a` l’e´tape 1 avec la nouvelle solution
de base ayant une valeur infe´rieure de la fonction objectif.
Il n’est pas difficile de voir que si toutes les bases sont non-de´ge´ne´re´es, l’al-
gorithme du simplexe va toujours terminer soit avec une solution optimale,
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soit avec une preuve que le proble`me est non borne´. Dans le cas ou` certaines
bases sont de´ge´ne´re´es, il peut arriver que, par un mauvais choix des pivots,
l’algorithme cycle et revienne un nombre infini de fois a` la meˆme base. Il
existe diffe´rentes re`gles qui permettent d’e´viter de cycler, mais cela sort du
cadre de ce cours.
Phase I Pour terminer cette section sur l’algorithme du simplexe, nous
allons brie`vement aborder la question de trouver une base re´alisable initiale.
Pour de´buter, nous allons voir un cas particulier ou` il est tre`s simple de
trouver une base re´alisable initiale. Supposons en effet que nous voulions
re´soudre le proble`me min cTx s.c.q. Ax ≤ b avec b ∈ R+. Si nous rajoutons
des variables d’e´cart, on peut facilement e´crire min cTx s.c.q Is + Ax = b.
On voit que l’on obtient directement la forme du tableau avec une matrice
identite´ et un membre de droite positif. On peut donc mettre toutes les
variables d’e´cart dans la base initiale et toutes les autres variables hors base.
Dans quel cas ne peut-on pas faire cela ? Ce sera plus difficile de trouver
une base initiale si on a des contraintes d’e´galite´ dans le proble`me de de´part
ou si on a des contraintes ≥ . Nous pouvons cependant supposer, qu’apre`s
avoir e´ventuellement introduit des variables d’e´cart, le proble`me s’e´crit Ax =
b avec b ≥ 0. On peut maintenant mode´liser la recherche d’une base initiale
par le proble`me line´aire auxiliaire suivant
min ξ1 + · · ·+ ξm
s.c.q. Ax+ Iξ = b (3.70)
ξi ≥ 0.
Remarquons tout d’abord qu’il est aise´ de trouver une base initiale re´alisable
pour ce proble`me. Il suffit pour ce faire de mettre les variables artificielles
ξi dans la base. Ensuite nous pouvons remarquer qu’il existe une solution
re´alisable au proble`me initial si et seulement si il existe une solution optimale
du proble`me (3.70) qui a une valeur de l’objectif de 0. Re´soudre le proble`me
(3.70) s’appelle re´soudre la phase 1 du simplexe. Cela peut se faire en utilisant
les e´tapes classiques de l’algorithme du simplexe.
Chapitre 4
Syste`mes non line´aires
Dans certains cas, il est possible d’adapter les me´thodes de re´solution
d’e´quations non line´aires a` la re´solution de syste`mes d’e´quations non line´aires.
Dans ce chapitre, nous allons donc nous attarder a` la re´solution de F (x) =
0 ou` F : Rn 7→ Rn et ou` x et 0 sont conside´re´s comme des vecteurs de
dimension n. Remarquons tout d’abord qu’il n’est pas possible d’adapter la
me´thode de la bisection au cas multidimensionnel. Par contre, la me´thode du
point fixe et celle de Newton-Raphson s’adaptent sans trop de proble`mes au
cas de la re´solution d’un syste`me non-line´aire. Pour e´viter toute confusion,
nous utilisons la convention que tous les vecteurs seront syste´matiquement
souligne´s.
4.1 Me´thode du point fixe pour un syste`me
Si nous souhaitons re´soudre F (x) = 0, on peut a` nouveau e´crire de
manie`re e´quivalente x = G(x) pour une certaine fonctionG. Il existe d’ailleurs
une multitude de choix pour G. La me´thode du point fixe applique´e aux
syste`mes est totalement similaire au cas a` une variable. On part d’un “point”
(qui est ici un vecteur) x1. Ensuite on ite`re xk+1 = G(xk). La condition de
Lipschitz est a` nouveau suffisante pour garantir la convergence.
Proposition 4.1 Soit G : Rn 7→ Rn une fonction dont x¯ est un point fixe
G(x¯) = x¯. Conside´rons la boule B = {x | ‖x − x¯‖ ≤ r} pour r > 0. Si G
satisfait la condition de Lipschitz
‖G(x)−G(x¯)‖ ≤ L‖x− x¯‖ pour tout x ∈ B,
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avec 0 < L < 1, alors l’ite´ration xk+1 = G(xk) converge vers x¯ pour tout
point de de´part x1 ∈ B.
Souvenons-nous que dans le cas d’e´quations scalaires non line´aires, la conver-
gence d’une telle me´thode e´tait assure´e si la de´rive´e de g e´tait infe´rieur ou
e´gale a` 1 dans un intervalle centre´ autour de la racine. Nous ne pouvons
pas re´pe´ter telle quelle cette condition. Ne´anmoins il existe une condition
similaire sur la Jacobienne de G. Rappelons que l’on peut e´crire
G = (G1(x1, . . . , xn), . . . , Gn(x1, . . . , xn)).












· · · ∂Gn
∂xn
 .
Formellement, la condition ‖J(x)‖ ≤ 1 est suffisante pour obtenir la conver-
gence. En pratique, le choix de la norme 2 traditionnelle sur les matrices
donne n conditions.
Proposition 4.2 Soit G : Rn 7→ Rn une fonction diffe´rentiable qui admet
un point fixe x¯. Conside´rons la boule B = {x | ‖x − x¯‖ ≤ r}. Si pour tout










alors l’ite´ration xk+1 = G(xk) converge vers x¯ pour tout point de de´part
x1 ∈ B.
Exemple 4.1 Nous cherchons a` re´soudre le proble`me
x2 + y2 = 4 (4.1)
cos(xy) = 0. (4.2)
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Figure 4.1 – Le syste`me (4.1)-(4.2)
Les courbes des solutions a` (4.1) et (4.2) sont repre´sente´es sur la Figure
4.1. On voit que le proble`me admet 8 racines. Il est e´videmment possible de
re´soudre le proble`me analytiquement. Mais nous allons proce´der ici nume´ri-
quement. Premie`rement, nous remarquons que le proble`me est syme´trique.
Si x = a, y = b est une solution, on aura aussi x = b, y = a mais e´galement
x = −a, y = b, x = −a, y = −b et ainsi de suite comme solutions. Contentons-
nous donc de rechercher une solution (x, y) avec x, y ≥ 0. Pour appliquer la
me´thode du point fixe, on doit d’abord e´crire les e´quations (4.1)-(4.2) sous
une forme x = G(x). On pourra par exemple e´crire
x = G1(x, y) =
√
4− y2 (4.3)
y = G2(x, y) = y + cos(xy). (4.4)
Il est utile a` pre´sent d’analyser ces re´e´critures. Premie`rement, on voit que
l’on peut e´crire (4.3) puisqu’on s’inte´resse a` une solution avec x ≥ 0. Voyons
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= −y sin(xy) ∂G2(x, y)
∂y
= 1− x sin(xy). (4.6)
Remarquons que dans les de´rive´es partielles de G2, si on conside`re (x, y)
proche de la racine, comme cos(xy) ≈ 0, on aura sin(xy) ≈ 1. Cela sugge`re
que la somme des valeurs absolues des deux de´rive´es partielles sera proche
de x + y − 1 (en supposant que les deux de´rive´es partielles sont ne´gatives).
Comme on a x2 + y2 = 4, on a aussi x2 + y2 + 2xy − 2xy = 4 c’est-a`-dire
(x + y)2 − 2xy = 4. En d’autres termes, dans le quadrant x, y ≥ 0, on a
x+ y ≥ 2. Les formes (4.5)-(4.6) risquent donc bien de ne pas converger car
il y a de grandes chances que∣∣∣∣∂G2(x, y)∂x
∣∣∣∣+ ∣∣∣∣∂G2(x, y)∂y
∣∣∣∣ ≈ x+ y − 1 ≥ 1
aux alentours de la racine. Peut-on s’en sortir ? Pour cela, il suffit de voir
que pour obtenir (4.4), on s’est servi du fait que F2(x, y) = 0 est e´quivalent
a` y = y + F2(x, y). Mais on aurait pu e´galement e´crire y = y + F2(x, y)/2.
Cela nous donne une deuxie`me forme des e´quations (4.1)-(4.2)
x = G1(x, y) =
√
4− y2 (4.7)




Nous lanc¸ons donc la me´thode du point fixe avec les deux formes (4.3)-
(4.4) et (4.7)-(4.8) en partant de (x1, y1) = (1, 1). Les valeurs obtenues sont
renseigne´es dans le Tableau 4.1 et le Tableau 4.2.
Il est inte´ressant de noter qu’aucune des deux formes ne diverge. Cepen-
dant, la premie`re forme ne converge pas. Si on analyse attentivement les
valeurs, on voit que la me´thode cycle. Les valeurs obtenues pour (xk, yk) se
re´pe`tent approximativement toutes les deux ite´rations. Quand on analyse la
valeur donne´e par F (xk, yk), on voit que nous ne sommes pas proches d’une
racine. La deuxie`me forme, quant a` elle, converge vers une racine. Calcu-
lons, pour les deux formes, la valeur de la Jacobienne a` la racine trouve´e
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Ite´ration k xk yk F1(xk, yk) F2(xk, yk) G1(xk, yk) G2(xk, yk)
1 1 1 -2.0000 0.5403 1.7321 1.5403
2 1.7321 1.5403 1.3725 -0.8899 1.2757 0.6504
3 1.2757 0.6504 -1.9495 0.6751 1.8913 1.3255
4 1.8913 1.3255 1.3338 -0.8052 1.4977 0.5203
5 1.4977 0.5203 -1.4862 0.7115 1.9311 1.2317
6 1.9311 1.2317 1.2465 -0.7228 1.5757 0.5089
7 1.5757 0.5089 -1.2582 0.6953 1.9342 1.2043
8 1.9342 1.2043 1.1912 -0.6878 1.5968 0.5165
9 1.5968 0.5165 -1.1835 0.6788 1.9322 1.1952
10 1.9322 1.1952 1.1619 -0.6733 1.6036 0.5220
11 1.6036 0.5220 -1.1562 0.6697 1.9307 1.1917
12 1.9307 1.1917 1.1476 -0.6668 1.6062 0.5248
Table 4.1 – La me´thode du point fixe avec la forme (4.3)-(4.4)
Ite´ration k xk yk F1(xk, yk) F2(xk, yk) G1(xk, yk) G2(xk, yk)
1 1 1 -2.0000 0.5403 1.7321 1.2702
2 1.7321 1.2702 0.6133 -0.5885 1.5449 0.9759
3 1.5449 0.9759 -0.6609 0.0631 1.7457 1.0074
4 1.7457 1.0074 0.0625 -0.1868 1.7277 0.9140
5 1.7277 0.9140 -0.1795 -0.0084 1.7789 0.9098
6 1.7789 0.9098 -0.0077 -0.0477 1.7811 0.8860
7 1.7811 0.8860 -0.0428 -0.0072 1.7931 0.8824
8 1.7931 0.8824 -0.0064 -0.0114 1.7948 0.8767
9 1.7948 0.8767 -0.0100 -0.0027 1.7976 0.8753
10 1.7976 0.8753 -0.0024 -0.0027 1.7983 0.8740
11 1.7983 0.8740 -0.0024 -0.0009 1.7989 0.8736
12 1.7989 0.8736 -0.0007 -0.0007 1.7991 0.8732
Table 4.2 – La me´thode du point fixe avec la forme (4.7)-(4.8)
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On voit que la condition de la Proposition 4.2 est respecte´e pour la deuxie`me
forme et pas pour la premie`re. Rappelons que, par syme´trie, (0.87, 1.8) est













On voit qu’aucune des deux formes ne pourra converger vers cette racine.
4.2 Me´thode de Newton-Raphson pour un syste`me
La me´thode de Newton qui est un cas particulier ame´liore´ de la me´thode
du point fixe, peut aussi eˆtre e´tendue relativement aise´ment au cas d’un
syste`me d’e´quations. La me´thode converge, a` nouveau, assez bien. C’est pour
cette raison que la me´thode est tre`s populaire. Cependant la question de la
convergence globale est tre`s de´licate. Dans le cas de plusieurs racines, il est
en effet tre`s difficile de pre´voir vers quelle racine le processus sera attire´. La
forme de la me´thode de Newton dans le cas d’un syste`me est tre`s similaire au
cas unidimensionnel. Supposons a` nouveau que l’on veuille re´soudre F (x) = 0
ou` F : Rn 7→ Rn. En partant d’un vecteur de de´part x1, on calcule











repre´sente la Jacobienne de F calcule´e en xk. On voit que dans
ce cas, au lieu de diviser par la de´rive´e, on devra re´soudre un syste`me line´aire
ou` le membre de gauche est la matrice Jacobienne. On peut donc re´e´crire le
processus comme
xk+1 = xk −∆k
ou` ∆k ∈ Rn est solution du syste`me line´aire
∂F1(xk)
∂x1
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Exemple 4.2 Nous tentons a` nouveau de re´soudre le syste`me (4.1)-(4.2), a`
savoir
x2 + y2 − 4 = 0
cos(xy) = 0.
On va devoir re´soudre un syste`me ou` le membre de gauche est la Jacobienne
de F et le membre de droite la valeur F au point de de´part. Calculons tout






−y sin(xy) −x sin(xy)
)
.
A chaque e´tape, on doit donc re´soudre le syste`me(
2xk 2yk













Il faut maintenant se demander quel va eˆtre le point de de´part de la me´thode.
Remarquons qu’en prenant un vecteur de la forme (a, a) (comme (1, 1) dans
l’exemple pre´ce´dent), on obtient une Jacobienne singulie`re. De meˆme, choi-
sir 0 dans l’une des composantes me`ne a` une Jacobienne singulie`re. Nous
choisissons donc (0.1, 1). Le syste`me a` re´soudre est donc, pour la premie`re
ite´ration, (
0.2 2












On obtient comme solution ∆1 = (−9.9163,−0.5034)T et donc x2 = x1 −
∆1 = (10.0163 1.5034)
T . Les diffe´rentes ite´rations suivantes sont reporte´es
dans la Tableau 4.3.
Une fois encore, on voit que pour des ite´re´s tre`s proches de la racine, la
me´thode converge tre`s vite. Bien qu’ayant converge´ vers la meˆme racine que
pre´ce´demment, cette fois, rien n’empeˆche de converger vers n’importe laquelle
des 8 racines. La difficulte´ de trouver une valeur initiale qui n’annule pas le
de´terminant de la Jacobienne indique une des difficulte´s de la me´thode de
Newton. Si dans le courant de l’algorithme, on trouve une Jacobienne proche
de la singularite´, l’ite´re´ suivant risque d’eˆtre tre`s e´loigne´ et de rendre la
convergence difficile.
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Ite´ration k xk yk F1(xk, yk) F2(xk, yk)
1 0.1000 1.0000 -2.9900 0.9950
2 10.0163 1.5034 98.5865 -0.7962
3 5.0018 2.1246 25.5316 -0.3604
4 1.8476 3.5417 11.9571 0.9663
5 4.5137 0.4628 16.5879 -0.4953
6 2.6698 0.5256 3.4040 0.1669
7 1.9936 0.7221 0.4958 0.1309
8 1.8229 0.8501 0.0456 0.0211
9 1.8000 0.8724 0.0010 0.0005
10 1.7994 0.8729 0.0000 0.0000
Table 4.3 – 10 ite´rations de la me´thode de Newton pour le syste`me (4.1)-
(4.2)
4.3 Me´thode Quasi-Newton
La me´thode de Newton est tre`s attrayante de par sa bonne convergence.
Elle a cependant un gros de´faut : on doit disposer de la forme analytique de
la Jacobienne pour pouvoir l’utiliser. Or dans de nombreux cas, on souhaite
re´soudre un syste`me d’e´quations ou` la fonction n’est donne´e qu’implicite-
ment. C’est par exemple le re´sultat d’un autre calcul comme la re´solution
d’un syste`me d’e´quations diffe´rentielles ou aux de´rive´es partielles. Dans ce
cas, ni la me´thode de point fixe ni la me´thode de Newton ne peut nous aider
puisqu’elles requie`rent toutes deux l’expression analytique de la fonction. Une
premie`re approche que l’on pourrait conside´rer pour utiliser tout de meˆme
la me´thode de Newton est la suivante. A chaque ite´ration, on peut e´valuer
nume´riquement la Jacobienne de la fonction F en xk. On va donc choisir un
petit pas h et calculer successivement
F (xk+hei)−F (xk)
h
ou` ei repre´sente le vec-
teur unite´ ayant 1 dans sa ie coordonne´e. Remarquons que l’on n’a pas besoin
d’une tre`s grande pre´cision sur la Jacobienne dans ce cas-ci et qu’il n’y a pas
de re´el inte´reˆt a` prendre h tre`s petit ou a` vouloir utiliser une formule centre´e
de la de´rive´e partielle, ce qui doublerait le nombre d’e´valuations de fonctions.
Une fois l’e´valuation nume´rique de la Jacobienne obtenue, il nous suffit en-
suite d’appliquer la me´thode de Newton comme dans la section pre´ce´dente.
Quelques remarques s’imposent au sujet de cette imple´mentation “nume´rique”
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de la me´thode de Newton. Tout d’abord, on voit que la Jacobienne doit eˆtre
recalcule´e a` chaque ite´ration, alors qu’il est fort probable que pre`s de la ra-
cine, celle-ci ne change plus drastiquement. De plus, a` chaque ite´ration, on
doit re´aliser n+ 1 e´valuations de la fonction F . Cela peut eˆtre extreˆmement
couˆteux surtout si n est tre`s e´leve´. Si on se rappelle de la me´thode de la
se´cante dans le cas de la re´solution nume´rique d’une e´quation non line´aire,
dans ce cas, la de´rive´e e´tait approxime´e en se servant de l’e´valuation de f a`
l’ite´ration pre´ce´dente. On avait, pour caricaturer,
f ′(xk) ≈ f(xk)− f(xk−1)
xk − xk−1 .
Ainsi, une seule e´valuation de fonction e´tait ne´cessaire a` chaque e´tape. Nous
allons essayer de construire une me´thode similaire dans le cas de la recherche
d’une racine d’une fonction a` plusieurs variables. On veut donc obtenir une
approximation de la Jacobienne de F en xk a` partir de deux e´valuations de
F , a` savoir F (xk) et F (xk−1). Etant donne´ que l’on dispose de vecteurs et non
pas de scalaires, on ne peut pas effectuer un quotient tel quel. On voudrait ce-
pendant obtenir une matrice Ak qui ve´rifie Ak(xk−xk−1) = F (xk)−F (xk−1).
Si on note par dk−1 := xk−xk−1 la diffe´rence entre deux ite´re´s conse´cutifs et
par y
k−1 := F (xk)−F (xk−1) la diffe´rence entre deux e´valuations conse´cutives
de la fonction, on recherche donc comme approximation de la Jacobienne une
matrice Ak satisfaisant
Akdk−1 = yk−1. (4.9)
Dans (4.9), appele´e e´quation se´cante, les inconnues sont les e´le´ments de la
matrice Ak, on voit que l’on a donc a` faire a` un syste`me sous-de´termine´,
puisque on dispose de n e´quations pour n2 inconnues. Il y a donc une infinite´
de solutions a` ce syste`me. Il semble naturel de choisir comme solution a` (4.9),
une matrice Ak qui ne soit pas trop e´loigne´e de la matrice Ak−1 que l’on a
utilise´e a` l’ite´ration pre´ce´dente. Le the´ore`me suivant indique quelle est cette
matrice.
The´ore`me 4.1 (Optimalite´ de Broyden) Soit Ak−1 ∈ Rn×n, dk−1, yk−1 ∈
Rn et soit S l’ensemble des matrices carre´es d’ordre n satisfaisant l’e´quation
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est donne´e par





De´monstration: Soit A ∈ S une matrice arbitraire satisfaisant l’e´quation
se´cante. On a successivement





















en utilisant De´finition 3.2.(iv)
On peut prouver que pour deux vecteurs quelconques x, y ∈ Rn, on a ‖xyT‖2 =
‖x‖2‖y‖2. Ceci nous permet de conclure finalement que ‖Ak − Ak−1‖2 ≤
‖A− Ak−1‖2 pour toute matrice A ∈ S ce qui est le re´sultat de´sire´.
On peut maintenant e´noncer l’algorithme de Quasi-Newton pour la re´solution
d’un syste`me d’e´quations non line´aires et que nous re´sumons ci-dessous.
Me´thode de Quasi-Newton
On cherche a` re´soudre F (x) = 0 ou` F : Rn → Rn.
1. Initialisation : x0 et une premie`re approximation de la Jacobienne, par
exemple A0 = I.
x1 = x0 − A−10 F (x0),
d0 = x1 − x0,
y
0
= F (x1)− F (x0),
k = 1
2. while ‖F (xk)‖ >  faire
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Calculer la solution de l’e´quation line´aire Akdk = −F (xk)
Mettre a` jour xk+1 = xk + dk et yk = F (xk+1)− F (xk),
k = k + 1
3. Retourner xk comme solution
Exemple 4.3 Nous allons a` nouveau tenter de trouver une racine de (4.1)-
(4.2) a` savoir
x2 + y2 − 4 = 0
cos(xy) = 0.
Nous commenc¸ons par






La premie`re e´tape nous donne naturellement
x2 = −F (x1) = (4,−1), F (x2) = (13,−0.65).
On calcule donc une mise a` jour de la matrice A, servant de Jacobienne bien
que probablement tre`s e´loigne´e de celle-ci. On a tout d’abord y
1
= (17,−1.65)






















































Il nous suffit maintenant de re´soudre A2d2 = −F (x2) pour obtenir l’ite´re´
suivant comme x3 = x2 +d2. La Table 4.4 pre´sente les 11 premie`res ite´rations
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Ite´ration k xk yk F1(xk, yk) F2(xk, yk)
1 0.000000 0.000000 -4.000000 1.000000
2 4.000000 -1.000000 13.000000 -0.653644
3 0.827158 -0.840469 -2.609422 0.767925
4 1.268661 -1.405328 -0.415551 -0.210503
5 1.376995 -1.192440 -0.681973 -0.071127
6 2.112109 -0.608250 0.830972 0.282219
7 1.651033 -1.025011 -0.223444 -0.121231
8 1.764100 -0.906102 -0.066931 -0.027654
9 1.804358 -0.868436 0.009890 0.003826
10 1.799299 -0.873067 -0.000279 -0.000111
11 1.799439 -0.872937 -0.000001 0.000000
Table 4.4 – 11 ite´rations de la me´thode de Quasi-Newton
de la me´thode de Quasi-Newton. On voit que l’on a pratiquement converge´
aussi vite que la me´thode de Newton. Ce qui est tre`s e´tonnant, c’est que
l’on ne ne´cessite pas une bonne approximation de la matrice Jacobienne
pour converger ne´anmoins. Le gain de temps est, en revanche, conside´rable
puisque, meˆme si l’on ne dispose pas de la forme analytique de la fonction,
nous n’effectuons qu’un appel de la fonction et une re´solution de syste`me
line´aire a` chaque ite´ration et cela, quelle que soit la taille des variables x.
