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ABSTRACT 
In analogy with the cycle decomposition of a permutation, we study the enumer- 
ative properties of the decomposition of an invertible linear transformation into a 
direct sum of cyclic linear transformations. Our main tool is a vector space analog of 
the P6lya cycle index. 
1. THE VECTOR SPACE CYCLE INDEX 
In this paper, we study some of the enumerative implications of the 
analogy between the decomposition of a permutation into a product of 
disjoint cycles and the decomposition of an automorphism of a vector space 
into a direct sum of cyclic automorphisms over invariant s&spaces. Our 
main tool is a vector space analog of the Polya cycle index for a permutation 
group. 
Let r be a permutation of the finite set S of size d. Then r can be 
written uniquely as a product cri. . . a,, of disjoint cycles where the underly- 
ing subset of the cycle uj is a minimal subset of S invariant under 7~. The type 
of the permutation is the d-tuple of integers a(r) = (a,(a), . . . , ad( vr)) where 
a,(r) is the number of cycles of length i in the cycle decomposition. If G is a 
permutation group on S, the P6lya cycle index Z(G;x) is (apart from a 
normalizing factor) the generating function of the permutations in G accord- 
ing to type: that is, 
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Now, let V be a vector space of finite dimension d over the field k. An 
automaphism a of V is a bijective linear transformation of V onto itself, The 
automorphism (Y is said to be cyclic if there exists a vector o in V such that its 
iterated images u, (YU, . . , ad-k form a for Every (Y 
V can a direct sum of cyclic 
rational 
* * Cm_lZm--l+Zm 
is manic irreducible polynomial over k. We define the matrices y and S by 
0 1 ..* 
I* . 
0 
y : = : 
0 0 *.. 
-co -ci *** :I 1 
0 . . . 0 1’ 
. . . . 
I ’ 
SC : 
0 . . . 6 ;,’ 
-%I-1 0 . . . 0 o_ 
Thus, y is the companion matrix of p(z) and S is the elementary matrix 
usually denoted by e,,. Further, let y(‘) be the tm X tm matrix given by 
Y (t), 
y 0 0 **- 0 0 
s y 0 -.* 0 0 
0 s y ... 0 0 
. . , . . . . . . . 
(j 0 . :. g ; (; 
0 0 .-- 0 s y 
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(In particular, y(l) = y.) Now, let i be a positive integer and b be a partition of 
j: that is, b=(b,,b,,...) is a sequence of nonnegative integers with finitely 
many nonzero terms such that 
b,l+b,2+--- =j. 
The matrix D(p, b) is defined to be the block diagonal matrix (of size 
mjxmj) 
diag [ y(l), . . . , y(l), yc2),. . . , yc2), . . ., yci),. . ., y(‘), . . . ] 
MM c 
bl bz h 
Returning to our decomposition, consider the restriction cy( of (Y to the 
subspace y. There exists an ordered basis B of Vi and a partition 
such that the automorphism oi has matrix D(p,, b(q)) relative to B. 
Corresponding to this is a decomposition of (Y~ into cyclic automorphisms oiS 
over subspaces x,. This final decomposition is not unique; however, the 
partition b(q) is independent of the decomposition chosen. We call the 
partition b(q) the species of ei. 
Let B be the collection of all sequences of nonnegative integers with 
finitely many nonzero terms. We associate to (Y an array a( a) in the following 
manner: the entries of a(cy) are indexed by a pair (i, b) where i is a positive 
integer and b is a sequence in B. The entry U&(Y) is defined to be the 
number of subspaces U in the primary decomposition of (Y of order p(z)‘, 
where p(z) is an irreducible polynomial of degree i and cx restricted to U has 
species b (thus, b must be a partition of j). The array a(a) is called the type 
of the automorphism (Y. Note that a(o) has finitely many nonzero entries. 
Now, let G be a finite linear group acting on the vector space V: that is, 
G is a finite subgroup of the general linear group of all automorphisms of V. 
The (vector space) cycle index is defined, in analogy with the Polya cycle 
index, to be the polynomial in the variables xi b (where i ranges over the 
positive integers and b ranges over B) given by ’ 
Z(G;x)= & 2 &fy’a’. 
uEGi,b ’ 
The monomial IIxF~;(~) is called the weight of the automorphism (Y. 
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2. THE FINITE GENERAL LINEAR GROUPS 
Perhaps the most interesting and tractable examples of finite linear 
groups are the general linear groups. The general linear group GL(d, q) is 
the group of all automorphisms of a vector space V, of dimension d over the 
finite field GF(q) with q elements; it can be considered as a q-analog of the 
symmetric group on d elements. The cycle indices of these groups, like those 
of the symmetric groups, can be expressed in a particularly compact form. 
LEMMA 1. Let Z,(q;x) be the uector space cycle i&ex of GL(d, q). 
Then, the ordinary generating function Q&u) of the cycle indices Z,( q;x) is 
given by the fnmulu 
q#(u)=l+ 2 Z,(q;x)ud 
d=l 
(*) 
where 
(1) the infinite product i.s over the set R of all manic irreducible poly- 
nomials p over GF(q) with the exception of the polynomial z, and m(p) is 
the degree of the polyrwmial p; 
(2) the innermost sum is over all partitions (b,, b,,.. .) of i; 
(3) cp( b) is the number of invertible matrices commuting with the block 
diagonal matrix D(p, b). 
Proof. We begin by recalling (without proof) two elementary results. 
The first is that the cardinality of the general linear group is given by 
lGWd=[ql, 
=(qd-l)(qd-q). . * (qd-qd-1). 
Next, let p be a polynomial in R of degree m, and b a partition of the 
positive integer j. Then, the number rp( b) of automorphisms in GL(mj, q) 
having rational canonical form the matrix D(p, b) is given by 
,;(b)=$$. 
P 
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Now, fix an irreducible polynomial in R of degree m, and consider the 
innermost sum in the infinite product. This sum can be rewritten as follows: 
Thus, 
‘+ jjl [q]tcplj T rp(b)xm(p),b um(p)i * ) 1 
Expanding the infinite product, we find that the coefficient c of the 
monomial rml, b(1) ' ' . %,, b(n# [where b(i) is a partition of the positive 
integer i,, and m,j,+ . *. +mJ,=d] is the sum 
where the sum is over all sets consisting of n polynomials p,, . . . , p,, in R such 
that the degree of pi is mi. 
At this stage, we need another observation. Suppose that k, +. . ’ + k, = 
d. Then 
is the number of ordered decompositions of a vector space V, of dimension d 
into a direct sum U,@+*. 09 U, of subspaces such that q has dimension ki. 
The proof is routine and omitted (see [3]). 
Using this observation, we interpret the number [qldc. It is the number 
of ways of constructing an automorphism on the vector space V, of dimen- 
sion d in the following manner: 
Step 1. Choose n distinct irreducible polynomials p,, . . . , p,, in R of 
degree m,,...,m,. 
Step 2. Choose a decomposition Vi@. . . G3 V, of V with dim V, =m,i, 
for some sequence of integers (ii). 
Step 3. For each summand V,, choose an automorphism on V, having 
rational canonical form D( pi, b(i)), where b(i) is a partition of ii. 
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By the theory of rational canonical forms, every automorphism having 
weight xm,, b(1)’ ’ . %,, b(n) is obtained uniquely in this manner. Therefore, 
the coefficient c coincides with the coefficient of the monomial 
x m,. b(l).-*m,. b(n) in the cycle index Z,(q;x). This completes the proof of the 
lemma. n 
The formula (*) for Q&U) can be made more explicit. 
LEMMA 2. Let p be a manic irreducible polyrwmial in R of degree m, 
and b=(b,, b,,... ) a partition of j. Define the numbers di by 
d,=b,l+b,2+.*. +bii+bi+li+... bii. 
Then c,(b), the number of invertible matrices commuting with the block 
diagonal matrix D(p, b), is given by 
In particular, c,(b) depends only on the degree of p. 
The proof, which is rather complicated, is deferred until Sec. 6. 
Let c,(b) be the common’ value of cP( b) for an irreducible polynomial p 
in R of degree m. We rewrite (*) by grouping together the factors in the 
infinite product arising from polynomials of the same degree. Let e(m) be 
the function 
9-l if m=l 
e(m) = 
iz p(k)q”/’ if m>2, 
m 
where p(k) is the number theoretic Miibius function; thus, e(m) is the 
number of irreducible polynomials in R of degree m (see, for example, [6, 
Vol. III, p. 611). W e can now write the generating function (a,(U) explicitly. 
THEOREM 3. Let Q&u) be the ordinary generating function of the vector 
space cycle indices of the finite general linear groups GL(d, 9). l&n 
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3. CYCLE STATISTICS 
By specializing the variables xi,* in the cycle index Z,(q; x) of the 
general linear group, we obtain the generating functions of several sequences 
of numbers which arise in the study of the cycle statistics of automorphisms. 
We use the following notation: Z,(q; xi,b =Y~,~) is the result of evaluating 
the cycle index at xi, b = yi, b; similarly, a,& u; xi, b = yi, *) is the formal power 
series obtained from a&u) by setting xi, b = yi, b. 
Technically, the easiest specialization is to set all the variables xi,b to 1. 
Under this specialization, the cycle index equals one; in terms of generating 
functions, we have the identity 
d=O 
=(1-u)-‘. 
An automorphism in GL (d, q) is a vector space derangement if it has no 
one-dimensional invariant subspaces, or, equivalently, if it has no nonzero 
eigenvectors. This definition is in analogy to the definition of an “ordinary” 
derangement, which is a permutation with no fixed points. 
Let H,(q) be the number of derangements in GL(d, q). Since an 
automorphism a is a derangement if and only if none of the variables xi, b 
occurs in its weight, the number Hd (q) can be obtained from the cycle index 
by setting xi, b =0 if i=l and x~,~= 1 otherwise. More precisely, 
Hd(q) ‘d(q; ‘l,b=O, Xi,b=l, i>2)= - hid * 
In terms of generating functions, we have 
=(l-q[ l+;J % -#-(“’ 
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In analogy to the Stirling numbers of the first kind, we define s&d, k) to 
be the number of automorphisms in GL(d, 9) which are decomposed into k 
cyclic automorphisms in their rational canonical form. The polynomial 
can be obtained from the cycle index by setting 
‘i,(bl, bp,...)=r 
b,+b,+ . . . 
Thus, the bivariate generating function for s&d, k) is given by 
O” s&d, k)xkud 
1+ Ix 
d,k=l 
[91d 
In contrast with other q-analogs of the Stirling numbers of the first kind, 
there seems to be no concise recursion for the sequence s&d, k). 
4. PERMUTATION GROUPS 
There is another class of linear groups whose vector space cycle indices 
can be given in a compact form. Let k be a field of characteristic zero, and G 
a permutation group on the finite set S of cardinahty d. Then, G can be 
considered as a linear group acting over the vector space kS over k freely 
generated by S. Its vector space cycle index can be obtained from the Polya 
cycle index of G. 
Consider first a cyclic permutation u on S. As is easily verified, the 
characteristic polynomial of u as an automorphism of kS is zd- 1. The 
rational canonical form of u over k depends crucially on the factorization of 
z d - 1 in k. Indeed, let that factorization be 
where pi(z) is an irreducible polynomial of degree m(i). As k is of character- 
istic zero, all the roots of unity (in some extension field) are distinct, and 
hence each irreducible polynomial p,(z) appearing in (f) appears exactly 
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once. automorphism u is thus 
~l,ln%n(i),(l.o ,... )’ 
I 
Now, consider an arbitrary permutation Q of type (a,, . . . , ad). Its character- 
istic polynomial p(z) is 
(z-l)~‘(Za-l)=*. * * (zd-l)? 
Suppose that the factorization of p(z) over k is 
(z- 1) al+“’ +qpz)h’* 
As any repeated occurrence of an irreducible polynomial p,(x) in the 
factorization arises from disjoint cycles in the cycle decomposition of T, the 
weight of Q is 
Xl,(a,+-.-+a,,0 ,...) ykii).(h,,O ,... )’ 
I 
We have thus proved the following: 
PROPOSITION 4. Let k be a field of characteristic zero, and G a permuta- 
tion group on the finite set S of cardinality d. Then, the vector space cycle 
index of G as a linear group over the vector space kS can be obtained from 
the Pdlya cycle index of G by the substitution 
Using similar ideas, one can obtain a similar result for monomial groups 
(for a definition, see [4, p. 1701); the details are dull and omitted. 
5. CANONICAL FORMS 
The Polya cycle index plays a central role in the theory of enumeration 
under permutation group action. In a similar way, the vector space cycle 
index is useful in situations where one wishes to count classes of objects 
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equivalent under the action of a linear group. We illustrate this by consider- 
ing the problem of finding the, number of canonical forms of matrices 
relative to a linear group over a finite vector space. 
Let G be a linear group acting on a vector space V of dimension d over 
the finite field GF(9). Then G acts on the set End(V) of all endomorphisms 
of V by conjugation: if a E G and X E End(V), then 
a : Xba-‘Xa. 
A curwnicul form in End(V) relative to G is an orbit in End(V) under this 
action. We now show that the number of canonical forms is an evaluation of 
the cycle index. 
We first recall Bumside’s lemma (see, for example, [l, Chapter 51): Let G 
be a permutation group on the set S. Then the number of orbits in S under 
the action of G is 
where a,( T) is the number of elements in S fixed by rr. Now consider the 
linear group G as a permutation group on the set End(V). If X is an 
endomorphism and a is in G, then a fixes X if and only if a commutes with 
A. Thus, to find the number of canonical forms, it suffices to compute the 
number of endomorphisms commuting with a given automorphism a. This is 
done by recalling two facts. 
LEMMA 5. Let a be an automorphism with primary decomposition 
a,@ * . * @a,. Then the centralizer algebra C(a) of all endmmrphisms in 
End(V) commuting with a is the direct sum of the centralizing algebras 
C(ai) of all endomorphisrns commuting with ai. 
A proof may be found in [6, Vol. II, Chapter 31. 
LEMMA 6. Let a be an automorphism in GL(d, 9) having characteristic 
polynomiul p( 2)’ (where p(z) is an irreducible polynomial of degree m) and 
rational canonical form D(p, b) ( w h ere b is a partition of j). Then the number 
E&b) of endomorphisms commuting with a is given by 
zp( b) =q’-,dd, 
where di is defined as in Lemma 2. 
The proof is deferred until Sec. 6. As the number Z&b) depends only on 
the degree m of the polynomial p(z), we also denote this number by &(b). 
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Using these two facts, we conclude that the number of endomorphisms 
fixed by the automorphism (r under conjugation is 
where a J(Y) is the type of o. Hence, using Burnside’s lemma, we obtain 
PROPOSITION 7. Let G be a linear group acting on a finite dimensional 
vector space V over GF(q). Then the number of canonical forms in End(V) 
relative to G can be obtained by evaluating the vector space cycle index of G 
at 
Similarly, the number of canonical folms of automorphisms of V can be 
obtained by the evaluation 
c,(b) being defined as in Sec. 2. 
Now, let fd be the number of canonical forms of endomorphisms relative 
to the general linear group GL(d, q); thus, fd is the number of rational 
canonical matrices of size d over GF (q). Using Theorem 3 and the preceding 
proposition, we have 
Similarly, if fd is the number of canonical forms of automorphisms, then 
1+ g f&d= j, [ jil(l-u-y]-e(ffl) 
d-l 
This follows from the elementary fact that if part(i) is the number of 
partitions of i. then 
5 p4i) 
j-0 
fPj= kcl (hPy. 
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The generating function for fd was first computed in [5, p. 4081 and can be 
derived directly. 
0. THE CENTRALIZER OF A RATIONAL CANONICAL MATRIX 
In this section, we present the proofs of Lemmas 2 and 6. Versions of 
both lemmas have appeared in earlier works (for Lemma 2, see, for example, 
[S, p. 4091; for Lemma 6, see [7, Chapter 11; an analogous result is in [2]), but 
not in a form suited for our purposes. Our proofs are enumerative. 
Proof of Lemmu 2 
Let p be an irreducible polynomial of degree m, and b = 
(b 1,. . . , b,,,O,O,O,. .) a partition of the positive integer i. We assume that 
b, # 0. Now suppose that U is a vector space of dimension mj and (4 : 1 < t < 
mj} is an ordered basis of U. Let (Y be the automorphism of U whose matrix 
relative to {q} is the block diagonal matrix D( p, u). We consider U both as a 
vector space and as an a-module [that is, as a module over the GF (q)-algebra 
L, generated by a]. 
We first observe that (Y has characteristic polynomial p(z)i; hence, by the 
Cayley-Hamilton theorem, p( a)i is the zero linear transformation. In fact, the 
stronger statement that p(a)” is zero is true. We can now classify the vectors 
in U as follows: a vector u in U is said to have persistence i if it is in the 
kernel of p(a)’ but not in the kernel of p(a)‘-‘. The dimensions of the 
kernels are given by 
dim(kerp(cu))==m(b,+..* +b,) 
and in general, 
dim(kerp(a)‘)=md,, 
where 
d,=b,+b,2+-.a -tb,i+b,+++..- +b,i. 
Using this, we obtain that the number h, of vectors of persistence i is 
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We single out for consideration the following vectors in the ordered basis 
cut>: 
%b,+l, %(b,+2)+1~*~” %[b,+(b,-1)2]+1’ 
We denote these vectors (respectively) by ci, where i * 1,2,. . . , b, + . * . + b,,, 
and call them the canonical generators of U-indeed, they form a set of 
generators for U as an o-module. 
LEMMA 8. An endomorphism A commuting with a is aktermined by its 
action on the canonical g-atom. X must map a canonical gen&ator to a 
vector of equal or lesser persistence. h is one to one if and only if the set 
(X6,> of images of canonical generators satisfy TW linear relations with 
coefficients in L rr; in particular, X must map a canonical generator to a vector 
of equal persistence. 
Proof. We remark that h is an o-module homomorphism. H 
We can now compute the number c,(a); instead of counting invertible 
matrices, we count the equinumerous set of automorphisms P which com- 
mute with (Y. Such an automorphism /? is determined by the images of the 
canonical generators. Consider first the generator 6b,Gd. +b; It must be 
mapped to a vector of persistence n, and so there are q n - qmdn-l choices 
for fl(&,+...+b,). Now suppose Gb,+...+b,_i is also of persistence n (or 
b,, > 1). Then, there are qmdn - q m(dm-l+ ‘1 choices for its image: for we can 
choose any vector of persistence n not in the cr-submodule generated by 
ker p(a)“-’ and flab> + .._ +b,. Continuing, we see that when we have ex- 
hausted all the canonical generators of persistence n, we have made 
(qmd,_qmd,-,)(qmd,_qm(d,-,+l)). . . (qmLqm(L,+k-l)) 
choices. 
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Now, consider the canonical generator &,+ . +b,_,. It may be mapped to 
any vector in ker(p(a)“-’ ) which is not in the a-submodule generated by 
ker (p(a)“-2) and the intersection of ker (p(a)“-‘) with the ol-submodule 
g~~~t~d by {/?ci:b,+*** +b,_,+l<i<b,+*** +b,,}. Thus, there are 
4” 4 m(d*-p+bA choices for &?b,+...+b,_,. Continuing, we have 
( qmd,-, _q+L,+U)(q~L, _qWLz+k+l)). . . 
(q4-‘-q m(d,_ne+b,+b,_,-1) 
> 
choices for the images of the canonical generators with persistence n- 1. 
The same argument yields the product 
bi-1 
rI (qmd’-q m(d,_,+b.+b,_,+...+b,+,+k) ) 
k=O 
as the number of choices for the images of the canonical generators of 
persistence i; this can be rewritten as 
We conclude that 
+)= fi 5 (qmLqm(dt-k)), 
i=O k-l 
Proof of Lemma 6 
Here, we are interested in all the endomorphisms of U as an a-module. 
We can map a canonical generator to any vector u in U, subject only to the 
condition that its image is of equal or lesser persistence. An easy modifica- 
tion of the previous proof yields the asserted formula. 
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