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This thesis describes person search by flying robots. In this thesis, person search means to find target persons 
from a crowded area; for example, shopping malls or amusement parks. 
In recent years, security cameras have been used in various applications. It has become possible to determine 
the behaviors and trajectories of criminals, and to find missing persons by analyzing images captured by cameras.  
As a result, the number of installed cameras is increasing annually. Since the amount of cases solved by footage 
from security cameras is increasing, additional camera installations are expected. 
However, conventional fixed security cameras often fail to capture images of people from required angles or at 
suitable resolutions. Furthermore, a security camera fixed in one position cannot observe people passing through 
blind spots. This problem can be alleviated to some degree by increasing the number of cameras, but there are 
limits in terms of cost and location. 
These obstacles can be resolved by performing surveillance using a mobile camera. Flying robots are a suitable 
method for capturing images. Images of a target person can be obtained at the required angle and resolution by 
capturing images while moving. Since movement provides ability to cover a wide range, the amount of 
stationary cameras can be reduced, and the problem of blind spots is solved. If the number of security cameras is 
decreased, the associated system can be simplified. 
There are many possibilities with a camera-equipped flying robot. In this study, the focus is on person searches 
that can contribute to everyday life, like searching for missing children in amusement parks or other crowded 
areas, or searching for criminals in cities. When searching for lost children or criminals, manpower is commonly 
distributed in the locations most likely to succeed. The purpose of this study is creating a system with flying 
robots that can search for persons autonomously. The system is required to ensure a safe and secure society. 
In large amusement parks, the comings and goings of visitors is managed by the entry and exit control gate. In 
this study, person searches are performed in such facilities. The flow of the person search system is described as 
follows. First, images of visitors are obtained at the entry and exit control gate. Person searches are performed by 
comparing these images with those captured by a flying robot. When person searches begin, the system creates 
the search path of the flying robot in the targeted area. The flying robot captures the images while moving along 
this path. If the targeted person is found from the images captured, the search is complete. 
In order to realize such a system, it is necessary to integrate various technologies, including communications 
and computer systems. However, the most important point is “How do flying robots perform person searches?”  
Therefore, this thesis will describe three research themes as follows.  1. Person detection by flying robots.  2.  
Person identification by flying robots.  3. Path-creation to search for persons using flying robots. 




footage cannot be obtained from too close range to the person, so the images are low-resolution. Further, the 
lower body in images is frequently hidden due to the overlap of multiple persons. Because the flying robot is 
capturing images while moving, person images contain various angles, and background images change 
constantly. This thesis’ proposed algorithm is to support these flying robot unique image features. 
The person detection algorithm is proposed in this study. Considering hidden lower bodies, and increased false 
positive background results from the perpetually changing backgrounds in person detection, the algorithm was 
created to detect the upper body of a person with high accuracy. The algorithm’s characteristic is a combination 
of multiple kinds of features with little correlation to each other. By compensation for the weaknesses of each 
others’ features, accuracy of person detection was improved. As a result of evaluation with the public database, it 
was confirmed that the accuracy was higher than conventional methods. In addition, detection derived from 
actual footage from flying robots confirmed that the algorithm could be applied to real-life situations.  
The person identification algorithm uses appearance-based person identification, because upper body images 
are taken by various angles from afar. By overlaying identifications from low-resolution images from multiple 
perspectives, the cumulative appearance-based person identification algorithm can show increased identification 
accuracy, it can be proposed. The algorithm considers light fluctuation, and does not consider color information. 
Identification occurs using apparel patterns, and the person’s profile between the head and the shoulder line. 
Experiments with 38 subjects showed that the average identification rate was 85% (false positive rate = 5%) for 
15  15 pixel images of the upper body. Additionally, even when all subjects were wearing the same clothes 
(uniform), the algorithm was confirmed to identify targets by comparing such slight differences as how name 
tags were placed and wrinkle patterns in the clothes. Further, despite some problems, the experimental results of 
a person detection (6 subjects) using a flying robot confirmed that it was possible to identify people in the 
images captured by a flying robot while moving. 
By combining person detection and person identification data, a sequential flow system was created. 
Comparing person identification accuracy to manually doing person detection, it was found that they were 
equivalent. Additionally, regarding processing time, it was confirmed that the identification results could be 
output in real time. Therefore, a real environment operable identification system using a flying robot could be 
created. 
Furthermore, to ensure effective and accurate person identification by the flying robot, a path-creation method 
is proposed by this study. The number of paths is infinite. From these, when using the person identification 
algorithm proposed by this thesis, the path-creation method identifies subjects more efficiently and accurately. 
Path-creation was simulated, and effectiveness was confirmed in multiple patterns. Path changes due to targeted 
person differences (template image) and situations with prior knowledge were confirmed. 
In this thesis, to conduct person detection with a flying robot, each of the three proposed methods of person 
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ラム化した Histograms of Oriented Gradients (HOG)[5]，設定した領域の累積エッジ強度の比で










































すると，各画素におけるエッジ強度 s i,k は以下の式で表される．  
 










































































































































































































































































































  (2. 13) 
 kinskx IFh  2  (2. 14) 
 kinsky IFh  0  (2. 15) 
 






































































































 ・ポジティブデータ（人物姿画像）：8627枚 （56画素×48画素） 





















































図2. 13: 拡大縮小イメージ図 
 
 






























 )( kingkg ILV   (2. 17) 
 )( kinhkh ILV   (2. 18) 
 )( kinsks ILV   (2. 19) 
 
kは入力画像 Iin の画素番号である． 
 
 







































 )(maxmax_ kgkg VFv   (2. 20) 
 )(_ kgavekaveg VFv   (2. 21) 
 )(maxmax_ khkh VFv   (2. 22) 
 )(_ khavekaveh VFv   (2. 23) 
 )(maxmax_ ksks VFv   (2. 24) 






















































  本実験では精度検証なので閾値設定せず値をすべて出力した． 














2.6.1 データセット：USCの評価  
 データセット：USCは，205枚の画像に対し313人の正面と背面の人物画像が含まれている．



























図2. 19: データセット：CAVIARの評価結果（ROCカーブ） 
 



















































図2. 22: データセット：NLPR-HSの評価結果（DETカーブ） 
 
 










2.6.4 処理時間  
 処理時間については，設定パラメータ，特にサーチサイズに依存するところが大きい．R.Hu










































相関係数 HOG-ガボール ガボール-ソベルハール HOG-ソベルハール
人物部 0.52 0.57 0.46





























































































































































   








図2. 28: 俯角15°の評価結果（ROCカーブ） 
 
 
図2. 29: 俯角30°の評価結果（ROCカーブ） 
 
 

















図2. 28，図2. 29，図2. 30で示した結果をすべてまとめて，FAR (False Accept Rate)，FRR (False 
Reject Rate)のグラフで表した．図2. 31にそのグラフを示す． 
 








































ROCカーブのグラフを図2. 35に示す．また，検出結果例を図2. 36～図2. 38に，検出結果の








図2. 35: 各移動パターンでの評価結果（ROCカーブ） 
 
 
図2. 36: パターン1の検出結果画像 
 
 
図2. 37: パターン2の検出結果画像 
 
 




















































































































































































































































本人を見分けられる程度の低解像度画像の設定として，本論文では N=46pixel とした． 
 
 







 )( incutcut IfI   (3. 1) 
抽出した画像 Icutを照合に用いる特徴量に変換する．その特徴量はガボール特徴を適用した．
グレー変換した入力画像に 2 次元ガボールウェーブレット変換を行い，4 方向（0°，45°，90°，
135°）のエッジ強度を画素ごとに求める．各方向のエッジ強度を求める関数を fgabor,i 
(i=0,45,90,135)，k (k{1,…, N×N})を画素番号の添え字とすると，取得するエッジ強度は式(3. 2)
で表される． 
 ),(,, kIfg cutigaborki   (3. 2) 
4 方向のエッジ強度の合計値と，そのエッジ強度の合計値で正規化した 4 方向のエッジ特徴を
組み合わせ，1 画素あたり 5 次元の特徴量を作成する．照合に用いる各特徴量 G0,k～G4,kは，
式(3.3)(3.4)で表される． 













































テンプレート用画像と照合用画像 に対して式(3. 1)～式(3. 4)を適用し，照合に用いる特徴量を
得る．図 3. 4 にエッジ特徴量のイメージ図を示す． 
 
 





3. 5 で示す． 
 
 




この処理は 5 次元のエッジ特徴それぞれについて行い，その 5 つの結果を合計したものが，
ブロック単位の照合値 Sbとなる．その関数は式(3. 5)で表される． 


















IGTGfS  (3. 5) 
テンプレート特徴量 TG0,b ～TG4,b と入力特徴量 IG0,b～IG4,b は一定の大きさ（本論文では N/4 
pixel×N/4 pixel)で重なりを持ちながらブロック分割したものである． b はブロック番号で，
TG0,b ～TG4,b，IG0,b～IG4,b は画素ごとの特徴量をブロック範囲でまとめたものである． fcor は
正規化相関関数である．ブロック分割後は，位置的に対応する各ブロック単位で正規化相関 fcor
を行う．このとき入力特徴量の切り出し範囲はテンプレートと比べて範囲 m の大きさだけ大




図 3. 6: 入力画像の特徴量ブロックのマージン m（赤い範囲） 
 
最終的に求めたい画像 1 枚単位の照合値を S とすると，S はブロック単位の照合値 Sbの平


























)(  (3. 7) 
V が累積照合値であり，この値で人物認証を行う．αiは重み係数である．評価値 Gi (i{1,…, N: 
N はテンプレート画像数})は，入力画像 Ik(k{1,…, M:M は入力画像数})が得られた際の各テン
プレート画像 Tiの評価値の最大値である．図 3. 7 にテンプレート画像例 Tiと入力画像例 Ikを
示す．各テンプレート画像 Tiに対応する画像が入力されると，その評価値 Giは高くなる．最
終的に求める累積照合値 V は評価値 Giの合計値である．そのため，異なる角度の入力画像が






図 3. 7: テンプレート画像と入力画像（複数） 
(a) テンプレート画像：Ti(i{1,…, N}) 
(b) 入力画像：Ik(k{1,…, M}) 
 
 
















,  (3. 9) 
評価値 Giは各テンプレート画像 Tiと，すべての入力画像 Ik(k{1,…, M})を照合した結果の最
大値である．S´i,kは Si,kを正規化した値である．式(3. 9)の Si,kは 1枚画像のアピアランス照合結



















 (3. 10) 
 ),(, jiverifyji TTfR   (3. 11) 




















を 1 枚(I1)を入力すると，すべてのテンプレート画像 Ti(i{1,…, N})と入力画像 I1で画像照合関
数 fverifyを行い，その結果を評価値 Gi (i{1,…, N})に代入する．次に，2 枚目の入力画像 I2が入
ってきた場合は，同様にすべてのテンプレート画像 Ti(i{1,…, N})と画像照合を行う．その結
果を Gi (i{1,…, N})に代入するときに，そのとき持っている Giの値（この場合は 1 枚目の照
合結果）と比較し，大きい値の場合のみを代入する．基本的には，これをすべての入力画像 Ik(k
{1,…, M})に対し行い，評価値 Giを求める．その結果を重み付き合算することで，最終的な
累積照合値 V が得られる． 




誤検出の入力に対するもう 1 つの対策として，この評価値 Giを更新するときに，もう 1 つ
制限を加えている．1 つの入力画像 Ikが入力されたときに，全テンプレート画像 Ti(i{1,…, N})
を照合した結果の最大値を得るテンプレート画像 Tindex_i を求める．そのテンプレート画像
Tindex_i と類似度が高いテンプレート画像 Ti の評価値 Gi のみを更新するという制限である．
index_i は式(3. 12)で表される． 
 )(maxarg_ ,ki
i







・Given example images Ti (i {1,…, N}) for template, Ik (k {1,…, M}) for input 
・Initialize score Gi = 0 (i {1,…, N}) 
・Determine in advance the value of Ri,j, ,  σi  
 
・For k = 1,…, M: 
For i = 1, …, N: 
1. Calculate score S´i,k 
 
end 
2. Find index for maximum of S´i,k 
 
For i = 1, …, N: 






・The final cumulative score V is: 






























































果を求めた．(a)-(i)の結果を図3. 7～図3. 17に示す． 
 
 





































図3. 17: (i):誤検出画像が3枚含んだときの結果（V = 0.71） 
 
 




































































本評価は，図 3. 18 に示す飛行ロボットを想定した高さと俯角で撮影した 38 人の画像を用い
て累積アピアランス認証の照合結果を計算した．図 3. 20 に夏の私服，冬の私服，制服(仕事着)
の照合結果を示す．本結果は，FRR(False Reject Rate)，FAR(False Accept Rate)のグラフである．  
 
 








図 3. 20 より，3 種類の服装の EER(Equal Error Rate)は 0 で，100％本人と他人を分離するこ
とが出来た．各 FRR は，閾値の値によって差はあるが，閾値の値が 8 のときには，制服の FRR


















図3. 21: テンプレート画像と入力画像の服装が異なる場合の照合結果 
（テンプレート画像:制服 入力画像:夏私服 
 テンプレート画像:制服 入力画像:冬私服 


















照合実験を行った．図 3. 22 にその各倍率画像のサンプルを示す．各倍率の入力画像は，線形





図3. 22: 異なるサイズの入力画像例 
(a) 46×46 pixels(100%) (b) 23×23 pixels(50%) 
(a) 15×15 pixels(33%) (b) 12×12 pixels(25%) 
 
 





図3. 23: 夏私服-人物認証結果（ROCカーブ） 
 
 

































た．その4パターンの入力画像図のサンプルを図3. 26に示す．その照合結果を図3. 27に示す． 
 
 
図3. 26: 4パターンの入力画像図 
 
 


























図3. 28: 10枚のランダムな誤検出画像を含んだ入力画像例 
 
 









































































































変えて同様の実験を行った．第 1，第 2 の実験結果を集計し，人物捜索するための閾値を設定
した．そして，最後に，人が歩いている状態で飛行ロボットが飛行し撮影した映像に対して認
証実験を行った．尚、本実験では 6 人の人間と，20 m × 40 m 程度の広さで行った．飛行ロ












図3. 33: 飛行ロボットによる撮影実験の様子と撮影に用いた飛行ロボット（ZionPG560） 
 
 





















3. 35 に示す．また，そのとき撮影された画像のサンプルと人物抽出結果を図 3. 36 に示す． 
 
 



























人物の向きが 0°（正面方向）で，人物の仰角(体の中央付近：高さ約 1m)が約 30°のとき
の人物捜索実験を行なった．捜索対象は ID3（図 3. 34）とした．このとき D = 3.5 (m)とした．





その結果を 0°の結果も含めて図 3. 38 に示す．また，そのときの ID3 の入力画像(3 画像ごとに














図3. 39: 各向きでのID3の入力画像（3画像ごとに抜粋） 
（ (a)0°, (b)90°, (c)180°, (d)270° ） 
 
 
図 3. 38 より，人物の向きがどの角度であっても，最終的な照合値は約 1.5 に収束し他人と分
離できている．また，ID4 の照合値が 90°, 180°, 270°のときは約 1.0 まで上昇したが，0°は約
0.5 に留まった．これは，ID3 のテンプレートの正面向き(0°)に，他人と分離できる特徴が他の









A の実験に加えて，人物の向きが 0°（正面方向）のときに，人物の仰角が 15°と 50°の場
合の認証実験を行なった．撮影される人物画像が画面中央になるように，15°のとき，D = 7.5 
(m)，50°のとき，D = 1.7 (m)とした．その照合結果を図 3. 40 に示す．そのときの ID3 の入力
画像を図 3. 41 に示す． 


















3.5.2.1 の実験を他の捜索対象者（ID1-ID6）でも行った．その結果を図 3. 42 に示す．（ID3
の結果も含む）  
図 3. 42 から分かるように，捜索対象者によって照合値の上がり方，最終照合値に差が生じ
ている．入力画像枚数は順に，(ID1-ID6: 67,45,38,36,35,30)であるが，最終照合値との相関性は
小さい．その他の撮影条件は同じことから，テンプレート画像そのものによる他人との分離し




3.5.2.4 認証精度まとめと，人物捜索用閾値設定  
3.5.2.1～3.5.2.3 の実験で示した結果は，どの条件においても，本人を間違えることなく他人
と分離することが出来た．しかし，示した結果は全パターンの一部である．ここで，全パター
ン（人物の仰角 3 パターン×人物の向き 4 パターン×6 人のテンプレート）の照合結果を本人
の照合値と他人の照合値に分けて集計する．その結果を図 3. 43 に，FRR(False Reject Rate)，
FAR(False Accept Rate)のグラフで示す． 












図3. 42: 各テンプレートの時系列での照合値の変化 


























式図と画像サンプルを図 3. 44 に示す．また，各テンプレートを捜索対象とした場合の照合結
果を図 3. 45 に，そのときの入力画像を図 3. 46 に示す． 
図3. 45に示したように，最終照合値が閾値0.8以上になったのは，6人中1人だけ（ID1）で
あった．他人の照合値も上昇せず，誤認証は0であった．これは，入力画像に原因があると考











図3. 44: 飛行パターンの模式図と取得画像抜粋 
 
 
図3. 45: 各テンプレートの時系列での照合値の変化 







図3. 46: 各実験対象者の入力画像（3画像ごとに抜粋） 








3. 47 に示す．また，各テンプレートを捜索対象とした場合の照合結果を図 3. 48 に，そのとき















図3. 47: 飛行パターンの模式図と取得画像抜粋 
 
 
図3. 48: 各テンプレートの時系列での照合値の変化 






図3. 49: 各実験対象者の入力画像（3画像ごとに抜粋） 







えながら，通り過ぎていく．その模式図と画像サンプルを図 3. 50 に示す．また，照合結果を
















図3. 50: 飛行パターンの模式図と取得画像抜粋 
 
 
図3. 51: 各テンプレートの時系列での照合値の変化 






図3. 52: 各実験対象者の入力画像（3画像ごとに抜粋） 
































































































































































図4. 2: シーケンスデータ例  



















ID1 ID2 ID3 ID4 ID5 ID6 誤検出
水平角0° 　仰角50° 5 4 1 1 4 1 13
水平角90°　仰角50° 1 2 4 3 4 3 23
水平角180°仰角50° 3 3 2 1 4 1 25
水平角270°仰角50° 1 3 3 2 3 2 24
水平角0° 　仰角30° 11 8 3 2 1 4 70
水平角90°　仰角30° 11 4 4 5 4 4 93
水平角180°仰角30° 9 6 6 2 6 7 66
水平角270°仰角30° 8 7 3 1 2 5 74
水平角0° 　仰角15° 16 15 3 3 4 7 124
水平角90°　仰角15° 18 17 5 1 3 6 134
水平角180°仰角15° 14 14 5 4 8 9 138
水平角270°仰角15° 20 18 4 3 3 8 81
パターン1 3 0 7 1 4 7 34
パターン2 6 8 2 2 1 2 47




























































ID1 ID2 ID3 ID4 ID5 ID6
水平角0° 　仰角50° 1 0.9 1 0.9 0.9 1
水平角90°　仰角50° 1 1 1 0.5 1 1
水平角180°仰角50° 0.5 0.9 1 1 0.9 1
水平角270°仰角50° 1 0.5 0.6 0.5 0.6 0.5
水平角0° 　仰角30° 0.6 1 1 0.9 1 1
水平角90°　仰角30° 1 1 1 0.6 1 1
水平角180°仰角30° 1 1 1 1 1 1
水平角270°仰角30° 1 1 1 1 1 1
水平角0° 　仰角15° 0.6 0.6 0.9 1 1 1
水平角90°　仰角15° 0.4 0.7 1 1 1 1
水平角180°仰角15° 1 0.7 1 1 1 1
水平角270°仰角15° 0.6 0.6 1 1 1 0.9
歩行パターン1 0.5 0 0.3 0.1 0.3 0.2
歩行パターン2 0.6 0.3 0.6 0.6 0.8 0.9



































































本人値 他人値 本人値 他人値 本人値 他人値 本人値 他人値 本人値 他人値 本人値 他人値
歩行パターン1 3.09 0.65 0.12 0.21 0.18 0.12 0.04 0.24 0.45 0.13 0.35 0.29
歩行パターン2 2.12 0.56 0.59 0.32 0.11 0.34 0.44 0.33 1.01 0.26 0.61 0.46
歩行パターン3 2.63 0.7 0.8 0.57 1.6 1.59 1.35 0.34 2.27 0.05 1.32 0.79
テンプレートID6
手動
テンプレートID1 テンプレートID2 テンプレートID3 テンプレートID4 テンプレートID5
本人値 他人値 本人値 他人値 本人値 他人値 本人値 他人値 本人値 他人値 本人値 他人値
歩行パターン1 1.04 0.49 0 0.07 0.16 0.08 0.05 0.25 0.87 0.62 0.39 0.63
歩行パターン2 2.18 0.63 1.04 0.41 0.13 0.24 0.49 0.27 1.09 0.86 1 0.55
歩行パターン3 2.96 0.7 0.31 0.43 1.25 0.44 0.53 0.43 1.15 0.84 0.95 0.77
人物検出
アルゴリズム


























































































































































































































































5.4 軌道生成手法-概要  











































,  (5. 3) 














 (5. 5) 




ンプレート画像を用いて，式(5. 4)の画像照合関数 fverify(Ti,Ik) に本人が入力された場合の平均















図 5. 4，図 5. 5で示した値は，各テンプレート画像に対応する入力画像が得られたときの，照


















本軌道生成手法は，複数の軌道候補 cj (j{1,…, J})を作成し，そのすべての軌道候補を軌道
評価関数 fesに適用し，その評価値の最大値を得る軌道を求める軌道 R とした．人物の位置や
向きは時間経過で変化することに対応するため，数秒間隔でこの軌道生成を行う．作成する軌
道は数秒間であるので，複雑な動きを想定せず，ロボットの初期位置から移動可能な複数の軌




 ))(max(arg jes cfR   (5. 7) 
式(5. 7)の軌道評価関数 fesは，入力軌道 cjを通ったときに，認証対象者全員が捜索対象だと想
定し，取得できると推定される照合値の平均的な高さを評価する関数である．こうすることで，
捜索対象者が認証対象者の中のどの人であっても，捜索できる確率が上がる．その評価関数は
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み合わせた番号である．式(5. 9)，式(5. 10)の Lはそのパターンの数である．式(5. 11)の Fは取
得フレーム数である． 









,,, ,  (5. 12) 






想定し，本人画像が入力されたときの平均的な照合値を式(5. 1)，式(5. 2)，式(5. 3)に代入し，
照合値を求めることで得られる．具体的には．画像パターン番号 al,kに対応するテンプレート
画像を Tqとすると，式(5. 15)に示すように，式(3)に本人画像が入力されたときの画像照合関数


























,  (5. 15) 
このとき，テンプレート画像 Tq に類似するその他のテンプレート画像に対する照合値を考慮
し，式(5. 6)の重み βq,iを掛けて，全テンプレート画像 Ti (i{1,…, N})に対し式(5. 15)を行う．
これをすべての画像パターン Alの数(k{1,…, F})だけ繰り返し，式(5. 14)，式(5. 13)により求
めた結果が，推定照合値
l



















































ズ分割数を Sとすると，入力画像の状態番号の総数 Lは， 
 




が Fなので，Lの F乗個の入力画像取得パターンが存在する．そのパターン番号を lとし，式
(5. 10)，式(5. 11)で示したように，画像パターン群 A，各画像パターンを Alと表した． 
 
 
5.5.2 推定照合値の算出  
画像パターン群 Aを作成すると，各画像パターン Alに対応する推定照合値を求める．(式(5. 





を次のように 4つのサイズで分割した．サイズ番号を sとすると，s=1のとき 46pixel以上, s=2
のとき 45～23pixel，s=3 のとき 22～15pixel，s=4 のとき 14～10pixel である．そして，各人物
画像サイズに平均的な結果
s
S (s=1,2,3,4)を求め，以下のように設定した．   
 























5.5.4 画像パターン取得確率の算出  
画像パターン取得確率は各撮影番号 kに対応する時間 tにおける人物画像取得確率 Pimageの
すべての積から求める．人物画像取得確率 Pimageは式(5. 18)から求める． 
 sitIafafkfIakimage PPP klsizekltemp la tetimekl ,,,)(),(),(,,, ,,,   (5. 18) 
 )(kft time , )( ,kitemplate afi  , )( ,kisize afs   (5. 19) 













,,,  (5. 20) 
 ),,( yxht   (5. 21) 
 ),( itdiri rf    (5. 22) 
 aziinmiazitpiaziinmiazitpi _arg,__arg,_:    (5. 23) 





















図5. 8: 人物画像取得確率表 
 
 
5.5.5 認証対象者の存在確率分布の作成  
時間 tにおいて，認証対象者 hが，ポジション x,yに存在し，水平角度 θの方向を向き，認
証できる正常状態（直立）である確率を求めたい．t=0（初期位置）のとき，俯瞰用ロボット
から認証対象者 hの位置 x0, y0, 速度 vx0,vy0は得られるものとする．また，人物の体の向きは進
行方向を向いているものとする．認証対象者 hの存在確率 Phは以下の式で表す． 
 )()()()( tstotpth hPhPhPhP   (5. 25) 
存在確率 Phは，地図情報 Poと認証対象者 Psの状態と，人物位置と角度の確率 Ppで表される
と考えた(式(5. 25))．htは式(5. 21)で示したものと同じである．地図情報 Poと認証対象者の状
態 Psは以下の式で表す． 
  )(:0),(:1)( obstaclepassagehP to   (5. 26) 











































  (5. 29) 
 tvxxxcenter  00  (5. 30) 











































































焦点位置を rt，カメラのイメージプレーンの 4 頂点を imk,t (k=0,1,2,3)，透視投影変換後の 4
頂点を prok,t (k=0,1,2,3)とする．prok,t は一般的な透視投影変換で求めることが出来る．この 4
























































































































































































































































 (5. 41) 
時間tにおける焦点位置rtは，式(5. 24)より， 

























































































































  (5. 46) 




 tty roll,  (5. 48) 
 ttz yaw,  (5. 49) 
と表される． 
時間tにおけるイメージプレーンの4つの頂点位置imk,t (k=0,1,2,3)も同様に，  



























,   (5. 51) 


































































いて以下に述べる．図 5. 11にそのイメージ図を示す．テンプレート画像 Ti(i{1,…, N})を取
得したときの俯角を θtp_dep,i とし，そのテンプレート画像と照合可能な角度の範囲をマージン
θmar_dep_min，θmar_dep_maxと設定すると，照合可能な俯角 θの範囲は，以下の式になる． 











































図5. 12: 照合可能な人物サイズが撮影できる範囲 
 
 
人物の頭部を点 p，人物の腹部を q と設定する．p，q をイメージプレーンに投影した点を
pim，qimとすると，イメージプレーン上での人物の上半身のサイズ Himは以下の式となる． 















































 0 dczbyax  (5. 60) 
 )()()()( ,1,,2,,1,,3,,1,,3,,1,,2, tztztytytztztyty imimimimimimimima   (5. 61) 
 )()()()( ,1,,2,,1,,3,,1,,3,,1,,2, txtxtztztxtxtztz imimimimimimimimb   (5. 62) 
 )()()()( ,1,,2,,1,,3,,1,,3,,1,,2, tytytxtxtytytxtx imimimimimimimimc   (5. 63) 















































































































































































































































































5.6 軌道生成シミュレーション  

























































5.6.4 認証対象者1人の軌道生成シミュレーション結果  
飛行ロボットの初期位置をx=25，y=10，z=4(単位はm)と設定し，認証対象者のパラメータ
は，位置(x=25,y=25)，向き(deg=270：シミュレーション図の垂直下方向)，速度(speed=1.1(m/s))












図5. 17: 飛行シミュレーション図（軌道番号2878） 
 
 
図 5. 16に示した各軌道候補の軌道評価値の最大値を得る軌道は軌道番号 2878 となった．図







また，本軌道生成に掛かった時間は約 1分となった(Intel Core i7 CPU 1 スレッド)．本シミ
ュレーションのうちの 90％以上の処理時間が掛かっている部分は，画像パターン Alの取得確

























5.6.5 複数人の認証対象者の軌道生成シミュレーション  
5.6.4の設定に対して，認証対象者を2人加えたときの軌道生成を行った．加えた認証対象
者のパラメータについては，1人目は位置(x=15,y=35)，向き(deg=30)，速度(speed = 1.1(m/s))，
























































図5. 24: 事前知識なしの場合の飛行シミュレーション結果図（軌道番号189） 
 
 









図5. 25: 手動で設定した軌道 
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