with a and b finite arises in many applications. As examples, we mention the problem of optimization of filters having a finite memory [1] and the problem of diffraction through a slit [2, 3] . In the first of these problems, the kernel represents the autocorrelation of the inputs to the filter; in the second, k(x) = H"\ | x |), the first Hankel function. Its importance notwithstanding, no general solution of (1.1) is known; with but two exceptions, only special methods exist for application to special kernels. The first exception is the method developed not long ago by Latta [4, 5] . The second-which is now subsumed under Latta's method-applies to the conceptually trivial case when the kernel has a rational Fourier transform [1] , Latta's method can be applied in the circumstance that k{x) satisfies a linear differential equation (of any order) with linear coefficients. This restriction is still very far from being moderate, of course, and since no general solution of (1.1) appears to be forthcoming, it appears worthwhile to see whether there are other integral equations having the form of (1.1) which can be reduced to one of Latta's type.
In a recent paper [6] , Pearson considered (1.1) with
where p and q were polynomials. Although Pearson's method has no apparent connection with Latta's, the fact that log | x | is a Latta kernel leads one to consider kernels of the One remark about (1.2). Although the restriction of p and q to polynomials seems rather severe, the situation is not as bad as it looks. The range of the argument (x -t) of k in (1.1) is the finite interval (a -b, b -a). Consequently, just so long as k(x) is given by (1.2) with p and q continuous, the kernel can be successfully approximated by (1.2) with p and q polynomials. Thus, given, say, a singular kernel fc, if the singularity alone is of Latta's type (e.g., log | x | or | x |"_1 or, for that matter, #"'(| x |)), the equation can be solved approximately by writing k in the form (1.2) where j contains the singularity and by approximating p and q by polynomials.
The paper begins with a brief discussion of the reduction of an equation with a kernel (1.2) to an equation with a Latta kernel. In the rest of the paper, three examples are worked out: the first two have logarithmic singularities; the last has the singularity I -I"1-2. The idea of the method. Consider now (1.1) with k(x) as in (1.2). It will be convenient to follow Latta and use operational notation-thus, we set
where the kernel of V] is the j of (1.2). Now, the polynomial q of (1.2) is immaterial to the analysis; if q(x) = E we have f q(x -t)j(t) dt = 9' f (® ~ 07(0 dt J a J a = where the constants q* depend on the moments /' t"f(t) dt, v = 1, • • • , n of /. Thus, the term involving q(x) can be incorporated into the function <p(x) of (1.1); after the resulting equation has been solved for arbitrary values of the q* , the solution can be substituted back into (1.1) to determine them. We may write, therefore, without loss of generality,
in place of (1.2). Set p(x) = p"x". We then have This kernel itself seems to be of Latta's type, since it satisfies a differential equation (xk" -1 = 0) of the appropriate kind. However, k(x) is non-singular; consequently, we may expect that no solution will exist unless the function <p of (1.1) is properly chosen. Since this fact violates a second assumption made in [4] and [5] -that there is a unique solution-Latta's method cannot be applied directly. We have chosen (3.1) as our first example in spite of the apparently complicating factor of possible non-existence of a solution because of the simplicity of the corresponding relation between A/ and Tf.
To begin, consider (3.1). With the notation of (1.2), we have j(x) = log | x |, so that (x -t)j'(x -t) -1 = 0 (' = d/dx). As discussed in [5] , this implies
where mo is the zero order moment of /. Now, obviously, A f = xTf -Txf. Equation (2.2) can be solved by Latta's method if <p{x) is a polynomial or an exponential polynomial (<p is restricted to this class of functions in [4] and [5] ) or, for general <p, by Carleman's formula ( [7] ; see also [6] ). As an example, we choose"^>(x) -x,b = -a = 1.
By (2.2) Since the equation Tf -yf/ has a unique solution [7] whose singularities can only be of the form (1 -a;2)-1/a at worst [5] , it follows that / = (A -*>)/" -(Aa log 2)xf0 + 0[a2(l -a2)""2]
The constant A can now be evaluated by integrating (4.5). We obtain dl-%Y + 0^' 
