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11 Einleitung
Die vorliegende Arbeit behandelt die simulative Analyse seltener Ereignisse, wobei ein be-
sonderes Augenmerk auf Markovmodelle gelegt wird. Bei der modellbasierten Leistungs-
analyse realer Systeme spielen in zahlreichen Anwendungsbereichen Markovmodelle ei-
ne wichtige Rolle, so etwa im Finanz– und Versicherungswesen, in der Fabrikation, der
Lagerhaltung, bei fehlertoleranten Systemen, Zuverla¨ssigkeitssystemen und insbesondere
auch bei der Leistungsbewertung von Computer– und Kommunikationssystemen. Ha¨ufig
erfolgt dabei die Beschreibung des abstrakten Modells nicht direkt als Markovkette, son-
dern auf einer ho¨heren Abstraktionsstufe in Form von Warteschlangennetzen, stochasti-
schen Petrinetzen, stochastischen Automaten oder stochastischen Prozeßalgebren, woraus
dann die zugrundeliegende Markovkette generiert wird. Aufgrund der schnell wachsenden
Anforderungen an reale Systeme resultieren dabei immer gro¨ßere und komplexere Mo-
delle. Die Gro¨ße des Zustandsraums der Markovkette wa¨chst im allgemeinen exponenti-
ell mit der Anzahl der Systemkomponenten, und man spricht in diesem Zusammenhang
von der Zustandsraumexplosion. Daraus ergeben sich fu¨r die numerische Analyse sowohl
Speicherplatz– als auch Rechenzeitprobleme.
Die Leistung vieler Systeme wird zudem entscheidend beeinflußt durch seltene Ereignisse.
Dies sind Ereignisse, die nur mit einer sehr kleinen Wahrscheinlichkeit auftreten, dann
jedoch unter Umsta¨nden ernsthafte und zum Teil katastrophale Auswirkungen haben.
Zahlreiche Beispiele verdeutlichen die Notwendigkeit zur Analyse solcher seltenen Ereig-
nisse: ein Super–GAU in einem Atomreaktor, der Ruin von Versicherungen oder Banken,
Ausfa¨lle ganzer Fabrikationsanlagen, Lieferausfa¨lle aufgrund leerer oder teilweise leerer
Lager, Fehlarme in Sicherheitsanlagen wie Radar oder a¨hnlichen Warnsystemen, Scha¨den
in technischen Systemen aufgrund von Materialermu¨dung oder Rissen (man denke an
die Explosionen der Raumfa¨hren Challenger und Columbia), U¨berschreitung gefa¨hrlicher
Schranken in o¨kologischen Systemen wie beispielsweise bei Flutkatastrophen.
Auch und gerade im Bereich von Computer– und Kommunikationssystemen gibt es ei-
ne ganze Reihe von Beispielen fu¨r die Bedeutung seltener Ereignisse in Bezug auf die
Leistung eines Systems. So erfordern beispielsweise die Standards fu¨r ATM–Netze u¨bli-
cherweise Wahrscheinlichkeiten fu¨r Paketverluste von ho¨chstens 10−9. Weitere Beispiele
sind kleine Bitfehlerraten im Bereich von 10−10 in digitalen Datenu¨bertragungssystemen,
Computersysteme mit hohen Zuverla¨ssigkeitsanforderungen, deren Ausfall ernsthafte Fol-
gen haben ko¨nnen, also fehlertolerante Systeme, sowohl solche mit hohen Redundanzen als
auch solche, bei denen schon der Ausfall einzelner Komponenten nur mit einer sehr kleinen
Wahrscheinlichkeit auftreten darf. Neben kleinen Fehlerwahrscheinlichkeiten spielen bei
den genannten Beispielen oft auch Lebensdauern, Zeiten bis zu Systemfehlern, eine Rol-
le, und man interessiert sich fu¨r den Erwartungswert der Zeitdauer, bis ein Systemfehler
auftritt oder ein gesamtes System ausfa¨llt (Mean Time To Failure, MTTF ).
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Bei der Untersuchung von Systemen mit seltenen Ereignissen kann man zuna¨chst unter-
scheiden, ob die Wahrscheinlichkeiten der seltenen Ereignisse bekannt oder unbekannt
sind.
Sind die Wahrscheinlichkeiten unbekannt, besteht die Aufgabe meist gerade darin, diese
Wahrscheinlichkeiten zu bestimmen. Dabei handelt es sich oft um sehr kleine Wahrschein-
lichkeiten von Zusta¨nden oder Mengen von Zusta¨nden, die gerade bei der Untersuchung
von Paketverlusten, extrem gefu¨llten Puffern oder Warteschlangen, sehr langen Warte–
oder Lieferzeiten, U¨berschreitung kritischer Schranken, leeren Lagern, Ausfa¨llen ganzer
Systeme oder dem Ruin von Bedeutung sind. Diese Ereignisse kennzeichnet oft, daß fu¨r ihr
Eintreten verha¨ltnisma¨ßig viele nicht seltene Ereignisse eintreten mu¨ssen. Das U¨berlaufen
eines großen Puffers in einem Warteschlangensystem beispielsweise geschieht aufgrund
einer hohen Anzahl von Anku¨nften wa¨hrend einer Bedienung. Eine einzelne Ankunft ist
dabei nicht besonders selten oder unwahrscheinlich, erst das Zusammenkommen sehr vieler
solcher Anku¨nfte und gleichzeitig sehr weniger Bedienungen lassen den Puffer u¨berlaufen.
Anhand der Struktur des Systems, z.B. anhand der U¨bergangsmatrix einer zugrundelie-
genden Markovkette, lassen sich solche seltenen Ereignisse in der Regel nicht identifizieren.
Ein bekanntes Beispiel, auf das sich einige Probleme zuru¨ckfu¨hren lassen, ist die Wahr-
scheinlichkeit fu¨r das Erreichen oder U¨berschreiten kritischer Schranken in einer Irrfahrt
(Random Walk), die Level Crossing Probability . So stellt beispielsweise auch die Kunden-
zahl in einem elementaren Warteschlangensystem einen (eindimensionalen) Random Walk
dar, wobei dann eine sehr große Anzahl von Kunden oder der U¨berlauf von Puffern dem
Erreichen der kritischen Schranke entspricht. Ebenso wird ha¨ufig die Kapitalentwicklung
in finanz– und versicherungsmathematischen Modellen als Random Walk interpretiert,
und besagte Schranke entspricht dem Ruin.
Auch seltene Ereignisse, deren Wahrscheinlichkeiten bekannt sind, ko¨nnen erhebliche Pro-
bleme bei der Systemanalyse hervorrufen. Diese Klasse seltener Ereignisse fu¨hrt auf soge-
nannte steife Systeme, etwa steife Differentialgleichungen, und ist in Markovmodellen cha-
rakterisiert durch das Vorliegen steifer oder starrer Markovketten (stiff Markov chains),
die grob so beschrieben werden ko¨nnen, daß sich die Wahrscheinlichkeiten oder Raten von
Zustandsu¨berga¨ngen um mehrere Gro¨ßenordnungen unterscheiden. Dies bedeutet, daß ge-
wisse U¨berga¨nge im Vergleich zur Mehrheit der U¨berga¨nge sehr unwahrscheinlich sind,
also seltene Ereignisse darstellen. Die eigentlich gesuchten Gro¨ßen sind dabei ha¨ufig Wahr-
scheinlichkeiten von Zusta¨nden oder Zustandsmengen, die selbst keine seltenen Ereignisse
sind, beispielsweise Zustandswahrscheinlichkeiten in steifen Markovketten.
Eine Art Mischform der beschriebenen Arten seltener Ereignisse tritt bei der Untersu-
chung vieler Zuverla¨ssigkeitsmodelle auf. In Systemen, bei denen Komponenten ausfallen
ko¨nnen und repariert werden, sind die (bekannten) Fehlerraten deutlich, d.h. um Gro¨ßen-
ordnungen kleiner als die entsprechenden Reparaturraten oder als Raten von U¨berga¨ngen,
die weder mit Fehlern noch mit Reparaturen assoziiert sind. Somit liegen in der Mar-
3kovschen Welt steife Ketten vor. Ein ha¨ufig interessierendes Leistungsmaß ist dann die
unbekannte Wahrscheinlichkeit des Ausfalls eines gesamten Systems, der durch den Aus-
fall einer gewissen Anzahl einzelner Komponenten hervorgerufen wird. Somit mu¨ssen also
mehrere Ereignisse zusammenkommen, die in diesen Fa¨llen jedoch selbst wiederum relativ
selten sind, um ein seltenes Ereignis mit unbekannter Wahrscheinlichkeit hervorzurufen.
Klassische analytische oder numerische Lo¨sungsverfahren fu¨r Markovketten [Ste94] ver-
sagen typischerweise, wenn der Zustandsraum der Markovkette sehr groß ist und/oder
sehr kleine Wahrscheinlichkeiten involviert sind. Gerade diese beiden Probleme erge-
ben sich jedoch in vielen realistischen Modellen. Ha¨ufig werden zur Umgehung die-
ser Probleme Dekompositions– bzw. Aggregationsverfahren vorgeschlagen. Dabei wird
eine Partitionierung des Zustandsraums in Makrozusta¨nde (Aggregate) gebildet, die
meist auf dem Konzept verschiedener Varianten von Zusammenfaßbarkeit (Lumpabili-
ty) [KS69, Nic89, Buc94] basieren. Die Eigenschaft der Zusammenfaßbarkeit beschreibt
dabei eine bestimmte Regelma¨ßigkeit in der Struktur der Markovkette und kann sowohl
auf der Ebene des stochastischen Prozesses als auch auf Matrixebene, also anhand der
U¨bergangsmatrix, beschrieben werden. Zusammenfaßbarkeit muß zur Rechtfertigung be-
stimmter Aggregationsmethoden jedoch theoretisch nachgewiesen oder zumindest heuri-
stisch u¨berpru¨ft werden, was oftmals schon einen enormen Aufwand darstellt. Zudem ist
die Anwendbarkeit einiger Verfahren abha¨ngig von der Numerierung der Zusta¨nde oder
die geforderte Regelma¨ßigkeit in der Struktur schlicht nicht gegeben.
Falls fu¨r Aggregationsverfahren die Kriterien fu¨r ihre Anwendbarkeit zumindest an-
na¨hernd erfu¨llt sind, bieten sie ha¨ufig eine Lo¨sung fu¨r das Zustandsraumproblem, die
Problematik seltener Ereignisse wird jedoch, wenn u¨berhaupt, nur fu¨r den speziellen Fall
steifer Markovketten in manchen Situationen befriedigend gelo¨st. Hierfu¨r liefern die be-
kannten Aggregationsverfahren von Courtois [Cou77] fu¨r stationa¨res Verhalten und von
Bobbio und Trivedi [BT86] fu¨r transientes Verhalten meist gute Approximationen, falls
sie anwendbar sind. In beiden Fa¨llen mu¨ssen jedoch vor Anwendung die Zusta¨nde der
Markovkette geeignet numeriert werden. Bei Courtois geschieht dies in der Regel anhand
der Struktur des Warteschlangennetzes, aus dem die Markovkette generiert wurde, fu¨r
fast vollsta¨ndig zerlegbare (nearly completely decomposable, NCD) Modelle, und das Ver-
fahren ist exakt, wenn die zugrundeliegende Markovkette zusammenfaßbar ist. Bei Bobbio
und Trivedi wird die Menge aller Zusta¨nde in
”
schnelle“ und
”
langsame“ Zusta¨nde klassi-
fiziert. Die bereits genannten Probleme bei der U¨berpru¨fung der Anwendbarkeit bleiben
fu¨r beide Verfahren bestehen. Insgesamt la¨ßt sich zusammenfassen, daß allgemein bei De-
kompositionsverfahren, auch bei iterativen Aggregations–/Disaggregationsverfahren wie
etwa dem Verfahren von Takahashi (siehe z.B. [BGdMT98]) oder dem DAI–Verfahren von
Strelen [Str97a, Str97b, Str97c] die Approximationsgu¨te signifikant von der Systemstruk-
tur abha¨ngt, und daru¨berhinaus die Partitionierung des Zustandsraums ein wesentliches
Problem darstellt, das die Anwendung oftmals unmo¨glich macht.
4 1 EINLEITUNG
Seltene Ereignisse, die nicht einfach u¨ber die Wahrscheinlichkeiten oder Raten von einzel-
nen Zustandsu¨berga¨ngen charakterisiert werden ko¨nnen, bleiben bei Aggregationsverfah-
ren unberu¨cksichtigt, d.h. die Bestimmung unbekannter Wahrscheinlichkeiten von seltenen
Ereignisse, die durch das Zusammenkommen einer großen Anzahl nicht seltener Ereignisse
eintreten, la¨ßt sich weder mit klassischen analytischen oder numerischen Verfahren noch
mit Aggregationsverfahren effizient durchfu¨hren. Daher sind fu¨r diese wichtige Klasse von
Leistungsgro¨ßen spezielle Verfahren erforderlich. Solch ein Verfahren ist die stochastische
Simulation unter Verwendung spezieller Methoden fu¨r seltene Ereignisse.
Simulation besteht darin, Experimente in einem Modell durchzufu¨hren und Informationen
u¨ber mo¨gliche Aktionen und Ereignisse zu beobachten und auszuwerten. Sie wird ha¨ufig
in der Systemanalyse eingesetzt, wenn Experimente und Messungen am realen System
zu aufwendig, zu teuer oder zu gefa¨hrlich sind und insbesondere auch dann, wenn man
analytisch oder numerisch keine Lo¨sung findet, sei es aus Aufwandsgru¨nden oder mangels
geeigneter mathematischer Verfahren. Beispiele fu¨r physikalische Simulationsmodelle sind
etwa Windkana¨le oder Flugsimulatoren zur Pilotenausbildung. Eine Computersimulation
ist ein Experiment mit dem Computer auf einem mathematischen Modell, um statistische
Schlu¨sse zu erhalten, die auf den experimentellen Beobachtungen basieren. Stochastische
Simulationen enthalten zufa¨llige Gro¨ßen, die mit Hilfe von Pseudozufallszahlen bestimmt
werden. Die Erzeugung
”
guter“ Pseudozufallszahlen stellt dabei wiederum ein eigenes
Forschungsgebiet dar und ist in der einschla¨gigen Literatur ausfu¨hrlich beschrieben, siehe
z.B. [Knu69, Rub81, Ecu90b, LK00].
Die Simulation bietet gegenu¨ber analytisch/numerischen Verfahren den Vorteil, daß sie ge-
ringe Speicheranforderungen hat, prinzipiell immer anwendbar und auf nahezu beliebigem
Detaillierungsgrad durchfu¨hrbar ist. Oft stellt sie zudem die einzige effektive Mo¨glichkeit
zur Untersuchung komplexer Systeme dar. Simulationen liefern jedoch nur statistische
Scha¨tzungen und keine exakten Lo¨sungen und sind zudem oft sehr zeitaufwendig. Es
ist also notwendig, effiziente statistische Verfahren zum Entwurf und zur Auswertung
von Simulationsexperimenten einzusetzen, und zusa¨tzlich neue Verfahren zur Beschleu-
nigung von Simulationen (simulation speed–up) zu kreieren, insbesondere solche, die fu¨r
die Simulation seltener Ereignisse (Rare Event Simulation, RESIM ) geeignet sind. Unter
Simulation seltener Ereignisse versteht man dabei sowohl die simulative Bestimmung un-
bekannter sehr kleiner Wahrscheinlichkeiten als auch die Simulation von Systemen oder
Modellen mit seltenen Ereignissen, deren Wahrscheinlichkeiten bekannt sind, also etwa
zur transienten oder stationa¨ren Analyse steifer Markovketten.
Bei der Simulation von Markovketten stellt die Gro¨ße des Zustandsraums im allgemei-
nen kein Problem dar, allenfalls bei der Anwendung fortgeschrittener Verfahren wie der
regenerativen Methode. Seltene Ereignisse jedoch treten auch in Simulationen, nicht nur
von Markovmodellen, nur selten auf. Da aber fu¨r zuverla¨ssige statistische Aussagen aus-
reichend viele Beobachtungen dieser Ereignisse erforderlich sind, erfordern klassische Si-
5mulationsverfahren einen enorm hohen, effektiv nicht mehr durchfu¨hrbaren Zeitaufwand,
fu¨r einige der genannten Beispiele im Bereich von mehreren Jahren. Die Simulation sel-
tener Ereignisse ist also eine Erweiterung der Simulationstechnik auf die spezielle Proble-
matik von seltenen Ereignissen, die geeignete Methoden zur Simulationsbeschleunigung
erfordert. Dabei ist Simulationsbeschleunigung so zu verstehen, daß der Zeitaufwand zur
Bestimmung von statistischen Scha¨tzungen auf eine vorgegebene Genauigkeit, also fu¨r
vorgebenene Konfidenzniveaus und Breiten von Konfidenzintervallen, reduziert wird.
Dieses Ziel la¨ßt sich grundsa¨tzlich auf zwei Arten erreichen: mehr Experimente in glei-
cher Zeit durchzufu¨hren oder weniger Experimente fu¨r verla¨ßliche statistische Aussagen
zu beno¨tigen. Schon aufgrund der technischen Entwicklung gibt es also eine
”
natu¨rli-
che“ Simulationsbeschleunigung durch Verringerung der Rechenzeit bei Verwendung lei-
stungsfa¨higerer schnellerer Rechner. Die Anforderungen an die Simulation seltener Er-
eignisse lassen sich jedoch selbst mit heutigen Rechnern nicht erfu¨llen. Einen a¨hnlichen
Ansatz – schlicht u¨ber den Einsatz von mehr Ressourcen – stellen parallele und verteilte
Methoden [Fuj90] dar, die jedoch ebenfalls fu¨r seltene Ereignisse unzureichend sind, da
selbst im Idealfall der Faktor der Beschleunigung durch die Anzahl der eingesetzten Pro-
zessoren begrenzt ist, und zudem dieser Faktor durch oft erheblichen zusa¨tzlichen Synchro-
nisationsaufwand gemindert wird. Beachtet man, daß die Anzahl der Prozessoren dabei
meist kleiner als 100 ist und der Synchronisationsaufwand typischerweise mit der Anzahl
von Prozessoren wa¨chst, im Extremfall gar den Hauptaufwand der Simulation ausmacht,
so wird klar, daß diese Art der Simulationsbeschleunigung eng begrenzt und noch dazu
ausgesprochen teuer ist. Fu¨r die Simulation seltener Ereignisse verbleibt damit als einziger
erfolgversprechender Ansatz, statistische Verfahren einzusetzen, die mit weniger Experi-
menten auskommen. Simulationsbeschleunigung in diesem Sinne ist dann gleichbedeutend
mit Varianzreduktion fu¨r die verwendeten Scha¨tzer. Solche Varianzreduktionsverfahren
werden in der Simulationsliteratur [Ban98, BFS87, LK00, Rip87, Ros02, Rub81, RM98]
zwar ausfu¨hrlich beschrieben, zumeist jedoch ohne speziell die Anwendungsmo¨glichkeit
fu¨r seltene Ereignisse zu diskutieren.
Es zeigt sich, daß zur Simulation seltener Ereignisse im wesentlichen zwei Varianzredukti-
onsverfahren geeignet sind, Splitting bzw. dessen Auspra¨gung RESTART∗ und Importance
Sampling . Beide Verfahren haben gemeinsam, daß sie das Ziel verfolgen, in einem Simu-
lationsexperiment das seltene Ereignis ha¨ufiger hervorzurufen. In der englischsprachigen
Literatur wird diese Technik ha¨ufig mit Rare Event Provoking bezeichnet. Unterschied-
lich ist die Art, auf die dies erreicht werden soll. Wa¨hrend beim RESTART/Splitting
das Ziel u¨ber das Aufspalten und Weiterverfolgen
”
vielversprechender“ Simulationsla¨ufe
erreicht werden soll, wird beim Importance Sampling die zugrundeliegende stochastische
Gesetzma¨ßigkeit, das Wahrscheinlichkeitsmaß, vera¨ndert. In der Praxis zeigt sich sehr
deutlich, daß die Art, wie die Aufteilung der Simulationsla¨ufe bzw. die Vera¨nderung des
∗REpetetive Simulation Trials After Reaching Thresholds
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Wahrscheinlichkeitsmaßes erfolgt, entscheidenden Einfluß auf die Effizienz des jeweiligen
Verfahrens hat. Die Kunst bei der Anwendung beider Verfahren besteht dann darin, die-
se prinzipiell sehr einfachen Ideen so umzusetzen, daß tatsa¨chlich eine Varianzreduktion
und damit eine effiziente Simulation resultiert. Gelingt diese Umsetzung gut, so lassen
sich dramatische Simulationsbeschleunigungen um viele Gro¨ßenordnungen erreichen. Ins-
besondere beim Importance Sampling ist prinzipiell eine unbeschra¨nkte Varianzreduktion
mo¨glich.
1.1 U¨bersicht und Beitra¨ge dieser Arbeit
Wa¨hrend U¨bersichtsartikel zumeist nur sehr speziell auf Teilaspekte eingehen, bietet diese
Arbeit zuna¨chst eine umfassende ausfu¨hrliche Darstellung der Simulation seltener Ereig-
nisse in Computer– und Kommunikationssystemen mittels Importance Sampling begin-
nend in Kapitel 2 mit einer grundlegenden anwendungsorientierten Einfu¨hrung in die
Theorie großer Abweichungen, die sowohl bei der analytischen Untersuchung seltener Er-
eignisse als auch bei der Simulation eine wichtige Rolle einnimmt. Die bisher existierende
Literatur zur Theorie großer Abweichungen und zu Importance Sampling ist nahezu aus-
schließlich in englischer Sprache, sodaß die Behandlung dieser beiden Themen in deutscher
Sprache durchaus als ein Beitrag der vorliegenden Arbeit angesehen werden kann. Beim
Importance Sampling ist zudem auch in der englischsprachigen Literatur jede Darstellung
auf eine verha¨ltnisma¨ßig spezielle Problematik oder Anwendung ausgerichtet. Unsere Dar-
stellung ist zuna¨chst ganz allgemein und wird dann auf Markovmodelle spezialisiert.
In Kapitel 3 geben wir zuna¨chst einen kurzen U¨berblick u¨ber die Simulation seltener
Ereignisse, demonstrieren in 3.1 die Probleme bei der statistischen Auswertung und be-
schreiben in 3.2 die ga¨ngisten Verfahren zur statistischen Auswertung von Simulationsex-
perimenten sowie deren Implementierung. In Abschnitt 3.3 fu¨hren wir das Varianzreduk-
tionsverfahren Importance Sampling ein. Nach einem allgemeinen informellen U¨berblick
und einem Anwendungsbeispiel geben wir in 3.3.2 die formalen Grundlagen des Verfah-
rens an und folgern als Korollar aus den allgemeinen Formeln, daß die durch den Satz
von Radon–Nikodym geforderte absolute Stetigkeit von Wahrscheinlichkeitsmaßen auf ei-
ne Spur-σ–Algebra eingeschra¨nkt werden kann. In 3.3.3 geben wir zuna¨chst die Formeln
fu¨r eine optimale Importance–Sampling–Dichte an, die auf einen optimalen Importance–
Sampling–Scha¨tzer fu¨hrt. Diese optimale Dichte entha¨lt die unbekannte zu scha¨tzende
Gro¨ße. Wir zeigen, daß diese optimale Dichte eindeutig durch die Form bestimmt ist, oh-
ne die Voraussetzung, daß dort die gesuchte Gro¨ße vorkommt. In Abschnitt 3.3.4 stellen
wir zuna¨chst zwei ha¨ufig verwendete Effizienzkriterien vor, beschra¨nkten relativen Fehler
und asymptotische Optimalita¨t von Importance–Sampling–Scha¨tzern. Wir geben dann
einen formalen Beweis, daß ein beschra¨nkter relativer Fehler ein echt sta¨rkeres Kriteri-
um ist und pra¨sentieren eine neue Charakterisierung asymptotischer Optimalita¨t u¨ber die
Gro¨ßenordnung des relativen Fehlers, auch wenn dieser nicht beschra¨nkt ist. Diese Charak-
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terisierung erfolgt mittels o–Notation. Wir geben weiterhin in 3.3.5 einen U¨berblick u¨ber
klassische Strategien fu¨r den Maßwechsel, Skalierung, Translation und den exponentiellen
Maßwechsel, wobei wir beim exponentiellen Maßwechsel in 3.3.5.2 auch auf Summen von
Zufallsvariablen und die Anwendung auf Warteschlangensysteme eingehen. Einer gewissen
Vollsta¨ndigkeit halber beschreiben wir schließlich in 3.4 das zweite bedeutende Verfahren
zur Simulation seltener Ereignisse, RESTART, und begru¨nden, warum wir uns in dieser
Arbeit auf Importance Sampling beschra¨nken.
Kapitel 4 behandelt Importance Sampling fu¨r Markovmodelle. Nach einer kurzen Dar-
stellung der Simulation von Markovketten geben wir in 4.1 die formalen Grundlagen des
Importance Sampling bei der Anwendung auf Markovketten an, also in der fu¨r Markov-
ketten u¨blichen Notation, und beschreiben einige spezifische Effekte beim Importance
Sampling fu¨r Markovketten. Nach der Einfu¨hrung ga¨ngiger Sprechweisen fu¨r Markov-
sche Warteschlangennetze formulieren wir in 4.1.2 Importance Sampling fu¨r Markovsche
Reward–Modelle, wozu wir schlicht Rewards als Funktionen interpretieren.
Auch fu¨r Markovmodelle untersuchen wir optimale Scha¨tzer (Abschnitt 4.2) und berech-
nen zuna¨chst optimale Maßwechsel fu¨r Beispiele. In 4.2.1 leiten wir den optimalen Maß-
wechsel fu¨r Arbeitsphasenparameter in M/M/1–Modellen her und argumentieren, daß
dieser Maßwechsel zur Scha¨tzung stationa¨rer Zustandswahrscheinlichkeiten nicht optimal
ist. Wir diskutieren dann in 4.2.2 ein Markovkettenbeispiel aus der Literatur und machen
dabei insbesondere auch die Bedeutung der Simulationsmethode fu¨r den optimalen Maß-
wechsel deutlich. Durch Ausnutzung der speziellen Struktur der Markovkette in diesem
Beispiel berechnen wir den optimalen Maßwechsel, der in diesem Fall auf eine Markovket-
te fu¨hrt, und wir zeigen daru¨berhinaus, daß dies mit klassischer regenerativer Simulation
nicht mo¨glich ist. In 4.2.3 untersuchen wir die Scha¨tzung der Wahrscheinlichkeit fu¨r eine
vorgegebene Mindestzahl von Erfolgen in einer endlichen Anzahl unabha¨ngiger Bernoulli–
Experimente. Wir demonstrieren dabei durch schrittweise Verbesserung der Modellierung
auch die Vorgehensweise bei der Suche nach Maßwechseln. Wir zeigen, daß optimales
Importance Sampling weder mittels unabha¨ngiger Bernoulli–Experimente mit gleichblei-
bender Erfolgswahrscheinlichkeit noch mittels zeitabha¨ngiger, von der Nummer des Expe-
rimentes abha¨ngiger Erfolgswahrscheinlichkeiten mo¨glich ist. Wir leiten dann Gleichungen
fu¨r den optimalen Maßwechsel mit zeit– und zustandsabha¨ngigen Erfolgswahrscheinlich-
keiten her, wobei der Zustand die Anzahl bereits erzielter Erfolge ist. Es bleibt zuna¨chst
die Lo¨sbarkeit dieser Gleichungen offen. Jedoch nutzen wir in 4.2.4 beschriebene bekannte
Ergebnisse fu¨r absorbierende Markovketten, indem wir in 4.2.4.1 unabha¨ngige Bernoulli–
Experimente als absorbierende Markovkette beschreiben. Damit wird bewiesen, daß die
zuvor entwickelten Gleichungen eindeutig lo¨sbar sind und damit der optimale Maßwech-
sel tatsa¨chlich auf zeit– und zustandsabha¨ngige Erfolgswahrscheinlichkeiten fu¨hrt, womit
also die Form des optimalen Maßwechsels durch geeignete Modellierung gezeigt wird.
In den Abschnitten 4.2.5 und 4.2.6 leiten wir allgemeiner die Form des optimalen Maß-
wechsels fu¨r Leistungsmaße u¨ber endlichem Horizont und stationa¨re Leistungsmaße her.
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Dabei zeigen wir insbesondere, daß optimales Importance Sampling fu¨r Leistungsmaße
von Markovketten im allgemeinen nicht mittels Markovketten realisierbar ist.
In 4.3 geben wir einen U¨berblick u¨ber existierende Methoden, die gelegentlich, je nach
Struktur des Problems, zu effizienten Scha¨tzern fu¨hren und pra¨sentieren in 4.3.3 eine Fall-
studie zum Einfluß der Simulationsmethode auf die Effizienz von Importance–Sampling–
Scha¨tzern, wobei wir insbesondere auch die Bedeutung des Likelihood–Quotienten deut-
lich machen.
Abschnitt 4.4 behandelt die kompakte und strukturierte Beschreibung von Markovmo-
dellen mittels Transitionsklassen, die dem Problem der Zustandsraumexplosion entgegen-
wirkt. Wir geben hier zuna¨chst analog zu verha¨ltnisma¨ßig informellen Beschreibungen
in der Literatur eine formale Definition von Transitionsklassenmodellen und zeigen auch
anhand dieser Definition die A¨quivalenz zu Markovketten. Wir zeigen dann in 4.4.1, wie
Importance Sampling auf Transitionsklassenmodelle angewandt werden kann und fu¨hren
eine geeignete Formulierung ein. In 4.4.2 schlagen wir einen dynamischen Maßwechsel
vor, der abha¨ngig sein kann vom Zustand, von der Zeit, d.h. der bisherigen Simulations-
laufla¨nge, von der Anzahl beobachteter seltener Ereignisse, z.B. Besuche in Zusta¨nden
der zugrundeliegenden Markovkette, und vom aktuellen Wert des Likelihood–Quotienten.
Insbesondere sehen wir dabei auch, daß dieser Maßwechsel bei Anwendung unabha¨ngiger
Replikationen von Simulationsla¨ufen fester La¨nge weniger empfindlich fu¨r die Vergro¨ße-
rung der Laufla¨nge ist als bekannte statische Verfahren, die Importance Sampling mittels
einer fest gewa¨hlten alternativen homogenen Markovkette durchfu¨hren. Schließlich formu-
lieren wir in 4.4.3 komponentenbasierte Maßwechsel fu¨r Transitionsklassenmodelle, also
Maßwechsel, die nicht vom gesamten Systemzustand sondern nur vom Zustand bestimm-
ter Systemkomponenten abha¨ngig sind.
Nach einem kurzen U¨berblick u¨ber die wichtigsten Ergebnisse zu Importance Sampling fu¨r
Markovsche Tandemwarteschlangennetze zu Beginn von Abschnitt 4.5, diskutieren wir in
4.5.1 Strategien fu¨r zustandsunabha¨ngige Maßwechsel, wobei wir uns auf Parameterregio-
nen konzentrieren, in denen der bekannteste und meist verwendete Maßwechsel nach Pa-
rekh und Walrand versagt. Dabei zeigen wir auf, wie man Maßwechsel heuristisch herleiten
kann und fu¨hren dabei auch erfolglose Versuche vor, um zu demonstrieren, daß schein-
bar plausible Ideen auf Irrwege fu¨hren ko¨nnen. Die Untersuchung dieser Irrwege fu¨hrt
jedoch zu Einsichten, die zur Herleitung effizienter Maßwechsel beitragen. Wir schlagen
schließlich zwei neue zustandsunabha¨ngige Maßwechsel vor, die insbesondere fu¨r konkrete
Werte in den erwa¨hnten kritischen Parameterregionen gute Ergebnisse liefern. Dies und
insbesondere die Effizienz unserer Maßwechsel belegen wir in 4.5.2 durch numerische Er-
gebnisse und Vergleiche unserer beiden Maßwechselstrategien mit der von Parekh und
Walrand sowie unserer effizientesten Maßwechselstrategie mit der zustandsunabha¨ngigen
Variante der Cross–Entropy–Methode, deren detaillierte theoretische Beschreibung dann
im na¨chsten Kapitel erfolgt. Mo¨gliche Verallgemeinerungen werden in 4.5.3 erla¨utert.
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Kapitel 5 behandelt adaptives Importance Sampling, das sukzessive
”
Lernen“ eines gu-
ten Maßwechsels. Wir beschreiben zuna¨chst historisch interessante einfache Heuristiken,
eine einheitliche Parametrisierung, die den Maßwechsel bestimmt und den klassischen An-
satz der direkten Varianzminimierung, bei dem sukzessive basierend auf den Scha¨tzungen
der Maßwechsel verbessert wird, um die gescha¨tzte Varianz, die Stichprobenvarianz, zu
minimieren. In 5.4 beschreiben wir zuna¨chst die Grundlagen der in ju¨ngster Zeit sehr
prominenten Cross–Entropy–Methode, deren Idee im wesentlichen darin besteht, nicht
die Varianz sondern die relative Entropie, die Cross–Entropy, zwischen der jeweils aktuell
verwendeten und der optimalen Importance–Sampling–Dichte zu minimieren. Nach der
Beschreibung der Anwendung auf Markovketten nach de Boer formulieren wir in 5.4.2
die Anwendung der Cross-Entropy–Methode auf Transitionsklassenmodelle und zeigen in
5.4.3 den Zusammenhang zur Theorie großer Abweichungen auf. Schließlich zeigen wir
in 5.5 die Mo¨glichkeit der adaptiven Optimierung unseres dynamischen Maßwechsels,
wobei wir auch einen kurzen Ausblick auf die Idee zur Parameteroptimierung mittels ge-
netischer Algorithmen geben. Adaptives Importance Sampling kann dazu als spezielles
Optimierungsverfahren angesehen werden.
Kapitel 6 faßt die Arbeit zusammen und gibt einen Ausblick auf zuku¨nftige Forschungsge-
gensta¨nde. Der Anhang entha¨lt die Zusammenstellung wichtiger Konvergenzbegriffe und
Grenzwertsa¨tze sowie einen U¨berblick u¨ber Definitionen, unsere Notationen und wichtige
Sa¨tze und Verfahren fu¨r Markovketten.
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2 Große Abweichungen – Theorie seltener Ereignisse
Seltene Ereignisse sind informell dadurch charakterisiert, daß sie mit sehr kleiner Wahr-
scheinlichkeit auftreten. Diese Charakterisierung wirft jedoch sofort verschiedene Fragen
auf. Was ist unter einer sehr kleinen Wahrscheinlichkeit zu verstehen? Gibt es eine Wahr-
scheinlichkeitsschranke so, daß alle Ereignisse mit geringerer Wahrscheinlichkeit als sel-
ten bezeichnet werden ko¨nnen? Beschreibt allein die Wahrscheinlichkeit eines Ereignisses
dessen praktische Bedeutung? Sind alle Ereignisse mit sehr kleiner Wahrscheinlichkeit
von praktischem Interesse? Lassen sich seltene Ereignisse von praktischem Interesse ma-
thematisch formal charakterisieren? Die Antworten darauf kann man zusammenfassen,
indem man feststellt, daß es keine feste Wahrscheinlichkeitsschranke fu¨r die Charakteri-
sierung von Seltenheit gibt, daß seltene Ereignisse von praktischer Bedeutung ha¨ufig von
Systemparametern abha¨ngen, wobei ihre Wahrscheinlichkeit mit entsprechender Vera¨nde-
rung dieser Parameter asymptotisch klein wird, und daß seltene Ereignisse ha¨ufig auf den
Enden (Tails) von Verteilungen definiert sind.
Betrachtet man beispielsweise ein elementares Warteschlangensystem, so konvergiert fu¨r
ein stabiles System die Wahrscheinlichkeit, daß mehr als n ∈ IN Auftra¨ge (Kunden) im
System sind, fu¨r n → ∞ gegen Null. Ebenso konvergiert die Wahrscheinlichkeit, daß die
Wartezeit eine Schranke q ∈ IR+ u¨berschreitet, fu¨r q →∞ gegen Null. Die Geschwindigkeit
der Konvergenz ist dabei abha¨ngig von der Auslastung des Systems. Man kann seltene
Ereignisse also informell auch als untypische oder unerwartete Ereignisse beschreiben, als
große Abweichung vom Normalfall. Die mathematische Theorie, die sich damit bescha¨ftigt,
heißt demzufolge auch gerade Theorie großer Abweichungen (Large Deviations Theory).
Die Theorie großer Abweichungen ist im Bereich der Wahrscheinlichkeitstheorie ein sehr
aktives Forschungsgebiet. Sie behandelt die asymptotische Berechnung kleiner Wahr-
scheinlichkeiten, unter anderem auch der Tails von Wahrscheinlichkeitsverteilungen und
untersucht zudem auch, auf welche Weise seltene Ereignisse eintreten, d.h. welche Ket-
te von anderen Ereignissen ablaufen muß, welche Wege (Pfade) zu seltenen Ereignissen
fu¨hren, und insbesondere auch, welche dieser Pfade am typischsten (wahrscheinlichsten)
sind. Dies ist gerade in Bezug auf die Simulation sehr hilfreich. Als asymptotische Metho-
de bezieht sie ihre Effektivita¨t aus der relativen Einfachheit, mit der Systeme analysierbar
sind, deren Gro¨ße mit dem asymptotischen Parameter wa¨chst oder deren Leistung sich
mit diesem Parameter verschlechtert.
Zunehmend erfolgt die Anwendung der Theorie großer Abweichungen auch auf die Analyse
seltener Ereignisse in komplexen Systemen wie Computer– und Kommunikationsystemen,
jedoch von einer verha¨ltnisma¨ßig kleinen Anzahl von Forschern. Die Theorie erweist sich
als schwer zuga¨nglich. Ein Grund dafu¨r besteht darin, daß, wie Deuschel und Stroock
[DS89] in ihrer Einleitung schreiben, keine echte (einheitliche) Theorie großer Abweichun-
gen existiert, sondern vielmehr neben grundlegenden Definitionen und Sa¨tzen, die heute
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als Standard angesehen werden, eine Vielzahl verschiedener Methoden und Techniken be-
kannt sind, deren Gesamtheit die Theorie großer Abweichungen bildet. Oftmals findet man
identische Ergebnisse auf unterschiedliche Arten, die scheinbar keinerlei Bezug zueinander
haben. Allerdings muß man anmerken, daß dies oft auch auf andere Gebiete zutrifft, ohne
daß es sich als echtes Hindernis fu¨r eine Anwendung erweist.
Ein weiterer Grund fu¨r die eher geringe Verbreitung der Theorie großer Abweichun-
gen im Bereich der Leistungsbewertung oder allgemeiner der Analyse komplexer realer
System ist sicherlich die Tatsache, daß die Theorie und ihre Methoden ausgesprochen
technisch und mathematisch sehr anspruchsvoll sind. Ha¨ufig werden schwierige wahr-
scheinlichkeitstheoretische Problemstellungen fu¨r kleine Wahrscheinlichkeiten in analyti-
sche Probleme u¨bertragen. Oft resultieren schwer oder gar nicht lo¨sbare Variationspro-
bleme [Cle70, Col90, Vel76], Optimierungsprobleme fu¨r Integralgleichungen, und zudem
mu¨ssen die mathematischen Ergebnisse in allgemein versta¨ndliche Aussagen u¨ber das un-
tersuchte System u¨bersetzt werden. Shwartz und Weiss [SW95] fassen diese Problematik
wie folgt zusammen:
Large deviations is useful.
Large deviations is formidably technical.
Eine besondere Bedeutung hat die Theorie großer Abweichungen auch in der Simulation
seltener Ereignisse erlangt. Selbst wenn sie keine direkten Ergebnisse u¨ber die Wahrschein-
lichkeiten der zu untersuchenden Ereignisse liefert, kann sie hilfreiche Einsichten bieten,
die bei der Simulation genutzt werden ko¨nnen. So dienen fu¨r die Verfahren RESTART
und Importance Sampling Formulierungen u¨ber große Abweichungen oftmals als Richtli-
nie fu¨r eine geeignete Wahl der dort verwendeten Parameter. Wa¨hrend diese Erkenntnis
der Nu¨tzlichkeit großer Abweichungen fu¨r das RESTART–Verfahren relativ neu ist, war
sie beim Importance Sampling gerade ausschlaggebend fu¨r den Beginn der Anwendung des
Verfahrens auf die Simulation seltener Ereignisse. Zudem la¨ßt sich die in ju¨ngster Zeit ge-
radezu boomende Cross-Entropy-Methode [Rub97, LR00, Kro02], eine adaptive Variante
des Importance Sampling, auch als ein adaptiver Ansatz u¨ber große Abweichungen cha-
rakterisieren, wie wir an spa¨terer Stelle sehen werden. Allerdings stellt die Kompliziertheit
der Theorie auch im Zusammenhang mit der Simulation fu¨r die praktische Anwendbar-
keit auf komplexe Systeme eine wesentliche Einschra¨nkung dar, jedoch wurden fu¨r einige
einfache elementare Warteschlangensysteme asymptotisch optimale Verfahren gefunden
und heuristische Erweiterungen fu¨r gro¨ßere Systeme vorgeschlagen.
Wir geben hier eine anwendungsorientierte Einfu¨hrung in die Theorie großer Abweichun-
gen. Unsere Behandlung des Stoffes beschra¨nkt sich dabei hauptsa¨chlich auf die Moti-
vation und Angabe einiger wichtiger Ergebnisse und Sa¨tze sowie daraus resultierender
Folgerungen, insbesondere im Hinblick auf Methoden im Bereich der Simulation seltener
Ereignisse mittels Importance Sampling. Auf ausfu¨hrliche Beweise wird bis auf weni-
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ge Ausnahmen, die in der praktischen Bedeutung der verwendeten Beweistechniken be-
gru¨ndet sind, verzichtet. Detaillierte Darstellungen findet man in den Bu¨chern von Buck-
lew [Buc90], Dembo und Zeitouni [DZ98], Deuschel und Stroock [DS89] sowie Shwartz und
Weiss [SW95]. Arbeiten mit einfu¨hrendem Charakter oder Schwerpunkten auf speziellen
Aspekten sind [LR96, O’C99, Stu98]. Fu¨r Einfu¨hrungen in Grundlagen der Wahrschein-
lichkeitstheorie verweisen wir auf die zahlreichen Bu¨cher in diesem Gebiet, insbesondere
auf die klassischen Werke von Feller [Fel68, Fel71] und Bauer [Bau91, Bau92]. In A.1
haben wir die wichtigsten Konvergenzbegriffe und Grenzwertsa¨tze zusammengestellt, in
A.2 grundlegende Begriffe und Ergebnisse zu Markovketten.
Wir wollen kurz auf einige Spechweisen eingehen, die wir in dieser Arbeit in Bezug auf
Wahrscheinlichkeitsra¨ume verwenden. Jedes Wahrscheinlichkeitsmaß (jede Wahrschein-
lichkeitsverteilung) ist auf einer σ–Algebra A definiert, die ihrerseits wiederum bezu¨glich
einer Menge Ω definiert ist. Daher sprechen wir auch von Wahrscheinlichkeitsmaßen oder
-verteilungen auf dem Meßraum (Ω,A). Typischerweise ist die σ–Algebra die Borelsche
σ–Algebra. In der Theorie großer Abweichungen werden Aussagen ha¨ufig fu¨r offene und
abgeschlossene Mengen getroffen. Wir setzen daher immer voraus, daß die entsprechende
σ–Algebra die Borelsche (oder eine Obermenge davon) ist, da sie gerade von den offenen
Mengen oder den abgeschlossenen Mengen als Komplemente der offenen Mengen erzeugt
wird. Sie entha¨lt also insbesondere alle offenen und abgeschlossenen Mengen. Wir spre-
chen bei einem Wahrscheinlichkeitsmaß oder einer Wahrscheinlichkeitsverteilung auf der
Borelschen σ–Algebra einer Menge Ω dann auch von einem Wahrscheinlichkeitsmaß oder
einer Wahrscheinlichkeitsverteilung auf Ω.
Trotz der Komplexita¨t der Theorie kann die grundlegende Fragestellung relativ einfach
dargestellt werden. Man betrachte eine Folge Z1, Z2, . . . von Zufallsvariablen, die stocha-
stisch gegen eine Konstante c ∈ IR konvergiert, also limn→∞ P{|Zn − c| ≥ } = 0 fu¨r
alle  > 0. Dabei kann Zn wiederum aus Zufallsvariablen zusammengesetzt sein, etwa das
Mittel aus n Zufallsvariablen X1, X2, . . . , Xn, die unabha¨ngig und identisch verteilt, oder
auch die Realisierung einer Markovkette sein ko¨nnen. Nach den Gesetzen großer Zahlen
konvergiert dann Zn gerade gegen den Erwartungswert der Xi, falls dieser existiert. Die-
se Konvergenz ist ha¨ufig exponentiell schnell, d.h. P{|Zn − c| ≥ } ≈ K(, c, n)e−nI(,c),
wobei K eine in Bezug zur Exponentialverteilung langsam variierende Funktion und I
eine nichtnegative Funktion ist, die die Rate der exponentiellen Konvergenz bestimmt
und daher gerade Ratenfunktion der großen Abweichungen genannt wird. Vereinfacht ge-
sprochen, erfu¨llt dann eine solche Folge (Zn) ein Prinzip der großen Abweichungen. Die
Theorie befaßt sich dann hauptsa¨chlich mit der Bestimmung der Ratenfunktion I und
(in geringem Maße) mit der Bestimmung von K. Sie kann also auch als Erweiterung der
Gesetze großer Zahlen auf die Untersuchung der Konvergenzgeschwindigkeit angesehen
werden.
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Ein klassisches Gebiet der Wahrscheinlichkeitstheorie, dem auch die ersten Resultate fu¨r
große Abweichungen entstammen, ist die Untersuchung des Mittelwertes von unabha¨ngi-
gen identisch verteilten Zufallsvariablen. Diese grundlegenden Ergebnisse sind fu¨r das
Versta¨ndnis fortgeschrittenerer und allgemeinerer Methoden wesentlich.
Sei (Ω,A, P ) ein Wahrscheinlichkeitsraum, X1, X2, . . . eine Folge unabha¨ngiger identisch
verteilter reeller Zufallsvariablen mit Erwartungswert µ und Varianz σ2, und sei
Sn =
n∑
i=1
Xi.
Falls die Varianz existiert, so folgt mit der Ungleichung von Tschebyscheff fu¨r alle  > 0
und alle n ∈ IN+
P
{∣∣∣∣ 1nSn − µ
∣∣∣∣ ≥ 
}
≤ σ
2
n2
.
Damit ist eine Konvergenz in der Gro¨ßenordnung von n−1 garantiert, in der Realita¨t ist
diese Konvergenz jedoch wesentlich schneller. Unter gewissen Voraussetzungen la¨ßt sich
zeigen, daß die Wahrscheinlichkeit großer Abweichungen exponentiell klein ist, d.h.
P
{∣∣∣∣ 1nSn − µ
∣∣∣∣ ≥ 
}
∼ e−nI() fu¨r n →∞,
wobei I : IR → [0,∞] eine von der Verteilung der Xi abha¨ngige Funktion, die sogenannte
Ratenfunktion der großen Abweichungen, ist.
Bei der Berechnung geeigneter Ratenfunktionen spielen Transformierte von Zufallsgro¨ßen
eine wesentliche Rolle. In der Literatur, die aufgrund des technischen Charakters des
Stoffes oft mathematisch sehr streng aufgebaut ist∗, fehlt dabei ha¨ufig eine Motivation.
Stattdessen werden die beno¨tigten Transformierten eingefu¨hrt, zahlreiche Eigenschaften
bewiesen, und erst dann ein Bezug zu Wahrscheinlichkeiten großer Abweichungen her-
gestellt, indem Sa¨tze unter Verwendung von Transformierten formuliert und bewiesen
werden.
Wir wollen hier exemplarisch eine Herleitung der fu¨r die Theorie bedeutenden sogenann-
ten Chernoff–Schranke so angeben, daß sich die beno¨tigten Transformierten daraus ge-
wissermaßen automatisch ergeben. Zudem wird dabei auch die exponentielle Form der
Wahrscheinlichkeiten deutlich. Dazu betrachten wir zuna¨chst die Wahrscheinlichkeit, daß
das Mittel von unabha¨ngigen identisch verteilten reellen Zufallsvariablen gro¨ßer bzw. klei-
ner als ein vorgegebener Wert ist und spezialisieren dann auf Werte, die gro¨ßer/kleiner
als der Erwartungswert sind.
∗Diese Tatsache wird beispielsweise im Vorwort des Buches von Dembo und Zeitouni [DZ98] deutlich:
“This book is an attempt to provide a rigorous exposition of the theory... We believe that a field as
technical as ours calls for a rigorous presentation.“
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Mittels Parametrisierung, einigen elementaren Umformungen und einer Anwendung der
Tschebyscheff-Markovschen Ungleichung,
P{|X| ≥ α} ≤ 1
g(α)
E [g(X)]
fu¨r alle reelle Zufallsvariable X, α ∈ IR und nichtnegative isotone Funktionen g : IR → IR
mit g(α) ≥ 0, ergibt sich fu¨r alle Parameter ϑ > 0 eine obere Schranke:
P
{
1
n
Sn ≥ x
}
= P{Sn ≥ nx} (2.1)
= P{ϑSn ≥ ϑnx} (2.2)
= P
{
eϑSn ≥ eϑnx} (2.3)
≤ e−ϑnxE [eϑSn] (2.4)
= e−ϑnxE
[
eϑ(X1+···+Xn)
]
(2.5)
= e−ϑnx
(
E
[
eϑXi
])n
. (2.6)
Man sieht sofort, daß die Ungleichung fu¨r ϑ = 0 ebenfalls erfu¨llt ist und somit fu¨r alle
ϑ ≥ 0 gilt. Es ist bemerkenswert, daß diese Schranke fu¨r alle n ∈ IN+ und nicht nur
fu¨r hinreichend große n, also nicht nur asymptotisch, gilt. Zudem haben wir aus obiger
Abscha¨tzung
”
automatisch“ eine der ha¨ufig verwendeten Transformierten erhalten. Man
nennt M(ϑ) := E
[
eϑXi
]
fu¨r ϑ ∈ IR die verallgemeinerte Laplace–Transformierte oder
momenterzeugende Funktion. Aufgrund der Identita¨t
M(ϑ)n =
(
E
[
eϑXi
])n
= eln((E[e
ϑXi])
n
) = en ln(E[e
ϑXi]) = en lnM(ϑ)
la¨ßt sich die n-te Potenz der Laplace–Transformierten in den Exponenten schreiben, also
P
{
1
n
Sn ≥ x
}
≤ e−ϑnx (E [eϑXi])n = e−ϑnxen ln M(ϑ) = e−n(ϑx−ln M(ϑ)).
Da dies fu¨r alle ϑ ≥ 0 gilt, kann man die Schranke verscha¨rfen, indem man u¨ber ϑ ≥ 0
optimiert, und man erha¨lt zuna¨chst
P
{
1
n
Sn ≥ x
}
≤ inf
ϑ≥0
e−n(ϑx−ln M(ϑ)) = e−n supϑ≥0[ϑx−lnM(ϑ)].
Diese obere Schranke ist vor allem auch im Bereich der Informationstheorie in zahlreichen
spezialisierten Varianten als Chernoff–Schranke bekannt. Mittels einer Parametrisierung
mit ϑ < 0 erha¨lt man analog die obere Schranke
P
{
1
n
Sn ≤ x
}
≤ e−n supϑ≤0[ϑx−lnM(ϑ)].
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Bei der Herleitung auf Seite 14 dreht sich dabei im Schritt von (2.1) nach (2.2) durch die
Parametrisierung mit ϑ < 0 das Vorzeichen
”
innerhalb von P“ herum, alle weiteren U¨ber-
legungen sind analog zu vorher. Wir wollen nun untersuchen, inwieweit das Vorzeichen von
ϑ bedeutend ist, wenn man Abweichungen um mehr als den Erwartungswert µ betrachtet.
Offensichtlich gilt M(ϑ) > 0 fu¨r alle ϑ ∈ IR und M(0) = 1 ⇒ supϑ∈IR[ϑx − lnM(ϑ)] ≥ 0
fu¨r alle x ∈ IR. Wegen der Konvexita¨t von eϑx folgt aus der Jensen–Ungleichung fu¨r alle
ϑ ∈ IR
M(ϑ) = E
[
eϑXi
] ≥ eϑE[Xi] = eϑµ, ϑµ− ln M(ϑ) ≤ 0
und somit
sup
ϑ∈IR
[ϑµ− ln M(ϑ)] = 0.
Damit erhalten wir die Folgerungen
x > µ ∧ ϑ < 0 ⇒ ϑx− ln M(ϑ) < 0 ⇒ sup
ϑ≥0
[ϑx− ln M(ϑ)] = sup
ϑ∈IR
[ϑx− ln M(ϑ)]
x < µ ∧ ϑ > 0 ⇒ ϑx− ln M(ϑ) < 0 ⇒ sup
ϑ≤0
[ϑx− ln M(ϑ)] = sup
ϑ∈IR
[ϑx− ln M(ϑ)].
Das Supremum in den obigen Schranken spielt gerade die Rolle der Ratenfunktion, und wir
haben den Grund fu¨r die ha¨ufige Verwendung einer weiteren Transformierten hergeleitet,
denn dieses Supremum ist gerade die sogenannte Legendre–Transformierte von ln E[eϑXi]
bzw. die Crame´r–Transformierte der Verteilung der Xi, und fu¨r die Ratenfunktion erha¨lt
man also
I(x) := sup
ϑ∈IR
[ϑx− ln M(ϑ)]
mit
M(ϑ) := E
[
eϑXi
]
, ϑ ∈ IR,
und es gilt I(x) ≥ 0 fu¨r alle x ∈ IR und I(µ) = 0. Mit diesen Bezeichnungen haben
wir nun fu¨r den eindimensionalen Fall, also fu¨r unabha¨ngige identisch verteilte reelle
Zufallsvariablen, einen klassischen Satz zu großen Abweichungen.
Satz 2.1 (Crame´r–Chernoff) Fu¨r alle n ∈ IN+
∀x ≥ µ : P
{
1
n
Sn ≥ x
}
≤ e−nI(x),
∀x ≤ µ : P
{
1
n
Sn ≤ x
}
≤ e−nI(x).
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Insbesondere konvergieren also die betrachteten Wahrscheinlichkeiten fu¨r I(x) > 0 min-
destens exponentiell gegen Null, und sie sind fu¨r I(x) = ∞ gleich Null. Historisch gese-
hen war die Chernoff–Schranke die Verscha¨rfung der asymptotischen oberen Schranke in
dem vielleicht ersten Ergebnis bezu¨glich großer Abweichungen, dem beru¨hmten Satz von
Crame´r, den wir in der fu¨r die Theorie großer Abweichungen typischen Form angeben.
Satz 2.2 (Crame´r) Sei M(ϑ) < ∞ fu¨r alle ϑ ∈ IR. Dann gilt fu¨r alle abgeschlossenen
Mengen F ⊆ IR
lim sup
n→∞
1
n
ln P
{
1
n
Sn ∈ F
}
≤ − inf
x∈F
I(x)
und fu¨r alle offenen Mengen G ⊆ IR
lim inf
n→∞
1
n
ln P
{
1
n
Sn ∈ G
}
≥ − inf
x∈G
I(x).
Der Satz von Crame´r gilt insbesondere fu¨r alle Intervalle auf den reellen Zahlen. Eine
Besonderheit des reellen eindimensionalen Falls ist, daß die obere Schranke auch fu¨r offe-
ne Mengen gilt. Die Kernaussage des Satzes besteht darin, daß asymptotische Schranken
fu¨r die Wahrscheinlichkeit, daß das Mittel von unabha¨ngigen identisch verteilten reellen
Zufallsvariablen in einer bestimmten Menge enthalten ist, durch den minimalen Wert be-
stimmt ist, den die Ratenfunktion I auf dieser Menge annimmt. Die Ratenfunktion ist
fu¨r diesen Fall die Crame´r-Transformierte, im allgemeinen Fall werden wir auch andere
Ratenfunktionen kennenlernen. Es wird also unmittelbar deutlich, daß die Minimierung
von Ratenfunktionen eine wesentliche Rolle spielt, wobei fu¨r nichttriviale Beispiele die
Ratenfunktion ha¨ufig durch eine komplizierte Integralgleichung, oft nicht einmal in ge-
schlossener Form, gegeben ist. Dies ist gerade der Hauptgrund fu¨r die Schwierigkeit bei
der Anwendung der Theorie auf komplexe Systeme.
Beispiel 2.1 (Ratenfunktion der Exponentialverteilung) Seien die Zufallsvariablen Xi
unabha¨ngig und identisch exponentiell verteilt mit Parameter λ > 0. Dann erha¨lt man
die verallgemeinerte Laplace–Transformierte oder momenterzeugende Funktion
M(ϑ) = E
[
eϑXi
]
=
∞∫
0
eϑxλe−λxdx = λ
∞∫
0
e(ϑ−λ)xdx =
{
λ
λ−ϑ
, falls ϑ < λ,
+∞, falls ϑ ≥ λ
und die Ratenfunktion
I(x) = sup
ϑ∈IR
[ϑx− lnM(ϑ)] = sup
ϑ<λ
[
ϑx− ln λ
λ− ϑ
]
= sup
ϑ<λ
[
ϑx + ln
λ− ϑ
λ
]
.
Man berechnet das Supremum durch Nullsetzen der Ableitung nach ϑ :[
ϑx + ln
λ− ϑ
λ
]′
= x− 1
λ− ϑ
!
= 0 ⇒ ϑ = λ− 1
x
.
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Nach Einsetzen erha¨lt man also die Ratenfunktion
I(x) =
{
λx− 1− ln(λx), falls x > 0
+∞, falls x ≤ 0.
Beispiel 2.2 (Ratenfunktion der Standard–Normalverteilung) Seien die Zufallsvariablen
Xi unabha¨ngig und identisch normalverteilt mit Erwartungswert 0 und Varianz 1. Dann
erha¨lt man fu¨r die momenterzeugende Funktion und die Ratenfunktion
M(ϑ) = E
[
eϑXi
]
= eϑ
2/2, I(x) = sup
ϑ∈IR
[ϑx− ln M(ϑ)] = sup
ϑ∈IR
[
ϑx− ϑ
2
2
]
,
Nullsetzen der Ableitung nach ϑ ergibt[
ϑx − ϑ
2
2
]′
= x− ϑ != 0 ⇒ ϑ = x,
und man erha¨lt die Ratenfunktion
I(x) =
x2
2
.
Zum Beweis der unteren Schranke
Beim Beweis von unteren Schranken fu¨r große Abweichungen und insbesondere auch beim
Beweis der unteren Schranke des Satzes von Crame´r wird die Technik des Maßwechsels
verwendet, die gerade auch bei der Simulation seltener Ereignisse mittels Importance
Sampling eine zentrale Bedeutung hat. Daher wollen wir hier die untere Schranke im
Satz von Crame´r fu¨r den Spezialfall reeller Intervalle vorfu¨hren, um den engen Bezug der
Theorie großer Abweichungen zur Simulation seltener Ereignisse zu verdeutlichen. Den
Beweis fu¨r beliebige offene Mengen, auf den wir hier verzichten, da es uns nur auf den
Bezug zum Importance Sampling ankommt, findet man etwa in [DS89, DZ98]. Wir zeigen
im folgenden also
lim inf
n→∞
1
n
ln P
{
1
n
Sn ∈ (a, b)
}
≥ − inf
x∈(a,b)
I(x).
Sei y ∈ (a, b) und δ > 0 so, daß (y − δ, y + δ) ⊆ (a, b). Es genu¨gt dann,
lim inf
n→∞
1
n
ln P
{
1
n
Sn ∈ (y − δ, y + δ)
}
≥ −I(y),
zu zeigen, denn
lim inf
n→∞
1
n
ln P
{
1
n
Sn ∈ (a, b)
}
≥ lim inf
n→∞
1
n
ln P
{
1
n
Sn ∈ (y − δ, y + δ)
}
.
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Es bezeichne nun PX das Wahrscheinlichkeitsmaß der unabha¨ngigen identisch verteilten
Zufallsvariablen Xi, deren Mittelwert
1
n
Sn betrachtet wird.
Zuna¨chst stellen wir fest, daß die untere Schranke fu¨r µ ∈ (a, b) direkt aus dem Gesetz
der großen Zahlen und I(µ) = 0 folgt. Damit verbleiben die Fa¨lle µ ≤ a und µ ≥ b.
Fu¨r µ ≤ a muß offensichtlich y > µ gelten. Fu¨r µ ≥ b gilt analog y < µ. Alle folgenden
Berechnungen fu¨r µ ≤ a, y > µ ergeben sich analog fu¨r µ ≥ b, y < µ durch Betrachtung
der Zufallsvariablen −Xi, denn
P
{
1
n
Sn ∈ (a, b)
}
= P
{
− 1
n
Sn ∈ (−b,−a)
}
.
Somit reicht es aus, y > µ zu betrachten. Sei also OBdA y > µ und ϑ ∈ IR so, daß
I(y) = ϑy − ln M(ϑ).
Wir definieren nun eine Zufallsvariable Xϑ mit Verteilungsfunktion
FXϑ(z) =
1
M(ϑ)
z∫
−∞
eϑxdPX(x), x ∈ IR. (2.7)
Hat PX bzw. haben die Xi eine Dichte fX , so hat dann also Xϑ die Dichte
fXϑ(x) =
1
M(ϑ)
eϑxfX(x), x ∈ IR. (2.8)
Fu¨r den Erwartungswert folgt
E[Xϑ] =
1
M(ϑ)
∞∫
−∞
xeϑxfX(x)dx =
1
M(ϑ)
∞∫
−∞
d
dϑ
eϑxfX(x)dx =
M ′(ϑ)
M(ϑ)
= y.
Nach dem Gesetz der großen Zahlen gilt fu¨r alle  > 0
lim
n→∞
∫
|x1+...+xnn −y|<
dPXϑ(x1)dPXϑ(x2) · · ·dPXϑ(xn) = 1.
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Fu¨r  < δ erhalten wir nun
P
{
1
n
Sn ∈ (y − δ, y + δ)
}
=
∫
|x1+...+xnn −y|<δ
dPX(x1)dPX(x2) · · ·dPX(xn)
≥
∫
|x1+...+xnn −y|<
dPX(x1)dPX(x2) · · ·dPX(xn)
≥ e(−ny−n)
∫
|x1+...+xnn −y|<
eϑ(x1+···+xn)dPX(x1)dPX(x2) · · ·dPX(xn)
≥ e(−ny−n)M(ϑ)n
∫
|x1+...+xnn −y|<
eϑ(x1+···+xn)dPXϑ(x1)dPXϑ(x2) · · ·dPXϑ(xn).
Also gilt
lim inf
n→∞
1
n
ln P
{
1
n
Sn ∈ (y − δ, y + δ)
}
≥ (−y − )ϑ + ln M(ϑ) = −I(y)− ϑ.
Da  beliebig klein ist, folgt die untere Schranke.
Beim Beweis wurde eine Zufallsvariable Xϑ mit Verteilungsfunktion FXϑ definiert. Der
wesentliche Grund dafu¨r ist, die Wahrscheinlichkeitsmasse der Originalzufallsvariablen so
zu verschieben, daß sie einen spezifizierten Erwartungswert beim dominierenden Punkt
der betrachteten Menge haben. Man spricht dabei von einem Maßwechsel, und die Ver-
teilung und im Fall der Existenz auch die Dichte werden die getwistete oder getiltete
Verteilung oder Dichte genannt (twisted/tilted distribution/density). Ein solcher Maßwech-
sel, ein Wechsel des Wahrscheinlichkeitsmaßes, ist gerade die Grundlage des Importance
Sampling, und bei der Anwendung des Verfahren stellt das Auffinden eines geeigneten
Maßwechsels, der die Varianz resultierender Scha¨tzer reduziert, die Hauptschwierigkeit
dar. Der spezielle hier im Beweis der unteren Schranke des Satzes von Crame´r verwende-
te Maßwechsel, also die Transformation der Verteilungsfunktion bzw. der Dichte gema¨ß
(2.7) und (2.8) wird exponentieller Maßwechsel (exponential change of measure) genannt
und hat beim Importance Sampling große Bedeutung erlangt. Wir gehen daher darauf in
Abschnitt 3.3.5.2 nochmals detaillierter ein.
Die Technik des Maßwechsels, und zwar nicht nur des exponentiellen Maßwechsels, kann
ha¨ufig zum Beweis unterer Schranken fu¨r große Abweichungen eingesetzt werden, sie ist
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also nicht auf den hier vorgefu¨hrten einfachen Fall beschra¨nkt. Ebenso ist der exponenti-
elle Maßwechsel beim Importance Sampling nur eine von vielen mo¨glichen Auspra¨gungen.
Na¨heres zu Maßwechseln im Rahmen von Beweisen unterer Schranken fu¨r große Abwei-
chungen behandeln wir hier nicht. Es sei einmal mehr auf die einschla¨gige Literatur,
insbesondere auf [Buc90, DS89, DZ98, SW95] hingewiesen. Im Kontext des Importance
Sampling werden wir Maßwechsel selbstversta¨ndlich intensiv untersuchen und diskutieren.
2.2 Allgemeine Prinzipien
Wir haben bereits mehrfach von einem Prinzip großer Abweichungen gesprochen, ohne
diesen Begriff allgemein formal zu definieren. Eine axiomatische Einfu¨hrung in die Theorie
stellt diese Definition typischerweise an den Anfang, ist damit jedoch wenig anschaulich.
Nachdem wir im vorherigen Abschnitt den Satz von Crame´r–Chernoff hergeleitet und
den Satz von Crame´r angegeben haben, wollen wir nun zeigen, wie die dort vorgestellten
Methoden und Begriffe in einem allgemeineren Rahmen aussehen. Desweiteren geben wir
einige nu¨tzliche allgemeine Ergebnisse an.
Wir betrachten eine Menge X , die mit einer Metrik ausgestattet sei.
Definition 2.1 (Ratenfunktion) Eine Funktion I : X → [0,∞] auf der Menge X heißt Ra-
tenfunktion, wenn sie halbstetig nach unten ist, d.h. fu¨r alle konvergenten Folgen y1, y2, . . .
mit Grenzwert y gilt
lim inf
n→∞
I(yn) ≥ I(y).
Dies ist a¨quivalent dazu, daß fu¨r alle a ∈ IR die Niveaumenge {x ∈ X : I(x) ≤ a}
abgeschlossen ist. Ist diese Menge fu¨r alle a ∈ IR auch kompakt, dann nennt man I eine
gute Ratenfunktion.
Bemerkung: Man kann leicht zeigen, daß die Crame´r–Transformierte eine solche gute
Ratenfunktion ist.
Ha¨ufig wird in der Literatur der Begriff der Ratenfunktion nur fu¨r gute Ratenfunktionen
verwendet. Wir wollen uns dem anschließen und damit nun formale Definitionen des Prin-
zips großer Abweichungen geben. Wir beginnen mit dem Spezialfall fu¨r Zufallsvektoren.
Definition 2.2 (Prinzip der großen Abweichungen fu¨r Zufallsvektoren) Seien Z1, Z2, . . .
Zufallsvektoren mit Werten in IRd, d ∈ IN+ und I eine Ratenfunktion auf IRd. Die Folge
(Zn) erfu¨llt ein Prinzip großer Abweichungen, genau dann, wenn fu¨r alle abgeschlossenen
Mengen F ⊆ IRd
lim sup
n→∞
1
n
ln P{Zn ∈ F} ≤ − inf
x∈F
I(x),
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und fu¨r alle offenen Mengen G ⊆ IRd
lim inf
n→∞
1
n
ln P{Zn ∈ G} ≥ − inf
x∈G
I(x).
Mit den Bezeichnungen aus dem vorherigen Abschnitt besagt der Satz von Crame´r somit,
daß die Folge ( 1
n
Sn) ein Prinzip großer Abweichungen mit der Crame´r–Transformierten
als Ratenfunktion erfu¨llt. Gelegentlich la¨ßt man die
”
Folgenklammern“ auch weg. Ebenso
ist es verbreitet, Folgen in geschweiften Klammern zu notieren.
Definition 2.3 (Prinzip der großen Abweichungen) Sei I : X → [0,∞] eine Raten-
funktion auf X . Eine Folge (Pn) von Wahrscheinlichkeitsmaßen erfu¨llt ein Prinzip großer
Abweichungen mit Ratenfunktion I, genau dann, wenn fu¨r alle abgeschlossenen Mengen
F ⊆ X
lim sup
n→∞
1
n
ln Pn{F} ≤ − inf
x∈F
I(x),
und fu¨r alle offenen Mengen G ⊆ X
lim inf
n→∞
1
n
ln Pn{G} ≥ − inf
x∈G
I(x).
Mit Pn{A} = P{Zn ∈ A} erha¨lt man aus der Definition fu¨r Wahrscheinlichkeitsmaße
eine Definition fu¨r allgemeine Zufallsgro¨ßen und sagt dann auch, die Folge (Zn) erfu¨llt ein
Prinzip großer Abweichungen mit Ratenfunktion I. Mit X = IRd erha¨lt man die Definition
fu¨r Zufallsvektoren.
Wir geben nun zuna¨chst eines der beru¨hmtesten Resultate zu großen Abweichungen an,
das Integrallemma von Varadhan.
Lemma 2.1 (Varadhan) Falls eine Folge (Zn) von Zufallsgro¨ßen mit Werten in X oder –
a¨quivalent – die Folge (Pn) der assoziierten Wahrscheinlichkeitsmaße auf (X ,A) ein Prin-
zip großer Abweichungen mit einer Ratenfunktion I erfu¨llt, dann gilt fu¨r alle beschra¨nkten
stetigen Funktionen g auf X
lim
n→∞
1
n
ln E
[
eng(Zn)
]
= sup
x∈X
[g(x)− I(x)].
Die Definition des Erwartungswertes
E
[
eng(Zn)
]
=
∫
eng(x)dPn(x)
erkla¨rt die Bezeichung
”
Integrallemma“.
In vielen Anwendungen werden dynamische Vorga¨nge als stochastische Prozesse, Folgen
oder Familien (Xn) von Zufallsvariablen, modelliert. Dabei interessieren oft nur gewis-
se Teilmengen der Eigenschaften des Prozesses oder bestimmte Funktionen f der Werte
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der Xn. Zudem ist es teilweise leichter, ein Prinzip großer Abweichungen fu¨r eine Fol-
ge (Yn) mit Yn = f(Xn) herzuleiten als fu¨r die urspru¨ngliche Folge (Xn). Es ist also
erstrebenswert, Funktionen von Zufallsvariablen, die wiederum Zufallsvariablen sind, zu
untersuchen. Es zeigt sich, daß ein Prinzip großer Abweichungen nach Anwendung stetiger
Funktionen erhalten bleibt. Dies ist ein elementares Ergebnis der Theorie und soll nun
formal angegeben werden.
Sei (Pn) eine Folge von Wahrscheinlichkeitsmaßen auf (X ,A), f : X → Y eine Funktion
von X in eine mit einer Metrik ausgestatteten Menge Y und B eine σ–Algebra in Y. Fu¨r
alle n ∈ IN+ induzieren f und Pn ein Wahrscheinlichkeitsmaß Qn auf (Y,B), das gegeben
ist durch
Qn{A} = Pn{f−1(A)}, A ⊆ B mit f−1(A) = {x ∈ X : f(x) ∈ A}.
Damit gilt
Satz 2.3 (Kontraktionsprinzip) Falls eine Folge (Zn) von Zufallsgro¨ßen mit Werten in
X oder – a¨quivalent – die Folge (Pn) der assoziierten Wahrscheinlichkeitsmaße auf A
ein Prinzip großer Abweichungen mit einer Ratenfunktion I erfu¨llt und die Funktion
f : X → Y stetig ist, dann erfu¨llen die Folge (f(Zn)) und die Folge (Qn) der assoziierten
Wahrscheinlichkeitsmaße auf B ein Prinzip großer Abweichungen mit Ratenfunktion
J(y) =
{
infx∈X :f(x)=y I(x), falls f
−1({y}) 6= ∅,
∞, sonst.
Die Bezeichnung
”
Kontraktionsprinzip“ la¨ßt sich damit erkla¨ren, daß typischerweise f
eine Kontraktion in dem Sinne ist, daß Details vernachla¨ssigt werden, indem vielen ver-
schiedenen Werten von x der gleiche Funktionswert f(x) zugeordnet wird. Es hat weitrei-
chende Anwendungsfelder, sowohl in der Weiterentwicklung der Theorie als auch in der
praktischen Berechnung von Ergebnissen fu¨r große Abweichungen. Eine Verallgemeine-
rung besteht darin, daß eine Folge (fn) stetiger Funktionen von X nach Y gegeben ist,
die auf kompakten Mengen gleichma¨ßig gegen eine stetige Funktion f konvergiert. Das
Kontraktionsprinzip dient in der Regel dazu, ein Prinzip großer Abweichungen in einen
einfacheren Raum zu transformieren, es kann aber auch im umgekehrten Fall nu¨tzlich sein.
So kann beispielsweise ein Prinzip fu¨r unendlichdimensionale Ra¨ume hergeleitet werden,
indem das Prinzip fu¨r jede endlichdimensionale Projektion in Verbindung mit Kompakt-
heitseigenschaften gezeigt wird. Man nennt dies die Methode der projektiven Grenzwerte.
Wir gehen darauf nicht weiter ein, Na¨heres dazu findet man in [DS89, DZ98].
Beispiel 2.3 Wir betrachten die Summe Sn = X1 + · · · + Xn von n unabha¨ngigen
identisch normalverteilten Zufallsvariablen X1, . . . , Xn mit Erwartungswert µ = 0 und
Varianz σ2 = 1 und untersuchen das Grenzverhalten von P{ 1
n2
S2n ∈ (a, b)}, a, b ∈ IR, a < b.
Wir wissen, daß 1
n
Sn ein Prinzip großer Abweichungen mit Ratenfunktion I(x) =
x2
2
erfu¨llt. Nach dem Kontraktionsprinzip mit f(x) = x2 erfu¨llt dann 1
n2
S2n ein Prinzip großer
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Abweichungen mit der Ratenfunktion
J(y) = inf
x:x2=y
x2
2
=
y
2
, y ≥ 0,
also
lim inf
n→∞
1
n
ln P
{
1
n2
S2n ∈ (a, b)
}
= − inf
y∈(a,b)
y
2
= −a
2
.
2.3 Empirische Verteilungen – Zusammenhang mit Entropie
Nachdem wir nun in sehr abstraktem Rahmen einige allgemeine Prinzipien und Sa¨tze vor-
gestellt haben, wollen wir wieder konkreter werden und einen Zusammenhang zwischen
der Ratenfunktion großer Abweichungen fu¨r empirische Verteilungen und dem Entropie-
begriff herstellen. Bei der Untersuchung empirischer Verteilungen von Zufallsvariablen
und -vektoren oder stochastischen Prozessen ist es ha¨ufig mo¨glich, ein Prinzip großer
Abweichungen unter schwa¨cheren und weniger technischen Voraussetzungen als in der
allgemeinen Theorie zu finden, in der u¨blicherweise obere Schranken fu¨r abgeschlossene
Mengen und untere Schranken fu¨r offene Mengen resultieren. Stattdessen erhalten wir
hier Konvergenzraten in einem Raum von Wahrscheinlichkeitsmaßen† .
Das Konzept der Entropie als ein Maß fu¨r den Informationsgehalt zufa¨lliger Gro¨ßen ist
lange bekannt und wird in verschiedenen Disziplinen angewandt. Das Prinzip maximaler
und minimaler Entropien [SJ80] hat sich bei der Untersuchung zahlreicher Probleme aus
verschiedenen Anwendungsbereichen als sehr nu¨tzlich erwiesen, insbesondere auch bei der
Untersuchung von Warteschlangensystemen (siehe z.B. [Str89, San98]). Auch bei der Un-
tersuchung seltener Ereignisse zeigt sich die Bedeutung von Entropien. Wir haben bereits
darauf hingewiesen, daß die sogenannte Cross–Entropy–Methode [Rub97, LR00, Kro02]
im Bereich der Simulation seltener Ereignisse sehr popula¨r ist. In der Theorie großer
Abweichungen spielt die relative Entropie (Cross–Entropy) bei der Untersuchung empiri-
scher Verteilungen in vielen Fa¨llen die Rolle der Ratenfunktion. Diesen Zusammenhang
beschreibt der bedeutende Satz von Sanov, der in diesem Abschnitt angegeben werden
soll. An spa¨terer Stelle werden wir dies nutzen, um eine neue Sicht auf die erwa¨hnte
Cross–Entropy–Methode aufzuzeigen.
Die Aussagen der Sa¨tze von Chernoff und Crame´r beantworten die Frage, wie oft ein selte-
nes Ereignis passiert. Der Satz von Sanov gibt daru¨berhinaus Hinweise darauf, auf welche
Weise ein seltenes Ereignis passiert, wenn es eintritt. Es zeigt sich, daß oft mit u¨berwa¨lti-
gender Wahrscheinlichkeit seltene Ereignisse auf ganz bestimmten Pfaden, manchmal auf
†Fu¨r die Definition offener und abgeschlossener Mengen und von Konvergenz ist eine Metrik Vor-
aussetzung. Es gibt zahlreiche ga¨ngige Metriken auf Ra¨umen von Wahrscheinlichkeitsmaßen, die wir im
Rahmen dieser Arbeit jedoch nicht diskutieren wollen, als ein Beispiel sei die Prohorov–Metrik genannt.
Das Wissen um die Existenz solcher Metriken reicht hier aus.
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einem einzigen Pfad‡, eintreten. Die Untersuchung solcher Pfade ist gerade im Hinblick auf
die Simulation von großer Bedeutung. Man betrachte etwa das Ereignis, daß bei 10000–
fachem Wurf einer fairen Mu¨nze genau 8000 Treffer beobachtet werden. Es gibt zwar sehr
viele mo¨gliche Wege, wie dies zustandekommen kann, aber der wahrscheinlichste Weg ist,
daß sich wa¨hrend des gesamten Experimentes die Mu¨nze verha¨lt als habe sie eine Tref-
ferwahrscheinlichkeit von 0.8, d.h. man beobachtet ungefa¨hr 80 Treffer in den ersten 100
Wu¨rfen, ungefa¨hr 80 Treffer in den na¨chsten 100 Wu¨rfen und so fort. Eine Pra¨zisierung
dieser Tatsache ist auf verschiedene Arten mo¨glich, eine dieser Arten ist gerade der Satz
von Sanov.
Definition 2.4 (absolut stetig, dominierend) Seien µ, ν zwei Maße auf einem Meßraum
(Ω,A). Das Maß ν heißt absolut stetig bezu¨glich µ, kurz geschrieben als ν  µ, genau
dann, wenn
∀A ∈ A : µ(A) = 0 ⇒ ν(A) = 0.
Man sagt auch, µ dominiert ν.
Fu¨r zwei Maße µ, ν mit ν  µ existiert nach dem Satz von Radon–Nikodym (vgl.
[Bau92]) die sogenannte Radon–Nikodym–Derivierte dν
dµ
. Insbesondere existiert fu¨r zwei
Wahrscheinlichkeitsmaße P und Q auf (Ω,A) mit P  Q die Radon–Nikodym–Derivierte
dP
dQ
und wird Likelihood–Quotient§ (Likelihood Ratio) von P und Q genannt. Mit Hilfe
des Likelihood–Quotienten geben wir nun folgende
Definition 2.5 (Relative Entropie, Cross–Entropy) Fu¨r zwei Wahrscheinlichkeitsmaße
P und Q auf einem Meßraum (Ω,A) heißt
H(P |Q) :=


∫
ln
dP
dQ
dP, falls P  Q,
∞, sonst,
die relative Entropie (Cross–Entropy) von P bezu¨glich Q.
Die relative Entropie wurde von Kullback und Leibler [KL51] als Maß fu¨r den Abstand –
oder eigentlich besser die Abweichung (divergence) – zwischen Wahrscheinlichkeitsvertei-
lungen vorgeschlagen und wird oft auch als Kullback–Leibler–Abstand bezeichnet. Man
zeigt leicht als Eigenschaften der relativen Entropie die Gibbs–Ungleichung H(P |Q) ≥ 0
und H(P |Q) = 0 ⇔ P = Q. Es gilt jedoch im allgemeinen, daß dieser
”
Abstand“ nicht
symmetrisch ist, also H(P |Q) 6= H(Q|P ). Die relative Entropie ist also keine Metrik auf
der Menge der Wahrscheinlichkeitsverteilungen.
‡In der englischsprachigen Literatur wird ha¨ufig der Begriff most likely path verwendet.
§Dieser Likelihood–Quotient spielt auch beim Importance–Sampling–Verfahren zur Simulation seltener
Ereignisse eine zentrale Rolle. Man sieht also erneut den engen Bezug zwischen der Simulation seltener
Ereignisse und den Grundlagen der Theorie großer Abweichungen.
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Zwar haben Kullback und Leibler den Begriff der relativen Entropie in die Informati-
onstheorie eingefu¨hrt, in der Physik war diese Gro¨ße jedoch bereits fru¨her bekannt. Ellis
[Ell99] weist darauf hin, daß bereits Boltzmann im Jahre 1877 im Rahmen einer probabi-
listischen Interpretation des zweiten Gesetzes der Thermodynamik die relative Entropie
verwendet hat, um das asymptotische Verhalten von Wahrscheinlichkeiten auszudru¨cken.
Ellis spricht von der ersten Berechnung von Wahrscheinlichkeiten großer Abweichungen
in der Wissenschaft und bezeichnet dies sehr pathetisch als “revolutionary moment in
human culture during which both statistical mechanics and the theory of large deviations
were born“. Auch Gibbs hat die relative Entropie in der Physik angewandt. Die Berech-
nungen von Boltzmann werden dann, so Ellis, im Satz von Sanov verallgemeinert zum
Prinzip großer Abweichungen fu¨r Folgen empirischer Verteilungen unabha¨ngiger identisch
verteilter Zufallsvariablen.
Man sieht leicht, daß man die relative Entropie auch als den Erwartungswert des loga-
rithmierten Likelihood–Quotienten bezu¨glich P interpretieren kann. Insbesondere ist die
relative Entropie fu¨r zwei diskrete Verteilungen p und q definiert durch
H(p|q) :=
∑
x∈Ω
p(x) ln
p(x)
q(x)
= Ep
[
ln
p(X)
q(X)
]
,
und die relative Entropie zweier Dichten f und g ist definiert durch
H(f |g) :=
∫
Ω
f(x) ln
f(x)
g(x)
dx = Ef
[
ln
f(X)
g(X)
]
.
Mit Hilfe der relativen Entropie ko¨nnen wir nun Aussagen u¨ber empirische Verteilungen
treffen und insbesondere den Satz von Sanov formulieren.
Gegeben sei ein Wahrscheinlichkeitsraum (Ω,A, P ) und eine Folge (Xn) unabha¨ngiger
identisch verteilter reeller Zufallsvektoren mit Verteilung µ = PXi . Es bezeichne M1(IRd)
die Menge aller Wahrscheinlichkeitsmaße auf der Borelschen σ–Algebra auf IRd, und sei
Ln : Ω → IRd mit
Ln :=
1
n
n∑
i=1
δXi
die empirische Verteilung, wobei δ die Dirac–Funktion bezeichnet. Es ist klar, daß die em-
pirische Verteilung eine zufa¨llige Verteilung ist, da sie von den Zufallsvariablen X1, . . . , Xn
abha¨ngt. Ein Kandidat fu¨r eine Ratenfunktion großer Abweichungen im Bereich von Ver-
teilungen ist gerade die relative Entropie.
Satz 2.4 (Sanov fu¨r reelle Zufallsvektoren)
Fu¨r alle abgeschlossenen Mengen F ⊆M1(IRd) gilt
lim sup
n→∞
1
n
ln P{Ln ∈ F} ≤ − inf
ν∈F
[H(ν|µ)],
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und fu¨r alle offenen Mengen G ⊆M1(IRd) gilt
lim inf
n→∞
1
n
ln P{Ln ∈ G} ≥ − inf
ν∈G
[H(ν|µ)].
Das bedeutet, die empirische Verteilung erfu¨llt ein Prinzip der großen Abweichungen mit
der relativen Entropie als Ratenfunktion. Somit ist auch klar, daß der Satz von Sanov
Aussagen u¨ber die Art, wie seltene Ereignisse passieren, gibt, in dem Sinne, daß er eine
Aussage u¨ber empirische Verteilungen macht.
Wir stellen in Abschnitt 5.4.3 einen direkten Bezug des Satzes von Sanov zur oben bereits
erwa¨hnten Cross–Entropy–Methode her, woraus sich eine neue Sicht oder Interpretation
der Cross–Entropy–Methode ergibt. Sie kann na¨mlich gerade auch angesehen werden als
adaptives Verfahren zur Bestimmung obiger Ratenfunktion.
2.4 Diskrete Markovketten mit endlichem Zustandsraum
Wir betrachten in diesem Abschnitt große Abweichungen fu¨r Markovketten, genauer fu¨r
Summen von Funktionen auf Markovketten und fu¨r empirische Verteilungen von Mar-
kovketten, jeweils fu¨r den diskreten endlichen Fall. Dazu ist es zuna¨chst erforderlich, Er-
weiterungen des Satzes von Crame´r vorzunehmen. Aus der Annahme von unabha¨ngigen
identisch verteilten Zufallsvariablen X1, X2, . . . folgt, daß die momenterzeugende Funktion
des Mittelwertes sich aus der momenterzeugenden Funktion der Xi ergibt:
MSn/n(ϑ) = E
[
eϑSn/n
]
= E
[
eϑ(X1+···+Xn)/n
]
=
(
E
[
eϑXi/n
])n
=
(
MXi
(
ϑ
n
))n
,
also
ln MSn/n(ϑ) = n ln MXi
(
ϑ
n
)
.
Eine genauere Betrachtung der Beweise fu¨r die obere und untere Schranke zeigt (siehe
[Buc90, DS89, DZ98, SW95]), daß Annahmen u¨ber das Grenzverhalten der logarithmier-
ten momenterzeugenden Funktionen ausreichen. Dies ist die Grundlage fu¨r den Satz von
Ga¨rtner–Ellis, den wir ohne Beweis angeben, und mit dessen Hilfe wir spa¨ter die Raten-
funktion fu¨r die Summe von Funktionen auf Markovketten herleiten.
Es gibt einige verschiedene Wege zur Herleitung von Prinzipien großer Abweichungen fu¨r
Markovketten, die sich alle als ausgesprochen lang und sehr technisch erweisen. Der Satz
von Ga¨rtner–Ellis stellt dabei noch eine der
”
leichtesten“ Mo¨glichkeiten dar. Zudem ist
der Satz auch fu¨r viele weitere fortgeschrittene Themen im Bereich großer Abweichun-
gen eine wichtige Grundlage. Wir wollen ihn daher zumindest angeben, auch wenn die
erwa¨hnten weiteren Themen im Rahmen dieser Arbeit nicht behandelt werden ko¨nnen
und die Gru¨nde fu¨r viele Voraussetzungen und Annahmen erst bei genauem Studium der
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Beweise deutlich werden. Dazu sei erneut auf die Bu¨cher [Buc90, DS89, DZ98, SW95]
verwiesen.
Es ist an dieser Stelle unvermeidlich, einige technische Annahmen und Definitionen zu
machen, die die Voraussetzungen fu¨r den Satz von Ga¨rtner–Ellis bilden. Diese Annahmen
sind notwendig, um den Satz vollsta¨ndig und korrekt allgemein zu formulieren. Auf intui-
tive Veranschaulichungen muß dabei verzichtet werden. Es reicht jedoch aus, zu wissen,
daß fu¨r unsere praktischen Anwendungen diese Annahmen erfu¨llt sind, insbesondere im
Hinblick auf die Untersuchung von Markovketten.
Gegeben sei eine Folge Y1, Y2, . . . von Zufallsvariablen ohne (direkte) Annahmen u¨ber
Abha¨ngigkeiten. Sei fu¨r ϑ ∈ IR
φn(ϑ) :=
1
n
ln E
[
eϑYn
]
.
Annahme 2.1 Fu¨r alle ϑ ∈ IR existiert
φ(ϑ) := lim
n→∞
φn(ϑ),
wobei ∞ als Grenzwert und als Element der Folge (φn(ϑ)) erlaubt ist, also der Grenzwert
existiert und ist fu¨r alle ϑ ∈ IR definiert.
Wir betrachten nun die Menge Dφ := {ϑ ∈ IR : φ(ϑ) < ∞}. Diese Menge ist konvex, und
damit ist φ(ϑ) als Grenzwert konvexer Funktionen auf einer konvexen Menge ebenfalls
konvex.
Annahme 2.2 φ ist differenzierbar im Inneren von Dφ.
Wir definieren nun
I(x) := sup
ϑ∈IR
[ϑx− φ(ϑ)] , φ′(Dφ) := {φ′(ϑ) : ϑ ∈ Dφ}
und formulieren mit den eingefu¨hrten Bezeichnungen den
Satz 2.5 (Ga¨rtner–Ellis fu¨r reelle Intervalle) Gegeben seien a, b ∈ IR mit a < b. Falls die
Annahme 2.1 erfu¨llt ist und [a, b] ∩DI 6= ∅, dann gilt
lim sup
n→∞
1
n
ln P
{
1
n
Yn ∈ [a, b]
}
≤ − inf
x∈[a,b]
I(x).
Falls die Annahmen 2.1 und 2.2 erfu¨llt sind und (a, b) ⊆ φ′(Dφ), dann gilt
lim inf
n→∞
1
n
ln P
{
1
n
Yn ∈ (a, b)
}
≥ − inf
x∈(a,b)
I(x).
Im Hinblick auf mehrdimensionale Zustandsra¨ume ist eine Verallgemeinerung auf reelle
Zufallsvektoren wu¨nschenswert. Eine solche Verallgemeinerung existiert auch fu¨r den Satz
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von Crame´r fu¨r Summen von unabha¨ngigen identisch verteilten Zufallsvektoren, an ent-
sprechender Stelle haben wir auf die explizite Angabe verzichtet, da die Verallgemeinerung
des Satzes von Ga¨rtner–Ellis diesen Fall abdeckt und von gro¨ßerer praktischer Bedeutung
ist. Die Formulierung dieser Verallgemeinerung ist nahezu identisch zum eindimensionalen
Fall fu¨r Intervalle, es mu¨ssen lediglich die Voraussetzungen und Annahmen angepaßt wer-
den, und an die Stelle von reellen Intervallen treten offene bzw. abgeschlossene Mengen.
Sei Y1, Y2, . . . eine Folge von d–dimensionalen reellen Zufallsvektoren und fu¨r ϑ ∈ IRd
φn(ϑ) :=
1
n
ln E
[
e<ϑ,Yn>
]
,
wobei < ·, · > das u¨bliche Skalarprodukt fu¨r Vektoren bezeichnet. Zuna¨chst machen wir
eine zur Annahme 2.1 korrespondierende Annahme mit einem Zusatz. Analog zum eindi-
mensionalen Fall sei Dφ := {ϑ ∈ IRd : φ(ϑ) < ∞}.
Annahme 2.3 Der Grenzwert
φ(ϑ) := lim
n→∞
φn(ϑ)
existiert fu¨r alle ϑ ∈ IRd, wobei∞ als Grenzwert und als Element der Folge (φn(ϑ)) erlaubt
ist. Außerdem ist die Funktion φ(ϑ) halbstetig nach unten, d.h. fu¨r jede gegen ϑ ∈ Dφ
konvergierende Folge (ϑn) gilt lim infn→∞ φ(ϑn) ≥ φ(ϑ).
Wir definieren I : IRd → IR durch
I(x) := sup
ϑ∈IRd
[< ϑ, x > −φ(ϑ)].
Es bezeichne nun ∂Dφ den Rand von Dφ und ∇ den Nabla–Operator, also den vektor-
wertigen Differentialoperator fu¨r den Gradienten.
Annahme 2.4 limϑ→·∈∂Dφ |∇φ(ϑ)| = ∞.
Bemerkung: Wenn die in obiger Annahme geforderte Eigenschaft erfu¨llt ist, sagt man
auch, φ ist steil auf Dφ. Diese Eigenschaft garantiert, daß fu¨r alle x ∈ DI := {x ∈ IRd :
I(x) < ∞} das Supremum in der Definition von I(x) existiert.
Satz 2.6 (Ga¨rtner–Ellis) Falls die Annahme 2.3 erfu¨llt ist, dann gilt fu¨r alle kompakten
Mengen F ⊆ IRd
lim sup
n→∞
1
n
ln P
{
1
n
Yn ∈ F
}
≤ − inf
x∈F
I(x).
Ist zusa¨tzlich 0 ∈ IRd im Inneren von Dφ enthalten, d.h. 0 ∈ IRd liegt in der gro¨ßten
offenen Menge, die in Dφ enthalten ist, so gilt die Aussage fu¨r alle abgeschlossenen Mengen
F ⊆ IRd.
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Falls die Annahmen 2.3 und 2.4 erfu¨llt sind, dann gilt fu¨r alle offenen Mengen G ⊆ IRd
lim inf
n→∞
1
n
ln P
{
1
n
Yn ∈ G
}
≥ − inf
x∈G
I(x).
Damit sind wir nun in der Lage, große Abweichungen fu¨r Summen von Funktionen auf
Markovketten zu untersuchen.
2.4.1 Prinzip großer Abweichungen fu¨r additive Funktionale
Sei (Xn) eine ergodische homogene zeitdiskrete Markovkette mit endlichem Zustandsraum
S = {s1, s2, . . . , sS}, U¨bergangsmatrix P und stationa¨rer Verteilung pi, und sei f : S → IR
so, daß∑
s∈S
|f(s)|pis < ∞,
also der Erwartungswert bezu¨glich pi existiert. Weiterhin sei Yk := f(Xk) fu¨r alle k ∈ IN
und
Zn :=
n∑
k=1
Yk.
Nach dem Ergodensatz fu¨r Markovketten konvergiert das empirische Mittel fu¨r jede An-
fangsverteilung fast sicher gegen obigen Erwartungswert, also
P
{
lim
n→∞
1
n
Zn =
∑
s∈S
|f(s)|pis
}
= 1.
Unter diesen Voraussetzungen erfu¨llt 1
n
Zn ein Prinzip großer Abweichungen, und wir wol-
len nun die Ratenfunktion herleiten. Wenn die Xk unabha¨ngig sind und damit auch die Yk,
dann besagt der Satz von Crame´r, daß die Legendre–Transformierte der logarithmierten
momenterzeugenden Funktion die Ratenfuntion fu¨r ein Prinzip großer Abweichungen fu¨r
1
n
Zn ist. Der Satz von Ga¨rtner–Ellis gibt einen Hinweis darauf, daß eine a¨hnliche Raten-
funktion (in Form einer Legendre–Transformierten) fu¨r ein Prinzip großer Abweichungen
existiert, auch wenn die Xk Markov–Abha¨ngigkeiten aufweisen.
Es bezeichne p(x1, . . . , xn) := P{X1 = x1, . . . , Xn = xn} die Wahrscheinlichkeit eines
Pfadsegmentes der La¨nge n, also
p(x1, . . . , xn) = pi
(1)
x1
n−1∏
i=1
pxi,xi+1, x1, . . . , xn ∈ S.
Wir definieren zuna¨chst
φn(ϑ) :=
1
n
ln E
[
eϑZn
]
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und berechnen
E
[
eϑZn
]
=
∑
x1,...,xn
eϑznp(x1, . . . , xn)
=
∑
x1,...,xn
eϑf(x1)+···+ϑf(xn)p(x1, . . . , xn)
=
∑
x1,...,xn
eϑf(x1)+···+ϑf(xn)pi(1)x1
n−1∏
i=1
pxi,xi+1
=
∑
x1,...,xn
pi(1)x1 e
ϑf(x1)px1,x2e
ϑf(x2) · · · pxn−1,xneϑf(xn).
Fu¨r eine alternative Beschreibung der logarithmierten momenterzeugenden Funktion φn
definieren wir nun fu¨r jedes ϑ ∈ IR eine nichtnegative Matrix Pϑ = (pϑ,i,j)i,j∈S mit Ele-
menten
pϑ,i,j := pije
ϑf(j) fu¨r alle i, j ∈ S
und erhalten
E
[
eϑZn
]
=
∑
x1,...,xn
pi(1)x1 e
ϑf(x1)
n−1∏
i=1
pϑ,xi,xi+1
=
∑
x1
pi(1)x1 e
ϑf(x1)p
(n−1)
ϑ,x1,xn
.
Da die eϑf(j) positiv sind und P irreduzibel ist, ist auch Pϑ irreduzibel. Sei λ(Pϑ) der
betragsma¨ßig gro¨ßte reelle Eigenwert¶ von Pϑ. Man kann zeigen, daß
φ(ϑ) := lim
n→∞
φn(ϑ) = ln λ(Pϑ), ϑ ∈ IR,
und damit spielt ln λ(Pϑ) die Rolle der logarithmierten momenterzeugenden Funktion.
Mit I : IR → IR,
I(x) := sup
ϑ∈IR
[ϑx− ln λ(Pϑ)]
sind alle Annahmen fu¨r den Satz von Ga¨rtner–Ellis erfu¨llt, und es gilt
Satz 2.7 (Miller) Das empirische Mittel 1
n
Zn erfu¨llt ein Prinzip großer Abweichungen
mit Ratenfunktion I, d.h. fu¨r a, b ∈ IR mit a < b gilt
lim sup
n→∞
1
n
ln P
{
1
n
Zn ∈ [a, b]
}
≤ − inf
x∈[a,b]
I(x)
¶Dies ist der sogenannte Perron–Frobenius–Eigenwert.
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und
lim inf
n→∞
1
n
ln P
{
1
n
Zn ∈ (a, b)
}
≥ − inf
x∈(a,b)
I(x).
Wie fu¨r den Satz von Ga¨rtner–Ellis gilt auch hier eine Verallgemeinerung fu¨r abgeschlos-
sene bzw. offene Mengen in IR, auf die explizite Formulierung verzichten wir. Stattdessen
geben wir die Verallgemeinerungen auf IRd. Dabei sind alle U¨berlegungen analog zum
eindimensionalen Fall. Sei nun also f : S → IRd und sei I : IRd → IR,
I(x) := sup
ϑ∈IRd
[< ϑ, x > − ln λ(Pϑ)] .
Dann gilt
Satz 2.8 Das empirische Mittel 1
n
Zn erfu¨llt ein Prinzip großer Abweichungen mit Raten-
funktion I, d.h. fu¨r alle abgeschlossenen Mengen F ⊆ IRd gilt
lim sup
n→∞
1
n
ln P
{
1
n
Zn ∈ F
}
≤ − inf
x∈F
I(x),
und fu¨r alle offenen Mengen G ⊆ IRd gilt
lim inf
n→∞
1
n
ln P
{
1
n
Zn ∈ G
}
≥ − inf
x∈G
I(x).
Ein a¨hnliches Ergebnis gilt fu¨r Summen der Form
Z˜n =
n−1∑
k=1
f(Xk, Xk+1).
Fu¨r Funktionen, die von mehr als zwei Werten der Markovkette abha¨ngen, sind dagegen
keine derartigen Aussagen bekannt.
Wir wollen nun die Schwierigkeiten, die sich ha¨ufig bei der Berechnung der Ratenfunktion
selbst fu¨r kleine Zustandsra¨ume und einfache Funktionen f ergeben, verdeutlichen.
Beispiel 2.4 Betrachte die Markovkette mit Zustandsraum S = {0, 1} und U¨bergangs-
matrix
P =
(
p q
q p
)
, 0 ≤ p ≤ 1
2
, q = 1− p
und die Funktion f(s) = 1− s. Damit ergibt sich
Pϑ =
(
eϑp q
eϑq p
)
.
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Zur Berechnung der Eigenwerte von Pϑ setzen wir∣∣∣∣∣ e
ϑp− λ q
eϑq p− λ
∣∣∣∣∣ = 0,
λ2 − λ(peϑ + p) + eϑ(p2 − q2) = 0.
Als gro¨ßten Eigenwert erha¨lt man daraus
λ(ϑ) =
1
2
(
peϑ+1 +
√
p2 (eϑ+1)2 + 4eϑ(1− 2p)
)
.
Die Berechnung der Ratenfunktion I(x) = supϑ∈IR[ϑx− ln λ(ϑ)] erfordert nun numerische
Verfahren. Wir verzichten darauf, da die sich ergebenden Schwierigkeiten damit hinrei-
chend demonstriert sind.
2.4.2 Prinzip großer Abweichungen fu¨r empirische Verteilungen
Eine wichtige Anwendung des Prinzips großer Abweichungen fu¨r 1
n
Zn liefert direkt ein
Prinzip großer Abweichungen fu¨r empirische Verteilungen Ln = (Ln(1), . . . , Ln(S)),
Ln(i) :=
1
n
n∑
k=1
I{Xk=si}, i = 1, . . . , S
in der Menge M1(S) der Wahrscheinlichkeitsverteilungen auf S. Dabei bezeichnet Ln(i)
die relative Ha¨ufigkeit der Besuche im Zustand si, und fu¨r endliche Zustandsra¨ume S der
Kardinalita¨t S ist M1(S) gerade die Menge aller S–dimensionalen reellen Vektoren mit
nichtnegativen Komponenten, die sich zu Eins summieren (Wahrscheinlichkeitssimplex).
Mit f : S → IRS,
f(s) := (I{s=s1}, . . . I{s=sS})
paßt die Folge L1, L2, . . . in den Rahmen des vorherigen Abschnittes und erfu¨llt ein Prinzip
großer Abweichungen mit Ratenfunktion I : IRS → IR,
I(q) = sup
ϑ∈IRS
[< ϑ, q > − ln λ(Pϑ)].
Ha¨ufig ist fu¨r den Fall empirischer Verteilungen eine andere Charakterisierung der Raten-
funktion nu¨tzlicher. Fu¨r Vektoren u ∈ IRS sei u > 0 :⇔ uj > 0 fu¨r alle j = 1, . . . , S, d.h.
alle Komponenten sind strikt positiv. Man kann zeigen
Satz 2.9 (Donsker–Varadhan)
I(q) =


sup
u∈IRS ,u>0
S∑
j=1
qj ln
uj
(uP)j
, q ∈ M1(S),
∞, sonst.
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Wir sehen also, daß die Ratenfunktion fu¨r empirische Verteilungen von Markovketten in
Form eines Optimierungsproblems gegeben ist. Sind die Xk unabha¨ngig und identisch
verteilt, dann sind alle Zeilen der U¨bergangsmatrix P identisch, und die Ratenfunkti-
on ist gerade wie im Satz von Sanov eine relative Entropie, hier I(q) = H(q|p(s1, ·)).
Fu¨r abha¨ngige Zufallsvariablen ist diese elegante Interpretation der Ratenfunktion als
relative Entropie verlorengegangen. Es ist jedoch mo¨glich, fu¨r eine aus Paaren der Zu-
fallsvariablen zusammengesetzten Markovkette eine relative Entropie als Ratenfunktion
zu erhalten, und daraus große Abweichungen fu¨r die empirische Verteilung der originalen
Markovkette zu berechnen. Wir betrachten die durch X1, X2, . . . , Xn gebildeten Paare
(X0, X1), (X1, X2), (X2, X3), . . . , (Xn−1, Xn). Damit konstruieren wir eine neue Markov-
kette mit Zustandsraum S2 = S × S und U¨bergangsmatrix P2 mit Elementen
p2(k × `, i× j) = I{i=`}pij, i, j, k, ` ∈ S.
Beispiel 2.5 Betrachte eine Markovkette mit zwei Zusta¨nden, also |S| = 2 und U¨ber-
gangsmatrix
P =
(
2
3
1
3
1
3
2
3
)
.
Dann hat die konstruierte Markovkette die U¨bergangsmatrix
P2 =


2
3
1
3
0 0
0 0 1
3
2
3
2
3
1
3
0 0
0 0 1
3
2
3

 .
Die empirische Verteilung Ln,2 = (Ln,2(1), . . . , Ln,2(|S2|)) derart konstruierter Markovket-
ten ist definiert durch
Ln,2(i) :=
1
n
n∑
k=1
I{(Xk−1,Xk)=i}, i ∈ S2,
und nach den zuvor pra¨sentierten Aussagen erfu¨llt diese empirische Verteilung ein Prinzip
großer Abweichungen mit einer Ratenfunktion I2. Da Ln,2 eine Wahrscheinlichkeitsvertei-
lung auf S2 ist, ist I2 eine Ratenfunktion auf der Menge aller solcher Verteilungen. Wir
wollen nun eine Charakterisierung von I2 durch relative Entropien geben und den Zusam-
menhang mit der empirischen Verteilung Ln der Markovkette (Xn) beschreiben. Fu¨r jede
Wahrscheinlichkeitsverteilung q auf S2 seien
q1(i) :=
S∑
j=1
q(i, j) und q2(i) :=
S∑
j=1
q(j, i)
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die Randverteilungen, und falls q1(i) > 0, dann sei
qf (j|i) := q(i, j)
q1(i)
.
Satz 2.10 Wenn die U¨bergangsmatrix P strikt positiv ist, dann hat fu¨r alle Wahrschein-
lichkeitsverteilungen q auf S2 die Ratenfunktion I2 die Form
I2(q) =


S∑
i=1
q1(i)H(qf(·|i)|p(i, ·)), q1 = q2,
∞, sonst
mit der relativen Entropie
H(qf(·|i)|p(i, ·)) =
S∑
j=1
qf (j|i) ln qf (j|i)
p(i, j)
,
und fu¨r die Ratenfunktion I im Satz von Donsker–Varadhan fu¨r die empirische Verteilung
Ln gilt
I(q) = inf
q˜∈M1(S2):q˜2=q
I2(q˜).
Ist P nicht strikt positiv, so gilt der Satz nach Ersetzung von S2 durch {(i, j) : p(i, j) > 0}.
Einen Zusammenhang mit den Pfadwahrscheinlichkeiten liefert der
Satz 2.11 Fu¨r alle Pfadsegmente (x1, . . . , xn) ∈ Sn mit p(x1, . . . , xn) > 0 gilt
1
n
ln p(x1, . . . , xn) =
S∑
i=1
S∑
j=1
Ln,2((i, j)) ln p(i, j).
Damit wollen wir den Abschnitt u¨ber große Abweichungen fu¨r Markovketten beenden. Ab-
schließend sei noch darauf hingewiesen, daß a¨hnliche Ergebnisse wie die hier vorgestellten
auch fu¨r zeitstetige Markovketten, fu¨r Markovketten mit unendlichen Zustandsra¨umen
und auch fu¨r einige nicht–Markovsche Prozesse existieren.
35
3 Simulation seltener Ereignisse
Die analytische Untersuchung seltener Ereignisse mittels der Theorie großer Abweichungen
ist aufgrund der Komplexita¨t der bei der Bestimmung von Ratenfunktionen auftretenden
Variationsprobleme fu¨r realistisch dimensionierte Systeme meist unmo¨glich. Auch numeri-
sche Verfahren versagen im allgemeinen, wenn seltene Ereignisse involviert sind. Damit ist
die Motivation fu¨r die Simulation seltener Ereignisse gegeben. Es stellt sich jedoch heraus,
daß bei der Anwendung klassischer Verfahren, aufgrund der zur angemessenen statisti-
schen Analyse notwendigen Daten, der Aufwand solcher Simulationen so enorm groß ist,
daß sie praktisch nicht durchfu¨hrbar sind. Seltene Ereignisse stellen also ein wesentliches
Problem bei der Simulation dar. Dies ist darin begru¨ndet, daß seltene Ereignisse auch in
Simulationen selten auftreten. Um jedoch zuverla¨ssige Aussagen u¨ber ein System und spe-
ziell u¨ber Ereignisse, die innerhalb eines Systems eintreten ko¨nnen, zu treffen, muß man
ausreichend viele Beobachtungen solcher Ereignisse machen. Dabei verbleibt, zu konkre-
tisieren, was man unter
”
ausreichend vielen“ Beobachtungen versteht. Treten nun gewisse
Ereignisse nur mit einer kleinen Wahrscheinlichkeit auf, so dauert es entsprechend lange,
bis man ausreichend viele dieser Ereignisse beobachtet hat, d.h. der Simulationsaufwand
wa¨chst (im allgemeinen exponentiell) mit der Seltenheit solcher Ereignisse.
Wie in der Einleitung bereits erwa¨hnt sind daher Verfahren notwendig, die die Effizienz
der Simulation steigern, also eine Simulationsbeschleunigung herbeifu¨hren, wobei parallele
und verteilte Methoden aufgrund des begrenzten Beschleunigungsfaktors fu¨r die Simula-
tion seltener Ereignisse nicht geeignet sind. Damit verbleiben Varianzreduktionsverfahren
als einzige ada¨quate Mo¨glichkeit zur effizienten Simulation seltener Ereignisse. Eine klei-
nere Varianz bedeutet gro¨ßere Genauigkeit im Sinne von kleineren Konfidenzintervallen
bei gleicher Datenmenge bzw. einen geringeren Simulationsaufwand zur Bestimmung von
Konfidenzintervallen mit vorgegebener Breite. Varianzreduktion ist also gleichbedeutend
mit Simulationsbeschleunigung. Historisch wurden viele Varianzreduktionsverfahren be-
reits in den fru¨hen Tagen der Simulation im Rahmen der Monte–Carlo–Integration ent-
wickelt, siehe z.B. [HH64, Hal70]. Es hat sich jedoch herausgestellt, daß viele davon auch
nu¨tzlich fu¨r die Simulation komplexer dynamischer Systeme sind.
Die Grundidee aller Varianzreduktionsverfahren besteht im wesentlichen darin, das zu-
grundeliegende Simulationsmodell in ein verwandtes Modell zu transformieren, das die
genauere bzw. schnellere Scha¨tzung der interessierenden Parameter und Leistungsmaße
ermo¨glicht. Dabei ist die Art der Anwendung des Varianzreduktionsverfahrens im all-
gemeinen abha¨ngig vom Modell∗. Damit ist zumindest eine rudimenta¨re Kenntnis u¨ber
das Verhalten des Modells erforderlich, und je mehr Informationen u¨ber das Modell vor-
handen sind, desto leichter und erfolgreicher ist die Varianzreduktion. Eine Mo¨glichkeit,
∗Diese inha¨rente Modellabha¨ngigkeit veranlaßt viele Autoren im Zusammenhang von Varianzredukti-
onsverfahren von Kunst zu sprechen.
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solche Informationen zu erhalten, kann etwa in einer kurzen
”
Vorsimulation“ bestehen,
deren Ergebnisse dann in die Anwendung der Methode zur Varianzreduktion einfließen
ko¨nnen. Es ist typischerweise vorab nicht mo¨glich, eine Varianzreduktion zu garantieren,
und falls eine Varianzreduktion erreicht wird, den Faktor vorherzusagen. Wie auch in
der Einleitung schon erwa¨hnt, sind die meisten der bekannten Verfahren zur Varianz-
reduktion fu¨r die Simulation seltener Ereignisse ungeeignet. Dies liegt im wesentlichen
daran, daß der Faktor, um den die Varianz der Scha¨tzer reduziert wird, konstant und
zu klein ist. Ausnahmen stellen die RESTART/Splitting–Methode und das Importan-
ce Sampling dar. Insbesondere ist beim Importance Sampling potentiell eine unendliche
Varianzreduktion mo¨glich. Allerdings ist auch die Anwendung dieser Verfahren schwie-
rig und als eine Kunst anzusehen. Fu¨r eine ausfu¨hrlichere Behandlung allgemeiner Va-
rianzreduktionsverfahren verweisen wir erneut auf die einschla¨gige Simulationsliteratur
[Ban98, BFS87, LK00, Rip87, Ros02, Rub81, RM98] und die weiteren Verweise darin.
Unabha¨ngig davon, welche Methode zur Simulation seltener Ereignisse eingesetzt wird,
erfordert die Anwendung Kenntnisse sowohl des zu untersuchenden Systems oder Modells
als auch der Methode selbst. Dies ist jedoch in den meisten Fa¨llen in der Praxis von Sy-
stemanalytikern oder Entwicklern komplexer realistisch dimensionierter Systeme nicht zu
erwarten. Erstrebenswert sind daher Werkzeuge und Methoden, die verha¨ltnisma¨ßig leicht
auf eine große Klasse von Modellen angewandt werden ko¨nnen. Dies umfaßt eine benut-
zerfreundliche Spezifikation des Modells und der Leistungsmaße und eine Unterstu¨tzung
in der Anwendung der Simulationsmethode fu¨r seltene Ereignisse, ohne daß sich der Be-
nutzer um die Details der Methode ku¨mmern muß. Fu¨r die Forschung im Bereich der
Simulation seltener Ereignisse ergibt sich damit neben der Weiterentwicklung der Metho-
de als solche die Erweiterung der Klasse von Modellen, auf die sie anwendbar sind und
die Integration in Simulations– oder allgemeiner Leistungsbewertungspakete so, daß sie
nicht nur von Experten genutzt werden ko¨nnen.
Um die Probleme, die bei der Simulation seltener Ereignisse und der Integration von
Methoden in allgemeine Analysewerkzeuge auftreten zu unterstreichen und einen ersten
Eindruck u¨ber die Schwierigkeiten und den Stand der Forschung zu vermitteln, zitieren
wir Prof. J. Keith Townsend [Tow00]:
After decades of research in rare event simulation (RES) techniques, it is still not practical
to apply these techniques to models of large networks which include realistic protocols.
Being able to apply RES techniques to such systems – the “holy grail“ of RES – would be
very valuable to the communication network industry. The ideal situation would be a “bolt–
on accelator“ that would give production simulation packages huge speedup with virtually
no interaction from the user. And yet, the best RES techniques still require the user to
incorporate a considerable amount of detailed knowledge of systems being simulated. In
addition, the techniques are only applicable to crude models of the underlying system with
many restrictive assumptions, i.e., the model must represent the system at a rather high
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level of abstraction. On the other hand, the decades of research in rare event simulation
have resulted in many advances which have yielded solutions to a number of unsolvable
problems. Many times, however, new techniques and advances seem to hold the promise
of generality which, unfortunately, ultimately remains elusive.
3.1 Statistische Scha¨tzung asymptotisch kleiner Wahrschein-
lichkeiten
Wir wollen nun die bei der Simulation seltener Ereignisse auftrenden Probleme im Hin-
blick auf die statistische Auswertung formal beschreiben. Sei X Zufallsvariable auf einem
Wahrscheinlichkeitsraum (Ω,A, P ). Gesucht sei die Wahrscheinlichkeit γ := P{A} eines
Ereignisses A ∈ A, also
γ =
∫
Ω
IA(ω) dP = EP [IA] ,
wobei IA die Indikatorfunktion des Ereignisses A bezeichnet. Will man die Wahrschein-
lichkeit γ scha¨tzen, beispielsweise per Simulation, so erzeugt man gema¨ß P Realisierungen
einer Stichprobe X1, X2, . . . , XN und bildet als erwartungstreuen Scha¨tzer das Stichpro-
benmittel
γˆ := γˆN =
1
N
N∑
i=1
IA(xi) (3.1)
mit der Varianz
σ2(γˆ) = VAR [γˆ] =
γ(1− γ)
N
, (3.2)
und nach dem Zentralen Grenzwertsatz† ergibt sich das (1− α) – Konfidenzintervall
[
γˆ − z1−α/2
√
γ(1− γ)
N
, γˆ + z1−α/2
√
γ(1− γ)
N
]
, (3.3)
wobei z1−α/2 das 1−α/2 – Quantil der standardisierten Normalverteilung bezeichnet. Fu¨r
kleine Werte von γ ist dabei die relative halbe Breite des Konfidenzintervalls ganz offen-
sichtlich ein geeigneteres Gu¨tekriterium fu¨r die Scha¨tzung als die absolute halbe Breite.
†Wir gehen hier von großem Stichprobenumfang aus. Fu¨r kleine N ersetze man im Konfidenzin-
tervall das Quantil der Normalverteilung durch das Quantil tN−1,1−α/2 der Student–t–Verteilung. An
der weiteren Argumentation a¨ndert sich nichts. Insbesondere konvergiert fu¨r N → ∞ das Quantil der
Student–t–Verteilung gegen das der standardisierten Normalverteilung.
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So erscheint ein Konfidenzintervall mit einer halben Breite von etwa 10−3 im allgemeinen
als sehr klein, entha¨lt jedoch z.B. fu¨r γ < 10−9 Werte, die um Gro¨ßenordnungen von γ
verschieden sind. Direkt proportional zur relativen halben Konfidenzintervallbreite ist der
Variationskoeffizient oder relative Fehler, der somit ein geeignetes Maß fu¨r die Gu¨te des
Scha¨tzers darstellt. Hierfu¨r ergibt sich
δrel(γˆ) =
σ(γˆ)
γ
=
√
1− γ
γN
γ→0−→ ∞, (3.4)
woraus die Problematik bei der Scha¨tzung sehr kleiner Wahrscheinlichkeiten ersichtlich
wird. Berechnet man nun zum Konfidenzniveau 1 − α und vorgegebenem maximalen
relativen Fehler β die hierfu¨r notwendige Stichprobengro¨ße N , so folgt
z1−α/2
√
1− γ
γN
≤ β ⇒ N ≥ z
2
1−α/2
β2
· 1− γ
γ
γ→0−→ ∞. (3.5)
Fu¨r die in praktischen Anwendungen durchaus realistischen Vorgaben, ein Konfidenzin-
tervall zum Niveau 0.99 und einen maximalen relativen Fehler von 10%, gilt also
α = 0.01, z1−α/2 = 2.576, β = 0.1, N ≥ 100 · 2.5762 1− γ
γ
,
und fu¨r γ = 10−9 erha¨lt man N ≥ 6.64 · 1011. Tabelle 3.1 zeigt eine U¨bersicht u¨ber die
jeweils beno¨tigte Stichprobengro¨ße fu¨r einige ga¨ngige Konfidenzniveaus. Die Stichproben-
gro¨ße N entspricht in Simulationen der Anzahl beno¨tigter Simulationsla¨ufe, wobei jeder
Simulationslauf wiederum aus mehreren Zufallsexperimenten bestehen kann.
Beispiel 3.1 Gesucht sei die Wahrscheinlichkeit γ fu¨r mindestens 80 Treffer in 100
Wu¨rfen mit einer fairen Mu¨nze. Mit Hilfe der Binomialverteilung ko¨nnen wir leicht ana-
lytisch exakt γ = 5.5 · 10−10 berechnen. Mittels Simulation kann diese Wahrscheinlich-
keit durch unabha¨ngige Experimente (Simulationsla¨ufe), die jeweils aus 100 simulierten
Mu¨nzwu¨rfen bestehen, unter Verwendung eines Zufallszahlengenerators gescha¨tzt werden.
Also mu¨ssen fu¨r jeden Simulationslauf 100 Zufallszahlen generiert werden‡. In jedem Si-
mulationslauf erhalte eine Indikatorfunktion fu¨r
”
Erfolg“ den Wert 1, falls mindestens 80
Treffer beobachtet werden und den Wert 0 sonst. Aus der Wahrscheinlichkeit γ ergibt sich,
daß im Mittel 1.8 · 1011 Simulationsla¨ufe notwendig sind, um einen Erfolg zu beobachten.
Es ist klar, daß fu¨r zuverla¨ssige Aussagen ausreichend viele Erfolge beobachtet werden
mu¨ssen, wobei sich die konkrete Bedeutung von ausreichend vielen Erfolgen aus den oben
angegebenen Formeln ergibt. So folgt fu¨r ein Konfidenzniveau von 99% und einen ma-
ximalen relativen Fehler von 10% eine beno¨tigte Stichprobengro¨ße – also eine beno¨tigte
‡Fu¨r die Simulationsla¨ufe, in denen mindestens 80 Treffer auftreten, kann man natu¨rlich nach dem
80. Treffer den Lauf abbrechen. Die Anzahl dieser La¨ufe ist aber so gering, daß dieser kleine Unterschied
hier unwesentlich ist und lediglich das Beispiel verkomplizieren wu¨rde.
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γ β 1− α = 99% 1− α = 95% 1− α = 90%
10% 6.63 · 105 3.83 · 105 2.71 · 105
10−3 5% 2.65 · 106 1.53 · 106 1.10 · 106
1% 6.63 · 107 3.83 · 107 2.71 · 107
10% 6.63 · 108 3.83 · 108 2.71 · 108
10−6 5% 2.65 · 109 1.53 · 109 1.10 · 109
1% 6.63 · 1010 3.83 · 1010 2.71 · 1010
10% 6.63 · 1011 3.83 · 1011 2.71 · 1011
10−9 5% 2.65 · 1012 1.53 · 1012 1.10 · 1012
1% 6.63 · 1013 3.83 · 1013 2.71 · 1013
10% 6.63 · 1014 3.83 · 1014 2.71 · 1014
10−12 5% 2.65 · 1015 1.53 · 1015 1.10 · 1015
1% 6.63 · 1016 3.83 · 1016 2.71 · 1016
Tabelle 3.1: Beno¨tigte Stichprobengro¨ße N fu¨r verschiedene
Konfidenzniveaus 1− α und maximale relative Fehler β.
Anzahl von Simulationsla¨ufen – von N ≥ 1.19 · 1012. Es mu¨ssen also insgesamt 1.19 · 1014
Zufallszahlen generiert werden.
Es ist klar, daß in realistischen Simulationen die einzelnen Simulationsla¨ufe noch deutlich
komplexer sind als in obigem Beispiel. Somit wird deutlich, daß bei Wahrscheinlichkeiten,
die in Gro¨ßenordnungen seltener Ereignisse liegen, ein erheblicher Simulationsaufwand
zur Bestimmung dieser Wahrscheinlichkeiten auf eine vorgegebene Genauigkeit erforder-
lich ist. Dies zeigt deutlich die Notwendigkeit von Verfahren zur effizienteren – schnellen
– Simulation von Systemen oder Modellen, in denen seltene Ereignisse auftreten. Wir
wollen im na¨chsten Abschnitt die zusa¨tzlichen Probleme, die sich aus der Struktur von
Simulationsla¨ufen fu¨r die statistische Auswertung ergeben und Verfahren zur Umgehung
dieser Probleme beschreiben.
3.2 Scha¨tzer und Konfidenzintervalle aus Simulationsdaten
Eine Simulation ist ein statistisches Experiment mit Hilfe von Computern, wobei Simula-
tion in der Regel den gesamten Vorgang beginnend mit der Modellbildung bezeichnet. Da
wir davon ausgehen, daß die ersten Schritte bereits erledigt sind, also daß ein ada¨quates
Modell vorliegt, konzentrieren wir uns auf die statistische Auswertung der Ausgabedaten.
Sind im Modell stochastische Gro¨ßen enthalten, so sind die Ausgabedaten ebenfalls sto-
40 3 SIMULATION SELTENER EREIGNISSE
chastisch, und die Ausgabeanalyse liefert dann Scha¨tzungen im Sinne der mathematischen
Statistik. Die fu¨r ein Leistungsmaß relevanten Ausgabedaten eines einzelnen Simulations-
laufes formen einen stochastischen Prozeß, wobei die Zufallsvariablen des Prozesses typi-
scherweise weder unabha¨ngig noch identisch verteilt sind. Somit sind klassische Verfahren,
die dies voraussetzen, nicht direkt anwendbar. Insbesondere ko¨nnen aus einem einzelnen
Simulationslauf zwar Erwartungswerte jedoch keine Konfidenzintervalle berechnet werden.
Wir wollen hier kurz die ga¨ngigsten Verfahren zur Konstruktion von Konfidenzintervallen
fu¨r Erwartungswerte beschreiben. Die Beschra¨nkung auf Erwartungswerte stellt dabei im
Hinblick auf Wahrscheinlichkeiten keine Einschra¨nkung dar, da sich Wahrscheinlichkeiten
als Erwartungswerte von Indikatorfunktionen ausdru¨cken lassen.
In Bezug auf die statistische Auswertung werden zwei Arten von Simulationen unterschie-
den: Simulationen von endlichem Horizont (finite–horizon simulations) und stationa¨re
Simulationen (steady–state simulations). Ha¨ufig werden Simulationen von endlichem Ho-
rizont auch als terminierende und stationa¨re Simulationen als nichtterminierende Simu-
lationen bezeichnet. Selbstversta¨ndlich muß aber jede Simulation, auch jede stationa¨re
Simulation, terminieren, die Bezeichnungen sollen lediglich verdeutlichen, daß es bei Si-
mulationen mit endlichem Horizont ein vorab definiertes terminierendes Ereignis gibt,
wa¨hrend bei stationa¨ren Simulationen das Grenzverhalten eines Systems u¨ber einen po-
tentiell unendlichen Zeitraum untersucht wird. In Bezug auf Leistungsmaße kann man die-
se Unterscheidung ansehen als die Unterscheidung zwischen transienten und stationa¨ren
Leistungsmaßen.
3.2.1 Simulation transienter Leistungsmaße
Bei der Scha¨tzung transienter Leistungsmaße startet ein Simulationslauf in einem be-
stimmten Anfangszustand bzw. unter bestimmten Anfangsbedingungen und endet, wenn
ein vorab spezifiziertes Ereignis A eintritt, welches zufa¨llig sein kann. Dabei ist der Aus-
gabeprozeß nicht stationa¨r, und die Ergebnisse der Simulation sind von den Anfangsbe-
dingungen beeinflußt. Die Leistungsmaße sind definiert u¨ber einem endlichen Horizont,
also bezu¨glich eines endlichen Intervalls [0, T ], dem Beobachtungszeitraum, wobei T die
Zeit des Auftretens von A ist. Dabei kann T ein konstanter Wert oder eine Zufallsvariable
sein. Im Beobachtungszeitraum finden Ereignisse statt, und fu¨r Leistungsmaße fallen K
Beobachtungsdaten an, wobei auch K konstant oder eine Zufallsvariable sein kann. Wir
wollen dies an einigen Beispielen erla¨utern.
Interessiert man sich fu¨r die Wartezeiten der ersten K Kunden in einem Warteschlangen-
system, so ist die Anzahl der Beobachtungsdaten konstant und die Zeit T zufa¨llig. Un-
tersucht man dagegen Wartezeiten von Kunden in einem festen Beobachtungszeitraum,
so ist die Anzahl der Kunden und damit die Anzahl der Beobachtungsdaten K zufa¨llig.
Betrachtet man die ersten K U¨berga¨nge in einer diskreten Markovkette, so sind sowohl
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die Anzahl der Beobachtungen als auch der Beobachtungszeitraum konstant. Bei einer
stetigen Markovkette hingegen wa¨re der Beobachtungszeitraum zufa¨llig. Betrachtet man
eine Markovkette, bis ein vorgegebener Zustand erreicht wird, so sind sowohl K als auch
T zufa¨llig.
Unabha¨ngige Simulationsla¨ufe von endlichem Horizont
Eine einfache und naheliegende Methode, um die Unabha¨ngigkeit der Ausgabedaten von
Simulationen zu gewa¨hrleisten, besteht darin, unabha¨ngige Simulationsla¨ufe von endli-
chem Horizont durchzufu¨hren. Das bedeutet, daß mehrere Simulationsla¨ufe, die vonein-
ander (stochastisch) unabha¨ngig sind, mit gleichen Anfangs– und Abbruchbedingungen
durchgefu¨hrt und daraus Scha¨tzer und Konfidenzintervalle konstruiert werden. Die Un-
abha¨ngigkeit der einzelnen Simulationsla¨ufe wird dabei typischerweise dadurch erreicht,
daß fu¨r jeden Simulationslauf ein anderer Startwert des verwendeten Zufallszahlengene-
rators gewa¨hlt wird. In unserem Beispiel 3.1 wurden unabha¨ngig jeweils 100 Mu¨nzwu¨rfe
durchgefu¨hrt. Eine Variante fu¨r die Bestimmung der Wahrscheinlichkeit von mindestens
80 Treffern besteht dabei darin, einen Simulationslauf abzubrechen, sobald 80 Treffer
beobachtet wurden (jedoch spa¨testens nach 100 Wu¨rfen).
Ein einzelner Simulationslauf liefert eine Information u¨ber ein Leistungsmaß. Diese In-
formation kann eine Funktion auf den Ausgabedaten sein bzw. der Ausgabeprozeß des
Simulationslaufes ist bereits als Funktion auf den Ausgabedaten definiert. Mehrere un-
abha¨ngige Simulationsla¨ufe liefern also unabha¨ngige Werte fu¨r ein Leistungsmaß, aus
denen Konfidenzintervalle konstruiert werden ko¨nnen. Ist etwa die mittlere Zeit bis zum
U¨berlauf eines beschra¨nkten Puffers in einem anfangs leeren Warteschlangensystem ge-
sucht, so beginnt ein Simulationslauf mit einem leeren System, simuliert Anku¨nfte und
Bedienungen und endet, wenn ein U¨berlauf eintritt. Fu¨hrt man mehrere solcher Simu-
lationsla¨ufe unabha¨ngig aus, so erha¨lt man aus jedem Lauf eine Zeit bis zum U¨berlauf
und kann daraus Erwartungswerte und Konfidenzintervalle fu¨r die mittlere Zeit mit den
klassischen statistischen Verfahren berechnen. Wir wollen dies nun allgemein und formal
darstellen.
Ein Simulationslauf erzeugt Ausgabedaten X1, . . . , XK. Diese Ausgabedaten liefern eine
Information Y = f(X1, . . . , XK) fu¨r ein Leistungsmaß. Werden N unabha¨ngige Simulati-
onsla¨ufe durchgefu¨hrt, so erha¨lt man also fu¨r i = 1, . . . , N die Ausgabedaten Xi1, . . . , XiKi
und die Informationen Yi = fi(Xi1, . . . , XiKi). Dabei sind Y1, . . . , YN unabha¨ngige iden-
tisch verteilte Zufallsvariablen, d.h. sie stellen eine mathematische Stichprobe fu¨r das
gesuchte Leistungsmaß dar. Damit ist das Stichprobenmittel
Y =
1
N
N∑
i=1
Yi
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erwartungstreuer Scha¨tzer fu¨r den Erwartungswert der Yi und die Stichprobenvarianz
S2 =
1
N − 1
N∑
i=1
(Yi − Y )2
erwartungstreuer Scha¨tzer fu¨r die Varianz des Stichprobenmittels. Fu¨r genu¨gend große N
ergibt sich damit das (1− α) – Konfidenzintervall
C =
[
Y − tN−1,1−α/2
√
S2
N
, Y + tN−1,1−α/2
√
S2
N
]
,
wobei tN−1,1−α/2 das 1− α/2–Quantil der Studentschen t-Verteilung mit N − 1 Freiheits-
graden bezeichnet. Fu¨r große N ersetze man das Quantil der Student–t–Verteilung mit
dem 1− α/2–Quantil z1−α/2 der standardisierten Normalverteilung.
Beispiel 3.2 Sei Xj die Wartezeit des j–ten Kunden in einem Warteschlangensystem,
und sei die mittlere Wartezeit der ersten K Kunden gesucht. Dann ist die relevante In-
formation f(X1, . . . , XK) = (X1 + · · ·+ XK)/K. Der i–te von N unabha¨ngigen Simulati-
onsla¨ufen liefert die Ausgabedaten Xi1, . . . , XiK, und die relevante Information aus dem
i–ten Lauf ist Yi = f(Xi1, . . . , XiK) = (Xi1 + · · · + XiK)/K. Daraus bildet man dann
obiges Konfidenzintervall C.
Beispiel 3.3 Seien 0 < t1 < t2 < . . . die Ankunftszeiten neuer Kunden in einem
Warteschlangensystem, und sei Xj die Anzahl der Kunden in der Warteschlange zur Zeit
tj. Gesucht sei die mittlere Zeit, bis eine anfangs, zur Zeit t0 = 0, leere Warteschlange
der Gro¨ße ν gefu¨llt ist. Dann liefert der i–te von N unabha¨ngigen Simulationsla¨ufen
die Ausgabedaten Xi1, . . . , XiTi mit Ti = infj[Xij = ν], und die relevante Information
aus dem i–ten Lauf ist gerade Yi = fi(Xi1, . . . , XiTi) = Ti, woraus man wiederum das
Konfidenzintervall C bildet.
Analog zu diesem Beispiel 3.3 ist die Simulation einer Markovkette bis zum Erreichen eines
vorgegebenen Zustandes. Ha¨ufig werden dabei Systemfehlerzusta¨nde untersucht, und das
gesuchte Leistungsmaß ist dann die mittlere Zeit bis zum Systemfehler (Mean Time To
Failure, MTTF ).
3.2.2 Simulation stationa¨rer Leistungsmaße
Bei der Scha¨tzung stationa¨rer Leistungsmaße interessiert das Grenzverhalten, wobei man
bei der Simulation beru¨cksichtigen muß, daß ein System oder dessen Modell anfangs eine
von den Anfangsbedingungen abha¨ngige transiente Phase durchla¨uft. Eines der wesent-
lichen Probleme bei der Simulation stationa¨rer Gro¨ßen ist die Beseitigung des Einflusses
der Anfangsbedingungen, der Eingangsverzerrung (initial bias). Im allgemeinen sind die
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Anfangsbedingungen untypisch fu¨r das Systemverhalten im Gleichgewichtszustand, be-
einflussen aber die Simulation, sodaß verzerrte Scha¨tzer resultieren. So ist etwa in War-
teschlangensystemen die Wartezeit des ersten Kunden immer gleich Null. Da stationa¨re
Systemzusta¨nde u¨ber Grenzwerte gegen unendlich definiert sind, gibt es im Prinzip keine
erwartungstreuen sondern bestenfalls stark konsistente Scha¨tzer fu¨r stationa¨re Gro¨ßen.
Eine u¨bliche Methode zur Beseitigung bzw. Verringerung der Eingangsverzerrung be-
steht darin, fu¨r jeden Simulationslauf eine sogenannte Einschwingphase zu durchlaufen
und erst danach mit dem
”
Sammeln“ der Daten zu beginnen. Eines der bekanntesten
und ga¨ngisten Verfahren zur Bestimmung der La¨nge der transienten Einschwingphase
ist eine graphische Methode nach Welch [Wel83], es gibt aber auch zahlreiche weite-
re Methoden. Wir wollen darauf nicht na¨her eingehen und verweisen auf die Literatur
[Ban98, BFS87, LK00, Rip87, Ros02, Rub81, RM98].
Unabha¨ngige Simulationsla¨ufe von endlichem Horizont
Die einfachste und wohl am ha¨ufigsten benutzte Methode zur Simulation stationa¨rer
Leistungsmaße erzeugt analog zum transienten Fall unabha¨ngige Simulationsla¨ufe von
endlichem Horizont. Anders als im transienten Fall ist dieser Horizont, d.h. die Simula-
tionslaufla¨nge, konstant und fu¨r alle La¨ufe gleich. Außerdem wird die Einschwingphase
beachtet, indem ein Index ` mit 0 < ` < K gewa¨hlt wird, der aus den Verfahren zur
Bestimmung der transienten Phase resultiert, und dann die Beobachtungen Xi1, . . . , Xi`
verworfen werden. Dann ist
Yi =
1
K − `
K∑
j=`+1
Xij
die Information fu¨r den Erwartungswert aus dem i–ten Simulationslauf und die Scha¨tzer
Y und S2 sowie das Konfidenzintervall C ko¨nnen wie im transienten Fall konstruiert wer-
den. Vergro¨ßert man die La¨nge ` der Einschwingphase bei festem K, so verringert sich
der durch die Anfangsbedingungen hervorgerufene systematische Fehler, die statistischen
Aussagen basieren jedoch auf einer kleineren Anzahl von Daten. Vergro¨ßert man um-
gekehrt fu¨r festes ` die La¨nge K der einzelnen Simulationsla¨ufe, so verringert sich der
systematische Fehler, da die Anfangsbedingungen weniger ins Gewicht fallen, und zudem
wa¨chst die Anzahl der gesammelten Daten. In der Praxis wa¨hlt man selbstversta¨ndlich
nicht zuerst die Simulationslaufla¨nge K und bestimmt danach die La¨nge der Einschwing-
phase `. Vielmehr beginnt man mit der Bestimmung von ` und wa¨hlt dann K deutlich
gro¨ßer als `, oft als ein Vielfaches. Die Anzahl N der unabha¨ngigen Simulationsla¨ufe hat
keinen Einfluß auf den systematischen Fehler, sondern vergro¨ßert lediglich die Anzahl der
Ausgabedaten.
Die Methode der unabha¨ngigen Simulationsla¨ufe von endlichem Horizont hat sicherlich
den Vorteil, daß sie sehr einfach ist, woraus sich auch die weite Verbreitung erkla¨rt. Sie
kann jedoch in der Variante fu¨r stationa¨re Leistungsmaße einen erheblichen Aufwand
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zur Bestimmung
”
guter“ Werte fu¨r K und ` erfordern. Zudem ist oft selbst bei sehr
langen Simulationsla¨ufen eine große Anzahl von La¨ufen notwendig, um Konfidenzinter-
valle mit vorgegebener Genauigkeit zu erhalten, und in jedem dieser La¨ufe muß die unter
Umsta¨nden sehr lange Einschwingphase durchlaufen werden. Es wird also eine große Men-
ge von generierten Daten nicht genutzt. Wir wollen nun zwei Ansa¨tze zur Umgehung dieser
Problematik vorstellen, die stationa¨re Leistungsmaße aus nur einem einzigen Simulations-
lauf scha¨tzen.
Gruppenmittelwerte
Um Punktscha¨tzer und Konfidenzintervalle fu¨r stationa¨re Gro¨ßen aus einem einzigen Si-
mulationslauf zu bestimmen wird ha¨ufig die Methode der Gruppenmittelwerte (Batch
Means) angewandt. Dabei wird zuna¨chst wie bei unabha¨ngigen Simulationsla¨ufen von
endlichem Horizont eine Einschwingphase durchlaufen, um den Einfluß der Anfangsbe-
dingungen zu beseitigen oder zu verringern. Dann werden die weiteren Ausgabedaten in
gleich große Gruppen aufgeteilt und behandelt wie unabha¨ngige La¨ufe. Ein Simulations-
lauf der La¨nge K liefert Ausgabedaten X1, X2, . . . , XK. Die La¨nge der Einschwingphase
sei wieder 0 < ` < K. Die verbleibenden Xi mit i > ` werden in N Gruppen der Gro¨ße
k = K−`
N
aufgeteilt§, und mit den Gruppenmittelwerten
Yi =
1
k
k∑
j=1
X(i−1)k+`+j , i = 1, . . . , N
bildet man dann fu¨r genu¨gend große k und N wieder die Punktscha¨tzer Y und S2 sowie
das Konfidenzintervall C.
Die Methode der Gruppenmittelwerte bietet den Vorteil, daß die Einschwingphase nur
ein einziges Mal durchlaufen werden muß. Die aus dieser Methode resultierenden Scha¨tzer
sind jedoch – auch bei vollsta¨ndiger Beseitigung der Eingangsverzerrung – im allgemei-
nen nicht erwartungstreu, da die Gruppenmittelwerte abha¨ngig sind. Mit wachsender
Gruppengro¨ße k nimmt diese Abha¨ngigkeit jedoch ab, sodaß man fu¨r genu¨gend große k
nahezu unabha¨ngige Gruppenmittelwerte erha¨lt. Es gibt zahlreiche Vorschla¨ge zur Wahl
der Parameter `, N, k sowie diverse Varianten zur hier vorgestellten Methode. Fu¨r wei-
terfu¨hrende Informationen sei auf [Ban98, BFS87, LK00, Rip87, Ros02, Rub81, RM98]
und die zahlreichen dort enthaltenen Literaturhinweise sowie auf [SW99, YS00] verwiesen.
Regenerative Simulation
Ein weiterer verbreiteter Ansatz zur Scha¨tzung stationa¨rer Leistungsmaße aus einem ein-
zigen Simulationslauf ist die regenerative Simulation, die aus mathematischer Sicht viel-
leicht die eleganteste Variante ist. Sie wurde unabha¨ngig von Crane und Iglehart [CI74a,
CI74b, CI75] sowie Fishman [Fis73, Fis74] vorgeschlagen. Wir stellen hier die Grundlagen
§Dabei sind die Parameter K, `, N so zu wa¨hlen, daß k ganzzahlig ist.
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vor, ausfu¨hrliche Darstellungen findet man etwa in [CL77, IS80, She93, Gly94, GH01].
Erfu¨llt das zu simulierende System bzw. der Ausgabeprozeß der Simulation spezielle Ei-
genschaften, so kann man Punktscha¨tzer und Konfidenzintervalle fu¨r stationa¨re Gro¨ßen
mit Hilfe der Methode der regenerativen Simulation aus einem einzigen Simulationslauf
ohne Einschwingphase bestimmen.
Die Idee besteht darin, den Simulationslauf so in Blo¨cke aufzuteilen, daß die Blo¨cke nicht
nur identisch verteilt sondern auch unabha¨ngig sind. Dabei wird die Eigenschaft vieler
Systeme ausgenutzt, daß es Systemzusta¨nde gibt, zu denen die weitere Entwicklung des
Systems unabha¨ngig von der vorherigen Entwicklung ist. Das System nimmt diese soge-
nannten Regenerationszusta¨nde zu zufa¨lligen Regenerationszeitpunkten, die endlich weit
auseinander liegen, unendlich oft an. Die Regenerationszeitpunkte bilden dann die Zerle-
gung des Simulationslaufes in unabha¨ngige identisch verteilte Blo¨cke. Im Gegensatz zur
Methode der Gruppenmittelwerte haben diese Blo¨cke jedoch unterschiedliche La¨ngen.
Die Anwendbarkeit des Verfahrens ha¨ngt davon ab, ob das zu simulierende System
oder Modell regenerativ ist, also regenerative Zusta¨nde hat, und ob diese regenerati-
ven Zusta¨nde identifizierbar sind. Falls dies zutrifft, ist die regenerative Simulation ein
ma¨chtiges Verfahren fu¨r stationa¨re Leistungsmaße. Insbesondere ist in irreduziblen positiv
rekurrenten Markovketten jeder Zustand regenerativ.
Informell ist ein regenerativer Prozeß ein Prozeß mit der Eigenschaft, daß zufa¨llige Zeit-
punkte, Regenerationspunkte, existieren, zu denen der Prozeß probabilistisch neu startet.
Typischerweise sind dies Ru¨ckkehrzeiten zu einem bestimmten Zustand des Prozesses.
Wesentlich ist, daß zwischen zwei aufeinanderfolgenden Regenerationspunkten die Ent-
wicklung des Prozesses eine probabilistische Replikation des Prozesses zwischen jedem
anderen Paar von Regenerationspunkten ist. Wir wollen nun formal den Begriff des rege-
nerativen Prozesses definieren. Dazu beno¨tigen wir zuna¨chst
Definition 3.1 (Stoppzeit) Eine ganzzahlige positive Zufallsvariable N heißt Stoppzeit
fu¨r einen diskreten stochastischen Prozeß (Xn)n∈IN, falls fu¨r alle n ∈ IN das Ereignis
{N = n} unabha¨ngig von Xn+1, Xn+2, . . . ist, d.h. aus der Geschichte des Prozesses bis
zur Zeit n bestimmt werden kann. Eine reelle Zufallsvariable T mit Werten in [0,∞) heißt
Stoppzeit fu¨r einen stetigen stochastischen Prozeß (Xt)t≥0, falls fu¨r alle endlichen t ≥ 0
das Ereignis {T ≤ t} unabha¨ngig von (Xu)u>t ist, also aus der Geschichte des Prozesses
bis zur Zeit t bestimmt werden kann.
Intuitiv wird also, wenn N = n gilt, nach Beobachtung von X1, . . . , Xn bzw. wenn T ≤ t
gilt, nach Beobachtung von (Xu)u≤t gestoppt.
Beispiel 3.4 Seien X1, X2, . . . unabha¨ngig mit P{Xi = 0} = P{Xi = 1} = 12 . Dann ist
N = min{n : X1 + · · ·+ Xn = 10}
eine Stoppzeit.
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Definition 3.2 (Regenerativer Prozeß) Ein stochastischer Prozeß (Xt)t≥0 heißt regene-
rativ, falls
(i) eine Folge (Tn)n∈IN von Stoppzeiten existiert, die einen Erneuerungsprozeß bildet,
d.h. die Zufallsvariablen τn := Tn − Tn−1, n ≥ 1 sind unabha¨ngig und identisch
verteilt, und
(ii) fu¨r jede Folge 0 ≤ t1 < t2 < · · · < tm, m ≥ 1 und n ≥ 0 sind (Xt1 , . . . , Xtm) und
(XTn+t1 , . . . , XTn+tm) identisch verteilt, und die Prozesse (Xt)0≤t<Tn und (XTn+t)t≥0
sind unabha¨ngig.
Die zufa¨lligen Stoppzeiten Tn heißen dann Regenerationspunkte oder Regenerationszeiten
und (Xt)Tn−1<t≤Tn heißt n–ter Regenerationszyklus des regenerativen Prozesses (Xt)t≥0.
Die La¨nge des n–ten Regenerationszyklus ist durch die Zufallsvariable τn gegeben. Ein
Zustand des Prozesses zu einer Regenerationszeit heißt Regenerationszustand.
Bemerkung: Obige Definition ist zwar in der Variante fu¨r stetige Prozesse formuliert,
deckt aber den Fall diskreter Prozesse mit ab.
Es ist leicht zu pru¨fen, daß irreduzible positiv rekurrente Markovketten, diskret oder stetig,
sowie Semi-Markovprozesse mit endlichem oder abza¨hlbarem Zustandsraum regenerativ
sind, wobei jeder Zustand Regenerationszustand ist. Ebenso sind fu¨r stabile GI/GI/1–
Warteschlangensysteme die Prozesse der Anzahl von Kunden und der Wartezeiten von
Kunden regenerativ. Dabei sind die Regenerationspunkte jeweils die Zeiten, zu denen ein
Bediener zu arbeiten beginnt, nachdem er eine gewisse Zeit unta¨tig war, also jeweils der
Beginn einer Bescha¨ftigungszeit (busy period). Regenerationszustand ist also das leere Sy-
stem. Fu¨r die Simulation sind einige Eigenschaften regenerativer Prozesse wesentlich, die
wir ohne Beweis angeben wollen. Wir beginnen mit der Feststellung, daß fu¨r regenerati-
ve Prozesse (Xn), diskret oder stetig, und reelle meßbare Funktionen f auch der Prozeß
(f(Xn)) regenerativ ist, und geben nun die fundamentale Aussage fu¨r die regenerative
Simulation.
Seien u¨ber dem i-ten Regenerationszyklus fu¨r diskrete Prozesse die Summe und fu¨r stetige
Prozesse das Integral
Yi :=
Ti∑
n=Ti−1+1
f(Xn), Yi :=
∫ Ti
Ti−1
f(Xn)dn
definiert, so ist ((Yi, τi)) eine Folge unabha¨ngiger identisch verteilter Zufallsvektoren, so-
wohl die Yi als auch die τi sind unabha¨ngig und identisch verteilt, und man kann den
Erwartungswert darstellen als
µ =
E[Y1]
E[τ1]
. (3.6)
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Simuliert man nun den Prozeß (Xi) u¨ber N Zyklen, so erha¨lt man Y1, . . . , YN und
τ1, . . . , τN . Dann ist nach dem starken Gesetz der großen Zahlen
µˆ =
Y
τ
, (3.7)
wobei Y und τ die jeweiligen Stichprobenmittel bezeichnen, ein stark konsistenter Scha¨tzer
fu¨r µ. Die Konstruktion von Konfidenzintervallen erfolgt nun mit Hilfe der Zufallsvariablen
Zi := Yi−µτi, i = 1, . . . , N und Anwendung des Zentralen Grenzwertsatzes. Da die (Yi, τi)
unabha¨ngig und identisch verteilt sind, folgt leicht, daß die Zi unabha¨ngige identisch
verteilte Zufallsvariablen sind, und fu¨r die Varianz gilt
σ2(Zi) = σ
2(Yi)− 2µ cov(Yi, τi) + µ2σ2(τi).
Mit dem Zentralen Grenzwertsatz erha¨lt man fu¨r den Erwartungswert µ das (1 − α) –
Konfidenzintervall[
µˆ− z1−α/2
τ
√
S2
N
, µˆ +
z1−α/2
τ
√
S2
N
]
,
wobei S2 der erwartungstreue Scha¨tzer fu¨r die Varianz der Zi ist, also
S2 = S11 − 2µS12 + µ2S22
mit den Stichprobenvarianzen
S11 =
1
N − 1
N∑
i=1
(Yi − Y )2, S22 = 1
N − 1
N∑
i=1
(τi − τ)2
und der Stichprobenkovarianz
S12 =
1
N − 1
N∑
i=1
(Yi − Y )(τi − τ ).
Die regenerative Simulation bietet den Vorteil, daß keine transiente Phase zu durchlaufen
ist, und daß die Simulationslaufla¨ngen nicht angegeben werden mu¨ssen. Sie ist asym-
ptotisch exakt und zudem verha¨ltnisma¨ßig leicht versta¨ndlich und implementierbar. Pro-
blematisch kann sein, daß ein zu untersuchendes System nicht regenerativ ist oder die
Regenerationspunkte schwer zu bestimmen sind. Fu¨r regenerative Prozesse mit großem
Zustandsraum ko¨nnen zudem die Regenerationszyklen sehr lang sein, wenn man einen ein-
zelnen Regenerationszustand wa¨hlt. Diese Problematik wird jedoch ha¨ufig umgangen, in-
dem man regenerative oder anna¨hernd regenerative Mengen von Zusta¨nden wa¨hlt. Gerade
zur Simulation stationa¨rer Gro¨ßen in Markovketten, wie etwa Zustandswahrscheinlichkei-
ten, wird die regenerative Simulation ha¨ufig angewandt. Insbesondere bei Anwendung des
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Importance–Sampling–Verfahrens bietet sie oft große Vorteile, wie wir an spa¨terer Stelle
sehen werden.
Abschließend wollen wir noch darauf hinweisen, daß bei der regenerativen Simulation
auch andere Scha¨tzer und daraus resultierende Konfidenzintervalle u¨blich sind, wie et-
wa als bekanntestes Beispiel die sogenannten Jackknife–Konfidenzintervalle. Der Grund
fu¨r die Verwendung auch anderer als das beschriebene klassische Konfidenzintervall be-
steht darin, daß fu¨r die bei der regenerativen Simulation notwendige Bestimmung von
Scha¨tzern fu¨r Quotienten von Erwartungswerten in einigen Fa¨llen mit kleinen Stichpro-
bengro¨ßen alternative Konfidenzintervalle besser sind, in dem Sinne, daß sie eine ho¨here
U¨berdeckungswahrscheinlichkeit besitzen, d.h. daß das theoretische Konfidenzniveau und
die tatsa¨chliche Wahrscheinlichkeit fu¨r das Enthaltensein im konstruierten Konfidenzin-
tervall na¨her beieinander liegen. Fu¨r wachsende Stichprobengro¨ßen vermindert sich jedoch
dieser Effekt, und zudem erfordern alle gebra¨uchlichen alternativen Ansa¨tze einen Ver-
waltungsmehraufwand der mindestens quadratisch in der Anzahl der Simulationsla¨ufe ist.
Einen ausfu¨hrlichen Vergleich von Scha¨tzern und Konfidenzintervallen fu¨r den Quotienten
von Erwartungswerten findet man in [Igl75].
3.2.3 Implementierungsfragen
In den meisten Fa¨llen wird man nicht eine vorab fest gewa¨hlte Anzahl von Simulati-
onsla¨ufen oder Regenerationszyklen bzw. eine Simulation mit einer festen Anzahl von
Batches durchfu¨hren und sich mit dem resultierenden Konfidenzintervall zufriedengeben.
Vielmehr simuliert man, bis eine vorgegebene Genauigkeit erreicht ist, also so lange, bis
die absolute oder relative halbe Breite des Konfidenzintervalls kleiner als eine vorgegebene
Schranke ist. Dazu existieren im wesentlichen zwei Varianten, zweistufige und sequentielle
Verfahren.
Bei zweistufigen Verfahren wird zuna¨chst eine relativ kleine Anzahl von Simulationsla¨ufen
durchgefu¨hrt, und dann aus den daraus erhaltenen Konfidenzintervallen die Anzahl
beno¨tigter Simulationsla¨ufe fu¨r die vorgegebene Genauigkeit berechnet. Genaueres da-
zu findet man etwa in [Ban98, BFS87, LK00]. Bei sequentiellen Verfahren wird sukzessive
nach jedem Simulationslauf ein Konfidenzintervall berechnet und die Abbruchbedingung
gepru¨ft.
Bei der Implementierung der Verfahren zur statistischen Auswertung von Simulations-
daten ist sicher sofort klar, daß Erwartungswerte oder Stichprobenmittel mit geringem
Speicheraufwand berechnet werden ko¨nnen. Es sind lediglich alle beteiligten Werte in
einer Variablen sukzessive zu addieren und schließlich durch die Stichprobengro¨ße zu di-
vidieren. Bei der Berechnung von Stichprobenvarianzen und -kovarianzen stellt sich je-
doch ein Problem. Fu¨hrt man diese Berechnung direkt gema¨ß der Definitionen durch, so
mu¨ssen alle beteiligten Zwischenergebnisse gespeichert werden. Dies kann, insbesondere
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bei der gleichzeitigen Scha¨tzung mehrerer Leistungsmaße, einen hohen Speicheraufwand
erfordern. Daher ist es erstrebenswert, auch die Berechnung der Stichprobenvarianz und
der Stichprobenkovarianz effizient durchzufu¨hren. Ebenso ist es fu¨r sequentielle Verfahren
hilfreich, die aktuellen Werte der Stichprobenmittel, –varianzen und –kovarianzen aus den
jeweils vorherigen Werten iterativ zu berechnen. Wir wollen nun zeigen, wie dies erreicht
werden kann. Es bezeichne Y n das Stichprobenmittel nach n Simulationsla¨ufen bzw. Bat-
ches oder Regenerationszyklen, also das Stichprobenmittel einer Stichprobe der Gro¨ße n.
Dann kann man Y n aus Y n−1 berechnen durch
Y n = Y n−1 +
1
n
(Yn − Y n−1),
denn
Y n =
1
n
n∑
i=1
Yi =
1
n
n−1∑
i=1
Yi +
1
n
Yn =
n− 1
n
· 1
n− 1
n−1∑
i=1
Yi +
1
n
Yn
=
n− 1
n
· Y n−1 + 1
n
Yn
=
1
n
(
(n− 1) Y n−1 + Yn
)
=
1
n
(
nY n−1 − Y n−1 + Yn
)
= Y n−1 +
1
n
(
Yn − Y n−1
)
.
Analog kann man die Stichprobenvarianz S2n fu¨r Stichproben der Gro¨ße n berechnen. Dazu
sei
Q2n := (n− 1)S2n.
Es gilt
Q2n = Q
2
n−1 +
n− 1
n
· (Yn − Y n−1)2 ,
und damit folgt
S2n =
1
n− 1Q
2
n =
1
n− 1
(
Q2n−1 +
n− 1
n
· (Yn − Y n−1)2
)
=
1
n− 1
(
(n− 2)S2n−1 +
n− 1
n
· (Yn − Y n−1)2
)
.
Auch die bei regenerativer Simulation notwendige Berechnung von Kovarianzen kann ite-
rativ durchgefu¨hrt werden. Es seien S
(n)
12 die Stichprobenkovarianz und τ n das Stichpro-
benmittel der Zyklenla¨nge nach n Regenerationszyklen. Dann gilt
S
(n)
12 =
1
n− 1
(
S
(n−1)
12 +
Y n−1 − (n− 1)Yn
n− 1 ·
τn−1 − (n− 1)τn
n
)
.
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Damit schließen wir den Abschnitt u¨ber allgemeine Methoden zur statistischen Analyse
von Simulationsdaten und kommen zu speziellen Verfahren fu¨r die Simulation seltener
Ereignisse.
3.3 Importance Sampling
Das am weitesten verbreitete und am ha¨ufigsten angewandte Verfahren zur Simulati-
on seltener Ereignisse ist das Importance–Sampling–Verfahren, das gelegentlich auch als
Verfahren der wesentlichen Stichproben bezeichnet wird. Importance Sampling ist eine
allgemeine, also nicht nur fu¨r die Simulation seltener Ereignisse geeignete, Methode zur
Varianzreduktion, die darauf basiert, das zugrundeliegende Wahrscheinlichkeitsmaß so zu
vera¨ndern, daß die zu untersuchenden Ereignisse ha¨ufiger auftreten. Um die auf diese
Weise systematisch verfa¨lschten Ergebnisse auf das Originalmaß zuru¨ckzurechnen, wer-
den sie mit einem Korrekturfaktor, dem sogenannten Likelihood–Quotienten (likelihood
ratio), multipliziert. Die daraus resultierenden Scha¨tzer fu¨r die gesuchten Gro¨ßen sind da-
bei ohne zusa¨tzliche Annahmen erwartungstreu. Leider gibt es keine allgemeine Form des
Importance Sampling, die in jedem Fall eine Varianzreduktion garantiert. Es existieren
jedoch zahlreiche Strategien zur Durchfu¨hrung der Vera¨nderung des Wahrscheinlichkeits-
maßes, des sogenannten Maßwechsels (change of measure), die fu¨r bestimmte Modelle
zur Varianzreduktion fu¨hren. Ha¨ufig werden dabei Modellparameter, die die Seltenheit
beeinflussen, vera¨ndert, und man spricht auch von Parameter–Biasing.
Importance Sampling wurde bereits in den 40er Jahren im Rahmen von Untersuchungen
in der Nuklearphysik von Forschern wie u.a. Fermi, Kahn, Metropolis, von Neumann und
Ulam angewendet [KM53], hauptsa¨chlich zur Bestimmung komplizierter mehrdimensio-
naler Integrale. Bis zum Beginn der 80er Jahre blieben effiziente Monte–Carlo–Verfahren
fu¨r statische Systeme in der Nuklear- und Quantenphysik die Hauptanwendungsgebiete
fu¨r Importance Sampling. Ausfu¨hrliche Beschreibungen zahlreicher fru¨her Anwendungen
findet man in [HH64] und [Hal70]. Eine Arbeit von Siegmund [Sie76] bildet die Grundlage
fu¨r die Anwendbarkeit des Verfahrens auf zahlreiche weitere Gebiete. Ein Zusammenhang
zwischen Importance Sampling und der Theorie großer Abweichungen wird erstmals in
[CFM83] hergestellt. Diese Arbeit entha¨lt zudem die erste Anwendung von Importance
Sampling auf die Simulation seltener Ereignisse in Warteschlangenmodellen fu¨r Kommu-
nikationssysteme.
Parallel dazu wurde Importance Sampling auch im Bereich der Nuklearphysik im Zu-
sammenhang mit Zuverla¨ssigkeitsuntersuchungen weiterentwickelt. So wurde in [LB84]
mit dem Failure Biasing eine wichtige Heuristik eingefu¨hrt, die spa¨ter auch in vielen
Arbeiten aus dem Bereich der Computer– und Kommunikationssysteme modifiziert und
erweitert wurde (siehe 4.3.2). Den mathematischen Rahmen fu¨r Markovprozesse und ver-
allgemeinerte Semi–Markovprozesse (generalized semi-Markov processes, GSMP) liefert
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eine Arbeit von Glynn und Iglehart [GI89], die somit eine wichtige Grundlage fu¨r die An-
wendung von Importance Sampling insbesondere auf zahlreiche Modelle im Bereich von
Computer– und Kommunikationssystemen, Finanz– und Versicherungsmathematik, aber
auch in diversen weiteren Gebieten, in denen Markovmodelle u¨blich sind, darstellt.
Im Bereich der Zuverla¨ssigkeitsmodelle fu¨r Computer– und Kommunikationsysteme, feh-
lertoleranter Systeme, wurde die erwa¨hnte Heuristik aus dem Bereich der Nuklearphysik
verallgemeinert und weiterentwickelt. Dabei wurde Importance Sampling insbesondere
fu¨r eine eingeschra¨nkte Klasse von Markovschen Zuverla¨ssigkeitssystemen erfolgreich an-
gewandt, und vielfach konnten dafu¨r unter gewissen Voraussetzungen Effizienzergebnis-
se bewiesen werden. Die wichtigsten Arbeiten seien hier in chronologischer Reihenfolge
genannt, [GHS87, Sha90, Car92, GSH+92, HNS92, JS92, NHS92, GHNS93, NSHG93,
HSN94, Nak94, Sha94a, Sha94b, Nak95, Nak96, AS98]. Allerdings erweist sich die Ver-
allgemeinerung auf weniger eingeschra¨nkte Markovmodelle oder gar nicht–Markovsche
Modelle als außerordentlich schwierig.
Gleichzeitig wurde im Bereich der Warteschlangenmodelle seit Ende der 80er Jah-
re eine Vielzahl von Arbeiten zur Entwicklung neuer Heuristiken fu¨r Warteschlan-
gennetze und zu Beweisen und Widerlegungen von Effizienzeigenschaften in einfachen
Einbediener– oder Tandemsystemen vero¨ffentlicht, als wichtigste zu nennen sind in chro-
nologischer Reihenfolge [Fre89, PW89, FLA91, Sad91, Tso92, DT93b, KW93, Sad93,
WF93, GK95, LR97, Hee98b, Rid98, KN99b, dBNR00, Rid00, KN02], sowie die Dis-
sertationen [Yan95, Hsi97, Hee98a, dB00]. Eine Verbindung zu effektiven Bandbreiten
in Kommunikationsnetzen stellen die Arbeiten [CHJS94] und [VCW94] her. Daraus re-
sultieren Verfahren speziell fu¨r ATM–Netze. Weitere Arbeiten in diesem Bereich sind
[Man98, FDL99, KN99a, DGPT00, TPD00]. Dennoch ist bis heute die Entwicklung ef-
fizienter Verfahren fu¨r Warteschlangennetze, selbst fu¨r Markovsche Tandemsysteme, ein
offenes Problem.
Einen detaillierten U¨berblick u¨ber die Anwendung von Importance Sampling auf
Warteschlangen- und Zuverla¨ssigkeitsmodelle fu¨r Computer– und Kommunikationssyste-
me mit dem Stand der Forschung bis zum Jahre 1995 und einem ausfu¨hrlichen Litera-
turverzeichnis findet man in [Hei95]. Weitere U¨bersichtsartikel sind [AR95, Sha95, Jun03,
NSN01].
Ein weiteres wichtiges Anwendungsgebiet fu¨r Importance Sampling im Bereich der Kom-
munikationssysteme ist die Bestimmung kleiner Bitfehlerraten und –wahrscheinlichkeiten
in digitalen Kommunikationskana¨len, erstmals in [SB80] beschrieben. Auch dazu existiert
eine Reihe von Arbeiten mit Vorschla¨gen zu Heuristiken und Effizienzbeweisen, etwa
[Jer84, LY88, JHSR89, LY91, OA92, ADT93, CLSY93, Sch93]. Eine U¨bersicht bieten hier
[JBS92, SSG97, Sri02]. Daru¨berhinaus spielt Importance Sampling auch eine wichtige
Rolle in der Finanz- und Versicherungsmathematik, etwa bei der Bestimmung von Ruin-
wahrscheinlichkeiten oder der Optionsbewertung [LN92, GHS99a, GHS99b, JSC99, SF00].
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In zunehmendem Maße gewinnen sowohl in der Versicherungs– und Finanzmathematik
als auch im Bereich von Computer– und Kommunikationssystemen sogenannte endlastige
Wahrscheinlichkeitsverteilungen (heavy–tailed distributions) und insbesondere eine Teil-
klasse, die subexponentiellen Verteilungen [GK98b, GJK99, Sig99], immer mehr an Be-
deutung, beispielsweise bei der Modellierung von Katastrophen, von Datenverkehr oder
Benutzerverhalten in Rechnernetzen oder von Bedienzeiten. Da die analytische Behand-
lung solcher Verteilungen, etwa mittels der Theorie großer Abweichungen, meist nicht
mo¨glich ist, wird auch hier in letzter Zeit immer ha¨ufiger auf stochastische Simulation
und im Falle seltener Ereignisse insbesondere auf Importance Sampling zuru¨ckgegriffen,
siehe [JSC99, ABH00, BM00, BS00, GHS00, JS02]. Jedoch erweist sich das Vorliegen
endlastiger Verteilungen auch bei der Simulation als zusa¨tzliche Schwierigkeit.
Eine ha¨ufig von Anwendern gestellte Forderung ist die nach Softwareunterstu¨tzung oder
Tool Support, also die Integration von Verfahren zur Simulation seltener Ereignisse, ins-
besondere Importance Sampling, in Softwarepakete. Es gibt bisher nur wenige Software-
pakete zur Leistungsbewertung, die Techniken der Simulation seltener Ereignisse nutzen.
Zu nennen sind hier fu¨r Markovsche Zuverla¨ssigkeitssysteme das System SAVE¶, das eine
Modellierungssprache zur Spezifikation des Modells entha¨lt, woraus die zugrundeliegende
Markovkette erzeugt wird, die dann numerisch oder simulativ gelo¨st werden kann. SAVE
beinhaltet eine Implementierung der Balanced-Failure-Biasing–Heuristik (siehe 4.3.2) fu¨r
Importance Sampling. Im Softwarepaket UltraSAN‖ wird ebenfalls aus einer gegebenen
Spezifikation die Markovkette erzeugt, die dann numerisch oder simulativ gelo¨st werden
kann. Im Gegensatz zu SAVE ist hier keine spezielle Heuristik oder Strategie fu¨r Import-
ance Sampling vorgegeben, sondern der Benutzer kann bzw. muß den Maßwechsel selbst
angeben. Dies erschwert natu¨rlich die Benutzung von UltraSAN durch Laien auf dem
Gebiet des Importance Sampling.
Wu¨nschenswert ist eine Unterstu¨tzung, die auch Benutzern ohne Kenntnisse von Im-
portance Sampling die Simulation seltener Ereignisse ermo¨glicht. Die Schwierigkeit da-
bei besteht jedoch gerade darin, daß es keine allgemeine oder zumindest fu¨r eine große
Klasse von Modellen zur Leistungsbewertung geeignete Maßwechselstrategie gibt. Dies
unterstreicht also auch aus Anwendersicht die Notwendigkeit neuer mo¨glichst allgemei-
ner und automatischer Methoden zur Bestimmung von Maßwechseln. Die Integration
von Importance–Sampling–Techniken in das objektorientierte, auf der Sprache C++ ba-
sierende Simulationspaket OMNeT++ [Var02], an dessen Weiterentwicklung wir aktiv
mitwirken, ist in Planung. Hierfu¨r wurden bereits erste Voraussetzungen fu¨r eine Benut-
zerunterstu¨tzung geschaffen. Dies beinhaltet die fu¨r dieses System zuna¨chst notwendige
Erweiterung in Bezug auf die Generierung zufa¨lliger Gro¨ßen [SVM03b, SVM03a], die
Mo¨glichkeit angemessener statistischer Auswertungen sowie erste Ansa¨tze zur Integration
von Importance–Sampling–Methoden.
¶
System Availability Estimator, [GCD+86]
‖Ultra Stochastic Activity Network, [CFJ+91, OS94, SOQW95]
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3.3.1 Einfu¨hrendes Anwendungsbeispiel
Wir haben nun bereits mehrfach erwa¨hnt, daß die Idee beim Importance Sampling dar-
in besteht, das zugrundeliegende Wahrscheinlichkeitsmaß so zu vera¨ndern, daß seltene
Ereignisse ha¨ufiger auftreten, und dann die Ergebnisse auf das Originalmaß zuru¨ckzu-
rechnen. Wir wollen, bevor wir das Verfahren formal beschreiben, zuna¨chst die praktische
Durchfu¨hrung demonstrieren.
Gegeben sei eine mit Parameter λ > 0 exponentiell verteilte Zufallsvariable X mit Dichte
f , also mit
f(x) = λe−λx, x > 0, Ef [X] =
1
λ
.
Zu scha¨tzen sei die Wahrscheinlichkeit
γ := P{X > c} = E[I{X>c}],
daß X einen vorgegebenen Wert c u¨berschreitet, also eine sogenannte Tail–Wahrschein-
lichkeit. Eine Standard–Simulation fu¨r eine Stichprobe der Gro¨ße N arbeitet nach dem
folgenden Algorithmus:
p := 0;
for i = 1 to N do
Erzeuge exp(λ)-verteilte Zufallszahl x;
if x > c then p := p + 1; fi;
od;
p := p/N.
Damit ist p Scha¨tzung fu¨r γ. Ist der Wert c jedoch wesentlich gro¨ßer als der Erwartungs-
wert E[X], so ist {X > c} ein seltenes Ereignis. Eine Mo¨glichkeit, Importance Sampling
auf diesen Fall anzuwenden, um das seltene Ereignis ha¨ufiger zu erzeugen, besteht darin,
eine mit Parameter µ, 0 < µ < λ, exponentiell verteilte Zufallsvariable mit Dichte f ∗ zu
simulieren, also mit
f ∗(x) = µe−µx, x > 0, Ef∗ [X] =
1
µ
,
wobei Ef∗ [X] > Ef [X] gilt, und dann die so erhaltenen Beobachtungen auf die exp(λ)-
verteilte Zufallsvariable X umzurechnen. Als Korrekturfaktor fu¨r diese Umrechnung dient
der Likelihood–Quotient
L(x) :=
f(x)
f ∗(x)
=
λ
µ
e(µ−λ)x.
Eine solche Importance–Sampling–Simulation fu¨r eine Stichprobe der Gro¨ße N arbeitet
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dann nach dem folgenden Algorithmus:
p := 0;
for i = 1 to N do
Erzeuge exp(µ)-verteilte Zufallszahl x;
if x > c then p := p + 1 · f(x)
f ∗(x)
; fi;
od;
p := p/N.
Es ist dann p wieder Scha¨tzung fu¨r γ. Das Beispiel verdeutlicht die Funktionsweise von
Importance Sampling und gleichzeitig die Problematik bei der Anwendung des Verfah-
rens. So ko¨nnte beispielsweise die Wahl einer nicht exponentiell verteilten Zufallsvariable
fu¨r die Importance–Sampling–Simulation bessere Ergebnisse liefern als die Wahl einer
exponentiell verteilten Zufallsvariablen. Zudem bleibt unabha¨ngig von der Wahl der Ver-
teilungsfamilie offen, wie die jeweiligen Parameter der Verteilung zu wa¨hlen sind. So kann
es etwa passieren, daß eine ungu¨nstige Wahl des Parameters µ nicht zu einer Reduktion
sondern zur Vergro¨ßerung der Varianz fu¨hrt. Das Hauptproblem beim Importance Samp-
ling ist also das Auffinden eines neuen Wahrscheinlichkeitsmaßes, so, daß eine Simulati-
onsbeschleunigung erreicht wird. Die Schwierigkeiten, die dies ha¨ufig bereitet, beschreibt
Kleijnen [Kle78] wie folgt:
Unfortunately, my own experience with this technique, applied to a complicated practical
situation (a telephone exchange) turned out to be very disappointing: much mental energy
was spent and variance didn’t decrease at all.
3.3.2 Formale Grundlagen
Die formale Grundlage fu¨r Importance Sampling in allgemeiner Form basiert auf einer An-
wendung des Satzes von Radon–Nikodym (siehe auch 2.3 und [Bau92]), und die Radon–
Nikodym–Derivierte, also der Likelihood–Quotient, erfu¨llt die Rolle des Korrekturfaktors.
Wir wollen wegen der zentralen Bedeutung an dieser Stelle die Voraussetzungen fu¨r Wahr-
scheinlichkeitsmaße nochmals angeben. Fu¨r zwei Wahrscheinlichkeitsmaße P, Q auf einem
Meßraum (Ω,A) gelte
∀A ∈ A : Q{A} = 0 ⇒ P{A} = 0,
das bedeutet, P ist auf A absolut stetig bezu¨glich Q. Dann existiert nach dem Satz von
Radon–Nikodym die Radon–Nikodym–Derivierte dP
dQ
, und es gilt
∀A ∈ A : P{A} =
∫
A
dP
dQ
dQ.
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Man nennt die Radon–Nikodym–Derivierte auch den Likelihood–Quotienten von P und
Q. Die Bedingung der absoluten Stetigkeit in der angegebenen Form ist a¨quivalent zu der
Bedingung
∀A ∈ A : P{A} > 0 ⇒ Q{A} > 0.
Es ist also auch Q{A} > 0 mo¨glich, wenn P{A} = 0 gilt. Das bedeutet, daß das Wahr-
scheinlichkeitsmaß Q Ereignissen, die unter dem Wahrscheinlichkeitsmaß P unmo¨glich
sind, eine positive Wahrscheinlichkeit zuordnen kann. Diese Tatsache kann sich insbeson-
dere bei der Suche nach Maßwechseln fu¨r das Importance–Sampling–Verfahren als nu¨tzlich
erweisen.
Die fu¨r Importance Sampling grundlegende Eigenschaft ist die Identita¨t von Erwartungs-
werten gema¨ß P und von mit dem Likelihood–Quotienten gewichteten Erwartungswerten
gema¨ß Q. Sei nun also L eine Version des Likelihood–Quotienten und H eine Zufallsva-
riable auf (Ω,A). Dann gilt
EP [H] =
∫
H(ω)dP =
∫
H(ω)L(ω)dQ = EQ[HL]. (3.8)
Insbesondere ist die Wahrscheinlichkeit eines Ereignisses der Erwartungswert seiner Indi-
katorfunktion. Definiert man also H(ω) := IA(ω), so erha¨lt man fu¨r die Wahrscheinlichkeit
jedes Ereignisses A ∈ A
P{A} = EP [IA] =
∫
IA(ω)dP =
∫
IA(ω)L(ω)dQ = EQ[IAL]. (3.9)
Man nennt bei Anwendung von Importance Sampling das Wahrscheinlichkeitsmaß Q auch
das Importance–Sampling–Maß, abgeku¨rzt IS–Maß, und die korrespondierende Dichte die
Importance–Sampling–Dichte oder kurz IS–Dichte.
Ha¨ufig werden in der Literatur die Gleichungen (3.8) und (3.9) mit den obigen Vor-
aussetzungen als die Grundlagen von Importance Sampling angegeben. Die genannten
Voraussetzungen stellen in dieser Form jedoch unno¨tige Einschra¨nkungen an die Wahl
der IS–Dichte dar. Wir sehen leicht, daß zur Berechnung des Erwartungswertes in (3.8)
nur solche Integranden etwas beitragen, fu¨r die H(ω) 6= 0 gilt. Somit reicht es aus, die
absolute Stetigkeit von P bezu¨glich Q nur auf {A ∈ A : (∃ ω ∈ A : H(ω) 6= 0)} vor-
auszusetzen. Ebenso reicht bei der Berechnung der Wahrscheinlichkeit nach (3.9) aus, die
absolute Stetigkeit auf den Mengen, deren Schnitt mit A nicht leer ist, vorauszusetzen,
also auf A ∩ A := {A ∩ A˜ : A˜ ∈ A}, der Spur–σ–Algebra von A in A. Da A ∈ A gilt,
besteht A ∩ A gerade aus allen zu A geho¨renden Teilmengen von A, also aus allen Er-
eignissen, die A umfaßt. Damit ist dann fu¨r Ereignisse A˜ ∈ A mit A ∩ A˜ = ∅ auch dann
Q{A˜} = 0 erlaubt, wenn P{A˜} > 0 ist. Diese Tatsache erweist sich fu¨r Importance Samp-
ling als sehr nu¨tzlich, und wir werden bei der Diskussion eines optimalen IS–Scha¨tzers
56 3 SIMULATION SELTENER EREIGNISSE
sogar sehen, daß sie fu¨r dessen Existenz notwendig ist. Da wir Obiges aus den allgemeinen
Importance–Sampling–Formeln gefolgert haben, formulieren wir dies als
Korollar 3.1 Zur Berechnung des Erwartungswertes in (3.8) bzw. zur Berechnung der
Wahrscheinlichkeit in (3.9) reicht es aus, die absolute Stetigkeit von P bezu¨glich Q auf
der Menge
{A ∈ A : (∃ ω ∈ A : H(ω) 6= 0)}
bzw. auf der Menge
A ∩ A := {A ∩ A˜ : A˜ ∈ A}
vorauszusetzen.
Im weiteren Verlauf dieser Arbeit wollen wir auf die eher maßtheoretisch orientierte No-
tation verzichten. Die Darstellung in allgemeiner Form ermo¨glicht uns, die konkreten An-
wendungsfa¨lle als Spezialfall abzuleiten, und wir mu¨ssen dann lediglich jeweils die zur ab-
soluten Stetigkeit korrespondierende Bedingung sowie die spezielle Form des Likelihood–
Quotienten angeben, wobei wir uns jeweils der im betrachteten Anwendungsbereich ge-
bra¨uchlicheren Notationen bedienen ko¨nnen.
Sei X eine stetige reelle Zufallsvariable mit Dichte f, und seien g eine reelle Funktion und
f ∗ eine weitere Dichte mit f ∗(x) = 0 ⇒ g(x)f(x) = 0 fu¨r alle x ∈ IR und
L(x) :=


f(x)
f ∗(x)
, falls f ∗(x) 6= 0,
0, sonst
der Likelihood–Quotient von f und f ∗. Dann ist
γ := Ef [g(X)] =
∞∫
−∞
g(x)f(x)dx =
∞∫
−∞
g(x)L(x)f ∗(x)dx = Ef∗ [g(X)L(X)].
Es ist dabei zu beachten, daß fu¨r f ∗(x) = 0 nur g(x)f(x) = 0 und damit die absolute
Stetigkeit von f bezu¨glich f ∗ nicht fu¨r alle x ∈ IR, sondern nur fu¨r solche mit g(x) 6= 0
gefordert wird. Insbesondere ist also f ∗(x) = 0 und f(x) 6= 0 erlaubt, falls g(x) = 0 gilt.
Durch Ersetzen der Integrationen durch Summationen in der Herleitung erha¨lt man die
entsprechende Identita¨t fu¨r diskrete Zufallsvariablen X mit Wahrscheinlichkeitsverteilun-
gen P und P ∗, wenn man f(x) := p(x) = P{X = x} und f ∗(x) := p∗(x) = P ∗{X = x}
setzt, wobei wiederum P ∗ die Bedingung der absoluten Stetigkeit erfu¨llen muß. Fu¨r Zu-
fallsvektoren gelten die selben Gleichungen, wobei f und f ∗ jeweils mehrdimensionale
Dichten oder – im diskreten Fall – mehrdimensionale Verteilungen und die Argumen-
te x entsprechende Vektoren sind. Fu¨r diskrete und stetige Markovketten entspricht f
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der Wahrscheinlichkeitsverteilung fu¨r Pfade der originalen Kette, die eindeutig durch die
U¨bergangs– bzw. Generatormatrix und eine Anfangsverteilung bestimmt ist, und f ∗ ist
Dichte eines absolut stetigen Maßes fu¨r die Pfadwahrscheinlichkeiten eines nicht notwendi-
gerweise Markovschen Prozesses, wobei die klassische Variante des Importance Sampling
fu¨r Markovketten als IS–Maß wiederum eine Markovkette wa¨hlt. Genaueres hierzu dis-
kutieren wir im Rahmen der ausfu¨hrlichen Behandlung von Importance Sampling fu¨r
Markovketten in Abschnitt 4. Wir beschreiben hier zuna¨chst allgemein die Scha¨tzer und
wichtige Eigenschaften fu¨r Importance Sampling. Dabei ist es wichtig, daran zu den-
ken, daß die Bezeichnungen f, f ∗ und L fu¨r die Originaldichte, die IS–Dichte und den
Likelihood–Quotienten fu¨r jeden der genannten Fa¨lle, also Zufallsvariablen und –vektoren
sowie Markovketten, und daru¨berhinaus fu¨r weitere stochastische Prozesse, wie etwa ver-
allgemeinerte Semi–Markovprozesse, gewa¨hlt sein ko¨nnen, jeweils mit der entsprechenden
oben diskutierten Bedeutung. Die Formeln und Ergebnisse gelten also in allgemeinem
Rahmen, es ist lediglich die Interpretation der Dichten unterschiedlich.
Fu¨r eine Stichprobe X1, X2, . . .XN bildet man den aufgrund der Erwartungstreue des
Stichprobenmittels fu¨r Erwartungswerte und obigen U¨berlegungen erwartungstreuen
Importance-Sampling-Scha¨tzer (IS-Scha¨tzer)
γˆIS =
1
N
N∑
i=1
g(Xi)L(Xi) (3.10)
fu¨r γ, und fu¨r die Varianz des IS-Scha¨tzers ergibt sich
σ2 (γˆIS) = VAR [γˆIS] = VAR
[
1
N
N∑
i=1
g(Xi)L(Xi)
]
. (3.11)
=
1
N2
VAR
[
N∑
i=1
g(Xi)L(Xi)
]
=
1
N
VAR [g(X)L(X)]
=
1
N
Ef∗ [(g(X)L(X)− γ)2]
=
1
N
Ef∗ [g(X)
2L(X)2 − 2g(X)L(X)γ + γ2]
=
1
N
(
Ef∗[g(X)
2L(X)2]− 2γEf∗[g(X)L(X)] + γ2
)
=
1
N
(
Ef∗[g(X)
2L(X)2]− 2γ2 + γ2)
=
1
N
(
Ef∗[g(X)
2L(X)2]− γ2) . (3.12)
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3.3.3 Optimale Scha¨tzer
Da Varianzen nichtnegativ sind, kann ein Scha¨tzer minimale Varianz von Null haben, und
man folgert fu¨r einen optimalen IS–Scha¨tzer
1
N
Ef∗ [(g(X)L(X)− γ)2] != 0 =⇒ f ∗opt(x) =
g(x)f(x)
γ
,
und die optimale IS–Dichte hat die Form einer bedingten Dichte. Damit ist der optimale
IS–Scha¨tzer jedoch von der gesuchten Gro¨ße γ abha¨ngig und somit nicht verfu¨gbar. Zudem
wa¨re es, selbst wenn die optimale IS–Dichte bekannt wa¨re, im allgemeinen schwierig, in
der Simulation Zufallszahlen gema¨ß dieser bedingten Dichte zu erzeugen.
Eine a¨quivalente ausfu¨hrlichere Darstellung des optimalen IS–Scha¨tzers ist gegeben durch
f ∗opt(x) =


g(x)f(x)
γ
, falls g(x) 6= 0,
0, sonst.
. (3.13)
Wir sehen also, daß die Existenz des optimalen IS–Scha¨tzers nicht garantiert ist, wenn
man die absolute Stetigkeit von f bezu¨glich f ∗ auf dem gesamten Definitionsbereich vor-
aussetzt, sondern nur genau dann, wenn man sie nur fu¨r solche Argumente mit g(x) 6= 0
fordert.
Im Eingangsbeispiel zur Simulation seltener Ereignis war speziell g die Indikatorfunk-
tion eines Ereignisses A. Fu¨r diesen zur Scha¨tzung von Wahrscheinlichkeiten wichtigen
Spezialfall erha¨lt man
σ2 (γˆIS) = VAR [γˆIS] =
1
N
(
Ef∗ [IA(X)L(X)
2]− γ2)
und die optimale IS–Dichte
f ∗opt(x) =
IA(x)f(x)
γ
=


f(x)
γ
, falls x ∈ A,
0, sonst.
(3.14)
Es ist also die bedingte Verteilung mit der Bedingung, daß das seltene Ereignis auftritt,
optimal. Wieder sehen wir, daß die Existenz des optimalen IS–Scha¨tzers nur garantiert ist
durch die Einschra¨nkung der absoluten Stetigkeit, in diesem Fall auf die Spur–σ–Algebra
A ∩ A, also man fordert f ∗(x) = 0 ⇒ IA(x)f(x) = 0. Verwendet man einen Scha¨tzer
mit Varianz Null, so bedeutet das in der Praxis, daß in Simulationen immer die gleiche
Ausgabe produziert wird. Auch dies impliziert insbesondere, daß kein Simulationslauf
generiert wird, in dem das seltene Ereignis nicht auftritt.
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Beispiel 3.5 (Optimale IS–Dichte fu¨r Tail–Wahrscheinlichkeiten von Exponentialvertei-
lungen) Fu¨r unser Beispiel, die Berechnung von γ := P{X > c} mit X exponentiell
verteilt mit Parameter λ > 0 und einem c > 0, erhalten wir aus der Kenntnis der exakten
Wahrscheinlichkeit γ = 1− P{X ≤ c} = 1− F (x) = e−λx die optimale IS–Dichte
f ∗opt(x) =
f(x)
γ
=
λe−λx
e−λc
=
λ
e−λc
e−λx = λeλce−λx, x > c.
Man u¨berpru¨ft leicht, daß dies tatsa¨chlich eine Dichte ist:
∞∫
c
λe−λce−λxdx = λeλc
∞∫
c
e−λxdx = λeλc
[
−1
λ
e−λx
]∞
c
= λeλc
1
λ
e−λc = 1.
Im allgemeinen, insbesondere fu¨r kompliziertere Dichten, ist auch f ∗opt komplizierter, und
es ist klar, daß selbst bei Kenntnis von f ∗opt die Erzeugung entsprechender Zufallszahlen ein
erhebliches Problem darstellen kann. Ist die exakte Wahrscheinlichkeit unbekannt, wie in
praktischen Anwendungen gegeben, so ist die direkte Berechnung selbstversta¨ndlich nicht
mo¨glich. Das Beispiel zeigt jedoch, daß selbst in einem so einfachen Fall wie der Expo-
nentialverteilung die optimale IS–Dichte nicht mehr zur selben Klasse von Verteilungen
korrespondiert. Sie ist verschoben und skaliert.
Mit unseren Voraussetzungen existiert also immer ein optimaler IS–Scha¨tzer mit Varianz
Null, der jedoch von der gesuchten Gro¨ße abha¨ngig ist. Da es sicherlich nicht erforder-
lich wa¨re, diese Gro¨ße per Simulation zu bestimmen, wenn sie bekannt wa¨re, ist also
der optimale Scha¨tzer im allgemeinen nicht verfu¨gbar. Damit muß es also das Ziel sein,
mo¨glichst gute Maßwechsel zu finden, die eine große Varianzreduktion ermo¨glichen, oder,
den optimalen Scha¨tzer ohne Kenntnis der gesuchten Gro¨ße zu bestimmen.
Eine naheliegende und zuna¨chst plausibel erscheinende Idee besteht darin, ausgehend
von einer Anfangsscha¨tzung  fu¨r γ anhand der Form der Dichte, die dem optimalen
IS–Scha¨tzer zugrundeliegt, die IS–Dichte iterativ anzuna¨hern. Dieser Ansatz, Maßwechsel
oder IS–Dichten direkt u¨ber die spezielle Form der optimalen IS–Dichte zu finden, scheitert
jedoch, wie wir nun formal darlegen.
Sei X Zufallsvariable auf einem Wahrscheinlichkeitsraum (Ω,A, P ) mit Dichte f und g
eine Funktion auf X. Es gelte fu¨r ein  6= 0
f ∗(x) =


g(x)f(x)

, falls g(x) 6= 0,
0, sonst.
(3.15)
Da f ∗ eine Dichte sein muß, also∫
Ω
f ∗(x)dx = 1
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gilt, folgt∫
Ω
f ∗(x)dx =
∫
Ω
g(x)f(x)

dx =
1

∫
Ω
g(x)f(x)dx =
1

Ef [g(X)] = 1
⇒  = Ef [g(X)] = γ ⇒ f ∗ = f ∗opt.
Wir haben damit also gezeigt
Lemma 3.1 Die optimale IS–Dichte ist die einzige Dichte der Form (3.15) und durch
diese Form eindeutig bestimmt.
Aussichtsreicher als der beschriebene Ansatz ist die Ausnutzung der Form des Likelihood–
Quotienten. Betrachten wir fu¨r den optimalen IS–Scha¨tzer den Likelihood–Quotienten, so
ergibt sich
∀x ∈ {x ∈ A : g(x) 6= 0} : L(x) = f(x)
f ∗opt(x)
=
γ
g(x)
(3.16)
und speziell fu¨r den Fall, daß g Indikatorfunktion eines Ereignisses A ∈ A ist
∀x ∈ A : L(x) = f(x)
f ∗opt(x)
= γ. (3.17)
Zwar ko¨nnen auch diese Gleichungen nicht direkt ausgenutzt werden, um den optimalen
IS–Scha¨tzer zu bestimmen oder anzuna¨hern, sie liefern jedoch die Information, daß fu¨r
gleiche Werte von g auch die Likelihood–Quotienten gleich sind, also
∀x, x′ ∈ {x ∈ A : g(x) 6= 0} mit g(x) = g(x′) : L(x) = L(x′) = γ
g(x)
(3.18)
und wieder speziell fu¨r Indikatorfunktionen
∀x, x′ ∈ A : L(x) = L(x′) = γ. (3.19)
Diese Identita¨ten, die wir sowohl fu¨r den Fall nicht na¨her spezifizierter Funktionen g als
auch fu¨r Indikatorfunktionen die Likelihood–Quotienten–Bedingung oder kurz die LQ–
Bedingung nennen, erweisen sich als nu¨tzliche Richtlinie fu¨r gute Maßwechsel, also beim
Auffinden guter IS–Dichten. Es lassen sich zudem daraus sogar optimale Maßwechsel ohne
Kenntnis von γ berechnen, wie wir spa¨ter fu¨r einige Beispiele von Markovketten zeigen
werden. Es reicht dabei, zu wissen, daß die betreffenden Likelihood–Quotienten gleich
sind. Selbst, falls diese Berechnung nicht mo¨glich oder, besser gesagt, ebenso aufwendig
wie die Berechnung von γ ist, liefert die LQ–Bedingung Richtlinien fu¨r gute Maßwechsel,
da sie auch ohne Kenntnis von γ, allein anhand der Struktur der Funktion g, etwa fu¨r
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Indikatorfunktionen aufgrunddessen, daß γ eine Wahrscheinlichkeit ist, zumindest Schran-
ken fu¨r die Likelihood–Quotienten vorgibt. Wir wollen nun kla¨ren und formalisieren, was
unter einem guten Maßwechsel zu verstehen ist und welche Eigenschaften fu¨r IS–Scha¨tzer
erstrebenswert sind.
3.3.4 Effizienzkriterien
Zur Beurteilung der Gu¨te von IS–Scha¨tzern verwendet man im wesentlichen zwei Effizienz-
kriterien, beschra¨nkte relative Fehler und asymptotische Optimalita¨t oder asymptotische
Effizienz. Bei der direkten Simulation seltener Ereignisse konvergiert der Simulationsauf-
wand gegen unendlich, wenn die zu bestimmende Wahrscheinlichkeit gegen Null konver-
giert, vgl. Formel (3.5). In vielen Fa¨llen konvergiert der Aufwand sogar exponentiell schnell
gegen unendlich, da die betreffende Wahrscheinlichkeit exponentiell schnell als Funktion
eines
”
Seltenheitsparameters“ gegen Null konvergiert, wie wir im Abschnitt 2 u¨ber die
Theorie großer Abweichungen gesehen haben. Insbesondere trifft dies auf U¨berlauf– und
Verlustwahrscheinlichkeiten sowie Wahrscheinlichkeiten fu¨r exzessive Warte– und Verweil-
zeiten in Warteschlangenmodellen zu, und allgemeiner fu¨r Tail–Wahrscheinlichkeiten von
Verteilungen.
Hat ein Scha¨tzer beschra¨nkten relativen Fehler, so bleibt der Aufwand unabha¨ngig von
der Seltenheit des Ereignisses beschra¨nkt. Ist ein Scha¨tzer asymptotisch optimal oder
asymptotisch effizient, so wa¨chst der Simulationsaufwand nur mit subexponentieller Rate.
Die Definition von Scha¨tzern mit beschra¨nkten relativen Fehlern gilt dabei nicht nur fu¨r
IS–Scha¨tzer, sondern la¨ßt sich allgemein fu¨r den relativen Fehler von Scha¨tzern mit einer
entsprechenden Parametrisierung formulieren, ist jedoch fu¨r uns irrelevant. Ebenso gibt
es allgemeine Definitionen fu¨r asymptotische Optimalita¨t oder Effizienz von Scha¨tzern.
Wir definieren diese Kriterien im folgenden speziell fu¨r IS–Scha¨tzer.
In Abschnitt 3.1 haben wir gesehen, daß bei direkter Simulation, die einer Importance–
Sampling–Simulation mit dem Originalmaß als IS-Maß und einem Likelihood–Quotienten
mit Wert Eins entspricht, der relative Fehler (Variationskoeffizient) des Scha¨tzers gegen
unendlich konvergiert, wenn die gesuchte Gro¨ße γ gegen Null konvergiert, siehe (3.4). Fu¨r
den relativen Fehler von IS–Scha¨tzern gilt
δrel (γˆIS) =
√
VAR [γˆIS]
E [γˆIS]
=
√
VAR [γˆIS]
γ
=
√
1
N
VAR [g(X)L(X)]
γ
=
√
VAR [g(X)L(X)]
γ
√
N
=
√
Ef∗ [g(X)2L(X)2]− γ2
γ
√
N
≤
√
Ef∗ [g(X)2L(X)2]
γ
√
N
.
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Die zu scha¨tzende Gro¨ße γ ha¨nge nun von einem Seltenheitsparameter m ab, so, daß je
gro¨ßer m, desto kleiner γ, also γ = γ(m) mit
lim
m→∞
γ(m) = 0. (3.20)
Mit dieser Parametrisierung gilt fu¨r den relativen Fehler des IS-Scha¨tzers fu¨r γ(m)
δrel(γˆIS(m)) =
√
Ef∗[g(X)2L(X)2]− γ(m)2
γ(m)
√
N
.
Formaler ausgedru¨ckt betrachtet man also eine monoton fallende Folge (γ(m)), etwa
fu¨r die Wahrscheinlichkeit von Ereignissen eine Familie von Ereignissen Am mit Wahr-
scheinlichkeiten γ(m) = P{Am} = E[IAm ] und m1 ≤ m2 ⇒ γ(m1) ≥ γ(m2) sowie
der Eigenschaft (3.20). Dazu ist eine Familie von IS-Scha¨tzern γˆIS(m) definiert, so daß
Ef∗ [γˆIS(m)] = γ(m) gilt, wobei die IS–Dichte f
∗ auch von m abha¨ngen kann, in der Regel
aber fu¨r alle m gleich ist.
Definition 3.3 (Beschra¨nkter relativer Fehler) Existiert eine Konstante c > 0, und gilt
mit obigen Bezeichnungen
lim
m→∞
δrel(γˆIS(m)) ≤ c < ∞, (3.21)
dann hat die Familie γˆIS(m) von Scha¨tzern oder ku¨rzer der Scha¨tzer γˆIS beschra¨nkten
relativen Fehler.
Man sieht leicht, daß fu¨r Scha¨tzer mit beschra¨nktem relativen Fehler der Aufwand zur
Bestimmung eines Konfidenzintervalls fu¨r γ(m) mit vorgegebener relativen halben Breite
unabha¨ngig von der Gro¨ße von γ(m) beschra¨nkt ist.
Es wird oft auch derart parametrisiert, daß die zu scha¨tzende Gro¨ße mit gegen Null
konvergierendem Seltenheitsparameter ebenfalls gegen Null konvergiert. Wir haben obige
Form gewa¨hlt, um zu den Notationen der Theorie großer Abweichungen konsistent zu
sein. Es ist aber klar, daß beide Definitionsmo¨glichkeiten a¨quivalent sind, da man einfach
alternativ den Kehrwert des Seltenheitsparameters verwenden kann.
Beispiel 3.6 Gegeben seien Ereignisse A1, A2, . . . mit Am+1 ⊆ Am, also mit Wahrschein-
lichkeiten P{Am+1} ≤ P{Am}. Ein solches Ereignis Am ko¨nnte etwa der U¨berlauf eines
Puffers der Gro¨ße m sein. Sei γ(m) := P{Am}. Dann ist γ(m) die Wahrscheinlichkeit fu¨r
den U¨berlauf eines Puffers der Gro¨ße m oder die Wahrscheinlichkeit fu¨r den Verlust eines
Auftrags, also etwa in ATM–Netzen die kritische Paketverlustwahrscheinlichkeit in einem
Switch.
Beispiel 3.7 Betrachte ein fehlertolerantes System mit Redundanzen, wobei Kompo-
nenten mit einer kleinen Fehlerrate λ ausfallen ko¨nnen. Der Systemfehler tritt ein, wenn
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eine gewisse Anzahl K der Komponenten ausgefallen ist. Ist die Fehlerrate fest gewa¨hlt,
so ist die Anzahl der Komponenten unser Seltenheitsparameter nach obiger Definition,
also m = K. Ist dagegen die Anzahl der Komponenten, die ausfallen mu¨ssen, um einen
Systemfehler hervorzurufen, fest gewa¨hlt, so konvergiert die Wahrscheinlichkeit fu¨r einen
Systemausfall gegen Null, wenn die Fehlerrate fu¨r die einzelnen Komponenten gegen Null
konvergiert. Als Seltenheitsparameter nach obiger Definition ergibt sich dann m = λ−1
oder eine Parametrisierung der Fehlerrate mit einem  = m−1, so, daß λ() → 0 fu¨r
 → 0 bzw. m → ∞. Eine natu¨rliche Erweiterung besteht darin, verschiedene Kompo-
nententypen mit verschiedenen Fehlerraten zu betrachten. Eine u¨bliche Parametrisierung
ist dabei die Darstellung der Fehlerrate einer Komponente vom Typ i durch λi() = ci
ri
mit Konstanten ci, ri. Die Wahrscheinlichkeit des Systemfehlers ha¨ngt dann ebenfalls von
 ab und paßt in den beschriebenen Rahmen.
Ein, wie wir spa¨ter sehen werden, schwa¨cheres aber dennoch im Vergleich zur Standard-
simulation seltener Ereignisse erstrebenswertes Kriterium ist asymptotische Optimalita¨t
oder asymptotische Effizienz. Da Varianzen nichtnegativ sind, folgt aus der Varianz des
IS-Scha¨tzers (3.12)
Ef∗[g(X)
2L(X)2] ≥ γ(m)2,
also
ln Ef∗[g(X)
2L(X)2] ≥ 2 ln γ(m).
Da ln γ(m) < 0 gilt∗∗, folgt
ln Ef∗[g(X)
2L(X)2]
ln γ(m)
≤ 2.
Definition 3.4 (Asymptotische Optimalita¨t/Effizienz) Gilt mit obigen Bezeichnungen
lim
m→∞
ln Ef∗[g(X)
2L(X)2]
ln γ(m)
= 2, (3.22)
so nennt man die Familie γˆIS(m) von Scha¨tzern oder ku¨rzer γˆIS asymptotisch optimal
oder asymptotisch effizient und den Wechsel von f nach f ∗ asymptotisch optimalen Maß-
wechsel.
∗∗Dies ist fu¨r Wahrscheinlichkeiten klar. Importance Sampling kann allgemeiner auf Erwartungswerte
γ = E[g(X)] angewendet werden. Die Definitionen des beschra¨nkten relativen Fehlers und der asym-
ptotischen Optimalita¨t gehen dabei von Gro¨ßen aus, die mit einem Seltenheitsparameter gegen Null
konvergieren. Somit ist fu¨r hinreichend großen Seltenheitsparameter garantiert, daß γ(m) < 1 gilt. Aber
auch ohne diese Voraussetzung sind die weiteren Ausfu¨hrungen korrekt, es dreht sich an entsprechender
Stelle jeweils das Ungleichheitszeichen herum, die Grenzwertbildung und die Argumentationen werden
davon nicht beeinflußt.
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Beispiel 3.8 Es konvergiere γ(m) exponentiell schnell gegen Null mit γ(m) = e−d·m fu¨r
ein d > 1. Dann folgt ln γ(m) = −d ·m und
lnEf∗ [g(X)
2L(X)2]
ln γ(m)
=
ln Ef∗ [g(X)
2L(X)2]
−dm ≤ 2
⇔ 1
m
ln Ef∗ [g(X)
2L(X)2] ≥ −2d.
Gilt
lim
m→∞
1
m
ln Ef∗[g(X)
2L(X)2] = −2d,
so liegt asymptotische Effizienz vor.
Beschra¨nkte relative Fehler und asymptotische Optimalita¨t sind ha¨ufig verwendete Ef-
fizienzkriterien. Der Zusammenhang wird allerdings in der Literatur nicht oder nur un-
zureichend behandelt. Dies mag daran liegen, daß im allgemeinen beschra¨nkte relative
Fehler im Bereich der Zuverla¨ssigkeitsmodelle und asymptotische Optimalita¨t im Bereich
der Warteschlangenmodelle und einigen weiteren Anwendungsfeldern auftreten, wobei der
Begriff asymptotischer Optimalita¨t seit relativ langer Zeit gebra¨uchlich ist, siehe etwa
[Sie76], wa¨hrend der Begriff oder das Kriterium des beschra¨nkten relativen Fehlers erst
in [Sha90] eingefu¨hrt wurde. In Arbeiten, die beide Kriterien zumindest erwa¨hnen, ist
daher auch typischerweise die Rede von einem Kriterium fu¨r Zuverla¨ssigkeitsmodelle und
einem Kriterium fu¨r Warteschlangenmodelle. Mehrfach tritt dabei die Redewendung
”
so-
mewhat weaker“ fu¨r asymptotische Optimalita¨t auf. Es scheint also prinzipiell Einigkeit
darin zu bestehen, daß asymptotische Optimalita¨t eine schwa¨chere Eigenschaft ist, wie
wir auch selbst bei der U¨berleitung zwischen beiden Definitionen behauptet haben. Er-
staunlicherweise existieren jedoch keine klaren formalen eindeutigen Aussagen dazu, in
welchem Sinne dies gilt.
Wir werden im folgenden den Zusammenhang der beiden Kriterien na¨her untersuchen
und dabei insbesondere zuna¨chst den Beweis liefern, daß asymptotische Optimalita¨t in
strengem Sinne schwa¨cher ist als die Eigenschaft des beschra¨nkten relativen Fehlers, also
daß ein beschra¨nkter relativer Fehler asymptotische Optimalita¨t impliziert und die Um-
kehrung nicht gilt. Weiterhin geben wir Bedingungen fu¨r asymptotische Optimalita¨t in
Fa¨llen, in denen der relative Fehler unbeschra¨nkt ist. Dies fu¨hrt zu einer neuen Charakte-
risierung asymptotischer Optimalita¨t u¨ber das Verha¨ltnis der Gro¨ßenordnungen des rela-
tiven Fehlers und der gesuchten Gro¨ße, wobei die in der Informatik gela¨ufige o–Notation
verwendet wird. Die folgenden Ergebnisse dieses Abschnitts sind auch in unserer Arbeit
[San04] enthalten.
Satz 3.1 Jeder Importance–Sampling–Scha¨tzer mit beschra¨nktem relativen Fehler ist
asymptotisch optimal.
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Beweis Sei γˆIS(m) Importance–Sampling–Scha¨tzer mit beschra¨nktem relativen Fehler.
Dann gilt fu¨r alle m ≥ 0 : δrel(γˆIS(m)) ≤ c. Wir berechnen nun
√
Ef∗ [g(X)2L(X)2]− γ(m)2
γ(m)
√
N
≤ c,
Ef∗ [g(X)
2L(X)2]− γ(m)2
γ(m)2
≤ c2N,
Ef∗ [g(X)
2L(X)2]
γ(m)2
− 1 ≤ c2N,
Ef∗[g(X)
2L(X)2] ≤ γ(m)2 (1 + c2N) ,
ln Ef∗[g(X)
2L(X)2] ≤ 2 ln γ(m) + ln (1 + c2N) ,
ln Ef∗[g(X)
2L(X)2]
ln γ(m)
≥ 2 + ln (1 + c
2N)
ln γ(m)
.
Wegen limm→∞ γ(m) = 0 gilt
lim
m→∞
ln (1 + c2N)
ln γ(m)
= 0
und damit
lim
m→∞
ln Ef∗[g(X)
2L(X)2]
ln γ(m)
≥ 2 + lim
m→∞
ln (1 + c2N)
ln γ(m)
= 2.
Wegen
ln Ef∗[g(X)
2L(X)2]
ln γ(m)
≤ 2
folgt also
lim
m→∞
ln Ef∗[g(X)
2L(X)2]
γ(m)
= 2
Als Na¨chstes zeigen wir, daß die Umkehrung des Satzes nicht gilt, also
Satz 3.2 Es existieren asymptotisch optimale Importance–Sampling–Scha¨tzer, die keinen
beschra¨nkten relativen Fehler haben.
Beweis Wir betrachten die Situation des vorangegangenen Beispiels, also eine mit dem
Seltenheitsparameter exponentiell schnell gegen Null konvergierende Wahrscheinlichkeit
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γ(m) = e−dm, d > 1. Hierfu¨r sei ein IS-Scha¨tzer mit polynomiell gegen unendlich konver-
gierendem relativen Fehler gegeben, also√
Ef∗ [g(X)2L(X)2]− γ(m)2
γ(m)
√
N
≤ mk, k > 1.
Damit folgt
√
Ef∗ [g(X)2L(X)2]− γ(m)2
γ(m)
√
N
=
√
Ef∗[g(X)2L(X)2]− e−2dm
e−dm
√
N
≤ mk,
Ef∗[g(X)
2L(X)2]− e−2dm
e−dmN
≤ m2k,
Ef∗[g(X)
2L(X)2] ≤ e−2dmNm2k + e−2dm = e−2dm (Nm2k + 1) ,
ln Ef∗[g(X)
2L(X)2] ≤ −2dm + ln (Nm2k + 1) ,
1
m
ln Ef∗[g(X)
2L(X)2] ≤ −2d + 1
m
ln
(
Nm2k + 1
)
und mit
1
m
ln Ef∗[g(X)
2L(X)2] = −2d
folgt
lim
m→∞
1
m
ln Ef∗[g(X)
2L(X)2] = −2d,
also ist der IS–Scha¨tzer asymptotisch optimal
Wir untersuchen nun genauer, in welchen Fa¨llen IS–Scha¨tzer mit nicht beschra¨nktem
relativen Fehler asymptotisch optimal sind. Genauer gesagt geben wir Bedingungen fu¨r
den relativen Fehler und die gesuchte Gro¨ße, unter denen ein IS–Scha¨tzer asymptotisch
optimal ist. Bereits aus der im obigen Beweis verwendeten Situation einer beliebigen
exponentiell schnell gegen Null konvergierenden Wahrscheinlichkeit und eines beliebigen
IS–Scha¨tzers mit polynomiell gegen unendlich konvergierendem relativen Fehler erhalten
wir
Korollar 3.2 Konvergiert die Wahrscheinlichkeit γ(m) fu¨r m →∞ exponentiell schnell
gegen Null und hat ein Importance–Sampling–Scha¨tzer polynomiell gegen unendlich kon-
vergierenden relativen Fehler, so ist dieser Scha¨tzer asymptotisch optimal.
Es liegt nun nahe, zu untersuchen, inwieweit sich die Aussage des Korollars verallgemei-
nern la¨ßt. Wir sind daran interessiert, einen allgemeinen Zusammenhang zwischen den
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Gro¨ßenordnungen der zu bestimmenden Gro¨ße und des relativen Fehlers des IS–Scha¨tzers
mit asymptotischer Optimalita¨t herzustellen. Dazu vergleichen wir die Konvergenzge-
schwindigkeiten von γ(m) und δrel(γˆIS(m)), um ein Kriterium und eine Charakterisierung
von asymptotischer Optimalita¨t herzuleiten, so, daß diese Charakterisierung ausschließ-
lich auf dem Verha¨ltnis der Konvergenzgeschwindigkeiten beruht. Informell ko¨nnen wir
unsere Charakterisierung damit beschreiben, daß die zu bestimmende Gro¨ße schneller ge-
gen Null konvergiert als der relative Fehler des korrespondierenden IS–Scha¨tzers gegen
unendlich. Formal beschreiben wir dies im
Satz 3.3 Ein Importance–Sampling–Scha¨tzer fu¨r γ(m) ist asymptotisch optimal, wenn
der relative Fehler in o
(
1
γ(m)
)
ist.
Beweis
δrel(γˆIS(m)) = o
(
1
γ(m)
)
,
also
∀c > 0 ∃m0 > 0 : δrel(γˆIS(m)) ≤ c
γ(m)
fu¨r alle m ≥ m0.
Informell bedeutet dies gerade, daß γ(m) schneller gegen 0 konvergiert als δ(m) gegen ∞.
Es gilt insbesondere
lim
m→∞
δrel(γˆIS(m))
1
γ(m)
= lim
m→∞
δrel(γˆIS(m))γ(m) = 0.
Im folgenden sei m ≥ m0. Wir berechnen
√
Ef∗ [g(X)2L(X)2]− γ(m)2
γ(m)
√
N
≤ c
γ(m)
, (3.23)
Ef∗ [g(X)
2L(X)2]− γ(m)2
γ(m)2
≤ c
2N
γ(m)2
, (3.24)
Ef∗ [g(X)
2L(X)2]
γ(m)2
− 1 ≤ c
2N
γ(m)2
, (3.25)
Ef∗[g(X)
2L(X)2] ≤ γ(m)2
(
1 +
c2N
γ(m)2
)
, (3.26)
ln Ef∗[g(X)
2L(X)2] ≤ 2 ln γ(m) + ln
(
1 +
c2N
γ(m)2
)
, (3.27)
ln Ef∗[g(X)
2L(X)2]
ln γ(m)
≥ 2 +
ln
(
1 + c
2N
γ(m)2
)
ln γ(m)
. (3.28)
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Im Bruch auf der rechten Seite konvergiert fu¨r m → ∞ der Za¨hler gegen 0, der Nenner
gegen −∞, der gesamte Bruch also gegen 0. Damit gilt also
lim
m→∞
ln Ef∗[g(X)
2L(X)2]
ln γ(m)
≥ 2.
Wegen der bekannten Beziehung
lim
m→∞
ln Ef∗[g(X)
2L(X)2]
ln γ(m)
≤ 2
gilt
lim
m→∞
ln Ef∗[g(X)
2L(X)2]
ln γ(m)
= 2
Nach der Untersuchung des Zusammenhangs der Gro¨ßenordnungen des relativen Fehlers
und der zu bestimmenden Gro¨ße mit dem Kriterium der asymptotischen Optimalita¨t
und der daraus resultierenden Charakterisierung asymptotischer Optimalita¨t wollen wir
nun abschließend kurz die Bedeutung beschra¨nkter relativer Fehler und asymptotischer
Optimalita¨t von IS–Scha¨tzern fu¨r die Praxis diskutieren.
Bei asymptotischer Optimalita¨t wa¨chst der fu¨r vorgegebene Genauigkeit beno¨tigte Auf-
wand langsamer als exponentiell in m. Dies ist aber, wie wir gesehen haben, ein schwa¨che-
res Kriterium als ein beschra¨nkter relativer Fehler.
Die Varianz wird in beiden Fa¨llen nicht minimiert, kann aber ha¨ufig um viele Gro¨ßen-
ordnungen reduziert werden. Das Hauptproblem in der Praxis besteht darin, daß beide
Eigenschaften fu¨r gegebene Maßwechsel analytisch bewiesen werden mu¨ssen. Dies ist meist
sehr schwierig und ha¨ufig sogar unmo¨glich. So kann man die Eigenschaft des beschra¨nkten
relativen Fehlers fu¨r einige Strategien des Maßwechsels bei der Untersuchung von Mar-
kovschen Zuverla¨ssigkeitsmodellen beweisen. Dabei liefern einige der im Abschnitt 4.3.2
kurz beschriebenen Heuristiken unter bestimmten Voraussetzungen IS-Scha¨tzer mit be-
schra¨nktem relativen Fehler. Asymptotische Optimalita¨t von IS-Scha¨tzern kann fu¨r einige
Warteschlangenmodelle, die jedoch starken Einschra¨nkungen, insbesondere in Bezug auf
ihre Gro¨ße und damit der Beschreibung realistischer Systeme, unterliegen, gezeigt werden.
Ha¨ufig muß man sich mit der meist auf empirischen Untersuchungen basierenden Vermu-
tung der Gu¨te von IS-Scha¨tzern zufriedengeben, was sich oft in Aussagen wie “We believe
our change of measure has the bounded relative error property“ oder “We are quite sure
our change of measure is asymptotically optimal“ dokumentiert.
Beide Effizienzkriterien sind asymptotische Eigenschaften, und in der Praxis kann der
Simulationsaufwand, auch wenn eines oder beide Kriterien erfu¨llt sind, sehr groß sein. Es
ko¨nnen fu¨r feste Seltenheitsparameter, also fu¨r einen festen unbekannten Wert der ge-
suchten Gro¨ße γ, Maßwechsel existieren, die IS–Scha¨tzer mit kleinerer Varianz liefern als
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eventuell bekannte Scha¨tzer mit beschra¨nktem relativen Fehler oder asymptotisch opti-
male IS–Scha¨tzer. Trivialerweise erfu¨llt dies immer der optimale IS–Scha¨tzer mit Varianz
Null. Fu¨r konkrete Simulationen sind also selbst gema¨ß dieser Kriterien erwiesenermaßen
effiziente Scha¨tzer mit einer gewissen Vorsicht zu betrachten, denn es ist fu¨r beliebige
Parameter nicht garantiert, daß eine Varianzreduktion erzielt wird. Dennoch sind beide
Kriterien erstrebenswert, da fu¨r Wahrscheinlichkeiten seltener Ereignisse in der Regel die
Varianzreduktion enorm ist, wenn der IS–Scha¨tzer beschra¨nkten relativen Fehler hat oder
asymptotisch optimal ist.
In der Praxis ist, wie bereits erwa¨hnt, ha¨ufig nicht mo¨glich, wenigstens asymptotische Op-
timalita¨t nachzuweisen, und daher ist es bereits ein Erfolg, wenn man empirisch feststellt,
daß die Varianz und die entsprechenden Konfidenzintervalle zumindest deutlich kleiner
als bei direkter Simulation sind, auch wenn man keine Effizienzeigenschaften analytisch
nachweisen kann. In solchen Fa¨llen wird ha¨ufig das Verha¨ltnis der Varianzen unter Ver-
wendung direkter Simulation und unter Verwendung von Importance Sampling betrachtet,
der sogenannte Varianzreduktionsquotient (Variance Reduction Ratio, VRR) oder Vari-
anzreduktionsfaktor. Ist der Varianzreduktionsfaktor gro¨ßer als Eins, so bedeutet dies also
die angestrebte Simulationsbeschleunigung (simulation speed–up), und man spricht auch
vom Beschleunigungsfaktor.
3.3.5 Klassische Maßwechselstrategien
Das Hauptproblem bei der Anwendung von Importance Sampling besteht im Wechsel des
zugrundeliegenden Wahrscheinlichkeitsmaßes. Ein optimaler Maßwechsel bedeutet Vari-
anzminimierung, ha¨ngt jedoch von der gesuchten Gro¨ße ab, ein guter Maßwechsel bedeutet
– zum Teil erhebliche – Varianzreduktion, leider fu¨hrt ein schlechter Maßwechsel zu einer
gro¨ßeren Varianz. Die Kunst bei der Anwendung von Importance Sampling besteht also
in der Wahl des
”
neuen“ Wahrscheinlichkeitsmaßes, der IS–Verteilung oder der IS–Dichte.
Dies stellt insbesondere fu¨r realistisch dimensionierte Modelle komplexer realer Systeme
große Schwierigkeiten dar, und die Aussage von Asmussen und Rubinstein [AR95],
No general satisfying method exists,
trifft auch heute noch uneingeschra¨nkt zu. Es gibt nicht nur keine allgemeine zufriedenstel-
lende Methode, sondern nur fu¨r einige wenige Modelle oder Klassen von Modellen effiziente
Verfahren. Fu¨r die meisten Modelle dagegen existiert bis heute kein auch nur asymptotisch
effizientes Verfahren. Diese Feststellung soll dabei nicht derart mißverstanden werden, daß
sie nur fu¨r Importance Sampling zutrifft. Vielmehr gilt Importance Sampling als das ge-
eignetste und vielversprechendste Verfahren zur Simulation seltener Ereignisse.
Im Hinblick auf Computer– und Kommunikationssysteme sei zuna¨chst nochmals darauf
hingewiesen, daß seltene Ereignisse je nach Art des zu untersuchenden Systems auf sehr
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unterschiedliche Weise charakterisiert sind. Es ist klar, daß dies auch Auswirkungen auf die
Art des Maßwechsels hat. Die im Bereich von Computer– und Kommunikationssystemen
sicherlich wichtigste Unterscheidung von System– bzw. Modelltypen ist die Unterteilung in
Zuverla¨ssigkeitsmodelle (reliability/dependability models) und in Warteschlangenmodelle
(queueing models). Gemeinsamkeiten beider Modellarten bestehen in der Verwendung
der im vorherigen Abschnitt beschriebenen Effizienzkriterien und darin, daß Markovsche
Modelle, also exponentiell verteilte Zeiten, die Untersuchung ha¨ufig vereinfachen.
Ein wesentlicher Unterschied la¨ßt sich ganz allgemein u¨ber die Art des Auftretens der in-
teressierenden seltenen Ereignisse beschreiben. In Warteschlangenmodellen geschieht ein
seltenes Ereignis aufgrund der Kombination einer großen Anzahl nicht seltener Ereignisse,
wa¨hrend in Zuverla¨ssigkeitsmodellen ein seltenes Ereignis aufgrund einiger weniger, eben-
falls relativ seltener, Ereignisse geschieht. Außerdem konvergiert in Warteschlangenmodel-
len die Wahrscheinlichkeit eines seltenen Ereignisses in der Regel exponentiell schnell in
Abha¨ngigkeit von Seltenheitsparametern, wa¨hrend diese Konvergenz in Zuverla¨ssigkeits-
modellen meist polynomiell ist. Weiterhin hat sich gezeigt, daß, falls ein asymptotisch op-
timaler Maßwechsel fu¨r Warteschlangenmodelle bekannt ist, dieser eine deutlich gro¨ßere
Varianzreduktion liefert als ein asymptotisch optimaler Maßwechsel fu¨r Zuverla¨ssigkeits-
modelle, wenn man Wahrscheinlichkeiten gleicher Gro¨ßenordnung scha¨tzt. Wir wollen
zuna¨chst noch einmal einige typische Beispiele nennen.
In Zuverla¨ssigkeitsmodellen fu¨r fehlertolerante Systeme werden Systemfehler durch den
Ausfall einzelner Systemkomponenten hervorgerufen. Das System kann mehrere Kompo-
nenten des gleichen Typs haben, und fu¨r jeden Komponententyp gibt es Fehler- und Re-
paraturraten bzw. -wahrscheinlichkeiten. Dabei sind die Reparaturraten relativ groß und
die Fehlerraten relativ klein, jedoch liegen die Wahrscheinlichkeiten fu¨r Komponentenfeh-
ler noch deutlich u¨ber den Wahrscheinlichkeiten eines Systemfehlers. Es gibt aber einen
signifikanten Unterschied in den Gro¨ßenordnungen der Raten oder Wahrscheinlichkeiten.
Das seltene Ereignis des Systemfehlers in Zuverla¨ssigkeitsmodellen wird also hervorgeru-
fen durch einige (verha¨ltnisma¨ßig wenige) Komponentenfehler mit kleiner aber nicht
”
sehr
kleiner“ Wahrscheinlichkeit. In Markovmodellen fu¨hrt dies auf steife Markovketten (stiff
Markov chains).
In Warteschlangenmodellen sind seltene Ereignisse,
”
Systemfehler“, beispielsweise
Blockierungen von Bedienern, U¨berla¨ufe von Puffern oder aus stark gefu¨llten Puffern
resultierende inakzeptabel lange Wartezeiten. Solche Ereignisse werden bei großen Puffer-
kapazita¨ten durch eine sehr große Anzahl von Anku¨nften wa¨hrend einer einzelnen Bedie-
nung hervorgerufen. Die einzelnen Anku¨nfte sind dabei jedoch keine seltenen Ereignisse
und ihre Raten oder Wahrscheinlichkeiten unterscheiden sich in der Gro¨ßenordnung nicht
von denen der Bedienungen. Im Fall exponentiell verteilter Zeiten liegen in den zugeho¨ri-
gen Markovmodellen also keine steifen Markovketten vor, man kann der Generatormatrix
oder der U¨bergangsmatrix nicht
”
ansehen“, daß seltene Ereignisse involviert sind.
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Aufgrund der Unterschiede in der Art der seltenen Ereignisse ist es plausibel, daß fu¨r
Zuverla¨ssigkeitsmodelle und Warteschlangenmodelle verschiedene Importance–Sampling–
Ansa¨tze notwendig sind. Tatsa¨chlich stellt sich heraus, daß die Wahl eines geeigneten
Maßwechsels fu¨r Zuverla¨ssigkeits- und Warteschlangenmodelle sehr unterschiedliche Stra-
tegien erfordert, wobei sich die Problematik fu¨r Warteschlangenmodelle meist als sehr viel
schwieriger erweist, insbesondere in Bezug auf die Verallgemeinerbarkeit solcher Strate-
gien. Die Anwendung von Importance Sampling auf Warteschlangenmodelle erfordert im
allgemeinen ein gro¨ßeres Versta¨ndnis der Struktur des Problems als die Anwendung auf
Zuverla¨ssigkeitsmodelle. Daher ist auch die Klasse von Warteschlangenmodellen, fu¨r die
asymptotisch optimale IS–Scha¨tzer bekannt sind, deutlich begrenzter.
Ein großer Teil der Forschung u¨ber Importance Sampling bescha¨ftigt sich mit der Su-
che nach guten IS–Dichten oder solchen, die die optimale Dichte anna¨hern. Die meisten
vorgeschlagenen Methoden sind urspru¨nglich motiviert durch die simulative Bestimmung
von Tail–Wahrscheinlichkeiten und die Erfordernis, daß hierbei die IS–Dichte eine ho¨he-
re Wahrscheinlichkeit des seltenen Ereignisses hervorrufen soll, also eine gro¨ßere Wahr-
scheinlichkeitsmasse in den betreffenden Tails erzeugen soll. Dabei la¨ßt sich Importance
Sampling auch anwenden auf Wahrscheinlichkeiten von Zufallsvariablen, die Funktionen
von anderen Zufallsvariablen sind. Der u¨bliche Ansatz wa¨hlt eine Familie oder Klasse
von Dichten, die durch einen oder mehrere Parameter indiziert ist. Dann verbleibt die
Bestimmung der optimalen Parameterwerte fu¨r diese Klasse von Dichten. Die Klassen
ko¨nnen erhalten bleiben durch Transformation der originalen Zufallsvariable oder der
originalen Dichte, wie es bei den klassischen Strategien, der Skalierung und der Transla-
tion der Fall ist, siehe Abschnitt 3.3.5.1. Alternativ ko¨nnten Dichten gewa¨hlt werden, die
unter Umsta¨nden nicht augenscheinlich in Beziehung mit den Originalen stehen, jedoch
gewu¨nschte Eigenschaften haben.
Ein ha¨ufig gewa¨hlter Ansatz fu¨r Warteschlangenmodelle ist begru¨ndet in der exponentiel-
len Konvergenz der dort interessierenden Wahrscheinlichkeiten. Dies erfu¨llt die Rahmen-
bedingungen der Theorie großer Abweichungen, die daher ha¨ufig zur Bestimmung von
Maßwechseln eingesetzt wird. Wir beschreiben in Abschnitt 3.3.5.2 den exponentiellen
Maßwechsel, den Ansatz, der bis heute sicher am ha¨ufigsten auf Warteschlangenmodel-
le angewandt wurde, und der engen Bezug zur Theorie großer Abweichungen hat. Fu¨r
Zuverla¨ssigkeitsmodelle werden meist Varianten der Idee des Failure Biasing angewandt,
und in einigen Fa¨llen lassen sich asymptotisch optimale IS–Scha¨tzer oder IS–Scha¨tzer
mit beschra¨nktem relativen Fehler finden. Die gebra¨uchlichsten dieser Varianten sind in
Abschnitt 4.3.2 beschrieben. Ein weiterer Ansatz sowohl fu¨r Warteschlangen- als auch
Zuverla¨ssigkeitsmodelle, der erst in ju¨ngster Zeit zunehmend verfolgt wird, ist die Suche
oder Approximation der optimalen IS–Dichte oder einer guten IS–Dichte durch adaptive
Verfahren, die wir in Abschnitt 5 beschreiben.
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3.3.5.1 Skalierung und Translation
Historisch gesehen war die Bestimmung von Tail–Wahrscheinlichkeiten eines der ersten
Anwendungsgebiete fu¨r Importance Sampling. Aus diesem Gebiet stammen auch die Ver-
fahren der Skalierung und der Translation als fru¨he Maßwechselstrategien. Auch wenn
ihre praktische Bedeutung fu¨r Computer– und Kommunikationssysteme hauptsa¨chlich
aus Problemstellungen im Bereich von kleinen Bitfehlerraten bei digitalen U¨bertragungs-
systemen resultiert, wollen wir sie zumindest ganz kurz vorstellen. Ausfu¨hrlicher werden
sie etwa in [SSG97, Sri02] behandelt.
Die erste Technik zur Bestimmung von IS–Dichten, die im Bereich von Kommunikati-
onssystemen angewandt wurde, war die Skalierung [SB80] von Dichten, um mehr Wahr-
scheinlichkeitsmasse in den Tails zu erzeugen und damit mehr Fehler hervorzurufen. Als
IS–Dichte zu einer Originaldichte f ergibt sich damit also
f ∗(x) =
1
α
f
(x
α
)
, α ∈ IR.
Fu¨r komplexere Systeme mit ho¨herer Dimensionalita¨t erfolgt dabei diese Skalierung in je-
der Dimension. Der Vorteil dieses Verfahrens liegt nahe, er besteht in der Einfachheit. Fu¨r
mehrdimensionale Ra¨ume bedeutet jedoch die Skalierung, daß in jeder Dimension
”
fet-
tere“ Tails entstehen. Da meist die Fehlerregion relativ begrenzt ist, ist diese Skalierung
in den meisten Richtungen u¨berflu¨ssig oder sogar hinderlich, da sie keine Fehlerereignisse
erzeugt. Fu¨r solche Systeme wurde die Translation in [LY88] als “improved Importance
Sampling“ eingefu¨hrt. Dabei wird der Erwartungswert direkt in die Fehlerregion verscho-
ben, und als IS–Dichte erha¨lt man
f ∗(x) = f(x− T ), T ∈ IR.
Die Translation ist allerdings systemabha¨ngiger und schwieriger anzuwenden als die Ska-
lierung. Dennoch gibt es eine offensichtliche Wahl von T, fu¨r α dagegen nicht. Diese Wahl
von T ist ausgerichtet am wahrscheinlichsten Fehlerpfad. Dies korrespondiert ha¨ufig zum
Verschieben der Dichte und ist eine zentrale Idee von Importance Sampling. Es kann fu¨r
Normalverteilungen als a¨quivalent zum Ansatz u¨ber große Abweichungen, dem exponen-
tiellen Maßwechsel, angesehen werden.
3.3.5.2 Exponentieller Maßwechsel
Eine Mo¨glichkeit, varianzreduzierende Maßwechsel zu finden, basiert auf der Idee, die
Klasse von Wahrscheinlichkeitsmaßen fu¨r das neue Maß einzuschra¨nken, und einen inner-
halb dieser eingeschra¨nkten Klasse optimalen Maßwechsel zu finden. Die Einschra¨nkung
besteht dabei darin, einen optimalen Maßwechsel innerhalb der selben parametrischen Fa-
milie von Wahrscheinlichkeitsmaßen zu finden. Eine solche Methode ist der exponentielle
Maßwechsel (Exponential Change of Measure, ECM; auch Exponential Twisting/Tilting),
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und der optimale exponentielle Maßwechsel ist dann der, der den IS–Scha¨tzer mit klein-
ster Varianz liefert. Urspru¨nglich motiviert ist der exponentielle Maßwechsel aus der Be-
stimmung von Tail–Wahrscheinlichkeiten analog zu den U¨berlegungen, die zum Satz von
Crame´r–Chernoff fu¨hren, und wir haben ihn bereits in 2.1 beim Beweis der unteren Schran-
ke des Satzes von Crame´r kennengelernt. Er wurde erstmals fu¨r Importance–Sampling–
Simulationen von Siegmund [Sie76] vorgeschlagen und spa¨ter in zahlreichen Arbeiten,
insbesondere auch fu¨r Warteschlangenmodelle, aufgegriffen. In den meisten Arbeiten, die
eine erfolgreiche Anwendung von Importance Sampling auf Warteschlangenmodelle bein-
halten, wird ein exponentieller Maßwechsel und die Theorie großer Abweichungen benutzt
[CFM83, PW89, Fre89, BNS90, FLA91, Sad91, LN92, Tso92, Sad93, CHJS94, GK95,
Man96, Man98, KN99a, FDL99].
Sei M die momenterzeugende Funktion einer eindimensionalen rellen Zufallsvariablen X
mit Dichte f , also M(ϑ) = Ef [e
ϑX ] mit ϑ ∈ IR. Der exponentielle Maßwechsel ersetzt die
Dichte f durch f ∗ mit
f ∗(x) :=
1
M(ϑ)
eϑxf(x). (3.29)
Die Dichte f ∗ ist also vom Parameter ϑ abha¨ngig. Wir wollen dies hier in der Notation
nicht ausdru¨cken, sondern immer von einem Twisting–Parameter ϑ ausgehen. Fu¨r die
momenterzeugende Funktion von X gema¨ß der Dichte f ∗ berechnet man
M∗(η) = Ef∗[e
ηX ] =
∞∫
−∞
eηx
1
M(ϑ)
eϑxf(x)dx =
1
M(ϑ)
∞∫
−∞
e(η+ϑ)xf(x)dx
=
1
M(ϑ)
Ef [e
(η+ϑ)X ] =
M(η + ϑ)
M(ϑ)
. (3.30)
Wa¨hlt man nun die Dichte f ∗ als IS–Dichte, so erha¨lt man den Likelihood–Quotienten
L(x) =
f(x)
f ∗(x)
=
f(x)
1
M(ϑ)
eϑxf(x)
=
M(ϑ)
eϑx
= M(ϑ)e−ϑx. (3.31)
Beispiel 3.9 (Twisting der Exponentialverteilung) Sei X exponentiell verteilt mit Pa-
rameter λ > 0, also f(x) = λe−λx. Wir kennen bereits aus Abschnitt 2.1 die momenter-
zeugende Funktion, na¨mlich
M(ϑ) =
{
λ
λ−ϑ
, falls ϑ < λ,
+∞, falls ϑ ≥ λ.
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Somit erhalten wir
M∗(η) =
M(η + ϑ)
M(ϑ)
=
λ
λ−η−ϑ
λ
λ−ϑ
=
λ
λ− ϑ− η ·
λ− ϑ
λ
=
λ− ϑ
λ− ϑ− η . (3.32)
Dies ist gerade die momenterzeugende Funktion einer mit Parameter λ− ϑ exponentiell
verteilten Zufallsvariablen. Der Likelihood–Quotient ist dabei
L(x) = M(ϑ)e−ϑx =
λ
λ− ϑe
−ϑx. (3.33)
In unserer Beschreibung der praktischen Durchfu¨hrung von Importance Sampling auf Seite
53 hatten wir heuristisch als IS–Dichte die Dichte einer mit Parameter µ < λ exponentiell
verteilten Zufallsvariablen vorgeschlagen, also wie wir nun wissen, einen exponentiellen
Maßwechsel mit µ = λ− ϑ, also mit Twisting–Parameter ϑ = λ− µ.
Als einige weitere Beispiele konkreter exponentieller Maßwechsel fu¨r bekannte Verteilun-
gen erha¨lt man analog zu den Berechnungen fu¨r die Exponentialverteilung unter anderem
Γ(λ, β)  Γ(λ− ϑ, β), N(µ, σ2)  N(µ + ϑ, σ2), Geo(p)  Geo(1− (1− p)eϑ).
Wir wollen nun die Technik des exponentiellen Maßwechsel auf Summen von Zufallsvaria-
blen erweitern und zeigen, wie man fu¨r konkrete Problemstellungen dafu¨r gute IS–Scha¨tzer
erhalten kann. Insbesondere erha¨lt man fu¨r einfache Warteschlangenmodelle ha¨ufig genau
dann einen asymptotisch optimalen IS–Scha¨tzer, wenn man einen exponentiellen Maß-
wechsel mit bestimmten Nebenbedingungen durchfu¨hrt, wie wir spa¨ter sehen werden.
Seien X1, . . . , Xn unabha¨ngige identisch verteilte eindimensionale reelle Zufallsvariablen
und Sn := X1 + · · ·+ Xn die Summe dieser Zufallsvariablen. Man erha¨lt die momenter-
zeugende Funktion MSn der Summe aus der momenterzeugenden Funktion MX der Xi
mittels
MSn(ϑ) = E
[
eϑSn
]
= E
[
eϑ(X1+···+Xn)
]
=
(
E
[
eϑX
])n
= (MX(ϑ))
n . (3.34)
Analog zum Fall
”
einfacher“ Zufallsvariablen wird die Dichte der Summe gema¨ß (3.29)
ersetzt, und der exponentielle Maßwechsel fu¨hrt zu der momenterzeugenden Funktion
M∗Sn(η) = M
∗
X(η)
n =
(
MX(η + ϑ)
MX(ϑ)
)n
(3.35)
fu¨r die Summe der Xi, und man erha¨lt den Likelihood–Quotienten
L(x1, . . . , xn) = MSn(ϑ)e
−ϑsn = MX(ϑ)
ne−ϑsn. (3.36)
3.3 Importance Sampling 75
Die besondere Bedeutung des exponentiellen Maßwechsels fu¨r einfache Warteschlangen-
modelle erkla¨rt sich daraus, daß viele der dort interessierenden Gro¨ßen als Summen von
Zufallsvariablen dargestellt werden ko¨nnen und der entsprechende stochastische Prozeß
einen einfachen Random Walk darstellt. Wir wollen daher nun die Folge (Sn) als einen
Random Walk mit Inkrementen Xi interpretieren, wobei µ = E[Xi] < 0 gilt, und die
Wahrscheinlichkeit untersuchen, daß dieser Random Walk eine Schranke m > 0 u¨ber-
schreitet. Sei τ(m) = infn>0[Sn > m] die Zeit des ersten U¨berschreitens (first passage
time) der Schranke m. Dann beschreibt das Ereignis {τ(m) < ∞} das U¨berschreiten der
Schranke m, und die gesuchte Wahrscheinlichkeit ist
γ(m) = P{τ(m) < ∞}.
Fu¨r große m ist dies wegen µ < 0 ein seltenes Ereignis, und direkte Simulation ist nicht
effektiv anwendbar. Somit ist also die Notwendigkeit der Anwendung von Importance
Sampling gegeben. Dafu¨r ergibt sich der Likelihood–Quotient
L(x1, . . . , xτ(m)) = MX(ϑ)
τ(m)e−ϑsτ(m)
= eτ(m) lnMX(ϑ)e−ϑsτ(m)
= e−ϑSτ(m)+τ(m) lnMX(ϑ)
= e−ϑme−ϑSτ(m)+ϑm+τ(m) lnMX(ϑ)
= e−ϑme−ϑ(sτ(m)−m)+τ(m) ln MX(ϑ).
Es stellt sich nun die Frage, mit welchem Parameter der exponentielle Maßwechsel durch-
gefu¨hrt werden sollte, um einen IS–Scha¨tzer mit deutlich geringerer Varianz zu erhalten.
Fu¨r unsere Situation des einfachen Random Walks ist der in diesem Fall eindeutig be-
stimmte asymptotisch optimale Maßwechsel bekannt. Es gilt
Satz 3.4 Ein IS–Scha¨tzer fu¨r die Wahrscheinlichkeit γ(m) ist genau dann asymptotisch
optimal, wenn er nach dem exponentiellen Maßwechsel mit Twisting–Parameter ϑ∗ > 0
gebildet wird mit
MX(ϑ
∗) = 1, ln MX(ϑ
∗) = 0. (3.37)
Wir wollen nun vorfu¨hren, daß obige Bedingung (3.37) hinreichend fu¨r asymptotische
Optimalita¨t des IS–Scha¨tzer fu¨r die Wahrscheinlichkeit γ(m) ist.
Sei ϑ∗ so, daß MX(ϑ
∗) = 1. Dann gilt
L(x1, . . . , xτ(m)) = e
−ϑ∗me−ϑ
∗(sτ(m)−m),
L2(x1, . . . , xτ(m)) = e
−2ϑ∗me−2ϑ
∗(sτ(m)−m).
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Damit folgt fu¨r die durch den Likelihood–Quotienten bestimmte Zufallsvariable Lτ(m) das
zweite Moment
E
[
L2τ(m)
]
= E
[
e−2ϑ
∗me−2ϑ
∗(Sτ(m)−m)
]
= e−2ϑ
∗mE
[
e−2ϑ
∗(Sτ(m)−m)
]
.
Es ist zudem bekannt, daß limm→∞ γ(m) = ce
−ϑ∗m mit c = limm→∞ E
[
e−ϑ
∗(Sτ(m)−m)
]
gilt.
Somit erhalten wir
lim
m→∞
ln E[I{τ(m)<∞}L
2
τ(m)]
ln γ(m)
= lim
m→∞
ln(e−2ϑ
∗mE
[
e−2ϑ
∗(Sτ(m)−m)
]
)
ln γ(m)
= lim
m→∞
−2ϑ∗m + ln E [e−2ϑ∗(Sτ(m)−m)])
ln γ(m)
=
−2ϑ∗m + ln c2
ln(ce−ϑ∗m)
=
−2ϑ∗m + 2 ln c
ln c− ϑ∗m = 2.
Dies ist gerade die Definition der asymptotischen Optimalita¨t, und es ist damit gezeigt,
daß obige Bedingung hinreichend dafu¨r ist. Ebenso la¨ßt sich zeigen, daß die Bedingung
auch notwendig ist. Den Beweis, daß ϑ∗ einen eindeutig bestimmten asymptotisch optima-
len exponentiellen Maßwechsel liefert, fu¨hrte bereits Siegmund [Sie76]. In [LN92] wurde
bewiesen, daß dies der eindeutig bestimmte asymptotisch optimale Maßwechsel innerhalb
der Klasse aller Verteilungen mit unabha¨ngigen identisch verteilten Inkrementen ist. Dies
bedeutet, daß die Bedingung (3.37) auch notwendig ist.
Wir demonstrieren nun, wie die Ergebnisse fu¨r Random Walks direkt auf elementare War-
teschlangenmodelle angewandt werden ko¨nnen. Diese Anwendung basiert auf der Tatsa-
che, daß die stationa¨re Wartezeit in einem stabilen G/G/1–Modell die gleiche Verteilung
hat, wie ein Random Walk mit negativem Drift, also mit unabha¨ngigen Inkrementen,
deren Erwartungswert negativ ist. Seien (An), (Bn) unabha¨ngige Folgen unabha¨ngiger
identisch verteilter Zufallsvariablen, die jeweils wie eine Zufallsvariable A bzw. B verteilt
sind mit E[B] < E[A]. Mit A und B werden die Zwischenankunfts– und Bedienzeiten in
einem G/G/1–Modell beschrieben. Die momenterzeugende Funktion der Differenz B−A
ist gegeben durch
MB−A(ϑ) = MB(ϑ)M−A(ϑ) = MB(ϑ)MA(−ϑ).
Der exponentielle Maßwechsel fu¨hrt zu
M∗B−A(η) =
MB(η + ϑ)MA(−η − ϑ)
MB(ϑ)MA(−ϑ) = M
∗
B(η)M
∗
−A(η).
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Mit Bedingung (3.37) erha¨lt man daraus Gleichungen fu¨r den asymptotisch optimalen
Maßwechsel.
Beispiel 3.10 (M/M/1–Modell) Gegeben sei ein M/M/1–Warteschlangenmodell mit
exp(λ)–verteilten Zwischenankunftszeiten und exp(µ)–verteilten Bedienzeiten. Beschrei-
ben die Zufallsvariable A die Zwischenankunftszeiten und die Zufallsvariable B die Be-
dienzeiten, so fu¨hrt (3.37) zu
M∗B(ϑ
∗)M∗−A(ϑ
∗) =
µ
µ− ϑ∗ ·
λ
λ + ϑ∗
!
= 1.
Daraus berechnet man den Parameter ϑ∗ fu¨r den exponentiellen Maßwechsel:
µλ = (µ− ϑ∗)(λ + ϑ∗) = µλ + µϑ∗ − λϑ∗ − ϑ∗2 (3.38)
⇔ ϑ∗2 + (λ− µ)ϑ∗ = 0 (3.39)
⇔ ϑ∗ = µ− λ. (3.40)
Damit ergibt sich also unter dem asymptotisch optimalen Maßwechsel eine Vertauschung
der Parameter von Zwischenankunfts– und Bedienzeitverteilung.
Leider ist die Anwendbarkeit obiger Ergebnisse stark eingeschra¨nkt. Die einzigen Warte-
schlangenmodelle neben dem M/M/1–Modell, fu¨r die man die aus der Bedingung (3.37)
resultierende Gleichung explizit lo¨sen kann, sind die Modelle M/E2/1 und E2/M/1.
Hierfu¨r fu¨hrt (3.37) jeweils auf eine quadratische Gleichung. Fu¨r alle anderen Modelle
existiert keine explizite Lo¨sung. Wir wollen dies kurz anhand zweier Modelle verdeutli-
chen.
Beispiel 3.11 (M/D/1–Modell) Hierbei ist B degeniert, wir nehmen der Einfachheit
halber OBdA an, an der Stelle 1, und A ist exponentiell verteilt mit Parameter λ < 1.
Man sieht leicht, daß (3.37) dann a¨quivalent ist zu
M∗B(ϑ
∗)M∗−A(ϑ
∗) = eϑ
∗ · λ
λ + ϑ∗
= 1,
einer transzendenten Gleichung ohne explizite Lo¨sung, die daher numerisch gelo¨st werden
muß.
Beispiel 3.12 (D/M/1–Modell) Hierbei ist A degeniert, wieder OBdA an der Stelle 1,
und B ist exponentiell verteilt mit Parameter µ > 1. Dann ist (3.37) a¨quivalent zu
M∗B(ϑ
∗)M∗−A(ϑ
∗) =
µ
µ− ϑ∗ · e
−ϑ∗ = 1,
einer weiteren transzendenten Gleichung.
Bei der pra¨sentierten Anwendung des exponentiellen Maßwechsels wird der Zusammen-
hang zwischen der Wartezeitverteilung in elementaren Warteschlangenmodellen und des
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U¨berschreitens einer Schranke in Random Walks ausgenutzt. Dieser Zusammenhang be-
steht jedoch in allgemeineren Modellen, wie etwa in Modellen mit mehreren Bedie-
nern oder beschra¨nkten Kapazita¨ten und in Warteschlangennetzen, nicht. Daher ist es
wu¨nschenswert, Techniken des exponentiellen Maßwechsels direkt auf Warteschlangen-
prozesse anzuwenden, etwa unter Einbeziehung der Theorie großer Abweichungen.
Tatsa¨chlich haben Parekh und Walrand [PW89] auf diesem Wege heuristisch mit dem Satz
von Crame´r argumentiert, daß obiger asymptotisch optimaler Maßwechsel fu¨r G/G/1–
Modelle auch asymptotisch optimal ist zur Bestimmung der mittleren Zeit, bis eine Warte-
schlange einen vorgegebenen Fu¨llstand erreicht, ebenso fu¨r die Wahrscheinlichkeit, daß ein
vorgegebener Fu¨llstand erreicht wird und die Wahrscheinlichkeit, daß eine Warteschlange
oder ein Puffer beschra¨nkter Kapazita¨t u¨berla¨uft. Fu¨r das M/M/1–Modell wird dies be-
reits in [CFM83] mit Hilfe Markovscher Random Walks bewiesen. Einen formalen Beweis
fu¨r G/G/1–Modelle liefert Sadowsky [Sad91]. Er beweist zudem, daß fu¨r G/G/1–Modelle
der exponentielle Maßwechsel mit Parameter ϑ∗ der eindeutig bestimmte exponentiel-
le Maßwechsel innerhalb aller Simulationen mit unabha¨ngigen und identisch verteilten
Zwischenankunfts– und Bedienzeiten ist, also ein analoges Ergebnis zum Fall des Ran-
dom Walks. In [Sad93] werden daru¨berhinaus Resultate fu¨r ho¨here Momente der Scha¨tzer
bewiesen. Weiteres zur Effizienz des exponentiellen Maßwechsels fu¨r elementare Warte-
schlangenmodelle, insbesondere zur Robustheit, wenn der Twisting–Parameter von ϑ∗ ab-
weicht, diskutieren Asmussen und Rubinstein [AR95] und findet sich auch in [RM98]. So
wird dort empirisch gezeigt, daß Abweichungen von bis zu 20% vom optimalen Parameter
meist immer noch sehr gute Ergebnisse in Form von erheblicher Varianzreduktion liefern.
In [CHJS94] wird ein asymptotisch optimaler Maßwechsel fu¨r Pufferu¨berlaufwahrschein-
lichkeiten in Warteschlangenmodellen, deren Ankunftsprozeß Markov–moduliert oder au-
toregressiv ist, u¨ber die Theorie großer Abweichungen und effektive Bandbreiten hergelei-
tet. Mandjes [Man96] beschreibt asymptotisch optimale Maßwechsel fu¨r elementare War-
teschlangensysteme mit Gruppenanku¨nften (batch arrivals). Kroese und Nicola [KN99a]
bestimmen den optimalen exponentiellen Maßwechsel fu¨r Warteschlangenmodelle mit Be-
dienerausfa¨llen (server breakdowns), die gema¨ß einer stetigen Markovkette auftreten, und
pra¨sentieren empirische Untersuchungen zur Gu¨te dieses Maßwechsels fu¨r U¨berlaufwahr-
scheinlichkeiten.
Wir haben gesehen, daß fu¨r sehr einfache Warteschlangensysteme der exponentielle Maß-
wechsel, der sehr eng verknu¨pft ist mit der Theorie großer Abweichungen, ha¨ufig gute
Ergebnisse im Sinne asymptotisch optimaler IS–Scha¨tzer liefert. Eine Verallgemeinerung
auf allgemeinere (gro¨ßere) Systeme ist jedoch bisher nicht gelungen. Ebensowenig existie-
ren fu¨r komplexere Modelle Bedingungen, unter denen der optimale exponentielle Maß-
wechsel in einem allgemeineren Sinne optimal ist, also etwa einen asymptotisch optimalen
Maßwechsel darstellt. Ein weiterer Nachteil des exponentiellen Maßwechsels neben der
Schwierigkeit, einen optimalen exponentiellen Maßwechsel zu finden, besteht also darin,
daß selbst bei Lo¨sung dieses Problems keine Garantie fu¨r asymptotische Effizienz besteht,
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da keine allgemeinen Bedingungen bekannt sind, wann ein optimaler exponentieller Maß-
wechsel asymptotisch optimal ist. Somit la¨ßt sich sagen, daß dieser Ansatz fu¨r Modelle
im Bereich von Computer– und Kommunikationssystemen nach heutigem Stand der For-
schung nur schwer auf komplexe Modelle anwendbar ist. Ein Vorteil des Ansatzes u¨ber
exponentielle Maßwechsel unter Einbeziehung der Theorie großer Abweichungen besteht
sicherlich darin, daß dieser Ansatz im Prinzip sehr allgemein ist und eine fortgeschrittene
(aber schwierige) mathematische Theorie zur Verfu¨gung steht. Daher besteht die Hoff-
nung, daß weitere Fortschritte im Rahmen der Theorie großer Abweichungen direkt eine
Anwendbarkeit auf komplexere Modelle bedeuten. Fu¨r realistische Modelle fu¨hrt dieser
Ansatz jedoch oft auf komplexe Variationsprobleme, deren Formulierung ha¨ufig schon
schwierig bzw. unmo¨glich ist, und die keine explizite Lo¨sung besitzen. Daher mu¨ssen auch
hier ha¨ufig viele heuristische Annahmen gemacht werden.
So haben Parekh und Walrand [PW89] eine Verallgemeinerung des asymptotisch opti-
malen Maßwechsels fu¨r M/M/1–Modelle auf Markovsche Tandemsysteme vorgeschlagen.
Dabei werden die Parameter der Zwischenankunftszeit und des langsamsten Bedieners
vertauscht, und alle anderen Bedienzeitverteilungen bleiben unvera¨ndert. Jedoch haben
Glasserman und Kou [GK95] gezeigt, daß selbst fu¨r Markovsche Tandemsysteme aus
nur zwei Bedienern dieser Maßwechsel in gewissen Parameterregionen zu IS–Scha¨tzern
mit unendlicher Varianz fu¨hrt. Insgesamt la¨ßt sich sagen, daß dies fu¨r Tandemnetze nur
dann effizient ist, wenn der Fu¨llstand des Systems signifikant von einer Warteschlange,
der sogenannten bottleneck queue dominiert wird. Ebenso ist fu¨r allgemeinere Jackson–
Netze erforderlich, daß die Leistung im wesentlichen durch eine einzelne Station bestimmt
wird. Auch in [CHJS94] werden die Ergebnisse fu¨r Warteschlangenmodelle mit Markov–
modulierten und autoregressiven Ankunftsprozessen erweitert, und zwar auf Netze, deren
Knoten baumartig strukturiert sind, wobei Anku¨nfte an den Bla¨ttern erfolgen (intree
networks). Dazu werden Beispiele gegeben, in denen wesentliche Varianzreduktionen be-
obachtet wurden. In [Man98] wird die asymptotische Optimalita¨t fu¨r Tandemnetze mit
zwei Knoten und Markov–modulierten Anku¨nften bewiesen. Eine Variante des Ansatzes
fu¨r weitere Netztopologien schlagen [FDL99] vor.
Alle genannten Erweiterungen beziehen sich, wie auch fu¨r das M/M/1–Modell, auf
U¨berlauf– oder Verlustwahrscheinlichkeiten innerhalb einer Arbeitsphase (busy period)
des zu untersuchenden Systems. Dies ist jedoch kein spezielles Pha¨nomen beim exponen-
tiellen Maßwechsel. Vielmehr konzentriert sich die Forschung zur Herleitung effizienter
Maßwechsel insgesamt fast ausschließlich auf die Untersuchung solcher Leistungsmaße
der Form, daß ein seltenes Ereignis wa¨hrend einer Arbeitsphase auftritt. Dies erleichtert
die Simulation erheblich, da die allgemeine Funktion g dann immer die Indikatorfunktion
dieses Ereignisses ist und nicht etwa die Summe von Indikatorfunktionen oder noch all-
gemeiner. Das seltene Ereignis dient dann als ein terminierendes Ereignis der Simulation,
und ein Simulationslauf endet, wenn das seltene Ereignis eintritt oder ein gegebener An-
fangszustand wie das leere System bzw. der Zustand nach Eintritt des ersten Kunden in
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das System wieder erreicht wird. Auch fu¨r Markovmodelle konzentriert sich die Forschung
bis auf wenige Ausnahmen auf diese Leistungsmaße, was auch dort erhebliche Vereinfa-
chungen zur Folge hat, wie wir in Kapitel 4 genauer sehen werden. Es liegt auf der Hand,
daß, wenn selbst fu¨r die deutlich einfacher zu handhabenden Arbeitsphasen keine allge-
meinen Maßwechselstrategien bekannt sind, dies auch fu¨r allgemeinere Leistungsmaße und
insbesondere fu¨r Leistungsmaße u¨ber endlichem Horizont und fu¨r allgemeine stationa¨re
Leistungmaße, auch stationa¨re Wahrscheinlichkeiten, gilt.
3.4 Das RESTART–Verfahren
Wir wollen nun kurz das zweite ga¨ngige Verfahren zur Simulation seltener Ereignisse infor-
mell vorstellen, ohne Formeln fu¨r die Scha¨tzer, Varianzen oder andere relevante Gro¨ßen
anzugeben. RESTART∗ ist eine Variante einer klassischen Idee zur Varianzreduktion,
dem Splitting [KM53, HH64, Bay70]†. Die Grundidee beim Splitting besteht darin, den
Zustandsraum in eine Folge verschachtelter Untermengen zu partitionieren und das zu
simulierende Ereignis als Schnitt einer solchen Folge anzusehen. Erfolgversprechende Si-
mulationsla¨ufe, etwa solche, die bereits in die Na¨he eines interessierenden Zustands gelangt
sind, werden dann in mehrere Subla¨ufe aufgeteilt (split), um versta¨rkt Stichproben in den
relevanten Regionen zu generieren. Diese Idee wurde speziell fu¨r seltene Ereignisse von
den Bru¨dern Villen-Altamirano zur Simulationsmethode RESTART entwickelt und im
Jahre 1991 in der ersten Version [VAVA91] pra¨sentiert.
Beim RESTART–Verfahren wird zu einem seltenen Ereignis A ein Ereignis C ⊇ A defi-
niert, dessen Wahrscheinlichkeit zwar klein aber deutlich gro¨ßer als die von A ist, und die
Wahrscheinlichkeit des seltenen Ereignisses A wird dann als Produkt der Wahrscheinlich-
keit des weniger seltenen Ereignisses C und der bedingten Wahrscheinlichkeit von A unter
der Bedingung, daß C eingetreten ist, dargestellt. Gelegentlich spricht man, um den Un-
terschied der Gro¨ßenordnungen der Wahrscheinlichkeiten deutlich zu machen, von A als
sehr seltenem Ereignis und von C als seltenem Ereignis. Wir bevorzugen jedoch, A als sel-
ten und C als weniger selten zu bezeichnen, da auch dies ausreichend deutlich macht, daß
die Wahrscheinlichkeit des Ereignisses C noch nicht in einer
”
normalen“ Gro¨ßenordnung
liegt.
Es gilt also P{A} = P{C} ·P{A|C}, wobei die
”
Grenze“ zwischen A und C als Schranke
(threshold) bezeichnet wird. Die Wahrscheinlichkeit P{C} kann mittels Standardsimula-
tion, P{A|C} jedoch nur aus dem kleinen Anteil der Simulation bestimmt werden, in dem
C auftritt. Bei RESTART wird die Scha¨tzung von P{A|C} durch wiederholte Simulation
dieses Anteils verbessert. Tritt wa¨hrend eines Simulationslaufes das Ereignis C auf, so
wird der Lauf in R Subla¨ufe aufgeteilt. Zusa¨tzlich zu dem urspru¨nglichen Lauf, der die
∗Repetetive Simulation Trials After Reaching Thresholds
†Im Konflikt zur Standardterminologie nannte Bayes seine Variante Importance Sampling.
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Schranke erreicht hat, werden also R− 1 weitere La¨ufe, die sogenannten Retrials‡, durch-
gefu¨hrt, wobei der
”
Eintrittspunkt“ in die Menge C als Anfangszustand der Subla¨ufe
dient. Ziel des Verfahrens ist also wie beim Importance Sampling eine Varianzreduktion
aufgrund einer gro¨ßeren Anzahl von Beobachtungen des seltenen Ereignisses.
In [VAMGF94] wurde die Methode durch die Definition mehrerer Mengen Ci, i = 1, . . .M
mit C1 ⊇ C2 ⊇ . . . CM ⊇ A auf die heute gebra¨uchliche Version erweitert, siehe auch
[VAVA94]. Jeder Simulationslauf, der eine Schranke Ti erreicht, wird in Ri Subla¨ufe auf-
geteilt, den urspru¨nglichen Lauf, der die Schranke Ti erreicht hat, und Ri−1 Retrials. Jeder
der Subla¨ufe kann die na¨chste Schranke erreichen und dann seinerseits aufgeteilt werden.
Durch geeignete Wahl der Schranken kann der gesamte Pfad zum seltenen Ereignis in
viele nicht seltene Ereignisse aufgeteilt werden, na¨mlich Ereignisse der Art
”
Erreichen der
na¨chsten Schranke nach Aufteilung“. Damit zerfa¨llt die Scha¨tzung der Wahrscheinlichkeit
eines seltenen Ereignisses in mehrere Scha¨tzungen von Wahrscheinlichkeiten, die mittels
Standardsimulation durchgefu¨hrt werden ko¨nnen, und eine Berechnung (Multiplikation)
zur Kombination dieser Scha¨tzungen.
Eine der Fragen, die sich dabei stellen, ist, wie zu verfahren ist, wenn ein Retrial die
Schranke, an der er gestartet wurde, wieder unterschreitet. Dazu existieren zwei Varian-
ten. Bei RESTART werden solche Retrials abgebrochen. Gelegentlich wird aber auch die
Variante benutzt, sie fortzufu¨hren, was dann aber meist nicht mit RESTART sondern mit
Splitting bezeichnet wird. RESTART als Variante des Splitting zeichnet sich also gerade
durch das Abbrechen von Retrials aus, die ihre
”
Anfangsschranke“ wieder unterschreiten.
Dies hat selbstversta¨ndlich Auswirkungen auf die resultierenden Scha¨tzer, und hierbei ist
dann auch wichtig, zwischen dem uspru¨nglichen Pfad, der die Schranke erreicht hat, und
den Retrials zu unterscheiden. In keiner Variante wird ein Sublauf abgebrochen, bevor
er die Schranke, an der er gestartet wurde, wieder unterschreitet oder ein terminierendes
Ereignis der Simulation eintritt. Fu¨r den anfangs gestarteten Lauf, den Hauptlauf oder
auch Hauptpfad, bedeutet das insbesondere, daß er in jedem Fall bis zum terminieren-
den Ereignis der Simulation fortgefu¨hrt wird, da er nicht aufgrund des Erreichens einer
Schranke gestartet wird.
Die Abbildungen 3.1 und 3.2 zeigen fu¨r eindimensionalen Zustandsraum einen charakteri-
stischen Simulationslauf mit und ohne Anwendung des RESTART–Verfahrens. Dabei ist
S(t) der Zustand zur Zeit t. Um ein Mindestmaß an U¨bersichtlichkeit zu gewa¨hrleisten
haben wir uns dabei auf drei Schranken und jeweils zwei Retrials bei jedem Erreichen
einer Schranke beschra¨nkt. Die Punkte, an denen die Schranken Ti u¨berschritten oder
unterschritten werden, sind mit dickeren Punkten markiert. Die Retrials auf verschiede-
nen Ebenen sind in unterschiedlichen Linienarten dargestellt; der Hauptpfad mit einer
dicken Linie, die Retrials an der ersten Schranke Ti mit du¨nnen Linien, die Retrials an
der zweiten Schranke T2 gestrichelt und die Retrials an der Schranke T3 gepunktet.
‡In manchen Arbeiten werden alle R Subla¨ufe Retrials genannt.
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Abbildung 3.1: Simulationslauf ohne RESTART
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Abbildung 3.2: Simulationslauf mit RESTART
Die Gu¨te von RESTART–Simulationen ha¨ngt wesentlich von der durch die Festlegung der
Schranken definierten Ci sowie der Anzahlen Ri von Retrials beim Erreichen der Schranken
ab. Heuristiken fu¨r kleine Modelle und Untersuchungen zur Empfindlichkeit des Verfah-
rens gegenu¨ber der Wahl der Ci und Ri findet man in [VA98, VAVA99, VAVA00], weitere
Untersuchungen zur optimalen Wahl der Retrials in [PLG02, VAVA02]. Eine geeignete
Wahl dieser Parameter, also eine Parameterwahl, die zu einer Varianzreduktion und da-
mit Simulationsbeschleunigung fu¨hrt, erweist sich jedoch insbesondere fu¨r große Modelle
und Modelle mit mehrdimensionalen Zustandsra¨umen, also etwa Warteschlangennetze
mit mehr als einem Knoten, als sehr schwierig [GHSZ96a, GHSZ96b, GHSZ98, GHSZ99,
GK98a, Hee98a, KK98]. Diese Schwierigkeit resultiert vor allem daraus, daß die Wahl
der Schranken hierbei wesentlich komplizierter ist als fu¨r Modelle mit eindimensionalem
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Zustandsraum. In [GHSZ98] wird vorgeschlagen, solche Parameter mit Hilfe der Theorie
großer Abweichungen zu bestimmen, da die optimalen Parameter vom
”
Abweichungsver-
halten“ des zu simulierenden Systems abha¨ngen. Als Schlu¨ssel zu einer guten Wahl er-
weist sich dabei die Wichtigkeitsfunktion (Importance Function, [VAMGF94]). Sie stellt
ein Maß fu¨r die Wahrscheinlichkeit, von einer aktuellen Position aus das seltene Ereignis
zu erreichen, dar. In [GKvO00] wird gezeigt, daß nur eine optimale Wahl dieser Funktion
eine asymptotisch optimale RESTART-Simulation garantiert. Eine solche optimale Wahl
ha¨ngt dabei von (unbekannten) bedingten Wahrscheinlichkeiten und der Wahrscheinlich-
keit des seltenen Ereignisses ab, so daß diese optimale Wahl nicht mo¨glich ist bzw. ebenso
schwierig wie das eigentliche Problem, die simulative Scha¨tzung der Wahrscheinlichkeit
des seltenen Ereignisses. Es ist bemerkenswert, daß sich also das gleiche Problem wie beim
Importance Sampling ergibt, und so wird auch in [GKvO00] auf diesen Bezug hingewie-
sen. Eine weitere enge Beziehung zwischen RESTART und Importance Sampling wird in
[GK99] deutlich. Hier wird die Eintrittsverteilung (Entrance Distribution), die bedingte
Verteilung des Systemzustands beim Erreichen eines seltenen Ereignisses, definiert und
ein Bezug zum optimalen exponentiellen Maßwechsel bei Importance Sampling hergestellt,
der dort ha¨ufig ebenfalls mit Hilfe der Theorie großer Abweichungen gesucht wird.
Ein weiteres wesentliches Problem bei der Anwendung des RESTART–Verfahrens besteht
darin, daß die Berechnung der Varianz der resultierenden Scha¨tzer – anders als bei Im-
portance Sampling – nicht immer klar ist und von den Details der gewa¨hlten Aufteilungs-
methode abha¨ngt. In [Hee98a] wird weiterhin darauf hingewiesen, daß Implementierungen
des Verfahrens ha¨ufig die Speicherung von und einen schnellen Zugriff auf zahlreiche Zu-
satzinformationen erfordern. Zudem ist, wie allgemein bei Simulationen, die La¨nge der
Simulationsla¨ufe bedeutend. Eine Kombination des RESTART-Verfahrens mit einem Al-
gorithmus zur Kontrolle der Simulationslaufla¨nge wird in [GS96, GF98, GLFH01] be-
schrieben.
Eine Einschra¨nkung der Anwendbarkeit des Verfahrens auf eine wichtige Klasse von Mo-
dellen ergibt sich aufgrund einer Eigenschaft des Verfahrens, die von einigen Autoren
ha¨ufig als Vorteil angesehen wird, na¨mlich, daß, anders als beim Importance Sampling,
das zugrundeliegende Wahrscheinlichkeitsmaß nicht vera¨ndert wird, also etwa fu¨r Mar-
kovmodelle die U¨bergangswahrscheinlichkeiten und damit die gesamte U¨bergangsmatrix
unvera¨ndert bleiben. Fu¨r Modelle, bei denen seltene Ereignisse aufgrund verha¨ltnisma¨ßig
weniger U¨berga¨nge mit bekannten kleinen Wahrscheinlichkeiten auftreten und fu¨r Model-
le, bei denen die involvierten seltenen Ereignisse selbst Zustandsu¨berga¨nge mit bekannten
Wahrscheinlichkeit sind, lassen sich mit dem RESTART–Verfahren diese seltenen Ereig-
nisse nicht ha¨ufiger hervorrufen. Damit ist RESTART also fu¨r Zuverla¨ssigkeitssysteme
nur wenig nu¨tzlich und fu¨r steife Systeme ungeeignet. Wir betrachten RESTART im
weiteren Verlauf dieser Arbeit nicht weiter. Fu¨r einen ausfu¨hrlicheren U¨berblick sei auf
[Gar00, GLFH01] verwiesen.
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4 Importance Sampling fu¨r Markovmodelle
Bevor wir die Anwendung von Importance Sampling auf Markovmodelle, also auf solche
Modelle, die sich als Markovkette modellieren lassen, beschreiben, wollen wir kurz die
allgemeine Vorgehensweise bei der Simulation von Markovketten erla¨utern.
Bei der Simulation eines stochastischen Prozesses wird beobachtet, wie sich der Zustand
des Prozesses mit fortschreitender Zeit vera¨ndert, und in einem Simulationsexperiment
werden Pfade (Trajektorien) des stochastischen Prozesses erzeugt. Zur Simulation von
Markovketten ist also im wesentlichen erforderlich, Pfade der Kette zu erzeugen. Jeder
dieser Pfade liefert eine Information u¨ber die gesuchte Gro¨ße, und es ko¨nnen dann die
in Abschnitt 3.2 beschriebenen Verfahren zur statistischen Analyse angewendet werden.
Ziel der meisten Simulationen ist dabei die Scha¨tzung von Verteilungen oder einzelner
Zustandswahrscheinlichkeiten oder Funktionen wie etwa Erwartungswerte.
Zur Erzeugung von Pfaden wird ausgehend von einem Startzustand der Simulation das
dynamische Verhalten der Markovkette nachgespielt, wobei die Wahl des Startzustands
von der gewa¨hlten Auswertungsmethode und der Art der gesuchten Gro¨ße abha¨ngen
kann. Sollen transiente Gro¨ßen gescha¨tzt werden, so ist in der Regel der Startzustand
durch die Anfangsbedingungen des modellierten Systems festgelegt, und es werden un-
abha¨ngige Pfade erzeugt, deren La¨nge sich aus dem terminierenden Ereignis ergibt. Fu¨r
die Scha¨tzung stationa¨rer Gro¨ßen mittels unabha¨ngiger Wiederholungen oder Gruppen-
mittelwerten muß zuna¨chst eine Einschwingphase durchlaufen werden, deren Startzustand
beispielsweise gema¨ß der Anfangsverteilung der Markovkette gewa¨hlt werden kann. Nach
Ablauf der Einschwingphase ist dann der Startzustand fu¨r die
”
eigentliche Simulation“
erreicht. In der Regel ist dieser nicht fu¨r jeden der unabha¨ngigen La¨ufe identisch. Bei der
regenerativen Simulation kann aufgrund der Tatsache, daß jeder Zustand einer Markov-
kette regenerativ ist, in einem beliebigen Startzustand begonnen werden. Hier wa¨hlt man
u¨blicherweise jedoch einen fu¨r das System ausgezeichneten Zustand, etwa fu¨r Warteschlan-
genmodelle den Zustand, der das leere System beschreibt oder fu¨r Zuverla¨ssigkeitsmodelle
den fehlerfreien Zustand. Es verbleibt nun, zu erla¨utern, wie das dynamische Verhalten
der Markovkette simuliert wird.
Sei (Xn) eine homogene diskrete Markovkette mit Zustandsraum S, U¨bergangsmatrix
P = (pij) und Anfangsverteilung µ. Zur Erzeugung von Pfaden werden die einzelnen Zu-
standsu¨berga¨nge simuliert. Dazu ist es lediglich erforderlich, jeweils eine auf dem Intervall
[0, 1] gleichverteilte Zufallszahl zu erzeugen und in Abha¨ngigkeit von deren Wert in einen
der mo¨glichen Folgezusta¨nde u¨berzugehen. Wir wollen dies nun formalisieren. Es bezeich-
ne E(i) fu¨r einen beliebigen Zustand i ∈ S die Menge aller mo¨glichen Folgezusta¨nde,
also
E(i) = {j ∈ S : pij > 0} =: {e1, . . . , e|E(i)|}.
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Weiterhin seien u eine auf [0, 1] gleichverteilte Zufallszahl und
I1 := [0, pie1], I2 := (pie1, pie1 + pie2 ], . . . , I|E(i)| :=

|E(i)−1|∑
j=1
piej , 1

 .
Ist u ∈ Ij, j ∈ {1, . . . , |E(i)|}, dann wa¨hle ej als Folgezustand. Dies wird begin-
nend im Startzustand der Simulation so lange ausgefu¨hrt bis die gewu¨nschte Anzahl
von U¨berga¨ngen erzeugt ist oder ein vorgegebenes terminierendes Ereignis eintritt, also
zum Beispiel ein bestimmter Zustand oder eine Zustandsmenge erreicht wird. Abbildung
4.1 zeigt einen entsprechenden Algorithmus fu¨r einen Simulationslauf. Dabei bezeichnet
x0 ∈ S den Startzustand der Simulation.
i := x0 = Initial State;
repeat
Generate E(i);
j := 1; Sum := pie1; RandomNumber := Uniform(0,1);
while Sum < RandomNumber do
j := j + 1; Sum := Sum +piej ;
od;
i := j; (∗ next state ∗)
Collect data;
until Last Simulation Step;
Abbildung 4.1: Simulation homogener diskreter Markovketten
Die konkrete Spezifikation von
”
Collect data“ und
”
Last Simulation Step“ wird dabei
durch die Art der gesuchten Gro¨ße und die gewa¨hlte Methode zur Ausgabeanalyse (tran-
sient/stationa¨r, unabha¨ngige Wiederholungen, Gruppenmittelwerte, regenerative Simula-
tion) bestimmt. Man sieht leicht, daß mit der while–Schleife im Algorithmus eine sequen-
tielle Suche des Intervalls, in dem die Zufallszahl liegt, umgesetzt wird. Selbstversta¨ndlich
kann dies durch effizientere Suchverfahren verbessert werden. Ein solcher Simulationslauf
generiert einen Pfad x0, x1, . . . , xK der Markovkette mit xi ∈ S, i = 0, . . . , K, wobei K
von der Auswertemethode abha¨ngt und auch zufa¨llig sein kann. Ein solcher Pfad hat die
Wahrscheinlichkeit
p(x0, x1, . . . , xK) = P{X0 = x0}
K−1∏
i=0
pxi,xi+1.
Wird der Startzustand gema¨ß der Anfangsverteilung gewa¨hlt, so gilt P{X0 = x0} = µ(x0),
startet man die Simulation in einem fest gewa¨hlten Zustand, so gilt P{X0 = x0} = 1.
Auch inhomogene Markovketten ko¨nnen auf diese Art simuliert werden, wenn die zeitun-
abha¨ngigen U¨bergangswahrscheinlichkeiten jeweils durch die zeitabha¨ngigen U¨bergangs-
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wahrscheinlichkeiten der inhomogenen Markovkette ersetzt werden. Die Pfadwahrschein-
lichkeiten ergeben sich dann aus dem Produkt der zeitabha¨ngigen U¨bergangswahrschein-
lichkeiten und der Wahrscheinlichkeit P{X0 = x0}.
Einen Sonderfall in dem Sinne, daß sie nicht ergodisch sind, stellen absorbierende Mar-
kovketten dar, die ha¨ufig zur Modellierung verwendet werden. Dabei interessieren etwa
Absorptionswahrscheinlichkeiten in bestimmten absorbierenden Zusta¨nden oder mittlere
Zeiten bis zur Absorption. Die Simulation endet dann, sobald ein absorbierender Zustand
erreicht wird. Eine Besonderheit stellen Wahrscheinlichkeiten des Erreichens bestimmter
ausgezeichneter Zusta¨nde wie etwa seltener Zusta¨nde vor Ru¨ckkehr in den Anfangszustand
dar. Diese Wahrscheinlichkeiten korrespondieren oft zu stationa¨ren Wahrscheinlichkeiten
der ausgezeichneten Zusta¨nde, die daher oft als absorbierende Zusta¨nde modelliert wer-
den. Die Simulation, also die Generierung von Pfaden, ist fu¨r absorbierende Markovketten
analog zu nicht absorbierenden Markovketten.
Ebenso wie diskrete kann man auch stetige Markovketten simulieren, indem man das dy-
namische Verhalten nachspielt. Eine sehr anschauliche Beschreibung verschiedener a¨qui-
valenter Interpretationen des dynamischen Verhaltens stetiger Markovketten findet man
in [Hav98]. Wir geben hier die wohl ga¨ngigste und fu¨r die Simulation geeignetste davon
an. Es bezeichne Q = (qij) die Generatormatrix, wobei qij, i, j ∈ S, i 6= j positive U¨ber-
gangsraten bezeichnen, und fu¨r alle i ∈ S gilt qii := −
∑
j∈S qij. Die Markovkette verweilt
eine mit Parameter |qii| exponentiell verteilte Zeitdauer im Zustand i und wechselt dann
gema¨ß der U¨bergangswahrscheinlichkeit pij =
qij
|qii|
in einen Folgezustand j 6= i aus S.
Zur Simulation von Zustandsu¨berga¨ngen in stetigen Markovketten muß also zuna¨chst eine
exponentiell verteilte Verweildauer erzeugt werden, und dann wird analog zum diskreten
Fall eine auf [0, 1] gleichverteilte Zufallszahl erzeugt und gema¨ß der U¨bergangswahrschein-
lichkeiten in einen Folgezustand gewechselt. Anders als im diskreten Fall ist dieser Fol-
gezustand immer ein vom aktuellen verschiedener Zustand. Dies ist jedoch nur durch
unsere gewa¨hlte Definition der Generatormatrix und die Interpretation des dynamischen
Verhaltens gegeben. Es lassen sich a¨quivalent stetige Markovketten definieren, in denen
sogenannte self–loops mo¨glich sind, siehe [Hav98, BHHK00, BHHK02, BKHH02]. Dies ist
allerdings im allgemeinen eher unu¨blich, und wir wollen hier darauf nicht weiter eingehen.
Ein Simulationslauf generiert also einen Pfad ((x0, r0), (x1, r1), . . . , (xK, rK)), wobei die ri
die generierten Verweildauern in den einzelnen Zusta¨nden bezeichnen. Ein solcher Pfad
hat die Dichte
p((x0, r0), (x1, r1), . . . , (xK, rK)) = P{X0 = x0}
K−1∏
i=0
(
qxi,xi+1e
qxi,xiri
)
.
Ein zum diskreten Fall analoger Algorithmus kann leicht formuliert werden, indem die
Erzeugung der exponentiell verteilten Verweildauern erga¨nzt wird.
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In der Praxis wird an Stelle der stetigen Markovkette meist eine diskrete Markovkette
simuliert. Bei der Untersuchung des stationa¨ren Verhaltens bietet sich dazu die einge-
bettete Markovkette an, deren stationa¨re Zustandswahrscheinlichkeiten durch eine einfa-
che Renormalisierung mittels der Verweildauern in den Zusta¨nden auf die stationa¨ren
Zustandswahrscheinlichkeiten der diskreten Markovkette umgerechnet werden ko¨nnen,
siehe A.2. Eine Alternative ist die Randomisierung (Randomization, Uniformization,
[Gra77, Gra91, GM84]), die sich daru¨berhinaus auch sehr gut fu¨r die Untersuchung des
transienten Verhaltens eignet, siehe auch hierzu A.2. Eine ausfu¨hrliche U¨bersicht u¨ber die
Randomisierung und ihre Anwendung bietet [vM93].
Es wird ein wesentlicher Vorteil der Simulation gegenu¨ber numerischen Verfahren deutlich.
Es muß nicht a priori der gesamte Zustandsraum oder die U¨bergangsmatrix generiert wer-
den, sondern lediglich zum aktuellen Zustand die Menge der mo¨glichen Folgezusta¨nde und
die entsprechenden U¨bergangswahrscheinlichkeiten. Dies wirkt also dem Problem der Zu-
standsraumexplosion entgegen und macht es mo¨glich, auch Markovketten mit sehr großem
oder unendlichem Zustandsraum zu simulieren. Man muß diesen offensichtlichen Vorteil
jedoch auch kritisch betrachten, denn er wirkt sich nur dann aus, wenn die Menge der
Folgezusta¨nde fu¨r jeden Zustand in einem effektiv handhabbaren Bereich liegt. Es wird
also vorausgesetzt, daß die Markovkette bzw. deren U¨bergangs– oder Generatormatrix
strukturiert ist. Dies ist jedoch insbesondere fu¨r Markovketten, die reale Systeme mo-
dellieren oder anderen Paradigmen wie Warteschlangenmodellen zugrundeliegen, nahezu
immer erfu¨llt. Eine besonders geeignete kompakte Beschreibungsmethode fu¨r strukturier-
te Markovketten, Transitionsklassenmodelle, deren Simulation und insbesondere auch die
Anwendung von Importance Sampling werden wir in Abschnitt 4.4 vorstellen.
4.1 Formale Grundlagen fu¨r Markovketten
In einer weit verbreiteten Variante wird Importance Sampling fu¨r Markovketten so durch-
gefu¨hrt, daß das IS–Maß zu einer neuen Generator– bzw. U¨bergangsmatrix korrespondiert
und der Zustandsraum der Markovkette unvera¨ndert bleibt. Importance Sampling wird
dann also mit einer modifizierten, aber weiterhin homogenen und diskreten Markovkette
durchgefu¨hrt. Es werden Pfade der Markovkette gema¨ß der neuen U¨bergangs– oder Gene-
ratormatrix generiert und die Ergebnisse mit dem entsprechenden Likelihood–Quotienten
gewichtet. Formal ist diese Art des Maßwechsels gerade der exponentielle Maßwechsel
fu¨r Markovketten [Buc90]. Wir wollen hier zuna¨chst diese klassische Variante beschreiben
und erst danach den allgemeinen Rahmen des Importance Sampling fu¨r Markovketten
und allgemeinere Verfahren zur Wahl von IS–Maßen vorstellen.
Fu¨r diskrete Markovketten mit Zustandsraum S, U¨bergangsmatrix P = (pij) und An-
fangsverteilung µ wa¨hlt man dabei eine U¨bergangsmatrix P∗ = (p∗ij) und eine Anfangs-
verteilung ν so, daß fu¨r alle i, j ∈ S : pij > 0 ⇒ p∗ij > 0, µ(j) > 0 ⇒ ν(j) > 0. Der
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Likelihood–Quotient fu¨r einen Pfad x0, x1, . . . , xK ist dann
L(x0, . . . , xK) =
µ(x0)
ν(x0)
K−1∏
i=0
pxi,xi+1
p∗xi,xi+1
. (4.1)
Fu¨r stetige Markovketten mit Generatormatrix Q = (qij) wa¨hlt man analog eine Gene-
ratormatrix Q∗ = (q∗ij) mit qij > 0 ⇒ q∗ij > 0, i 6= j und q∗ii = −
∑
j∈S q
∗
ij, i ∈ S sowie
eine Anfangsverteilung ν mit µ(j) > 0 ⇒ ν(j) > 0. Als Likelihood–Quotient eines Pfades
((x0, r0), . . . , (xK, rK)) ergibt sich
L((x0, r0) . . . , (xK, rK)) =
µ(x0)
ν(x0)
K−1∏
i=0
qxi,xi+1e
qxi,xiri
q∗xi,xi+1e
q∗xi,xir
∗
i
. (4.2)
In der Regel werden die Anfangsverteilungen identisch gewa¨hlt oder der Startzustand fu¨r
die Simulation wird fest und nicht gema¨ß der Anfangsverteilung gewa¨hlt, und in obigen
Gleichungen fu¨r die Likelihood–Quotienten entfa¨llt jeweils der Faktor µ(x0)
ν(x0)
. Wie eingangs
bereits erwa¨hnt ist dies eine klassische Variante des Maßwechsels fu¨r Markovketten, die
einen Spezialfall des allgemeinen Rahmens darstellt, den wir nun vorstellen wollen.
Sei (Xn) eine homogene diskrete Markovkette mit Zustandsraum S, U¨bergangsmatrix
P = (pij) und Anfangsverteilung µ. Dann gilt fu¨r reelle Funktionen g und Zusta¨nde
x0, . . . , xK ∈ S
EP[g(X0, . . . , XK)] =
∑
x0,...,xK
g(x0, . . . , xK)µ(x0)
K−1∏
i=0
pxi,xi+1
=
∑
x0,...,xK
g(x0, . . . , xK)p(x0, . . . , xK)
wobei EP den Erwartungswert bezu¨glich P und µ auf dem Raum der Pfade von (Xn)
bezeichnet und wie zuvor p(x0, . . . , xK) die Pfadwahrscheinlichkeit der Markovkette
und K eine Stoppzeit ist, also insbesondere auch den deterministischen Fall konstanter
Pfadla¨ngen abdeckt.
Sei nun f ∗ : SK+1 → [0, 1] eine Wahrscheinlichkeitsverteilung auf SK+1, also
f ∗(x0, . . . , xK) = P{X0 = x0, . . . , XK = xK}, x0, . . . , xK ∈ S,
und gelte
g(x0, . . . , xK)p(x0, . . . , xK) > 0 ⇒ f ∗(x0, . . . , xK) > 0 (4.3)
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oder ausfu¨hrlicher
g(x0, . . . , xK)µ(x0)
K−1∏
i=0
pxi,xi+1 > 0 ⇒ f ∗(x0, . . . , xK) > 0. (4.4)
Dann ist analog zur allgemeinen Schreibweise mit Dichten
γ := EP[g(X0, . . . , XK)] (4.5)
=
∑
x0,...,xK
g(x0, . . . , xK)
µ(x0)
K−1∏
i=0
pxi,xi+1
f ∗(x0, . . . , xK)
f ∗(x0, . . . , xK) (4.6)
= Ef∗

g(X0, . . . , XK)
µ(X0)
K−1∏
i=0
pXi,Xi+1
f ∗(X0, . . . , XK)

 (4.7)
= Ef∗
[
g(X0, . . . , XK)
p(X0, . . . , XK)
f ∗(X0, . . . , XK)
]
, (4.8)
wobei Ef∗ den Erwartungswert u¨ber Pfaden mit Wahrscheinlichkeitsverteilung f
∗ be-
zeichnet. Wir haben damit also fu¨r homogene diskrete Markovketten das Analogon zur
allgemeinen Formel, und der Erwartungswert kann gescha¨tzt werden durch wiederholtes
Erzeugen von (X0, . . . , XK) gema¨ß f
∗, Bildung des Stichprobenmittels und Korrektur
mittels des Likelihood–Quotienten
L(x0, . . . , xK) =
µ(x0)
K−1∏
i=0
pxi,xi+1
f ∗(x0, . . . , xK)
=
p(x0, . . . , xK)
f ∗(x0, . . . , xK)
. (4.9)
Mit f ∗(x0, . . . , xK) = µ(x0)
K−1∏
i=0
pxi,xi+1 resultiert also der Standard–Scha¨tzer.
Wir sehen insbesondere, daß fu¨r f ∗ beliebige Wahrscheinlichkeitsverteilungen auf SK+1
mit (4.4) erlaubt sind. Es werden keine expliziten Bedingungen fu¨r die einzelnen U¨ber-
gangswahrscheinlichkeiten, sondern lediglich fu¨r Pfadwahrscheinlichkeiten gestellt, und
die IS–Verteilung darf auch nicht–Markovsch sein. Das Erzeugen entsprechender Zufalls-
gro¨ßen kann dabei je nach Wahl der IS–Verteilung sehr viel komplizierter als fu¨r homogene
diskrete Markovketten sein und einen erheblichen Mehraufwand bedeuten. Eine Mo¨glich-
keit, dies geschickt zu behandeln, besteht darin, diese Verteilung auszudru¨cken in der
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Form
f ∗(x0, . . . , xK) =
K∏
`=0
f ∗` (x`|x0, . . . , x`−1) (4.10)
mit
f ∗` (x`|x0, . . . , x`−1) = Pf∗{X` = x`|X0 = x0, . . . , X`−1 = x`−1}. (4.11)
Haben die bedingten Wahrscheinlichkeiten f ∗` eine einfache Form, dann kann dies effizient
sein, um entsprechende Zufallsgro¨ßen zu erzeugen.
Als ein Spezialfall folgt die Verwendung einer diskreten Markovkette mit identischem
Zustandsraum S als IS–Verteilung, wobei diese auch inhomogen sein kann. Hierfu¨r ist mit
Anfangsverteilung ν und U¨bergangsmatrizen P∗(0), . . . ,P∗(K − 1)
f ∗(x0, . . . , xK) = ν(x0)
K−1∏
i=0
p∗xi,xi+1(i), (4.12)
L(x0, . . . , xK) =
µ(x0)
ν(x0)
K−1∏
i=0
pxi,xi+1
p∗xi,xi+1(i)
. (4.13)
Fu¨r homogene diskrete Markovketten mit Anfangsverteilung ν und U¨bergangsmatrix P∗
als IS–Dichte gilt schließlich
f ∗(x0, . . . , xK) = ν(x0)
K−1∏
i=0
p∗xi,xi+1, (4.14)
L(x0, . . . , xK) =
µ(x0)
ν(x0)
K−1∏
i=0
pxi,xi+1
p∗xi,xi+1
. (4.15)
Wir erhalten also die selbe Form wie in der eingangs vorgestellten klassischen Variante,
jedoch ohne die dort gemachten einschra¨nkenden Bedingungen bezu¨glich der Anfangsver-
teilung und der einzelnen U¨bergangswahrscheinlichkeiten. In beiden Fa¨llen, homogen und
inhomogen, ist µ(i) > 0 ⇒ ν(i) > 0 und pij ⇒ p∗ij(n) bzw. pij ⇒ p∗ij fu¨r alle i, j ∈ S im all-
gemeinen nicht notwendig, um (4.4) zu erfu¨llen, da solche Pfade, fu¨r die g(x0, . . . , xK) = 0
gilt, keine positive Wahrscheinlichkeit unter Importance Sampling erhalten mu¨ssen, selbst
wenn dies in der originalen Markovkette der Fall ist.
Insbesondere gilt fu¨r den optimalen IS–Scha¨tzer fu¨r homogene diskrete Markovketten
f ∗(x0, . . . , xK) =


g(x0, . . . , xK)p(x0, . . . , xK)
γ
, falls g(x0, . . . , xK) 6= 0,
0, sonst.
(4.16)
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Die optimale IS–Verteilung ist also in der Regel keine homogene diskrete Markovkette,
wie wir in Abschnitt 4.2 genauer untersuchen. Wir sehen zudem, daß jeder Pfad, der das
seltene Ereignis entha¨lt, eine echt positive Wahrscheinlichkeit erha¨lt.
Ein wesentlicher Vorteil der Verwendung einer diskreten Markovkette als IS–Verteilung
besteht darin, daß der Aufwand zur Erzeugung von Pfaden nicht gro¨ßer als fu¨r die ori-
ginale Markovkette wird. Zudem ermo¨glicht die Form des Likelihood–Quotienten des-
sen sukzessive Aktualisierung innerhalb eines Simulationslaufes nach jedem simulierten
Zustandsu¨bergang. Historisch ist diese Form des Maßwechsels zudem darin begru¨ndet,
daß sie, wie bereits erwa¨hnt, den exponentiellen Maßwechsel fu¨r Markovketten darstellt
[Buc90] und somit einer der klassischen Maßwechselstrategien entspricht. Diese ist dann
auch mit der Theorie großer Abweichungen behandelbar, wobei sich jedoch auch hier die
Anwendung der Theorie zur Bestimmung effizienter, asymptotisch optimaler, exponenti-
eller Maßwechsel als ausgesprochen schwierig und oft unmo¨glich erweist. Ein wesentlicher
Nachteil bei der praktischen Durchfu¨hrung von Simulationen ergibt sich fu¨r große Zeit-
horizonte oder stationa¨re Gro¨ßen, also allgemein fu¨r sehr lange Simulationsla¨ufe, wie wir
nun darlegen werden.
Wir betrachten die Scha¨tzung einer stationa¨ren Gro¨ße γ = EP[g(X0, X1, . . .)] mit
g(X0, X1, . . .) = lim
n→∞
1
n
n−1∑
i=0
h(Xi)
fu¨r eine reelle Funktion h, d.h. g(X0, X1, . . .) ist das stationa¨re Mittel einer Folge (h(Xn)).
Es existiert hierbei also keine Konstante, so, daß die Geschichte der Markovkette nur bis zu
dieser konstanten Zeit zu betrachten ist. Vielmehr ha¨ngt g von der unendlichen Geschichte
der Markovkette ab. Dies ist natu¨rlich ein allgemeines Problem bei der Simulation, und
es gibt verschiedene Varianten, damit umzugehen, vgl. 3.2.
Ha¨ufig wird die Methode unabha¨ngiger Wiederholungen mit hinreichend großem Zeithori-
zont verwendet. Bei zusa¨tzlicher Anwendung von Importance Sampling ergibt sich jedoch
ein Problem, denn der Likelihood–Quotient konvergiert fu¨r P 6= P∗ mit gegen unendlich
konvergierender Simulationslaufla¨nge fast sicher gegen Null (siehe [GI89]), also
P
{
lim
n→∞
L(X0, . . . , Xn) = 0
}
= 1.
Somit konvergiert auch
γ = EP∗
[
lim
n→∞
1
n
n−1∑
i=0
h(Xi)L(X0, . . . , Xn)
]
fast sicher gegen Null, und daher ist bei Verwendung einer Markovkette als IS–Verteilung
die Methode unabha¨ngiger Wiederholungen mit sehr langen Simulationsla¨ufen ungeeignet.
Einen Ausweg kann hier die regenerative Simulation darstellen. Der wesentliche prin-
zipielle Vorteil dabei ist die Reduzierung des stationa¨ren Verhaltens u¨ber unendlichem
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Horizont auf das Verhalten u¨ber regenerativen Zyklen, und die Anwendung von Import-
ance Sampling ist mo¨glich, da diese Zyklen durch Stoppzeiten definiert werden. Leider
ergeben sich jedoch auch bei regenerativer Simulation einige Probleme. Neben dem allge-
meinen, von Importance Sampling unabha¨ngigen, Problem, daß eine ungeschickte Wahl
eines (einzelnen) Regenerationszustands zu sehr langen Zyklen fu¨hren kann, kann beim
Importance Sampling ein fu¨r die originale Markovkette ha¨ufig besuchter Regenerations-
zustand selten werden. Ein klassisches Beispiel hierfu¨r ist der bereits mehrfach erwa¨hnte
asymptotisch optimale Maßwechsel fu¨r die Scha¨tzung von U¨berlaufwahrscheinlichkeiten
im M/M/1/K–Modell. Dabei werden Ankunfts– und Bedienraten vertauscht, was zu ei-
nem instabilen System fu¨hrt, und der typische Regenerationszustand, das leere System,
wird selten besucht. Damit werden dann zwar weniger Zyklen zur Bestimmung eines Kon-
fidenzintervalls vorgegebener Genauigkeit beno¨tigt, diese Zyklen sind jedoch extrem lang
und der Aufwand insgesamt hoch.
Eine u¨bliche Behandlung dieses Effekts besteht darin, Importance Sampling nach Auf-
treten des seltenen Ereignisses
”
abzuschalten“ und die originale Markovkette weiter zu
simulieren, um in den Regenerationszustand zuru¨ckzukehren. Dabei vera¨ndert sich also
auch nach Auftreten des seltenen Ereignisses der Likelihood–Quotient fu¨r diesen Zyklus
nicht mehr, und erst zu Beginn des na¨chsten Zyklus wird Importance Sampling wieder
eingeschaltet. Man spricht auch von switching regenerative importance sampling.
4.1.1 Anwendung auf Markovsche Warteschlangennetze
Die Grundlagen des Importance Sampling fu¨r Markovsche Warteschlangennetze sind prin-
zipiell identisch mit denen fu¨r Markovketten, da jedem Markovschen Warteschlangennetz
eine stetige Markovkette zugrundeliegt, deren Zusta¨nde die Anzahl der Kunden in den
einzelnen Knoten beschreiben. Simuliert wird dann typischerweise die eingebettete oder
die randomisierte diskrete Markovkette. Der Zustandsraum S einer einem Markovschen
Warteschlangennetz mit n Knoten zugrundeliegenden Markovkette ist eine Teilmenge von
INn, wobei S = INn gilt, falls alle Knoten von unbeschra¨nkter Kapazita¨t sind. Fu¨r Netze
mit n (beliebig numerierten) Knoten und den Kapazita¨ten κ1, κ2, . . . , κn ist der Zustands-
raum S = {0, . . . , κ1} × {0, . . . , κ2},× . . .× {0, . . . , κn}.
Die abstrakte Beschreibung als Warteschlangennetz ermo¨glicht ha¨ufig jedoch eine intui-
tivere Wahl eines Maßwechsels durch Vera¨nderung der Raten auf der Netzebene, die sich
dann entsprechend fu¨r die zugrundeliegende Markovkette ergibt. Es werden also die cha-
rakteristischen stochastischen Elemente wie Ankunftsprozesse oder Bedienzeitverteilun-
gen vera¨ndert. Eine Konsequenz, die sich direkt daraus ergibt, daß die Vera¨nderung der
Raten zu einem modifizierten Markovschen Warteschlangennetz fu¨hrt, ist, daß auch die
IS–Verteilung zu einer Markovkette korrespondiert, also bei der Simulation eingebette-
ter oder randomisierter Markovketten eine modifizierte diskrete Markovkette simuliert
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wird. Eine Schwierigkeit dieses Ansatzes liegt in der oft indirekten und nicht offensichtli-
chen Beziehung zwischen den vera¨nderbaren Elementen und dem Verhalten des Systems
insbesondere in Bezug auf seltene Ereignisse. Man unterscheidet bei Warteschlangenmo-
dellen zwischen zustandsabha¨ngigen und zustandsunabha¨ngigen Maßwechseln, also sol-
chen, bei denen die Raten von Ankunftsprozessen oder Parameter von Bedienzeitvertei-
lungen einheitlich vera¨ndert werden, und solchen, bei denen die Vera¨nderung der Raten in
Abha¨ngigkeit vom Systemzustand, also von der Anzahl der Kunden in einzelnen Knoten
durchgefu¨hrt wird, und wobei somit Raten oder Parameter je nach Systemzustand un-
terschiedlich sein ko¨nnen. Zwar ist ein zustandsunabha¨ngiger Maßwechsel einfacher und
intuitiver, wir werden jedoch spa¨ter noch sehen, daß Vieles fu¨r zustandsabha¨ngige Maß-
wechsel spricht, insbesondere vor dem Hintergrund, daß der optimale Maßwechsel nahezu
immer zustandsabha¨ngig ist. Daneben gibt es Techniken, die den Maßwechsel gema¨ß der
allgemeinen Formeln direkt auf die Generatormatrix der stetigen Markovkette oder die
U¨bergangsmatrix der eingebetteten bzw. randomisierten Markovkette anwenden. Diese
Maßwechsel sind dann in der Regel zustandsabha¨ngig, da nicht alle U¨bergangswahrschein-
lichkeiten oder -raten, die in der originalen Markovkette gleich sind, auf die gleiche Art
vera¨ndert werden. Es ist klar, daß dies die gro¨ßte Flexibilita¨t aber auch die gro¨ßte
”
Qual
der Wahl“ bietet.
4.1.2 Anwendung auf Markovsche Reward–Modelle
Wir wollen nun zeigen, daß auch die Anwendung von Importance Sampling auf die Si-
mulation Markovscher Reward–Modelle analog zu dem Fall von Markovketten erfolgen
kann. Markovsche Reward–Modelle sind Erweiterungen von Markovketten, wobei so-
wohl fu¨r stetige als auch diskrete Markovketten eine Bewertung von Zusta¨nden oder
Zustandsu¨berga¨ngen mit sogenannten Rewards erfolgt, etwa zu interpretieren als Ko-
sten oder Nutzen, die bei Besuchen in Zusta¨nden oder bei Zustandsu¨berga¨ngen anfallen.
Dies liefert einen einheitlichen Rahmen fu¨r die integrierte Spezifikation von Modellstruk-
tur und Systemanforderungen, d.h. die Spezifikation der Systemanforderungen ist Teil des
Berechnungsmodells. Aus Rewards zu bestimmten Zeiten, aus mittleren Rewards oder aus
akkumulierten Rewards ko¨nnen dann diverse Leistungsmaße berechnet werden, wie etwa
die sogenannte Performability, die Verteilung des akkumierten Rewards, oder zumindest
deren Erwartungswert. Auch Gro¨ßen wie die mittlere Absorptionszeit, interpretiert etwa
als mittlere Zeit bis zum Systemfehler (Mean Time To Failure, MTTF ), ko¨nnen mittels
Markovscher Reward–Modelle elegant bestimmt werden.
Markovsche Reward–Modelle werden seit langem im Bereich der Entscheidungstheorie ein-
gesetzt, etwa um in Markovschen Entscheidungsprozessen Kosten zuzuordnen, die dann
optimiert werden sollen [Ros70, How71b, Put94]. In den Bereich der Leistungs– und Zu-
verla¨ssigkeitsbewertung von Computer– und Kommunikationssystemen wurden sie von
Meyer [Mey80] eingefu¨hrt, der insbesondere den Begriff der Performability, der Vertei-
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lung des akkumulierten Rewards, gepra¨gt hat. Heute werden Markovsche Reward–Modelle
ha¨ufig in der Leistungs– und Zuverla¨ssigkeitsbewertung eingesetzt, und es existieren dazu
auch diverse Analysemethoden [STR88, RST89, Nic89, MMT96, BGdMT98, TCMS99,
GT00]. Es liegt auf der Hand, daß auch hierbei seltene Ereignisse mit klassischen analyti-
schen und numerischen Verfahren und auch mit direkter Simulation nicht effizient analy-
siert werden ko¨nnen. Solche seltenen Ereignisse ko¨nnen etwa besonders hohe Kosten, große
Werte akkumulierter Rewards, oder a¨hnliches sein. Auch fu¨r Markovsche Reward–Modelle
ist dann also eine Simulationsbeschleunigung erforderlich, und Importance Sampling kann
dazu eingesetzt werden.
Formal ist ein Markovsches Reward–Modell definiert durch eine Markovkette mit Zu-
standsraum S und U¨bergangsmatrix P sowie eine Menge von Rewards, die bei Modellen
mit Zustandsrewards durch einen Vektor r = (ri)i∈S und bei Modellen mit U¨bergangs-
rewards durch eine Matrix R = (rij)i,j∈S beschrieben sind. Oft werden auch Zustands-
rewards in einer Diagonalmatrix zusammengefaßt. Anstatt diese separat zu betrachten,
kann man sie auch als Spezialfall von U¨bergangsrewards ansehen, indem fu¨r jeden Zu-
stand j ∈ S die U¨bergangsrewards rij = rj, i ∈ S definiert werden und somit immer,
wenn ein Zustand besucht wird, also ein U¨bergang in diesen Zustand erfolgt, dessen Zu-
standsreward durch diesen U¨bergang zugeordnet wird. Wir betrachten daher hier nur die
allgemeineren U¨bergangsrewards.
Die Anwendung von Importance Sampling erfolgt nun analog zu Markovketten. Wir be-
trachten exemplarisch die Wahrscheinlichkeit, daß der bis zu einer Zeit K akkumulierte
Reward eine vorgegebene Schranke c u¨berschreitet, also
P
{
K−1∑
i=0
rxixi+1 ≥ c
}
= E
[
I{PK−1i=0 rxixi+1≥c}
]
.
Ist nun diese Wahrscheinlichkeit sehr klein, so bietet sich eine Importance–Sampling–
Simulation an, wobei gerade solche Zustandsu¨berga¨nge mit großen Rewards ha¨ufiger als
im Originalmodell auftreten sollten. Dazu kann also eine alternative Markovkette mit
modifizierten U¨bergangswahrscheinlichkeiten nach klassischer Variante simuliert werden
oder allgemein eine Wahrscheinlichkeitsverteilung auf SK+1 verwendet werden. Da die
U¨bergangswahrscheinlichkeiten der originalen Markovkette unabha¨ngig von den Rewards
sind, bleiben alle Formeln fu¨r Markovketten gu¨ltig, und die obige Indikatorfunktion ist
hier die konkrete Auspra¨gung der allgemeinen Funktion g. Auch die Zeit K ist wieder als
Stoppzeit zu interpretieren, und damit lassen sich auch stationa¨re Gro¨ßen auf diese Weise
simulieren.
Auch wenn Markovsche Reward–Modelle im allgemeinen als Erweiterung von Markovket-
ten angesehen werden, ko¨nnen wir doch durch eine andere Sichtweise oder Interpretation
Rewards in den klassischen Rahmen von Markovketten einfu¨gen. Zustandsrewards sind
Funktionen r : S → IR auf den Zusta¨nden der Markovkette und U¨bergangsrewards Funk-
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tionen r : S ×S → IR auf Zustandspaaren. Die akkumulierten Rewards etwa ergeben sich
dann als additive Funktionale
g : SK+1 → IR, g(x0, . . . , xK) =
K∑
i=0
r(xi)
fu¨r Zustandsrewards und
g : SK+1 → IR, g(x0, . . . , xK) =
K∑
i=0
r(xi, xi+1)
fu¨r U¨bergangsrewards.
Solche additiven Funktionale sind keine Erweiterung des Konzepts der Markovketten, wir
haben sie beispielsweise schon in Abschnitt 2.4.1 kennengelernt. Fu¨r die Anwendung von
Importance Sampling bevorzugen wir diese Interpretation und Darstellung als Funktionen
auf Zusta¨nden oder Zustandspaaren. Insbesondere haben wir hier bereits durch die Wahl
des Funktionsbezeichners g verdeutlicht, welche Rolle sie in den allgemeinen Importance–
Sampling–Formeln spielen.
Zustandswahrscheinlichkeiten von Markovketten stellen in beiden Interpretationen einen
Spezialfall dar. Will man etwa die Anzahl von Besuchen in bestimmten Zusta¨nden oder
Mengen von Zusta¨nden ermitteln, wie es zur Bestimmung von Zustandswahrscheinlichkei-
ten notwendig ist, so kann man alle U¨bergangsrewards fu¨r U¨berga¨nge in die betreffenden
Zusta¨nde auf den Wert Eins setzen, alle anderen Rewards auf den Wert Null, und der
akkumulierte Reward ist dann gerade die gesuchte Anzahl von Besuchen.
4.2 Optimale Scha¨tzer
Wir untersuchen in diesem Abschnitt optimale Scha¨tzer und berechnen zuna¨chst einige
optimale Maßwechsel fu¨r kleinere Beispiele. Die Form solcher optimalen Scha¨tzer und die
Art der korrespondierenden optimalen Maßwechsel kann wichtige Einsichten fu¨r allgemei-
nere und komplexere Modelle liefern. Insbesondere werden wir zeigen, daß der optimale
Maßwechsel ha¨ufig auf ein Wahrscheinlichkeitsmaß fu¨hrt, daß nicht zur selben
”
Klasse“
wie das Originalmaß geho¨rt, etwa in dem Sinne, daß es fu¨r ein Warteschlangenmodell auf
zustandsabha¨ngige Raten fu¨hrt oder fu¨r homogene Markovketten auf inhomogene Markov-
ketten. Wir haben bereits in Abschnitt 3.3.3 gesehen, daß dies selbst fu¨r ein so einfaches
Beispiel wie die Bestimmung von Tail–Wahrscheinlichkeiten von exponentiell verteilten
Zufallsvariablen gilt. Hierbei war die optimale IS–Verteilung keine Exponentialverteilung,
sondern eine Kombination von Skalierung und Translation der Originalverteilung. Wir
weisen insbesondere darauf hin, daß der exponentielle Maßwechsel in diesem Fall eine
Exponentialverteilung liefert und somit durch die Wahl dieser Maßwechselstrategie der
optimale Scha¨tzer ausgeschlossen wird.
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Da der optimale Scha¨tzer bzw. Maßwechsel jeweils abha¨ngig von der gesuchten Gro¨ße ist,
kann dieser bei deren Kenntnis mit Hilfe eben dieser Gro¨ße berechnet werden, wie wir
es fu¨r das Beispiel der Tail–Wahrscheinlichkeiten von Exponentialverteilungen gemacht
haben. Dieser Ansatz ist jedoch selbstversta¨ndlich in der Praxis nicht hilfreich, da hier
gerade solche Modelle untersucht werden, fu¨r die die betreffenden Gro¨ßen unbekannt
sind, da ansonsten sicherlich keine Simulation erforderlich wa¨re. Unser Ziel ist also die
Berechnung des optimalen Maßwechsels ohne die Kenntnis der gesuchten Gro¨ße, und wir
berechnen daher im folgenden unsere optimalen Maßwechsel auch fu¨r die Beispiele, die
exakt analysierbar sind, ohne Verwendung der exakten Ergebnisse, um zu demonstrieren,
daß dabei die Likelihood–Quotienten–Bedingung (LQ–Bedingung, siehe Abschnitt 3.3.3)
hilfreich ist. Wir nutzen also die Bedingungen, daß unter dem optimalen Maßwechsel nur
solche und alle Pfade generiert werden ko¨nnen, in denen das seltene Ereignis auftritt, und
daß der Likelihood–Quotient fu¨r alle solche Pfade, die zusa¨tzlich identische Werte der
gesuchten Gro¨ße liefern, ebenfalls identisch ist. Dazu ist nicht erforderlich, das Wissen
einzusetzen, daß die betreffenden Werte in diesem Likelihood–Quotienten enthalten sind.
Die grobe Vorgehensweise bei dieser Art der Berechnung optimaler Maßwechsel besteht
darin, zuerst die LQ–Bedingung
”
herzustellen“, also Bedingungen fu¨r den Maßwechsel
herzuleiten, die aus der Identita¨t von Likelihood–Quotienten folgen, und dann zu gewa¨hr-
leisten, daß zusa¨tzlich genau alle Pfade, die das seltene Ereignis enthalten, unter diesem
Maßwechsel generiert werden ko¨nnen. Die Aussage, der optimale IS–Scha¨tzer sei wegen
der Abha¨ngigkeit von der gesuchten Gro¨ße nicht verfu¨gbar, trifft also so pauschal nicht zu.
Es ist sicherlich ha¨ufig aufwendig, fu¨r komplexe Modelle oft zu aufwendig, aber dennoch
mo¨glich und in einigen Fa¨llen auch effizient, den optimalen IS–Scha¨tzer wie beschrieben zu
bestimmen. Das oft schwierigere Problem besteht, wie wir sehen werden, vielmehr darin,
zuna¨chst eine geeignete Modellklasse fu¨r das Importance Sampling zu finden, so, daß der
optimale IS–Scha¨tzer darin enthalten ist. Wir wollen auch dies demonstrieren und fu¨r die
Beispiele jeweils zeigen, wie man durch experimentelle Vera¨nderungen oder sukzessive Ver-
allgemeinerungen Ideen fu¨r eine solche Modellklasse entwickelt, zum Teil wieder verwerfen
muß und schließlich doch den optimalen IS–Scha¨tzer finden kann. Man kann dabei durch
ada¨quate allgemeinere Modellierung des Originalsystems oft die Modellklasse erhalten.
So sind natu¨rlich Warteschlangenmodelle mit zustandsunabha¨ngigen Raten Spezialfa¨lle
von Warteschlangenmodellen mit zustandsabha¨ngigen Raten, ebenso wie homogene Mar-
kovketten als Spezialfall inhomogener Markovketten angesehen werden ko¨nnen. Die Art
der Modellierung spielt also eine Rolle dabei, ob die Klasse erhalten bleibt. Es ist jedoch
auch klar, daß mit allgemeineren Modellen auch die Anzahl vera¨nderbarer Parameter und
damit der Aufwand zur Bestimmung des optimalen IS–Scha¨tzers steigt. Dies ist sicher
der Hauptgrund dafu¨r, daß optimale Maßwechsel in der Literatur eher selten untersucht
werden und meist schnell die Beschra¨nkung auf die Eigenschaften des beschra¨nkten relati-
ven Fehlers oder der asymptotischen Optimalita¨t – die selbstversta¨ndlich erstrebenswert
sind, wenn der optimale Maßwechsel nicht effizient berechenbar ist – erfolgt oder eben
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erfolgen muß. Es erscheint trotzdem sinnvoll, zumindest fu¨r kleinere Modelle optimale
IS–Scha¨tzer zu betrachten, da sie die erwa¨hnten Einsichten in die Art des Maßwechsels
liefern, so oft auch fu¨r gro¨ßere Modelle gewisse Ansa¨tze als ungeeignet verworfen werden
ko¨nnen, andererseits aber auch bestimmte Arten des Maßwechsels als erfolgversprechend
fu¨r komplexe Modelle suggeriert werden und damit als Maßwechselstrategien in Betracht
gezogen werden ko¨nnen.
4.2.1 Das M/M/1–Modell
Das M/M/1–Modell, also ein elementares Warteschlangensystem mit einem Bediener,
Poissonschem Ankunftsprozeß und exponentiell verteilten Bedienzeiten, gilt als klassi-
sches Referenzsystem fu¨r Maßwechselstrategien. Meist interessiert dabei die Wahrschein-
lichkeit eines hohen Fu¨llstands, also einer großen Anzahl von Kunden im System oder bei
beschra¨nkter Warteschlangenkapazita¨t die Wahrscheinlichkeit einer vollen Warteschlange
oder eines Warteschlangenu¨berlaufs. Das große Interesse ist dabei darin begru¨ndet, daß
einerseits das M/M/1–Modell mit beschra¨nkten Kapazita¨ten ein ada¨quates Modell fu¨r
Teile realer Systeme mit beschra¨nkten Puffern sein kann und andererseits ein einfacher
asymptotisch optimaler Maßwechsel bekannt ist, das Vertauschen der Ankunfts- und der
Bedienrate. Erstaunlicherweise wird aber auch fu¨r das M/M/1–Modell die Untersuchung
des optimalen Maßwechsels vernachla¨ssigt. Wir betrachten hier die Wahrscheinlichkeit,
daß in einem stabilen M/M/1–Modell wa¨hrend einer Arbeitsphase des Systems ein vor-
gegebener sehr hoher Fu¨llstand erreicht wird, bevor das System wieder leer wird. Dies
entspricht in einem Modell mit beschra¨nkter Kapazita¨t der Wahrscheinlichkeit fu¨r einen
Pufferu¨berlauf oder einen Kundenverlust wa¨hrend einer Arbeitsphase, wobei der zu un-
tersuchende Fu¨llstand gerade um Eins gro¨ßer als die Systemkapazita¨t zu wa¨hlen ist. Wir
haben bereits mehrfach den bekannten asymptotisch optimalen Maßwechsel erwa¨hnt, der
darin besteht, die Ankunfts– und die Bedienrate des Systems zu vertauschen. Das resultie-
rende Modell ist also ein instabiles M/M/1–Modell, dessen Auslastung gerade der Kehr-
wert der Auslastung des Ausgangsmodells ist. Die Raten bleiben dabei unabha¨ngig vom
Systemzustand, also von der Anzahl der im System befindlichen Kunden. Dieser asym-
ptotisch optimale Maßwechsel ist also zustandsunabha¨ngig. Hier wollen wir nun mittels
der LQ–Bedingung den eindeutig bestimmten optimalen Maßwechsel berechnen, und wir
zeigen damit, daß das optimale Importance–Sampling–Modell zu einem M/M/1–Modell
mit zustandsabha¨ngigen Ankunfts– und Bedienraten korrespondiert. Dies bedeutet einer-
seits, daß dem Modell weiterhin eine Markovkette zugrundeliegt, andererseits werden aber
anders als bei einem zustandsunabha¨ngigen Maßwechsel die U¨bergangswahrscheinlichkei-
ten der dem Originalmodell zugrundeliegenden Markovkette, die gleich sind, nicht alle auf
die selbe Weise vera¨ndert. Betrachten wir nur die Markovkettenebene, so fu¨hrt hier der
optimale Maßwechsel wieder auf eine Markovkette. Auf der Warteschlangenebene wird
durch den Maßwechsel die Modellklasse verallgemeinert auf zustandsabha¨ngige Raten.
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Selbstversta¨ndlich ist das Originalmodell aber ein Spezialfall innerhalb dieser Verallge-
meinerung, die Raten sind dabei gerade fu¨r alle Zusta¨nde gleich.
Der Zustand des Systems ist durch die Anzahl der im System befindlichen Kunden be-
schrieben, der Zustandsraum der Markovkette also S = IN oder bei beschra¨nkter Kapa-
zita¨t S = {0, 1, . . . , κ}, wobei dann der Fu¨llstand κ gerade dem U¨berlauf eines Systems
der Kapazita¨t κ−1 entspricht, also einem Kundenverlust in einem M/M/1/(κ−1)–Modell.
Da wir auch fu¨r unbeschra¨nkte Kapazita¨ten nur am Erreichen eines Fu¨llstandes κ inter-
essiert sind, genu¨gt also die zweite Variante. Fu¨r die folgenden Berechnungen spielt der
Zustandsraum jedoch keine wesentliche Rolle. Wir bezeichnen wie u¨blich mit λ > 0 die
Ankunftsrate und mit µ > 0 die Bedienrate des M/M/1–Modells, und es gelte OBdA
λ + µ = 1. Dann sind λ und µ gerade die Wahrscheinlichkeiten fu¨r eine Ankunft bzw. ei-
ne Bedienung. Fu¨r das Importance–Sampling–Modell bezeichnen λj, µj entsprechend die
Wahrscheinlichkeiten fu¨r Anku¨nfte bzw. Bedienungen im Zustand j, also wenn j Kunden
im System sind. Wir betrachten nun Pfade, die das seltene Ereignis enthalten, also Pfade
vom Zustand 0 in den Zustand κ ohne Ru¨ckkehr in den Zustand 0, und unterscheiden dabei
zuna¨chst nach der La¨nge dieser Pfade. Die Wahrscheinlichkeit eines Pfades (x0, x1, . . . , x`)
sei fu¨r das Originalmodell mit p(x0, x1, . . . , x`) und fu¨r das Importance–Sampling–Modell
mit zustandsabha¨ngigen Raten mit p∗(x0, x1, . . . , x`) bezeichnet.
Es gibt nur einen direkten Pfad vom leeren System zum U¨berlauf, na¨mlich (0, 1, . . . , κ),
den wir erhalten, wenn ausschließlich Anku¨nfte passieren. Fu¨r die Wahrscheinlichkeiten
dieses Pfades in den beiden Modellen gilt
p(0, 1, . . . , κ) = λκ, p∗(0, 1, . . . , κ) =
κ−1∏
i=0
λi.
Damit folgt fu¨r den Likelihood–Quotienten
L(0, 1, . . . , κ) =
λκ
κ−1∏
i=0
λi
.
Betrachten wir nun alle Pfade, in denen genau eine Bedienung und somit auch eine zusa¨tz-
liche Ankunft stattgefunden hat. Die Bedienung sei erfolgt, als j Kunden im System waren.
Dann erhalten wir die Wahrscheinlichkeiten
p(0, 1, . . . , j, j − 1, j, j + 1, . . . , κ) = λκ+1µ,
p∗(0, 1, . . . , j, j − 1, j, j + 1, . . . , κ) = µjλj−1
κ−1∏
i=0
λi
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und den Likelihood–Quotienten
L(0, 1, . . . , j, j − 1, j, j + 1, . . . , κ) = λ
κ+1µ
µjλj−1
κ−1∏
i=0
λi
.
Nach der LQ–Bedingung gilt L(0, 1, . . . , κ) = L(0, 1, . . . , j, j − 1, j, j + 1, . . . , κ), also fu¨r
j > 1
λκ
κ−1∏
i=0
λi
=
λκ+1µ
µjλj−1
κ−1∏
i=0
λi
, (4.17)
1 =
λµ
µjλj−1
, (4.18)
µj =
λµ
λj−1
, (4.19)
und fu¨r die Ankunftswahrscheinlichkeit folgt
λj = 1− µj = 1− λµ
λj−1
. (4.20)
Damit haben wir also eine rekursive Formel fu¨r die zustandsabha¨ngigen Raten bzw. Wahr-
scheinlichkeiten, die aus der Anwendung der LQ–Bedingung auf den Pfad ohne Bedienung
und einen Pfad mit genau einer Bedienung resultiert. Es muß die LQ–Bedingung aber fu¨r
alle Pfade zum seltenen Ereignis gelten, zuna¨chst also insbesondere fu¨r alle Pfade mit
genau einer Bedienung. Dies bedeutet, daß alle diese Pfade unter Importance Sampling
die gleiche Wahrscheinlichkeit haben mu¨ssen. Betrachten wir nun zwei solche Pfade mit
einer Bedienung im Zustand j bzw. im Zustand j + 1, dann erhalten wir
µjλj−1
κ−1∏
i=0
λi = µj+1λj
κ−1∏
i=0
λi,
µj
µj+1
=
λj
λj−1
.
Setzen wir nun (4.19) ein, erhalten wir gerade
µj
µj+1
=
λµ
λj−1
· λj
λµ
=
λj
λj−1
.
Die Rekursion erfu¨llt also auch die LQ–Bedingung fu¨r alle Pfade mit genau einer Bedie-
nung.
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Betrachten wir nun Pfade mit ` Bedienungen und dementsprechend auch ` zusa¨tzli-
chen Anku¨nften. Die Wahrscheinlichkeit solcher Pfade im M/M/1–Modell ist λκ(λµ)`,
unabha¨ngig von den Zusta¨nden, in denen die Bedienungen erfolgen. Diese Zusta¨nde
mu¨ssen nun beim Importance–Sampling–Modell beru¨cksichtigt werden, es seien Zusta¨nde
j1, . . . , j`. Die Wahrscheinlichkeit eines solchen Pfades unter dem zustandsabha¨ngigen Mo-
dell ist
µj1λj1−1µj2λj2−1 · · ·µj`λj`−1
κ−1∏
i=0
λi =
(∏`
i=1
µjiλji−1
)(
κ−1∏
i=0
λi
)
.
Die Likelihood–Quotienten mu¨ssen fu¨r alle ` und alle Zusta¨nde j1, . . . , j` gleich sein. Mit
µjλj−1 = λµ folgt zuna¨chst fu¨r die Wahrscheinlichkeit unter Importance Sampling(∏`
i=1
µjiλji−1
)(
κ−1∏
i=0
λi
)
= (λµ)`
κ−1∏
i=0
λi
und damit fu¨r die Likelihood–Quotienten
λκ (λµ)`
(λµ)`
κ−1∏
i=0
λi
=
λκ
κ−1∏
i=0
λi
.
Somit erfu¨llt die Rekursion (4.19) also die LQ–Bedingung fu¨r alle Pfade. Es verbleibt die
Wahl der Rekursionsverankerung. Es ist klar, daß µ0 = 0 und λ0 = 1 gilt, und da unter
optimalem Importance Sampling nur Pfade zum seltenen Ereignis generiert werden, folgt
zudem µ1 = 0, λ1 = 1. Insgesamt haben wir also gezeigt, daß der optimale Maßwechsel auf
ein M/M/1–Modell mit zustandsabha¨ngigen Raten fu¨hrt, die durch die Rekursion (4.19),
(4.20) mit obigen Anfangswerten eindeutig bestimmt sind.
Die Frage liegt nahe, ob der optimale Maßwechsel fu¨r die Arbeitsphasen auch optimal zur
Bestimmung stationa¨rer Zustandswahrscheinlichkeiten ist. Wir werden sehen, daß dies
nicht der Fall ist und ko¨nnen somit feststellen, daß erstens die Einschra¨nkung auf Ar-
beitsphasen eine Vereinfachung darstellt und zweitens optimale Maßwechsel nicht allein
vom untersuchten System, sondern auch vom untersuchten Leistungsmaß abha¨ngen. Die
Wahrscheinlichkeit eines Zustands κ kann mit den in Abschnitt 3.2 beschriebenen Ver-
fahren simulativ gescha¨tzt werden. Wir wollen hier die Methode unabha¨ngiger Wiederho-
lungen von Simulationsla¨ufen fester La¨nge und die regenerative Methode betrachten. Fu¨r
die Methode der Gruppenmittelwerte ist die Argumentation analog zu den unabha¨ngigen
Wiederholungen.
Fu¨r Simulationsla¨ufe mit fester La¨nge, also mit zwar beliebig langem aber dennoch fe-
stem Horizont, sieht man leicht ein, daß unter dem beschriebenen Maßwechsel fu¨r keine
Simulationslaufla¨nge garantiert ist, daß das seltene Ereignis in jedem Lauf eintritt. Es
ist klar, daß bei Start der Simulation im Zustand des leeren Systems fu¨r die Scha¨tzung
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der Wahrscheinlichkeit eines Zustands κ die Simulationslaufla¨nge mindestens κ sein muß,
um u¨berhaupt das seltene Ereignis simulieren zu ko¨nnen. Eine Wahl der Laufla¨nge, die
wesentlich gro¨ßer ist, erho¨ht zwar die Wahrscheinlichkeit, daß der seltene Zustand erreicht
wird, da hohe Fu¨llsta¨nde unter dem optimalen Importance Sampling nicht selten sind,
aber dennoch bleibt es mo¨glich, daß ein zu untersuchender Fu¨llstand nicht erreicht wird.
Fu¨r die regenerative Methode wird ha¨ufig der Zustand des leeren Systems als Regenerati-
onszustand gewa¨hlt. Hier sehen wir sofort, daß unter dem fu¨r die Arbeitsphasen optimalen
Importance Sampling dieser Zustand nie wieder erreicht wird. Dieses Problem kann durch
die Wahl eines anderen Regenerationszustands gelo¨st werden. Dann ist jedoch wie im
Fall unabha¨ngiger Wiederholungen nicht mehr garantiert, daß das seltene Ereignis, also
der zu untersuchende Zustand, in jedem Regenerationszyklus erreicht wird. Ein a¨hnli-
ches Problem stellt sich ganz allgemein beim Importance Sampling unter Verwendung der
regenerativen Methode. Durch den Maßwechsel wird gerade ein seltener Zustand wahr-
scheinlicher und potentielle Regenerationszusta¨nde, die im Originalmodell ausreichend
ha¨ufig besucht werden, werden selten. Daraus resultieren dann extrem lange Regenera-
tionszyklen. Um dies zu verhindern, wird ha¨ufig die Technik des switching angewendet,
d.h. Importance Sampling wird nach Auftreten des seltenen Ereignisses abgeschaltet, und
unter dem urspru¨nglichen Wahrscheinlichkeitsmaß wird der Regenerationszyklus zu Ende
gefu¨hrt. Betrachten wir nun diese Technik fu¨r das vorliegende Problem und den opti-
malen Maßwechsel fu¨r die Arbeitsphasen. Fu¨r das leere System als Regenerationszustand
garantiert der Maßwechsel das Erreichen des seltenen Ereignisses in jedem Regenerations-
zyklus. Zudem sind bei Erreichen des betreffenden Zustands die Likelihood–Quotienten
aller Pfade bis zu diesem Zustand gleich. Nun werde Importance Sampling abgeschaltet
und unter dem Originalmaß simuliert, bis der Regenerationszustand wieder erreicht wird.
Damit wird also der Likelihood–Quotient nicht mehr vera¨ndert und ist somit fu¨r alle Re-
generationszyklen gleich. Die Regenerationszyklen haben jedoch unter Umsta¨nden unter-
schiedliche La¨ngen. Falls nun etwa in unterschiedlich langen Zyklen das seltene Ereignis
gleich ha¨ufig eingetreten ist, so ist also fu¨r diese Regenerationszyklen unterschiedlicher
La¨nge die Anzahl der Beobachtungen des seltenen Ereignisses gleich. Unter optimalem
Importance Sampling muß aber jeder Simulationslauf, hier jeder Regenerationszyklus,
eine exakte Scha¨tzung der gesuchten Gro¨ße liefern. Der regenerative Scha¨tzer fu¨r stati-
ona¨re Zustandswahrscheinlichkeiten, der Quotient aus dem Erwartungswert der Anzahl
von Besuchen im betreffenden Zustand und dem Erwartungswert der La¨nge eines Rege-
nerationszyklus, degeneriert also in dem Sinne, daß fu¨r jeden Zyklus der Quotient aus
der Anzahl der Besuche und der Zyklenla¨nge gleich sein muß. Dies ist aber, wie oben
beschrieben, nicht gegeben.
Somit ist also der optimale Maßwechsel fu¨r das Erreichen eines Zustands innerhalb einer
Arbeitsphase selbst in einem so einfachen Modell wie dem M/M/1–Modell nicht iden-
tisch mit dem fu¨r stationa¨re Zustandswahrscheinlichkeiten, weder fu¨r die Methode un-
abha¨ngiger Wiederholungen noch fu¨r regenerative Simulationen. Wir untersuchen in den
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Abschnitten 4.2.4–4.2.6 optimale Maßwechsel fu¨r verschiedene Arten von Leistungsma-
ßen von Markovmodellen in allgemeinerem Kontext und zeigen insbesondere, daß nur fu¨r
Wahrscheinlichkeiten in Bezug auf Arbeitsphasen der optimale Maßwechsel immer auf
Markovsche Modelle fu¨hrt, wa¨hrend fu¨r endlichen Horizont und stationa¨re Gro¨ßen die
Geda¨chtnislosigkeit im allgemeinen verloren geht.
4.2.2 Ein Markovkettenbeispiel
Die meisten Anwendungen von Importance Sampling auf Markovmodelle setzen ein War-
teschlangenmodell oder zumindest ein Modell voraus, das gewisse Strukturen aufweist
und dem die Markovkette zugrundeliegt. Zu den wenigen Fa¨llen, in denen Importance
Sampling direkt auf Markovketten angewendet wird, za¨hlt eine Arbeit von Andradottir,
Heyman und Ott [AHO95], die bemerkenswert große, insbesondere auch kritische Reso-
nanz hervorgerufen hat. Wir wollen diese Arbeit nun genauer betrachten und diskutieren,
da dabei einige Effekte und auch Irrwege deutlich werden. Insbesondere verdeutlicht ein
Beispiel aus dieser Arbeit die große Bedeutung des Likelihood–Quotienten fu¨r die Effi-
zienz sowie den Einfluß der gewa¨hlten Simulationsmethode auf die Erfolgsaussichten der
Importance–Sampling–Simulation. Letzteres diskutieren wir auch in Abschnitt 4.3.3.
Wir wollen zuna¨chst die kritische Rolle des Likelihood–Quotienten demonstrieren und
betrachten dazu das konkrete Zahlenbeispiel aus [AHO95]. Gegeben sei eine Markovkette
(Xn) mit Zustandsraum S = {1, 2} und U¨bergangsmatrix
P =
(
0.99 0.01
0.99 0.01
)
.
Die stationa¨re Zustandswahrscheinlichkeit des Zustands 2 sei simulativ zu bestimmen. In
diesem Fall sieht man leicht, daß diese Wahrscheinlichkeit 0.01 betra¨gt. Dies fa¨llt auch
eigentlich nicht in die Gro¨ßenordnung, um von einem seltenen Ereignis zu sprechen. In
[AHO95] ist dieses Beispiel dennoch herangezogen worden, um einige Effekte zu verdeut-
lichen, da sie dabei schon sehr gut zu beobachten sind. Zudem ist Importance Sampling
ja eine allgemeine, nicht auf seltene Ereignisse eingeschra¨nkte Varianzreduktionsmethode.
Wir wollen daher dieses Beispiel aufgreifen und auch einige der Annahmen und Folgerun-
gen in [AHO95] kritisch untersuchen.
Andradottir et. al. wa¨hlen als Simulationsansatz die Methode unabha¨ngiger Replikatio-
nen von Simulationsla¨ufen fester La¨nge. Als Startzustand jedes Laufs wird der Zustand
1 festgelegt. Der Grund ist die dahinterstehende Intuition, daß dieser Zustand ein feh-
lerfreies System repra¨sentiert, von dem anfangs ausgegangen wird, und entsprechend der
Zustand 2 einen Fehlerzustand repra¨sentiert. Mit dieser Festlegung des Startzustands und
dem Verzicht auf eine Einschwingphase untersuchen Andradottir et. al. also formal eigent-
lich transiente Zustandswahrscheinlichkeiten. Man mag argumentieren, daß bei nur zwei
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Zusta¨nden fu¨r einen ausreichend großen Zeithorizont der Startzustand keine wesentliche
Rolle spielt. Andererseits muß man anmerken, daß gerade bei der Untersuchung eines
so kleinen Modells diese Ungenauigkeit vermeidbar und kaum nachvollziehbar ist. Fu¨r
die Simulation mittels Importance Sampling ist vorgegeben, daß das IS-Maß wiederum
eine homogene diskrete Markovkette mit Zustandsraum S ist und alle positiven U¨ber-
gangswahrscheinlichkeiten in positive U¨bergangswahrscheinlichkeiten vera¨ndert werden
mu¨ssen, also alle original mo¨glichen U¨berga¨nge auch beim Importance Sampling mo¨glich
sein mu¨ssen. Wir haben auf die Unno¨tigkeit dieser Annahme bereits mehrfach hingewie-
sen und werden hier einmal mehr sehen, daß sie den optimalen Maßwechsel ausschließt.
Andradottir et. al. berechnen fu¨r die Simulationslaufla¨ngen 10 und 100 die
”
optimalen“
– optimal in dem Sinne, daß sie fu¨r die gewa¨hlte Art des Maßwechsels, der Simulati-
onsmethode der unabha¨ngigen Replikationen und der jeweiligen Simulationslaufla¨nge die
kleinste Varianz liefern – modifizierten U¨bergangsmatrizen∗
P∗10 =
(
0.9 0.1
0.9 0.1
)
, P∗100 =
(
0.98 0.02
0.98 0.02
)
.
Wir stellen zuna¨chst gema¨ß [AHO95] fest:
• Die U¨bergangsmatrix ha¨ngt von der Simulationslaufla¨nge ab.
• Fu¨r andere Simulationslaufla¨ngen sind die Ergebnisse schlecht.
• Die U¨bergangsmatrix ist fu¨r gro¨ßere Zustandsra¨ume nur schwer oder gar nicht zu
bestimmen.
Die Tatsache, daß die U¨bergangsmatrix von der Simulationslaufla¨nge abha¨ngt, schließt
Ansa¨tze, bei denen durch sukzessive Verla¨ngerung der La¨ufe eine gro¨ßere Genauigkeit er-
zielt werden soll, aus. Warum die modifizierte U¨bergangsmatrix, die fu¨r eine bestimmte Si-
mulationslaufla¨nge optimiert ist, im allgemeinen schlechte Ergebnisse fu¨r andere Simulati-
onslaufla¨ngen liefert, verdeutlicht eine genauere Untersuchung des Likelihood–Quotienten
fu¨r das Beispiel, die wir detaillierter als in [AHO95] vornehmen. Wir wa¨hlen P∗10 fu¨r die
Simulationslaufla¨nge 100. Sei V die Anzahl der Besuche im Zustand 2,
pv := P{V = v} =
(
100
v
)
· 0.9100−v · 0.1v
und Lv der Wert des Likelihood–Quotienten, wenn genau v Besuche in 2 stattfinden. Die
Tabellen in Abbildung 4.2 auf Seite 104 zeigen die Werte fu¨r v = 0, . . . , 10 sowie jeweils
den Wert Lv,opt des ”
optimalen Likelihood–Quotienten“, also den Wert des Likelihood–
Quotienten unter optimalem Importance Sampling.
Die Varianz des Scha¨tzers fu¨r die stationa¨re Wahrscheinlichkeit des Zustands 2 ist in
diesem Fall 558 mal so groß wie bei direkter Simulation. Der Grund dafu¨r ist in-
formell gesprochen eine zu große Simulationsbeschleunigung. Obwohl der Erwartungs-
wert des Likelihood–Quotienten 1 betra¨gt, ist die Wahrscheinlichkeit fu¨r einen Wert des
∗In [AHO95] jeweils mit Q bezeichnet.
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v 0 1 2 3 4 5 6
Lv 1.4 · 104 1.3 · 103 1.1 · 102 10 0.94 8.6 · 10−2 7.8 · 10−3
Lv,opt – 1.0 · 10−2 5.0 · 10−3 3.3 · 10−3 2.5 · 10−3 2.0 · 10−3 1.7 · 10−3
p∗v 2.7 · 10−5 3.0 · 10−4 1.6 · 10−3 5.9 · 10−3 1.6 · 10−2 3.4 · 10−2 6.0 · 10−2
P{Lv ≥ 1} 7.8 · 10−3
P{Lv ≥ Lv,opt} 1.2 · 10−1
v 7 8 9 10
Lv 7.1 · 10−4 6.4 · 10−5 5.9 · 10−6 5.3 · 10−7
Lv,opt 1.4 · 10−3 1.3 · 10−3 1.1 · 10−3 1.0 · 10−3
p∗v 8.9 · 10−2 1.1 · 10−1 1.3 · 10−1 1.3 · 10−1
Abbildung 4.2: Likelihood–Quotienten und Wahrscheinlichkeiten
Likelihood–Quotienten von mehr als 1 in diesem Fall sehr viel kleiner als fu¨r Werte kleiner
als 1, wobei aber dann der Likelihood–Quotient sehr viel gro¨ßer als 1 ist, maximal mehr
als 10000 mal so groß. Einen Likelihood–Quotienten von mehr als 1 erha¨lt man dabei
nur fu¨r v ≤ 3 Besuche im seltenen Zustand. Andererseits ist die Wahrscheinlichkeit fu¨r
extrem kleine Werte des Likelihood–Quotienten verha¨ltnisma¨ßig groß. Wir erinnern uns
daran, daß beim optimalen Maßwechsel der Wert dieses Likelihood–Quotienten etwa in
der Gro¨ßenordnung der gesuchten Wahrscheinlichkeit liegt, genauer in diesem Fall der
Quotient aus dieser Wahrscheinlichkeit und der Anzahl der Besuche ist. Schon fu¨r sie-
ben Besuche im seltenen Zustand unterschreitet der Wert Lv diesen optimalen Wert. Fu¨r
100 Besuche ergibt sich ein Likelihood–Quotient von 1.1 · 10−100, wogegen der optimale
Likelihood–Quotient, der in diesem Fall sein Minimum annimmt, den Wert 1.0 · 10−4 hat.
Insgesamt fu¨hrt dies also zu einer großen Varianz des Likelihood–Quotienten und damit
des IS–Scha¨tzers.
Das Problem extrem kleiner Likelihood–Quotienten stellt sich allgemein bei der Methode
unabha¨ngiger Replikationen von Simulationsla¨ufen fester La¨nge mit einer fest gewa¨hlten
modifizierten U¨bergangsmatrix, insbesondere fu¨r sehr lange La¨ufe, wie sie fu¨r realistische
Modelle notwendig sind. Tatsa¨chlich konvergiert ja der Likelihood–Quotient fast sicher ge-
gen 0, wenn die Simulationslaufla¨nge gegen unendlich konvergiert, vgl. [GI89], wie wir im
Abschnitt 4.1 bereits festgestellt haben. Die Schlußfolgerung von [AHO95] besteht darin,
daß fu¨r wachsende Simulationslaufla¨ngen die modifizierte U¨bergangsmatrix immer na¨her
bei der urspru¨nglichen U¨bergangsmatrix liegen soll. Wir halten dies nicht fu¨r sonderlich
u¨berraschend, da bei potentiell unendlicher Simulationslaufla¨nge eine Simulation seltener
Ereignisse auch ohne Importance Sampling mo¨glich ist. Leider bedeutet dies jedoch auch
eine potentiell unendlich lange Laufzeit der Simulation. Es macht also wenig Sinn, u¨ber
solche unendlichen oder beliebig langen Simulationsla¨ufe unter Verwendung einer festen
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U¨bergangsmatrix zu diskutieren. Letztendlich la¨ßt sich die Folgerung einfach zusammen-
fassen in der Feststellung, daß bei unbegrenzter Zeit Importance Sampling nicht no¨tig
ist.
Eine Folgerung sollte aber viel eher sein, daß offensichtlich zur Simulation stationa¨rer
Zustandswahrscheinlichkeiten mittels Importance Sampling entweder die Methode un-
abha¨ngiger Replikationen fester La¨nge ungeeignet ist, worauf auch unsere Diskussion im
vorherigen Abschnitt und unsere Fallstudie zum M/M/1–Modell, die wir in 4.3.3 vor-
stellen, hindeuten, oder daß eine homogene Markovkette als Importance–Sampling–Maß
fu¨r eine homogene Markovkette eine zu starke Einschra¨nkung darstellt, noch dazu mit
der zusa¨tzlichen Bedingung, daß positive U¨bergangswahrscheinlichkeiten positiv bleiben
mu¨ssen. Die Beobachtung von Andradottir et. al. motiviert damit unter anderem auch
unseren Ansatz des dynamischen Importance Sampling, den wir in Abschnitt 4.4.2 allge-
mein vorstellen, bei dem wa¨hrend eines Simulationslaufes die U¨bergangswahrscheinlich-
keiten vera¨ndert werden, und zwar gerade so, daß sich zu Beginn des Laufes diese U¨ber-
gangswahrscheinlichkeiten verha¨ltnisma¨ßig stark von denen der originalen Markovkette
unterscheiden und sich dann mit fortschreitender Zeit diesen anna¨hern. Dabei kann man
erweiternd auch wa¨hrend der Simulation auftretende Werte des Likelihood–Quotienten
und die bereits beobachteten seltenen Ereignisse, etwa Besuche in gewissen Zielzusta¨nden,
einbeziehen.
Es sei noch erwa¨hnt, daß die drei Autoren in [AHO96] unter den identischen Vorausset-
zungen und Einschra¨nkungen wie in [AHO95] eine numerische Methode zur Bestimmung
der optimalen U¨bergangsmatrix fu¨r eine vorgegebene feste Simulationslaufla¨nge vorschla-
gen. Es ist klar, daß prinzipiell immer eine Minimierung der Varianz unter vorgegebenen
Nebenbedingungen durchgefu¨hrt werden kann. In diesem Fall sind die Parameter, die
optimiert werden sollen, alle U¨bergangswahrscheinlichkeiten der Markovkette, also inge-
samt |S|2 Parameter fu¨r einen Zustandsraum S. Alle diese Parameter mu¨ssen zwischen 0
und 1 liegen und zudem die Bedingung erfu¨llen, daß sie eine stochastische Matrix bilden.
Der Aufwand hierfu¨r ist jedoch enorm und fu¨r realistisch dimensionierte Systeme nicht
durchfu¨hrbar. Neben dem erheblichen Aufwand dieser numerischen Methode ergibt sich
dabei gerade auch das Problem, daß fu¨r gegebene Markovketten unter Umsta¨nden die vor-
gegebene Simulationslaufla¨nge nie zu einer effizienten Importance–Sampling–Simulation
fu¨hren kann, da keine modifizierte U¨bergangsmatrix bestimmt werden kann, die zu IS–
Scha¨tzern mit kleinerer Varianz als fu¨r den Standard–Scha¨tzer mit der Originalmatrix
korrespondiert, was schlicht daran liegt, daß eine solche U¨bergangsmatrix in vielen Fa¨llen
nicht existiert. Wir wollen bereits hier darauf hinweisen, daß auch beim adaptiven Im-
portance Sampling, das wir in Abschnitt 5 beschreiben, eine Optimierung von Parametern
durchgefu¨hrt wird, wobei jedoch diese Optimierung im Verlauf der Simulation basierend
auf der Stichprobenvarianz erfolgt. Auch hier ist jedoch die Parametrisierung und insbe-
sondere die Gro¨ße des Parameterraums ein wesentliches Kriterium fu¨r Gu¨te und Komple-
xita¨t der Optimierung.
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Sigrun Andradottir teilte in einer Email mit, daß sie sich spa¨ter nicht weiter mit der Simu-
lation seltener Ereignisse, insbesondere auch nicht mit Importance Sampling fu¨r Markov-
ketten, bescha¨ftigt hat und keine weiterfu¨hrenden oder alternativen U¨berlegungen zu den
beiden genannten Arbeiten seitens der Autoren existieren. Unsere kritische Meinung zu
diesen Arbeiten wird auch von fu¨hrenden Wissenschaftlern geteilt, wie wir aus einem Ge-
spra¨ch mit Perwez Shahabuddin wissen. Dennoch halten wir es fu¨r wichtig und lehrreich,
die Probleme zu diskutieren und insbesondere verwertbare Schlu¨sse daraus zu ziehen, vor
allem da nicht auf den ersten Blick ersichtlich ist, daß und warum der Ansatz so, wie ihn
Andradottir et. al. verfolgen, nicht zum Erfolg fu¨hren kann.
Wir betrachten nun zuna¨chst eine Verallgemeinerung des Beispiels aus [AHO95] und wol-
len dafu¨r den optimalen Maßwechsel berechnen, wobei wir insbesondere auch den Einfluß
der Simulationsmethode demonstrieren. Sei (Xn) eine homogene diskrete Markovkette mit
Zustandsraum S = {1, 2} und U¨bergangsmatrix
P =
(
p 1− p
p 1− p
)
.
Man berechnet hier wieder leicht die stationa¨re Verteilung pi = (p, 1− p).
Wir sehen sofort, daß, wie bereits erwa¨hnt, in [AHO95] unno¨tige und unbegru¨ndete An-
nahmen gemacht wurden, die in diesem Fall verhindern, daß die vorgegebene Art des
Maßwechsels zum optimalen Maßwechsel fu¨hren kann. Es ist klar, daß gema¨ß einer U¨ber-
gangsmatrix P∗ mit der Bedingung, daß positive U¨bergangswahrscheinlichkeiten positiv
bleiben mu¨ssen und mit fester endlicher Simulationslaufla¨nge die Wahrscheinlichkeit fu¨r
Pfade, die den Zustand 2 nicht enthalten, immer positiv ist. Wir geben hier fu¨r das Bei-
spiel eine einfache Alternative an, um den optimalen Maßwechsel zu erhalten, wobei das
IS-Maß ebenfalls eine homogene diskrete Markovkette ist. Wiederum gehen wir dabei
natu¨rlich nicht davon aus, daß uns die gesuchte Wahrscheinlichkeit bereits bekannt ist.
Zuna¨chst vermeiden wir die Einschra¨nkung, daß alle urspru¨nglich mo¨glichen U¨berga¨nge
auch fu¨r die modifizierte Markovkette mo¨glich sein mu¨ssen. Außerdem wa¨hlen wir als
Simulationsansatz die regenerative Methode mit Regenerationszustand 1 und nutzen die
spezielle Struktur des Beispiels aus. Die stationa¨re Wahrscheinlichkeit des Zustands 2 ist
hierbei gerade identisch zur Wahrscheinlichkeit, den Zustand 2 wa¨hrend eines regenera-
tiven Zyklus zu besuchen, was ermo¨glicht, durch die simulative Scha¨tzung dieser Wahr-
scheinlichkeit auch die stationa¨re Zustandswahrscheinlichkeit zu erhalten. Dies zeigt aber
auch, daß das Beispiel in [AHO95] zu einfach und klein bzw. zu speziell ist, um allge-
meine Schlu¨sse fu¨r
”
Positivergebnisse“ abzuleiten. Wir werden in 4.2.4–4.2.6 sehen, daß
gerade die Mo¨glichkeit der Beschra¨nkung auf die Betrachtung, ob ein Besuch wa¨hrend
eines Regenerationszyklus stattfindet, der Grund fu¨r die Existenz des optimalen Maß-
wechsels in der Familie der homogenen diskreten Markovketten ist. Im allgemeinen ist
die Wahrscheinlichkeit fu¨r den Besuch eines Zustands wa¨hrend eines Regenerationszyklus
verschieden von der stationa¨ren Zustandswahrscheinlichkeit, und fu¨r stationa¨re Zustands-
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wahrscheinlichkeiten fu¨hrt der optimale Maßwechsel im allgemeinen aus der Familie der
Markovketten heraus. Das Beispiel ermo¨glicht also lediglich das Verwerfen von Methoden
und Ansa¨tzen, die selbst hierfu¨r nicht zum Erfolg fu¨hren. Wir zeigen auch, daß Andra-
dottir et. al. einen selbst fu¨r dieses Beispiel falschen Ansatz wa¨hlen, da es ja effizient und
sogar optimal mittels Importance Sampling analysierbar ist.
Beim optimalen Importance Sampling werden nur Pfade generiert, die das seltene Ereignis,
also den Zustand 2, enthalten. Damit folgt direkt p∗11 = 0, p
∗
12 = 1. Zusa¨tzlich mu¨ssen alle
Pfade, die den Zustand 2 enthalten, gleiche Likelihood–Quotienten liefern. Wir betrachten
zuna¨chst den (bei regenerativer Simulation) ku¨rzesten dieser Pfade, also 1,2,1. Dieser Pfad
hat die Wahrscheinlichkeit p(1− p), und bei Anwendung von Importance Sampling folgt
fu¨r den Likelihood–Quotienten
L(1, 2, 1) =
p(1− p)
p∗12p
∗
21
=
p(1− p)
p∗21
.
Jeder Pfad, der das seltene Ereignis entha¨lt, hat bei regenerativer Simulation mit Regene-
rationszustand 1 die Form 1, 2, . . . , 2, 1, und damit folgt fu¨r die Wahrscheinlichkeiten die
Form p(1− p)n, n ∈ IN+, und fu¨r den Likelihood–Quotienten beim Importance Sampling
folgt
L(1, 2, . . . , 2, 1) =
p(1− p)n
p∗21p
∗n−1
22
.
Da der Likelihood–Quotient fu¨r alle n ∈ IN+ und insbesondere fu¨r n = 1 gleich sein muß,
folgt
p(1− p)
p∗21
=
p(1− p)n
p∗21p
∗n−1
22
,
1 =
(1− p)n−1
p∗
n−1
22
,
p∗22 = 1− p.
Schließlich folgt p∗21 = 1− p∗22 = 1− (1− p) = p. Insgesamt erhalten wir also
P∗ =
(
0 1
p 1− p
)
,
die U¨bergangsmatrix einer homogenen diskreten Markovkette, die den optimalen Maß-
wechsel fu¨r Importance Sampling repra¨sentiert.
Wir zeigen nun, daß fu¨r klassische regenerative Simulation, also mit dem Quotient aus
den Erwartungswerten der Anzahl von Besuchen und der Zyklenla¨nge als Scha¨tzung, kein
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optimales Importance Sampling unter Verwendung einer fest gewa¨hlten U¨bergangsmatrix
einer homogenen Markovkette mo¨glich ist. Der Regenerationszustand sei der Zustand 1.
Unter optimalem Importance Sampling muß das seltene Ereignis in jedem Regenerations-
zyklus auftreten, also der Zustand 2 besucht werden. Um dies zu garantieren muß also
wieder p∗11 = 0, p
∗
12 = 1 gesetzt werden, und es verbleibt die Bestimmung der U¨bergangs-
wahrscheinlichkeiten p∗21, p
∗
22. Da unter optimalem Importance Sampling jeder Lauf, jeder
Regenerationszyklus, eine perfekte Scha¨tzung der gesuchten Gro¨ße liefert, genu¨gt es, als
Scha¨tzung jeweils den Quotienten aus der Anzahl der Besuche und der Zyklenla¨nge zu
betrachten. Sei r die Zyklenla¨nge und v die Anzahl der Besuche im Zustand 2 wa¨hrend
eines Zyklus. Dabei ist klar, daß nur Zyklen der Form 1, 2, . . . , 2, 1 generiert werden, also
gilt v = r − 1. Wir betrachten nun Zyklen mit v und mit v + 1 Besuchen im Zustand 2.
Dafu¨r erhalten wir die Scha¨tzungen
g(1, 2v, 1) =
v
v + 1
, g(1, 2v+1, 1) =
v + 1
v + 2
sowie die Likelihood–Quotienten
L(1, 2v, 1) =
p(1− p)v
p∗12p
∗v−1
22 p
∗
21
=
p(1− p)v
p∗
v−1
22 p
∗
21
und
L(1, 2v+1, 1) =
p(1− p)v+1
p∗12p
∗v
22p
∗
21
=
p(1− p)v+1
p∗
v
22p
∗
21
.
Unter optimalem Importance Sampling gilt jeweils L(· · · )g(· · · ) = γ, wobei γ wie u¨blich
die gesuchte Gro¨ße bezeichnet, vgl. (3.16). Insbesondere folgt die Identita¨t des Produktes
aus Likelihood–Quotient und Scha¨tzung fu¨r alle regenerativen Zyklen, also mit obigen
Bezeichnungen
L(1, 2v, 1) · v
v + 1
= L(1, 2v+1, 1) · v + 1
v + 2
,
p(1− p)v
p∗
v−1
22 p
∗
21
· v
v + 1
=
p(1− p)v+1
p∗
v
22p
∗
21
· v + 1
v + 2
,
v
v + 1
=
1− p
p∗22
· v + 1
v + 2
,
p∗22 = (1− p) ·
v + 1
v + 2
· v + 1
v
.
Wir sehen also, daß die U¨bergangswahrscheinlichkeiten von der La¨nge des Regenerati-
onszyklus abha¨ngen. Diese ist jedoch a priori unbekannt, und somit ist es unmo¨glich,
optimales Importance Sampling unter Verwendung einer vorab fest zu wa¨hlenden U¨ber-
gangsmatrix, also mit einer homogenen Markovkette als IS–Maß, durchzufu¨hren.
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Abschließend sei noch erwa¨hnt, daß auch mit der Methode unabha¨ngiger Simulationsla¨ufe
optimales Importance Sampling nicht mo¨glich ist. Dies la¨ßt sich hierfu¨r sehr leicht einse-
hen, da bei einer fest gewa¨hlten Simulationslaufla¨nge ein Besuch im Zustand 2 nur genau
dann garantiert ist, wenn, wie bei regenerativer Simulation, die U¨bergangswahrscheinlich-
keiten p∗11 = 0, p
∗
12 = 1 gesetzt werden. Wa¨hrend bei regenerativer Simulation mit diesen
Festlegungen noch mo¨glich bleibt, jeden mo¨glichen regenerativen Zyklus zum seltenen
Ereignis zu generieren, scheitert die Methode unabha¨ngiger Simulationsla¨ufe bereits an
dieser Stelle, da keine La¨ufe generiert werden ko¨nnen, die mehrere aufeinanderfolgende
Besuche im Zustand 1 enthalten.
4.2.3 Bernoulli–Experimente
Wir betrachten nun erneut das Mu¨nzwurf–Beispiel, verallgemeinern jedoch die Anzahl von
Wu¨rfen und die Trefferwahrscheinlichkeit der Mu¨nze. Wir untersuchen also unabha¨ngige
Bernoulli–Experimente mit Erfolgswahrscheinlichkeit p. Gesucht sei die Wahrscheinlich-
keit fu¨r mindestens k Treffer in n Experimenten. Der Grund, daß wir dieses Beispiel im
Kapitel u¨ber Markovketten erneut betrachten, liegt darin, daß wir spa¨ter sehen, daß bei
geeigneter Modellierung der unabha¨ngigen Bernoulli–Experimente als Markovkette beim
optimalen Maßwechsel die Modellklasse erhalten bleibt.
In [Jun03] wird der Spezialfall unseres Beispiels mit p = 0.5 gerade dazu angefu¨hrt, zu zei-
gen, daß der optimale IS–Scha¨tzer typischerweise nicht implementierbar sei. Es wird dann
nicht weiterverfolgt, sondern die Bestimmung von Maßwechseln mit Hilfe der Theorie
großer Abweichungen diskutiert. Wir wollen nun gerade zeigen, wie der optimale Maß-
wechsel aussieht und insbesondere, wie man ihn durch sukzessive Erweiterung des Modells
fu¨r die Importance–Sampling–Simulation erhalten kann.
Der naheliegende natu¨rliche Ansatz fu¨r die Anwendung von Importance Sampling ist die
Simulation unabha¨ngiger Bernoulli–Experimente mit modifizierter Erfolgswahrscheinlich-
keit p∗. Es ist jedoch sofort ersichtlich, daß kein p∗ ∈ [0, 1] existiert, so, daß der resultie-
rende Scha¨tzer optimal ist, denn fu¨r jedes p∗ < 1 ist die Wahrscheinlichkeit fu¨r weniger
als k Erfolge immer strikt positiv, und fu¨r p∗ = 1 werden immer nur genau n Erfolge
erzielt. Somit ist sofort klar, daß der optimale Maßwechsel aus der Klasse der unabha¨ngi-
gen Bernoulli–Experimente herausfu¨hrt. Wir zeigen im folgenden auch formal, daß keine
modifizierte Erfolgswahrscheinlichkeit p∗ 6= p fu¨r unabha¨ngige Bernoulli–Experimente exi-
stiert, so, daß die LQ–Bedingung erfu¨llt ist.
Seien x1, . . . , xn, xi ∈ {0, 1}, i = 1, . . . , n die Ergebnisse der unabha¨ngigen Bernoulli–
Experimente, diese bilden einen Bernoulli–Pfad. Die Wahrscheinlichkeit jedes Bernoulli–
Pfades der La¨nge n ist gegeben durch
p(x1, . . . , xn) = p
m(1− p)n−m, m ≤ n,
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wobei m gerade die Anzahl der Erfolge ist und fu¨r Pfade zum seltenen Ereignis m ≥ k gilt.
Fu¨r Importance Sampling mit Erfolgswahrscheinlichkeit p∗ ergibt sich also der Likelihood–
Quotient
L(x1, . . . , xn) =
pm(1− p)n−m
p∗m(1− p∗)n−m ,
der fu¨r alle Pfade mit m ≥ k identisch sein soll. Wir wa¨hlen m = k und m = k + 1 und
erhalten als LQ–Bedingung
pk(1− p)n−k
p∗k(1− p∗)n−k =
pk+1(1− p)n−k−1
p∗k+1(1− p∗)n−k−1 ,
1− p
1− p∗ =
p
p∗
,
(1− p)p∗ = (1− p∗)p
1− p∗
p∗
=
1− p
p
p∗ = p.
Wir sehen also, daß im Falle unabha¨ngiger Bernoulli–Experimente die LQ–Bedingung
nur genau dann erfu¨llt ist, wenn die Erfolgswahrscheinlichkeit nicht modifiziert wird, und
der optimale Maßwechsel ist demzufolge nicht in der Klasse unabha¨ngiger Bernoulli–
Experimente.
Unsere erste Erweiterung ist die Modifikation so, daß die Erfolgswahrscheinlichkeiten in
jedem Wurf verschieden sein ko¨nnen, korrespondierend zu zeitabha¨ngigen Erfolgswahr-
scheinlichkeiten. Wir zeigen, daß auch eine solche Modifikation allein die LQ–Bedingung
nicht erfu¨llt. Dazu betrachten wir lediglich den Spezialfall n = 2, k = 1. Die Bernoulli–
Pfade, die das seltene Ereignis enthalten, sind dafu¨r (0, 1), (1, 0) und (1, 1) mit den Wahr-
scheinlichkeiten p(0, 1) = p(1, 0) = p(1−p), p(1, 1) = p2. Es bezeichnen fu¨r das modifizier-
te Modell p(1), p(2) die Erfolgswahrscheinlichkeiten im ersten bzw. im zweiten Experiment.
Damit ergeben sich die Likelihood–Quotienten
L(0, 1) =
p(1− p)
(1− p(1))p(2) , L(1, 0) =
p(1− p)
p(1)(1− p(2)) , L(1, 1) =
p2
p(1)p(2)
.
Da diese identisch sein mu¨ssen, folgt
p(1− p)
p(1)(1− p(2)) =
p2
p(1)p(2)
,
(1− p)
(1− p(2)) =
p
p(2)
,
p(2) = p
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und
p(1− p)
(1− p(1))p(2) =
p(1− p)
p(1)(1− p(2)) ,
(1− p(1))p(2) = p(1)(1− p(2)),
(1− p(1))p = p(1)(1− p),
p(1) = p.
Wir stellen also fest, daß die bisher untersuchten Arten des Maßwechsels nicht zum opti-
malen IS–Scha¨tzer fu¨hren, da sie nicht einmal die LQ–Bedingung erfu¨llen.
Als na¨chste Variante modifizieren wir nun das Modell weiter so, daß die Erfolgswahr-
scheinlichkeit sowohl von der Anzahl der bereits durchgefu¨hrten Experimente als auch
von der Anzahl der bisherigen Erfolge abha¨ngen kann, also sowohl von der Zeit als auch
vom Zustand, wobei gerade die Anzahl der Erfolge als Zustand interpretiert wird. Es be-
zeichne p(i)(m) die Erfolgswahrscheinlichkeit im i–ten Experiment, wenn bereits m Erfolge
aufgetreten sind. Auch hier betrachten wir zuna¨chst den Spezialfall n = 2, k = 1.
Das erste Experiment stellt einen Sonderfall dar, der Zustand ist in jedem Fall 0. Unsere
Art des Maßwechsel ermo¨glicht uns nun zuna¨chst, zu garantieren, daß nur Pfade generiert
werden, die das seltene Ereignis enthalten. Wir ko¨nnen den Pfad (0,0) ausschließen, indem
wir die Erfolgswahrscheinlichkeit im zweiten Experiment auf 1 setzen, falls im ersten
Experiment kein Erfolg eingetreten ist, also p(2)(0) = 1. Fu¨r die anderen Pfade erhalten
wir nun die Likelihood–Quotienten
L(0, 1) =
(1− p)p
(1− p(1)(0))p(2)(0) =
(1− p)p
1− p(1)(0) ,
L(1, 0) =
p(1− p)
p(1)(0)(1− p(2)(1)) ,
L(1, 1) =
p2
p(1)(0)p(2)(1)
.
Um den optimalen Maßwechsel zu berechnen, verbleibt, p(1)(0) und p(2)(1) so zu bestim-
men, daß die LQ–Bedingung erfu¨llt ist.
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Wir erhalten
p(1− p)
p(1)(0)(1− p(2)(1)) =
p2
p(1)(0)p(2)(1)
,
1− p
1− p(2)(1) =
p
p(2)(1)
,
(1− p)(p(2)(1) = p(1− p(2)(1)),
p(2)(1)− pp(2)(1) = p− pp(2)(1),
p(2)(1) = p
und
(1− p)p
1− p(1)(0) =
p2
p(1)(0)p(2)(1)
,
1− p(1)(0) = p(1)(0)(1− p(2)(1)) = p(1)(0)(1− p) = p(1)(0)− pp(1)(0),
1 = 2p(1)(0)− pp(1)(0) = p(1)(0)(2− p),
p(1)(0) =
1
2− p.
Wir sehen also, daß fu¨r den optimalen Maßwechsel zur Bestimmung der Wahrscheinlich-
keit von mindestens einer vorgegebenen Anzahl von Erfolgen in unabha¨ngigen Bernoulli–
Experimenten schon fu¨r den Spezialfall von mindestens einem Erfolg in zwei Experimenten
die optimalen Erfolgswahrscheinlichkeiten sowohl abha¨ngig von der Anzahl von Experi-
menten als auch von den bereits erzielten Erfolgen ist. Der optimale Maßwechsel fu¨hrt
aus der Klasse unabha¨ngiger Bernoulli–Experimente heraus. Es stellt sich nun die Fra-
ge, ob im allgemeinen der optimale Maßwechsel auf solche zustands- und zeitabha¨ngigen
Erfolgswahrscheinlichkeiten fu¨hrt oder ob dann die jeweiligen Wahrscheinlichkeiten sogar
abha¨ngig von dem Verlauf aller oder mehrerer bereits durchgefu¨hrter Experimente sind.
Fu¨r n = 3 und n = 4 haben wir dies gepru¨ft und dabei festgestellt, daß auch hier der
optimale Maßwechsel auf Erfolgswahrscheinlichkeiten fu¨hrt, die von der Anzahl der Ex-
perimente und lediglich der Anzahl von Erfolgen, nicht dem gesamten Bernoulli–Teilpfad,
abha¨ngig sind. Wir wollen nun untersuchen, wie dies im allgemeinen Fall aussieht. Dazu
betrachten wir die Anzahl zu bestimmender Erfolgswahrscheinlichkeiten und die Anzahl
von Gleichungen, die aus der LQ–Bedingung resultieren.
Wir beginnen mit der Anzahl der Gleichungen, die die LQ–Bedingung liefert. Prinzipiell
mu¨ssen dazu alle Bernoulli–Pfade der La¨nge n mit mindestens k Erfolgen betrachtet
werden. Da jedoch nach dem k–ten Erfolg abgebrochen werden kann, reicht es aus, nur
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solche Teilpfade der La¨nge ho¨chstens n zu betrachten, bei denen der k–te Erfolg im letzten
Experiment des Teilpfades auftritt. Dies kann fru¨hestens nach dem k–ten Experiment
passieren. Es gibt genau einen Pfad der La¨nge k mit k Erfolgen. Fu¨r Pfade der La¨nge
k +1 ist der Erfolg im (k + 1)–ten Experiment festgelegt, und die restlichen k− 1 Erfolge
ko¨nnen in den ersten k Experimenten auftreten. Es gibt gerade
(
k
k−1
)
solcher Pfade. Analog
wird fu¨r Pfade der La¨nge k+2, k +3, . . . argumentiert, bis schließlich fu¨r Pfade der La¨nge
n, bei denen der k–te Erfolg im n–ten Experiment auftritt und k − 1 Erfolge in den
n− 1 Experimenten zuvor, also (n−1
k−1
)
Pfade der La¨nge n mit dem k–ten Erfolg im n–ten
Experiment. Insgesamt folgt also fu¨r die Anzahl zu betrachtender Pfade
n−1∑
m=k−1
(
m
k − 1
)
=
(
n
k
)
.
Somit liefert uns die LQ–Bedingung also
(
n
k
) − 1 Gleichungen. Obige Gro¨ße ist gerade
auch die Anzahl der Pfade der La¨nge n mit genau k Erfolgen, denn Pfade mit mehr als k
Erfolgen sind bis zum k–ten Erfolg identisch mit einem Pfad mit genau k Erfolgen.
U¨berlegen wir uns nun, wieviele unbekannte Wahrscheinlichkeiten zu bestimmen sind. Im
i–ten Experiment sind dies gerade die Wahrscheinlichkeiten p(i)(0), . . . , p(i)(i − 1), also i
Wahrscheinlichkeiten, und somit insgesamt fu¨r n Experimente
n∑
i=1
i =
n(n + 1)
2
Wahrscheinlichkeiten, von denen einige jedoch redundant sind. Da nach k Erfolgen abge-
brochen wird, mu¨ssen die Wahrscheinlichkeiten fu¨r die Zusta¨nde, die k oder mehr Erfolge
repra¨sentieren, nicht bestimmt werden. Dies ist wieder fru¨hestens nach dem k–ten Ex-
periment mo¨glich. Es ist also dann die Wahrscheinlichkeit p(k+1)(k) redundant, ebenso
die Wahrscheinlichkeiten p(k+2)(k), p(k+2)(k + 1) und entsprechend weiter bis nach dem
(n− 1)–ten Experiment die Wahrscheinlichkeiten p(n)(k), . . . , p(n)(n− 1). Insgesamt sind
dies
n−k∑
i=1
i =
(n− k)(n− k + 1)
2
redundante Wahrscheinlichkeiten. Außerdem muß beim optimalen Importance Sampling
in jedem Experiment das seltene Ereignis, also mindestens k Erfolge, auftreten. Daraus
folgt, daß einige der Wahrscheinlichkeiten den Wert 1 erhalten mu¨ssen, na¨mlich genau
dann, wenn von einem Zustand aus k Erfolge nur noch dann mo¨glich sind, wenn alle
verbleibenden Experimente Erfolge sind. Dies ist im k–letzten Experiment fu¨r den Zustand
0 der Fall, im (k − 1)–letzten Experiment fu¨r den Zustand 1, außerdem ist der Zustand
0 im (k − 1)–letzten Experiment unter optimalem Importance Sampling nicht mo¨glich
und somit die Erfolgswahrscheinlichkeit redundant. Analog argumentieren wir weiter bis
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zum letzten Experiment, bei dem im Zustand k− 1 die Erfolgswahrscheinlichkeit auf den
Wert 1 gesetzt werden muß und die Zusta¨nde 0, . . . , k − 2 unter optimalem Importance
Sampling unmo¨glich sind. Insgesamt erhalten also daher
k∑
i=1
i =
k(k + 1)
2
Wahrscheinlichkeiten den Wert 1 oder sind aufgrund der Unmo¨glichkeit des Zustands
unter optimalem Importance Sampling redundant, sind also keine zu bestimmenden Un-
bekannten. Somit haben wir als verbleibende Anzahl von Unbekannten
n(n + 1)
2
− k(k + 1)
2
− (n− k)(n− k + 1)
2
= k(n− k).
Vergleichen wir dies mit der Anzahl von
(
n
k
) − 1 Gleichungen, die nach LQ–Bedingung
folgen, so stellen wir fest, daß nicht sicher ist, daß diese Gleichungen immer eine eindeutige
Lo¨sung liefern, also eindeutige zustands- und zeitabha¨ngige Erfolgswahrscheinlichkeiten.
Es ist also erforderlich, dies na¨her zu untersuchen. Wir wollen dies an dieser Stelle nicht
tun, sondern in 4.2.4.1 als Anwendung von Ergebnissen fu¨r Absorptionswahrscheinlichkei-
ten in homogenen diskreten Markovketten, da dies zeigt, daß eine ada¨quate Modellierung
eines Problems zumindest die Fragestellung nach der Art des optimalen Maßwechsels bes-
ser kla¨ren kann als eine zu eingeschra¨nkte Sichtweise. Zudem erscheint die Herleitung
der Zeitabha¨ngigkeit eines optimalen Maßwechsels u¨ber homogene Markovketten sowohl
u¨berraschend als auch lehrreich.
4.2.4 Absorptionswahrscheinlichkeiten und Arbeitsphasenparameter
Die Analyse von seltenen Ereignissen wa¨hrend einer Arbeitsphase des zu untersuchenden
zugrundeliegenden Systems kann mittels homogener diskreter Markovketten mit absorbie-
renden seltenen Zusta¨nden erfolgen. Juneja beschreibt in seiner Dissertation [Jun93] einen
allgemeinen Rahmen auf der Markovkettenebene. Gesucht ist dabei jeweils die Wahr-
scheinlichkeit, eine Menge interessierender seltener Zusta¨nde vor einer Menge ha¨ufig be-
suchter Zusta¨nde zu erreichen. Auch in den Arbeiten [JS00, JS01, JS02, JN02, Jun01,
Jun03] wird dieser Rahmen betrachtet und dafu¨r die Bezeichnung Attractor – Rare Set
Framework verwendet. Kuruganti und Strickland [KS97] wa¨hlen zwar andere Notationen
und Begriffe als Juneja und die sich direkt auf dessen Rahmen beziehenden Arbeiten,
beschreiben aber ebenfalls diesen Rahmen fu¨r homogene diskrete Markovketten mit end-
lichem Zustandsraum und geben dafu¨r eine, wie sie sagen neue, Charakterisierung des
optimalen IS–Scha¨tzers an. Insgesamt passen prinzipiell alle in der Literatur untersuchten
Markovmodelle, die sich mit Leistungsmaßen bezu¨glich Arbeitsphasen bescha¨ftigen, auch
wenn sie von einer abstrakteren Beschreibung des Modells, etwa als Warteschlangennetz,
ausgehen, in diesen allgemeinen Rahmen, insbesondere auch diverse Untersuchungen von
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Zuverla¨ssigkeitsmodellen wie etwa [Sha90, Car92, Sha94b, Nak96, AS98, NSN01]. Wir
wollen nun den Attractor – Rare Set Framework formal beschreiben, wobei wir uns im
wesentlichen an den Notationen aus [Jun01, Jun03] orientieren.
Gegeben sei eine homogene diskrete Markovkette (Xn) mit Zustandsraum S, U¨bergangs-
matrix P und Anfangsverteilung pi(0). Es sei A ⊆ S eine Menge von Zusta¨nden der
Markovkette, die ha¨ufig besucht wird (attractor set) und R ⊆ S, A ∩ R = ∅ eine Menge
seltener Zusta¨nde, die selten besucht wird (rare set). Weiterhin ist U = S \ A \ R eine
Menge von sogenannten Zwischenzusta¨nden (set of interior states, interior set). Fu¨r jede
Menge C ⊆ S sei TC = inf{n ≥ 1 : Xn ∈ C}. Gesucht ist dann die Wahrscheinlich-
keit Ppi(0){TR < TA}, also gerade die Wahrscheinlichkeit, daß die Menge R der seltenen
Zusta¨nde vor der Menge A der ha¨ufig besuchten Attraktorzusta¨nde erreicht wird. Startet
die Simulation in einem Zwischenzustand so ko¨nnen sowohl A als auch R als absorbie-
rende Klasse modelliert werden, wobei unter dem optimalen Maßwechsel eine Absorption
in A nicht mo¨glich ist. Startet die Simulation in einem der Zusta¨nde aus A, so kann A
selbstversta¨ndlich nicht als absorbierende Klasse modelliert werden bzw.
”
wird“ erst nach
Verlassen absorbierend. Fu¨r den optimalen Maßwechsel spielt dies jedoch aus dem oben
genannten Grund keine Rolle.
Eine Rechfertigung, daß dieser Rahmen fu¨r viele Untersuchungen ausreicht, la¨ßt sich an-
hand von Zuverla¨ssigkeitsmaßen geben. Die mittlere Zeit bis zu einem Systemfehler (Mean
Time To Failure, MTTF) und die Unverfu¨gbarkeit (Unavailability) lassen sich fu¨r regene-
rative Systeme im wesentlichen auf die Wahrscheinlichkeit P{TF < T1} reduzieren, wobei
F den Fehlerzustand bezeichnet und der Menge R entspricht, und 1 den Zustand des
fehlerfreien Systems bezeichnet, der Attraktorzustand ist. Fu¨r die mittlere Zeit bis zum
Systemfehler TF ist bekannt, daß
E[TF ] =
E[min(T1, TF )]
P{TF < T1}
gilt, und die Argumentation ist dann so, daß E[min(T1, TF )] leicht mittels Standard–
Simulation gescha¨tzt oder, da in den meisten Fa¨llen gerade T1 dieses Minimum ist, durch
E[min(T1, TF )] ≈ T1 approximiert werden kann. Das verbleibende Problem ist also die
effiziente Simulation von P{TF < T1}. A¨hnlich wird fu¨r die Unverfu¨gbarkeit U des Systems
argumentiert. Es gilt
E[U ] =
E[D]
E[T1]
,
wobei D die Zeit im Fehlerzustand wa¨hrend einer Arbeitsphase ist. Die Scha¨tzung von
E[T1] kann dabei mittels Standard–Simulation erfolgen, da eine Ru¨ckkehr in den fehler-
freien Zustand nicht selten ist.
Obige Argumentation und der Ansatz, fu¨r Leistungsmaße, die sich aus verschiedenen
separat zu scha¨tzenden Gro¨ßen zusammensetzen, verschiedene Simulationsmethoden an-
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zuwenden, also einige Gro¨ßen per Standard–Simulation und andere Gro¨ßen per Import-
ance Sampling zu scha¨tzen, wird erstmals in [GSH+92] beschrieben und mit maßspe-
zifischem Importance Sampling (Measure Specific Importance Sampling, MSIS ) bezeich-
net. In Kombination mit dynamischen Importance–Sampling–Verfahren spricht man dann
entsprechend vom maßspezifischen dynamischen Importance Sampling (Measure Specific
Dynamic Importance Sampling, MSDIS ). Beides la¨ßt sich auch bei der Scha¨tzung stati-
ona¨rer Gro¨ßen mittels regenerativer Simulation anwenden, wobei der Scha¨tzer ja gerade
der Quotient zweier Erwartungswerte ist. Hier kann etwa der Za¨hler, der Erwartungs-
wert einer interessierenden Gro¨ße u¨ber einem regenerativen Zyklus, mittels Importance
Sampling und der Nenner, der Erwartungswert der La¨nge eines regenerativen Zyklus,
mittels Standard–Simulation gescha¨tzt werden. Bei der Scha¨tzung stationa¨rer Zustands-
wahrscheinlichkeiten in Markovmodellen ist der Za¨hler speziell der Erwartungswert von
Zustandsbesuchen wa¨hrend eines regenerativen Zyklus. Anders als im hier beschriebenen
Attractor – Rare Set Framework ist der Za¨hler im allgemeinen aber der Erwartungs-
wert einer prinzipiell beliebigen Funktion, fu¨r stationa¨re Zustandswahrscheinlichkeiten
einer Summe von Indikatorfunktionen, und nicht nur eine einzelne Indikatorfunktion ei-
nes Ereignisses. Daher ist klar, daß der Attractor – Rare Set Framework eine wesentliche
Vereinfachung gegenu¨ber allgemeineren Situationen darstellt.
Aus den allgemeinen Importance–Sampling–Formeln folgt mit g(x0, . . . , xK) = I{TR<TA}
und γ = P{TR < TA} fu¨r den optimalen IS–Scha¨tzer (4.16) auf Seite 90
f ∗(x0, . . . , xK) =


I{TR<TA}p(x0, . . . , xK)
P{TR < TA} , falls TR < TA,
0, sonst.
=


p(x0, . . . , xK)
P{TR < TA} , falls TR < TA,
0, sonst.
wobei K hier eine Stoppzeit ist, na¨mlich die Zeit, zu der erstmals A oder R erreicht wird.
Es sind also insbesondere nur Pfade erlaubt, in denen das seltene Ereignis auftritt, hier
speziell Pfade, in denen ein seltener Zustand vor einem der Attraktorzusta¨nde erreicht
wird. Fu¨r den Likelihood–Quotienten gilt dann
L(x0, . . . , xK) =
p(x0, . . . , xK)
f ∗opt(x0, . . . , xK)
= P{TR < TA} = γ.
Wie allgemein bei der Scha¨tzung von Erwartungswerten von Indikatorfunktionen (vgl.
3.3.3) ist dieser Likelihood–Quotient also konstant und fu¨r alle Pfade identisch zu der
gesuchten Wahrscheinlichkeit. Im hier beschriebenen Attractor – Rare Set Framework fu¨r
Markovketten stellt sich zudem heraus, daß das optimale IS–Maß eine homogene diskrete
Markovkette mit dem gleichen Zustandsraum wie die originale Markovkette ist.
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Juneja [Jun93] zeigt dies fu¨r Absorptionswahrscheinlichkeiten in homogenen diskreten
Markovketten mit Zustandsraum S = Z, bei denen sich in jedem U¨bergang der Zu-
stand nur um ±1 vera¨ndert (skipfree Markov chains) und mit absorbierenden Zusta¨nden
−a, b, a, b ∈ IN, also fu¨r spezielle Markovsche Random Walks auf den ganzen Zahlen
mit absorbierenden Ra¨ndern. Kuruganti und Strickland [KS97] zeigen allgemeiner fu¨r den
Attractor – Rare Set Framework mit einem Anfangszustand x0 und einer Menge von ab-
sorbierenden Zusta¨nden F, x0 6∈ F, die als eine absorbierende Klasse modelliert und wie
ein einzelner absorbierender Zustand behandelt werden kann, daß das optimale IS–Maß
fu¨r die Wahrscheinlichkeit P{TF < Tx0} eine homogene diskrete Markovkette ist. Es ist
klar, daß dieses Modell den Attractor – Rare Set Framework erfu¨llt, wobei F der Menge
R entspricht und ein einzelner Attraktorzustand x0 auch als Startzustand gewa¨hlt wird,
also pi
(0)
x0 = 1. Kuruganti und Strickland zeigen weiter, daß fu¨r die U¨bergangswahrschein-
lichkeiten der optimalen IS–Markovkette
p∗ij =
pijγ(j)
γ(i)
,
gilt, wobei γ(s) fu¨r jeden Zustand s ∈ S die Wahrscheinlichkeit bezeichnet, daß von s aus
die Menge F erreicht wird, ohne den Zustand x0 zu besuchen, oder anders ausgedru¨ckt,
daß F von s aus auf einem Pfad ohne x0 erreicht wird, also ist insbesondere γ(x0) = 0.
Diese U¨bergangswahrscheinlichkeiten definieren dann fu¨r das beschriebene Problem den
eindeutig bestimmten optimalen Maßwechsel bzw. das eindeutig bestimmte optimale IS–
Maß und somit den optimalen IS–Scha¨tzer. Wir sehen hier sofort, daß alle in der originalen
Markovkette unmo¨glichen U¨berga¨nge unmo¨glich bleiben und daß alle U¨berga¨nge nach
x0 die Wahrscheinlichkeit 0 erhalten. Fu¨r den beschriebenen Rahmen bedeutet dies, daß
obwohl im Originalmodell alle Zusta¨nde in S\F kommunizieren, dies unter dem optimalen
IS–Maß nur fu¨r Zusta¨nde in S \ F \ {x0} der Fall ist. Leider sehen wir ebenfalls, daß die
obige Gleichung fu¨r die U¨bergangswahrscheinlichkeiten in der Praxis wenig hilfreich ist,
da die Wahrscheinlichkeiten γ(i), γ(j) im allgemeinen unbekannt sind.
Kuruganti und Strickland geben daher eine
”
neue Charakterisierung“ des optimalen Maß-
wechsels fu¨r den beschriebenen Rahmen. Dazu stellen sie vier Bedingungen (C1)–(C4) fu¨r
die Optimalita¨t auf, die aber im Grunde keine wirklich neue Charakterisierung darstellen,
sondern vielmehr direkt aus den allgemeinen Optimalita¨tsbedingungen folgen und eine
spezialisierte Formulierung fu¨r homogene diskrete Markovketten im betrachteten Rah-
men sind. Kuruganti und Strickland formulieren ihre Bedingungen in einem Satz, der
aussagt, daß diese Bedingungen notwendig und hinreichend zur Bestimmung der U¨ber-
gangsmatrix P∗ der optimalen Importance–Sampling–Markovkette sind. Wir wollen die
Bedingungen kurz beschreiben und kommentieren.
(C1) Infeasibility conditions, die Unzula¨ssigkeitsbedingungen besagen, daß U¨berga¨nge, die
unter P unmo¨glich sind und U¨berga¨nge, die unter P nicht zur Konstruktion von Pfaden,
die das seltene Ereignis enthalten, benutzt werden, unter P∗ unzula¨ssig sind. Dies bedeu-
tet nichts anderes als, daß unter optimalem Importance Sampling nur solche Stichproben
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generiert werden, die das seltene Ereignis enthalten und ist schon im ganz allgemeinen Fall
klar, beno¨tigt also nicht einmal die spezielle Anwendung auf Markovketten. Die Tatsache,
daß keine in der originalen Markovkette unmo¨glichen U¨berga¨nge mo¨glich werden (ihnen
keine positive Wahrscheinlichkeit zugeordnet wird) korrespondiert dabei dazu, daß unter
optimalem Importance Sampling die Originalwahrscheinlichkeit mit der gesuchten Gro¨ße
gewichtet wird, also insbesondere auch eine Wahrscheinlichkeit von 0 durch diese Gewich-
tung keinen positiven Wert erha¨lt. Da alle Pfade, die einen U¨bergang von i nach j mit
pij = 0 enthalten, die Pfadwahrscheinlichkeit 0 haben, folgt insbesondere fu¨r alle Pfade,
die nur genau einen solchen U¨bergang haben, daß sie auch unter optimalem Importance
Sampling unmo¨glich bleiben. Da alle anderen U¨berga¨nge positive Wahrscheinlichkeiten
haben, muß also der im Originalmodell unmo¨gliche U¨bergang die Wahrscheinlichkeit 0
behalten. Der zweite Teil der Bedingungen, folgt gerade daraus, daß ausschließlich Stich-
proben, hier Pfade, generiert werden du¨rfen, die das seltene Ereignis enthalten.
Bedingung (C2) Stochastic matrix condition besagt schlicht, daß die U¨bergangsmatrix P∗
eine stochastische Matrix sein muß. Dies bedarf wohl keines Kommentars, da bekannt ist,
daß das optimale IS–Maß eine homogene diskrete Markovkette ist. Daß deren U¨bergangs-
matrix stochastisch ist, sollte nicht u¨berraschen.
(C3) Loop conditions, die Schleifenbedingungen (oder auch Zyklenbedingungen), besa-
gen, daß einfache Schleifen (s1, . . . , sC) aus Zusta¨nden in S \ F \ {x0}, d.h. Pfadseg-
mente mit s1 = sC und s2, . . . , sC−1 6= s1, die alle verschieden sind, also Zyklen ohne
innere Zyklen, unter optimalem Importance Sampling die gleiche Wahrscheinlichkeit wie
in der Originalmarkovkette haben mu¨ssen. Dies bedeutet schlicht, daß der Likelihood–
Quotient solcher Schleifen oder Zyklen den Wert Eins hat und folgt direkt aus der all-
gemeinen LQ–Bedingung mit der U¨berlegung, daß mehrfaches Durchlaufen solcher Zy-
klen den Likelihood–Quotienten des gesamten Pfades vera¨ndert, wenn der Likelihood–
Quotient der Zyklen ungleich Eins ist. Da aber die LQ–Bedingung gerade bedeutet, daß
die Likelihood–Quotienten aller Pfade, die das seltene Eregnis enthalten, gleich sind, ist
klar, daß die Schleifenbedingungen folgen.
Schließlich (C4) Tree conditions, die Baumbedingungen, besagen, daß fu¨r direkte (schlei-
fenfreie) Pfade von einem Zustand, von dem aus F in einem Schritt erreicht werden kann,
nach F (diese bilden eine baumartige Struktur) das Verha¨ltnis der Wahrscheinlichkeiten
je zweier solcher Pfade unter optimalem Importance Sampling gleich dem Verha¨ltnis die-
ser Wahrscheinlichkeiten in der Originalmarkovkette ist. Dies ist nichts anderes als eine
Umformung der LQ–Bedingung und Formulierung fu¨r die beschriebenen Pfade. Kuruganti
und Strickland merken noch an, daß alternativ auch Pfade von x0 in einen Zustand, der
von x0 in einem Schritt erreicht werden kann, betrachtet werden ko¨nnen.
Kuruganti und Strickland benutzen ihre Bedingungen (C1)–(C4), um optimale Maßwech-
sel fu¨r Markovsche Tandemwarteschlangennetze mit zwei Knoten aus jeweils einem Be-
diener und einer Warteschlange beschra¨nkter Kapazita¨t zu untersuchen. Dazu leiten sie
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sukzessive anhand der einzelnen Bedingungen Gleichungen her und erhalten schließlich
mit einigem Aufwand ein Gleichungssystem zur Berechnung der U¨bergangswahrschein-
lichkeiten der Markovkette unter optimalem Importance Sampling, das sie dann fu¨r ein
Beispiel mit Kapazita¨ten von jeweils zwei Kunden pro Station numerisch lo¨sen. Leider ist
das allgemeine Gleichungssystem von der gleichen Komplexita¨t wie das zur Lo¨sung der
originalen Markovkette und entha¨lt entsprechende Koeffizienten. Es ist also ebenso schwer
wie das eigentliche Problem und somit nicht effizient lo¨sbar. Kuruganti und Strickland ar-
gumentieren jedoch, daß die Kenntnis optimaler Maßwechsel fu¨r kleine Modelle Einsichten
fu¨r gro¨ßere Modelle liefern ko¨nnen, und daß ihre Bedingungen Richtlinien zum Auffinden
guter Maßwechsel sind. Dies gilt jedoch in allgemeinerem Sinne, nicht nur fu¨r den hier
beschriebenen Rahmen, fu¨r die LQ–Bedingung. Zudem wa¨re das Gleichungssystem von
Kuruganti und Strickland unter direkter Verwendung der LQ–Bedingung leichter herzulei-
ten gewesen. Wir sehen jedoch auch, da die Bedingungen von Kuruganti und Strickland
der LQ–Bedingung entsprechen, daß diese nicht immer zu einer effizienten Berechnung
des optimalen Maßwechsels fu¨hrt, was aber auch nicht zu erwarten ist, da sie ansonsten
eine allgemeine Methode zum Auffinden des optimalen Maßwechsels in beliebigen Mo-
dellen darstellen wu¨rden. Eine solche allgemeine Methode ist aber, wie bereits mehrfach
erwa¨hnt, selbst fu¨r asymptotisch optimale Maßwechsel oder auch nur varianzreduzierende
Maßwechsel, auch im Falle kleiner und eingeschra¨nkter Modelle nicht bekannt.
4.2.4.1 Bernoulli–Experimente als absorbierende Markovkette
Es mag u¨berraschen, daß wir mit Hilfe des Rahmens fu¨r absorbierende homogene dis-
krete Markovketten, in denen die Wahrscheinlichkeit des Erreichens einer Menge von
Zusta¨nden vor dem Erreichen einer anderen Menge von Zusta¨nden bzw. vor der Ru¨ck-
kehr in den Startzustand bestimmt werden soll, den optimalen Maßwechsel fu¨r Bernoulli–
Experimente untersuchen. Wir zeigen, daß wir durch geeignete Modellierung das Mo-
dell der Bernoulli–Experimente in den Rahmen einfu¨gen ko¨nnen, und folgern mittels der
fu¨r den Rahmen bekannten Ergebnisse und unserer Art der Modellierung, daß der op-
timale Maßwechsel zur Scha¨tzung der Wahrscheinlichkeit von mindestens k Erfolgen in
n unabha¨ngigen Bernoulli–Experimenten tatsa¨chlich durch Bernoulli–Experimente mit
zustands– und zeitabha¨ngigen Erfolgswahrscheinlichkeiten wie in 4.2.3 vermutet, reali-
siert wird. Zudem folgt dies auch fu¨r die Wahrscheinlichkeit von genau k Erfolgen in n
Experimenten.
Wir geben zuna¨chst ein geeignetes allgemeines Modell der unabha¨ngigen Bernoulli–
Experimente als Markovkette. Eine Folge von n unabha¨ngigen Bernoulli–Experimenten
kann als homogene diskrete Markovkette modelliert werden, wobei ein Zustand der Mar-
kovkette ein Tupel ist, das aus der Anzahl der Erfolge und der Anzahl der Experimente
besteht. Der Zustandsraum ist also eine Teilmenge von {0, . . . , n}2, der Startzustand ist
(0, 0). Da nicht mehr Erfolge als Experimente mo¨glich sind, gilt fu¨r jeden Zustand (i, m)
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zudem i ≤ m, wobei gerade die erste Komponente i die Anzahl der Erfolge und die zweite
Komponente m die Anzahl der Experimente bezeichnet. Wir sind an mindestens k Erfol-
gen in n Experimenten interessiert, nicht an der exakten Anzahl von Erfolgen, also kann
nach k Erfolgen abgebrochen werden. Damit ergibt sich als Zustandsraum
S = {(i, m) ∈ {0, . . . , k} × {0, . . . , n} : i ≤ m}.
Die Zusta¨nde, in denen k Erfolge aufgetreten sind, ko¨nnen dabei als absorbierende Klasse
modelliert werden, also
F = {(i, m) ∈ S : i = k}.
Zudem gibt es Zusta¨nde, von denen aus keine k Erfolge mehr erreicht werden ko¨nnen,
na¨mlich solche, fu¨r die die Anzahl der noch verbleibenden Experimente geringer ist als
die Anzahl der noch beno¨tigten Erfolge, oder anders ausgedru¨ckt, Zusta¨nde, fu¨r die die
Anzahl von Mißerfolgen bereits gro¨ßer als die maximal erlaubte Anzahl von Mißerfolgen
im Gesamtexperiment ist, also Zusta¨nde in
A = {(i, m) ∈ S : n−m < k − i} = {(i, m) ∈ S : m− i > n− k}.
Dies ist gerade die Menge der Zusta¨nde, die unter optimalem Importance Sampling nicht
erreicht werden darf.
In der Auspra¨gung des Attractor – Rare Set Framework nach Kuruganti und Strickland ist
die Wahrscheinlichkeit gesucht, den Startzustand vor dem Erreichen einer Menge seltener
Zusta¨nde, hier der Zusta¨nde mit k Erfolgen, wieder zu erreichen. Nach unserem bishe-
rigen Modell ist eine Ru¨ckkehr in den Startzustand jedoch unmo¨glich. Daher beno¨tigen
wir fu¨r unsere Problemstellung noch die Modifikation, daß der Startzustand genau dann
wieder erreicht wird, wenn kein Erfolg mehr mo¨glich ist, also wenn in unserem bisherigen
Modell in einen Zustand aus A u¨bergegangen wird, so wird nun stattdessen in den Startzu-
stand u¨bergegangen. Wir beno¨tigen die Zusta¨nde in A also nicht und ko¨nnen sie aus dem
Zustandsraum entfernen. Eine mo¨gliche Interpretation unserer nun modellierten Markov-
kette ist etwa ein Neubeginn, wenn der Mißerfolg des Gesamtexperimentes feststeht. Fu¨r
die Simulation und unseren optimalen Scha¨tzer spielt das keine Rolle, da die Simulation
nach Erreichen von F oder dem Wiedererreichen des Startzustandes abgebrochen wird
und insbesondere unter optimalem Importance Sampling der Startzustand nicht wieder
erreicht wird. Die von uns gesuchte Wahrscheinlichkeit fu¨r mindestens k Erfolge in n Ex-
perimenten ist also nun gerade die Wahrscheinlichkeit in der beschriebenen Markovkette
die Menge F zu erreichen bevor in den Startzustand (0, 0) zuru¨ckgekehrt wird.
Insgesamt haben wir also eine homogene diskrete Markovkette (Xn) mit Zustandsraum
S = {(i, m) ∈ {0, . . . , k} × {0, . . . , n} : i ≤ m} \ A,
Anfangsverteilung pi(0) mit
pi
(0)
(0,0) = 1, ∀s ∈ S \ {(0, 0)} : pi(0)s = 0
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und U¨bergangsmatrix P mit U¨bergangswahrscheinlichkeiten
p(i,m),(i,m) = 1, falls (i, m) ∈ F,
p(i,m),(i+1,m+1) = p, falls (i, m) ∈ S \ F,
p(i,m),(i,m+1) = 1− p, falls (i, m) ∈ S \ F ∧ (i, m + 1) ∈ S,
p(i,m),(0,0) = 1− p, falls (i, m) ∈ S \ F ∧ (i, m + 1) /∈ S,
und gesucht ist die Wahrscheinlichkeit P{TF < T(0,0)}.
Diese Markovkette erfu¨llt alle Voraussetzungen von Kuruganti und Strickland, und die
gesuchte Wahrscheinlichkeit ist genau von der dort spezifizierten Form. Damit folgt also,
daß der optimale Maßwechsel zur Scha¨tzung dieser Wahrscheinlichkeit auf eine homogene
diskrete Markovkette mit dem angegebenen Zustandsraum fu¨hrt. Es verbleibt, zu zeigen,
daß diese durch zustands- und zeitabha¨ngige Bernoulli–Experimente realisiert werden
kann.
Um eine Ru¨cktransformation unserer Markovkette in Bernoulli–Experimente durch-
zufu¨hren, stellen wir zuna¨chst fest, daß die zweite Komponente eines Zustands der Mar-
kovkette die Anzahl der bereits durchgefu¨hrten Bernoulli–Experimente beschreibt. Dies
ist fu¨r die Bernoulli–Experimente gerade die Zeitkomponente. Als Zustand nach mehreren
Bernoulli–Experimenten ist die Anzahl von Erfolgen anzusehen. Es ist also insbesondere
nicht notwendig, den gesamten Verlauf aller Bernoulli–Experimente zu beru¨cksichtigen.
Mit den Notationen aus 4.2.3 ergibt sich fu¨r die zustands– und zeitabha¨ngigen Erfolgs-
wahrscheinlichkeiten
p(m)(i) = p∗(i,m−1)(i+1,m).
Da aus den Ergebnissen von Kuruganti und Strickland folgt, daß die U¨bergangsmatrix
P∗ eindeutig bestimmt ist, folgt insbesondere fu¨r unser Gleichungssystem aus 4.2.3 fu¨r
die p(m)(i), daß dieses eindeutig lo¨sbar ist und somit, daß der optimale Maßwechsel in
diesem Fall auf Bernoulli–Experimente mit zustands– und zeitabha¨ngigen Erfolgswahr-
scheinlichkeiten fu¨hrt, wobei ein Zustand durch die Anzahl bereits beobachteter Erfolge
charakterisiert ist. Es ist durchaus bemerkenswert, daß die Form eines solchen zeitabha¨ngi-
gen Modells mit Hilfe von homogenen, also zeitunabha¨ngigen, Markovketten nachgewiesen
werden kann. Wesentlich dafu¨r ist im beschriebenen Fall die zeitliche Endlichkeit des zu
untersuchenden Experimentes. Dadurch war es mo¨glich, die Zeit im zu untersuchenden
Modell als Komponente von Markovkettenzusta¨nden zu beschreiben und einen endlichen
Zustandsraum zu erhalten. Der zweite entscheidende Punkt war die Abstraktion von der
tatsa¨chlichen Bedeutung des Startzustandes im Bernoulli–Modell, um die Ergebnisse von
Kuruganti und Strickland fu¨r den Attractor – Rare Set Framework anzuwenden.
Wir wollen weiter anmerken, daß sich auch der optimale Maßwechsel zur Scha¨tzung
der Wahrscheinlichkeit von genau k Erfolgen in n Experimenten durch zustands- und
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zeitabha¨ngige Bernoulli–Experimente realisieren la¨ßt. Dies kann anhand einer leichten
Modifikation der obigen Markovkette gezeigt werden, mit der diese Variante der Bernoulli–
Experimente modelliert wird. Dazu sei nun
F = {(k, n)},
die Menge von Zusta¨nden, deren Wahrscheinlichkeit gesucht ist, hier also nur genau ein
Zustand, und wir erhalten nach analogen U¨berlegungen zur vorherigen Situation eine
homogene diskrete Markovkette mit Zustandsraum
S = {(i, m) ∈ {0, . . . , k} × {0, . . . , n} : i ≤ m} \ A,
Anfangsverteilung pi(0) mit
pi
(0)
(0,0) = 1, ∀s ∈ S \ {(0, 0)} : pi(0)s = 0
und U¨bergangsmatrix P mit U¨bergangswahrscheinlichkeiten
p(i,m),(i,m) = 1, falls (i, m) ∈ F,
p(i,m),(i+1,m+1) = p, falls (i, m) ∈ S \ F ∧ i < k,
p(i,m),(0,0) = p, falls (i, m) ∈ S \ F ∧ i = k,
p(i,m),(i,m+1) = 1− p, falls (i, m) ∈ S \ F ∧ (i, m + 1) ∈ S,
p(i,m),(0,0) = 1− p, falls (i, m) ∈ S \ F ∧ (i, m + 1) /∈ S.
Daraus kann wie zuvor ein Modell fu¨r Bernoulli–Experimente mit zustands- und
zeitabha¨ngigen Erfolgswahrscheinlichkeiten konstruiert werden. Wir ko¨nnen die Ergeb-
nisse des Abschnitts zusammenfassen im
Satz 4.1 Die optimalen Maßwechsel zur Scha¨tzung der Wahrscheinlichkeit von genau
k Erfolgen in n unabha¨ngigen Bernoulli–Experimenten und der Wahrscheinlichkeit von
mindestens k Erfolgen in n unabha¨ngigen Bernoulli–Experimenten fu¨hren auf Bernoulli–
Experimente mit zustands– und zeitabha¨ngigen Erfolgswahrscheinlichkeiten, wobei der
Zustand die Anzahl der bereits erzielten Erfolge und die Zeit die Nummer des Experiments
ist.
4.2.5 Leistungsmaße u¨ber endlichem Horizont
Wir betrachten die Scha¨tzung der Wahrscheinlichkeit eines (seltenen) Zustands r ∈ S u¨ber
endlichem Horizont K ∈ IN+, startend in einem beliebigen festen Zustand x0 ∈ S. Diese
Wahrscheinlichkeit la¨ßt sich scha¨tzen u¨ber die relative Besuchsha¨ufigkeit im Zustand r und
ergibt sich als E[ 1
K
∑K
i=1 I{Xi=r}], also mit einer Spezialisierung der allgemeinen Notation
E[g(X0, . . . , XK)] ist fu¨r die Scha¨tzung der gesuchten Wahrscheinlichkeit gerade
g(X0, . . . , XK) =
1
K
K∑
i=1
I{Xi=r}.
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Fu¨r den optimalen IS–Scha¨tzer folgt
p∗opt(x0, . . . , xK) =
g(x0, . . . , xK)p(x0, . . . , xK)
E[g(X0, . . . , XK)]
=
(
1
K
K∑
i=1
I{xi=r}
)
p(x0, . . . , xK)
E
[
1
K
K∑
i=1
I{Xi=r}
]
=
1
K
(
K∑
i=1
I{xi=r}
)
p(x0, . . . , xK)
1
K
E
[
K∑
i=1
I{Xi=r}
]
=
(
K∑
i=1
I{xi=r}
)
p(x0, . . . , xK)
E
[
K∑
i=1
I{Xi=r}
]
fu¨r alle Pfade (x0, . . . , xK) ∈ SK+1, die mindestens einmal den Zustand r enthalten, und
p∗opt(x0, . . . , xK) = 0 fu¨r alle Pfade, die den Zustand r nicht enthalten. Wir sehen also,
daß der optimale Scha¨tzer fu¨r die gesuchte Wahrscheinlichkeit identisch zum optimalen
Scha¨tzer fu¨r die Anzahl von Besuchen im Zustand r ist. Wir ko¨nnen uns also auf die
optimale Scha¨tzung dieser Besuchsha¨ufigkeit beschra¨nken mit
g(X0, . . . , XK) =
K∑
i=1
I{Xi=r}
und
γ(K) = E[g(X0, . . . , XK)] = E
[
K∑
i=1
I{Xi=r}
]
=
K∑
i=1
E
[
I{Xi=r}
]
.
Sei nun der optimale IS–Scha¨tzer fu¨r die Besuchsha¨ufigkeit u¨ber dem Horizont K − 1
bekannt. Fu¨r diesen muß insbesondere die LQ–Bedingung erfu¨llt sein, und wir betrachten
im folgenden einen weiteren U¨bergang, wobei wir unterscheiden, ob dabei der seltene
Zustand besucht wird oder nicht. Die Wahrscheinlichkeit eines Pfades der La¨nge K unter
dem optimalen IS–Scha¨tzer sei p(K−1)(x0, . . . , xK−1) · p(K)xK−1xK , wobei p(K−1)(x0, . . . , xK−1)
das optimale IS–Maß fu¨r den Horizont K−1 und p(K)xK−1xK die U¨bergangswahrscheinlichkeit
von einem Zustand xK−1 in einen Zustand xK im letzten, K–ten, Schritt beim optimalen
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IS–Maß fu¨r den Horizont K bezeichnet† Es gilt also
p(x0, . . . , xK−1)
p(K−1)(x0, . . . , xK−1)
=
γ(K−1)
g(x0, . . . , xK−1)
=
γ(K−1)
K−1∑
i=1
I{xi=r}
fu¨r alle (x0, . . . , xK−1) ∈ SK , die mindestens einmal den Zustand r enthalten. Wir be-
trachten nun Pfade der La¨nge K, also mit Originalwahrscheinlichkeit p(x0, . . . , xK).
1. Fall: xK 6= r.
Hier gilt
g(x0, . . . , xK) = g(x0, . . . , xK−1),
und der Likelihood–Quotient ist gegeben durch
L(x0, . . . , xK) =
p(x0, . . . , xK−1)pxK−1xK
p(K−1)(x0, . . . , xK−1)p
(K)
xK−1xK
=
γ(K−1)
g(x0, . . . , xK−1)
· pxK−1xK
p
(K)
xK−1xK
und fu¨r ein optimales Maß muß gelten
γ(K−1)
g(x0, . . . , xK−1)
· pxK−1xK
p
(K)
xK−1xK
!
=
γ(K)
g(x0, . . . , xK)
,
also folgt
pxK−1xK
p
(K)
xK−1xK
=
γ(K)
γ(K−1)
, (4.21)
p(K)xK−1xK =
γ(K−1)
γ(K)
· pxK−1xK . (4.22)
Da offensichtlich γ(K−1) ≤ γ(K) gilt, wird also in diesem Fall die Originalwahrscheinlichkeit
durch den Faktor γ
(K−1)
γ(K)
≤ 1 verkleinert. Eine Verkleinerung war fu¨r diesen Fall sicherlich
auch intuitiv zu erwarten. Wir haben nun also den Faktor bestimmt. Wir haben voraus-
gesetzt, daß wir (x0, . . . , xK−1) ∈ SK betrachten, die mindestens einmal den Zustand r
enthalten. Damit ist γ(K−1) immer echt positiv.
2. Fall: xK = r.
Hier gilt
g(x0, . . . , xK) = g(x0, . . . , xK−1) + 1,
†Wir verzichten hier auf den Stern zur Symbolisierung eines IS–Maßes und den Index opt fu¨r ein
optimales IS–Maß, um die Notation nicht unno¨tig unu¨bersichtlich werden zu lassen.
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und der Likelihood–Quotient ist wie im 1. Fall gegeben. Nun folgt fu¨r ein optimales IS–
Maß
pxK−1xK
p
(K)
xK−1xK
=
γ(K)
g(x0, . . . , xK)
· g(x0, . . . , xK−1)
γ(K−1)
(4.23)
=
γ(K)
γ(K−1)
· g(x0, . . . , xK−1)
g(x0, . . . , xK−1) + 1
(4.24)
p(K)xK−1xK =
γ(K−1)
γ(K)
· g(x0, . . . , xK−1) + 1
g(x0, . . . , xK−1)
· pxK−1xK (4.25)
=
γ(K−1)
γ(K)
·
(
1 +
1
g(x0, . . . , xK−1)
)
· pxK−1xK (4.26)
Wieder erha¨lt also die Originalu¨bergangswahrscheinlichkeit zuna¨chst den verkleinernden
Faktor γ
(K−1)
γ(K)
≤ 1, zusa¨tzlich aber den vergro¨ßernden Faktor 1+ 1
g(x0,...,xK−1)
. Auch hier ist
γ(K−1) > 0, da wir (x0, . . . , xK−1) ∈ SK betrachten, die mindestens einmal r enthalten.
Ebenso ist dann g(x0, . . . , xK−1) > 0, also g(x0, . . . , xK−1) ≥ 1 garantiert.
Als eine Schwierigkeit bei der Form des optimalen Importance–Sampling–Maßes ergibt
sich der jeweils unbekannte Faktor γ
(K−1)
γ(K)
. Die praktische Anwendung und Implementie-
rung erweist sich also einmal mehr als außerordentlich schwierig. Wir haben insbesondere
auch gezeigt, daß die U¨bergangswahrscheinlichkeiten unter optimalem Importance Samp-
ling im allgemeinen von der Anzahl der im bisherigen Simulationsteillauf bereits aufgetre-
tenen Besuche im seltenen Zustand abha¨ngig sind. Damit folgt also aus der hergeleiteteten
Form
Korollar 4.1 Zur Bestimmung von γ(K) ist optimales Importance Sampling im allgemei-
nen nicht mittels einer Markovkette realisierbar.
Um unsere rekursive Form fu¨r beliebige K zu verankern, mu¨ssen wir nun noch einen Spe-
zialfall betrachten. Wir sind bisher von optimalem Importance Sampling fu¨r den Horizont
K−1 ausgegangen und haben damit als Voraussetzung, daß die von uns betrachteten Pfa-
de (x0, . . . , xK−1) ∈ SK mindestens einmal den Zustand r enthalten. Damit war gewa¨hrlei-
stet, daß γ(K−1) > 0 und g(x0, . . . , xK−1) > 0 gelten. Diese rekursive Betrachtung beno¨tigt
nun eine Verankerung. Ist der seltene Zustand r nicht in ho¨chstens K − 1 Schritten vom
Startzustand x0 erreichbar, so ist die Wahrscheinlichkeit γ
(K−1) = 0, und es gilt fu¨r alle
Pfade g(x0, . . . , xK−1) = 0. Unsere gesuchte Wahrscheinlichkeit sei nun aber echt positiv,
also γ(K) > 0. Dann existiert mindestens ein ku¨rzester Pfad der La¨nge K von x0 in den
seltenen Zustand. Fu¨r ku¨rzeste Pfade gilt, daß diese keine Zyklen enthalten, insbesondere
auch keine self–loops. Jeder dieser ku¨rzesten Pfade startet in x0 und endet in xK = r.
Die Summe g(x0, . . . , xK) der Indikatorfunktionen betra¨gt jeweils 1, da genau ein Besuch
im seltenen Zustand r stattfindet. Existiert nur genau ein solcher Pfad, so erha¨lt dieser
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die Wahrscheinlichkeit 1, also alle U¨bergangswahrscheinlichkeiten fu¨r die U¨berga¨nge auf
diesem Pfad erhalten die Wahrscheinlichkeit 1. Allgemein gilt fu¨r alle ku¨rzesten Pfade der
La¨nge K
p(x0, . . . , xK)
p(K)(x0, . . . , xK)
= γ(K) = E[g(X0, . . . , XK)],
also sind hier alle Likelihood–Quotienten gleich.
Ku¨rzeste Pfade ko¨nnen gemeinsame Zusta¨nde enthalten. Spa¨testens ab dem Punkt, wo
alle Pfade in verschiedenen Zusta¨nden sind und sich nicht mehr
”
kreuzen“, muß der je-
weilige Pfad auf genau einem Restpfad in den seltenen Zustand fu¨hren. Somit haben die
U¨bergangswahrscheinlichkeiten fu¨r alle U¨berga¨nge auf solchen Restpfaden den Wert 1.
Betrachten wir nun exemplarisch zwei Pfade, die nur die Zusta¨nde x0 und xK = r ge-
meinsam haben. Fu¨r solche Pfade mu¨ssen dann also alle U¨bergangswahrscheinlichkeiten
außer der des jeweils ersten U¨bergangs den Wert 1 erhalten. Betrachten wir die Pfade
x0, x1, . . . , xK−1, xK und x0, y1, . . . , yK−1, xK, wobei alle xi, yj, 0 < i, j < K verschieden
sind. Dann folgt
px0x1
p
(K)
x0x1
=
px0y1
p
(K)
x0y1
.
Zusammen mit der Normierungsbedingung p
(K)
x0x1 +p
(K)
x0y1 = 1 fu¨r die U¨bergangswahrschein-
lichkeiten erhalten wir
p(K)x0x1 = p
(K)
x0y1 ·
px0x1
px0y1
=
(
1− p(K)x0x1
) px0x1
px0y1
=
px0x1
px0y1
− p(K)x0x1 ·
px0x1
px0y1
also
p(K)x0x1 ·
(
1 +
px0x1
px0y1
)
=
px0x1
px0y1
und damit
p(K)x0x1 =
px0x1
px0y1
·
(
1 +
px0x1
px0y1
)−1
=
px0x1
px0y1
· px0y1
px0y1 + px0x1
=
px0x1
px0y1 + px0x1
4.2 Optimale Scha¨tzer 127
und entsprechend
p(K)x0y1 = 1− p(K)x0x1 = 1−
px0x1
px0y1 + px0x1
.
Analog zu dieser Herleitung kann ein beliebiger Kreuzungspunkt betrachtet werden. Nur
an diesem Kreuzungspunkt mu¨ssen die U¨bergangswahrscheinlichkeiten in verschiedene
Folgezusta¨nde beru¨cksichtigt werden. Ebenso folgt leicht die Erweiterung auf mehr als
zwei Pfade, die sich an einem Punkt kreuzen. Jeder weitere Pfad liefert gema¨ß der LQ–
Bedingung eine weitere Gleichung, und es ist eine zusa¨tzliche U¨bergangswahrscheinlichkeit
zu betrachten. Mit der Normierungsbedingung lassen sich diese wie oben bestimmen. Die
rekursive Formulierung des optimalen IS–Maßes ist damit also komplett.
4.2.6 Stationa¨re Leistungsmaße
Wir betrachten nun optimale Maßwechsel fu¨r stationa¨re Zustandswahrscheinlichkeiten.
Dabei ist zuna¨chst zu entscheiden, auf welche Art die simulative Bestimmung erfolgen soll,
also welche Technik zur Bestimmung von Scha¨tzern und Konfidenzintervallen Anwendung
findet.
Die Methode unabha¨ngiger Simulationsla¨ufe von endlichem Horizont haben wir im vorhe-
rigen Abschnitt fu¨r transiente Leistungsmaße untersucht. Die Anwendung auf stationa¨re
Gro¨ßen funktioniert analog, wobei der Horizont, also die La¨nge der La¨ufe, sehr groß ist
und zusa¨tzlich eine Einschwingphase durchlaufen wird. Alternativ ko¨nnte man bei extrem
langen La¨ufen auch die Einschwingphase vernachla¨ssigen, da dann der Einfluß der An-
fangsbedingungen kaum noch ins Gewicht fa¨llt. In Bezug auf optimale Maßwechsel beim
Importance Sampling a¨ndert sich im Vergleich zu Leistungsmaßen, die u¨ber endlichem
Horizont definiert sind nichts Wesentliches, außer daß nach Ablauf der Einschwingphase
im allgemeinen fu¨r jeden Lauf ein unterschiedlicher Zustand erreicht wird, aus dem dann
die eigentliche Simulation, also die Phase, in der Daten gesammelt und ausgewertet wer-
den, gestartet wird. Da unter optimalem Importance Sampling jeder Lauf eine perfekte
Scha¨tzung der gesuchten Gro¨ße liefert, ergibt sich unabha¨ngig von diesem Startzustand
die Form des optimalen Maßwechsels wie im vorherigen Abschnitt fu¨r Leistungsmaße
u¨ber endlichem Horizont. A¨hnlich ko¨nnen wir fu¨r die Methode der Gruppenmittelwerte
(Batch Means) argumentieren, da hierbei in jeder Gruppe, jedem Batch, unter optimalem
Importance Sampling eine perfekte Scha¨tzung resultiert.
Wir betrachten daher hier die regenerative Methode, da im Gegensatz zu den beiden ande-
ren Verfahren dabei Simulationsla¨ufe, Regenerationszyklen, unterschiedlicher La¨nge auf-
treten. Zuna¨chst ist die Wahl eines Regenerationszustandes erforderlich. In Markovketten
ist jeder Zustand regenerativ, und aus probabilistischer Sicht beeinflußt der Regenerati-
onszustand die Genauigkeit einer Scha¨tzung nicht, lediglich der Aufwand kann sehr un-
terschiedlich sein, je nachdem wie groß die Wahrscheinlichkeit des Regenerationszustands
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ist, d.h. wie ha¨ufig er besucht wird und wie lang daraus resultierend die Regenerations-
zyklen im Mittel sind. Fu¨r die Form optimaler Maßwechsel ist dies jedoch unbedeutend,
zumal die Vera¨nderung des Wahrscheinlichkeitsmaßes auch die Zustandswahrscheinlich-
keiten a¨ndert. Insbesondere kann ein seltener Zustand als Regenerationszustand gewa¨hlt
werden, auch wenn dies ungewo¨hnlich erscheinen mag. In diesem Fall ist aber gerade
die stationa¨re Wahrscheinlichkeit des Regenerationszustandes gesucht, die identisch zur
mittleren Ru¨ckkehrzeit fu¨r diesen Zustand ist.
Gesucht ist also nun der Erwartungswert der Ru¨ckkehrzeit in den seltenen Zustand r, der
als Regenerationszustand gewa¨hlt wird. Es ist also fu¨r einen Pfad (x0, . . . , xt) ∈ St+1 mit
x0 = xt = r und xi 6= r, 0 < i < t gerade g(x0, . . . , xt) = t und
p∗opt(x0, . . . , xt) =
g(x0, . . . , xt)p(x0, . . . , xt)
γ
=
tpx0x1px1x2 · · · pxt−1xt
γ
Unter optimalem Importance Sampling muß jeder Regenerationszyklus eine perfekte
Scha¨tzung fu¨r die mittlere Ru¨ckkehrzeit liefern. Fu¨r zwei Zyklen der La¨ngen t1 und t2
mit den Likelihood–Quotienten L1 und L2 gilt unter optimalem Importance Sampling
insbesondere
t1 · L1 = t2 · L2 = γ.
Betrachten wir nun einen Zyklus der La¨nge t1, der mindestens einen Zustand entha¨lt, in
dem ein self–loop mo¨glich ist. Dann gibt es einen Zyklus der La¨nge t2 = t1 + 1 so, daß im
Vergleich zum Zyklus der La¨nge t1 ein solcher self–loop aufgetreten ist. Dieser sei oBdA im
Zustand xi erfolgt. Damit ergibt sich fu¨r den Likelihood–Quotienten des zweiten Zyklus
L2 = L1 · pxixi
p∗xixi
,
und es folgt
t1 · L1 = (t1 + 1) · L1 · pxixi
p∗xixi
,
t1 = (t1 + 1) · pxixi
p∗xixi
,
p∗xixi =
t1 + 1
t1
· pxixi
=
(
1 +
1
t1
)
· pxixi .
Wir sehen also, daß schon fu¨r diesen einfachen Fall das optimale IS–Maß abha¨ngig von
der Zyklenla¨nge ist. Diese ist jedoch weder vorab noch wa¨hrend des Laufes bekannt, sodaß
die Ru¨ckkehrzeit nicht mittels einer Markovkette optimal gescha¨tzt werden kann.
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Betrachten wir nun einen beliebigen anderen Regenerationszustand. Dann muß unter op-
timalem Importance Sampling der seltene Zustand in jedem Zyklus erreicht werden, es
mu¨ssen alle Regenerationszyklen, die den seltenen Zustand enthalten mo¨glich sein, und es
muß jeder Regenerationszyklus eine perfekte Scha¨tzung der gesuchten Wahrscheinlichkeit
liefern. Fu¨r zwei Regenerationszyklen der La¨ngen t1 und t2, die gleich oft, v mal den sel-
tenen Zustand enthalten, sind diese Scha¨tzungen v
t1
und v
t2
. Bezeichnen wieder L1 und L2
die Likelihood–Quotienten fu¨r die beiden Zyklen, dann gilt unter optimalem Importance
Sampling
v
t1
· L1 = v
t2
· L2,
t1 · L2 = t2 · L1.
Betrachten wir nun wieder zwei Zyklen der La¨ngen t1 und t2 = t1 + 1, die sich nur um
einen self–loop unterscheiden, also mit
L2 = L1 · pxixi
p∗xixi
,
so folgt
L1 · (t1 + 1) = L1 · pxixi
p∗xixi
· t1,
t1 + 1 =
pxixi
p∗xixi
· t1,
p∗xixi =
t1
t1 + 1
· pxixi.
Also auch fu¨r jeden anderen Regenerationszustand als den seltenen Zustand ha¨ngt das
optimale IS–Maß von der La¨nge des Regenerationszyklus ab, und somit ist die optima-
le Scha¨tzung einer stationa¨ren Zustandswahrscheinlichkeit per regenerativer Simulation
mittels einer Markovkette als IS–Maß nicht mo¨glich. Wir ko¨nnen also Ergebnisse dieses
Abschnitts zusammenfassen im
Satz 4.2 Das optimale Importance–Sampling–Maß zur Scha¨tzung stationa¨rer Zustands-
wahrscheinlichkeiten von Markovketten ist im allgemeinen keine Markovkette.
Anders formuliert
Korollar 4.2 Die optimale Importance–Sampling–Scha¨tzung stationa¨rer Zustandswahr-
scheinlichkeiten von Markovketten ist mittels einer Markovkette als Importance–
Sampling–Maß im allgemeinen nicht mo¨glich.
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4.3 Effiziente Scha¨tzer
Wir haben gesehen, daß der optimale Maßwechsel von der Art des gesuchten Leistungsma-
ßes abha¨ngt und insbesondere fu¨r Leistungsmaße u¨ber endlichem Horizont und stationa¨re
Gro¨ßen nicht als Markovkette realisierbar ist. Dennoch gibt es Fa¨lle, in denen Maßwechsel
existieren, die als Markovkette realisiert werden ko¨nnen und die, wenn auch nicht optima-
le, so doch effiziente Scha¨tzer liefern. Dabei existieren Effizienzkriterien wie asymptotische
Optimalita¨t, beschra¨nkte relative Fehler und Charakterisierungen bzw. Voraussetzungen
fu¨r diese Effizienzkriterien. Sind diese Kriterien formal nicht nachweisbar, so wird Effizienz
oft auch nur im Sinne von (meistens) varianzreduzierend betrachtet, belegt etwa durch
empirische Untersuchungen. Es ist klar, daß auch nichtoptimale aber effiziente Maßwechsel
sehr problemspezifisch und schwer verallgemeinerbar sind. So fu¨hrt etwa die Verallgemei-
nerung des bekannten asymptotisch optimalen Scha¨tzers fu¨r das Erreichen eines hohen
Fu¨llstands in einem M/M/1–Modell selbst fu¨r Tandemnetze mit nur zwei Knoten fu¨r ge-
wisse Parameter auf IS–Scha¨tzer mit unendlicher Varianz. Daru¨berhinaus spielt auch die
Simulationsmethode eine wesentliche Rolle.
4.3.1 Zyklischer Ansatz
Fu¨r den in Abschnitt 4.2.4 vorgestellten Attractor – Rare Set Framework beschreibt Juneja
[Jun93, Jun03] einen zyklischen Ansatz zur Bestimmung effizienter, varianzreduzierender
Maßwechsel, die durch homogene Markovketten realisiert werden ko¨nnen und gibt Bedin-
gungen fu¨r die asymptotische Optimalita¨t derart hergeleiteter Maßwechsel an. Basis und
Motivation fu¨r Junejas Ansatz ist, daß der optimale Maßwechsel konstante Likelihood–
Quotienten liefert. Das Ziel besteht daher darin, neben dem allgemeinen Ziel des ha¨ufi-
geren Hervorrufens des seltenen Ereignisses zumindest anna¨hernd konstante Likelihood–
Quotienten auf Pfaden zum seltenen Ereignis zu erhalten. Wir sprechen hier bewußt von
Pfaden zum seltenen Ereignis und nicht allgemeiner von Pfaden, die das seltene Ereig-
nis enthalten, da die Vereinfachung durch die Einschra¨nkung auf den Attractor – Rare
Set Framework gerade im wesentlichen darin besteht, daß fu¨r Absorptionswahrscheinlich-
keiten und Arbeitsphasenparameter ein Simulationslauf endet, wenn das seltene Ereignis
auftritt.
Juneja zeigt, daß eine Varianzreduktion garantiert ist, wenn der Likelihood–Quotient auf
allen Pfaden zum seltenen Ereignis durch eine kleine Konstante beschra¨nkt ist und lei-
tet notwendige Bedingungen fu¨r beschra¨nkte Likelihood–Quotienten her. Dabei spielt
hauptsa¨chlich das Verhalten des Likelihood–Quotienten auf Zyklen eine Rolle, woraus
sich der Name des Ansatzes erkla¨rt. Grob und informell ausgedru¨ckt ist ein Maßwechsel
im Attractor – Rare Set Framework asymptotisch optimal, wenn der Likelihood–Quotient
auf Pfaden zum seltenen Ereignis konstant ist und das seltene Ereignis unter diesem
Maßwechsel nicht mehr selten ist. Letzeres wollen wir im folgenden pra¨zisieren.
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Sei Bm ein von einem Seltenheitsparameter m abha¨ngiges Ereignis mit
lim
m→∞
P{Bm} = 0,
und sei das Importance–Sampling–Maß mit P ∗ bezeichnet.
Proposition (Juneja) Falls der Likelihood–Quotient auf der Menge Bm konstant ist und
∃β > 0 : inf
m
P ∗{Bm} ≥ β,
dann ist der Maßwechsel asymptotisch optimal und der resultierende Importance–
Sampling–Scha¨tzer hat beschra¨nkten relativen Fehler.
Erstrebenswert sind also konstante Likelihood–Quotienten. Juneja gibt dafu¨r als Bedin-
gung an, daß der Likelihood–Quotient fu¨r Pfade zum seltenen Ereignis auf allen Zyklen
den Wert 1 hat. Dies ist analog zur Schleifenbedingung von Kuruganti und Strickland
(vgl. Abschnitt 4.2.4), wobei historisch die Arbeit von Juneja fru¨her erschien, er jedoch an-
ders als Kuruganti und Strickland keine Bedingungen fu¨r optimale Maßwechsel untersucht
hat. Daß die Schleifenbedingung notwendig fu¨r konstante Likelihood–Quotienten ist, sieht
man leicht, indem man sich u¨berlegt, daß mehrfaches Durchlaufen von Zyklen/Schleifen
mo¨glich ist und bei einem Wert des Likelihood–Quotienten ungleich 1 zu unterschiedlichen
Likelihood–Quotienten fu¨r den gesamten Pfad fu¨hrt. Leider ist es insbesondere fu¨r kom-
plexe Systeme ausgesprochen schwierig und meist unmo¨glich, einen Maßwechsel zu finden,
der diese Bedingung erfu¨llt. Juneja argumentiert daher, daß auch die schwa¨chere Bedin-
gung beschra¨nkter Likelihood–Quotienten erstrebenswert ist. Hierfu¨r ist eine notwendige
Bedingung, daß der Likelihood–Quotient auf allen Zyklen durch 1 beschra¨nkt ist. Un-
ter gewissen Voraussetzungen garantiert ein beschra¨nkter Likelihood–Quotient zumindest
eine Varianzreduktion.
Die Bedingungen von Juneja sind zwar als Richtlinie zum Auffinden effizienter Maßwech-
sel erdacht worden, lassen sich aber selbstversta¨ndlich auch nutzen, um zu zeigen, daß
bestimmte Maßwechsel nicht asymptotisch optimal sind. Insbesondere beweisen wir so
in Abschnitt 4.5 fu¨r Tandemsysteme, daß kein zustandsunabha¨ngiger asymptotisch opti-
maler Maßwechsel existiert. Eine der wesentlichen Erkenntnisse der Arbeiten von Juneja
besteht darin, daß das Verhalten des Likelihood–Quotienten wesentlich durch seine Ei-
genschaften auf Zyklen bestimmt ist. Dies gilt nicht nur fu¨r Markovsche Modelle, sondern
auch in allgemeinerem Rahmen fu¨r komplexere stochastische Prozesse, ist jedoch dabei
noch schwieriger praktisch auszunutzen als im Markovschen Fall.
4.3.2 Heuristiken fu¨r Zuverla¨ssigkeitsmodelle
Fu¨r die Simulation von Zuverla¨ssigkeitssystemen mittels Importance Sampling existieren
zahlreiche Heuristiken, insbesondere fu¨r Markovsche Modelle, wobei fu¨r stationa¨re Lei-
stungsmaße zumeist regenerative Simulation angewandt wird. Die besondere Bedeutung
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der Markovschen Annahme ist darin begru¨ndet, daß diese die Modelle wesentlich vereinfa-
chen kann und ha¨ufig ermo¨glicht, Effizienzkriterien, meist beschra¨nkten relativen Fehler,
nachzuweisen. Die den Heuristiken zugrundeliegenden Ideen und auch deren praktische
Durchfu¨hrung ist jedoch nicht auf Markovsche Modelle beschra¨nkt, sondern in allgemei-
nerem Rahmen zu verstehen, allerdings ist die Umsetzung fu¨r nicht–Markovsche Modelle
erheblich schwieriger. Wir diskutieren diese Heuristiken daher auch erst an dieser Stelle,
da sie einerseits fu¨r Markovsche Modelle entwickelt wurden und im wesentlichen auch dar-
auf angewendet werden und andererseits zudem das intuitive Versta¨ndnis der Ideen nach
den bisherigen Ausfu¨hrungen u¨ber Importance Sampling fu¨r Markovmodelle leichter fa¨llt.
Wir beschreiben zuna¨chst die Klasse von Zuverla¨ssigkeitsmodellen, fu¨r die die Heuristiken
geeignet sind, also die Annahmen, die bezu¨glich der Modelle gemacht werden.
Betrachtet werden Systeme bestehend aus Komponenten, die ausfallen ko¨nnen, und dann
repariert werden. Die Komponenten mu¨ssen dabei nicht unabha¨ngig sein, sie ko¨nnen ge-
meinsame Reparaturressourcen haben, und Fehlerpropagation ist erlaubt, also Fehler ei-
ner Komponente ko¨nnen Fehler anderer Komponenten hervorrufen. Im mathematischen
Modell sind Fehlerraten einer Komponente i durch λi
ri repra¨sentiert, wobei  einen Sel-
tenheitsparameter darstellt, und die Wahrscheinlichkeit fu¨r Systemfehler fu¨r  → 0 gegen
Null konvergiert (vgl. Abschnitt 3.3.4). Fu¨r sogenannte unbalancierte Systeme ko¨nnen die
Exponenten ri verschieden sein. Da die Reparaturraten vergleichsweise groß sind, werden
sie durch Konstanten repra¨sentiert. Eine wesentliche Annahme ist, daß in allen Zusta¨nden
außer dem fehlerfreien Zustand mindestens ein Reparaturu¨bergang mo¨glich ist. Gilt dies
nicht, so ko¨nnen die unten beschriebenen Failure–Biasing–Strategien eine unendliche Va-
rianz des IS–Scha¨tzers zur Folge haben.
Unter der Annahme exponentieller Zeitdauern kann man solche Systeme als stetige Mar-
kovkette modellieren, und zur Bestimmung stationa¨rer Gro¨ßen kann eine eingebettete
diskrete Markovkette simuliert werden. Die unten beschriebenen Maßwechsel korrespon-
dieren dabei zur Simulation einer Markovkette mit gleichem Zustandsraum und anderer
U¨bergangsmatrix, in der alle urspru¨nglich mo¨glichen U¨berga¨nge weiter mo¨glich sind und
keine urspru¨nglich unmo¨glichen U¨berga¨nge mo¨glich sind. Einzelheiten zu den Nachtei-
len dieser Einschra¨nkung haben wir bereits diskutiert. Wir weisen aber erneut darauf
hin, daß diese Einschra¨nkung in den allgemeinen Importance–Sampling–Gleichungen der
Forderung der absoluten Stetigkeit auf dem gesamten zugrundeliegenden Ereignisraum
oder der σ–Algebra entspricht, und damit unter Umsta¨nden der optimale IS–Scha¨tzer
ausgeschlossen wird.
Im folgenden stellen wir die wichtigsten und bekanntesten Heuristiken fu¨r die beschriebe-
ne Klasse von Modellen vor. Dabei beschra¨nken wir uns auf informelle Beschreibungen,
die die grundlegenden Ideen vermitteln sollen. Fu¨r einen ausfu¨hrlicheren und formaleren
U¨berblick sei auf [NSN01] verwiesen. Eine detaillierte Behandlung der Bedingungen fu¨r
Markovsche Systeme, unter denen die Heuristiken IS–Scha¨tzer mit beschra¨nkten relativen
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Fehlern liefern, findet man in [Nak96]. Die Anwendung dieser Ergebnisse in der Praxis
erweist sich jedoch leider als außerordentlich schwierig, da es außer in sehr einfachen
Fa¨llen schwierig ist, diese Bedingungen zu pru¨fen. Die intuitive Idee, die allen Strategien
zugrundeliegt ist einfach, Fehleru¨berga¨nge sollen ha¨ufiger auftreten.
Failure Biasing
Die Methode des Failure Biasing, heute oft Simple Failure Biasing genannt, wurde in
[LB84] im Zusammenhang mit Zuverla¨ssigkeitsuntersuchungen in der Nuklearphysik vor-
geschlagen. Eine erste mathematische Analyse fu¨r Markovsche Modelle wird in [Sha90]
vorgenommen. Die Grundidee beim Failure Biasing besteht darin, das System ha¨ufiger
auf typischen Pfaden zum Fehler zu fu¨hren. In allen Systemzusta¨nden außer dem fehler-
freien Zustand ist die Gesamtwahrscheinlichkeit fu¨r einen Komponentenfehler, also die
Summe der Fehlerwahrscheinlichkeiten jedes Komponententyps, klein, fu¨r eine Repara-
tur groß. Beim Simple Failure Biasing wird die Gesamtfehlerwahrscheinlichkeit auf einen
festen Wert p, den Failure-Biasing-Parameter, vergro¨ßert und alle einzelnen Fehlerwahr-
scheinlichkeiten dementsprechend mit dem selben Faktor multipliziert. Dabei ist es meist
unmo¨glich, den optimalen Wert von p analytisch oder numerisch zu bestimmen, und daher
muß dieser Wert heuristisch oder experimentell gefunden werden. Die zuna¨chst plausibel
erscheinende Idee, p so groß oder anna¨hernd so groß wie mo¨glich zu wa¨hlen, also p ≈ 1, er-
weist sich als unbrauchbar, vielmehr legen ausfu¨hrliche empirische Untersuchungen nahe,
0.5 ≤ p ≤ 0.9 zu wa¨hlen, da p zu dicht bei Eins ha¨ufig zu Varianzvergro¨ßerung, teilweise
gar zu unendlicher Varianz fu¨hrt.
Es wird deutlich, daß es nicht ausreicht, lediglich das seltene Ereignis ha¨ufiger zu gene-
rieren, sondern daß es eine wichtige Rolle spielt, wie, also auf welchen Pfaden, das seltene
Ereignis provoziert wird. Grob gesprochen mu¨ssen zuna¨chst alle im Sinne der Gro¨ßen-
ordnung ihrer Wahrscheinlichkeit typischsten Pfade zum seltenen Ereignis eine ho¨here
Wahrscheinlichkeit erhalten. Weniger typische Pfade mu¨ssen zwar ebenfalls
”
wahrschein-
licher gemacht“ werden, jedoch nicht so stark wie die typischsten Pfade. Beim Simple
Failure Biasing bleiben die Verha¨ltnisse der Wahrscheinlichkeiten unterschiedlicher Feh-
leru¨berga¨nge zueinander gleich. In unbalancierten Systemen mit Fehlerwahrscheinlichkei-
ten unterschiedlicher Gro¨ßenordnungen kann dies Pfade mit
”
ausreichend großer“ Wahr-
scheinlichkeit ausschließen in dem Sinne, daß die Fehleru¨berga¨nge mit Wahrscheinlichkei-
ten kleiner Gro¨ßenordnung auch nach dem Failure Biasing noch sehr selten sind. Dann
ist Importance Sampling ineffizient. Dieses Problem fu¨hrt zur Idee des Balanced Failure
Biasing.
Balanced Failure Biasing
Die Variante des Balanced Failure Biasing wurde von Perwez Shahabuddin in seiner Dis-
sertation [Sha90] vorgeschlagen, siehe auch [Sha94b]. Er hat gezeigt, daß damit beschra¨nk-
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te relative Fehler fu¨r die Scha¨tzung der stationa¨ren Unverfu¨gbarkeit und die mittlere Zeit
zum Systemfehler erreicht werden ko¨nnen. Fu¨r balancierte Systeme liefert dennoch das
Simple Failure Biasing ha¨ufig fu¨r konkrete Modelle bessere Ergebnisse. Das oben ange-
sprochene Problem fu¨r unbalancierte Systeme wird gelo¨st, indem allen Komponentenfeh-
lern die gleiche Wahrscheinlichkeit zugeordnet wird, d.h. es wird weiterhin der Failure-
Biasing-Parameter wie oben gewa¨hlt, die Verha¨ltnisse der Fehlerwahrscheinlichkeiten je-
doch nicht erhalten. Dies gewa¨hrleistet zwar, daß alle Pfade zum Systemfehler ausreichend
wahrscheinlich sind, es wird jedoch
”
Wahrscheinlichkeit verschwendet“, da manche Pfa-
de sta¨rker als notwendig gewichtet werden. Dadurch ko¨nnen die Simulationsergebnisse
verschlechtert werden, insbesondere, wenn im fehlertoleranten System hohe Redundanzen
vorhanden sind. Dies stellt gewissermaßen einen Bezug zu Warteschlangenmodellen her,
da hohe Redundanzen eine gro¨ßere Anzahl von Komponentenfehlern bis zum Systemfehler
bedeuten.
Bei beiden beschriebenen Strategien besteht das Problem in der Bestimmung des Para-
meters p, die in den meisten Fa¨llen schlicht durch Experimente heuristisch durchgefu¨hrt
wird. In [DT93b] wird ein adaptiver Ansatz (siehe Abschnitt 5) u¨ber eine Reihe von Vor-
simulationen vorgeschlagen, der auch zur Bestimmung von p anwendbar ist. Der dabei
beobachtete relative Fehler fu¨r verschiedene Werte von p wird protokolliert, und der op-
timale Wert von p ist der, fu¨r den der relative Fehler am kleinsten ist. Eine Optimierung
basierend auf Simulated Annealing wird dann auf die Reihe der Ergebnisse angewendet,
um aus den experimentellen Daten das optimale p zu bestimmen.
Failure Distance Biasing
Das von Carrasco [Car92] vorgeschlagene Failure Distance Biasing verfolgt das Ziel,
hauptsa¨chlich typische Pfade zum seltenen Ereignis zu generieren, um die beschriebe-
ne Verschwendung von Wahrscheinlichkeit zu vermeiden. Auch hier wird die Gesamtfeh-
lerwahrscheinlichkeit auf p erho¨ht. Wie diese Wahrscheinlichkeit auf die einzelnen Feh-
leru¨berga¨nge aufgeteilt wird, ha¨ngt dann von den Fehlerdistanzen ab, den minimalen
Anzahlen von Komponentenfehlern, die noch eintreten mu¨ssen bis ein Systemfehler auf-
tritt. Die Grundidee ist, die Fehlerraten so zu vera¨ndern, daß das meiste Gewicht auf
die Komponenten entfa¨llt, die an einem Systemfehler beteiligt sind, der am na¨chsten am
aktuellen Zustand liegt, wobei
”
am na¨chsten“ in dem Sinne gemeint ist, daß die Fehlerdi-
stanz minimal ist. Dazu muß also diese Fehlerdistanz fu¨r alle Zusta¨nde berechnet werden.
Zudem wird ein Parameter Criticality definiert, der die Differenz der Fehlerdistanzen
zweier Zusta¨nde bezeichnet. Bei der Simulation wird fu¨r den jeweils aktuellen Zustand
die Menge der Fehleru¨berga¨nge entsprechend der Criticality partitioniert, indem alle Feh-
leru¨berga¨nge mit gleicher Criticality in die selbe Teilmenge eingeteilt werden. Dann wird
p so auf die Teilmengen aufgeteilt, daß mit gro¨ßerer Criticality gro¨ßere Wahrscheinlich-
keiten fu¨r die korrespondierenden U¨berga¨nge gewa¨hlt werden. Innerhalb der Teilmengen
wird diese Wahrscheinlichkeit wiederum auf die einzelnen Fehleru¨berga¨nge aufgeteilt. Dies
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kann unter Erhaltung der Verha¨ltnisse der Wahrscheinlichkeiten wie beim Simple Failure
Biasing oder mit jeweils gleichen Wahrscheinlichkeiten wie beim Balanced Failure Biasing
erfolgen.
Im Gegensatz zu den Failure–Biasing–Strategien wird der Maßwechsel nicht vorab fest
gewa¨hlt, sondern kann sich wa¨hrend der Simulation dynamisch vera¨ndern. Fu¨r Markov-
modelle bedeutet dies, daß nach jedem Zustandsu¨bergang eine neue U¨bergangsmatrix
bestimmt wird.
Die Beispiele in [Car92] deuten darauf hin, daß Failure Distance Biasing bessere Ergeb-
nisse als Simple Failure Biasing und Balanced Failure Biasing liefert. Das Problem ist
jedoch die Berechnung der Fehlerdistanzen. Die Anwendung des Failure Distance Biasing
erfordert die Berechnung der Fehlerdistanzen des aktuellen Zustands und aller Zusta¨nde,
die vom aktuellen Zustand durch Fehleru¨berga¨nge erreicht werden ko¨nnen. Die exakte Be-
rechnung, auf die wir hier nicht im Detail eingehen, setzt eine Beschreibung des Systems
durch eine Strukturfunktion voraus und erfordert die Bestimmung der Mengen minimaler
Cuts (minimal cut sets) dieser Strukturfunktion‡. Dies ist im allgemeinen ein NP-hartes
Problem [GJ79], und daher mu¨ssen Einschra¨nkungen gemacht werden, und diese Fehlerdi-
stanzen ko¨nnen nur approximativ berechnet werden. Die Simulationsbeschleunigung beim
Failure Distance Biasing ha¨ngt jedoch sehr stark gerade von der Gu¨te der berechneten
Fehlerdistanzen ab.
Balanced Likelihood Ratio
Ein weiteres Verfahren zur Vermeidung der Probleme, die sich bei hoher Redundanz erge-
ben, ist die Methode der balancierten Likelihood–Quotienten, Balanced Likelihood Ratio
[AS98]. Die Idee dabei ist, daß sich die Anteile von Fehler- und korrespondierenden Repa-
raturu¨berga¨ngen am Likelihood–Quotienten gegenseitig aufheben sollen, d.h. das Produkt
dieser beiden
”
Einzel–Likelihood–Quotienten“ (Einzel-LQ) soll Eins ergeben. Die Kom-
ponententypen werden entsprechend der Gro¨ßenordnungen der Ausfallraten partitioniert,
und bei der Simulation werden die Einzel-LQ fu¨r jede der Teilmengen gespeichert. Im Ge-
gensatz zu den bisher beschriebenen Strategien wird kein fester Failure-Biasing-Parameter
p gewa¨hlt, sondern in jedem Simulationsschritt ein neues p in Abha¨ngigkeit vom aktuellen
Zustand und den Einzel-LQ berechnet, um so zu garantieren, daß sich die Einzel-LQ von
Fehler- und Reparaturraten aufheben. Somit ist der Likelihood–Quotient u¨ber einem re-
generativen Zyklus durch Eins beschra¨nkt und die Varianz unter dem neuen Maß niemals
gro¨ßer als unter dem Originalmaß. Die Idee ist also eng verwandt mit dem im vorherigen
‡Ein cut set ist eine Menge von Ereignissen, die einen Systemfehler produzieren, wenn sie gemeinsam
auftreten. Dementsprechend entha¨lt ein min cut set die mindestens fu¨r einen Systemfehler notwendigen
Ereignisse. Im Bereich von Sicherheits– und Risikoanalysen ist die Fehlerbaumanalyse (fault–tree analysis)
eine ga¨ngige Technik. Der erste Schritt dabei produziert Listen von min cut sets fu¨r jedes sogenannte
TOP–Ereignis. Diese Liste beschreibt die Kombination von Komponentenfehlern, die das jeweilige TOP–
Ereignis hervorrufen. Min-cut-set-Listen ko¨nnen durch Techniken Boolescher Algebra erhalten werden.
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Abschnitt beschriebenen zyklischen Ansatz von Juneja. Eine Einschra¨nkung der Methode,
die sich aus der Entwicklung fu¨r Zuverla¨ssigkeitsmodelle erkla¨rt, besteht darin, daß nur
jeweils Paare von Fehler– und Reparaturu¨berga¨ngen betrachtet werden.
Fu¨r die Simulation transienter Leistungsmaße sind die beschriebenen Strategien allein
oft nicht ausreichend, da sie sich auf Zustandsu¨berga¨nge, nicht auf Verweildauern in
Zusta¨nden beziehen, d.h. es wird lediglich das Verha¨ltnis zwischen Fehler- und Repara-
turraten vera¨ndert. So ist fu¨r einen kleinen Zeithorizont t die Verweildauer im Anfangszu-
stand meist gro¨ßer als t. Zudem sind fu¨r transiente Gro¨ßen rein regenerative Simulationen
ungeeignet. Somit sind also hierfu¨r weitere Verfahren erforderlich. Es muß sichergestellt
sein, daß der erste U¨bergang vor der Zeit t stattfindet.
Forcing
Die in [LB84] eingefu¨hrte Methode des Forcing basiert auf einer Modifikation der Ver-
weildauern in den Zusta¨nden. Die Zeit bis zum ersten Komponentenfehler wird dabei
gema¨ß der bedingten Verteilung, daß diese Zeit kleiner als der Zeithorizont t ist, erzeugt.
Die Methode kann dann mit anderen Strategien kombiniert werden. Es hat sich dabei
fu¨r die Failure–Biasing–Strategien herausgestellt, daß fu¨r einen kleinen Zeithorizont t oft
IS–Scha¨tzer mit beschra¨nkten relativen Fehlern resultieren, fu¨r große Zeithorizonte jedoch
der relative Fehler des IS–Scha¨tzers in der Regel gegen unendlich konvergiert.
Conditioning
Eine weitere Methode, transiente Zuverla¨ssigkeitsmaße bei kleinem Zeithorizont zu simu-
lieren ist das Conditioning [GSH+92]. Dabei wird die eingebettete diskrete Markovkette
unter Verwendung von Failure Biasing simuliert bis ein Systemfehler auftritt, und fu¨r alle
besuchten Zusta¨nde werden die Verweildauern generiert. Dann wird aus dem gegebenen
Pfad der diskreten Markovkette und der Summe der generierten Verweildauern analytisch
die bedingte Wahrscheinlichkeit fu¨r einen Systemfehler berechnet. Zwar garantiert die-
se Methode eine Varianzreduktion, dies jedoch auf Kosten eines oft erheblich gro¨ßeren
Aufwands, der sich aus der notwendigen Berechnung von Faltungen ergibt.
Die vorgestellten Methoden zur Bestimmung eines Maßwechsels fu¨r Importance Samp-
ling eignen sich fu¨r stationa¨re Zuverla¨ssigkeitsmaße unter Verwendung der regenerativen
Simulationsmethode (Simple/Balanced Failure Biasing, Failure Distance Biasing, Balan-
ced Likelihood Ratio) bzw. fu¨r transiente Zuverla¨ssigkeitsmaße bei kleinem Zeithorizont
(Forcing, Conditioning). Unter einem kleinen Zeithorizont ist dabei zu verstehen, daß
dieser Zeithorizont gro¨ßenordnungsma¨ßig kleiner als die (erwartete) Zeit bis zum ersten
Komponentenfehler ist. Wesentlich schwieriger gestaltet sich das Problem des Maßwech-
sels fu¨r nichtregenerative Simulationen mit großem Zeithorizont. Fu¨r Zeithorizonte in der
Gro¨ßenordnung der Zeit bis zum ersten Komponentenfehler gelingt gelegentlich mit Hilfe
der Failure-Biasing-Strategien eine effiziente Simulation. Dies basiert dann jedoch jeweils
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im Einzelfall auf Experimenten mit dem Failure-Biasing-Parameter, und es gibt keine all-
gemeine Richtlinie, wie dieser Parameter zu wa¨hlen ist ([NSN01]:
”
but it is difficult to
provide guidelines for how p should be set in general“). Fu¨r Zeithorizonte, deren Gro¨ßen-
ordnung ho¨her als die der Zeit bis zum ersten Komponentenfehler ist, also fu¨r solche Zeit-
horizonte, die ggf. auch zur Bestimmung stationa¨rer Leistungsmaße geeignet sind, liefern
Simulationen unter Verwendung der beschriebenen Methoden immer schlechte Ergebnis-
se. Der Grund dafu¨r liegt darin, daß die Varianz des IS–Scha¨tzers mit der Varianz des
Likelihood–Quotienten wa¨chst. Je gro¨ßer der Zeithorizont t ist, desto mehr U¨berga¨nge fin-
den im Intervall [0, t] statt, und es ist bekannt, daß die Varianz des Likelihood–Quotienten
exponentiell mit der Anzahl von U¨berga¨ngen wa¨chst [Gly95, AHO95, AHO96].
Ein weiteres Problem besteht darin, daß eine Voraussetzung fu¨r die beschriebenen Ver-
fahren ist, daß es in jedem Fehlerzustand mindestens einen Reparaturu¨bergang gibt. Die
Verfahren brechen zusammen, falls diese Annahme verletzt ist, z.B. bei Systemen mit kom-
plizierten Reparaturstrategien wie etwa verzo¨gerten Reparaturen oder Gruppenreparatu-
ren. Fu¨r solche Systeme gibt es bisher lediglich erste Ansa¨tze [JS92, JS01, JS00]. Zudem
erweist sich die Anwendung auf nicht-Markovsche Zuverla¨ssigkeitsmodelle als schwierig
[HNS92, NHS92, GHNS93, NSHG93, HSN94], insbesondere ist die Anwendung auf nicht-
Markovsche Modelle mit allgemeinen Reparaturstrategien oder mit hohen Redundanzen
ein offenes Problem.
4.3.3 Zum Einfluß der Simulationsmethode
Wir diskutieren in diesem Abschnitt den Einfluß der Simulationsmethode auf die Effi-
zienz von IS–Scha¨tzern, also die Gu¨te der Simulationsergebnisse fu¨r ein Leistungsmaß
unter Verwendung einer bestimmten Maßwechselstrategie bei Anwendung unterschiedli-
cher Techniken zur Bestimmung von Scha¨tzern und Konfidenzintervallen. Fu¨r Absorpti-
onswahrscheinlichkeiten, Arbeitsphasenparameter und transiente Gro¨ßen ist die Freiheit
bei der Wahl einer Simulationsmethode stark beschra¨nkt, da sie sich meist im wesentli-
chen aus der Art des Leistungsmaßes ergibt. Wir betrachten daher hier stationa¨re Gro¨ßen
und deren Scha¨tzung mittels unabha¨ngiger Simulationsla¨ufe und mittels regenerativer
Simulation. Dazu beschreiben wir eine Fallstudie, die wir zur Simulation von M/M/1/κ–
Modellen durchgefu¨hrt haben, pra¨sentieren die wichtigsten Ergebnisse und erla¨utern die
beobachteten Effekte.
Untersucht wurde die stationa¨re Wahrscheinlichkeit fu¨r ein volles System, also die Wahr-
scheinlichkeit des Zustands κ. Diese ist identisch zur U¨berlauf– oder Verlustwahrschein-
lichkeit bei einer Systemkapazita¨t von κ−1, also einem Puffer der Kapazita¨t κ−2. Unter
Verwendung des bekannten asymptotisch optimalen Maßwechsels fu¨r die entsprechende
Gro¨ße innerhalb einer Arbeitsphase eines M/M/1–Modells, des Erreichens eines vorge-
gebenen hohen Fu¨llstands, also dem Maßwechsel, bei dem Ankunfts– und Bedienrate
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vertauscht werden, haben wir eine Vielzahl von Simulationsexperimenten fu¨r verschie-
dene Auslastungen ρ = λ/µ und Kapazita¨ten κ durchgefu¨hrt. Sowohl fu¨r die Methode
unabha¨ngiger Simulationsla¨ufe als auch fu¨r die regenerative Simulation wurde dabei kei-
ne Genauigkeit vorgegeben, sondern die Anzahl der La¨ufe bzw. Zyklen fest gewa¨hlt mit
Werten von bis zu 1010 und jeweils der IS–Scha¨tzer und dessen relativer Fehler bestimmt.
Fu¨r die unabha¨ngigen Simulationsla¨ufe wurden verschiedene Laufla¨ngen von bis zu 1012
gewa¨hlt, sowohl ohne als auch mit Einschwingphase von bis zu 106. Bei der regenerativen
Simulation war jeweils der Zustand des leeren Systems Regenerationszustand. Fu¨r beide
Methoden wurde auch die Technik des Switching untersucht, also das Abschalten von
Importance Sampling nach dem erstem Auftreten des seltenen Ereignisses, dem ersten
Besuch im Zustand κ.
Es wa¨re wenig hilfreich und sinnvoll, nun an dieser Stelle riesige Zahlenkolonnen oder Ta-
bellen aufzufu¨hren. Diese sind weder u¨bersichtlich noch fu¨r sich genommen aussagekra¨ftig
oder aufschlußreich. Daher beschra¨nken wir uns auf die Zusammenfassung der wesentli-
chen Ergebnisse und beobachteten Effekte, zumal dies durch recht pauschale Aussagen
mo¨glich ist. Die Methode unabha¨ngiger Simulationsla¨ufe liefert in allen Varianten bis auf
sehr wenige Ausnahmen unbrauchbare Ergebnisse. Die gesuchte Wahrscheinlichkeit wird
in der Regel um viele Gro¨ßenordnungen unterscha¨tzt, und der relative Fehler wird nahezu
beliebig groß. Regenerative Simulation dagegen liefert in beiden untersuchten Varian-
ten, mit oder ohne Switching, sehr gute Ergebnisse, die nahe beim exakten Wert liegen
und kleine relative Fehler aufweisen. Die Variante ohne Switching fu¨hrt jedoch selbst bei
wenigen regenerativen Zyklen insbesondere fu¨r sehr große Kapazita¨ten und sehr kleine
Auslastungen zu enormen Laufzeiten, teilweise endeten die Simulationsexperimente nach
mehreren Tagen nicht. Ganz eindeutig belegt unsere Studie also, daß hier regenerative
Simulation mit Switching die
”
Methode der Wahl“ ist.
Als eine zusa¨tzliche Schwierigkeit im Vergleich zum Problem hoher Fu¨llsta¨nde in Systemen
unbeschra¨nkter Kapazita¨ten oder zum Problem des Erreichens des vollen Systems erwei-
sen sich bei der von uns hier betrachteten Bestimmung stationa¨rer Wahrscheinlichkeiten
die Randzusta¨nde, also der Zustand κ und bei der Methode unabha¨ngiger Simulationsla¨ufe
auch der Zustand des leeren Systems. Diese schon beim simplen M/M/1/κ–Modell auftre-
tende Schwierigkeit tritt bei komplexeren Modellen mit hochdimensionalen Zustndsra¨um-
en noch wesentlich sta¨rker auf, da es dabei mehr solcher Randzusta¨nde gibt. Das Problem
wird dabei hier jeweils hervorgerufen durch mo¨gliche U¨berga¨nge von einem Zustand in
sich selbst (self–loops). Wir wollen dies nun anhand der jeweiligen Likelihood–Quotienten
erla¨utern. Es ist plausibel, daß die Varianz eines IS–Scha¨tzers und damit die Effizienz der
Simulation wesentlich durch den Likelihood–Quotienten und dessen Varianz bestimmt ist.
Um die resultierenden Likelihood–Quotienten fu¨r die verschiedenen Simulationsmethoden
zu untersuchen, ist zuna¨chst eine Eigenschaft des betrachteten Maßwechsels festzustellen,
die allgemein erstrebenswert ist. Fu¨r eine Ankunft ergibt sich als Teil–Likelihood–Quotient
gerade ρ und fu¨r eine Bedienung ρ−1. Diese Teil–Likelihood–Quotienten heben sich also
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sozusagen gegenseitig auf, ihr Produkt ergibt sich zu 1. Ga¨be es nun keine self–loops, so
ha¨tte damit der Likelihood–Quotient auf allen Zyklen den Wert 1. Diese Eigenschaft ist
insbesondere erfu¨llt bei optimalen Maßwechseln mit den dabei resultierenden konstanten
Likelihood–Quotienten.
Fu¨r das M/M/1/κ–Modell sind die exakten Zustandswahrscheinlichkeiten bekannt, siehe
z.B. [All90, Hav98]. Fu¨r die Wahrscheinlichkeit, daß das System voll ist, also die Wahr-
scheinlichkeit des Zustands κ, gilt
piκ =
1− ρ
1− ρκ+1 · ρ
κ = pi0 · ρκ.
Gehen wir nun zuna¨chst davon aus, daß die Simulation im Zustand 0 startet, wir ver-
nachla¨ssigen also insbesondere zuna¨chst die Einschwingphase bei der Methode unabha¨ngi-
ger Simulationsla¨ufe. Wenn anfangs keine self–loops in den Zustand 0 auftreten, hat nach
dem ersten Erreichen des seltenen Zustands κ der Likelihood–Quotient fu¨r alle Methoden
und Varianten den Wert ρκ, denn es mu¨ssen genau κ Anku¨nfte mehr als Bedienungen
stattfinden. Jede Ankunft steuert einen Faktor ρ zum Likelihood–Quotienten bei, jede
Bedienung einen Faktor ρ−1. Simuliert man die randomisierte diskrete Markovkette, so
sind self–loops im Zustand 0 mo¨glich, die jedoch leicht zu verhindern sind, indem wir den
Maßwechsel analog zum optimalen Maßwechsel so vera¨ndern, daß die Wahrscheinlichkeit
fu¨r einen solchen self–loop zu Beginn verschwindet, der erste U¨bergang unter Importance
Sampling also in jedem Fall eine Ankunft ist. Dies vera¨ndert den Likelihood–Quotienten
nur geringfu¨gig. Beim ersten Erreichen des seltenen Zustand hat der Likelihood–Quotient
dann den Wert λρκ−1. Wichtig ist, daß dieser Wert jeweils konstant ist.§ Fu¨r den An-
fang unserer weiteren Erla¨uterungen wollen wir davon ausgehen, daß solche self–loops
nicht auftreten, auch weil gerade dadurch deutlich wird, daß diese ein wesentlicher Grund
fu¨r das Versagen der Methode unabha¨ngiger Simulationsla¨ufe sind. Ebenso wollen wir
zuna¨chst self–loops im Zustand κ außer Acht lassen.
Betrachten wir nun regenerative Simulation mit Regenerationszustand 0. Wie bereits ge-
sagt, hat ohne Auftreten von self–loops der Likelihood–Quotienten auf allen Zyklen den
Wert 1, insbesondere also auf jedem Regenerationszyklus. Es werden durch den Maßwech-
sel gewissermaßen die Anzahl der Besuche und die La¨nge der Zyklen auf gleiche Weise
vergro¨ßert, das Verha¨ltnis der Erwartungswerte entspricht der gesuchten Wahrscheinlich-
keit. Wa¨hrend bei der Standard–Simulation das Problem darin besteht, daß innerhalb
relativ kurzer Regenerationszyklen meist kein Besuch im seltenen Zustand stattfindet,
ergibt sich beim Importance Sampling das Problem, daß der Regenerationszustand selten
besucht wird und damit die Regenerationszyklen extrem lang werden. Im Grunde haben
wir nun das urspru¨ngliche Problem
”
herumgedreht“, wir warten auf Besuche im seltenen
Regenerationszustand. Es ist tatsa¨chlich so, daß wir quasi ein duales Problem haben, was
§Selbstversta¨ndlich ist unter dem betrachteten Maßwechsel auch mit der leichten Modifikation, anders
als beim optimalen, mo¨glich, daß kein Besuch im seltenen Zustand stattfindet.
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wir uns klarmachen ko¨nnen, indem wir u¨berlegen, daß unter dem betrachteten Maßwech-
sel nach Erreichen des Zustands κ die Ru¨ckkehr in den Zustand 0 a¨quivalent ist zum
Erreichen des Zustands κ beim Start in 0 ohne Importance Sampling. Somit ist einerseits
klar, daß, falls die Laufzeit noch im vertretbaren Bereich liegt, die Ergebnisse gut sind,
im allgemeinen aber gerade die Laufzeit fu¨r eine vorgegebene ausreichend große Anzahl
von Regenerationszyklen nicht mehr im Bereich des Machbaren liegt. Dies ist gerade die
Motivation fu¨r die Technik des Switching.
Wird Importance Sampling nach Erreichen des Zustands κ abgeschaltet, so ist eine schnel-
lere Ru¨ckkehr in den Regenerationszustand gewa¨hrleistet. Da sich nach dem Switching
der Likelihood–Quotient nicht mehr a¨ndert, hat dieser also fu¨r jeden Regenerationszyklus
den Wert ρκ. Er ist also auch bei dieser Variante konstant und hat somit eine Varianz
von 0. U¨berlegen wir nun weiter, daß nach Abschalten von Importance Sampling weite-
re Besuche des seltenen Zustands verha¨ltnisma¨ßig unwahrscheinlich sind, so ko¨nnen wir
feststellen, daß typische Regenerationszyklen genau einen Besuch im seltenen Zustand
enthalten. Betrachten wir nun solche Zyklen mit genau einem Besuch im seltenen Zu-
stand, so ist die daraus resultierende Scha¨tzung fu¨r dessen Wahrscheinlichkeit gerade der
Kehrwert des Erwartungswertes der Zyklenla¨nge, also fu¨r den Zustand 0 der Kehrwert
der Ru¨ckkehrzeit. Dies ist aber gerade identisch zur Wahrscheinlichkeit pi0 des Zustands
0. Gewichten wir nun mit dem Likelihood–Quotienten ρκ, erhalten wir genau die exak-
te Wahrscheinlichkeit piκ. Damit haben wir also gezeigt, daß bei Betrachtung nur sol-
cher Regenerationszyklen, die keine self–loops und genau einen Besuch im Zustand κ
enthalten, die gesuchte Wahrscheinlichkeit bis auf Schwankungen bei der Scha¨tzung des
Erwartungswertes der Zyklenla¨nge genau ist. Diese ist a¨quivalent zur Scha¨tzung der Wahr-
scheinlichkeit des Zustands 0 im originalen Modell, und dies ist keine Wahrscheinlichkeit
eines seltenen Ereignisses und somit effizient simulierbar. Weitere Ungenauigkeiten bei der
tatsa¨chlichen Importance–Sampling–Simulation werden lediglich durch Mehrfachbesuche
in κ hervorgerufen. Da diese durch das Switching verha¨ltnisma¨ßig unwahrscheinlich sind,
ist plausibel, daß die regenerative Simulation mit Switching sehr gute Ergebnisse liefert.
Kommen wir nun zur Methode unabha¨ngiger Simulationsla¨ufe, vorerst ohne Beru¨cksichti-
gung der Einschwingphase. Der Startzustand der Simulationsla¨ufe sei jeweils der Zustand
0. Es ist klar, daß neben der Einschwingphase auch die La¨nge der Simulationsla¨ufe fu¨r
die Beobachtungs-/Auswertungsphase geeignet gewa¨hlt und festgelegt werden muß, ei-
ne zusa¨tzliche Bu¨rde im Vergleich zur regenerativen Simulation. Bei Start im Zustand
des leeren System beispielsweise, auch im Fall einer Einschwingphase, nach der gerade
auch dieser Zustand erreicht worden sein kann, muß ein Simulationslauf mindestens die
La¨nge κ haben, um u¨berhaupt den seltenen Zustand erreichen zu ko¨nnen. Dies ist da-
bei nur fu¨r einen einzigen Lauf der La¨nge κ mo¨glich, na¨mlich den, in dem ausschließlich
Anku¨nfte auftreten. Die Laufla¨nge sollte also deutlich gro¨ßer als κ gewa¨hlt werden. Bei der
Standard–Simulation stellt dies kein großes Problem dar, da die Laufla¨nge ohne daraus
resultierende Probleme sehr groß gewa¨hlt werden kann. Beim Importance Sampling bsteht
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das Problem gerade darin, daß der Likelihood–Quotient fu¨r sehr lange La¨ufe extrem klein
wird (vgl. 4.1, 4.2.2).
Da die Technik des Switching bei der regenerativen Simulation zum Erfolg fu¨hrt, erscheint
es begru¨ndet, diese auch fu¨r die Methode unabha¨ngiger Simulationsla¨ufe anzuwenden.
Wie fu¨r die regenerative Simulation ko¨nnen wir nun feststellen, daß nach dem ersten Er-
reichen des Zustands κ der Likelihood–Quotient den Wert ρκ hat, nach dem Switching
weitere Besuche in diesem seltenen Zustand unwahrscheinlich sind und typische La¨ufe
selbst fu¨r großen Horizont genau einen Besuch im Zustand κ enthalten. Nach dem Swit-
ching vera¨ndert sich der Likelihood–Quotient nicht mehr, das Problem der gegen 0 kon-
vergierenden Likelihoo–Quotienten scheint also gelo¨st. Betrachten wir nun solche La¨ufe
mit genau einem Besuch in diesem seltenen Zustand, so wird daraus jeweils die Wahr-
scheinlichkeit als Kehrwert der Laufla¨nge gescha¨tzt und mit dem Likelihood–Quotienten
ρκ gewichtet, also fu¨r eine Simulationslaufla¨nge von K wird ρκ/K gescha¨tzt. Da aber
in der Tat auch fu¨r sehr lange La¨ufe meist nur genau ein Besuch, oder zumindest nur
sehr wenige Besuche im seltenen Zustand auftreten, wird mit wachsendem Horizont die
Scha¨tzung der Wahrscheinlichkeit immer kleiner. Somit ist auch ersichtlich, daß diese
Wahrscheinlichkeit nahezu immer unterscha¨tzt wird. Ein Vergleich der Scha¨tzung ρκ/K
mit der exakten Wahrscheinlichkeit verdeutlicht dies. Einerseits muß also die Simulati-
onslaufla¨nge groß genug gewa¨hlt werden, um zu gewa¨hrleisten, daß in den meisten La¨ufen
das seltene Ereignis auftritt, andererseits bewirkt dies aber gerade die Unterscha¨tzung
der Wahrscheinlichkeit. Die Technik des Switching ist also fu¨r die Methode unabha¨ngiger
Simulationsla¨ufe ungeeignet.
Das durch das Switching hervorgerufene Problem ist in diesem Fall gerade der konstante
Likelihood–Quotient und damit die Unterscha¨tzung fu¨r lange Simulationsla¨ufe. Betrach-
ten wir die Methode nun ohne Switching, so bleibt zuna¨chst die Eigenschaft erhalten,
daß beim ersten Erreichen des seltenen Zustands κ der Likelihood–Quotient den Wert ρκ
hat. Durch die Art des verwendeten Maßwechsel, der einen Likelihood–Quotienten von
1 auf allen Zyklen garantiert, folgt zudem, daß auch ohne Switching bei jedem weiteren
Besuch im Zustand κ der Likelihood–Quotient den Wert ρκ beha¨lt. Anders als beim Swit-
ching sind solche weiteren Besuche nicht mehr unwahrscheinlich, und somit wa¨chst mit
der La¨nge des Simulationslaufes auch die Anzahl der Besuche. Dies wirkt also bei wei-
terhin konstantem Likelihood–Quotienten der Unterscha¨tzung entgegen. Ohne Switching
sind jedoch nicht nur allgemein weitere Besuche nach zwischenzeitlichen Besuchen in an-
deren Zusta¨nden wahrscheinlich, sondern es treten mit Wahrscheinlichkeit µ
λ+µ
self–loops
im Zustand κ auf. Da wir von stabilen Modellen ausgehen, ist diese Wahrscheinlichkeit
gro¨ßer als 0.5 und insbesondere fu¨r schwach ausgelastete Systeme nahe bei 1. Bei jedem
self–loop wird der Likelihood–Quotient mit einem Faktor ρ multipliziert, und aufgrund
der großen Wahrscheinlichkeit der self–loops wird er sehr schnell extrem klein. Wa¨hrend
dies bei der regenerativen Simulation ohne Switching in gewisser Weise durch extrem lan-
ge Zyklen ausgeglichen wird, bleibt bei der Methode unabha¨ngiger Simulationla¨ufe die
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Laufla¨nge gerade konstant. Da die Scha¨tzung der Wahrscheinlichkeit durch den Quotien-
ten aus der Anzahl der Besuche und der konstanten Simulationslaufla¨nge erfolgt, die dann
mit dem Likelihood–Quotienten gewichtet wird, wird die tatsa¨chliche Wahrscheinlichkeit
um Gro¨ßenordnungen unterscha¨tzt.
Wir haben bisher die Einschwingphase nicht beru¨cksichtigt. Fu¨r die obige Argumentation
spielt diese auch keine Rolle. Es ist lediglich fu¨r jeden Zustand, der nach der Einschwing-
phase erreicht werden kann und von dem die Auswertungsphase des Simulationslaufes
startet, der Likelihood–Quotient bei erstem Erreichen des seltenen Zustands verschieden,
nur fu¨r den Zustand 0 hat er den Wert ρκ. Der Effekt der Unterscha¨tzung a¨ndert sich
dadurch nicht.
4.4 Transitionsklassenmodelle
Bei der Modellierung von Computer– und Kommunikationssystemen im allgemeinen und
insbesondere bei der Modellierung mit Markovketten stellt sich das Problem der Gro¨ße
des Zustandsraums. Diese wa¨chst ha¨ufig exponentiell mit der Anzahl von Modellkompo-
nenten. Man spricht dabei von Zustandsraumexplosion.
Eine Mo¨glichkeit, dieses Problem zu vermeiden, bieten Transitionsklassenmodelle als kom-
pakte und strukturierte Beschreibung von Markovketten. Diese Beschreibung beruht dar-
auf, daß zwar der Zustandsraum der zu untersuchenden Markovkette sehr groß ist, je-
doch nur verha¨ltnisma¨ßig wenige U¨berga¨nge zwischen Zusta¨nden mo¨glich sind. Fu¨r die
U¨bergangs- oder Generatormatrix einer solchen Markovkette bedeutet dies, daß sie nur
du¨nn besetzt (sparse) ist. Zudem sind viele der Zustandsu¨berga¨nge a¨hnlich, d.h. ihre
Wahrscheinlichkeiten bzw. Raten sind gleich, so etwa fu¨r Anku¨nfte oder Bedienungen.
Zahlreiche Analysemethoden ko¨nnen direkt auf Transitionsklassenmodelle angewendet
werden. Es ist nicht notwendig – aber mo¨glich – den Zustandsraum sowie die U¨bergangs–
bzw. Generatormatrix der zugrundeliegenden Markovkette aus ihrer Transitionsklassen-
darstellung zu berechnen.
Transitionsklassenmodelle und ihre approximative Lo¨sung mit einem Dekompositionsver-
fahren, der Disaggregations-Aggregations-Iteration (DAI), werden in [Str97b] beschrieben.
Es ist mo¨glich, Transitionsklassenmodelle auch auf nicht-Markovsche Modelle zu erweitern
[Str97a]. In [Str98] wird ein hybrider Dekomposition-Simulation-Ansatz fu¨r Markovketten
mit speziellen seltenen Ereignissen, na¨mlich sehr kleinen U¨bergangswahrscheinlichkeiten
oder -raten (starre/steife Markovketten, stiff Markov chains) angewendet. Zudem exi-
stieren Algorithmen zur automatischen Erzeugung von Transitionsklassenmodellen aus
formalen Beschreibungen von verallgemeinerten stochastischen Petrinetzen und Warte-
schlangennetzen [Sie00, Str00].
Wir haben die Anwendung von Importance Sampling auf Transitionsklassenmodelle erst-
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mals in [San00] pra¨sentiert. An der Darstellung in dieser Arbeit angelehnt, geben wir nun
eine formale Beschreibung von Transitionsklassenmodellen, und in den weiteren Unterab-
schnitten zeigen wir die Anwendung von Importance Sampling auf Transitionsklassenmo-
delle. Dazu pra¨sentieren wir Maßwechsel, die Form des Likelihood–Quotienten sowie ein
Verfahren zum dynamischen Maßwechsel mit numerischen Ergebnisse und die Mo¨glichkeit
sogenannter komponentenbasierter Maßwechsel.
Definition 4.1 (Transitionsklasse) Sei S eine endliche Menge. Eine Transitionsklasse
(bezu¨glich S) ist ein Tripel τ = (U , u, α) mit
• einer Menge U ,
• einer Funktion u : U ∩ S → S, wobei ∀x ∈ U ∩ S : u(x) 6= x,
•
{
einer Funktion α : U ∩ S → (0, 1] im diskreten Fall,
einer Funktion α : U ∩ S → (0,∞) im stetigen Fall.
Im diskreten Fall sprechen wir von einer diskreten Transitionsklasse (discrete–time tran-
sition class, DTC ), im stetigen Fall von einer stetigen Transitionsklasse (continuous–time
transition class, CTC ).
Wir geben nun eine Interpretation dafu¨r, was durch ein solches Transitionsklassenmodell
beschrieben wird und fu¨hren eine entsprechende Terminologie ein.
Die Menge U entha¨lt Zusta¨nde, die ein durch ein Modell, z.B. ein Petrinetz oder ein War-
teschlangennetz, repra¨sentiertes System beschreiben. Der Zustand eines Systems kann
sich a¨ndern, wenn bestimmte Ereignisse (Zustandsu¨berga¨nge) auftreten. U entha¨lt dabei
alle Zusta¨nde, von denen aufgrund von einer bestimmten Art von Ereignissen – na¨mlich
genau den von der Transitionsklasse zu beschreibenden – der U¨bergang in einen neuen
Zustand mo¨glich ist. Daher wird U als Quellzustandsmenge von τ bezeichnet. Dabei ist
U \ S 6= ∅ erlaubt, d.h. U kann zusa¨tzlich redundante (nicht erreichbare, nicht im Sy-
stem vorkommende) Zusta¨nde enthalten. Dies vereinfacht vielfach die Beschreibung der
Transitionsklassen. Es sei an dieser Stelle betont, daß man bei der Definition konkreter
Transitionsklassen die Menge S nicht explizit spezifizieren muß. Auch die Elemente der
Quellzustandsmenge mu¨ssen nicht vollsta¨ndig aufgeza¨hlt und gespeichert werden, sondern
ko¨nnen anhand ihrer Eigenschaften beschrieben werden.
Die Funktion u liefert den neuen Zustand, wenn ein Ereignis auftritt, das einen U¨ber-
gang aus einem in U enthaltenen Zustand in einen anderen (ggf. nicht in U enthaltenen)
Systemzustand bewirkt. Daher heißt u die Zielzustandsfunktion von τ.
Schließlich bezeichnet α(x) fu¨r diskrete Transitionsklassen die Wahrscheinlichkeit und
fu¨r stetige Transitionsklassen die Rate eines U¨bergangs vom Zustand x in den Zustand
u(x). Fu¨r diskrete Transitionsklassen heißt α U¨bergangswahrscheinlichkeitsfunktion und
fu¨r stetige Transitionsklassen U¨bergangsratenfunktion. In vielen Fa¨llen ist α eine konstante
Funktion, d.h. α ha¨ngt nicht vom Zustand ab.
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Bemerkung: Aus der Definition der Zielzustandsfunktion folgt direkt, daß die Quellzu-
standsmenge einer Transitionsklasse keine absorbierenden Zusta¨nde entha¨lt. Ebenso folgt
aus dieser Definition fu¨r diskrete Modelle, daß Zustandsu¨berga¨nge von einem Zustand in
den selben Zustand – in der diskreten Markovkette durch U¨bergangswahrscheinlichkeiten
pii > 0, also positive Diagonalelemente in der U¨bergangsmatrix, gekennzeichnet – nicht
explizit als Transitionsklasse modelliert werden.
Definition 4.2 (Transitionsklassenmodell) Sei T := ({τ1, . . . , τk}, y) ein Paar aus einer
Menge von Transitionsklassen und einem Zustand aus einer der Quellzustandsmengen,
also
τi = (Ui, ui, αi), 1 ≤ i ≤ k,
y ∈ S ∩
k⋃
i=1
Ui.
T heißt
• stetiges Transitionsklassenmodell (continuous-time transition class model, CTCM),
falls alle τi, 1 ≤ i ≤ k stetige Transitionsklassen sind;
• diskretes Transitionsklassenmodell (discrete-time transition class model, DTCM),
falls alle τi, 1 ≤ i ≤ k diskrete Transitionsklassen sind und
∀x ∈ S ∩
k⋃
i=1
Ui :
k∑
i=1
I{x∈Ui}αi(x) ≤ 1.
Fu¨r Zusta¨nde x, bei denen in obiger Ungleichung fu¨r diskrete Transitionsklassenmodelle
echt kleiner gilt, bedeutet dies, daß es U¨berga¨nge von x nach x mit positiver Wahrschein-
lichkeit gibt. Diese Wahrscheinlichkeit ergibt sich dann gerade aus der Differenz zu Eins.
Solche U¨berga¨nge sind in diskreten Transitionsklassenmodellen also implizit enthalten.
Zur Veranschaulichung geben wir ein Beispiel fu¨r ein Transitionsklassenmodell eines ein-
fachen Warteschlangennetzes.
Beispiel 4.1 Wir betrachten ein Tandemwarteschlangennetz mit d Bedienstationen (Ab-
bildung 4.3). Jede Bedienstation i ∈ {1, . . . , d} besteht aus einer FIFO–Warteschlange
mit endlicher Kapazita¨t Ki. Die Bedienzeiten sind exponentiell verteilt mit Parameter
µi, und ankommende Kunden treten an der ersten Station gema¨ß eines Poissonprozesses
mit Parameter λ in das System ein. Nach Fertigstellung einer Bedienung an einer Station
wechseln die Kunden in die na¨chste Station, wenn der Warteraum nicht voll ist. Nach
erfolgter Bedienung in der letzten Station verlassen die Kunden das System. Modelliert
man ein Warteschlangennetz als Markovkette, so wird ein Systemzustand durch die An-
zahl der Kunden in den einzelnen Stationen beschrieben. Fu¨r das beschriebene Tandem-
warteschlangennetz ist der Zustandsraum also {0, . . . , K1} × · · · × {0, . . . , Kd}, und die
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Abbildung 4.3: Tandemwarteschlangennetz mit d Bedienstationen
Anwendung von Lo¨sungsverfahren auf ein realistisch dimensioniertes System ist wegen
der Zustandsraumexplosion nahezu unmo¨glich. In einem Transitionsklassenmodell wird
die Beschreibung gema¨ß der verschiedenen Zustandsu¨berga¨nge strukturiert: Anku¨nfte an
der ersten Station, U¨berga¨nge der Kunden von Station i nach i + 1, 0 < i < d und
Abga¨nge aus der Station d. Damit beno¨tigen wir d + 1 Transitionsklassen τ0, . . . , τd.
Sei n = (n1, . . . , nd) ∈ INd. Das Tandemwarteschlangennetz wird dann beschrieben durch
die Transitionsklassen τ0, . . . , τd mit
• U0 = {n ∈ INd : n1 < K1},
u0(n) = (n1 + 1, n2, . . . , nd),
α0 ≡ λ;
• Ui = {n ∈ INd : ni > 0 ∧ ni+1 < Ki+1},
ui(n) = (n1, . . . , ni−1, ni − 1, ni+1 + 1, ni+2, . . . , nd),
αi ≡ µi
fu¨r i ∈ {1, . . . , d− 1};
• Ud = {n ∈ INd : nd > 0},
ud(n) = (n1, . . . , nd−1, nd − 1),
αd ≡ µd.
Zusammen mit einem Systemzustand, etwa y = (0, . . . , 0), erhalten wir ein Transitions-
klassenmodell fu¨r das beschriebene Tandemwarteschlangennetz. Es ist offensichtlich, daß
die Quellzustandsmengen nicht vollsta¨ndig gespeichert werden mu¨ssen, sondern durch ei-
nige wenige Eigenschaften ihrer Komponenten beschrieben werden ko¨nnen, und daß es
leicht ist, zu pru¨fen, ob ein gegebenes d–Tupel enthalten ist. Wie bereits erwa¨hnt ist der
Zustandsraum der korrespondierenden Markovkette nicht explizit definiert. Die Warte-
schlangenkapazita¨ten beeinflussen die Anzahl der Transitionsklassen nicht, und die Anzahl
der Transitionsklassen wa¨chst nur linear mit der Anzahl der Bedienstationen, wohingegen
der Zustandsraum der korrespondierenden Markovkette exponentiell wa¨chst.
Lemma 4.1 Jede irreduzible Markovkette mit endlichem Zustandsraum kann durch ein
Transitionsklassenmodell beschrieben werden.
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Beweis Der Beweis ist konstruktiv, d.h. eine allgemeine Methode zur Konstruktion eines
Transitionsklassenmodells aus einer gegebenen Markovkette mit endlichem Zustandsraum
S = {s1, . . . , sn} und U¨bergangs– oder Generatormatrix P. Grob gesprochen wird fu¨r
jeden mo¨glichen U¨bergang in der Markovkette von einem in einen anderen Zustand ei-
ne Transitionsklasse konstruiert. Formal, definiere fu¨r jeden positiven Matrixkoeffizienten
pij > 0, i 6= j (entweder Wahrscheinlichkeit oder Rate) eine Transitionsklasse (U , u, α), mit
U = {si}, u(si) = sj, α(si) = pij. Diese Transitionsklassen zusammen mit einem beliebigen
Zustand aus einer der Quellzustandsmengen bilden ein Transitionsklassenmodell, das die
gegebenen Markovkette beschreibt. In diesem sehr speziellen Fall gilt fu¨r alle Transitions-
klassen U ⊆ S. Es ist offensichtlich, daß alle Bedingungen fu¨r Transitionsklassenmodelle
erfu¨llt sind, d.h. alle U¨berga¨nge fu¨hren in einen neuen Zustand, Raten sind positiv, Wahr-
scheinlichkeiten daru¨berhinaus nicht gro¨ßer als 1, und im diskreten Fall ist die Summe
der Wahrscheinlichkeiten aller U¨berga¨nge, die aus einem Zustand herausfu¨hren, durch 1
beschra¨nkt.
Wir wollen anmerken, daß selbst diese naive Konstruktion ho¨chstens soviele Transitions-
klassen liefert wie die Anzahl positiver Eintra¨ge der U¨bergangs– bzw. Generatormatrix
der Markovkette. In der Praxis ist es jedoch nicht zu empfehlen, diese Methode zur Kon-
struktion von Transitionsklassenmodellen zu benutzen, da keinerlei Information u¨ber Ei-
genschaften der Struktur der Markovkette beru¨cksichtigt werden. Zudem sind im Bereich
der Computer– und Kommunikationssysteme ha¨ufig Modelle als Petri– oder Warteschlan-
gennetz gegeben, aus denen automatisch Transitionsklassenmodelle ohne den
”
Umweg“
u¨ber Markovketten generiert werden ko¨nnen [Sie00, Str00].
Formal ist ein Transitionsklassenmodell schlicht eine abstrakte mathematische Konstruk-
tion, die erst durch die Interpretation der einzelnen Komponenten eine praktische Bedeu-
tung bzw. eine Beziehung zu anderen Modellen bekommt. Die Interpretation als Markov-
kette liefert also in diesem Sinne eine Semantik von Transitionsklassenmodellen.
Lemma 4.2 (Semantik von Transitionsklassenmodellen) Jedes Transitionsklassenmodell
beschreibt eine irreduzible Markovkette mit endlichem Zustandsraum.
Beweis Sei T := ({τ1, . . . , τk}, y) ein Transitionsklassenmodell. Definiere den Zustands-
raum S∗ der Markovkette rekursiv durch
S1 := {y},Sn+1 := Sn ∪
k⋃
i=1
{ui(y) : y ∈ Sn} fu¨r n > 1,S∗ := lim
n→∞
Sn.
Dann sind fu¨r si, sj ∈ S∗, i 6= j die U¨bergangswahrscheinlichkeiten bzw. -raten
pij =
k∑
`=1
I{si∈U`}I{u`(si)=sj}α`(si).
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Im diskreten Fall ist fu¨r si ∈ S∗
pii = 1−
k∑
`=1
I{si∈U`}α`(si) = 1−
|S∗|∑
`=1, 6`=i
pi`,
womit man eine stochastische Matrix, d.h. die U¨bergangsmatrix einer diskreten Markov-
kette erha¨lt, und im stetigen Fall ist fu¨r si ∈ S∗
pii = −
k∑
`=1
I{si∈U`}α`(si) = −
|S∗|∑
`=1, 6`=i
pi`,
womit man die Generatormatrix einer stetigen Markovkette erha¨lt.
Wir stellen fest, daß jedes τi eine Transitionsklasse bezu¨glich S∗ ist, ohne daß S∗ explizit
in der Definition angegeben ist. Dies zeigt, daß Transitionsklassenmodelle den Zustands-
raum der korrespondierenden Markovkette implizit beinhalten. Transitionsklassenmodelle
erfordern keine Numerierung von Zusta¨nden und ko¨nnen sehr effizient gespeichert werden.
Gema¨ß dieses Beweises ist es mo¨glich, Markovketten algorithmisch aus der Beschreibung
als Transitionsklasse zu erzeugen, aber selbstversta¨ndlich ist dies in der Praxis nicht emp-
fehlenswert.
Simulation von Transitionsklassenmodellen
Wir geben nun den allgemeine Rahmen fu¨r die direkte Simulation von Transitionsklassen-
modellen. Diese Simulation ist sehr a¨hnlich zur Simulation von Markovketten und kann
fu¨r den diskreten Fall durch den in Abbildung 4.4 angegebenen einfachen Algorithmus
beschrieben werden (vgl. auch [Str98]).
s := Initial State;
repeat
i := 0; Sum := 0;
RandomNumber := Uniform(0,1);
while i < Number of transition classes and Sum < RandomNumber do
i := i + 1;
if s ∈ Ui then
Sum := Sum +αi(s);
if Sum ≥ RandomNumber then s := ui(s); Collect data;
if i = Number of transition classes and Sum < RandomNumber then
Collect data; (* transition from state to itself *)
until Last Simulation Step;
Abbildung 4.4: Simulationsalgorithmus fu¨r Transitionsklassenmodelle
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Die konkrete Spezifikation von
”
Collect data“ und
”
Last Simulation Step“ wird dann
durch die Art der Simulation und die gewa¨hlte Methode zur Ausgabeanalyse (transi-
ent/stationa¨r, unabha¨ngige Wiederholungen, Gruppenmittelwerte, regenerative Simulati-
on etc.) bestimmt. Fu¨r die Simulation stetiger Transitionsklassenmodelle kann leicht ein
analoger Algorithmus formuliert werden.
4.4.1 Maßwechsel und Likelihood–Quotient
Die Anwendung von Importance Sampling auf Transitionsklassenmodelle bedeutet, die
U¨bergangswahrscheinlichkeiten oder -raten innerhalb der Transitionsklassen zu vera¨ndern.
Dies kann erreicht werden, indem ein modifiziertes Transitionsklassenmodell definiert
wird, fu¨r das alle Quellzustandsmengen und Zielzustandsfunktionen identisch zum Origi-
nalmodell sind. Es folgt dann aus der Definition der Zielzustandsfunktion sowie der U¨ber-
gangswahrscheinlichkeitsfunktion bzw. der U¨bergangsratenfunktion, daß alle mo¨glichen
Zustandsu¨berga¨nge des Originalmodells im modifizierten Modell mo¨glich bleiben. Damit
erhalten auch alle mo¨glichen Pfade des Originalmodells positive Wahrscheinlichkeiten im
modifizierten Modell.
Sei T = ({τ1, . . . , τk}, y) ein diskretes Transitionsklassenmodell. Dann erfu¨llt jedes modi-
fizierte diskrete Transitionsklassenmodell T˜ = ({τ˜1, . . . , τ˜k}, y) mit U˜i = Ui und u˜i = ui
fu¨r i = 1, . . . , k und mit beliebig vera¨nderten U¨bergangswahrscheinlichkeitsfunktionen
α˜i : U ∩ S → (0, 1] mit
∀x ∈ S ∩
k⋃
i=1
Ui :
(
k∑
i=1
I{x∈Ui}αi(x)
{
< 1
= 1
=⇒
k∑
i=1
I{x∈Ui}α˜i(x)
{
< 1
= 1.
)
alle Voraussetzungen des Importance Sampling, und der korrespondierende Likelihood–
Quotient ist das Produkt von Quotienten von U¨bergangswahrscheinlichkeiten. Zudem ist
es mo¨glich, in jedem Simulationsschritt, also fu¨r jeden zu simulierenden Zustandsu¨ber-
gang ein neues derartig modifiziertes Transitionsklassenmodell zu benutzen oder U¨ber-
gangswahrscheinlichkeiten zu definieren, die etwa von der Anzahl bereits ausgefu¨hrter
Simulationsschritte, also der aktuellen La¨nge des Simulationslaufes, oder von Informa-
tionen aus den vorherigen Simulationsschritten abha¨ngen. Dies bedeutet, daß wir das
Originalmodell mit einer beliebigen Wahrscheinlichkeitsverteilung ausstatten ko¨nnen, al-
so etwa inhomogene Transitionsklassenmodelle oder sogar nicht–Markovsche Maße als
Importance–Sampling–Maß verwenden du¨rfen. Eine alternative Interpretation ist die ei-
nes Markovprozesses, dessen Zusta¨nde Informationen aus der Geschichte des Simulations-
laufes oder aus der Entwicklung der zugrundeliegenden Markovkette entha¨lt, also dessen
Zustandsraum potentiell mehrdimensional und u¨berabza¨hlbar ist. Wir geben nun eine
Formalisierung obiger Erla¨uterungen.
4.4 Transitionsklassenmodelle 149
Sei (x0, . . . , xn) der Pfad der zugrundeliegenden Markovkette nach n ∈ IN Schritten, also
nach n U¨berga¨ngen im aktuellen Simulationslauf. Dann kann αi(xn) modifiziert werden
zu β
(n)
i (x0, . . . , xn), wobei fu¨r i ∈ {1, . . . , k}, n ∈ IN die Bedingungen
αi(xn) > 0 =⇒ β(n)i (x0, . . . , xn) > 0
und
k∑
i=1
I{xn∈Ui}αi(xn)
{
< 1
= 1
=⇒
k∑
i=1
I{xn∈Ui}β
(n)
i (x0, . . . , xn)
{
< 1
= 1.
erfu¨llt seien. Zur Beschreibung des Likelihood–Quotienten erfolge der U¨bergang von Zu-
stand xj nach Zustand xj+1 gema¨ß der Transitionsklasse τij . Dann ist der Wert des kor-
respondierenden Likelihood–Quotienten gegeben durch
L(x0, . . . , xn) =
µ(x0)
ν(x0)
n−1∏
k=0
αik(xk)
β
(k)
ik
(x0, . . . , xk)
=
µ(x0)
ν(x0)
· αi0(x0)
β
(0)
i0
(x0)
· αi1(x1)
β
(1)
i1
(x0, x1)
· · · αin−1(xn−1)
β
(n−1)
in−1
(x0, . . . , xn−1)
.
4.4.2 Dynamischer Maßwechsel
Wir beschreiben nun fu¨r die Methode unabha¨ngiger Simulationsla¨ufe einer festen La¨nge K
ein Verfahren des dynamischen Maßwechsels. Die Idee ist dabei nicht auf Simulationsla¨ufe
fester La¨nge beschra¨nkt, sondern kann analog fu¨r Regenerationszyklen angewendet wer-
den. In diesem Fall interpretiere man K als zufa¨llige Stoppzeit, die einen Regenerations-
punkt bezeichnet. Gesucht sei die stationa¨re Wahrscheinlichkeit eines einzelnen seltenen
Zustands, die wir mittels Importance Sampling scha¨tzen wollen. Die Idee unseres dy-
namischen Maßwechsels kann dabei leicht auf Mengen von Zusta¨nden erweitert werden.
Die Information, die wa¨hrend eines Simulationslaufes die Modifikation der U¨bergangs-
wahrscheinlichkeiten beeinflußt, basiert auf der Anzahl der simulierten U¨berga¨nge, indem
sich die Abweichung der modifizierten und der originalen Wahrscheinlichkeit mit zuneh-
mender Zeit verringert. Aus dem aktuellen Simulationslauf verwenden wir zwei weitere
Informationen, den aktuellen Wert des Likelihood–Quotienten und die Anzahl der Besu-
che im seltenen Zustand. Diese Informationen folgen direkt aus der Geschichte des Laufes,
und ihre Verwendung erho¨ht den Aufwand im Vergleich zu anderen Verfahren nicht, da
die Sammlung dieser Informationen in allen Importance–Sampling–Simulationen fu¨r Zu-
standswahrscheinlichkeiten erforderlich ist.
Wir nehmen weiterhin an, daß wir eine Menge von U¨berga¨ngen kennen, fu¨r die die Ver-
gro¨ßerung ihrer Wahrscheinlichkeiten zu mehr Besuchen im seltenen Zustand fu¨hrt. Die-
se Annahme ist allgemein u¨blich, und in Transitionsklassenmodellen kann aufgrund der
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strukturierten Beschreibung, die a¨hnliche U¨berga¨nge der selben Transitionsklasse zuord-
net, die Vergro¨ßerung dieser Wahrscheinlichkeiten und die damit verbundene notwendige
Verkleinerung anderer Wahrscheinlichkeiten meist einfacher durchgefu¨hrt werden als in
u¨blichen Markovkettenbeschreibungen. Fu¨r jede modifizierte U¨bergangswahrscheinlich-
keit wa¨hlen wir eine maximale Vergro¨ßerung, und fu¨r jeden Pfad, jeden Simulationslauf,
ist klar, daß er nutzlos ist, wenn kein Besuch im seltenen Zustand erfolgt. Daher ist das
Hervorrufen von U¨berga¨ngen, die zum seltenen Zustand fu¨hren umso wichtiger, je weniger
Besuche bereits beobachtet wurden.
Formal beschreiben wir fu¨r die Menge von zu vergro¨ßernden U¨bergangswahrscheinlichkei-
ten die maximale Vergro¨ßerung durch einen Faktor bmax und definieren die modifizierten
U¨bergangswahrscheinlichkeiten durch
β
(n)
i (x0, . . . , xn) := b · αi(xn), 1 < b ≤ bmax.
Die Vera¨nderung der U¨bergangswahrscheinlichkeit soll wa¨hrend des Simulationslaufes ab-
nehmen und fu¨r K → ∞ gegen die originale U¨bergangswahrscheinlichkeit konvergieren.
Dies erreichen wir, indem der Vergro¨ßerungsfaktor b verringert wird, wenn die aktuelle Si-
mulationslaufla¨nge wa¨chst, ein seltenes Ereignis auftritt, also der seltene Zustand besucht
wird, und wenn der Likelihood–Quotient sich verkleinert. Die restlichen U¨bergangswahr-
scheinlichkeiten mu¨ssen so verringert werden, daß sich die Wahrscheinlichkeiten fu¨r das
Verlassen eines Zustands zu Eins summieren. Die Art dieser Verringerung ist dabei fle-
xibel, als einfachste Mo¨glichkeit schlagen wir die Verringerung aller Wahrscheinlichkeiten
um den selben Faktor vor. Wir wollen dies nun formalisieren.
Sei rn die Anzahl der seltenen Ereignisse, und sei L(x0, . . . , xn) der Wert des Likelihood–
Quotienten, jeweils nach n simulierten Zustandsu¨berga¨ngen. Wir definieren auf IR+ posi-
tive Funktionen ϕ1, ϕ2, ϕ3 : IR −→ IR mit
ϕ1, ϕ2 monoton fallend mit ϕ1(0) = ϕ2(1) = 1,
ϕ3 monoton steigend mit ∀x ≥ 1 : ϕ3(x) = 1.
Dann wa¨hlen wir
b = 1 + (bmax − 1) · ϕ1(rn) · ϕ2(n) · ϕ3(L(x0, . . . , xn)), n ≥ 1.
Die konkrete Ordnung der Anna¨herung an die Originalu¨bergangswahrscheinlichkeiten
wird also durch ϕ1, ϕ2, ϕ3 bestimmt. Es ist klar, daß β
(n)
i (x0, . . . , xn) ≤ 1 gelten muß,
woraus sich Bedingungen an bmax ergeben, und daß die restlichen U¨bergangswahrschein-
lichkeiten geeignet verkleinert werden mu¨ssen, z.B. alle mit dem gleichen Faktor.
Es stellt sich die Frage, ob diese Art des Maßwechsels u¨berhaupt erlaubt ist und in den for-
malen Rahmen des Importance Sampling paßt. Wir untersuchen dies anhand des zugrun-
deliegenden stochastischen Prozesses. Aufgrund der Verwendung der Information u¨ber
4.4 Transitionsklassenmodelle 151
den aktuellen Wert des Likelihood–Quotienten und der Anzahl der bereits aufgetretenen
seltenen Ereignisse ist dieser Prozeß nicht Markovsch. Die U¨bergangswahrscheinlichkeiten
ha¨ngen von der Geschichte, dem Verlauf des gesamten Prozesses ab. Zudem ko¨nnen sich
die U¨bergangswahrscheinlichkeiten mit der Zeit vera¨ndern, sind also zeitabha¨ngig, und
der Prozeß somit inhomogen. Wir betrachten nun im Einzelnen diese drei Kriterien, die
den Maßwechsel mitbestimmen.
Die Abha¨ngigkeit der U¨bergangswahrscheinlichkeiten von der Zeit la¨ßt sich leicht mit Hilfe
inhomogener Markovketten modellieren, falls die U¨bergangswahrscheinlichkeiten anson-
sten nur vom aktuellen Zustand abha¨ngen.
Mit folgender Konstruktion ko¨nnen wir auch die Abha¨ngigkeit von der Anzahl der bereits
aufgetretenen seltenen Ereignisse und des aktuellen Wertes des Likelihood–Quotienten in
den Rahmen von Markovmodellen einpassen.
Wir beginnen mit der Anzahl der aufgetretenen seltenen Ereignisse. An Stelle der ur-
spru¨nglichen Markovkette betrachten wir eine erweiterte Markovkette mit (abza¨hlbar un-
endlichem) Zustandsraum S × IN. Es bezeichne R ⊆ S die Menge der seltenen Zusta¨nde,
also das seltene Ereignis. Wir definieren die U¨bergangswahrscheinlichkeiten der erweiter-
ten Markovkette fu¨r alle n ∈ IN durch
• ∀i, j ∈ S : p(i,n+1)(j,n) := 0,
• ∀i ∈ S, j ∈ S \ R : p(i,n)(j,n) := pij,
• ∀i ∈ S, j ∈ R : pi,n)(j,n) := 0 ∧ p(i,n)(j,n+1) := pij.
Analog ko¨nnen wir eine Erweiterung angeben, die die Information u¨ber den aktuellen
Wert des Likelihood–Quotienten beinhaltet. Dabei ist der Zustandsraum S × IR+, also
u¨berabza¨hlbar. Mit analoger Definition der U¨bergangswahrscheinlichkeiten wie vorher
erhalten wir also einen Markovprozeß.
Um den Vorteil unseres dynamischen Maßwechsels gegenu¨ber statischen Maßwechseln,
die eine a priori fest gewa¨hlte U¨bergangsmatrix fu¨r das Importance Sampling verwenden,
zu demonstrieren, kann man Varianzreduktionsfaktoren betrachten. Dazu vergleichen wir
hier die Varianzreduktionsfaktoren fu¨r eine konkrete Wahl unserer Parameter mit denen
aus [AHO95] fu¨r das dort angegebene Beispiel (vgl. 4.2.2). Fu¨r unseren dynamischen Maß-
wechsel haben wir dabei nur die Zeit und keine weiteren Informationen, die wa¨hrend des
Laufes erha¨ltlich werden, benutzt. Die zu vergro¨ßernden U¨bergangswahrscheinlichkeiten
sind ganz offensichtlich die der U¨berga¨nge in den seltenen Zustand 2. Wir haben als Pa-
rameter bmax = 5, ϕ2(n) = n
−0.5, ϕ1 = ϕ3 = 1 gewa¨hlt. Die folgende Tabelle zeigt die
Varianzreduktionsfaktoren fu¨r verschiedene Simulationslaufla¨ngen.
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Varianzreduktionsfaktoren
N IS mit P∗10 IS mit P
∗
100 IS dynamisch
10 9.09 2.27 2.69
20 3.08 2.48 2.46
30 1.06 2.74 2.37
40 0.38 3.02 2.37
50 0.15 3.36 2.40
100 – 4.22 2.56
150 – 2.77 2.63
200 – 1.31 2.54
300 – 0.39 2.32
400 – 0.14 1.68
500 – 0.06 1.27
1000 – < 10−2 0.45
Wir stellen fest, daß je gro¨ßer die Vera¨nderung der U¨bergangswahrscheinlichkeiten in den
fest gewa¨hlten Matrizen aus [AHO95], desto schlechter sind die Ergebnisse des Importan-
ce Sampling fu¨r wachsende Simulationslaufla¨ngen. In vielen Fa¨llen wird bei Verwendung
dieser festen Matizen die Varianz im Vergleich zu direkter Simulation enorm vergro¨ßert,
und in einigen Fa¨llen bricht Importance Sampling mit diesen Matrizen sogar zusammen.
Fu¨r dieses Beispiel kann die Qualita¨t der Ergebnisse mit exakten Werten verglichen wer-
den, es kann aber auch beobachtet werden, daß der Likelihood–Quotient fu¨r wachsende
Simulationslaufla¨ngen bei fester U¨bergangsmatrix verschwindet. Dies ist konsistent mit
den in 4.1 erwa¨hnten Ergebnissen von Glynn und Iglehart [GI89]. Weiterhin zeigen die
Ergebnisse, daß der Bereich guter Laufla¨ngen fu¨r eine feste U¨bergangsmatrix sehr klein
ist, wogegen unsere dynamische Methode fu¨r einen großen Bereich der Laufla¨nge eine
Varianzreduktion liefert. Das heißt insbesondere, unsere Methode ist weniger empfindlich
gegen die Vergro¨ßerung der Laufla¨nge und wirkt somit dem Problem verschwindender
Likelihood–Quotienten entgegen. Sicherlich verschwendet unsere Methode fu¨r bestimm-
te kurze Laufla¨ngen eine mo¨gliche gro¨ßere Simulationsbeschleunigung, Varianzreduktion,
aber in der Praxis sind kurze Simulationsla¨ufe verha¨ltnisma¨ßig selten.
Die angegebenen Resultate wurden erreicht, indem lediglich die Anzahl der U¨berga¨nge
im aktuellen Lauf als Information eingesetzt wurde, und die Wahl von bmax und ϕ2(n)
erfolgte relativ unsystematisch. Daher erscheint es wahrscheinlich, die Methode erheblich
zu verbessern, wenn die Parameterwahl systematischer erfolgt. Zur Bestimmung von bmax
wollen wir kurz eine erste Idee erla¨utern. Sei eine Simulationslaufla¨nge vorgegeben, die zu
vergro¨ßernden U¨bergangswahrscheinlichkeiten oder -raten bekannt, ϕ2 bereits festgelegt,
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und bmax ist nach oben beschra¨nkt, da Wahrscheinlichkeiten ho¨chstens den Wert 1 erhalten
du¨rfen. Als Rahmen fu¨r die Bestimmung von bmax geben wir die folgenden Schritte an.
• Starte mit (zu) großem bmax, Vorsimulation.
• Beobachte den Likelihood–Quotienten; falls dieser zu klein wird, verkleinere bmax,
erneute Vorsimulation.
• Weiter, bis Vorsimulationen Likelihood–Quotienten nahe bei 1 oder anna¨hernd kon-
stant liefern.
Es ergeben sich jedoch auch einige Probleme bzw. offene Fragen. So ist nicht garantiert,
daß fu¨r eine vorgegebene Simulationslaufla¨nge ein bmax existiert, so daß die Importance–
Sampling–Simulation gute Ergebnisse liefert. Es muß also gegebenenfalls auch die Simu-
lationslaufla¨nge variiert werden. Fu¨r ϕ2(n) haben wir fu¨r das angegebene Beispiel nur
n−0.5 oder n−1 gewa¨hlt, auch hier gibt es also Variationsmo¨glichkeiten. Fu¨r ϕ1, ϕ3 gibt es
bisher nur relativ unsystematische Versuche. Verwendet man ϕ1, ϕ2 und ϕ3 so ergibt sich
im Prinzip eine Optimierung bezu¨glich dieser drei Funktionen und bmax. Wir geben in
Abschnitt 5.5 eine Idee und einen Ausblick, wie dies mittels adaptiver Verfahren machbar
ist.
4.4.3 Komponentenbasierter Maßwechsel
Ha¨ufig sind die Zusta¨nde zu untersuchender Systeme mehrdimensional, aus mehreren
Komponenten zusammengesetzt, wie wir etwa fu¨r Warteschlangennetze gesehen haben.
Bei einer klassischen Beschreibung als Markovkette und der Anwendung von Lo¨sungs-
verfahren ist dabei oft eine geeignete Numerierung von Zusta¨nden notwendig. Liegt eine
Markovkettenbeschreibung mit durchnumerierten Zusta¨nden vor, so stellt sich nicht nur
das Problem der Zustandsraumexplosion, sondern unter Umsta¨nden das Problem einer
schnellen Reidentifizierung der eigentlichen Systemzusta¨nde. Beim Importance Sampling
kann das fu¨r zustandsabha¨ngige Maßwechsel von großer Bedeutung sein. Wir wollen hier
nun zeigen, wie man fu¨r Transitionsklassenmodelle auch komponentenbasierte Maßwech-
sel formulieren kann, also Maßwechsel, die zwar zustandsabha¨ngig sind, jedoch nicht vom
gesamten Systemzustand, sondern nur von einigen Komponenten abha¨ngen.
Wir betrachten ein Transitionsklassenmodell T = {(τ1, . . . , τk), y} mit Transitionsklassen
τi = (Ui, ui, αi), 1 ≤ i ≤ k und y ∈ S ∩
⋃k
i=1 Ui. Dabei seien der Zustandsraum und die
Quellzustandsmengen jeweils s–Tupel, also
S = S1 × S2 × · · · × Ss, Ui ⊆ S, 1 ≤ i ≤ k.
Unsere allgemeinen Definitionen setzen jeweils Mengen voraus, ohne die spezielle Form
oder Struktur der Mengen einzuschra¨nken. Damit beinhalten sie also selbstversta¨ndlich
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die Mo¨glichkeit obiger Art von Zusta¨nden. Fu¨r das Beispiel von Tandemwarteschlangen-
netzen etwa haben wir gesehen, daß alle Zusta¨nde d–Tupel aus natu¨rlichen Zahlen und
die Mengen S und Ui Teilmengen von INd sind. Wir erlauben sowohl diskrete als auch
stetige Transitionsklassenmodelle, wobei alle U¨bergangswahrscheinlichkeiten oder -raten
auch vom Zustand abha¨ngig sein du¨rfen und definieren ein modifiziertes Transitionsklas-
senmodell.
Wir wollen nun fu¨r eine beliebige Transitionsklasse τi fu¨r jeden Zustand x ∈ Ui eine Modi-
fikation von αi(x) nach βi(·) angeben, wobei βi die U¨bergangswahrscheinlichkeitsfunktion
oder die U¨bergangsratenfunktion im fu¨r Importance Sampling modifizierten Transitions-
klassenmodell bezeichnet. Anders als zuvor soll dabei nun diese Funktion nicht von einem
gesamten Zustand oder gar der Geschichte eines Simulationslaufes abha¨ngen, sondern nur
von bestimmten Komponenten des aktuellen Systemzustands. Im Vergleich zu klassischen
zustandsabha¨ngigen Maßwechseln ist dies also eine Vereinfachung in dem Sinne, daß die
Abha¨ngigkeit verringert wird. Oft sind gerade nur einige Komponenten fu¨r die Art des
Maßwechsels von Bedeutung. Formal ist βi eine Funktion auf einer Teilmenge von
S ′ := Si1 × Si2 × · · · × Si`,
wobei i1, i2, . . . , i` gerade die Indizes der relevanten Komponenten bezeichnen. Damit ist
die Formulierung komponentenbasierter Maßwechsel bereits komplett. Mit der Annah-
me, daß wir ein modifiziertes Transitionsklassenmodell erstellen, sind alle notwendigen
Voraussetzungen, insbesondere die Konsistenz von Wahrscheinlichkeiten erfu¨llt.
Wir wollen abschließend anhand eines Tandemwarteschlangennetzes demonstrieren, wie
ein solcher Maßwechsel konkret aussehen kann. Dazu betrachten wir erneut das Tandem-
netz aus unserem Beispiel, modelliert als stetiges Transitionsklassenmodell. Die Dimension
d ist prinzipiell beliebig, sie sei aber hier d ≥ 3. Unser Maßwechsel soll vom Fu¨llstand
der ersten und der dritten Station abha¨ngen, alle anderen Stationen sollen den Maßwech-
sel nicht beeinflussen. Ist die erste Station mindestens zur Ha¨lfte gefu¨llt oder die dritte
Station leer, so soll die Originalankunftsrate verdoppelt werden und die Bedienraten al-
ler Stationen außer der dritten halbiert. Die Bedienrate der dritten Station soll geviertelt
werden. Es sei dahingestellt, ob diese Maßwechselstrategie sinnvoll und erfolgversprechend
ist. Dazu mu¨ßten wir insbesondere angeben, welche Gro¨ße u¨berhaupt zu bestimmen ist.
Wir wollen aber vielmehr ganz allgemein demonstrieren, wie komponentenbasierte Maß-
wechsel aussehen und insbesondere auch, daß zwar der Maßwechsel nur von einigen – in
diesem Fall zwei – Komponenten abha¨ngt, jedoch dennoch alle Raten beeinflußt werden
ko¨nnen.
In unserem Beispiel haben wir einen Zustand des Tandemwarteschlangennetzes mit
n = (n1, . . . , n
d) ∈ INd bezeichnet und wollen diese Notation beibehalten. Die U¨bergangs-
ratenfunktion βi ist fu¨r unseren Maßwechsel also eine Funktion auf S1 × S3 = IN × IN,
die wir nun fu¨r alle Transitionsklassen definieren mu¨ssen. Da unser Maßwechsel den Zu-
standsraum des Tandemnetzes und die mo¨glichen U¨berga¨nge nicht vera¨ndert, bleiben alle
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Quellzustandsmengen und Zielzustandsfunktionen ebenfalls unvera¨ndert. Fu¨r die U¨ber-
gangsratenfunktionen erhalten wir
β0(n1, n3) =
{
2α0, falls n1 ≥ K12 ∨ n3 = 0,
α0, sonst;
β3(n1, n3) =
{
α3
4
, falls n1 ≥ K12 ∨ n3 = 0,
α3, sonst;
und fu¨r 1 ≤ i ≤ k, i 6= k
βi(n1, n3) =
{
αi
2
, falls n1 ≥ K12 ∨ n3 = 0,
α3, sonst.
Wir sehen also, daß der beschriebene komponentenbasierte Maßwechsel kompakt fu¨r Tran-
sitionsklassenmodelle formulierbar ist. Insbesondere ist auch die effiziente Pru¨fung der
jeweiligen Fallunterscheidung leicht. Es sind natu¨rlich diverse Varianten zu unserem Bei-
spiel denkbar. So ko¨nnten mehrere Fa¨lle unterschieden werden, also die Abha¨ngigkeit von
Fu¨llsta¨nden noch abgestuft werden, oder etwa die Vera¨nderung der Raten fu¨r verschiedene
Transitionsklassen auf verschiedene Weise erfolgen. Transitionsklassenmodelle stellen also
nicht nur eine Erleichterung bei der Beschreibung von Modellen dar, sondern auch eine
Mo¨glichkeit, Maßwechsel fu¨r Importance Sampling formal und dabei dennoch kompakt
zu definieren.
4.5 Tandemwarteschlangennetze
Wir haben bereits im vorherigen Abschnitt Tandemwarteschlangennetze als Beispiel her-
angezogen und wollen hier nun genauer darauf eingehen. Tandemwarteschlangennetze,
oder ku¨rzer Tandemsysteme, geho¨ren zu den zuerst und sicher bis heute mit am ha¨ufig-
sten untersuchten Warteschlangennetzen. Dabei kommen Kunden an der ersten Station
an, durchlaufen nacheinander in festgelegter Reihenfolge alle weiteren Stationen und ver-
lassen schließlich das System. Eine besondere Bedeutung von Tandemsystemen besteht
darin, daß sie einerseits verha¨ltnisma¨ßig einfach sind und andererseits ein Modell fu¨r reale
fließbanda¨hnliche Abla¨ufe darstellen. Vorga¨nge, die nacheinander von verschiedenen Men-
schen oder Maschinen ausgefu¨hrt werden, sind also als Tandemsystem modellierbar, so
etwa auch ein Ende–zu–Ende–Modell fu¨r ATM–Netze. Tandemsysteme sind also durchaus
in der Praxis relevant und nicht nur von theoretischem Interesse.
Tandemsysteme ko¨nnen viele Auspra¨gungen haben. Je nach Ankunftsprozeß und Bedien-
zeitverteilungen oder beschra¨nkten oder unbeschra¨nkten Kapazita¨ten ist dabei die Analy-
se verschiedener Leistungsmaße mehr oder weniger schwierig. Wir haben etwa in [San98]
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Approximationen von Wartezeitverteilungen in nicht nur Markovschen Tandemsystemen
unbeschra¨nkter Kapazita¨t untersucht. Markovsche Tandemsysteme mit unbeschra¨nkten
Kapazita¨ten sind Produktformnetze. Sie ko¨nnen im Hinblick auf viele Leistungsmaße, die
mittleres Verhalten beschreiben, durch separate Betrachtung der einzelnen Knoten unter-
sucht werden, was die Analyse wesentlich vereinfacht. Nach dem Satz von Burke ist der
Abgangsprozeß aus einem stabilen M/M/1–System ein Poissonprozeß mit gleicher Rate
wie die des Ankunftsprozesses. Daraus folgt fu¨r Markovsche Tandemsysteme mit unbe-
schra¨nkten Kapazita¨ten unter anderem, daß die Anordnung vertauscht werden kann, wie
der Satz von Weber besagt.
Analytisch komplizierter zu untersuchen sind Markovsche Tandemsysteme mit beschra¨nk-
ten Kapazita¨ten oder bei unbeschra¨nkten Kapazita¨ten Leistungsmaße, die nicht das mitt-
lere Verhalten beschreiben, sondern etwa das Verhalten in Arbeitsphasen oder Leistungs-
maße, die von bestimmten Anfangsbedingungen abha¨ngen. Hierzu za¨hlen gerade auch
U¨berlaufwahrscheinlichkeiten einzelner Knoten oder des gesamten Netzes wa¨hrend der
Arbeitphasen. Dabei interessiert ha¨ufig die Wahrscheinlichkeit fu¨r einen U¨berlauf¶ oder
Kunden– bzw. Paketverlust oder die Wahrscheinlichkeit, daß die Population, die Anzahl
von Kunden im gesamten System eine bestimmte Schranke u¨berschreitet. Fu¨r Systeme,
deren Komponenten nur gering ausgelastet sind oder deren Warteschlangen große Kapa-
zita¨ten aufweisen, sind dies seltene Ereignisse. Daher sind Tandemsysteme auch ha¨ufig
mittels Importance Sampling untersucht worden. Auch wenn sie noch verha¨ltnisma¨ßig
einfache Warteschlangenmodelle sind, stoßen wir doch bereits fu¨r die Klasse der Tandem-
systeme, auch der Markovschen, an die Grenzen der Forschung im Bereich der Simulation
seltener Ereignisse.
Die erste Heuristik fu¨r Markovsche Tandemsysteme schlagen Parekh und Walrand [PW89]
vor. Sie untersuchen fu¨r Markovsche Tandemsysteme aus zwei Knoten die Wahrscheinlich-
keit, daß die Population eine vorgegebene Schranke u¨berschreitet bevor das System wieder
leer wird, also innerhalb einer Arbeitsphase (busy period). In Analogie zum asymptotisch
optimalen Maßwechsel fu¨r die Wahrscheinlichkeit des Erreichens einer Populationsschran-
ke beim M/M/1–Modell sollen Ankunfts– und Bedienraten vertauscht werden, und zwar
so, daß die Ankunftsrate und die kleinere Bedienrate vertauscht werden, die gro¨ßere Bedi-
enrate bleibt unvera¨ndert. Die zugrundeliegende Idee dabei ist, daß das Systemverhalten
in Bezug auf hohe Pufferfu¨llsta¨nde, also große Populationen, im wesentlichen von der Sta-
tion mit dem langsameren Bediener beeinflußt wird, der sogenannten bottleneck queue.
¶Wir verwenden die Begriffe
”
U¨berlauf“ und
”
Erreichen eines hohen Fu¨llstands“ in a¨quivalenter Be-
deutung. Der U¨berlauf einer Warteschlange beschra¨nkter Kapazita¨t kann etwa als Erreichen einer Po-
pulationsgro¨ße innerhalb einer Warteschlange unbeschra¨nkter Kapazita¨t angesehen werden, wobei diese
Populationsgro¨ße gerade um 1 gro¨ßer ist als die Warteschlangenkapazita¨t. Der U¨berlauf eines Systems
entspricht dem Erreichen eines vorgegebenen hohen Populationsniveaus, also einer großen Anzahl von
Kunden im gesamten System, ohne Differenzierung, wie sich die Kunden auf die einzelnen Stationen
verteilen.
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In [PW89] bleibt die asymptotische Optimalita¨t unklar. Zudem gibt die Heuristik fu¨r
identische Raten beider Bediener keine eindeutige Vorschrift an. Zur Herleitung ihrer
Maßwechselstrategie stellen Parekh und Walrand mit heuristischer Argumentation ein
Optimierungsproblem mit Nebenbedingung auf, das sie numerisch lo¨sen, und anhand der
Lo¨sungen leiten sie dann die vorgeschlagenen Maßwechselstrategie ab. Frater, Lennon und
Anderson [FLA91] geben eine explizite analytische Lo¨sung des Optimierungsproblems und
kommen zum gleichen Ergebnis, auch hier ohne Aussagen zur asymptotischen Optimalita¨t.
Tsoucas [Tso92] untersucht die gleiche Problemstellung und ermittelt per Theorie großer
Abweichungen ebenfalls die gleiche Maßwechselstrategie. Die Idee bei seinem Ansatz ist,
den exit path, den wahrscheinlichsten Pfad zum seltenen Ereignis zu finden. Erweiterun-
gen der Heuristik auf Tandemsysteme mit mehr als zwei Knoten gehen ebenfalls jeweils
von einer bottleneck queue aus, die die Populationsgro¨ße wesentlich bestimmt. Es zeigt
sich, daß die Heuristik tatsa¨chlich nur fu¨r ganz bestimmte Parameter der Ankunfts– und
Bedienraten asymptotisch optimale Scha¨tzer liefern kann. Glasserman und Kou [GK95]
zeigen mit Methoden der Theorie großer Abweichungen, daß diese Maßwechselstrategie
selbst fu¨r Tandemsysteme aus nur zwei Knoten fu¨r gewisse Parameter nicht nur nicht
asymptotisch optimal ist, sondern IS–Scha¨tzer mit unendlicher Varianz liefert. Als Pro-
blem stellen sich grob gesprochen Unstetigkeiten der Raten an den Grenzen des Zustands-
raums der zugrundeliegenden Markovkette dar. Trotz der nachgewiesenen Probleme ist
die Heuristik von Parekh und Walrand, ha¨ufig PW–Maßwechsel genannt, weiterhin sehr
popula¨r, wohl deshalb, weil sie bis heute die einzige einfache Heuristik fu¨r Tandemsysteme
darstellt und fu¨r gewisse Parameterregionen, also fu¨r Systeme, die tatsa¨chlich sehr stark
von einer bottleneck queue dominiert werden, asymptotisch optimale Scha¨tzer liefert.
Eine Alternative schlagen Kroese und Nicola [KN99b, KN02] vor. Untersucht wird fu¨r
Tandemsysteme aus zwei Knoten die Wahrscheinlichkeit fu¨r einen U¨berlauf der zweiten
Warteschlange wa¨hrend einer Arbeitsphase dieser Station. Es wird weiter vorausgesetzt,
daß die erste Warteschlange anfangs eine feste Anzahl von Kunden entha¨lt. Kroese und
Nicola geben einen zustandsabha¨ngigen Maßwechsel an und zwar in Abha¨ngigkeit des
Fu¨llstands der ersten Warteschlange. Dieser Maßwechsel ist asymptotisch optimal, wo-
bei auffa¨llt, daß dabei die erste Station stabil mit gleicher Bedienrate bleibt oder instabil
wird. Eine a¨hnliche Problemstellung betrachten Juneja und Nicola [JN02]. Sie untersuchen
zuna¨chst allgemeiner Warteschlangennetze mit Zustandswechseln nach diskreten Interval-
len und bestimmen die U¨berlauflaufwahrscheinlichkeit einer bestimmten Warteschlange
(target queue) wa¨hrend deren Arbeitsphase. Mittels der Theorie großer Abweichungen
wird ein Maßwechsel hergeleitet, der fast konstante Likelihood–Quotienten auf allen Pfa-
den zum seltenen Ereignis liefert. Es stellt sich heraus, daß fu¨r Jackson–Netze im Falle,
daß die target queue gerade die bottleneck queue ist, dieser Maßwechsel identisch zum
PW–Maßwechsel ist, wobei Parekh und Walrand jedoch die Gesamtpopulation betrachte-
ten. Juneja und Nicola folgern daraus, daß die Gesamtpopulation stark von der bottleneck
queue abha¨ngig ist. Dies erscheint nun aber nicht sehr u¨berraschend, zumal es fu¨r Parekh
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und Walrand gerade die heuristische Begru¨ndung fu¨r ihren Maßwechsel war. Juneja und
Nicola zeigen weiter, daß ihr Maßwechsel asymptotisch optimal ist, der von Parekh und
Walrand wie erwa¨hnt fu¨r bestimmte Parameter nicht. Als Grund dafu¨r geben Juneja und
Nicola an, daß sie nur die Arbeitsphasen der target queue und nicht des gesamten Systems
betrachten.
In [Shu02] und [SD03] wird die Idee der balancierten Likelihood–Quotienten (Balanced
Likelihood Ratios, vgl. Abschnitt 4.3.2) auf Markovsche Tandemwarteschlangennetze mit
zwei Knoten erweitert, wobei dies in [Shu02] erstmalig in einer zustandsunabha¨ngigen
Variante vorgeschlagen wird und schließlich in [SD03] modifiziert wird, so daß der Maß-
wechsel vom Fu¨llstand der ersten Warteschlange abha¨ngt. Betrachtet werden dabei sowohl
Tandemnetze, bei denen die erste Station endliche Kapazita¨t hat als auch solche mit un-
beschra¨nkter Kapazita¨t der ersten Station. Die untersuchte Gro¨ße ist auch hier jeweils
die Wahrscheinlichkeit, daß die zweite Station einen hohen Fu¨llstand erreicht, bevor ihre
Arbeitsphase endet. Numerische Ergebnisse in [SD03] deuten darauf hin, daß die dort
beschriebene Variante fu¨r unendliche Kapazita¨t der ersten Station besser ist als der zum
Vergleich herangezogene Maßwechsel aus [KN02]. Andererseits wird deutlich, daß die Me-
thode der balancierten Likelihood–Quotienten fu¨r endliche Kapazita¨t der ersten Station
schlechtere Ergebnisse als die Methode von Kroese und Nicola [KN02] liefert. Den Grund
hierfu¨r herauszufinden und detaillierte theoretische Untersuchungen der Eigenschaften
der Methode der balancierten Likelihood–Quotienten, insbesondere auch asymptotische
Eigenschaften, geben die Autoren als Ziele weiterer Forschung an.
Der obige U¨berblick u¨ber die Forschung speziell fu¨r Tandemsysteme, insbesondere auch
die Aktualita¨t der Arbeiten, macht deutlich, wie schwierig die Anwendung von Import-
ance Sampling oder noch allgemeiner die Simulation seltener Ereignisse auch fu¨r verha¨lt-
nisma¨ßig einfache Modelle heute noch ist. Wir stellen insbesondere fest, daß man selbst
Markovsche Tandemsysteme aus nur zwei Knoten, obwohl oft untersucht, bis heute noch
nicht allgemein
”
im Griff“ hat. Insbesondere beschra¨nken sich selbst fu¨r Tandemsyste-
me die Untersuchungen auf Arbeitsphasen des Systems oder gar nur einzelner Stationen.
Diese Einschra¨nkung vereinfacht die Anwendung von Importance Sampling wesentlich,
und es ist klar, daß die simulative Bestimmung allgemeinerer Gro¨ßen wie etwa stationa¨rer
Zustandswahrscheinlichkeiten oder stationa¨rer Randwahrscheinlichkeiten noch deutlich
schwieriger ist. Nicht–Markovsche Modelle erschweren die Analyse zusa¨tzlich.
4.5.1 Neue zustandsunabha¨ngige Maßwechselstrategien
Wir pra¨sentieren in diesem Abschnitt neue zustandsunabha¨ngige Maßwechsel fu¨r die
Importance–Sampling–Simulation zur effizienten Scha¨tzung der Wahrscheinlichkeit, daß
die Gesamtpopulation eines anfangs leeren stabilen Tandemsystems mit zwei Stationen
und Warteschlangen unendlicher Kapazita¨t einen vorgegebenen Wert erreicht bevor sich
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das System wieder leert, also die Wahrscheinlichkeit des Erreichens eines (hohen) Po-
pulationsniveaus wa¨hrend einer Arbeitsphase (busy period). Dabei fu¨hren wir auch Irr-
wege vor, die auf den ersten Blick erfolgversprechend und gut begru¨ndet erscheinen, und
erla¨utern, warum diese nicht zum Erfolg fu¨hren. Daraus ziehen wir dann wichtige Schlu¨sse
fu¨r Vera¨nderungen und Verbesserungen. Wir legen dabei ein besonderes Augenmerk auf
Parameterwerte, fu¨r die insbesondere auch der Maßwechsel von Parekh und Walrand
[PW89], also das Vertauschen der Ankunftsrate mit der kleinsten Bedienrate, nicht asym-
ptotisch optimal ist und mit zunehmendem Populationsniveau immer schlechtere und
unzuverla¨ssigere Ergebnisse liefert bis hin zu unendlichen Varianzen. Es reicht hier aus,
informell zu wissen, daß dies fu¨r gleiche oder fast gleiche Bedienraten an beiden Sta-
tionen gilt, exakte Formeln fu¨r die kritischen Parameterbereiche findet man in [GK95].
Insbesondere sind alle Fa¨lle mit gleichen Bedienraten an beiden Stationen in diesen Pa-
rameterbereichen enthalten.
Das wesentliche Problem beim Maßwechsel von Parekh und Walrand fu¨r Tandemsysteme
mit gleichen oder fast gleichen Bedienraten besteht darin, daß durch den Maßwechsel eine
Engpaßstation (bottleneck queue) erzeugt wird, na¨mlich gerade die, mit deren Bedienrate
die Ankunftsrate vertauscht wird. Im Originalsystem dagegen existiert keine Engpaßsta-
tion. Das heißt insbesondere, daß eine große Gesamtpopulation im Originalsystem typi-
scherweise nicht durch einen hohen Fu¨llstand einer der beiden Stationen bei gleichzeitig
niedrigem Fu¨llstand der anderen Station hervorgerufen wird, sondern durch etwa gleiche
Fu¨llsta¨nde beider Stationen. Diese fu¨r das betrachtete seltene Ereignis typischen Situa-
tionen werden durch den Maßwechsel von Parekh und Walrand nahezu ausgeschlossen.
Somit ist klar, daß das Auftreten einer großen Gesamtpopulation bei Parekh und Wal-
rand zwar enorm beschleunigt wird, jedoch fast nur durch einen hohen Fu¨llstand einer
der beiden Stationen. Viele typische Pfade zum seltenen Ereignis mit verha¨ltnisma¨ßig
großer Wahrscheinlichkeit werden also vernachla¨ssigt, untypische Pfade mit extrem klei-
ner Wahrscheinlichkeit dagegen zu stark betont. Fu¨r gleiche Bedienraten an den beiden
Stationen stellt sich außerdem das Problem, daß die Vertauschung der Ankunftsrate mit
der kleinsten Bedienrate nicht eindeutig bestimmt ist. Parekh und Walrand haben fu¨r die-
sen Fall festgestellt, daß die Vertauschung der Ankunftsrate mit der zweiten Bedienrate
bessere Ergebnisse liefert und schlagen daher diese Variante im Falle gleicher Bedienraten
vor. Zudem gilt nach dem Satz von Weber [Web79], daß die Anordnung der Stationen
insbesondere fu¨r die Gesamtpopulation keine Rolle spielt und man demnach allgemein
davon ausgehen kann, daß original µ1 ≥ µ2 ≥ . . . ≥ µd fu¨r Tandemsysteme mit d Statio-
nen und speziell µ1 ≥ µ2 fu¨r Tandemsysteme mit zwei Stationen gilt bzw. die Anordnung
der Stationen entsprechend vera¨ndert werden kann, siehe auch [PW89, GK95, San98].
Damit kann man den Maßwechsel von Parekh und Walrand dann als Vertauschung der
Ankunftsrate mit der Bedienrate der letzten Station ansehen.
Im folgenden bezeichnen wie u¨blich λ die Ankunftsrate, µ1 die Bedienrate der ersten
Station, µ2 die Bedienrate der zweiten Station und ρ1 = λ/µ1 < 1, ρ2 = λ/µ2 < 1 die
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Auslastungen. OBdA gelte λ + µ1 + µ2 = 1. Wir untersuchen die Wahrscheinlichkeit γ
fu¨r das Erreichen eines vorgegebenen Populationsniveaus L wa¨hrend einer Arbeitsphase,
also γ = P{TL < T0}, wobei TL die Zeit des Erreichens des Populationsniveaus L und T0
die Zeit des Wiederreichens des leeren Systems bezeichnen.
Beim Importance Sampling wird durch den Maßwechsel das Originalsystem transfomiert,
fu¨r Tandemsysteme typischerweise in ein instabiles System, wobei in der Regel beide
Stationen instabil sind. Somit kann also die Auslastung der zweiten Station nicht mehr
als Quotient aus der Ankunftsrate an der ersten Station und der Bedienrate der zweiten
Station ausgedru¨ckt werden. Vielmehr ist, da der Bediener der ersten Station fast nie
unta¨tig ist, der Ankunftsprozeß an der zweiten Station durch die Bedienrate an der ersten
Station bestimmt. Wir gehen daher unter Importance Sampling von den Auslastungen
ρ∗1 = λ
∗/µ∗1 und ρ
∗
2 = µ
∗
1/µ
∗
2 aus. Fu¨r den Maßwechsel von Parekh und Walrand gilt dann
(ggf. nach oben beschriebener Neuanordnung der Stationen) ρ∗1 = µ2/µ1 und ρ
∗
2 = µ1/λ =
ρ−11 , also speziell fu¨r gleiche Bedienraten an beiden Stationen ρ
∗
1 = 1 und ρ
∗
2 = ρ
−1
1 . Wir
sehen sofort, daß, wa¨hrend im Originalsystem mit gleichen Bedienraten die Auslastungen
an beiden Stationen gleich sind, nun die zweite Station zum Engpaß wird, obwohl die erste
Station zu 100 Prozent ausgelastet ist. Je kleiner die Auslastungen im Originalsystem sind,
desto sta¨rker wirkt sich dieser Effekt aus. Es scheint nahezuliegen, den Effekt beseitigen zu
ko¨nnen, indem man gewa¨hrleistet, daß das Verha¨ltnis der Auslastungen beider Stationen
nach dem Maßwechsel gleich dem entsprechenden Verha¨ltnis im Originalsystem ist. Wir
wollen dies im folgenden zuna¨chst formalisieren und dann die Probleme bei diesem Ansatz
aufzeigen.
Der Maßwechsel von Parekh und Walrand vertauscht die Ankunftsrate und die Bedienrate
an der zweiten Station. Nun soll zusa¨tzlich die Bedienrate an der ersten Station modifiziert
werden, und zwar so, daß das Verha¨ltnis der Auslastungen wie im Originalsystem ist, also
ρ1
ρ2
=
µ2
µ1
!
=
ρ∗1
ρ∗2
=
µ2
µ∗1
· λ
µ∗1
=
λµ2
µ∗
2
1
.
Wir erhalten durch elementare Umformungen µ∗1 =
√
λµ1, also insgesamt den Parame-
tersatz (λ∗, µ∗1, µ
∗
2) = (µ2,
√
λµ1, λ) und speziell fu¨r gleiche Bedienraten µ1 = µ2 =: µ
den Parametersatz (λ∗, µ∗1, µ
∗
2) = (µ,
√
λµ, λ). Die Raten ko¨nnen dann jeweils normiert
werden, also
λ∗ =
µ2
µ2 +
√
λµ1 + λ
, µ∗1 =
√
λµ1
µ2 +
√
λµ1 + λ
, µ∗2 =
λ
µ2 +
√
λµ1 + λ
und wieder speziell fu¨r gleiche Bedienraten µ1 = µ2 =: µ
λ∗ =
µ
µ +
√
λµ + λ
, µ∗1 =
√
λµ
µ +
√
λµ + λ
, µ∗2 =
λ
µ +
√
λµ + λ
.
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Somit haben wir also ausgehend von der Vertauschung der Ankunftsrate mit der Be-
dienrate des langsameren (OBdA zweiten) Bedieners gema¨ß Parekh und Walrand die
Bedienrate der ersten Station hergeleitet, so daß das Verha¨ltnis der Auslastungen nach
Transformation des Modells gleich bleibt. Fu¨r gleiche Bedienraten im Originalmodell
sind im Originalmodell die Auslastungen beider Stationen gleich und damit auch die
Auslastungen im Importance–Sampling–Modell. In diesem Fall gilt mit ρ = λ/µ gerade
ρ∗1 = ρ
∗
2 =: ρ
∗ =
√
ρ−1.
Bei der Implementierung und dem Testen des soeben hergeleiteten Maßwechsels stellen
wir allerdings fest, daß er keine wesentliche Verbesserung gegenu¨ber Parekh und Walrand
darstellt. Bei der Analyse der Gru¨nde stellt sich heraus, daß fu¨r die kritischen Parameter-
regionen der Effekt des Maßwechsels von Parekh und Walrand umgekehrt wird, in dem
Sinne, daß nun nicht mehr die zweite sondern die erste Station einen Engpaß bildet. Wir
erla¨utern dies anhand der Auslastungen und des typischen Verhaltens des Systems. Aus
Gru¨nden der U¨bersichtlichkeit und leichten Versta¨ndlichkeit wa¨hlen wir hier ganzzahlige
nichtnormierte Raten, mit deren Hilfe der beschriebene Effekt erkla¨rt werden kann.
Fu¨r ein Tandemsystem mit Raten λ = 1, µ1 = µ2 = 9 liefert der Maßwechsel die Raten
λ∗ = 9, µ∗1 = 3 und µ
∗
2 = 1. Betrachten wir nun einen typischen Verlauf bei der Entwick-
lung des Systemzustands. Von 9 + 3 + 1 = 13 Ereignissen sind im Mittel neun Anku¨nfte,
drei Bedienungen an der ersten Station, also U¨berga¨nge von Kunden aus der ersten in die
zweite Station, und eine Bedienung an der zweiten Station, also ein Abgang aus dem Sy-
stem. Als typischen Zustand kann man dann nach den ersten 13 Ereignissen den Zustand
(6,2) ansehen, nach weiteren 13 Ereignissen den Zustand (12,4) und so fort. Wir sehen also,
daß ein typischer Verlauf dazu fu¨hrt, daß die erste Station deutlich mehr Kunden entha¨lt
als die zweite Station. Somit kommt ein hohes Populationsniveau im gesamten System
in der Regel durch einen hohen Fu¨llstand der ersten Station bei gleichzeitig niedrigem
Fu¨llstand der zweiten Station zustande. Das ist gerade der selbe Effekt wie bei Parekh
und Walrand mit umgekehrten Rollen der beiden Stationen, obwohl nun beide Stationen
gleiche Auslastungen haben. Der Maßwechsel stellt also keine Verbesserung dar, und wir
wollen nun mo¨gliche Denkfehler und Ursachen diskutieren.
Prinzipiell gibt es zwei Mo¨glichkeiten, warum der Maßwechsel keine Verbesserung dar-
stellt. Entweder ist die Idee gleicher Verha¨ltnisse der Auslastungen grundsa¨tzlich ein Irr-
weg oder der Ansatz, zuna¨chst gema¨ß Parekh und Walrand die Ankunftsrate und die
Bedienrate des zweiten Bedieners zu vertauschen, ist problematisch. Betrachten wir dazu
die Auslastungen unseres obigen Beispielmodells mit den Raten λ = 1, µ1 = µ2 = 9. Die
Auslastung beider Stationen betra¨gt hierbei ρ = 1/9, und die Auslastung beider Stationen
im Importance–Sampling–Modell betra¨gt ρ∗ = 3. Die Auslastungen an beiden Stationen
sind also jeweils um den Faktor 27 vergro¨ßert worden, und wir werden sehen, daß dieser
Faktor offensichtlich zu groß ist und gerade das Problem hervorruft, daß sich die erste
Station im Vergleich zur zweiten Station zu schnell fu¨llt. Da die Auslastungen im insta-
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bilen Importance–Sampling–Modell durch λ∗/µ∗1 bzw. µ
∗
1/µ
∗
2 gegeben sind, folgt fu¨r einen
typischen Verlauf, daß zwar ρ∗–mal soviele Bedienungen an der ersten Station wie an der
zweiten Station stattfinden, jedoch zudem ρ∗–mal mehr Anku¨nfte als Bedienungen an der
ersten Station. Analog zu unserer obigen Argumentation erhalten wir nach ρ∗
2
+ ρ∗ + 1
Ereignissen als typischen Systemzustand (ρ∗
2−ρ∗, ρ∗−1), nach weiteren ρ∗2 +ρ∗+1 Ereig-
nissen als typischen Zustand (2(ρ∗
2−ρ∗), 2(ρ∗−1)) und allgemeiner fu¨r c ∈ IN als typischen
Zustand (c(ρ∗
2 − ρ∗), c(ρ∗ − 1)). Entscheidend fu¨r das Verha¨ltnis oder die Differenz der
Fu¨llsta¨nde beider Stationen ist also die Differenz (ρ∗
2 − ρ∗) − (ρ∗ − 1) = ρ∗2 − 2ρ∗ + 1.
Fu¨r große ρ∗ ist diese Differenz groß. Wir sehen sofort, daß etwa fu¨r ρ∗ = 2 die Differenz
ρ∗
2 − 2ρ∗ +1 = 1 ein ausgewogeneres Verha¨ltnis der Fu¨llsta¨nde liefert. Das durch unseren
Maßwechsel resultierende ρ∗ ist also offensichtlich zu groß. Fragen wir uns nun, wie bei
unserem Maßwechsel dieses zu große ρ∗ bestimmt wird, so stellen wir fest, daß es durch
den Start mit der Vertauschung der Raten gema¨ß Parekh und Walrand festgelegt ist.
Unsere Idee, das Verha¨ltnis der Auslastungen nach Transformation zu erhalten, hat dann
keinen Einfluß mehr auf den konkreten Wert der Auslastung ρ∗. Da aber gerade dieser
konkrete Wert die Ursache fu¨r die Erzeugung eines Engpasses ist, folgern wir, daß der
Beginn des Maßwechsels gema¨ß Parekh und Walrand der Grund dafu¨r ist, daß gegenu¨ber
diesem keine Verbesserung erreicht wird.
Unser na¨chster Ansatz besteht demzufolge darin, den Maßwechsel unter Erhalt des
Verha¨ltnisses der Auslastungen zu definieren, ohne die Vertauschung der Raten gema¨ß
Parekh und Walrand vorzunehmen. Als Verallgemeinerung ergibt sich analog zu vorher
ρ1
ρ2
=
µ2
µ1
!
=
ρ∗1
ρ∗2
=
λ∗
µ∗1
· µ
∗
2
µ∗1
=
λ∗µ∗2
µ∗
2
1
und umgeformt
µ∗1 =
√
λ∗µ∗2µ1
µ2
.
Anders als zuvor haben wir nun drei Unbekannte λ∗, µ∗1, µ
∗
2 in einer Gleichung und mu¨ssen
daher im allgemeinen weitere Vorgaben an den Maßwechsel machen, um eine eindeuti-
ge Lo¨sung zu bestimmen. Fu¨r gleiche Bedienraten und damit gleiche Auslastungen im
Originalsystem erha¨lt die Transformation durch den Maßwechsel die Eigenschaft gleicher
Auslastungen an beiden Stationen, wobei der Wert der Auslastungen natu¨rlich deutlich
gro¨ßer als fu¨r das Originalsystem sein soll, jedoch wie wir gesehen haben, nicht zu groß.
Fu¨r µ1 = µ2 folgt
µ∗1 =
√
λ∗µ∗2,
also eine von den Originalraten unabha¨ngige Bedingung. Konkrete Parameterwerte erhal-
ten wir durch Vorgabe der gewu¨nschten Auslastungen.
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Mit ρ∗2 = ρ
∗
1 := ρ ergibt sich µ
∗
1 = ρµ
∗
2 und λ
∗ = ρµ∗1 = ρ
2µ∗2. Normierung der Raten fu¨hrt
dann zu
λ∗ =
ρ2µ∗2
ρ2µ∗2 + ρµ
∗
2 + µ
∗
2
=
ρ2
ρ2 + ρ + 1
, (4.27)
µ∗1 =
ρ
ρ2 + ρ + 1
, (4.28)
µ∗2 =
1
ρ2 + ρ + 1
. (4.29)
Der zuvor auf der Basis der Vertauschung der Raten λ und µ2 hergeleitete Maßwechsel ist
als Spezialfall enthalten. Wir sehen etwa sofort, daß fu¨r ρ∗ = 3 ohne Normierung die Raten
λ∗ = 9, µ∗1 = 3, µ
∗
2 = 1 und nach Normierung die Raten λ
∗ = 9/13, µ∗1 = 3/13, µ
∗
2 = 1/13
resultieren. Wir haben aber nun Freiheit in der Wahl von ρ∗. Insbesondere ko¨nnen wir ρ∗
kleiner als zuvor durch die Vertauschung der Raten festgelegt wa¨hlen. Beispielsweise fu¨r
ρ∗ = 2 ergeben sich also die normierten Raten λ∗ = 4/7, µ∗1 = 2/7 und µ
∗
2 = 1/7. Es zeigt
sich, daß dieser Maßwechsel im Vergleich zu Parekh und Walrand eine wesentliche Verbes-
serung darstellt. Wir belegen dies im folgenden Abschnitt durch numerische Ergebnisse,
wobei wir den soeben beschriebenen Maßwechsel als unsere Strategie 1 bezeichnen.
Wir haben bei der Herleitung unseres Maßwechsels die Richtlinie verfolgt, vor allem ty-
pische Pfade zum seltenen Ereignis, dem Erreichen eines hohen Fu¨llstands des Systems,
zu erzeugen und daher fu¨r Systeme ohne Engpaß ausgewogene Fu¨llsta¨nde an beiden Sta-
tionen angestrebt. Dabei haben wir auf das Verha¨ltnis der Auslastungen beider Stationen
geachtet, ohne bisher den Likelihood–Quotienten zu betrachten. Wir entwickeln nun eine
weitere Maßwechselstrategie, die ebenfalls ausgewogene Fu¨llsta¨nde gewa¨hrleisten soll und
zusa¨tzlich den Likelihood–Quotienten einbezieht, denn wir haben bereits mehrfach gese-
hen, daß der Likelihood–Quotient wesentlichen Einfluß auf die Gu¨te von Maßwechseln hat.
Insbesondere sollte dessen Wert auf Zyklen zumindest beschra¨nkt und idealerweise gleich
1 sein, auch wenn dies keine hinreichende Bedingung fu¨r die Effizienz eines Maßwechsels
ist. Betrachten wir also Likelihood–Quotienten auf Zyklen.
Ein ku¨rzester Zyklus in einem Tandemsystem besteht aus jeweils genau einer Ankunft, ge-
nau einer Bedienung an der ersten Station und genau einer Bedienung an der zweiten Sta-
tion. Jeder andere Zyklus kann nur durch mehrfaches Durchlaufen eines solchen ku¨rzesten
Zyklus entstehen. Somit impliziert also ein Likelihood–Quotient von 1 auf ku¨rzesten Zy-
klen einen Likelihood–Quotienten von 1 auf allen Zyklen und ein durch 1 beschra¨nk-
ter Likelihood–Quotient auf ku¨rzesten Zyklen einen durch 1 beschra¨nkten Likelihood–
Quotienten auf allen Zyklen. Allerdings bewirkt ein kleiner Likelihood–Quotient auf
ku¨rzesten Zyklen bei ha¨ufigem Durchlauf solcher Zyklen einen insgesamt sehr kleinen
Likelihood–Quotienten, sodaß also ein Wert erstrebenswert ist, der – falls ungleich 1 – nur
mo¨glichst wenig kleiner als 1 ist. Mit normierten Raten gilt fu¨r den Likelihood–Quotienten
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auf ku¨rzesten Zyklen in einem Tandemsystem
LZ =
λµ1µ2
λ∗µ∗1µ
∗
2
.
Zur weiteren Motivation unserer na¨chsten Maßwechselstrategie betrachten wir zuna¨chst
wie zuvor einen typischen Verlauf bei der Entwicklung des Systemzustands, wobei wir
nun keine Vorgaben an die Auslastungen machen. Die U¨berlegungen zum typischen
Verlauf bleiben jedoch analog zu vorher. Von n = n0 + n1 + n2 Ereignissen oder Zu-
standsu¨berga¨ngen mit n0 ≥ n1 ≥ n2 seien n0 Anku¨nfte, n1 Bedienungen an der ersten
Station, also U¨berga¨nge von Kunden aus der ersten in die zweite Station, und n2 Bedie-
nungen an der zweiten Station, also Abga¨nge aus dem System. Als typischen Zustand
kann man dann nach den ersten n Ereignissen den Zustand (n0 − n1, n1 − n2) ansehen,
nach weiteren n Ereignissen den Zustand (2(n0−n1), 2(n1−n2)), und allgemein fu¨r c ∈ IN
ist (c(n0 − n1), c(n1 − n2)) ein typischer Zustand. Um im Mittel auch ohne Beru¨cksichti-
gung der Auslastungen eine in etwa gleiche Anzahl von Kunden an beiden Stationen zu
erhalten, wollen wir also erreichen, daß die Differenzen n0 − n1 und n1 − n2 gleich sind.
Entsprechend ko¨nnen wir dies fu¨r normierte Raten formulieren, also λ∗ − µ∗1 = µ∗1 − µ∗2
mit λ∗ + µ∗1 + µ
∗
2 = 1. Damit erhalten wir
λ∗ − µ∗1 = µ∗1 − µ∗2,
λ∗ − 2µ∗1 + µ∗2 = 0,
1− µ∗1 − µ∗2 − 2µ∗1 + µ∗2 = 0,
1− 3µ∗1 = 0,
µ∗1 =
1
3
⇒ λ∗ = 2
3
− µ∗2.
Unser na¨chtes Ziel besteht darin, einen Wert des Likelihood–Quotienten von 1 auf allen
Zyklen zu erhalten, wie wir zuvor bereits begru¨ndet haben. Ein ku¨rzester Zyklus in einem
Tandemsystem besteht aus jeweils genau einer Ankunft, genau einer Bedienung an der er-
sten Station und genau einer Bedienung an der zweiten Station. Jeder andere Zyklus kann
nur durch mehrfaches Durchlaufen eines solchen ku¨rzesten Zyklus entstehen. Somit reicht
es also aus, auf ku¨rzesten Zyklen einen Likelihood–Quotienten mit Wert 1 zu garantieren.
Mit normierten Raten muß also
λµ1µ2
λ∗µ∗1µ
∗
2
= 1
gelten.
Zuna¨chst berechnen wir
λ∗µ∗1µ
∗
2 =
(
2
3
− µ∗2
)
· 1
3
· µ∗2 =
2
9
µ∗2 −
1
3
µ∗
2
2 .
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Damit erhalten wir
−1
3
µ∗
2
2 +
2
9
µ∗2 = λµ1µ2,
µ∗
2
2 −
2
3
µ∗2 = −3λµ1µ2,
(
µ∗2 −
1
3
)2
=
1
9
− 3λµ1µ2,
µ∗2 =
1
3
±
√
1
9
− 3λµ1µ2.
Der Radikand ist immer nichtnegativ, und da wir unter Importance Sampling ein instabiles
System mit insbesondere λ∗ ≥ µ∗1 ≥ µ∗2 simulieren wollen, folgt insgesamt
µ∗1 =
1
3
, (4.30)
µ∗2 =
1
3
−
√
1
9
− 3λµ1µ2, (4.31)
λ∗ =
2
3
− µ∗2 =
1
3
+
√
1
9
− 3λµ1µ2, (4.32)
und fu¨r den Fall µ1 = µ2 =: µ erhalten wir
µ∗1 =
1
3
, (4.33)
µ∗2 =
1
3
−
√
1
9
− 3λµ2, (4.34)
λ∗ =
2
3
− µ∗2 =
1
3
+
√
1
9
− 3λµ2. (4.35)
Alle Raten sind dabei normiert. Der Maßwechsel erweist sich wie schon unsere zuvor
entwickelte Strategie 1 als wesentliche Verbesserung gegenu¨ber Parekh und Walrand. Wir
belegen auch dies im folgenden Abschnitt durch numerische Ergebnisse, wobei wir den
zuletzt hergeleiteten Maßwechsel als Strategie 2 bezeichnen.
4.5.2 Numerische Ergebnisse
Wir wollen nun die Gu¨te unserer Maßwechselstrategien 1 und 2 anhand numerischer Er-
gebnisse demonstrieren. Dazu wa¨hlen wir Parameterwerte, in denen der mehrfach erwa¨hn-
te Maßwechsel von Parekh und Walrand nicht asymptotisch optimal ist, teilweise gar ge-
gen unendlich strebende Varianzen produziert und damit, wie wir sehen werden, fu¨r die
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Wahrscheinlichkeit des U¨berschreitens eines hohen Poupulationsniveaus schlechte, nicht
mehr akzeptable Ergebnisse liefert. Um einen Vergleich mit exakten Werten zu ermo¨gli-
chen, sind dies gerade solche Parameterwerte, fu¨r die exakte Ergebnisse verfu¨gbar sind,
na¨mlich die Raten λ1 = 0.04, µ1 = µ2 = 0.48 sowie die Populations-niveaus L = 12 und
L = 25. Diese Werte stammen aus der Dissertation von Pieter–Tjerk de Boer [dB00], in
deren Rahmen die Anwendung der Cross–Entropy–Methode auf Markovketten hergelei-
tet wird, siehe auch Abschnitt 5.4. Fu¨r unsere Maßwechselstrategie 1 ergeben sich gema¨ß
(4.27)-(4.29) mit ρ∗ = 2 die (hier auf vier Nachkommastellen gerundeten‖) Parameter
λ∗ = 0.5714, µ∗1 = 0.2857, µ
∗
2 = 0.1429, fu¨r Strategie 2 gema¨ß (4.33)-(4.35) die Parameter
λ∗ = 0.6222, µ∗1 = 0.3333, µ
∗
2 = 0.0444, und der Maßwechsel von Parekh und Walrand
fu¨hrt auf die Parameter λ∗ = 0.48, µ∗1 = 0.48, µ
∗
2 = 0.04.
Bevor wir die numerischen Ergebnisse pra¨sentieren, Vergleiche unserer Strategien mit dem
Maßwechsel von Parekh und Walrand sowie von unserer effizientesten Strategie, als die
sich Strategie 2 erweist, mit der Cross–Entropy–Methode, beschreiben wir nun die dazu
durchgefu¨hrten Simulationen und die Bedeutung der in den jeweiligen Tabellen enthalte-
nen Gro¨ßen. Ein Simulationslauf beginnt mit der Ankunft des ersten Kunden im System
und endet, wenn entweder das System leer oder das Populationsniveau L erreicht wird.
Ein Simulationsexperiment besteht aus N unabha¨ngigen Replikationen solcher Simulati-
onsla¨ufe, und fu¨r die untersuchten Strategien haben wir jeweils 10 Simulationsexperimente
durchgefu¨hrt. Alle Simulationsexperimente wurden gema¨ß einer Beschreibung des jewei-
ligen Tandemsystems als Transitionsklassenmodell implementiert.
Die aus den Simulationsexperimenten resultierenden Scha¨tzungen sind in aufsteigender
Sortierung mit γˆ(1), . . . γˆ(10) bezeichnet, der Mittelwert dieser Scha¨tzungen mit γˆ und die
einzelnen Stichprobenvarianzen mit S2(1), . . . , S
2
(10), wobei die Stichprobenvarianzen nicht
aufsteigend sortiert sind, sondern ihre Indizierung gema¨ß der zugeho¨rigen Scha¨tzung der
Wahrscheinlichkeit gewa¨hlt ist, also S2(i) bezeichnet die Stichprobenvarianz fu¨r γˆ(i), i =
1, . . . , 10. Weiterhin bezeichnen
δrel
(
γˆ
)
:=
|γˆ − γ|
γ
die relative Abweichung des Mittelwertes der Scha¨tzungen von der exakten Wahrschein-
lichkeit, also den tatsa¨chlichen relativen Fehler des Mittelwertes der Scha¨tzungen,
δrel(γˆ(i)) :=
|γˆ(i) − γ|
γ
, i = 1, . . . , 10,
die relative Abweichung der einzelnen Scha¨tzungen von der exakten Wahrscheinlichkeit,
also den tatsa¨chlichen relativen Fehler der einzelnen Scha¨tzungen, sowie
δˆrel(γˆ(i)) :=
S(i)
γˆ(i)
√
N
, i = 1, . . . , 10,
‖Die Simulationen wurden ohne Rundung der Parameter durchgefu¨hrt.
4.5 Tandemwarteschlangennetze 167
die aus den Simulationsla¨ufen resultierenden mittels der Stichprobenvarianz gescha¨tz-
ten relativen Fehler, die proportional zur relativen Breite von Konfidenzintervallen mit
entsprechenden vom gewu¨nschten Konfidenzniveau abha¨ngigen Quantilen als Proportio-
nalita¨tsfaktor sind und K die mittlere Anzahl von U¨berga¨ngen je Lauf, also die mittlere
Laufla¨nge.
Die Tabellen 4.1 und 4.2 zeigen einen Vergleich unserer Strategien mit dem Maßwechsel
von Parekh und Walrand.
L = 12, γ = 1.4693 · 10−11, N = 105
Parekh/Walrand Strategie 1 Strategie 2
γˆ(1)/10
−11 1.4112 1.4373 1.4567
γˆ(2)/10
−11 1.4151 1.4541 1.4589
γˆ(3)/10
−11 1.4286 1.4616 1.4682
γˆ(4)/10
−11 1.4309 1.4722 1.4709
γˆ(5)/10
−11 1.4341 1.4750 1.4766
γˆ(6)/10
−11 1.4639 1.4753 1.4806
γˆ(7)/10
−11 1.4805 1.4931 1.4813
γˆ(8)/10
−11 1.4884 1.4934 1.4844
γˆ(9)/10
−11 1.5180 1.4985 1.4897
γˆ(10)/10
−11 1.5478 1.5005 1.4956
γˆ/10−11 1.4619 1.4761 1.4763
δrel
(
γˆ
)
5.0704 · 10−3 4.6281 · 10−3 4.7574 · 10−3
maxi δrel(γˆ(i)) 5.3427 · 10−2 2.1779 · 10−2 1.7900 · 10−2
maxi δˆrel(γˆ(i)) 3.1960 · 10−2 1.3732 · 10−2 1.2746 · 10−2
K 20.693 20.349 17.572
Tabelle 4.1: Vergleich der Strategien fu¨r Populationsni-
veau 12 mit jeweils 105 La¨ufen je Simulationsexperiment
Wir entnehmen Tabelle 4.1, daß fu¨r das Populationsniveau L = 12 mit der U¨berlaufwahr-
scheinlichkeit 1.4693 · 10−11, also einer noch verha¨ltnisma¨ßig großen oder vielleicht besser
gesagt moderat kleinen Wahrscheinlichkeit, auch der Maßwechsel von Parekh und Wal-
rand akzeptable Ergebnisse in angemessener Zeit liefert, bei 105 unabha¨ngigen La¨ufen in
jedem Simulationsexperiment. Wir stellen aber bereits hier fest, daß unsere beiden Stra-
tegien robuster als die von Parekh und Walrand sind. Wa¨hrend der relative Fehler des
Mittelwertes aller Scha¨tzwerte aus zehn Simulationsexperimenten bei Parekh und Wal-
rand nur geringfu¨gig gro¨ßer als bei unseren Strategien ist, ist der maximale relative Fehler
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L = 25, γ = 2.8722 · 10−25, N = 106
Parekh/Walrand Strategie 1 Strategie 2
γˆ(1)/10
−25 2.4122 2.6836 2.7242
γˆ(2)/10
−25 2.4297 2.7228 2.7674
γˆ(3)/10
−25 2.4303 2.7650 2.7926
γˆ(4)/10
−25 2.5249 2.7730 2.8086
γˆ(5)/10
−25 2.8856 2.7783 2.8303
γˆ(6)/10
−25 3.0910 2.7885 2.8377
γˆ(7)/10
−25 3.4965 2.8157 2.8684
γˆ(8)/10
−25 4.1529 2.8397 2.8916
γˆ(9)/10
−25 4.8580 2.8638 2.9650
γˆ(10)/10
−25 25.811 3.0009 3.0043
γˆ/10−25 5.4092 2.8031 2.8490
δrel
(
γˆ
)
8.8330 · 10−1 2.4048 · 10−2 8.0740 · 10−3
maxi δrel(γˆ(i)) 7.9865 6.5664 · 10−2 5.1528 · 10−2
maxi δˆrel(γˆ(i)) 8.7567 · 10−1 4.4658 · 10−2 5.2176 · 10−2
K 47.232 47.724 39.462
Tabelle 4.2: Vergleich der Strategien fu¨r Populationsni-
veau 25 mit jeweils 106 La¨ufen je Simulationsexperiment
aller zehn Scha¨tzwerte bei unseren Strategien um den Faktor 2.45 (Strategie 1) bzw. um
den Faktor 2.98 (Strategie 2) kleiner als bei Parekh und Walrand. Zudem beno¨tigt Strate-
gie 2 etwas weniger Rechenaufwand, da die mittlere Anzahl K von U¨berga¨ngen in einem
Lauf kleiner ist.
Tabelle 4.2 verdeutlicht, daß fu¨r Populationsniveau L = 25 bei entsprechend kleiner U¨ber-
laufwahrscheinlichkeit der Maßwechsel von Parekh und Walrand bei N = 106 unabha¨ngi-
gen La¨ufen keine verla¨ßlichen Ergebnisse liefert, ein Effekt der auch bei Vergro¨ßerung der
Laufzahl auftritt. Der Mittelwert aller zehn Scha¨tzungen weist einen relativen Fehler von
mehr als 88% auf, der maximale relative Fehler betra¨gt gar mehr als 875%. Die Ergebnisse
sind also unbrauchbar. Unsere Strategien liefern dagegen durchweg gute Ergebnisse mit
relativen Fehlern von maximal etwa 6.6% (Strategie 1) bzw. 5.2% (Strategie 2). Daru¨ber-
hinaus zeigt sich wieder, daß bei gleicher Anzahl unabha¨ngiger La¨ufe unsere Strategie 1 in
etwa den gleichen Rechenaufwand wie der Maßwechsel von Parekh und Walrand beno¨tigt,
wa¨hrend der Rechenaufwand bei der Strategie 2 kleiner ist.
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Wir sehen also insgesamt, daß unsere beiden Strategien deutliche Verbesserungen ge-
genu¨ber Parekh und Walrand sind, wobei Strategie 2 sogar mit weniger Rechenaufwand
je Lauf auskommt und somit als die effizienteste Strategie anzusehen ist.
Einen weiteren Effekt, den wir beobachten ko¨nnen, ist die Tendenz zur Unterscha¨tzung des
relativen Fehlers in allen Verfahren. Da in realistischen Simulationen gerade der gescha¨tz-
te relative Fehler ein Abbruchkriterium oder Gu¨tekriterium ist und zur Konstruktion von
Konfidenzintervallen dient, stellt diese Unterscha¨tzung einen kritischen Punkt dar. Eine
starke Unterscha¨tzung des relativen Fehlers fu¨hrt zur Konstruktion von zu optimistischen
Konfidenzintervallen, und die tatsa¨chliche U¨berdeckungswahrscheinlichkeit (coverage) ist
dann kleiner als das angenommene oder vorgegebene Konfidenzniveau. Dieser Effekt tritt
bei den Werten in Tabelle 1 noch nicht auf, beim Maßwechsel von Parekh und Walrand
entnehmen wir jedoch Tabelle 2, daß der relative Fehler erheblich unterscha¨tzt wird. Dazu
wollen wir zusa¨tzlich anmerken, daß gerade fu¨r den Scha¨tzwert mit dem gro¨ßten relativen
Fehler ein sehr kleiner relativer Fehler gescha¨tzt wurde. Das fu¨hrt also in realistischen
Situationen mit unbekannten Wahrscheinlichkeiten dazu, daß irrtu¨mlich eine vorgegebene
Genauigkeit im Sinne etwa eines maximalen relativen Fehlers oder einer maximalen rela-
tiven Konfidenzintervallbreite angenommen wird. Fu¨r unsere Strategien wird der relative
Fehler nur geringfu¨gig oder gar nicht unterscha¨tzt, und alle Konfidenzintervalle weisen
tatsa¨chlich die angenommene U¨berdeckung auf.
Das Problem der Unterscha¨tzung relativer Fehler beim Maßwechsel von Parekh und Wal-
rand zeigt deutlich, daß es erstrebenswert ist, bei der Erprobung neuer Strategien und
bei Vergleichen von Strategien exakte Werte zur Verfu¨gung zu haben. Eine empirische
Demonstration der Gu¨te eines Maßwechsels rein anhand gescha¨tzter relativer Fehler oder
damit konstruierter Konfidenzintervalle, wie leider ha¨ufig in der Literatur anzutreffen, ist
also mit Skepsis zu betrachten. Selbstversta¨ndlich kann man aber nicht erwarten, jeweils
exakte Werte zu kennen, da ansonsten keine Simulation notwendig wa¨re. Dennoch gibt es
neben der Scha¨tzung des relativen Fehlers Mo¨glichkeiten zur Verifikation der Verla¨ßlichkeit
der Ergebnisse, etwa, wie wir es getan haben, die Durchfu¨hrung mehrerer Simulationen
und die Betrachtung der Schwankungen der gewonnenen Scha¨tzwerte.
Im folgenden wollen wir unsere effizientere Strategie 2 noch mit der zustandsunabha¨ngigen
Variante der Cross–Entropy–Methode fu¨r Markovketten [dB00] vergleichen, bei der die Pa-
rameter λ∗, µ∗1 und µ
∗
2 durch adaptive Optimierung berechnet werden. Zwar stellen wir die
Cross–Entropy–Methode erst in Abschnitt 5.4 detailliert vor und speziell die zustandsun-
abha¨ngige Variante in 5.4.2, jedoch wollen wir sie bereits hier zum Vergleich heranziehen,
um die Effizienz unserer Strategie zu demonstrieren. Dazu reicht es aus, zu wissen, daß
bei der zustandsunabha¨ngigen Variante der Cross–Entropy–Methode (sowohl bei Anwen-
dung auf Markovketten als auch bei der Formulierung fu¨r Transitionsklassenmodelle) die
Parameter λ∗, µ∗1 und µ
∗
2 durch mehrere Iterationen bestimmt werden, die jeweils aus un-
abha¨ngigen Simulationsla¨ufen bestehen. Um basierend auf einer Iteration die Parameter
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fu¨r den na¨chsten Iterationsschritt zu bestimmen, ist dabei jeweils zusa¨tzlich die Lo¨sung
eines linearen Gleichungssystems notwendig. Die eigentliche Simulation, die Scha¨tzung
der gesuchten Wahrscheinlichkeit, erfolgt dann in einem weiteren Schritt, na¨mlich der
Durchfu¨hrung unabha¨ngiger La¨ufe unter Verwendung der optimierten Parameter. Fu¨r
unsere Beispielmodelle haben wir aus [dB00] die optimierten Parameter entnommen,
λ∗ = 0.577, µ∗1 = 0.347, µ
∗
2 = 0.076 fu¨r L = 12 und λ
∗ = 0.585, µ∗1 = 0.340, µ
∗
2 = 0.074 fu¨r
L = 25.
Die Tabellen 4.3 und 4.4 zeigen eine Gegenu¨berstellung unserer Strategie 2 mit der zu-
standsunabha¨ngigen Variante der Cross–Entropy–Methode bei (anna¨hernd) gleichem Si-
mulationsaufwand fu¨r beide Verfahren.
L = 12, γ = 1.4693 · 10−11
Cross–Entropy optimiert Strategie 2
N = 105 N = 372255
γˆ(1)/10
−11 1.4522 1.4537
γˆ(2)/10
−11 1.4567 1.4621
γˆ(3)/10
−11 1.4622 1.4653
γˆ(4)/10
−11 1.4630 1.4673
γˆ(5)/10
−11 1.4632 1.4698
γˆ(6)/10
−11 1.4663 1.4701
γˆ(7)/10
−11 1.4692 1.4748
γˆ(8)/10
−11 1.4724 1.4758
γˆ(9)/10
−11 1.4803 1.4801
γˆ(10)/10
−11 1.4883 1.4875
γˆ/10−11 1.46738 1.47065
δrel
(
γˆ
)
1.3068 · 10−3 9.1881 · 10−4
maxi δrel(γˆ(i)) 1.2931 · 10−2 1.2387 · 10−2
maxi δˆrel(γˆ(i)) 9.7025 · 10−2 8.3141 · 10−2
Tabelle 4.3: Vergleich mit der Cross–Entropy–Methode fu¨r
Populationsniveau 12
Zur Gewa¨hrleistung eines vergleichbaren Simulationsaufwands fu¨r unsere Strategie und
die Cross–Entropy–Methode haben wir den Aufwand, der bei der Cross–Entropy–Methode
zur Bestimmung der optimierten Parameter, mit denen die eigentliche Simulation durch-
gefu¨hrt wird, gema¨ß der numerischen Ergebnisse aus [dB00] einbezogen und dementspre-
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L = 25, γ = 2.8722 · 10−25
Cross–Entropy optimiert Strategie 2
N = 106 N = 3779854
γˆ(1)/10
−25 2.7813 2.7969
γˆ(2)/10
−25 2.7945 2.8235
γˆ(3)/10
−25 2.7994 2.8247
γˆ(4)/10
−25 2.8154 2.8437
γˆ(5)/10
−25 2.8180 2.8751
γˆ(6)/10
−25 2.8226 2.8883
γˆ(7)/10
−25 2.9122 2.8915
γˆ(8)/10
−25 2.9181 2.9236
γˆ(9)/10
−25 2.9198 2.9278
γˆ(10)/10
−25 3.0070 3.0605
γˆ/10−25 2.85883 2.88556
δrel
(
γˆ
)
4.6550 · 10−3 4.6515 · 10−3
maxi δrel(γˆ(i)) 4.6933 · 10−2 6.5560 · 10−2
maxi δˆrel(γˆ(i)) 4.0872 · 10−2 5.2355 · 10−2
Tabelle 4.4: Vergleich mit der Cross–Entropy–Methode fu¨r
Populationsniveau 25
chend die korrespondierende Anzahl unabha¨ngiger La¨ufe fu¨r unsere Strategie berechnet.
Das Lo¨sen von Gleichungssystemen bei der Cross–Entropy–Methode bleibt dabei un-
beru¨cksichtigt, sodaß unsere Strategie gegenu¨ber der Cross–Entropy–Methode gerade den
dafu¨r beno¨tigten Rechenaufwand spart.
Wie zuvor haben wir jeweils 10 Simulationsexperimente fu¨r jedes Verfahren durchgefu¨hrt.
Fu¨r das Populationsniveau L = 12 wurden dabei jeweils 105 unabha¨ngige Simulationsla¨ufe
der Cross–Entropy–Methode mit den optimierten Parametern aus [dB00] durchgefu¨hrt,
wobei in [dB00] 240000 La¨ufe zur Optimierung beno¨tigt wurden, also insgesamt 340000
La¨ufe. Eine Untersuchung fu¨r die Simulation mit den optimierten Parametern ergibt eine
mittlere Laufla¨nge von 19.239, wobei die zur Optimierung beno¨tigten La¨ufe mindestens
ebenso lang sind. Daraus ergeben sich also insgesamt im Mittel mindestens 6541260 simu-
lierte Zustandsu¨berga¨nge. Unsere Strategie 2 beno¨tigt im Mittel 17.572 U¨berga¨nge, und
damit ergibt sich
N ≈ 6541260
17.572
= 372254.7
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fu¨r die Anzahl unabha¨ngiger Simulationsla¨ufe fu¨r unsere Strategie 2, um einen zur Cross–
Entropy–Methode (anna¨hernd) gleichen Simulationsaufwand zu erhalten. Wir kommen
daher also auf die in Tabelle 4.3 angegebenen Werte von N = 105 fu¨r die Cross–Entropy–
Methode mit optimierten Parametern und N = 372255 fu¨r unsere Strategie 2. Analog
berechnet sich die Anzahl unabha¨ngiger La¨ufe fu¨r das Populationsniveau 25 und 106 La¨ufe
der Cross–Entropy–Methode mit optimierten Parametern. Die Cross–Entropy–Methode
beno¨tigt hier insgesamt 3460000 La¨ufe, die im Mittel 43.11 Zustandsu¨berga¨nge enthalten.
Bei 39.462 U¨berga¨ngen im Mittel pro Lauf fu¨r unsere Strategie 2, folgt N = 3779854.
Die Tabellen zeigen, daß unser Maßwechsel a¨hnlich gute Ergebnisse liefert wie die Cross–
Entropy–Methode, sogar etwas kleinere relative Fehler aufweist. Die Scha¨tzungen der re-
lativen Fehler sind ebenfalls gut, und die resultierenden Konfidenzintervalle weisen daher
die gewu¨nschte U¨berdeckung auf. Unsere Strategie kann als effizienter angesehen werden,
denn sie spart die Lo¨sung linearer Gleichungssysteme, die bei der Cross–Entropy–Methode
zur Bestimmung der Parameter λ∗, µ∗1 und µ
∗
2 beno¨tigt werden. Zudem muß die Bestim-
mung dieser Parameter auch bei gleichen Parametern λ, µ1 und µ2 des Originalmodells bei
der Cross–Entropy–Methode fu¨r jedes Populationsniveau L neu durchgefu¨hrt werden und
fu¨hrt auch auf andere Parameterwerte, wa¨hrend unsere Strategie vom Populationsniveau
unabha¨ngig ist.
Wir wollen nun auf die Grenzen sowohl unserer Maßwechselstrategien als auch der zu-
standsunabha¨ngigen Cross–Entropy–Methode eingehen. Fu¨r das Populationsniveau L =
50 mit einer U¨berlaufwahrscheinlichkeit von 6.0327 · 10−52 liefern weder unsere Strategien
noch die Cross–Entropy–Methode verla¨ßliche Ergebnisse mit auch nur anna¨hernd so ge-
ringen relativen Fehlern wie fu¨r die zuvor betrachteten kleineren Niveaus, selbst bei 109
unabha¨ngigen La¨ufen nicht. Dabei tritt dann auch der fu¨r Parekh und Walrand bereits
zuvor beschriebene Effekt der zu großen Unterscha¨tzung des relativen Fehlers auf, woraus
bei naiver Betrachtung falsche Schlu¨sse bezu¨glich der Gu¨te der Scha¨tzwerte fu¨r die Wahr-
scheinlichkeiten und zu kleine Konfidenzintervalle resultieren. Wir konnten diesen Effekt
im vorliegenden Fall leicht durch Vergleich mit der exakten Wahrscheinlichkeit sehen, aber
auch ohne die Kenntnis des exakten Wertes ha¨tten wir dies anhand der Schwankungen
der Scha¨tzwerte aus den Simulationsexperimenten festgestellt.
Einen positiven Aspekt ko¨nnen wir jedoch auch fu¨r das Poupulationsniveau L = 50 fest-
halten: obwohl der relative Fehler der Scha¨tzwerte bis zu 100% betra¨gt, sind die Gro¨ßen-
ordnungen der Scha¨tzwerte jeweils im Bereich von10−53 bis 10−51, fast immer haben die
Scha¨tzwerte sogar die korrekte Gro¨ßenordnung von 10−52. Das stellt im Vergleich zu Pa-
rekh und Walrand und noch mehr im Vergleich zur direkten Simulation selbstversta¨ndlich
eine enorme Verbesserung dar. Die Varianz ist also erheblich reduziert, wenn auch nicht
bis auf einen Bereich der zumindest relative Fehler von weniger als 10% in vertretbarer
Zeit liefert.
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4.5.3 Potentielle Verallgemeinerungen
Abschließend erla¨utern wir fu¨r unsere Maßwechselstrategien nun denkbare Erweiterungen
oder Verallgemeinerungen und beschreiben die Ziele weiterer Forschung. Einige Erweite-
rungen und Verallgemeinerungen liegen auf der Hand. Die Ideen, die zu den Maßwech-
selstrategien fu¨hren, ko¨nnen analog fu¨r unterschiedliche Bedienraten angewendet werden.
Wir haben darauf verzichtet, da in diesem Fall der Maßwechsel von Parekh und Walrand
asymptotisch optimal ist. Fu¨r konkrete Gro¨ßenordnungen der betrachteten Wahrschein-
lichkeiten ko¨nnen aber selbstversta¨ndlich Maßwechselstrategien existieren, die effizienter
sind als asymptotisch optimale Maßwechsel. Simulationsexperimente mit unserer Maß-
wechselstrategie 2 haben ergeben, daß diese auch fu¨r unterschiedliche Bedienraten bei ana-
loger Anwendung der zugrundeliegenden Ideen jedenfalls nicht schlechter zu sein scheint
als der Maßwechsel von Parekh und Walrand. Hier sind jedoch weitere ausfu¨hrlichere Un-
tersuchungen notwendig. Eine Erweiterung auf Tandemsysteme mit mehr als zwei Knoten,
prinzipiell mit beliebig vielen Knoten, ist ebenfalls mo¨glich, ebenso auf Systeme mit War-
teschlangen beschra¨nkter Kapazita¨t oder mit einigen Warteschlangen unbeschra¨nkter und
einigen Warteschlangen beschra¨nkter Kapazita¨t sowie auf allgemeinere Jackson–Netze wie
etwa Systeme mit Ru¨ckkopplungen (feedback). Auch hierzu bedarf es in Zukunft jeweils
weiterer ausfu¨hrlicher Untersuchungen.
Wir vermuten außerdem, daß die zugrundeliegenden Ideen grundsa¨tzlich auch auf nicht–
Markovsche Tandemsysteme anwendbar sind, und die Herleitung entsprechender Maß-
wechsel ist ein weiterer Gegenstand zuku¨nftiger Forschung. Hierbei sind verschiedene Va-
rianten fu¨r die Verteilungen der Zwischenankunfts- und Bedienzeiten des nach dem Maß-
wechsel resultierenden modifizierten Modells zu bedenken. Eine Variante besteht darin,
die Verteilungsfamilie beizubehalten und lediglich Parameter zu vera¨ndern, also etwa die
Erwartungswerte oder ho¨here Momente der Verteilungen zu vera¨ndern. Denkbar erscheint
jedoch auch, das Modell in ein Markovsches Modell zu transformieren, wobei dann bei der
Bildung der Likelihood–Quotienten beachtet werden muß, daß die Originalverteilung und
die Importance–Sampling–Verteilung jeweils unterschiedlichen Typs sind. Schließlich soll
die Anwendbarkeit der Maßwechselstrategien oder zumindest der zugrundeliegenden Ideen
auf andere Gro¨ßen als die Gesamtpopulation untersucht werden, beispielsweise U¨berla¨ufe
einzelner Stationen oder verschiedene stationa¨re Wahrscheinlichkeiten. Dabei sollen so-
wohl Markovsche Tandemsysteme als auch die genannten Verallgemeinerungen betrachtet
werden.
Sicherlich ist neben der Erweiterung und Verallgemeinerung der Maßwechselstrategien
auch erstrebenswert, theoretische Analysen zur Gu¨te der Maßwechselstrategien durch-
zufu¨hren, also zu untersuchen, inwieweit sie auf asymptotisch optimale Scha¨tzer fu¨hren
oder zumindest fu¨r die in den numerischen Beispielen betrachteten Gro¨ßenordnungen
der Wahrscheinlichkeiten effiziente Scha¨tzer liefern. Die empirisch gezeigte Verbesserung
gegenu¨ber dem Maßwechsel von Parekh und Walrand soll also insbesondere fu¨r die kri-
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tischen Parameterregionen analytisch belegt werden. Dazu wird angestrebt, analog zur
Untersuchung des Maßwechsels von Parekh und Walrand in Glasserman und Kou [GK95]
unter Verwendung der Theorie großer Abweichungen Parameterregionen zu identifizieren,
in denen unsere Maßwechsel asymptotisch optimal oder zumindest effizienter als der von
Parekh und Walrand sind.
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5 Adaptives Importance Sampling
Die Schwierigkeiten, den optimalen IS–Scha¨tzer oder Maßwechsel, einen zumindest asym-
ptotisch optimalen oder wenigstens einen solchen, der große Varianzreduktion liefert, zu
finden, motivieren den Ansatz, den Maßwechsel wa¨hrend der Simulation adaptiv zu ver-
bessern. Adaptiv bedeutet anpassend oder auch lernend∗, und ein adaptives Verfahren
ist ein iteratives Verfahren, das basierend auf Zwischenergebnissen angepaßte verbesserte
Ergebnisse produziert. Beim Importance Sampling soll so – zumindest fu¨r eine gegebe-
ne Klasse von Strategien – der optimale Maßwechsel
”
gelernt“ oder angena¨hert werden.
Adaptives Importance Sampling basiert dabei darauf, daß innerhalb der Simulation die
gesuchte Gro¨ße, die Varianz und/oder weitere Gro¨ßen, die in Bezug zur Gu¨te des Scha¨tzers
stehen, gescha¨tzt werden ko¨nnen. Der Maßwechsel wird wa¨hrend der Simulation basierend
auf den bereits durchgefu¨hrten Simulationsschritten angepaßt, um so den korrespondie-
renden Scha¨tzer zu verbessern.
Eine Maßwechselstrategie ist typischerweise dadurch charakterisiert, daß Parameter des
zugrundeliegenden Wahrscheinlichkeitsmaßes vera¨ndert werden. Dieses Wahrscheinlich-
keitsmaß ist, insbesondere fu¨r mehrdimensionale Zufallsgro¨ßen oder stochastische Prozes-
se, nicht nur von einem einzelnen oder einigen wenigen Parametern abha¨ngig, sondern
beschrieben durch eine ganze Reihe, einen Satz von Parametern, die vera¨ndert werden
ko¨nnen. Dies sind beispielsweise bei Markovketten alle U¨bergangswahrscheinlichkeiten
oder -raten, wobei das IS–Maß sogar durch eine noch gro¨ßere Anzahl von Parametern als
das Originalmaß bestimmt sein kann, wenn man etwa eine inhomogene Markovkette zur
Importance–Sampling–Simulation einer homogenen Markovkette verwendet.
Es ist klar, daß eine solche Parametrisierung prinzipiell eine Einschra¨nkung des Maß-
wechsels darstellt, in dem Sinne, daß die in Frage kommenden IS–Maße oder –Dichten
auf eine parametrisierte Familie eingeschra¨nkt werden, wie etwa auch bei der Skalierung,
der Translation und dem exponentiellen Maßwechsel, siehe Abschnitt 3.3.5. Je nach Art
der Parametrisierung kann also der optimale Maßwechsel oder sogar jeder asymptotisch
optimale Maßwechsel dadurch ausgeschlossen werden, wie es bei den in 3.3.5 beschriebe-
nen Strategien auch leider ha¨ufig der Fall ist. Somit kann man also auch beim adaptiven
Importance Sampling nicht von einem allgemeinen Verfahren sprechen, das immer zum
Erfolg fu¨hrt. Die Optimierung, nach welchem Verfahren sie auch immer durchgefu¨hrt wird,
erfolgt nur im eingeschra¨nkten Rahmen der gewa¨hlten Parametrisierung. Dies ist jedoch
kein spezifisches Problem adaptiver Strategien, es stellt sich ebenso bei anderen Varianten,
und zudem ist das Konzept der Parametrisierung sehr flexibel. Grob gesprochen, je gro¨ßer
die Anzahl der Parameter, desto geringer ist die Einschra¨nkung des Maßwechsels. Man
denke zum Beispiel an den Unterschied zwischen zustandsabha¨ngigen und –unabha¨ngi-
∗Die Begriffe Adaption und Lernen sind vor allem in der ku¨nstlichen Intelligenz und bei neuronalen
Netzen u¨blich und weit verbreitet. Auch bei der Mustererkennung sind Methoden des u¨berwachten und
des unu¨berwachten Lernens (supervised/unsupervised learning) von großer Bedeutung.
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gen Maßwechseln bei Warteschlangenmodellen oder an die oben angefu¨hrte Mo¨glichkeit
inhomogener Markovketten als IS–Maß fu¨r homogene Markovketten. Auch im Kontext
von Tail–Wahrscheinlichkeiten ist die Freiheit beim Maßwechsel groß. Betrachten wir als
einfachen Fall exponentiell verteilte reelle Zufallsvariablen. Die naheliegendste Familie fu¨r
die IS–Dichte ist sicherlich die Familie der exponentiell verteilten Zufallsvariablen, also
schlicht die Vera¨nderung des einen Parameters, der die Exponentialverteilung beschreibt,
was in diesem Fall sowohl der Translation als auch dem exponentiellen Maßwechsel ent-
spricht, jedoch, wie wir in Abschnitt 3.3.3 gesehen haben, den optimalen Maßwechsel aus-
schließt. Weniger eingeschra¨nkte Maßwechsel ko¨nnen hier grundsa¨tzlich jede reelle Dichte
erlauben, insbesondere auch solche, die von mehr als einem Parameter abha¨ngen. Wir
sehen also, daß eine geschickte, ausreichend allgemeine, mo¨glichst viele Mo¨glichkeiten
umfassende Parametrisierung das Problem der Einschra¨nkung des Maßwechsels erheblich
mindern kann, allerdings selbstversta¨ndlich auf Kosten eines erho¨hten Aufwands.
Die Gu¨te einer Maßwechselstrategie und damit die Gu¨te des korrespondierenden Scha¨tzers
ha¨ngt dann wesentlich von den konkret gewa¨hlten Parameterwerten fu¨r das IS–Maß oder
die IS–Dichte ab. Optimale Parameter fu¨r eine Strategie sind dabei solche, die die Va-
rianz fu¨r diese Strategie minimieren und somit den bestmo¨glichen Scha¨tzer liefern. Die
Minimierung der Varianz kann dabei sowohl direkt erfolgen als auch indirekt, indem ein
der Varianz verwandtes Gu¨tekriterium optimiert wird. Im Bereich der Optimierung wird
u¨blicherweise von einer zu optimierenden Kostenfunktion oder Zielfunktion gesprochen.
Ist diese Zielfunktion exakt verfu¨gbar, so ko¨nnen Methoden der Variationsrechnung an-
gewendet werden. Ebenso kann ein exponentieller Maßwechsel optimiert werden, wenn
Ratenfunktionen großer Abweichungen fu¨r das zu untersuchende System bekannt sind. In
der Regel sind aber weder die Varianz oder andere Gu¨tekriterien fu¨r IS–Scha¨tzer noch
Ratenfunktionen bekannt, und selbst, falls dies der Fall ist, ist das resultierende Optimie-
rungsproblem fu¨r realistische Systeme analytisch oder numerisch meist nur sehr schwer
oder gar nicht lo¨sbar. Ein Ausweg ist die Optimierung von Scha¨tzungen des Gu¨tekriteri-
ums, also etwa die Minimierung der Stichprobenvarianz des IS–Scha¨tzers. Das bedeutet,
beim adaptiven Importance Sampling werden mehrere Iterationen durchgefu¨hrt, wobei
jede Iteration aus einer (großen) Anzahl von Simulationsla¨ufen – unabha¨ngige Replika-
tionen, Batches oder regenerative Zyklen – besteht. Aus diesen Simulationsla¨ufen werden
dann sowohl die zu bestimmende Gro¨ße als auch die Gu¨tekriterien gescha¨tzt, basierend auf
den Scha¨tzungen werden die Parameter vera¨ndert, so, daß sie die Scha¨tzung des Gu¨tekri-
teriums optimieren, und mit diesen Parametern wird die na¨chste Iteration durchgefu¨hrt.
Die Vera¨nderung der Parameter erfordert dabei natu¨rlich einen Algorithmus, der gema¨ß
der Scha¨tzungen aus einer Iteration die neuen Parameter fu¨r die na¨chste Iteration be-
rechnet. Ein solcher Algorithmus kann eine einfache Heuristik sein, von der man an-
nimmt, daß sie den Scha¨tzer sukzessive verbessert, oder eine systematische Optimierung
der Stichprobenvarianz oder des verwandten Gu¨tekriteriums. Dies ist typischerweise ein
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mehrdimensionales nichtlineares Optimierungsproblem, wofu¨r ha¨ufig stochastische Algo-
rithmen eingesetzt werden. Es existieren viele verschiedene Optimierungsalgorithmen, die
auf statistischen Scha¨tzungen operieren, so etwa die klassischen Verfahren von Robbins
und Monro [RM51] sowie Kiefer und Wolfowitz [KW52] und andere stochastische Opti-
mierungsverfahren wie Simulated Annealing, stochastische Gradientenabstiegs– und New-
tonverfahren. Man kann diese auf verschiedene Arten klassifizieren. Eine Unterscheidung
ist die nach globalen und lokalen Optimierungsverfahren, also danach, ob globale oder
eventuell nur lokale Optima bestimmt werden. Eine weitere Unterscheidung ist die nach
Verfahren, die Ableitungen bzw. Gradienten einbeziehen, und solchen, in denen dies nicht
der Fall ist. Fu¨r ausfu¨hrliche Darstellungen stochastischer Optimierungsverfahren und
Optimierung mittels Simulation verweisen wir auf die zahlreiche Literatur, insbesondere
auf [And98, Duf97, Fu94, Gly89, KC78, Rub86, RSU96, RS93, Rub97, RM98]. Verfah-
ren zur Scha¨tzung von Ableitungen und Gradienten, insbesondere unter Verwendung von
Likelihood–Quotienten, wie sie etwa auch bei der Sensitivita¨tsanalyse eingesetzt werden,
sind daneben unter anderem in [Ecu90a, Gly90, Nak95] beschrieben.
Adaptives Importance Sampling bietet den offensichtlichen Vorteil, daß nicht vorab ein
Maßwechsel gewa¨hlt werden muß, unter dem dann die gesamte Importance–Sampling–
Simulation durchgefu¨hrt wird. Es ist potentiell allgemeiner anwendbar und nicht etwa auf
spezielle Typen stochastischer Prozesse oder auf bestimmte Dichtefamilien zugeschnit-
ten, das Prinzip ist unabha¨ngig von der konkreten Problemstellung, und es ist prin-
zipiell kein spezielles Wissen u¨ber das konkrete zu untersuchende System erforderlich.
Die adaptive Verbesserung erleichtert insbesondere auch die Anwendung von Importance
Sampling durch Nichtexperten, da der Anwender den Maßwechsel, unter dem schließlich
die Scha¨tzung erfolgt, nicht selbst angeben muß. Die Vorteile des adaptiven Importan-
ce Sampling gehen auf Kosten eines zum Teil erheblichen Mehraufwands fu¨r die Simu-
lation, da die eigentliche Scha¨tzung der gesuchten Gro¨ße erst mit den zuvor simulativ
bestimmten Maßwechselparametern erfolgt. Wie ganz allgemein bei iterativen Verfahren
stellt sich auch hier die Frage nach der Konvergenz, nach der Wahl geeigneter Startwerte
und Abbruchkriterien. Diese Punkte ko¨nnen je nach Art des zu untersuchenden Systems,
der Parametrisierung, der Gu¨tekriterien zur Bewertung der iterativen Scha¨tzwerte und
des verwendeten Optimierungsverfahrens sehr unterschiedlich sein. Zudem sind die ge-
fundenen Parameter aufgrunddessen, daß die Optimierung auf Simulationen beruht, nur
anna¨hernd optimale Scha¨tzungen, was jedoch bei hinreichend guten Scha¨tzungen in Kauf
zu nehmen ist. Fu¨r realistische Systeme ist meist eine analytische oder numerische Bestim-
mung eines geeigneten Maßwechsels nicht mo¨glich, auch die Theorie großer Abweichungen
ist dann nicht anwendbar. Vor allem in solchen Fa¨llen ist adaptives Importance Sampling
eine gute Alternative und stellt oft die einzige praktikable Mo¨glichkeit dar.
Adaptive Importance–Sampling–Strategien unter Verwendung einfacher Heuristiken wur-
den Ende der 80er Jahre im Bereich der Sicherheit physikalischer Systeme zur Bestim-
mung von Fehlerraten mechanischer Strukturen entwickelt und dann auch bei der Berech-
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nung hochdimensionaler Integrale [OB92, OB93] sowie zur Bestimmung kleiner Bitfeh-
lerwahrscheinlichkeiten in digitalen Kommunikationskana¨len eingesetzt [SR93]. Aktuelle-
re Verfahren zur Bestimmung von Bitfehlerwahrscheinlichkeiten und Verfahren zur Be-
stimmung von U¨berlauf– oder Verlustwahrscheinlichkeiten in Warteschlangenmodellen,
die wir in Abschnitt 5.3 vorstellen, verfolgen in der Regel den Ansatz der Minimierung
der Stichprobenvarianz des IS–Scha¨tzers, wobei stochastische Suchverfahren, Simulated
Annealing, stochastische Gradientenabstiegs– oder Newtonverfahren eingesetzt werden
[ADT93, DT93a, DT93b, DAT93, DAFT93, FDT94, FDAT96, RSN+00, Sri98, Sri02].
Eine Alternative wird in [OA91] vorgeschlagen. Hier wird die IS–Dichte adaptiv basie-
rend auf einem Abstandsmaß fu¨r Wahrscheinlichkeitsverteilungen, der sogenannten f–
Divergenz oder Ali–Silvey–Distanz, bestimmt, wobei leider eine ungeschickte Parametri-
sierung zum Ausschluß der optimalen IS–Dichte fu¨hrt. Dieser konkrete Ansatz wurde
nach unserem Wissen nicht weiter verfolgt, ist aber dennoch bemerkenswert, da die Ver-
wendung eines Abstandsmaßes gerade die zentrale Idee bei der Cross–Entropy–Methode
[Rub97, LR00, Kro02] ist, die in ju¨ngster Zeit in diversen Anwendungsbereichen große
Bedeutung erlangt hat, und die wir in Abschnitt 5.4 genauer beschreiben. In [OK00]
werden adaptive Importance–Sampling–Verfahren zur Analyse sogenannter Bayes–Netze
pra¨sentiert, wobei stochastische Gradientenabstiegsverfahren sowohl zur direkten Vari-
anzminimierung als auch zur Minimierung von Abstandsmaßen angewendet werden. Die-
se Arbeit ist besonders bemerkenswert, da als ein solches Abstandsmaß die Kullback–
Leibler–Divergenz, also die Cross–Entropy, vorgeschlagen wird, jedoch eben gerade unter
einer anderen Bezeichnung und offensichtlich ohne Kenntnis der entsprechenden Arbeiten,
die die Bezeichnung Cross–Entropy verwenden†.
5.1 Einfache heuristische Verfahren
Die ersten einfachen heuristischen adaptiven Importance–Sampling–Strategien wurden
wie bereits erwa¨hnt Ende der 80er Jahre im Bereich der Sicherheit physikalischer Sy-
steme zur Bestimmung von Fehlerraten mechanischer Strukturen entwickelt und einge-
setzt. Stadler und Roy [SR93] beschreiben und analysieren vier solche fru¨hen Algorith-
men und ihre Anwendung auf die Scha¨tzung kleiner Bitfehlerwahrscheinlichkeiten in di-
gitalen Kommunikationskana¨len. Die allgemeine Problemstellung in diesem Kontext ist,
daß empfangene Signale verfa¨lscht oder verrauscht (noisy) sind. Diese Verfa¨lschung ist
typischerweise gema¨ß einer mehrdimensionalen reellen Dichte verteilt, ha¨ufig wird eine
†Wir sehen hier einen ha¨ufig zu beobachtenden Effekt, der nicht nur beim Importance Sampling son-
dern viel allgemeiner in der Forschung auftritt: verschiedene Disziplinen oder Zweige mit unterschiedlichen
Anwendungsgebieten verwenden ohne voneinander Notiz zu nehmen a¨hnliche oder gar identische Tech-
niken, meist aufgrund traditioneller Festlegungen oder historischer Entwicklungen unter abweichenden
Bezeichnungen und Notationen. Leider sind oft die Grenzen zwischen den Anwendungsfeldern und den
dort ta¨tigen Forschern so starr, daß die eine Seite nicht weiß, was auf der jeweils anderen vor sich geht,
und daß Entwicklungen parallel ablaufen und analoge Arbeiten doppelt gemacht werden.
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Gaußsche Verfa¨lschung (Gaussian noise) angenommen. Beim Importance Sampling wird
dann gerade diese Dichte modifiziert, ist also die IS–Dichte.
Bei den in [SR93] beschriebenen Strategien wird nicht ein Gu¨tekriterium fu¨r den IS–
Scha¨tzer direkt optimiert, sondern der Ansatz verfolgt, den Maßwechsel zu optimieren,
indem adaptiv die optimale IS–Dichte approximiert wird. Dazu wird die Tatsache aus-
genutzt, daß die optimale IS–Dichte fu¨r die Scha¨tzung von Wahrscheinlichkeiten mittels
des Erwartungswertes der Indikatorfunktion des interessierenden Ereignisses gerade die
bedingte Dichte unter der Bedingung, daß das Ereignis eintritt, ist, siehe Abschnitt 3.3.3.
Neben zwei nichtparametrischen Ansa¨tzen, bei denen das Ziel ist, die gesamte optimale IS–
Dichte ohne die Voraussetzung einer vorgegebenen Dichtefamilie zu scha¨tzen, beschreiben
Stadler und Roy auch zwei parametrische Ansa¨tze, die beide auf der Translation basie-
ren. Wir wollen die parametrischen Strategien kurz skizzieren und diskutieren; fu¨r Details
sei auf [SR93] und die dort zitierten Originalarbeiten verwiesen. Betrachtet werden da-
bei jeweils mehrdimensionale reelle Dichten fu¨r die Verfa¨lschung, wobei keine Gaußsche
Verfa¨lschung vorausgesetzt wird, die Originaldichte also nicht die einer Normalverteilung
sein muß.
Die erste Strategie besteht darin, in der Iteration den bedingten Erwartungswert und die
bedingten Kovarianzen unter der Bedingung, daß ein Fehler auftritt, zu scha¨tzen, und
dann als IS–Dichte fu¨r den na¨chsten Iterationsschritt die Dichte einer Normalverteilung
mit diesen Scha¨tzungen als Parameter zu wa¨hlen. Als Algorithmus ergibt sich das Schema
1) Wa¨hle Anfangsvektor µinit.
2) Verschiebe die Originaldichte so, daß der Erwartungswert µinit ist, und simuliere mit
dieser Dichte als IS–Dichte.
3) Scha¨tze mittels der Beobachtungen, in denen Fehler aufgetreten sind, den bedingten
Erwartungswert µˆ und die Matrix Kˆ der bedingten Kovarianzen.
4) Wa¨hle die Dichte einer Normalverteilung mit Erwartungswert µˆ und Kovarianzma-
trix Kˆ als IS–Dichte, simuliere und scha¨tze so die Fehlerwahrscheinlichkeit pˆ.
5) Wiederhole 3) und 4) bis ein Abbruchkriterium erfu¨llt ist.
Es fa¨llt bei der Betrachtung des Algorithmus sofort auf, daß schon die Wahl eines An-
fangsvektors einen kritischen Punkt darstellt. Es muß gewa¨hrleistet sein, daß die dadurch
bestimmte IS–Dichte, die durch einfache Translation der Originaldichte resultiert, ausrei-
chend viele Fehler hervorruft, um die Scha¨tzung des bedingten Erwartungswertes und der
Matrix der bedingten Kovarianzen zu ermo¨glichen. In [SR93] bzw. der dort zitierten Ori-
ginalarbeit wird hierzu eine Sensitivita¨tsanalyse vorgesehen, also bereits zur Wahl eines
Startwertes ein erheblicher Aufwand in Kauf genommen. Ein weiterer kritischer Punkt ist
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dann die Scha¨tzung der bedingten Gro¨ßen selbst. Stadler und Roy zeigen, daß zu unge-
naue Scha¨tzungen zur Divergenz des gesamten Algorithmus oder zur Konvergenz gegen
eine vom optimalen Wert deutlich abweichende Lo¨sung fu¨hrt. Ein wesentlicher Nachteil
des Algorithmus im Hinblick auf eine Verallgemeinerung ist die Einschra¨nkung auf Nor-
malverteilungen fu¨r die IS–Dichten in der Iteration. Diese Einschra¨nkung la¨ßt sich auch
nicht einfach dadurch beheben, daß schlicht eine beliebige andere Verteilungsfamilie er-
laubt wird, vielmehr stellt sie eine Grundlage fu¨r die Effektivita¨t des Algorithmus dar,
denn Normalverteilungen sind direkt durch die Parameter Erwartungswert und Kovari-
anzmatrix gegeben, und die Dichten lassen sich somit daraus leicht bestimmen. In allge-
meineren Fa¨llen lassen sich Dichten zu vorgegebenem Erwartungswert und Kovarianzen
oder etwa auch Varianzen oft nicht auf einfache Weise bestimmen. Fu¨r das genannte An-
wendungsgebiet zeigt sich, daß in vielen Fa¨llen Normalverteilungen ada¨quat sind, zumal
ha¨ufig auch wie erwa¨hnt von Gaußschen Verfa¨lschungen ausgegangen wird. Fu¨r ande-
re Anwendungsgebiete gilt dies jedoch im allgemeinen nicht, insbesondere nicht fu¨r eine
Verallgemeinerung auf stochastische Prozesse.
Die zweite Strategie ist eine Modifikation des Algorithmus, bei der gerade keine Kova-
rianzen (und auch keine Varianzen) betrachtet werden und an Stelle des bedingten Er-
wartungswertes der Modalwert tritt. Die IS–Dichte wird dann auch nicht gema¨ß einer
Normalverteilung oder einer anderen vorgegebenen Verteilungsfamilie gewa¨hlt sondern
lediglich im Rahmen der Familie der Originaldichte jeweils so verschoben, daß ihr Erwar-
tungswert diesem zuvor gescha¨tzten Modalwert entspricht. Die Intuition dahinter ist, daß
die IS–Dichte um den Punkt in der Fehlerregion herum zentriert ist, an dem ein Fehler
am wahrscheinlichsten ist. Es wird vorausgesetzt, daß der Modalwert eindeutig ist, was
fu¨r Normalverteilungen und auch andere Verteilungen zutrifft. Die Scha¨tzung der beding-
ten Gro¨ßen wird also vermieden, stattdessen muß hier ein Optimierungsproblem gelo¨st
werden. Die verwendete simple Heuristik, die IS–Dichte in Richtung der optimalen IS–
Dichte zu verschieben, entspricht der Translation und ist wesentlich von der Einfachheit
der Verschiebung abha¨ngig. Fu¨r Normalverteilungen entspricht das auch dem exponen-
tiellen Maßwechsel. Der Algorithmus realisiert damit also die adaptive Bestimmung von
optimalen Translationsparametern und fu¨r Normalverteilungen auch des optimalen expo-
nentiellen Maßwechsels. Eine Verallgemeinerung auf komplexere dynamische Systeme und
stochastische Prozesse ist aber auch hier kaum mo¨glich.
Es sei abschließend angemerkt, daß fu¨r Normalverteilungen zwar der Erwartungswert und
der Modalwert identisch sind, dies fu¨r die bedingten Gro¨ßen jedoch nur asymptotisch gilt.
Somit sind also die von beiden Algorithmen berechneten Verschiebungsparameter auch in
diesem Fall nicht notwendigerweise identisch.
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5.2 Einheitliche Parametrisierung
Um in den folgenden Abschnitten fortgeschrittenere allgemeine parametrische adaptive
Importance–Sampling–Verfahren darstellen zu ko¨nnen, mu¨ssen wir zuna¨chst eine formale
Beschreibung der Parametrisierung einfu¨hren, die unabha¨ngig von einer konkreten Pro-
blemstellung ist. Wir fassen dazu die Parameter, die eine Maßwechselstrategie bestimmen,
in einem Vektor zusammen. Einen solchen Parametervektor nennen wir auch Maßwech-
selvektor . Beim adaptiven Importance Sampling wird dann also iterativ der fu¨r die jeweils
gewa¨hlte Art der Parametrisierung optimale Maßwechselvektor angena¨hert.
Bereits in Abschnitt 3.3.5 haben wir Strategien kennengelernt, die von nur einem oder
wenigen Parametern bestimmt sind, ohne diese Parametrisierung in der Notation aus-
dru¨cken, da dies der Einfachheit wegen dort nicht notwendig ist. Fu¨r die im vorherigen
Abschnitt beschriebenen Algorithmen besteht der Maßwechselvektor aus dem bedingten
Erwartungswert und den Kovarianzen bzw. aus dem Modalwert. Wir geben nun die aus
Abschnitt 3.3 bekannten Importance–Sampling–Formeln in einer ada¨quaten Notation fu¨r
die Parametrisierung mit Maßwechselvektor ϑ aus einem Parameterraum Θ ⊆ IRd, d ∈ IN
an.
Sei X eine allgemeine Zufallsgro¨ße‡ mit Dichte f, und sei γ = E[g(X)] der Erwartungswert
fu¨r eine reelle Funktion g, der simulativ gescha¨tzt werden soll. Die durch ϑ ∈ Θ gegebene
IS–Dichte bezeichnen wir mit f ∗(·, ϑ) und den Likelihood–Quotienten, der ebenfalls von
ϑ abha¨ngt, mit L(·, ϑ), also
L(x, ϑ) =
f(x)
f ∗(x, ϑ)
.
Schließlich bezeichne Eϑ den Erwartungswert gema¨ß der Dichte f
∗(·, ϑ). Damit sind der
IS–Scha¨tzer und dessen Varianz fu¨r eine Stichprobe X1, . . . , XN gema¨ß f
∗(·, ϑ) gegeben
durch (vgl. (3.10), (3.12) in Abschnitt 3.3.2)
γˆIS =
1
N
N∑
i=1
g(Xi)L(Xi, ϑ), (5.1)
VAR[γˆIS] =
1
N
Eϑ[g(X)
2L(X, ϑ)2]− γ2, (5.2)
wobei dann die unbekannte Varianz gescha¨tzt werden kann durch
V̂AR[γˆIS] =
1
N − 1
(
1
N
N∑
i=1
g(Xi)
2L(Xi, ϑ)
2 − γˆ2IS
)
. (5.3)
‡Dies beinhaltet wieder, wie schon zuvor, reelle Zufallsvariablen und -vektoren sowie stochastische
Prozesse, und der Begriff der Dichte ist damit ebenfalls entsprechend allgemein zu interpretieren.
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Ziel aller adaptiven Importance–Sampling–Strategien ist nun die Minimierung der Varianz
des IS–Scha¨tzers, sei es direkt oder indirekt durch die Minimierung einer verwandten
Gro¨ße wie etwa der Cross–Entropy, deren Minimierung auch eine erhebliche Reduktion der
Varianz zur Folge hat. Es sei jedoch bereits hier darauf hingewiesen, daß die Minimierung
der Varianz und der Cross–Entropy nicht a¨quivalent sind. Ebenso ist klar, daß die jeweils
zu minimierenden Zielfunktionen im allgemeinen nicht exakt sondern lediglich gescha¨tzt
verfu¨gbar sind.
5.3 Direkte Varianzminimierung
Eine naheliegende allgemeine Methode zur adaptiven Bestimmung eines Maßwechsels be-
steht darin, die Varianz des IS–Scha¨tzers u¨ber den mo¨glichen Parameterwerten, also den
mo¨glichen Maßwechselvektoren aus dem Parameterraum Θ, direkt zu minimieren. Gesucht
wird dabei der Maßwechselvektor ϑ∗ ∈ Θ, fu¨r den im Rahmen der gewa¨hlten, durch Θ be-
stimmten Parametrisierung der IS–Scha¨tzer minimale Varianz hat. Die zu minimierende
Zielfunktion ist also h : Θ → IR+ mit
h(ϑ) = Eϑ[g(X)
2L(X, ϑ)2] (5.4)
= E[g(X)2L(X, ϑ)], (5.5)
und gesucht wird
ϑ∗ = argmin
ϑ∈Θ
Eϑ[g(X)
2L(X, ϑ)2] (5.6)
= argmin
ϑ∈Θ
E[g(X)2L(X, ϑ)]. (5.7)
Der Erwartungswert kann dabei simulativ mittels einer Stichprobe X1, . . . , XN gema¨ß
f ∗(·, ϑ) durch das Stichprobenmittel
hˆ(ϑ) =
1
N
N∑
i=1
g(Xi)
2L(Xi, ϑ)
2, (5.8)
gescha¨tzt werden, und es ergibt sich
ϑ∗ = argmin
ϑ∈Θ
1
N
N∑
i=1
g(Xi)
2L(Xi, ϑ)
2 = argmin
ϑ∈Θ
N∑
i=1
g(Xi)
2L(Xi, ϑ)
2. (5.9)
Es ist klar, daß die Konvergenzgeschwindigkeit und die Genauigkeit von Optimierungsver-
fahren stark von der Gu¨te der Scha¨tzungen, also der Realisierungen von hˆ abha¨ngen. Eine
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Alternative zu den oben angegebenen Minimierungen und Scha¨tzern ergibt sich aus der
folgenden einfachen U¨berlegung: hˆ ist erwartungstreu aber kein echter IS–Scha¨tzer, denn
er ist Scha¨tzer fu¨r die Erwartungswerte in (5.4) und (5.5) unter Verwendung der Simu-
lationsdichte f ∗(·, ϑ), die aus der Anforderung der Minimierung resultiert, nicht daraus,
daß die Erwartungswerte mittels Importance Sampling gescha¨tzt werden. Der von dieser
Dichte abha¨ngige Likelihood–Quotient ist Bestandteil der Funktion, deren Erwartungs-
wert zu scha¨tzen ist. Somit ist die Simulation unter Verwendung von hˆ zu interpretieren
als Standard–Simulation fu¨r diese Erwartungswerte. Sollen diese nun mittels Importance
Sampling gescha¨tzt werden, so ist eine IS–Dichte f ∗(·, ϑ(1)) erforderlich, und wir erhalten
durch einfache Umformungen
Eϑ[g(X)
2L(X, ϑ)2] =
∫
g(x)2L(x, ϑ)2f ∗(x, ϑ)dx
=
∫
g(x)2L(x, ϑ)2
f ∗(x, ϑ)
f ∗(x, ϑ(1))
f ∗(x, ϑ(1))dx
=
∫
g(x)2
f(x)2
f ∗(x, ϑ)2
f ∗(x, ϑ)
f ∗(x, ϑ(1))
f ∗(x, ϑ(1))dx
=
∫
g(x)2
f(x)
f ∗(x, ϑ)
f(x)
f ∗(x, ϑ(1))
f ∗(x, ϑ(1))dx
=
∫
g(x)2L(x, ϑ)L(x, ϑ(1))f ∗(x, ϑ(1))dx
= Eϑ(1) [g(X)
2L(X, ϑ)L(X, ϑ(1))],
E[g(X)2L(X, ϑ)] =
∫
g(x)2L(x, ϑ)f(x)dx
=
∫
g(x)2L(x, ϑ)2
f(x)
f ∗(x, ϑ(1))
f ∗(x, ϑ(1))dx
= Eϑ(1) [g(X)
2L(X, ϑ)L(X, ϑ(1))].
Somit kann die Varianzminimierung also umgeformt werden zu
ϑ∗ = argmin
ϑ∈Θ
Eϑ(1) [g(X)
2L(X, ϑ)L(X, ϑ(1))], (5.10)
und mit dem Stichprobenmittel fu¨r X1, . . . , XN gema¨ß der IS–Dichte f
∗(·, ϑ(1)) ergibt sich
ϑ∗ = argmin
ϑ∈Θ
N∑
i=1
g(Xi)L(Xi, ϑ)L(Xi, ϑ
(1)). (5.11)
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Es sind dabei nun zwei Likelihood–Quotienten aus unterschiedlichen Gru¨nden enthalten.
Wa¨hrend L(Xi, ϑ
(1)) den u¨blichen Korrekturfaktor beim Importance Sampling beschreibt,
ist L(Xi, ϑ) Teil der zu minimierenden Zielfunktion.
In der Regel ist die beschriebene Minimierung extrem aufwendig. Da L(X, ϑ) im allge-
meinen eine komplizierte Funktion ist, resultiert auch fu¨r einfache Funktionen g, selbst
fu¨r Indikatorfunktionen, typischerweise ein nichtlineares Optimierungsproblem, das mit
numerischen Verfahren gelo¨st werden muß. Dies kann zeitaufwendiger als die eigentliche
Simulation, in gewissen Fa¨llen jedoch erfolgversprechend sein. Wir wollen im folgenden
einige bedeutende Ansa¨tze fu¨r Warteschlangenmodelle beschreiben, die in diesem Bereich
als Pionierarbeiten gelten.
Adaptives Importance Sampling ist noch verha¨ltnisma¨ßig jung und anfangs vor al-
lem fu¨r die zuvor beschriebenen Problemstellungen entwickelt worden. Im Bereich der
Analyse von Warteschlangenmodellen gibt es bisher relativ wenige Anwendungen ad-
aptiver Methoden. Eine Serie von Arbeiten von Al–Qaq, Devetsikiotis, Freebersyser
und Townsend [ADT93, DT93a, DT93b, DAT93, DAFT93, FDT94, FDAT96] beinhal-
tet neben weiteren Anwendungen fu¨r Bitfehlerwahrscheinlichkeiten die ersten adaptiven
Importance–Sampling–Strategien zur Bestimmung kleiner U¨berlaufwahrscheinlichkeiten
in Warteschlangenmodellen fu¨r Computer– und Kommunikationssysteme, wobei jeweils
die gescha¨tzte Varianz des IS–Scha¨tzers minimiert wird.
In [DT93a] wird eine stochastische Suche entlang einer Richtung im Parameterraum
beschrieben, um U¨berlaufwahrscheinlichkeiten zu bestimmen, wobei jedoch die Anwen-
dungsmo¨glichkeiten sehr stark eingeschra¨nkt sind. Die erste prinzipiell allgemeine An-
wendung auf Warteschlangenmodelle wird in [DT93b] pra¨sentiert. Dort wird eine Kombi-
nation mit einer dynamischen regenerativen Importance–Sampling–Simulation fu¨r U¨ber-
laufwahrscheinlichkeiten in elementaren Warteschlangenmodellen von ATM–Switches,
konkret fu¨r die Modelle M/M/1/K, M/D/1/K, G/D/1/K, Geo/Geo/1/K sowie zwei Mo-
delle mit Bernoullischen Ankunfts– bzw. Bedienprozessen, vorgeschlagen. Dabei ist je-
der Simulationslauf ein regenerativer Zyklus mit dem leeren System als Regenerations-
zustand. Anfangs werden Parameter, in diesem Fall zustandsunabha¨ngige Ankunfts– und
Bedienraten, so gewa¨hlt, daß das System instabil wird, also eine Auslastung ρ∗ > 1 hat.
Wenn eine gewisse Anzahl von U¨berla¨ufen aufgetreten ist, werden die Parameter erneut
vera¨ndert, um eine schnelle Ru¨ckkehr in den Regenerationszustand zu gewa¨hrleisten, der
unter den vera¨nderten Parameterwerten selten ist. Anders als beim bereits fru¨her erwa¨hn-
ten klassischen Switch wird dies hier im allgemeinen nicht durch einfaches
”
Abschalten“
des Importance Sampling, also Simulation des Originalmodells, erreicht, sondern durch
eine Vera¨nderung so, daß die Auslastung des Systems ρ∗ < ρ oder zumindest ρ∗ < 1 ist,
wobei ρ die Auslastung des Originalsystems bezeichnet. Ein weiterer Unterschied zum
klassischen Switch besteht darin, daß nicht schon nach dem ersten Auftreten des seltenen
Ereignisses umgeschaltet wird, sondern erst nach Auftreten einer gro¨ßeren Anzahl. Die
5.4 Die Cross–Entropy–Methode 185
Autoren sprechen von zwei Phasen des regenerativen Zyklus, der effizienten Scha¨tzung (ef-
ficient estimation) und der beschleunigten Regeneration (accelerated regeneration). Die
beschleunigte Regeneration bewirkt zwar ku¨rzere Zyklen, erfordert aber auch weitere not-
wendige Festlegungen fu¨r die Parameter dieser Phase, und die Autoren experimentieren
zusa¨tzlich auch mit der klassischen Switch–Variante. Ebenso ist eine zusa¨tzliche Ent-
scheidung notwendig, nach wievielen U¨berla¨ufen umgeschaltet wird. Dazu betrachten die
Autoren den
”
Beitrag“ den ein neuer U¨berlauf noch zur Scha¨tzung liefert, ob sich die
Scha¨tzung dadurch noch relevant vera¨ndert.
Jede Iteration der adaptiven Verbesserung der Parameter besteht nun also aus einer Rei-
he von solchen regenerativen Zyklen. Die Minimierung der so gescha¨tzten Varianz erfolgt
dann mittels einer Variante des Simulated Annealing [AK89], dem sogenannten Mean
Field Annealing. Der Vorteil des Annealing besteht vor allem darin, daß es eine globale
Optimierungsmethode ist, also das ungewu¨nschte
”
Festgehaltenwerden“ in lokalen Opti-
ma vermieden wird. Andererseits konvergieren Annealing–Verfahren insbesondere fu¨r hohe
Dimension des Parameterraums, also gerade auch fu¨r realistische Warteschlangennetze,
potentiell sehr langsam. Eine Alternative kann dann eine
”
gerichtete“ Suche unter Ver-
wendung von Ableitungen sein. Fu¨r elementare Einbedienersysteme ist in [DAFT93] eine
Variante mittels stochastischen Gradientenabstiegs beschrieben. Die Anwendung der Me-
thode auf Tandemsysteme schließlich ist in [FDT94] und [FDAT96] beschrieben, wobei
in [FDT94] Tandemsysteme mit deterministischen Bedienzeiten und in [FDAT96] Tan-
demsysteme mit geometrisch verteilten Bedienzeiten untersucht werden. Das Umschalten
wa¨hrend der regenerativen Zyklen wird jeweils wie zuvor beschrieben durchgefu¨hrt, die
Minimierung der gescha¨tzten Varianz erfolgt mittels stochastischen Gradientenabstiegs.
5.4 Die Cross–Entropy–Methode
Ein in den letzten Jahren immer ha¨ufiger angewendeter adaptiver Ansatz des Importance
Sampling ist die Cross–Entropy–Methode. Die Idee dabei besteht darin, anstatt einen
Maßwechselvektor ϑ so zu bestimmen, daß die Varianz explizit minimiert wird, ein Maß fu¨r
den Abstand zwischen der optimalen IS–Verteilung und der durch ϑ gegebenen Verteilung
zu minimieren. Als solches Maß wird gerade die Cross–Entropy gewa¨hlt.
Die Cross–Entropy Methode wurde von Rubinstein [Rub97] sowie Lieber und Rubin-
stein [LR97] als eine adaptive Importance–Sampling–Methode zur Scha¨tzung von Wahr-
scheinlichkeiten seltener Ereignisse entwickelt, sie ist jedoch nicht auf diese Anwendung
beschra¨nkt. Es hat sich schnell herausgestellt, daß sie auch als Optimierungsverfahren
eingesetzt werden kann, um schwierige kombinatorische Optimierungsprobleme zu lo¨sen
[Rub99a, Rub99b, Rub01a, Rub01b, Rub02]. Dabei wird gegebenenfalls ein determini-
stisches in ein verwandtes stochastisches Optimierungsproblem u¨bersetzt und dann wie
bei der Simulation seltener Ereignisse mittels Importance Sampling verfahren. In der Tat
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ist in den letzten Jahren die Simulation seltener Ereignisse nur noch eine von vielen An-
wendungen der Cross–Entropy–Methode und nicht zufa¨llig hat der seit dem Jahr 1997
regelma¨ßig stattfinde Workshop zur Simulation seltener Ereignisse RESIM seit dem Jahr
2002 die Erweiterung um kombinatorische Optimierungsprobleme RESIM/COP erfahren,
um die Anwendungen aus den unterschiedlichsten Bereichen auch hier pra¨sentieren zu
ko¨nnen. Wir wollen auf eine vollsta¨ndige Aufza¨hlung von Anwendungsbereichen und ak-
tuellen Arbeiten verzichten, da sie den Rahmen der Arbeit sprengen wu¨rde, und verweisen
auf ein regelma¨ßig aktualisiertes Tutorial [dBKMR03] und insbesondere darauf, daß fu¨r
das Jahr 2004 die Erscheinung eines Buches [RK04] u¨ber die Cross–Entropy–Methode
angeku¨ndigt ist.
Wie bereits erwa¨hnt, wird bei der Cross–Entropy–Methode nicht direkt die Varianz von
Scha¨tzern minimiert, sondern die relative Entropie, also die Cross–Entropy, als Abstands-
maß fu¨r die Differenz der optimalen und der aktuell verwendeten Importance–Sampling–
Verteilung. Es werden Iterationen durchgefu¨hrt, wobei jede Iteration in zwei Phasen zer-
legt werden kann: die Erzeugung von zufa¨lligen Realisierungen gema¨ß eines spezifizierten
Verfahrens und die Aktualisierung der Parameter dieses Verfahrens basierend auf den
zuvor erzeugten Daten, um in der na¨chsten Iteration
”
bessere“ Daten zu erhalten. Wir
wollen die Methode im folgenden formal beschreiben, zuna¨chst allgemein und in 5.4.1 die
Anwendung auf Markovketten, wobei wir insbesondere auch kritisch die Einschra¨nkungen
und Probleme erla¨utern. Schließlich zeigen wir in 5.4.2, wie die Cross–Entropy–Methode
auf Transitionsklassenmodelle angewandt werden kann.
Fu¨r die optimale IS–Dichte zur Scha¨tzung von γ = E[g(X)] gilt (vgl. (3.13) in Abschnitt
3.3.3)
f ∗opt(x) =
g(x)f(x)
γ
.
Sei nun wieder f ∗(·, ϑ) eine durch ϑ ∈ Θ gegebene IS–Dichte. Dann ist die Cross–Entropy
zwischen f ∗opt und f(·, ϑ), also
H
(
f ∗opt|f(·, ϑ)
)
=
∫
f ∗opt(x) ln
f ∗opt(x)
f ∗(x, ϑ)
dx
= Ef∗opt
[
ln
f ∗opt(X)
f ∗(X, ϑ)
]
= Ef∗opt
[
ln
g(X)f(X)
γf ∗(X, ϑ)
]
,
die zu minimierende Zielfunktion. Es bezeichne ϑ∗ ∈ Θ den Maßwechselvektor, fu¨r den
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die Cross–Entropy minimal ist. Dann ergibt sich das Minimierungsproblem
ϑ∗ = argmin
ϑ
∫
1
γ
g(x)f(x) ln
g(x)f(x)
γf ∗(x, ϑ)
dx (5.12)
= argmax
ϑ
∫
g(x)f(x) ln f ∗(x, ϑ)dx (5.13)
= argmax
ϑ
Ef [g(X) ln f
∗(X, ϑ)] (5.14)
= argmax
ϑ
Eϑ(j)
[
g(X)L(X, ϑ(j)) ln f ∗(X, ϑ)
]
, (5.15)
wobei ϑ(j) ein im Rahmen der vorgegebenen Parametrisierung beliebiger fester Maßwech-
selvektor ist. Interpretiert man nun diesen Vektor ϑ(j) als den j–ten Vektor in einer Ite-
ration und scha¨tzt den Erwartungswert, so erha¨lt man zur Approximation von ϑ∗ die
Iteration
ϑ(j+1) = argmax
ϑ
N∑
i=1
g(Xi)L(Xi), ϑ
(j)) ln f ∗(Xi), ϑ), (5.16)
wobei die Xi Stichproben gema¨ß f
∗(·, ϑ(j)) sind. Damit ergibt sich ein iterativer Algorith-
mus (siehe Abbildung 5.1) zur Approximation von ϑ∗, so, daß die Cross–Entropy minimiert
wird. Es sei darauf hingewiesen, daß im allgemeinen die Minimierung der Cross–Entropy
nicht a¨quivalent zur Minimierung der Varianz des IS–Scha¨tzers ist, auch wenn sich bei
der praktischen Umsetzung ha¨ufig herausstellt, daß der Unterschied gering ist.
j := 1; (* Iteration counter *)
ϑ(1) := Initial vector;
repeat
j := j + 1;
Simulate N replications with ϑj;
Compute x1, . . . , xN ;
Compute ϑ(j+1) according to (5.16);
until iteration has converged;
Abbildung 5.1: Algorithmus der Cross–Entropy–Methode
Wie allgemein bei Iterationen stellt sich natu¨rlich auch hier die Frage nach der Kon-
vergenz. In [dB00] sind Beispiele angegeben, in denen die Iteration offensichtlich gegen
schlechte Parameterwerte konvergiert, also einen schlechten Maßwechsels liefert sowie Bei-
spiele, in denen die Iteration gar nicht oder wenn, dann nur extrem langsam konvergiert.
In vielen Fa¨llen la¨ßt sich jedoch empirisch feststellen, daß die Iteration verha¨ltnisma¨ßig
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schnell gegen Parameter konvergiert, die erhebliche Varianzreduktion liefern, und daher
erfreut sich die Cross–Entropy–Methode derzeit einer großen Beliebtheit. Genauere Un-
tersuchungen der Konvergenzeigenschaften sind neben der Anwendung der Methode auf
immer neue Problemstellungen Gegenstand der aktuellen Forschung. Einige Schwierig-
keiten lassen sich anhand des angegebenen Algorithmus und der sich daraus ergebenden
Probleme erla¨utern.
Ein Problem stellt hierbei die Wahl des Anfangs–Maßwechselvektors dar. Die nahelie-
gendste Wahl, Start mit einer Simulation ohne Importance Sampling, fu¨hrt in der Regel
dazu, daß das seltene Ereignis nicht auftritt und (5.16) nicht durchfu¨hrbar ist. Es muß al-
so gewa¨hrleistet werden, daß bereits unter dem Anfangs-Maßwechsel das seltene Ereignis
auftritt. In der Regel wird der Anfangsvektor heuristisch gewa¨hlt. Alternativ kann wie
in [Rub99b] und [dB00] ein zusa¨tzlicher Schritt im Algorithmus eingebaut werden, wobei
das seltene Ereignis anfangs in ein weniger seltenes Ereignis transformiert wird. Fu¨r U¨ber-
laufwahrscheinlichkeiten in Warteschlangenmodellen kann dies etwa durch Verkleinerung
der Puffer geschehen. Diese Vorgehensweise erfordert allerdings eine gute Kenntnis der
Art des Auftretens des seltenen Ereignisses und bedeutet einen sehr speziellen Zuschnitt
auf ein bestimmtes Problem.
Ein weiteres Problem stellt die Form des Maßwechselvektors ϑ dar. Je komplexer ϑ ist,
also je mehr Komponenten ϑ hat, desto aufwendiger wird die Maximierung in (5.16). All-
gemein bedeutet die Parametrisierung mit ϑ die Einschra¨nkung des Maßwechsels auf eine
bestimmte Familie von Verteilungen, a¨hnlich wie dies bei der Skalierung, der Translati-
on, dem exponentiellen Maßwechsel und den in 5.1 beschriebenen Heuristiken sowie der
direkten Varianzminimierung der Fall ist. Diese Einschra¨nkung kann zum Teil erheblich
sein. Somit ist also fu¨r viele Systeme ein weniger eingeschra¨nkter Maßwechsel und damit
ein komplexer Maßwechselvektor notwendig.
5.4.1 Anwendung auf Markovketten
Die Anwendung der Cross–Entropy–Methode auf homogene Markovketten formuliert erst-
mals Pieter–Tjerk de Boer in seiner Dissertation [dB00], siehe auch [dBNR00]. Er geht
dabei davon aus, daß diese Markovkette einem Markovschen Warteschlangennetz zugrun-
deliegt und die eingebettete diskrete Markovkette der zu dem Warteschlangennetz kor-
respondierenden stetigen Markovkette ist. Simulativ zu scha¨tzen ist jeweils die Wahr-
scheinlichkeit eines U¨berlaufs des Systems wa¨hrend eines busy cycle, also ausgehend vom
Zustand nach der Ankunft des ersten Kunden, die Wahrscheinlichkeit eines U¨berlaufs
bevor das System leer ist. Dabei startet jeder Simulationslauf im selben Zustand und
endet, wenn einer der absorbierenden Zusta¨nde
”
U¨berlauf“ oder
”
System leer“ erreicht
wird. Es ist klar, daß dies keine regenerative Simulation und keine Simulation stationa¨rer
U¨berlaufwahrscheinlichkeiten ist, vielmehr werden wieder einmal nur Arbeitsphasen und
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Absorptionswahrscheinlichkeiten betrachtet, von denen wir bereits in den Abschnitten
4.2 und 4.3 gesehen haben, daß sie Importance Sampling wesentlich vereinfachen. Als
Maßwechselstrategien betrachtet de Boer auf der Warteschlangenebene sowohl zustands-
unabha¨ngige als auch zustandsabha¨ngige Maßwechsel.
Ein zustandsabha¨ngiger Maßwechsel fu¨r Markovsche Warteschlangennetze entspricht auf
der Markovkettenebene einem Maßwechsel, bei dem alle U¨bergangswahrscheinlichkeiten
oder –raten auf verschiedene Art vera¨ndert werden ko¨nnen. Die Einschra¨nkung, die hier
durch die notwendige Parametrisierung gemacht wird, ist, daß das IS–Maß wiederum eine
homogene diskrete Markovkette ist. Wir haben in 4.2.4 gesehen, daß dies fu¨r die betrach-
teten Absorptionswahrscheinlichkeiten den optimalen IS–Scha¨tzer nicht ausschließt; fu¨r
Leistungsmaße u¨ber endlichem Horizont, stationa¨re Zustandswahrscheinlichkeiten oder
allgemeinere stationa¨re Leistungsmaße dagegen sehr wohl (vgl. 4.2.5 und 4.2.6). Selbst
bei der Einschra¨nkung auf homogene diskrete Markovketten als IS–Maß ist jedoch bei
einem zustandsabha¨ngigen Maßwechsel jede U¨bergangsrate bzw. -wahrscheinlichkeit ein
Parameter, der den Maßwechsel bestimmt, und damit eine Komponente des Maßwech-
selvektors. Der Maßwechselvektor besteht also aus allen U¨bergangswahrscheinlichkeiten
oder –raten der Markovkette. Es wird sofort klar, daß dies ein potentielles Problem dar-
stellt, wie wir tatsa¨chlich spa¨ter sehen werden. Es liegt also auf der Hand, daß eine noch
allgemeinere Anwendung der Cross–Entropy–Methode, die etwa inhomogene Markovket-
ten oder nicht–Markovsche Prozesse als IS–Maß erlauben wu¨rde, nicht mehr praktikabel
ist. Fu¨r Leistungsmaße u¨ber endlichem Horizont und stationa¨re Leistungsmaße kann also
unter Umsta¨nden die Cross–Entropy wegen der angefu¨hrten Gru¨nde nicht zu effizienten
Scha¨tzern fu¨hren.
Weniger aufwendig in Bezug auf die Anzahl der den Maßwechsel bestimmenden Para-
meter, also die Gro¨ße des Maßwechselvektors, sind zustandsunabha¨ngige Maßwechsel.
Fu¨r Warteschlangennetze werden dabei alle Raten, wie etwa Ankunfts– und Bedienraten,
die gleich sind, auf die gleiche Weise vera¨ndert. Auch wenn fu¨r viele Probleme vermut-
lich kein asymptotisch optimaler zustandsunabha¨ngiger Maßwechsel existiert und auch in
[dB00] Beispiele pra¨sentiert werden, in denen die Cross–Entropy–Methode bei zustands-
unabha¨ngigen Maßwechseln gar nicht oder gegen offensichtlich schlechte Parameter kon-
vergiert, so gibt es doch diverse Fa¨lle, in denen gute Ergebnisse erzielt werden. Es lohnt
sich also sicher, auch zustandsunabha¨ngige Maßwechsel zu betrachten. Um diese auf der
Markovkettenebene zu formulieren, muß eine hochgradig strukturierte Form der Markov-
kette vorliegen, wie sie typischerweise aber bei Markovketten, die Warteschlangennetzen
zugrundeliegen, gegeben ist. Dazu klassifiziert de Boer U¨berga¨nge der Markovkette gema¨ß
der Art des U¨bergangs im Warteschlangennetz. Wir wollen dies hier nicht ausfu¨hren, son-
dern nur in 5.4.2 bei der Anwendung der Cross–Entropy–Methode auf Transitionsklas-
senmodelle, da die Formulierung zustandsunabha¨ngiger Maßwechsel wesentlich einfacher
und kompakter fu¨r Transitionsklassenmodelle erfolgen kann. Daher beschra¨nken wir uns
fu¨r Markovketten in der u¨blichen Darstellung auf zustandsabha¨ngige Maßwechsel.
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Wir orientieren uns an den Darstellungen in [dB00] und [dBNR00], weichen jedoch mit
einigen Bezeichnern davon ab, um mit unserer durchga¨ngig in dieser Arbeit verwendeten
Notation konsistent zu bleiben.
Eine homogene diskrete Markovkette mit Zustandsraum S ist vollsta¨ndig beschrieben
durch ihre U¨bergangsmatrix und eine Anfangsverteilung. Da viele diskrete Markovketten
aus stetigen Markovketten abgeleitet werden, etwa auch fu¨r Warteschlangennetze mit ex-
ponentiell verteilten Zwischenankunfts– und Bedienzeiten, werden ha¨ufig auch die U¨ber-
gangswahrscheinlichkeiten der zugrundeliegenden diskreten Markovkette aus den U¨ber-
gangsraten der stetigen Markovkette berechnet. Fu¨r die Herleitung der Cross–Entropy–
Formeln fu¨r Markovketten hat sich herausgestellt, daß es leichter ist, mit U¨bergangsraten
zu arbeiten, da dies die permanente Beru¨cksichtigung der Bedingung, daß sich Wahr-
scheinlichkeiten zu Eins summieren mu¨ssen, vermeidet. In den genannten Arbeiten werden
daher zuna¨chst U¨bergangsraten einer stetigen Markovkette betrachtet. Wenn tatsa¨chlich
U¨bergangswahrscheinlichkeiten beno¨tigt werden, etwa um die Simulation durchzufu¨hren,
ko¨nnen diese leicht durch Normalisierung der Summe aller Raten aus einem Zustand zu
Eins berechnet werden, siehe auch Anhang A.2. Ist Q = (qij)i,j∈S die Generatormatrix
einer homogenen stetigen Markovkette mit Zustandsraum S, dann lassen sich die Wahr-
scheinlichkeiten von Pfaden der diskreten Markovkette mittels
P{X1 = x1, X2 = x2, . . . , XK = xK} =
K−1∏
i=1
qxixi+1∑
k∈S,k 6=xi
qxik
berechnen. Bei der Cross–Entropy–Methode wird nun, wie bereits erwa¨hnt, aufgrund der
allgemein notwendigen Einschra¨nkung bei Parametrisierungen ein Importance–Sampling–
Maß im Bereich der homogenen Markovketten gesucht. Der Maßwechselvektor ϑ besteht
in diesem Fall aus allen U¨bergangsraten der Markovkette, wir ko¨nnen also auch von einer
Maßwechselmatrix ϑ = (ϑij)i,j∈S sprechen.
Sei ϑ∗ = (ϑ∗ij)i,j∈S die optimale Generatormatrix, also die Generatormatrix, die die Cross–
Entropy minimiert. Diese ist wie u¨blich nicht zu verwechseln mit dem optimalen, eine
Varianz von Null liefernden IS–Maß, denn es werden hier mit dieser Parametrisierung
nur Markovketten als IS–Maß betrachtet. Es bezeichne IR(X) die Indikatorfunktion des
zu untersuchenden seltenen Ereignis in einem Pfad X = (X1, . . . , XK) der Markovkette.
Dann folgt fu¨r die optimale Generatormatrix analog zu den allgemeinen Formeln der
Cross–Entropy–Methode
ϑ∗ = argmax
ϑ
E

IR(X) ln∏
i
ϑxixi+1∑
k∈S,k 6=xi
ϑxik

 (5.17)
= argmax
ϑ
E
[
IR(X)
∑
i
(
lnϑxixi+1 − ln
∑
k∈S,k 6=xi
ϑxik
)]
. (5.18)
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Um das Maximum zu finden, wird die Ableitung bezu¨glich ϑ`m fu¨r alle Zusta¨nde `, m auf
Null gesetzt, also
E

IR(X) ∑
i:xi=`

I{xi+1=m}
ϑ`m
− 1∑
k 6=`
ϑ`k



 = 0, (5.19)
also
1
ϑ∗`m
E
[
IR(X)
∑
i:xi=`
I{xi+1=m}
]
=
1∑
k 6=`
ϑ∗`k
E
[
IR(X)
∑
i:xi=`
1
]
. (5.20)
Fu¨r die optimalen U¨bergangswahrscheinlichkeiten der eigentlich betrachteten diskreten
Markovkette gilt somit
p∗`m =
ϑ∗`m∑
k∈S,k 6=m
ϑ∗`m
(5.21)
=
E
[
IR(X)
∑
i:xi=`
I{xi+1=m}
]
E
[
IR(X)
∑
i:xi=`
1
] . (5.22)
Die im allgemeinen unbekannten Erwartungswerte werden dann schließlich approximiert
durch
p∗`m =
Eϑ(j)
[
IR(X)L(X, ϑ
(j))
∑
i:xi=`
I{xi+1=m}
]
Eϑ(j)
[
IR(X)L(X, ϑj)
∑
i:xi=`
1
] (5.23)
≈
XN∑
X=X1
IR(X)L(X, ϑ
(j))
∑
i:xi=`
I{xi+1=m}
XN∑
X=X1
IR(X)L(X, ϑ(j))
∑
i:xi=`
1
. (5.24)
Die beschriebene Anwendung der Cross–Entropy auf Markovketten, also die Verwendung
von (5.24), erscheint auf den ersten Blick recht einfach, es ergeben sich jedoch erhebliche
Probleme bei der praktischen Durchfu¨hrung. Diese werden hervorgerufen durch den be-
kannten Effekt der Zustandsraumexplosion, also der enormen Anzahl von Zusta¨nden etwa
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eines realistisch dimensionierten Warteschlangennetzes, dem die Markovkette zugrunde-
liegt. Insbesondere kann der Zustandsraum unendlich sein, wenn Warteschlangen unend-
licher Kapazita¨t enthalten sind. Eine Folge davon ist, daß eine große Menge von Daten
gespeichert werden muß und somit die Speicherkapazita¨t selbst bei heutigen Rechnern zu
gering sein kann. Zudem kann unter Umsta¨nden auch die Bearbeitung solch großer Daten-
mengen sehr rechenzeitaufwendig sein. Das Problem der Zustandsraumexplosion stellt sich
nicht speziell bei der Cross–Entropy–Methode, sondern ist vielmehr ein allgemeines Pro-
blem, wie wir bereits in der Einleitung erla¨utert haben. Bei der Cross–Entropy–Methode
treten jedoch aufgrund großer Zustandsra¨ume weitere spezifische Schwierigkeiten auf. Im
Gegensatz zum allgemeinen Vorteil der Simulation gegenu¨ber analytischen und numeri-
schen Verfahren, daß der Zustandsraum nicht a priori vollsta¨ndig generiert und gespeichert
werden muß, nutzt die Cross–Entropy–Methode gerade Informationen u¨ber alle Zusta¨nde
aus.
Ein ernstes Problem stellt die Scha¨tzung der Erwartungswerte dar. Die einzigen Pfade,
die einen Beitrag zu den Summen in Za¨hler und Nenner von (5.24) liefern, sind, aufgrund
der Indikatorfunktion als Faktor, die Pfade, die das seltene Ereignisse enthalten, und, auf-
grund der Summation u¨ber i mit xi = `, die Pfade, die zusa¨tzlich den Zustand ` enthalten.
Das notwendige Auftreten des seltenen Ereignis wird dabei typischerweise gerade durch
das Importance Sampling gelo¨st. Der Maßwechsel soll ja gerade so sein, daß das seltene Er-
eignis ha¨ufiger auftritt. Dies muß aber bereits zu Beginn durch einen geeigneten Anfangs–
Maßwechselvektor gewa¨hrleistet sein. Dessen Wahl ist also ein wesentlicher Bestandteil
der Cross–Entropy–Methode und nicht etwa, wie in vielen Iterationsverfahren, lediglich in
Bezug auf eine schnellere Konvergenz bedeutend. Auch bei einem Anfangs–Maßwechsel,
der das seltene Ereignis ha¨ufiger hervorruft, besteht ein weiteres Problem. Ein solcher
Maßwechsel bewirkt na¨mlich u¨blicherweise keine ha¨ufigeren Besuche in Zusta¨nden, die
nicht gerade auf einem typischen Pfad zum seltenen Ereignis liegen. Insbesondere fu¨r
mehrdimensionale Zustandsra¨ume bedeutet dies, daß viele Zusta¨nde nur sehr selten oder
gar nicht besucht werden, selbst unter einem Maßwechsel, der das zu untersuchende selte-
ne Ereignis ha¨ufiger hervorruft. Zusta¨nde, die wa¨hrend der N Simulationsla¨ufe nie besucht
werden, liefern einen undefinierten Quotienten 0/0 in der Approximation, und Zusta¨nde,
die sehr selten besucht werden, bewirken, daß der Quotient der Summen eine schlechte
Approximation des Quotienten der Erwartungswerte ist.
Hierbei besteht eine fundamentale Gefahr: wenn gema¨ß des Wahrscheinlichkeitsmaßes ein
U¨bergang von einem Zustand ` in einen Zustand m nur nach einem kleinen Bruchteil
der Besuche in ` stattfindet und der Zustand ` zudem wa¨hrend der Simulation nur sel-
ten besucht wird, so ist die Wahrscheinlichkeit relativ groß, daß bei keinem der wenigen
Besuche in ` anschließend auch ein U¨bergang nach m generiert wird. Damit wird gema¨ß
(5.24) die U¨bergangswahrscheinlichkeit p∗`m = 0 gesetzt, der U¨bergang wird also in der
na¨chsten Iteration unmo¨glich und bleibt in allen folgenden Iterationen unmo¨glich. Nach
den allgemeinen Importance–Sampling–Formeln mu¨ssen jedoch alle Pfade, die das seltene
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Ereignis enthalten, mo¨glich bleiben, also insbesondere auch jeder U¨bergang auf solchen
Pfaden. Wird dies verletzt, so ist die Eigenschaft der Erwartungstreue des IS–Scha¨tzers
nicht mehr gegeben. Der einzige Fall, in dem der beschriebene Effekt nicht zu verzerrten
IS–Scha¨tzern fu¨hrt, ist der, wenn das seltene Ereignis nach einem U¨bergang von Zustand
` nach Zustand m nicht mehr eintreten kann. Der Effekt sorgt also dann dafu¨r, daß nach
der ersten Iteration U¨berga¨nge, nach denen daß seltene Ereignis nicht mehr erreicht wer-
den kann, unmo¨glich werden und damit nach der ersten Iteration alle generierten Pfade
das seltene Ereignis enthalten.
Die Zustandsraumexplosion ist ein allgemeines Problem, und de Boer et al argumentieren,
daß es, außer fu¨r unendliche Zustandsra¨ume, bei der Gro¨ße der von ihnen betrachteten Mo-
delle nicht auftritt. Dennoch ist es selbstversta¨ndlich im allgemeinen unbefriedigend, große
Zustandsra¨ume nicht behandeln zu ko¨nnen. Sie schlagen daher einige Ansa¨tze zur Hand-
habung gro¨ßerer Zustandra¨ume vor, die jedoch alle einen zum Teil erheblichen Zusatzre-
chenaufwand erfordern und/oder einen zusa¨tzlichen Approximationsfehler hervorrufen, da
etwa in gewisser Form a¨hnliche Zusta¨nde zusammengefaßt werden und gleiche U¨bergangs-
wahrscheinlichkeiten erhalten. Es erscheint uns angebracht, hier auf einen Zusammenhang
zum Konzept der Lumpability hinzuweisen, das gerade auf der Zusammenfaßbarkeit von
Zusta¨nden basiert. Die Autoren nennen als zuku¨nftige Forschungsgegensta¨nde die Ent-
wicklung effizienterer Methoden zur Handhabung großer Zustandsra¨ume, die Erweiterung
auf nicht–Markovsche Modelle, die Verbesserung der Konvergenz durch Kombination der
Beobachtungen aus mehreren Iterationen, sowie solide mathematische Grundlagen wie
etwa einen formalen Beweis der Konvergenz des Maßwechselvektors, die bisher nur ex-
perimentell verifiziert werden kann. Zur effizienteren Handhabung großer Zustandsra¨ume
ko¨nnen aus unserer Sicht formale strukturelle Eigenschaften von Markovketten wie die
genannte Lumpability und ihre Varianten nu¨tzlich sein. Eine Beschreibung als Transi-
tionsklassenmodell jedoch erscheint fu¨r zustandsabha¨ngige Maßwechsel bei der Cross–
Entropy–Methode wenig hilfreich, wie wir im folgenden Abschnitt diskutieren.
5.4.2 Anwendung auf Transitionsklassenmodelle
Es ist klar, daß die Cross–Entropy–Methode analog zur beschriebenen Anwendung auf
Markovketten auch auf Transitionsklassenmodelle angewandt werden kann, da Transi-
tionsklassenmodelle gerade eine kompakte und strukturierte Beschreibung Markovscher
Modelle darstellen. Wir betrachten zuna¨chst zustandsabha¨ngige Maßwechsel, wie im vor-
herigen Abschnitt beschrieben.
Eine Schwierigkeit bei der Anwendung der Cross–Entropy–Methode auf Transitionsklas-
senmodelle ergibt sich daraus, daß bei der Cross–Entropy–Methode unter Umsta¨nden
gewisse Zustandsu¨berga¨nge unmo¨glich werden. Fu¨r eine Beschreibung als Transitionsklas-
senmodell bedeutet dies, daß Zusta¨nde aus Quellzustandsmengen entfernt werden mu¨ssen
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und somit also nicht nur die U¨bergangsratenfunktionen oder die U¨bergangswahrschein-
lichkeitsfunktionen vera¨ndert werden mu¨ssen, sondern eben auch die Quellzustandsmen-
gen. Dies fu¨hrt typischerweise auf eine erheblich aufwendigere Beschreibung der Quellzu-
standsmengen, etwa indem zahlreiche Fallunterscheidungen notwendig werden, und damit
insbesondere fu¨r die Simulation zu erho¨htem Aufwand beim Test, ob ein Zustand in einer
Quellzustandsmenge enthalten ist. Die beschriebene Schwierigkeit erho¨ht also den Auf-
wand zur Handhabung von Transitionsklassenmodellen, wa¨re aber eventuell in Kauf zu
nehmen.
Wesentlich problematischer ist, daß die bei der Cross–Entropy–Methode durchzufu¨hren-
den Manipulationen die Grundlage fu¨r die Idee von Transitionsklassen entziehen, da sie die
Struktur der originalen Markovkette nicht erha¨lt. Ein Vorteil von Transitionsklassenmo-
dellen gegenu¨ber konventioneller Darstellung von Markovketten, also durch Matrizen von
U¨bergangsraten oder -wahrscheinlichkeiten, besteht gerade darin, daß die Struktur des Sy-
stems, dem die Markovkette zugrundeliegt, ausgenutzt wird. Selbstversta¨ndlich wird die-
ser Vorteil nur dann wirksam, wenn u¨berhaupt eine Struktur vorliegt. Fu¨r unstrukturierte
Markovketten dagegen wird kaum oder gar kein Gewinn in Bezug auf die Kompaktheit
der Darstellung erzielt. Im Extremfall, daß alle U¨bergangsraten oder -wahrscheinlichkeiten
verschieden sind, wird eine Transitionsklasse fu¨r jeden Zustandsu¨bergang beno¨tigt. Da-
mit ist jedoch auch leicht ersichtlich, daß die Cross–Entropy–Methode in ihrer Form fu¨r
zustandsabha¨ngige Maßwechsel nicht geeignet ist, den beschriebenen Vorteil von Tran-
sitionsklassenmodellen fu¨r strukturierte Modelle zu nutzen. Vielmehr erfordert sie ja ge-
rade die Verarbeitung von Informationen u¨ber alle Zusta¨nde der Markovkette, und die
Vera¨nderung der U¨bergangsraten oder -wahrscheinlichkeiten zersto¨rt eine mo¨glicherweise
vorhandene Struktur.
Man ko¨nnte argumentieren, daß jeder zustandsabha¨ngige Maßwechsel die Struktur
zersto¨rt und damit Transitionsklassenmodelle in diesem Fall ungeeignet sind. Wir ha-
ben aber in 4.4.2 und 4.4.3 gesehen, daß auch fu¨r Transitionsklassenmodelle dynamische
Maßwechsel, die unter anderem auch vom Zustand abha¨ngen ko¨nnen, sowie komponen-
tenbasierte Maßwechsel kompakt formulierbar sind. Das Problem bei der Cross–Entropy–
Methode besteht darin, daß hier tatsa¨chlich jeder einzelne Zustandsu¨bergang betrachtet
wird, was fu¨r die direkte Anwendung auf Markovketten einen enormen, fu¨r realistisch
dimensionierte Modelle nicht mehr durchfu¨hrbaren Aufwand nach sich zieht, und was bei
einer Anwendung auf Transitionsklassenmodelle gerade deren Vorteile zunichte macht und
sie prinzipiell zur herko¨mmlichen Beschreibung von Markovketten mit entsprechendem
Aufwand degenerieren la¨ßt. Es erscheint uns demnach nicht sinnvoll, die Cross–Entropy
mit zustandsabha¨ngigen Maßwechseln auf Transitionsklassenmodelle anzuwenden, es er-
gibt sich kein Vorteil gegenu¨ber der direkten Anwendung auf Markovketten, sondern eher
noch ein erho¨hter Aufwand. Anders sieht dies bei zustandsunabha¨ngigen Maßwechseln
aus, die wir im folgenden betrachten.
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Wir haben die Cross–Entropy mit zustandsunabha¨ngigen Maßwechseln fu¨r Markovketten
gerade aus dem Grunde, daß hier eine kompaktere Beschreibung mit Transitionsklassen-
modellen mo¨glich ist, im vorherigen Abschnitt nicht pra¨sentiert. Unsere Darstellung und
Herleitung ist dabei eng angelehnt an die von de Boer [dB00] fu¨r Markovketten, wobei
de Boer gerade auch eine Klassifizierung von Zustandsu¨berga¨ngen voraussetzt, diese aber
nicht formal faßt und keine Form von Transitionsklassen verwendet.
Sei T = ({τ1, . . . , τc}, y) mit τi = (Ui, ui, αi), 1 ≤ i ≤ c und y ∈ S ∩ (U1 ∪ · · · ∪ Uc) ein
Transitionsklassenmodell mit konstanter U¨bergangsratenfunktion, also mit αi(x) = αi fu¨r
1 ≤ i ≤ c, x ∈ U1 ∪ · · ·∪Uc. Es bezeichne ci die Nummer der Transitionsklasse, gema¨ß der
der i-te U¨bergang auftritt.
Die Wahrscheinlichkeiten von Pfaden der diskreten Markovkette lassen sich dann mittels
P{X1 = x1, X2 = x2, . . . , XK = xK} =
K−1∏
i=1
αci
c∑
k=1
I{xi∈Uk}αk
berechnen. Das Ziel ist nun gerade, zustandsunabha¨ngige U¨bergangsraten, also konstante
U¨bergangsratenfunktionen α∗i , zu finden, die die Cross–Entropy minimieren. Fu¨r diese
U¨bergangsraten gilt
α∗ = argmax
α
E

IR(X) ln
K−1∏
i=1
αci
c∑
k=1
I{xi∈Uk}αk

 (5.25)
= argmax
α
E
[
IR(X)
K−1∑
k=1
(
ln αci − ln
c∑
k=1
I{xi∈Uk}αk
)]
. (5.26)
Bestimmung des Maximums durch Nullsetzen der Ableitung bezu¨glich α` liefert
0 = E

IR(X)
K−1∑
i=1

I{ci=`}α∗` −
I{xi∈U`}
c∑
k=1
I{xi∈Uk}α
∗
k



 (5.27)
= E

IR(X)
K−1∑
i=1
1
c∑
k=1
I{xi∈Uk}α
∗
k
(
I{ci=`}
c∑
k=1
I{xi∈Uk}α
∗
k − α∗`I{xi∈U`}
) . (5.28)
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Dies wird approximiert durch
0 = E
[
IR(X)
K−1∑
i=1
(
I{ci=`}
c∑
k=1
I{xi∈Uk}α
∗
k − α∗`I{xi∈U`}
)]
(5.29)
= E
[
IR(X)
K−1∑
i=1
(
I{ci=`}
c∑
k=1,k 6=`
I{xi∈Uk}α
∗
k −
(
1− I{xi∈U`}
)
α∗`I{xi∈U`}
)]
. (5.30)
Definiere nun
m`k := E
[
IR(X)
K−1∑
i=1
I{ci=`}I{xi∈Uk}
]
(5.31)
und
m` :=
c∑
k=1,k 6=`
mk` = E
[
IR(X)
K−1∑
i=1
I{xi∈U`}
c∑
k=1,k 6=`
I{ci=k}
]
(5.32)
= E
[
IR(X)
K−1∑
i=1
I{xi∈U`}
(
1− I{ci=`}
)]
. (5.33)
Damit ergibt sich fu¨r alle ` aus (5.30) das Gleichungssystem


−m1 m12 m13 . . . m1c
m21 −m2 m23 . . . m2c
m31 m32 −m3 . . . m3c
...
...
...
. . .
...
mc1 mc2 mc3 . . . −mc




α∗1
α∗2
α∗3
...
α∗c


=


0
0
0
...
0


. (5.34)
Die Erwartungswerte in mk` sind im allgemeinen unbekannt, und ko¨nnen per Simulation
gescha¨tzt werden durch
mˆ`k =
1
N
N∑
j=1
IR(X)jLj
Ki−1∑
i=1
I{cij =`}I{xi∈Uk}j , (5.35)
wobei der Index j jeweils die Gro¨ße aus dem j–ten Simulationslauf indiziert. Damit ist al-
les gegeben, um den Cross–Entropy–Algorithmus anzuwenden. Obiges Gleichungssystem
in Verbindung mit den Scha¨tzungen aus N Simulationsla¨ufen wird gelo¨st, um den Maß-
wechselvektor, also die U¨bergangsraten fu¨r den na¨chsten Iterationsschritt zu bestimmen.
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In einer Simulation diskreter Markovketten werden dabei die Raten so normalisiert, daß
ihre Summe Eins betra¨gt.
Wir haben damit also die Cross–Entropy–Methode gema¨ß de Boer [dB00] hier fu¨r Tran-
sitionsklassenmodelle formuliert. Diskussionen zur praktischen Durchfu¨hrung von Expe-
rimenten sowie numerische Ergebnisse findet man fu¨r Markovketten in [dB00]. Weiteres
dazu wollen wir hier nicht ausfu¨hren, da die Beschreibung durch Transitionsklassenmo-
delle die Darstellung formalisiert und eine direkte Anwendung etwa auf ein gema¨ß [Str00]
aus Warteschlangennetzen oder gema¨ß [Sie00] aus Petrinetzen generiertes Transitionsklas-
senmodell ermo¨glicht, die Prinzipien und konkreten Ergebnisse jedoch selbstversta¨ndlich
nicht vera¨ndert.
5.4.3 Charakterisierung u¨ber große Abweichungen
Zum Abschluß unserer Behandlung der Cross–Entropy–Methode wollen wir eine neue
Interpretation und Charakterisierung der Methode geben. Urspru¨nglich motiviert durch
das Ziel, ein mo¨glichst allgemeines und leicht anwendbares Verfahren zur Bestimmung von
Maßwechseln fu¨r das Importance Sampling zu entwickeln, also insbesondere ohne detail-
lierte Kenntnisse des zugrundeliegenden Modells vorauszusetzen und ohne eine Anwen-
dung der Theorie großer Abweichungen, kann doch die Cross–Entropy–Methode gerade
als ein adaptiver Ansatz zur Bestimmung von Ratenfunktionen fu¨r große Abweichungen
angesehen werden, was wir am Ende von Abschnitt 2.3 bereits angedeutet haben und nun
kurz erla¨utern wollen.
Wir haben in Abschnitt 2.3 den Satz von Sanov fu¨r unabha¨ngige identisch verteilte reelle
Zufallsvektoren kennengelernt, der besagt, daß deren empirische Verteilung ein Prinzip
großer Abweichungen mit einer Cross–Entropy als Ratenfunktion erfu¨llt; genauer gesagt
mit dem u¨ber Wahrscheinlichkeitsmaßen auf der Borelschen σ–Algebra des IRd gebildeten
Infimum der relativen Entropie eines solchen Wahrscheinlichkeitsmaßes bezu¨glich der Ver-
teilung der betrachteten Zufallsvektoren oder mit anderen Worten, die minimale Cross–
Entropy. Demzufolge ist also die Cross–Entropy–Methode ein Verfahren zur adaptiven
Berechnung der im Satz von Sanov garantierten Ratenfunktion großer Abweichungen fu¨r
empirische Verteilungen von Zufallsvektoren.
Die Cross–Entropy ist nicht nur im Falle unabha¨ngiger identisch verteilter Zufallsvekto-
ren eine Ratenfunktion großer Abweichungen. Vielmehr kann ha¨ufig eine Cross–Entropy
als Ratenfunktion angegeben werden. Insbesondere haben wir in Abschnitt 2.4.2 gesehen,
daß fu¨r empirische Verteilungen von Markovketten mit endlichem Zustandsraum die dort
aus Paaren konstruierte Markovkette ebenfalls ein Prinzip großer Abweichungen mit einer
Ratenfunktion, die wesentlich von der Cross–Entropy abha¨ngt, erfu¨llt. Das Infimum dieser
Ratenfunktion wiederum ist dann eine Ratenfunktion im Satz von Donsker–Varadhan fu¨r
empirische Verteilungen von Markovketten. Somit kann also die Cross–Entropy–Methode
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auch in diesem Fall, wie fu¨r unabha¨ngige identisch verteilte Zufallsvektoren, zur Bestim-
mung dieser Ratenfunktion eingesetzt werden.
Wir sehen also, daß die urspru¨nglich als adaptives Importance–Sampling–Verfahren zur
simulativen Scha¨tzung der Wahrscheinlichkeiten seltener Ereignisse entwickelte Cross–
Entropy–Methode ebenso eine Methode zur Bestimmung von Ratenfunktionen großer
Abweichungen ist, eine Tatsache, die einmal mehr den engen Zusammenhang zwischen
Importance Sampling und der Theorie großer Abweichungen unterstreicht. Mit der Cross–
Entropy–Methode werden Ratenfunktionen adaptiv mittels simulativer Scha¨tzungen an-
gena¨hert.
5.5 Adaptive Optimierung unseres dynamischen Maßwechsels
Wir zeigen in diesem Abschnitt die Perspektive der adaptiven Optimierung unseres dy-
namischen Maßwechsels aus 4.4.2 auf. Damit demonstrieren wir insbesondere, daß ein zu-
standsabha¨ngiger Maßwechsel fu¨r Markovketten nicht von allen U¨bergangswahrscheinlich-
keiten oder -raten abha¨ngen muß. Unser dynamischer Maßwechsel ist nicht nur zustands-
abha¨ngig, sondern sogar zeitabha¨ngig und in seiner allgemeinen Form daru¨berhinaus
abha¨ngig von der Anzahl bereits im Simulationslauf beobachteter seltener Ereignisse, etwa
Besuche in bestimmten Zusta¨nden, und vom aktuellen Wert des Likelihood–Quotienten.
Die Abha¨ngigkeiten werden dabei durch Funktionen gesteuert. Wa¨hlt man diese Funktio-
nen hinreichend einfach, so ergeben sich nur verha¨ltnisma¨ßig wenige Parameter, die den
Maßwechsel bestimmen. Eine Voraussetzung dabei ist gerade eine vorgegebene Form der
steuernden Funktionen. Dies ist leicht erweiterbar, indem jeweils mehrere Formen erlaubt
oder vorgegeben und in die Optimierung einbezogen werden. Das Ziel der adaptiven Op-
timierung ist die Minimierung oder zumindest eine erhebliche Reduktion der Varianz. Die
Zielfunktion der Optimierung kann dabei wie in Abschnitt 5.3 die Varianz des Scha¨tzers
sein, wie in Abschnitt 5.4 die Cross–Entropy zwischen der aktuellen und der optimalen
IS–Dichte oder auch eine andere mit der Varianz verwandte Gro¨ße, deren Minimierung
oder eventuell auch Maximierung eine Varianzreduktion impliziert. Wir geben im folgen-
den den formalen Rahmen an, ohne auf ein spezielles Optimierungsverfahren einzugehen.
Prinzipiell kann man jedes Optimierungsverfahren einsetzen, die konkrete Anwendung so-
wie Vergleiche verschiedener Verfahren verbleiben als Gegenstand zuku¨nftiger Forschung.
Wir haben bei unserem dynamischen Maßwechsels vorausgesetzt, daß eine Menge von
U¨bergangswahrscheinlichkeiten oder U¨bergangsraten, die zu vergro¨ßern sind, gegeben
ist. Dann wird ein Faktor bmax der maximalen Vergro¨ßerung gewa¨hlt, und wa¨hrend
der Simulation ist der dynamische Vergro¨ßerungsfaktor b, 1 < b ≤ bmax, gegeben durch
b = 1 + (bmax − 1)ϕ1(rn)ϕ2(n)ϕ3(L(x0, . . . , xn)) mit den in Abschnitt 4.4.2 na¨her spezi-
fizierten Funktionen. Die U¨bergangswahrscheinlichkeitsfunktion eines Transitionsklassen-
modells wird dann gema¨ß β
(n)
i (x0, . . . , xn) = b · αi(xn) ≤ 1 vera¨ndert. Fu¨r unser Beispiel
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in Abschnitt 4.4.2 hatten wir nur die Zeit, also die Anzahl der bereits durchgefu¨hrten Si-
mulationsschritte innerhalb eines Laufes, betrachtet. Neben dem Faktor bmax wurde dort
daher nur die Funktion ϕ2 verwendet, deren Auswahl durch eher unsystematische Versu-
che erfolgte. Wir wollen nun zuna¨chst eine Parametrisierung dieser Variante geben und
dann auch die beiden Funktionen ϕ1, ϕ2 einbeziehen.
Es ist klar, daß bmax > 1 einer der Maßwechselparameter ist. Schra¨nken wir nun ϕ2
auf die Form ϕ2(n) = n
−c, c ≥ 0 ein, so ergibt sich lediglich ein weiterer Parame-
ter. Gema¨ß der Notationen aus 5.2 fu¨r die einheitliche Parametrisierung ist also der
Maßwechselvektor ϑ = (ϑ1, ϑ2) spezifiziert durch ϑ1 = bmax, ϑ2 = c, und es ergibt
sich ein zweidimensionales Optimierungsproblem mit ϑ1 > 1, ϑ2 ≥ 0 und Nebenbe-
dingung 1 + (ϑ1 − 1) · n−ϑ2 · αi(xn) ≤ 1. Die Bereiche von ϑ1 und ϑ2 schra¨nken den
Parameterraum, also den Raum, u¨ber dem optimiert wird, ein. Fu¨r diesen ergibt sich
Θ = (1,∞)× [0,∞). Man kann auch die Nebenbedingung eliminieren, indem man U¨ber-
gangsraten anstatt U¨bergangswahrscheinlichkeiten betrachtet und lediglich die zu ver-
gro¨ßernden Raten vera¨ndert, alle weiteren unvera¨ndert la¨ßt und dann durch Normierung
U¨bergangswahrscheinlichkeiten berechnet. Erweitern wir nun die Parametrisierung unse-
res Maßwechsels um die Abha¨ngigkeit von der Anzahl von seltenen Ereignissen und vom
Wert des Likelihood–Quotienten, so beno¨tigen wir zusa¨tzlich die Funktionen ϕ1 und ϕ3.
Ha¨ngen alle Funktionen nur von einem Parameter ab, so ergeben sich insgesamt also die
Parameter ϑ1, . . . , ϑ4, und mit dieser Parametrisierung ergibt sich fu¨r unsere allgemeine
Form
β
(n)
i (x0, . . . , xn) = 1 + (ϑ1 − 1)ϕ1,ϑ2(rn)ϕ2,ϑ3(n)ϕ3,ϑ4(L(x0, . . . , xn)), n ≥ 1.
Man beachte, daß nun ϑ3 der Parameter ist, der die Funktion ϕ2 bestimmt. Die Nume-
rierung der Parameter ist jedoch unwesentlich.
Wir sind bisher von einer bestimmten Form fu¨r ϕ2 ausgegangen. Selbstversta¨ndlich sind
aber viele weitere Formen mit den geforderten Eigenschaften, positiv und monoton fal-
lend auf IR+ mit ϕ2(1) = 1, erlaubt. Betrachten wir auf IR+ positive und exponentiell
schnell fallende Funktionen mit einer Basis von mindestens Eins und negativem Expo-
nenten. Um ϕ2(1) = 1 zu gewa¨hrleisten, ko¨nnen wir ϕ2(n) = d
−(n−1), d ≥ 1 wa¨hlen. In
diesem Fall erhalten wir also analog zur bisher gewa¨hlten Form von ϕ2 wieder nur einen
einzigen Parameter, der die Funktion ϕ2 bestimmt. Wir ko¨nnen nun leicht erweitern auf
Funktionen, die von mehreren Parametern abha¨ngen. Die soeben beschriebene Form von
ϕ2 etwa kann verallgemeinert werden zu ϕ2(n) = d
−d2(n−1)
1 , d1, d2 ≥ 1, wobei nun zwei Pa-
rameter die Funktion ϕ2 bestimmen und die Variante mit einem Parameter als Spezialfall
mit d1 = 1 enthalten ist. Auch die anfangs gewa¨hlte Form n
−c kann erweitert werden,
wobei wir jedoch beachten mu¨ssen, daß fu¨r die naheliegende Variante c1n
−c2 , c1, c2 ≥ 0
die Bedingung ϕ2(1) = 1 nur genau dann erfu¨llt ist, wenn c1 = 1 gilt. Wir ko¨nnen aber
beispielsweise ϕ2(n) = c1n
−c2(1 − c1), c1, c2 ≥ 0 wa¨hlen und erhalten damit auch hier
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nun zwei Parameter. Analog ko¨nnen ϕ1 und ϕ3 von zwei Parametern und allgemein alle
Funktionen ϕ1, ϕ2, ϕ3 jeweils auch von mehreren Parametern abha¨ngen.
Ist ji die Anzahl dieser Parameter fu¨r die Funktion ϕi, 1 ≤ i ≤ 3, ergibt sich also ein
Maßwechselvektor
ϑ = (ϑ1, ϑ21 . . . , ϑ2j1 , ϑ31 . . . , ϑ3j2 , ϑ41 . . . , ϑ4j3 )
und
β
(n)
i (x0, . . . , xn) = 1 + (ϑ1 − 1) · ϕ1,ϑ21 ...,ϑ2j1 (rn) · ϕ2,ϑ31 ...,ϑ3j2 (n)
· ϕ3,ϑ41 ...,ϑ4j3 (L(x0, . . . , xn)) , n ≥ 1.
Die Parametrisierung beschreibt so die allgemeine Form unseres dynamischen Maßwech-
sels. Sie schließt insbesondere die Mo¨glichkeit verschiedener Formen einer Funktion ϕi ein.
Exemplarisch haben wir bisher die Parametrisierung anhand verschiedener Formen von
ϕ2 erla¨utert. Allgemein sind ϕ1, ϕ2, ϕ3 Funktionen, die die in 4.4.2 spezifizierten Bedin-
gungen erfu¨llen mu¨ssen. Fu¨r eine Optimierung kann man die Form der Funktionen stark
einschra¨nken oder unterschiedliche Formen erlauben. Diese ko¨nnen im Rahmen obiger Pa-
rametrisierung gehandhabt werden, wie wir nun erla¨utern wollen. Will man sich bei der
Optimierung nicht auf eine bestimmte Funktionsform festlegen, kann ein diskreter Para-
meter die Auswahl aus mehreren Optionen steuern und sozusagen als Schalter fungieren.
Wir ko¨nnen das wieder an den Beispielen fu¨r ϕ2 illustrieren. Die erste Funktionsform sei
vom Typ c1n
−c2(1− c1), die zweite Form vom Typ d−d2(n−1)1 . Zusa¨tzlich zu den Parame-
tern c1, c2, d1, d2 kann man nun einen weiteren Parameter mit Werten in {1, 2} einfu¨hren,
von dem abha¨ngt, welche der beiden Funktionsformen ausgewa¨hlt wird. Bei einer Opti-
mierung kann dann also auch dieser Schalter vera¨ndert und optimiert werden. Wiederum
ist klar, daß wir analog fu¨r mehr als zwei Funktionsformen verfahren ko¨nnen, etwa auch
fu¨r zusammengesetzte Funktionen. Eine einfache Mo¨glichkeit der Zusammensetzung von
Funktionen besteht darin, mehrere im Rahmen der Bedingungen erlaubte Funktionen zu
multiplizieren, da fu¨r das Produkt auch alle Bedingungen erfu¨llt sind.
Eine Variante zu unserem diskreten Schalter, die fu¨r einige Optimierungsverfahren mo¨gli-
cherweise geeigneter erscheint, ist eine additive Darstellung der ϕi mittels einer Art von
Indikatorfunktionen. Fu¨r eine der Funktionen ϕi seien ξ1, . . . , ξC verschiedene Funktions-
formen, aus denen gewa¨hlt werden soll. Diese ξj ha¨ngen von Parametern ab, die wir,
ebenso wie die Parameter von ϕi in der folgenden Notation aus Gru¨nden der U¨bersicht-
lichkeit vernachla¨ssigen. Nun soll eine dieser Funktionsformen ausgewa¨hlt werden. Dies
geschieht mittels
ϕi = χ1ξ1 + χ2ξ2 + . . . , χCξC , χ1 , . . . , χC ∈ {0, 1},
wobei χ
j
= 1 fu¨r genau ein χ
j
, 1 ≤ j ≤ C und χ
k
= 0 fu¨r alle anderen χ
k
, 1 ≤ k ≤ C, k 6= j
gilt. Somit wird also genau eine der Funktionsformen zugeordnet.
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Wir haben eingangs des Abschnittes bereits erwa¨hnt, daß die konkrete Anwendung von
Optimierungsverfahren Gegenstand zuku¨nftiger Forschung ist, und daß prinzipiell je-
des Optimierungsverfahren eingesetzt werden kann. Sicherlich ist die Eignung verschie-
dener Optimierungsverfahren jedoch fraglich, sodaß hier noch eine Reihe offener Fra-
gen bleibt, insbesondere auch bei der Auswahl der Funktionsformen und deren Ein-
beziehung in die Optimierung. Aus unserer Sicht stellen dabei genetische Algorithmen
[Dav91, Gol89, Mit01, Raw91] eine im Bereich des adaptiven Importance Sampling neue
und speziell fu¨r die in diesem Abschnitt vorgestellte Parametrisierung unseren dynami-
schen Maßwechsels interessante Mo¨glichkeit dar. Vor allem die Auswahl der Funktionsfor-
men bereitet bei den meisten Optimierungsverfahren konzeptionelle Schwierigkeiten, da
etwa beim Simulated Annealing oder bei stochastischen Gradienten– oder Newtonverfah-
ren unklar ist, wie die diskreten Parameter behandelt werden ko¨nnen, denn die genannten
Verfahren bestimmen grob gesprochen alle eine Richtung im Parameterraum, in der eine
optimale Lo¨sung gefunden werden soll. Auch wenn wir hier nicht auf die Details geneti-
scher Algorithmen eingehen ko¨nnen, wollen wir doch anmerken, daß die grundlegenden
Operationen Selection, Crossover und Mutation uns bei der beschriebenen Problemstel-
lung erfolgversprechend erscheinen. Denkbar ist dabei auch eine Kombination mit anderen
Optimierungsverfahren. Schließlich wollen wir zum Abschluß des Kapitels u¨ber adaptives
Importance Sampling noch darauf hinweisen, daß nicht nur fu¨r unseren Maßwechsel, son-
dern allgemein die Anwendung genetischer Algorithmen zur Parameteroptimierung von
Importance Sampling bisher in der Literatur nach unserem Wissen nicht untersucht wor-
den ist. Adaptives Importance Sampling mittels genetischer Algorithmen sollte daher auch
ein Gebiet zuku¨nftiger Forschung sein.
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6 Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurde die Simulation seltener Ereignisse unter Verwendung
des Varianzreduktionsverfahrens
”
Importance Sampling“ behandelt, wobei ein besonderer
Schwerpunkt auf Markovsche Modelle gelegt wurde.
Zuna¨chst haben wir eine grundlegende Einfu¨hrung in die Beschreibung und analytische
Behandlung seltener Ereignisse mit Hilfe der Theorie großer Abweichungen gegeben, da
viele der in der Literatur diskutierten Verfahren zur Simulation seltener Ereignisse und die
Grenzen der Anwendbarkeit solcher Verfahren ohne Grundkenntnisse der Theorie großer
Abweichungen kaum versta¨ndlich und nachvollziehbar sind. Dabei wurde auch die be-
sonders in diesem Bereich der Wahrscheinlichkeitstheorie als Beweisverfahren bedeutende
Maßwechseltechnik erla¨utert und damit ein unmittelbarer Bezug zur Simulation seltener
Ereignisse und insbesondere zum Importance Sampling hergestellt.
Nach der Verdeutlichung der Probleme, die sich bei der zuverla¨ssigen Scha¨tzung der Wahr-
scheinlichkeiten seltener Ereignisse ergeben, und einer U¨bersicht u¨ber die wichtigsten Kon-
zepte zur statistischen Auswertung von Simulationsdaten haben wir Importance Sampling
zuna¨chst informell und schließlich formal dargestellt. Wir haben optimale Scha¨tzer ange-
sprochen, Effizienzkriterien vorgestellt, deren Zusammenhang untersucht sowie klassische
und ha¨ufig angewendete Maßwechselstrategien diskutiert und insbesondere deren Nachtei-
le verdeutlicht. Auch das neben dem Importance Sampling zweite bedeutende Verfahren
zur Simulation seltener Ereignisse, das RESTART–Verfahren, und die sich dabei ergeben-
den Schwierigkeiten wurden kurz erla¨utert.
Fu¨r Markovmodelle haben wir nach der Beschreibung formaler Grundlagen ausfu¨hrlich
optimale Scha¨tzer hergeleitet und untersucht, zuna¨chst fu¨r Beispiele, dann fu¨r verschiede-
ne allgemeinere Klassen von Leistungsmaßen. Wir haben Maßwechselstrategien erla¨utert,
die unter gewissen Voraussetzungen fu¨r bestimmte Modellklassen oder Leistungsmaße ef-
fiziente Scha¨tzer liefern und den Einfluß der Simulationsmethode auf die Effizienz von
Scha¨tzern diskutiert. Importance Sampling wurde auf strukturiert durch Transitionsklas-
sen beschriebene Modelle angewendet, Konzepte und Maßwechselstrategien pra¨sentiert,
speziell fu¨r Markovsche Tandemwarteschlangennetze Maßwechselstrategien entwickelt, die
effiziente Scha¨tzer fu¨r U¨berlauflaufwahrscheinlichkeiten liefern.
Nach der Vorstellung des Prinzips der adaptiven Optimierung von Importance–Sampling–
Scha¨tzern, der Beschreibung einiger klassischer Methoden und einer Formalisierung der
notwendigen Parametrisierung haben wir die in ju¨ngster Zeit immer mehr an Bedeutung
gewinnende Cross–Entropy–Methode vorgestellt, deren Anwendungsbereiche auf Transiti-
onsklassenmodelle erweitert und einen Zusammenhang mit der Theorie großer Abweichun-
gen hergestellt. Schließlich wurde die Mo¨glichkeit der adaptiven Optimierung dynamischer
Maßwechsel fu¨r Transitionsklassenmodelle dargelegt.
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Die Arbeit entha¨lt eine Reihe neuer Ergebnisse, die im Hinblick auf eine fließende Dar-
stellung und eine gute Lesbarkeit jeweils an den Stellen pra¨sentiert wurden, die dafu¨r am
geeignetsten erscheinen. Im folgenden sind die wichtigsten Ergebnisse zusammengestellt.
Aus den allgemeinen Formeln, die die Grundlage des Importance Sampling bilden, wurde
gefolgert, daß es ausreicht, die durch den Satz von Radon–Nikodym geforderte absolute
Stetigkeit von Wahrscheinlichkeitsmaßen auf einer Spur–σ–Algebra zu fordern. Es wurde
weiterhin gezeigt, daß die Form der optimalen Importance–Sampling–Dichte, der Dichte
eines Importance–Sampling–Scha¨tzers mit Varianz 0, diese Dichte eindeutig bestimmt.
Die Information, daß die optimale Dichte explizit von der unbekannten zu scha¨tzenden
Gro¨ße abha¨ngt, ist somit nicht notwendig.
Bei der Untersuchung von Effizienzkriterien fu¨r Importance–Sampling–Scha¨tzer wurde
gezeigt, daß ein beschra¨nkter relativer Fehler ein echt sta¨rkeres Kriterium als asympto-
tische Optimalita¨t ist, daß also ein beschra¨nkter relativer Fehler asymptotische Optima-
lita¨t impliziert, die Umkehrung im allgemeinen jedoch nicht gilt. Die Betrachtung von
Importance–Sampling–Scha¨tzern, deren relativer Fehler nicht beschra¨nkt ist, fu¨hrte auf
eine neue Charakterisierung asymptotischer Optimalita¨t u¨ber die Gro¨ßenordnung des rela-
tiven Fehlers. Diese Charakterisierung wurde in Form der besonders auch in der Informatik
gela¨ufigen o–Notation gegeben.
Aus der Beschreibung der formalen Grundlagen des Importance Sampling fu¨r Markov-
ketten wurde abgeleitet, daß die Anwendung von Importance Sampling auf Markovsche
Reward–Modelle durch die Interpretation von Rewards als Funktionen mo¨glich ist.
Der optimale Maßwechsel fu¨r Arbeitsphasenparameter in M/M/1–Modellen wurde herge-
leitet und als im allgemeinen nicht optimal fu¨r die Scha¨tzung stationa¨rer Zustandswahr-
scheinlichkeiten identifiziert. Dies zeigt, daß fu¨r ein Modell in der Regel nicht ein optimaler
Maßwechsel fu¨r diverse Leistungsmaße existiert, sondern daß der optimale Maßwechsel im
allgemeinen vom Leistungsmaß abha¨ngt. Er kann auch aus der Modellklasse des zu unter-
suchenden Modells herausfu¨hren oder einer allgemeineren Klasse angeho¨ren wie etwa der
optimale Maßwechsel fu¨r Arbeitsphasenparameter, der auf ein verallgemeinertes M/M/1–
Modell mit zustandsabha¨ngigen Ankunfts– und Bedienraten fu¨hrt.
Anhand eines Markovkettenbeispiels aus der Literatur wurde gezeigt, daß auch die Si-
mulationsmethode wesentlichen Einfluß auf den optimalen Maßwechsel hat. Dazu wurde
fu¨r das Beispiel der optimale Maßwechsel bestimmt. Bei Anwendung regenerativer Simu-
lation und Ausnutzung der speziellen Struktur des Beispielmodells fu¨hrt dieser auf eine
homogene Markovkette als Importance–Sampling–Maß, was ohne Ausnutzung der Struk-
tur oder unter Verwendung von Simulationsla¨ufen mit endlichem Horizont nicht der Fall
ist. Das bedeutet, daß eine ungeschickte Wahl der Simulationsmethode ebenso wie eine
ungeschickte Modellierung dazu fu¨hren kann, daß der optimale Maßwechsel ausgeschlossen
wird.
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Fu¨r die Wahrscheinlichkeit einer vorgegebenen Anzahl bzw. Mindestanzahl von Erfol-
gen in unabha¨ngigen Bernoulli–Experimenten wurde durch sukzessive Verbesserung der
Modellierung sowohl eine mo¨gliche Vorgehensweise bei der Suche nach Maßwechseln de-
monstriert, als auch gezeigt, daß der optimale Maßwechsel auf zeit– und zustandsabha¨ngi-
ge Bernoulli–Experimente fu¨hrt, also Bernoulli–Experimente, bei denen die Erfolgswahr-
scheinlichkeit von der Anzahl bereits durchgefu¨hrter Experimente und von der Anzahl
bereits erzielter Erfolge abha¨ngt. Auch hier geho¨rt das Importance–Sampling–Maß also
einer allgemeineren Klasse an.
Fu¨r Leistungsmaße u¨ber endlichem Horizont und stationa¨re Leistungsmaße von Markov-
ketten wurde jeweils die Form des optimalen Maßwechsels hergeleitet und dabei insbeson-
dere gezeigt, daß optimales Importance Sampling fu¨r Leistungsmaße von Markovketten
im allgemeinen nicht mittels Markovketten realisierbar ist, also daß die Verwendung ei-
ner Markovkette als Importance–Sampling–Maß dabei im allgemeinen nicht zu optimalen
Importance–Sampling–Scha¨tzern fu¨hrt.
Fu¨r Transitionsklassenmodellen wurden die eher informellen Beschreibungen in der Li-
teratur formalisiert und anhand der formalen Definition die A¨quivalenz von Transiti-
onsklassenmodellen und Markovketten bewiesen. Importance Sampling wurde auf Tran-
sitionsklassenmodelle unter Einfu¨hrung einer geeigneten Formulierung angewendet und
ein dynamischer Maßwechsel vorgeschlagen, der abha¨ngig sein kann vom Zustand des
vom Modell beschriebenen Systems, von der Zeit, also der jeweils aktuellen Simulations-
laufla¨nge wie etwa der Anzahl bereits simulierter Zustandsu¨berga¨nge, von der Anzahl
der wa¨hrend des Laufes bereits beobachteten seltenen Ereignisse wie etwa Besuche in be-
stimmten Zusta¨nden der zugrundeliegenden Markovkette und vom jeweils aktuellen Wert
des Likelihood–Quotienten. Dieser Maßwechsel ist fu¨r die Methode unabha¨ngiger Simu-
lationsla¨ufe fester La¨nge weniger empfindlich fu¨r die Vergro¨ßerung der Laufla¨nge als be-
kannte statische Verfahren, die eine fest gewa¨hlte homogene Markovkette als Importance–
Sampling–Maß verwenden. Weiterhin wurden fu¨r Transitionsklassenmodelle komponen-
tenbasierte Maßwechsel pra¨sentiert, also Maßwechsel, die nicht vom gesamten Systemzu-
stand sondern nur vom Zustand bestimmter Systemkomponenten abha¨ngig sind.
Fu¨r Markovsche Tandemsysteme wurden zur Bestimmung von U¨berlaufwahrscheinlich-
keiten basierend auf Heuristiken und grundlegenden Richtlinien zwei neue Strategien fu¨r
zustandsunabha¨ngige Maßwechsel hergeleitet. Vergleiche mit existierenden Strategien be-
legen die Effizienz dieser Maßwechsel.
Im Rahmen der Behandlung adaptiver Verfahren mit dem Schwerpunkt auf der Cross–
Entropy–Methode wurde die Anwendung dieser auf Transitionsklassenmodelle formuliert
und der Zusammenhang zur Theorie großer Abweichungen durch Interpretation der Cross–
Entropy–Methode als adaptives Verfahren zur Bestimmung von Ratenfunktionen her-
gestellt. Die Mo¨glichkeit der adaptiven Optimierung des dynamischen Maßwechsels fu¨r
Transitionsklassenmodelle wurde ebenfalls aufgezeigt.
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Aus den durchgefu¨hrten Untersuchungen und den Ergebnissen der Arbeit ergeben sich
einige Gegensta¨nde zuku¨nftiger Forschung. Selbstversta¨ndlich sind ganz allgemein wei-
terfu¨hrende Untersuchungen zur Theorie des Importance Sampling nu¨tzlich. Vor allem
ist die Anwendung von Importance Sampling auf breitere Modellklassen, als das nach
aktuellem Stand der Forschung mo¨glich ist, erstrebenswert. Hierbei sind auch weiterhin
Markovsche Modelle von besonderer Bedeutung.
Dabei bieten die Ideen, die zu den Maßwechselstrategien fu¨r Tandemsysteme mit zwei
Knoten und ohne Engpaß fu¨hrten, die Perspektive der Erweiterung und Verallgemeine-
rung, wie wir im Abschnitt 4.5.3 ausfu¨hrlich erla¨utert haben. Dies beinhaltet unter an-
derem Tandemsysteme mit Engpaßstation, mit mehr als zwei Knoten, mit beschra¨nkten
Warteschlangenkapazita¨ten, allgemeinere Jackson–Netze wie etwa Systeme mit Ru¨ckkopp-
lungen und auch nicht–Markovsche Tandemsysteme.
Die Konzepte, die fu¨r Transitionsklassenmodelle entwickelt wurden, sollten konkreti-
siert werden. Komponentenbasierte Maßwechsel ko¨nnen fu¨r Modelle mit mehrdimensio-
nalen Zustandsra¨umen zu effizienten Maßwechselstrategien fu¨hren, die eine Zwischenstufe
zwischen zustandsunabha¨ngigen Maßwechseln und zustandsabha¨ngigen Maßwechseln im
herko¨mmlichen Sinne darstellen. Eine weitere Alternative bietet das vorgestellte Konzept
fu¨r dynamische Maßwechsel, das ermo¨glicht, den Maßwechsel wa¨hrend eines Simulations-
laufes zu steuern. Die adaptive Optimierung solcher dynamischer Maßwechsel erscheint
ebenfalls vielversprechend, wobei verschiedene Optimierungsverfahren erprobt und auch
die Kombination von Optimierungsverfahren in Betracht gezogen werden sollte. Geneti-
sche Algorithmen erscheinen in diesem Zusammenhang als eine interessante und erfolg-
versprechende Mo¨glichkeit.
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A Anhang
A.1 Konvergenzbegriffe und Grenzwertsa¨tze
Gegeben sei stets ein zugrundeliegender Wahrscheinlichkeitsraum (Ω,A, P ) oder eine Fol-
ge ((Ωn,An, Pn)) von Wahrscheinlichkeitsra¨umen. Der Begriff der Zufallsvariablen sei,
wenn nicht explizit angegeben, allgemein verstanden, also nicht eingeschra¨nkt auf den
reellen eindimensionalen Fall, und entsprechend seien Metriken geeignet definiert.
Definition A.1 (Limes superior/inferior) Sei a1, a2, . . . eine Folge reeller Zahlen. Der Li-
mes superior und der Limes inferior, in Kurzschreibweise lim sup und lim inf, sind definiert
durch
lim sup
n→∞
an := lim
n→∞
(sup{ai : i ≥ n}), lim inf
n→∞
an := lim
n→∞
(inf{ai : i ≥ n}).
Analog ist die Definition fu¨r Mengen und damit Ereignisse aus einer σ–Algebra.
Definition A.2 (Mengentheoretischer Limes superior/inferior) Sei A1, A2, . . . eine Folge
von Ereignissen (Mengen) mit Ai ∈ A, i ∈ IN+. Der Limes superior und der Limes inferior,
in Kurzschreibweise lim sup und lim inf, sind definiert durch
lim sup
n→∞
An :=
∞⋂
n=1
⋃
i≥n
Ai, lim inf
n→∞
An :=
∞⋃
n=1
⋂
i≥n
Ai.
Dabei beschreibt der Limes Superior das Ereignis
”
es treten unendlich viele der Ai auf“,
und der Limes Inferior beschreibt das Ereignis “es treten alle außer endlich vielen Ai auf“,
und es gilt stets lim inf An ⊆ lim sup An.
Lemma A.1
P
{
lim inf
n→∞
An
}
≤ lim inf
n→∞
P{An} ≤ lim sup
n→∞
P{An} ≤ P
{
lim sup
n→∞
An
}
.
Lemma A.2 (Borel–Cantelli) Sei A1, A2, . . . eine Folge von Ereignissen aus A. Dann gilt
∞∑
i=1
P{Ai} < ∞ ⇒ P
{
lim sup
n→∞
An
}
= 0 ⇔ P
{
lim inf
n→∞
An
}
= 1.
Sind die Ai paarweise unabha¨ngig, dann gilt auch die Umkehrung
∞∑
i=1
P{Ai} = ∞ ⇒ P
{
lim sup
n→∞
An
}
= 1.
Definition A.3 (Lp–Konvergenz) Eine Folge X1, X2, . . . von Zufallsvariablen heißt fu¨r
0 < p < ∞ im p–ten Mittel konvergent oder Lp–konvergent gegen eine Zufallsvariable X,
genau dann, wenn
lim
n→∞
E[|Xn −X|p] = 0.
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Die Bezeichnung Lp–Konvergenz erkla¨rt sich daraus, daß allgemein fu¨r Maße µ die Menge
aller reellen p–fach µ–integrierbaren Funktionen auf Ω mit Lp(µ) bezeichnet wird. Diese
Menge Lp(µ) ist ein Vektorraum u¨ber IR. Als Spezialfall ergibt sich die L1–Konvergenz,
d.h. die Konvergenz im Mittel.
Definition A.4 (Fast sichere Konvergenz) Eine Folge X1, X2, . . . von Zufallsvariablen
heißt (P–) fast sicher konvergent gegen eine Zufallsvariable X, genau dann, wenn eine der
folgenden a¨quivalenten Bedingungen erfu¨llt ist
• P
{
lim
n→∞
Xn = X
}
= 1,
• ∀ > 0 : lim
n→∞
P
{
sup
m≥n
|Xm −X| > 
}
= 0,
• ∀ > 0 : lim
n→∞
P {|Xm −X| ≤  fu¨r alle m ≥ n} = 1,
• ∀ > 0 : P
{
lim sup
n→∞
|Xn −X| > 
}
= 0.
Definition A.5 (Stochastische Konvergenz) Eine Folge X1, X2, . . . von Zufallsvariablen
heißt stochastisch konvergent gegen eine Zufallsvariable X, genau dann, wenn
∀ > 0 : lim
n→∞
P {|Xn −X| ≥ } = 0
oder a¨quivalent dazu
∀ > 0 : lim
n→∞
P {|Xn −X| > } = 0
Definition A.6 (Schwache Konvergenz) Eine Folge (Pn) von Wahrscheinlichkeitsver-
teilungen auf der Borelschen σ–Algebra Bd im IRd heißt schwach konvergent gegen eine
Wahrscheinlichkeitsverteilung P auf Bd genau dann, wenn fu¨r alle beschra¨nkten stetigen
Funktionen f
lim
n→∞
∫
fdPn =
∫
fdP
oder a¨quivalent
lim
n→∞
EPn [f ] = EP [f ].
Man schreibt dann auch
lim
n→∞
Pn = P.
Definition A.7 (Konvergenz in Verteilung) Eine Folge X1, X2, . . . von Zufallsvariablen
heißt konvergent in Verteilung gegen eine Zufallsvariable X, genau dann, wenn die Folge
(PXn) der Verteilungen schwach gegen die Verteilung PXn konvergiert.
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Satz A.1 (Zusammenhang von Konvergenzbegriffen)
• Lp–Konvergenz ⇒ L1–Konvergenz ⇒ Stochastische Konvergenz.
• Fast sichere Konvergenz ⇒ Stochastische Konvergenz.
• Stochastische Konvergenz ⇒ Konvergenz in Verteilung.
Satz A.2 (Bernoullisches Gesetz der großen Zahlen) Sei ein Bernoulli–Experiment gege-
ben, also |Ω| = 2,A = pot(Ω), A ∈ A mit P{A} = p ∈ [0, 1]. Fu¨r die relative Ha¨ufigkeit
Rn(A) des Ereignisses A bei n–facher unabha¨ngiger Wiederholung des Experimentes gilt
∀ > 0 : lim
n→∞
P{|Rn(A)− p| ≤ } = 1.
Die relative Ha¨ufigkeit konvergiert also fast sicher gegen die Wahrscheinlichkeit.
Satz A.3 (Schwaches Gesetz der großen Zahlen) Seien X1, . . . , Xn unabha¨ngige Zufalls-
variablen mit identischem Erwartungswert µ und existierender Varianz. Dann gilt
∀ > 0 : lim
n→∞
P
{∣∣∣∣∣ 1n
n∑
i=1
Xi − µ
∣∣∣∣∣ ≥ 
}
= 0.
Also sagt das schwache Gesetz der großen Zahlen aus, daß fu¨r eine Folge unabha¨ngiger
Zufallsvariablen Xi mit identischem Erwartungswert µ und existierender Varianz die Folge
1
n
∑n
i=1 Xi stochastisch gegen (die konstante Zufallsvariable) µ konvergiert.
Satz A.4 (Starkes Gesetz der großen Zahlen) Seien X1, . . . , Xn unabha¨ngige identisch
verteilte Zufallsvariablen mit Erwartungswert µ. Dann gilt
P
{
lim
n→∞
1
n
n∑
i=1
Xi = µ
}
= 1.
Also sagt das starke Gesetz der großen Zahlen aus, daß fu¨r eine Folge unabha¨ngiger
identisch verteilter Zufallsvariablen Xi mit Erwartungswert µ die Folge
1
n
∑n
i=1 Xi fast
sicher gegen (die konstante Zufallsvariable) µ konvergiert. Das bedeutet in der Sprache
der Statistik, daß das Stichprobenmittel ein konsistenter Scha¨tzer fu¨r µ ist.
Definition A.8 (Lindeberg–Bedingung) Seien X1, . . . , Xn unabha¨ngige reelle Zufalls-
variablen mit Erwartungswerten µi und Varianzen σ
2
i , i = 1, . . . , n, und seien s
2
n :=
σ21 + · · ·+ σ2n und
Ln() :=
1
s2n
n∑
i=1
∫
|x−µi|≥sn
(x− µi)2PXi(dx).
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Dann heißt die Aussage
∀ > 0 : lim
n→∞
Ln() = 0
Lindeberg–Bedingung.
Satz A.5 (Zentraler Grenzwertsatz) Seien X1, . . . , Xn unabha¨ngige reelle Zufallsvariablen
mit Erwartungswerten µi und Varianzen σ
2
i , i = 1, . . . , n, und seien
S∗n :=
n∑
i=1
(Xi − µi)√
n∑
i=1
σ2i
=
n∑
i=1
(Xi − µi)
sn
die standardisierten Summen. Falls die Lindeberg–Bedingung erfu¨llt ist, gilt
lim
n→∞
P {S∗n ≤ x} = φ(x),
wobei φ die Verteilungsfunktion der Standard–Normalverteilung N(0, 1) bezeichnet. Der
Zentrale Grenzwertsatz besagt, daß die Folge der Verteilungen der standardisierten Sum-
men schwach gegen die standardisierte Normalverteilung N(0, 1) konvergiert. Also ist S∗n
na¨herungsweise N(0, 1)–verteilt, und Sn = X1 + · · · + Xn ist na¨herungsweise N(µ, σ2)–
verteilt mit µ = µ1 + · · ·+ µn und σ2 = σ21 + · · ·+ σ2n.
Insbesondere ist die Lindeberg–Bedingung erfu¨llt, falls die Xi identisch verteilt sind mit
Erwartungswert µ und Varianz σ2. Dann ist also Sn na¨herungsweise N(nµ, nσ)–verteilt.
Dieser Spezialfall ist der
Satz A.6 (de Moivre–Laplace) Fu¨r jede Folge X1, X2, . . . unabha¨ngiger identisch verteil-
ter reeller Zufallsvariablen mit Erwartungswert µ und Varianz σ2 gilt
lim
n→∞
P
{
1
σ
√
n
n∑
i=1
(Xi − µ) ≤ x
}
= φ(x).
A.2 Markovketten
Es gibt zahlreiche Bu¨cher, die stochastische Prozesse und insbesondere Markovketten
ausfu¨hrlich behandeln, etwa [All90, Beh00, Bre98, Chu78, Fel68, Fel71, Fis89, How71a,
Kar69, Kei79, KS69]. Daru¨berhinaus enthalten viele Bu¨cher zur modellbasierten Lei-
stungsbewertung Einfu¨hrungen in die Grundlagen von Markovketten, so unter ande-
rem [Bol89, BGdMT98, BDMC+94, Hav98]. Dabei werden ha¨ufig jedoch sehr unter-
schiedliche Notationen und Konventionen vereinbart, und zudem erfolgt oft sehr fru¨h
eine Einschra¨nkung auf homogene, also zeitunabha¨ngige Markovketten, auf endliche Zu-
standsra¨ume oder auf den zeitdiskreten Fall. Wir wollen daher an dieser Stelle die wich-
tigsten Grundlagen zusammenstellen, auch im Hinblick auf die Einfu¨hrung unserer No-
tationen und Sprechweisen. Fu¨r weiterfu¨hrende Details verweisen wir auf die genannte
Literatur.
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Markovketten sind spezielle stochastische Prozesse, die sich aufgrund der Einschra¨nkung
der Abha¨ngigkeiten von Zufallsvariablen verha¨ltnisma¨ßig gut mathematisch untersuchen
lassen. Der Begriff des stochastischen Prozesses spielt bei der Modellierung dynamischer
Vorga¨nge eine zentrale Rolle. Anschaulich gesprochen modelliert ein stochastischer Pro-
zeß den zeitlichen Verlauf eines zufallsabha¨ngigen Geschehens. Daraus erkla¨rt sich die
Bedeutung bei der Analyse von Computer– und Kommunikationssystemen aber auch von
o¨konomischen Systemen und vielen Systemen in nahezu allen Naturwissenschaften wie
der Biologie, Chemie oder Physik.
Definition A.9 (Stochastischer Prozeß) Ein stochastischer Prozeß ist eine Familie
(Xt)t∈T von Zufallsvariablen auf einem Wahrscheinlichkeitsraum (Ω,A, P ) mit Werten
in einer Menge S. Die Menge T heißt Indexmenge, die Indizes t ∈ T werden u¨blicherweise
als Zeiten und die Werte der Xt als Zusta¨nde eines Systems interpretiert. Die Menge S
aller Zusta¨nde heißt Zustandsraum. Ist die Indexmenge T abza¨hlbar, so heißt der Pro-
zeß zeitdiskret oder kurz diskret, sonst zeitstetig oder kurz stetig. Ist der Zustandsraum
abza¨hlbar, so nennt man den Prozeß auch Kette und bei endlichem Zustandsraum endliche
Kette.
Eine weitere Klassifizierung von stochastischen Prozessen erfolgt aufgrund der Abha¨ngig-
keiten der Zufallsvariablen Xt. Im einfachsten Fall sind diese unabha¨ngig und identisch
verteilt, also bildet eine Folge unabha¨ngiger identisch verteilter Zufallsvariablen einen
stochastischen Prozeß. Besteht die Abha¨ngigkeit nur vom aktuellen Zustand, so heißt der
Prozeß Markovprozeß.
Definition A.10 (Markovprozeß) Ein stochastischer Prozeß (Xt)t∈T heißt Markovprozeß,
falls fu¨r alle t0 < t1 < . . . < tn+1, ti ∈ T und x0, . . . , xn+1 ∈ S, n ∈ IN gilt
P{Xtn+1 = xn+1|Xtn = xn, . . . , Xt0 = x0} = P{Xtn+1 = xn+1|Xtn = xn}.
Diese Eigenschaft heißt Markoveigenschaft. Ein Markovprozeß mit endlichem oder abza¨hl-
barem Zustandsraum heißt Markovkette.
Wir betrachten im folgenden ausschließlich Markovketten. Da der Zustandsraum endlich
oder abza¨hlbar ist, identifiziert man oft OBdA S ⊆ IN, typischerweise S = {0, 1, . . . , S}
oder S = {1, 2, . . . , S} im endlichen Fall und S = IN oder S = IN+ im unendlichen Fall.
Wir wa¨hlen dabei im folgenden die Variante, bei der jeweils die Null im Zustandsraum
enthalten ist. Manchmal ist jedoch auch die Variante ohne die Null vorteilhaft.
Sprechweise: Ist Xt = i fu¨r t ∈ T, i ∈ S, so sagt man, die Markovkette ist zur Zeit t im
Zustand i.
Definition A.11 (Zustandswahrscheinlichkeit, Verteilung) Die Wahrscheinlichkeit, daß
eine Markovkette zur Zeit t ∈ T in einem Zustand j ∈ S ist, heißt transiente Zustands-
wahrscheinlichkeit von j zur Zeit t und wird mit pi
(t)
j bezeichnet, also
pi
(t)
j := P{Xt = j}, j ∈ S, t ∈ T.
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Der Vektor pi(t) = (pi
(t)
0 , pi
(t)
1 , . . .) der transienten Zustandswahrscheinlichkeiten heißt tran-
siente Wahrscheinlichkeitsverteilung oder ku¨rzer transiente Verteilung der Markovkette
zur Zeit t.
Definition A.12 (U¨bergangswahrscheinlichkeiten) Fu¨r beliebige t1, t2 ∈ T mit t1 < t2
heißen die Wahrscheinlichkeiten, daß die Markovkette zur Zeit t1 in einem Zustand i ∈ S
und zur Zeit t2 in einem Zustand j ∈ S ist, transiente U¨bergangswahrscheinlichkeiten und
werden mit pij(t1, t2) bezeichnet, also
pij(t1, t2) := P{Xt2 = j|Xt1 = i}, t1, t2 ∈ T, t1 < t2, i, j ∈ S.
Es gilt fu¨r beliebige t1, t2 ∈ T mit t1 < t2 und alle i, j ∈ S
pij(t1, t2) ≥ 0,
∑
j∈S
pij(t1, t2) = 1.
Satz A.7 (Chapman–Kolmogorov–Gleichungen) Fu¨r beliebige i, j ∈ S und t1, s, t2 ∈ T
mit t1 < s < t2 gilt
pij(t1, t2) =
∑
k∈S
pik(t1, s)pkj(s, t2).
Fu¨r beliebige i, j ∈ S und t0, t1, . . . , tn, n ∈ IN mit t0 < t1 < · · · < tn ergibt sich fu¨r die
Wahrscheinlichkeit der Zufallsvariablen (Xt0 , Xt1 , . . . , Xtn)
P{Xt0 = x0, . . . , Xtn = xn} = P{Xt0 = x0}px0x1(t0, t1)px1x2(t1, t2) · · ·pxn−1xn(tn−1, tn)
= pi(0)x0
n−1∏
k=0
pxk,xk+1(tk, tk+1).
Die Wahrscheinlichkeit der Zufallsvariablen Xt0 und die U¨bergangswahrscheinlichkei-
ten bestimmen also die Wahrscheinlichkeit der (n + 1)–dimensionalen Zufallsvariablen
(Xt0 , Xt1 , . . . , Xtn). Man nennt Realisierungen dieser Zufallsvariablen auch Pfade oder
Pfadsegmente der Markovkette.
A.2.1 Diskrete Markovketten
Im Fall abza¨hlbarer Indexmengen identifiziert man u¨blicherweise T = IN und bezeichnet
allgemein den Zeitparameter mit n ∈ IN. Somit ergibt sich eine natu¨rliche Definition
diskreter Markovketten.
Definition A.13 (Diskrete Markovkette) Ein stochastischer Prozeß (Xn)n∈IN mit end-
lichem oder abza¨hlbarem Zustandsraum S heißt zeitdiskrete Markovkette (Discrete–
Time Markov Chain, DTMC ) oder kurz diskrete Markovkette, falls fu¨r alle n ∈ IN und
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x0, . . . , xn+1 ∈ S gilt
P{Xn+1 = xn+1|Xn = xn, . . . , X0 = x0} = P{Xn+1 = xn+1|Xn = xn}.
Analog zum allgemeinen Fall sind Zustandswahrscheinlichkeiten und Verteilungen defi-
niert. Mit den Notationen fu¨r diskrete Markovketten heißt die Wahrscheinlichkeit
pi
(n)
j := P{Xn = j},
daß die Markovkette zur Zeit n im Zustand j ist, die transiente Zustandswahrscheinlich-
keit von j zur Zeit n. Der Vektor pi(n) = (pi
(n)
0 , pi
(n)
1 , . . .) der transienten Zustandswahr-
scheinlichkeiten heißt transiente Verteilung der Markovkette zur Zeit n. Speziell heißen
pi
(0)
0 , pi
(0)
1 , . . . Anfangszustandswahrscheinlichkeiten und der Vektor pi
(0) Anfangsverteilung
der Markovkette. Da Zustandsu¨berga¨nge einer diskreten Markovkette zu diskreten Zeit-
punkten stattfinden, ist also der Zustand der Kette zur Zeit n ∈ IN der Zustand der Kette
nach n U¨berga¨ngen oder, wie man im diskreten Fall sagt, nach n Schritten.
Definition A.14 (U¨bergangswahrscheinlichkeiten) Fu¨r diskrete Markovketten mit Zu-
standsraum S und i, j ∈ S, n, m ∈ IN heißen
p
(m)
ij (n) := pij(n, n + m) = P{Xn+m = j|Xn = i}
die m–Schritt–U¨bergangswahrscheinlichkeiten und speziell
pij(n) := p
(1)
ij (n) = P{Xn+1 = j|Xn = i}
die 1–Schritt–U¨bergangswahrscheinlichkeiten oder kurz U¨bergangswahrscheinlichkeiten
der Markovkette.
Definition A.15 (Homogene diskrete Markovkette) Eine diskrete Markovkette heißt
homogen, falls die U¨bergangswahrscheinlichkeiten nicht von der Zeit n abha¨ngen. Man
spricht dann von stationa¨ren U¨bergangswahrscheinlichkeiten und schreibt kurz p
(m)
ij bzw.
pij.
Wir behandeln zuna¨chst nur homogene diskrete Markovketten.
Hierfu¨r ergibt sich zuna¨chst direkt die Verteilung der Verweildauern in den Zusta¨nden.
Das Verweilen in einem Zustand i ∈ S la¨ßt sich als Bernoulli–Experiment mit Erfolgs-
wahrscheinlichkeit pii interpretieren. Damit ist die Verweildauer also geometrisch verteilt
mit Parameter pii. Dies ist auch plausibel, da die U¨bergangswahrscheinlichkeiten nur vom
aktuellen Zustand und nicht von der Vorgeschichte und insbesondere auch nicht von der
bereits im Zustand verweilten Zeit abha¨ngen. Die geometrische Verteilung ist die einzige
diskrete Verteilung mit dieser Geda¨chtnislosigkeit.
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Definition A.16 (U¨bergangsmatrix) Die Matrix P(m) = (p
(m)
ij )i,j∈S der m–Schritt–U¨ber-
gangswahrscheinlichkeiten, also
P(m) =


p
(m)
00 p
(m)
01 p
(m)
02 . . .
p
(m)
10 p
(m)
11 p
(m)
12 . . .
...
. . .

 ,
heißt m–Schritt–U¨bergangsmatrix der homogenen Markovkette. Speziell heißt die Matrix
P = (pij)i,j∈S der 1–Schritt–U¨bergangswahrscheinlichkeiten, also
P =


p00 p01 p02 . . .
p10 p11 p12 . . .
...
. . .

 ,
1–Schritt–U¨bergangsmatrix oder kurz U¨bergangsmatrix der homogenen Markovkette. Fu¨r
die Elemente der U¨bergangsmatrizen P(m) gilt nach Definition der U¨bergangswahrschein-
lichkeiten
p
(m)
ij ≥ 0, i, j ∈ S und
∑
j∈S
p
(m)
ij = 1, i ∈ S
und wieder speziell fu¨r die U¨bergangsmatrix P analog
pij ≥ 0, i, j ∈ S und
∑
j∈S
pij = 1, i ∈ S.
Matrizen mit dieser Eigenschaft heißen auch stochastische Matrizen. Fu¨r unendliche Zu-
standsra¨ume sind die U¨bergangsmatrizen unendlich, fu¨r endliche Zustandsra¨ume sind sie
endliche |S| × |S|–Matrizen. U¨bergangsmatrizen bilden eine Halbgruppe bezu¨glich der
Matrixmultiplikation, d.h. das Produkt von U¨bergangsmatrizen ist wieder eine U¨ber-
gangsmatrix.
Homogene DTMC ko¨nnen als gerichtete Graphen dargestellt werden, wobei die Zusta¨nde
die Knoten sind und eine mit pij beschriftete Kante von i ∈ S nach j ∈ S fu¨hrt, falls
pij > 0 ist. Somit ko¨nnen homogene DTMC also auch mittels graphentheoretischer Metho-
den untersucht werden. Eine graphische Veranschaulichung erfolgt durch ein sogenanntes
Zustandsu¨bergangsdiagramm in der fu¨r Graphen u¨blichen Weise.
Als Chapman–Kolmogorov–Gleichungen fu¨r homogene DTMC ergeben sich mit den ein-
gefu¨hrten Notationen
p
(`+m)
ij =
∑
k∈S
p
(`)
ik p
(m)
kj , `, m ∈ IN
und als Spezialfall
p
(m)
ij =
∑
k∈S
p
(m−1)
ik pkj, m ∈ IN+.
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In Matrixschreibweise erhalten wir also
P(`+m) = P(`)P(m) bzw. P(m) = P(m−1)P,
und somit ist die Matrix der m–Schritt–U¨bergangswahrscheinlichkeiten die m–te Potenz
der 1–Schritt–U¨bergangsmatrix, und wir ko¨nnen daher Pm schreiben. Es folgt direkt eine
Vorschrift zur Berechnung der Verteilung von Xn, also der transienten Zustandswahr-
scheinlichkeiten pi(n) zur Zeit n :
pi(n) = pi(0)Pn = pi(n−1)P.
Diese Vektoriteration wird ha¨ufig auch Potenzmethode genannt.
Die Wahrscheinlichkeit eines Pfadsegmentes einer homogenen DTMC ist gegeben durch
P{Xi = xi, . . . , Xn = xn} = P{Xi = xi}
n−1∏
k=i
pxk,xk+1, 0 ≤ i ≤ n,
und fu¨r die Wahrscheinlichkeit eines zur Zeit 0 beginnenden Pfades der La¨nge n erhalten
wir
P{X0 = x0, . . . , Xn = xn} = pi(0)x0
n−1∏
k=0
pxk,xk+1.
Nach den vorangegangenen Ausfu¨hrungen ist also insbesondere klar, daß zur Beschrei-
bung einer homogenen DTMC die Angabe der U¨bergangswahrscheinlichkeiten und der
Anfangsverteilung ausreichen. Somit gilt
Satz A.8 Eine homogene diskrete Markovkette ist eindeutig beschrieben durch eine An-
fangsverteilung und eine U¨bergangsmatrix.
Zur Beschreibung und Untersuchung von Markovketten in einem Gleichgewichtszustand
oder u¨ber einen langen, potentiell unendlichen Zeitraum sind die beiden folgenden Defi-
nitionen hilfreich.
Definition A.17 (Stationa¨re Verteilung) Eine homogene diskrete Markovkette mit Zu-
standsraum S, U¨bergangsmatrix P und beliebiger Anfangsverteilung hat eine stationa¨re
Verteilung pi = (pi0, pi1, . . .), falls pi = piP, also
∀j ∈ S : pij =
∑
i∈S
piipij und
∑
i∈S
pii = 1.
Dann gilt also fu¨r die transienten Zustandswahrscheinlichkeiten
pi
(0)
j = pij, j ∈ S =⇒ pi(n)j = pij fu¨r alle n ∈ IN.
Definition A.18 (Grenzverteilung) Die Markovkette hat eine Grenzverteilung pi =
(pi0, pi1, . . .), falls
∀j ∈ S : lim
n→∞
pi
(n)
j = pij.
A.2 Markovketten 215
Eine Grenzverteilung ist immer stationa¨r, die Umkehrung gilt im allgemeinen nicht. Sta-
tiona¨re Verteilungen sind im allgemeinen nicht eindeutig.
Bedingungen fu¨r die Existenz von Grenzverteilungen und die Eindeutigkeit stationa¨rer
Verteilungen ko¨nnen mit Hilfe von Eigenschaften der Markovkette angegeben werden.
Homogene diskrete Markovketten (DTMC) werden dazu gema¨ß der Eigenschaften ihrer
Zusta¨nde klassifiziert.
Definition A.19 (Erreichbarer Zustand) Ein Zustand j ∈ S heißt erreichbar von einem
Zustand i ∈ S, in Zeichen i → j, falls es mo¨glich ist, in einer endlichen Anzahl von
Schritten vom Zustand i in den Zustand j zu gelangen, also
i → j :⇔ ∃n ∈ IN : p(n)ij > 0.
Die Relation → ist offensichtlich transitiv.
Definition A.20 (Kommunizierende Zusta¨nde) Zwei Zusta¨nde i, j ∈ S kommunizieren,
in Zeichen i ↔ j, falls sie wechselseitig voneinander erreichbar sind, also
i ↔ j :⇔ i → j ∧ j → i.
Definition A.21 (Irreduzible Markovkette) Eine homogene DTMC heißt irreduzibel,
falls alle Zusta¨nde kommunizieren, d.h. jeder Zustand von jedem anderen Zustand er-
reichbar ist, also
∀(i, j) ∈ S2 ∃n ∈ IN : p(n)ij > 0.
Bemerkung: ↔ ist eine A¨quivalenzrelation. Somit kann der Zustandsraum also in A¨qui-
valenzklassen partitioniert werden. Eine alternative Definition irreduzibler Markovketten
besteht dann darin, daß die Markovkette genau dann irreduzibel ist, wenn es genau eine
A¨quivalenzklasse bezu¨glich ↔ gibt.
Definition A.22 (Absorbierender Zustand, Absorbierende Markovkette) Ein Zustand
i ∈ S heißt absorbierend, falls kein anderer Zustand von i aus erreicht werden kann, also
pii = 1. Eine homogene DTMC heißt absorbierend, falls ihr Zustandsraum mindestens
einen absorbierenden Zustand entha¨lt.
Bemerkung: Es ist klar, daß eine absorbierende Markovkette nicht irreduzibel ist.
Definition A.23 (Rekurrenzwahrscheinlichkeiten) Fu¨r alle Zusta¨nde i ∈ S heißt die
Wahrscheinlichkeit fu¨r die erste Ru¨ckkehr nach i in genau n ∈ IN Schritten, also
f
(n)
i := P{Xn = i|Xn−1 6= i, . . . , X1 6= i, X0 = i},
die n–Schritt–Rekurrenzwahrscheinlichkeit von i. Es gilt also f
(n)
i = 1 fu¨r alle i ∈ S, und
die Wahrscheinlichkeit, nach Verlassen eines Zustands i jemals wieder zuru¨ckzukehren,
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heißt Rekurrenzwahrscheinlichkeit und ist gegeben durch
fi :=
∞∑
n=1
f
(n)
i .
Definition A.24 (Transienter/Rekurrenter Zustand) Ein Zustand i ∈ S heißt transient,
falls fi < 1 und rekurrent, falls fi = 1.
Definition A.25 (Mittlere Rekurrenzzeit) Fu¨r rekurrente Zusta¨nde i ∈ S heißt
mi :=
∞∑
n=1
nf
(n)
i
die mittlere Rekurrenzzeit.
Definition A.26 (Positiv rekurrenter Zustand, Nullrekurrenter Zustand) Ein Zustand
i ∈ S heißt positiv rekurrent, falls mi < ∞ und nullrekurrent sonst.
Satz A.9 Fu¨r irreduzible homogene diskrete Markovketten gilt genau eine der Aussagen
• alle Zusta¨nde sind positiv rekurrent,
• alle Zusta¨nde sind nullrekurrent,
• alle Zusta¨nde sind transient.
Die Eigenschaften eines einzelnen Zustands charakterisieren also den gesamten Zustands-
raum. Bei der Untersuchung von Rekurrenz und Transienz genu¨gt es also, nur einen leicht
handhabbaren Zustand zu betrachten. Man spricht daher auch von rekurrenten, positiv
rekurrenten, nullrekurrenten und transienten Markovketten.
Definition A.27 (Periode eines Zustands) Fu¨r einen Zustand i ∈ S heißt
ggT({n ∈ IN : p(n)ii > 0})
die Periode von i. Falls ∀n ∈ IN+ : p(n)ii = 0, dann sei d(i) := 0. Der Zustand i ist dann
transient.
Definition A.28 (Periodischer/Aperiodischer/Ergodischer Zustand) Ein rekurrenter Zu-
stand i ∈ S heißt periodisch, falls d(i) > 1 und aperiodisch, falls d(i) = 1. Er heißt
ergodisch, falls er aperiodisch und positiv rekurrent ist.
Bemerkung: Ein Zustand i ∈ S mit pii > 0 hat Periode 1, ist also aperiodisch.
Definition A.29 (Periodische/Aperiodische/Ergodische Markovkette) Eine homogene
DTMC heißt aperiodisch, falls alle Zusta¨nde aperiodisch sind und periodisch, sonst. Sie
heißt ergodisch, falls sie irreduzibel und aperiodisch ist und alle Zusta¨nde positiv rekurrent
sind.
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Bemerkung: Eine endliche irreduzible aperiodische homogene DTMC ist also immer
ergodisch, da alle Zusta¨nde positiv rekurrent sind.
Die wichtigsten Ergebnisse fu¨r die Klassifizierung homogener diskreter Markovketten
(DTMC) fassen wir nun zusammen im
Satz A.10
• Fu¨r jede aperiodische homogene DTMC existiert eine Grenzverteilung pi.
• Fu¨r jede irreduzible aperiodische homogene DTMC ist die Grenzverteilung pi un-
abha¨ngig von der Anfangsverteilung.
• Fu¨r jede ergodische homogene DTMC ist die Grenzverteilung pi eindeutige stationa¨re
Verteilung. Diese eindeutige stationa¨re Verteilung kann mittels des Gleichungssy-
stems pi = piP mit Normierungsbedingung, also
∀j ∈ S : pij =
∑
i∈S
piipij, und
∑
i∈S
pii = 1
berechnet werden oder, falls die (endlichen) mittleren Rekurrenzzeiten mi bekannt
sind, u¨ber die Beziehung
∀j ∈ S : pij = 1
mj
.
Wir gehen nun kurz auf inhomogene DTMC ein, also solche, bei denen die U¨bergangs-
wahrscheinlichkeiten pij(n) von der Zeit n abha¨ngen ko¨nnen. Analog zum homogenen Fall
heißt fu¨r alle n ∈ IN die Matrix P(n) = (pij(n))i,j∈S die U¨bergangsmatrix zur Zeit n.
Sei
P(m, k) := P(m)P(m + 1) · · ·P(k − 1), 0 ≤ m < k.
Falls µm die Verteilung von Xm ist, dann ist µmP(m, k) die Verteilung von Xk.
Sei M1(S) die Menge aller Wahrscheinlichkeitsverteilungen auf S, und bezeichne d eine
Metrik auf M1(S).
Definition A.30 (Schwache Ergodizita¨t) Eine inhomogene diskrete Markovkette heißt
schwach ergodisch, falls fu¨r alle m ∈ IN
lim
k→∞
sup
µ,ν∈M1(S)
d(µP(m, k), νP(m, k)) = 0.
Definition A.31 (Starke Ergodizita¨t) Eine inhomogene diskrete Markovkette heißt stark
ergodisch, falls eine Wahrscheinlichkeitsverteilung pi auf S existiert, so daß fu¨r alle m ∈ IN
lim
k→∞
sup
µ∈M1(S)
d(µP(m, k), pi) = 0.
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Es gilt offensichtlich, daß starke Ergodizita¨t schwache Ergodizita¨t impliziert. Umgekehrt
gilt
Satz A.11 Falls die Markovkette schwach ergodisch ist und fu¨r alle n ∈ IN eine Wahr-
scheinlichkeitsverteilung µ(n) auf S existiert mit
µ(n) = µ(n)P(n),
∞∑
n=0
|µ(n + 1)− µ(n)| < ∞,
dann ist die Markovkette stark ergodisch.
Bemerkung: Dabei ist nicht notwendig, daß P(n) U¨bergangsmatrix einer ergodischen
Markovkette ist oder daß µ(n) eine eindeutige stationa¨re Verteilung von P(n) ist.
A.2.2 Stetige Markovketten
Wir betrachten nun stetige Markovketten. Dabei ko¨nnen Zustandsu¨berga¨nge nicht nur
zu diskreten sondern zu beliebigen Zeitpunkten auftreten, wie wir es in den allgemeinen
Definitionen gesehen haben. Wir wollen uns hier auf homogene stetige Markovketten
beschra¨nken.
Definition A.32 (Homogene stetige Markovkette) Eine stetige Markovkette heißt homo-
gen, falls die U¨bergangswahrscheinlichkeiten nicht von den Zeitpunkten t1 und t2, sondern
nur von der Zeitdifferenz h := t2 − t1 abha¨ngen. Man schreibt dann
pij(h) := pij(t, t + h) = P{Xt+h = j|Xt = i}, i, j ∈ S, t, h ∈ IR+.
Damit ist also pij(h) die Wahrscheinlichkeit, in einem Zeitraum der La¨nge h vom Zustand
i in den Zustand j zu gelangen. Analog zum diskreten Fall bilden diese U¨bergangswahr-
scheinlichkeiten die U¨bergangsmatrizen, also
P(h) =


p00(h) p01(h) p02(h) . . .
p10(h) p11(h) p12(h) . . .
...
. . .

 .
Auch diese U¨bergangsmatrizen sind stochastisch, es gilt also
pij(h) ≥ 0, i, j ∈ S und
∑
j∈S
pij(h) = 1, i ∈ S.
Als Chapman–Kolmogorov–Gleichungen ergeben sich fu¨r h1, h2 ∈ IR+
pij(h1 + h2) =
∑
k∈S
pik(h1)pkj(h2)
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und in Matrixschreibweise
P(h1 + h2) = P(h1)P(h2).
Definition A.33 (Stetige Halbgruppe) Eine Menge {P(h) : h ≥ 0} von U¨bergangsma-
trizen heißt stetige Halbgruppe von U¨bergangsmatrizen (Transition Semigroup), falls alle
darin enthaltenen Matrizen die Chapman–Kolmogorov–Gleichungen erfu¨llen und
lim
h→0
P(h) = P(0) = Id.
Satz A.12 Ist {P(h) : h ≥ 0} stetige Halbgruppe von U¨bergangsmatrizen einer stetigen
Markovkette, dann existieren fu¨r alle Zusta¨nde i, j ∈ S die Grenzwerte
qi := lim
h→0
1− pii(h)
h
∈ [0,∞],
qij := lim
h→0
pij(h)
h
∈ [0,∞), i 6= j.
Mit qii := −qi heißen die qij auch lokale Charakteristika der Halbgruppe oder der CTMC.
Definition A.34 (Generatormatrix) Die Matrix Q = (qij)i,j∈S heißt Generatormatrix,
Ratenmatrix oder auch Intensita¨tsmatrix der stetigen Markovkette, also
Q = lim
h→0
P(h)−P(0)
h
= lim
h→0
1
h
(P(h)− Id).
Die Generatormatrix ist somit also die Ableitung der Matrixfunktion h 7→ P(h) an der
Stelle 0. Sind alle Eintra¨ge von Q endlich, dann heißt Q beschra¨nkte Generatormatrix, Ra-
tenmatrix oder Intensita¨tsmatrix der Markovkette, und die zugrundeliegende Halbgruppe
und die CTMC heißen stabil. Gilt fu¨r alle Zusta¨nde i ∈ S
qii = −qi = −
∑
j∈S,j 6=i
qij,
dann heißen die Halbgruppe und die CTMC konservativ. Wir betrachten im folgenden
nur stabile konservative CTMC.
Fu¨r Q gilt exp((h1 + h2)Q) = exp(h1Q) · exp(h2Q), also erfu¨llt eine stetige Halbgruppe
von U¨bergangsmatrizen mit P(h) = exp(hQ) und h = h1+h2 die Chapman–Kolmogorov–
Gleichungen. In diesem Sinne generiert Q also die U¨bergangsmatrizen.
Im Gegensatz zum diskreten Fall ist die direkte Berechnung transienter Zustandswahr-
scheinlichkeiten aus den Chapman–Kolmogorov–Gleichungen schwierig. Sattdessen wer-
den sie in ein lineares Differentialgleichungssystem (DGS) transformiert und unter Zu-
hilfenahme der Generatormatrix berechnet. Aus den Eigenschaften stetiger Halbgruppen
von U¨bergangsmatrizen folgt zuna¨chst fu¨r alle t, h ≥ 0
P(t + h)− p(t)
h
=
P(t)P(h)−P(t)
h
= P(t)
P(h)− Id
h
=
P(t)− Id
h
P(t).
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Nach U¨bergang zum Grenzwert fu¨r h → 0 folgt also
∂
∂t
P(t) = P(t)Q bzw.
∂
∂t
P(t) = QP(t),
das Kolmogorov–Vorwa¨rts–DGS bzw. das Kolmogorov–Ru¨ckwa¨rts–DGS .
In expliziter Form erhalten wir die Kolmogorov–Vorwa¨rts–Gleichungen
∂
∂t
pij(t) =
∑
k∈S
pik(t)qkj
und die Kolmogorov–Ru¨ckwa¨rts–Gleichungen
∂
∂t
pij(t) =
∑
k∈S
pkj(t)qik.
Damit folgt fu¨r die transienten Zustandswahrscheinlichkeiten das Differentialgleichungs-
system
∀j ∈ S : ∂
∂t
pi
(t)
j =
∑
i∈S
qijpi
(t)
i ,
und in Vektor–Matrix–Schreibweise
∂
∂t
pi(t) = pi(t)Q.
Satz A.13 (Struktursatz fu¨r stetige Markovketten) Gegeben sei eine homogene stetige
Markovkette mit Generatormatrix Q. Seien X0, X1, X2, . . . die Zusta¨nde, die nacheinander
angenommen werden und τ0, τ1, τ2, . . . die Verweildauern in den Zusta¨nden. Dann gilt
• (Xn)n∈IN ist eine homogene diskrete Markovkette mit den U¨bergangswahrscheinlich-
keiten
pij =


− qij
qii
, falls i 6= j, qii < 0,
0, falls i 6= j, qii = 0 oder i = j, qii < 0,
1, falls i = j, qii = 0.
• Die τi sind unabha¨ngig, und τi ha¨ngt nur von Xi ab. Ist der erreichte Zustand j,
also Xi = j, dann ist τi exponentiell verteilt mit Parameter −qjj.
Man nennt (Xn)n∈IN auch die der stetigen Markovkette eingebettete diskrete Markovkette.
Die U¨bergangswahrscheinlichkeiten pij sind die Verzweigungswahrscheinlichkeiten in die
mo¨glichen Folgezusta¨nde, wenn in der CTMC ein U¨bergang aus einem Zustand i heraus
stattfindet. Die zweite Aussage des Satzes besagt, daß die Verweildauern in den Zusta¨nden
einer stetigen Markovkette exponentiell verteilt sind mit der (in Grapheninterpretation
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ausgedru¨ckt) Summe der Beschriftungen der wegfu¨hrenden Kanten. Die Exponentialver-
teilung als einzige stetige Verteilung mit der Eigenschaft der Geda¨chtnislosigkeit ist das
Analogon zur geometrischen Verteilung im diskreten Fall. Die Eintra¨ge qij, i 6= j ko¨nnen
als U¨bergangsraten von Zustand i nach Zustand j interpretiert werden. Dies erkla¨rt auch
die alternative Bezeichnung der Generatormatrix als Ratenmatrix.
Satz A.14 Homogene CTMC mit identischen Generatormatrizen und identischen An-
fangsverteilungen sind a¨quivalent. Eine homogene CTMC ist also eindeutig bestimmt
durch eine Generatormatrix und eine Anfangsverteilung.
Zur Charakterisierung einer stetigen Markovkette genu¨gt also die Angabe von Q, und
aus Q kann fu¨r alle h die Matrix P(h) berechnet werden. Die stetige Halbgruppe von
U¨bergangsmatrizen ist das stetige Analogon zu den Iterierten der U¨bergangsmatrix im
diskreten Fall. Die Generatormatrix hat in dem Sinne kein direktes Analogon, sie ist eine
stetige Notation, die Ableitungen entha¨lt. Wie im diskreten Fall ko¨nnen auch homogene
CTMC durch gerichtete Graphen dargestellt werden, wobei wiederum die Zusta¨nde die
Knotenmenge bilden und eine mit qij beschriftete Kante von i ∈ S nach j ∈ S fu¨hrt, falls
qij > 0 ist. Anders als im diskreten Fall gibt es aufgrund der Definition der Generator-
matrix mit qii ≤ 0 fu¨r alle i ∈ S keine Kanten, die Schleifen von einem Zustand in sich
selbst (self–loops) darstellen§.
Stationa¨re Verteilungen und Grenzverteilungen homogener stetiger Markovketten sind
analog zum diskreten Fall definiert, wobei die Stationarita¨tsbedingung bei stetigen Mar-
kovketten fu¨r alle h gelten muß. Eine stationa¨re Wahrscheinlichkeitsverteilung fu¨r ste-
tige Markovketten ist also eine Wahrscheinlichkeitsverteilung pi = (pi0, pi1, . . .) so, daß
piP(h) = pi fu¨r alle h gilt. Dies macht die direkte Berechnung stationa¨rer Verteilungen
u¨ber die P(h) natu¨rlich unmo¨glich. Eine a¨quivalente Formulierung ergibt sich aber unter
Verwendung der Generatormatrix. Ist Q Generatormatrix der Markovkette, so ist
piP(h) = pi exp(hQ) = pi
(
Id +
h
1!
Q +
h2
2!
Q2 + · · ·
)
= pi +
h
1!
piQ +
h2
2!
piQ2 + · · · ,
also gilt piP(h) = pi ⇔ piQ = 0. Zusammen mit der Normierungsbedingung fu¨r Wahr-
scheinlichkeitsverteilungen ergibt sich also fu¨r stationa¨re Verteilungen von homogenen
stetigen Markovketten
∀j ∈ S :
∑
i∈S
pijqij = 0 und
∑
i∈S
pii = 1.
A¨hnlich wie im diskreten Fall kann man homogene stetige Markovketten und deren
Zusta¨nde klassifizieren, um Bedingungen fu¨r die Existenz von Grenzverteilungen und die
§Gelegentlich wird alternativ die Generatormatrix so definiert, daß auch qii > 0 erlaubt ist und damit
self–loops mo¨glich sind, ohne daß sich das transiente oder das stationa¨re Verhalten der CTMC a¨ndert. Im
Bereich des Model–Checking etwa ist dies hilfreich, da es die u¨bliche Interpretation linearer temporaler
Operatoren erlaubt [BHHK00, BHHK02, BKHH02].
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Eindeutigkeit stationa¨rer Verteilungen zu beschreiben. Da die meisten Eigenschaften ana-
log zum diskreten Fall definiert sind, wollen wir hier nur kurz informell darauf eingehen
und dann die wichtigsten Ergebnisse zusammenfassen.
Periodizita¨t ist im stetigen Fall nicht mo¨glich. Erreichbare, kommunizierende und absor-
bierende Zusta¨nde sowie Rekurrenzbegriffe sind wie fu¨r DTMC definiert mit dem Un-
terschied, daß Zeitdauern anstatt Schrittzahlen betrachtet werden und fu¨r absorbierende
Zusta¨nde i ∈ S fu¨r alle h die Gleichung pii(h) = 1 gilt. Fu¨r die Generatormatrix folgt
damit fu¨r einen absorbierenden Zustand i ∈ S, daß alle Eintra¨ge in der zum Zustand
korrespondierenden Zeile Null sind, also qij = 0 fu¨r alle j ∈ S. Ebenso ist die Definiti-
on irreduzibler und absorbierender homogener CTMC identisch. Eine homogene CTMC
heißt also irreduzibel, falls jeder Zustand von jedem anderen Zustand erreichbar ist und
absorbierend, falls es mindestens einen absorbierenden Zustand gibt. Es gilt zudem, daß
eine CTMC irreduzibel ist oder Zusta¨nde rekurrent, wenn die entsprechende Eigenschaft
fu¨r die eingebettete DTMC erfu¨llt ist. Dies ermo¨glicht auch die gelegentlich angegebene
alternative Definition dieser Begriffe fu¨r CTMC u¨ber die eingebettete DTMC. Positive
Rekurrenz dagegen ist fu¨r die beiden Markovketten unterschiedlich in dem Sinne, daß ein
positiv rekurrenter Zustand der CTMC nicht notwendigerweise auch positiv rekurrent in
der eingebetteten DTMC ist. Eine irreduzible homogene CTMC heißt ergodisch, wenn
sie postiv rekurrent ist. Insbesondere ist also eine endliche irreduzible homogene CTMC
ergodisch. Die einer ergodischen CTMC eingebettete DTMC ist nicht notwendigerweise
ebenfalls ergodisch, na¨mlich dann nicht, wenn sie nullrekurrent oder periodisch ist. Ha¨ufig
wird Ergodizita¨t fu¨r homogene CTMC auch alternativ definiert durch die Existenz einer
eindeutigen stationa¨ren Verteilung, da dies genau dann der Fall ist, wenn die CTMC
irreduzibel und positiv rekurrent ist.
Satz A.15
• Fu¨r jede irreduzible homogene CTMC existiert eine von der Anfangsverteilung un-
abha¨ngige Grenzverteilung pi.
• Fu¨r jede ergodische homogene CTMC ist die Grenzverteilung pi eindeutige stationa¨re
Verteilung. Diese eindeutige stationa¨re Verteilung kann mittels des Gleichungssy-
stems piQ = 0 mit Normierungsbedingung, also
∀j ∈ S : pij =
∑
i∈S
piiqij, und
∑
i∈S
pii = 1
berechnet werden oder, falls die (endlichen) mittleren Rekurrenzzeiten mi bekannt
sind, u¨ber die Beziehung
∀j ∈ S : pij = − 1
mjqjj
.
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A.2.3 Lo¨sungsverfahren, Einbettung, Randomisierung
Unter der Lo¨sung von Markovketten versteht man im allgemeinen die Berechnung tran-
sienter oder stationa¨rer Verteilungen oder auch einzelner Zustandswahrscheinlichkeiten.
Prinzipiell ist also jede endliche homogene Markovkette in diesem Sinne lo¨sbar.
Stationa¨re Verteilungen ergeben sich, falls sie existieren, als Lo¨sung eines linearen Glei-
chungssystems (LGS). Dabei ist zu beachten, daß sowohl stochastische |S|×|S|–Matrizen
als auch |S| × |S|–Generatormatrizen den Rang |S| − 1 haben und die Normierungsbe-
dingung fu¨r Wahrscheinlichkeitsverteilungen die Eindeutigkeit der Lo¨sung gewa¨hrleistet.
Jedes Verfahren zur Lo¨sung linearer Gleichungssysteme stellt also ein effektives Berech-
nungsverfahren fu¨r stationa¨re Verteilungen dar. Eine Klassifizierung solcher Verfahren
kann in direkte und iterative Verfahren erfolgen.
Direkte Verfahren bestehen in der Regel aus einer a¨quivalenten Umformung des LGS auf
Dreiecksform etwa durch zeilen– oder spaltenweise Elimation von Matrixelementen. Dabei
kann es zum sogenannten fill–in kommen, es entstehen neue
”
Nicht–Null–Elemente“ in der
Matrix. Direkte Verfahren liefern eine explizite Lo¨sung, es gibt keinen Verfahrensfehler,
jedoch ko¨nnen Rundungsfehler zum Teil erheblich sein und sich fortpflanzen. Es stellt sich
das Problem der Auslo¨schung. Die bekanntesten direkten Verfahren sind die LR–Zerlegung
oder Gauß–Elimination, die QR–Zerlegung nach Householder und die Cholesky–Zerlegung
fu¨r symmetrische Matrizen. Die Platzkomplexita¨t direkter Verfahren betra¨gt O(|S|2) und
die Zeitkomplexita¨t typischerweise¶ O(|S|3). Fu¨r große Zustandsra¨ume – oder allgemeiner
ohne Bezug zu Markovketten fu¨r große Matrizen/LGS – sind direkte Verfahren daher im
allgemeinen nicht anwendbar.
Iterative Verfahren dagegen liefern keine explizite Lo¨sung, sondern es wird iteriert bis
eine vorgegebene Genauigkeit erreicht ist. Neben Rundungsfehlern entstehen also Fehler
durch das Abbruchkriterium. Zudem ist im allgemeinen a priori unklar, wieviele Iterati-
onsschritte notwendig sind. Das Konvergenzverhalten ha¨ngt dabei stark von den Matri-
xeigenschaften ab. Dennoch sind iterative Verfahren oft vorteilhaft, insbesondere fu¨r große
Dimensionen und du¨nn besetzte (sparse) Matrizen, da ha¨ufig eine effiziente Speicherung
mo¨glich ist. Die zugrundeliegende Matrix wird nicht vera¨ndert, es entsteht kein fill–in.
Als gebra¨uchlichste iterative Verfahren sind das Einzelschrittverfahren (Gauß–Seidel), das
Gesamtschrittverfahren (Jacobi) und Relaxationsverfahren wie SOR (Successive Over Re-
laxation) zu nennen. Die Potenzmethode (von-Mises–Iteration), die wir zur Berechnung
transienter Verteilungen von homogenen DTMC kennengelernt haben, konvergiert fu¨r nor-
mierte Startvektoren gegen die stationa¨re Verteilung. Sie stellt also fu¨r homogene DTMC
ein weiteres iteratives Verfahren fu¨r stationa¨re Lo¨sungen dar. Allgemein ist sie eine Me-
¶Die Gauß–Elimation wird interpretiert als LR–Zerlegung in eine untere und eine obere Dreiecks-
matrix, die aus Matrixmultiplikationen entstehen. Jeder Algorithmus zur schnellen Matrixmultiplikation
verbessert daher die Zeitkomplexita¨t der Lo¨sung von LGS der Gro¨ße n, nach Strassen auf O(n2.81), nach
Coppersmith und Winograd auf O(n2.39).
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thode zur Berechnung des betragsma¨ßig gro¨ßten Eigenvektors von Matrizen, wobei der
zugeho¨rige Eigenvektor als Beiprodukt abfa¨llt. Fu¨r stochastische Matrizen hat der be-
tragsma¨ßig gro¨ßte Eigenwert den Wert 1, und die stationa¨re Verteilung ist gerade der
zugeho¨rige Eigenvektor.
Detaillierte Behandlungen der genannten und weiterer Verfahren findet man in Standard-
werken zur numerischen Mathematik, etwa [HH94, Sto89, SB90].
Alternative Mo¨glichkeiten, die stationa¨re Verteilung einer CTMC zu berechnen, liefern
die aus dem Struktursatz bekannte eingebettete DTMC und die Methode der Randomi-
sierung (randomization, [Gra77, Gra91, GM84]) oder Uniformisierung (uniformization).
Dabei wird jeweils die CTMC in eine DTMC transformiert und die stationa¨re Verteilung
dieser DTMC berechnet. Im Falle der eingebetteten DTMC erfolgt dann eine Normierung
zur Berechnung der stationa¨ren Verteilung der CTMC, bei der Randomisierung sind die
stationa¨ren Verteilungen der DTMC und der CTMC identisch.
Wir beschreiben zuna¨chst die Berechnung mittels der eingebetteten DTMC. Die stationa¨re
Verteilung der eingebetteten DTMC beschreibt die Wahrscheinlichkeiten fu¨r Besuche in
den einzelnen Zusta¨nden ohne Beru¨cksichtigung der Verweildauern. Die mittlere Verweil-
dauer in einem Zustand i einer CTMC mit Generatormatrix Q ist exponentiell verteilt
mit Parameter −qii, und damit erha¨lt man eine Umrechnung der stationa¨ren Verteilung
der eingebetteten DTMC auf die stationa¨re Verteilung der zugrundeliegenden CTMC.
Satz A.16 (Einbettung) Seien Q Generatormatrix einer homogenen CTMC, P die U¨ber-
gangsmatrix und µ die stationa¨re Verteilung der eingebetteten DTMC. Dann sind die
stationa¨ren Zustandswahrscheinlichkeiten der CTMC gegeben durch
pii =
µi
qii∑
j∈S
µj
qjj
.
Die Randomisierung besteht einfach in der Transformation der CTMC in eine DTMC,
die sogenannte randomisierte DTMC , mit U¨bergangsmatrix
P =
1
q
Q + Id mit q ≥ max
i∈S
|qii|.
Satz A.17 (Randomisierung) Die stationa¨ren Verteilungen einer homogenen stetigen
Markovkette und ihrer randomisierten homogenen diskreten Markovkette sind identisch.
Die besondere Bedeutung der randomisierten DTMC besteht darin, daß sie auch eine
Mo¨glichkeit darstellt, transiente Verteilungen homogener CTMC zu berechnen. Tran-
siente Verteilungen von CTMC sind Lo¨sungen eines linearen Differentialgleichungssy-
stems (DGS). Damit sind prinzipiell alle Verfahren zur Lo¨sung von DGS effektive Be-
rechnungsverfahren fu¨r diese transienten Verteilungen. Im allgemeinen ist die praktische
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Anwendung auf Markovketten mit großen Zustrandsra¨umen schwierig. Die Berechnung
u¨ber die allgemeine Lo¨sung pi(t) = pi(0) exp(Qt) entha¨lt die unendliche Reihe zur Berech-
nung von exp(Qt) und erweist sich als numerisch instabil. Ha¨ufig werden zur Lo¨sung
von Anfangswertproblemen in DGS Integrationsverfahren eingesetzt, klassifizierbar in
implizite oder explizite Einschritt– und Mehrschrittverfahren oder Extrapolationsverfah-
ren. Die gebra¨uchlichsten davon sind Runge–Kutta–Verfahren. Auch hier ergeben sich
jedoch oftmals numerische Probleme. Eine weitere Mo¨glichkeit, die Lo¨sung u¨ber Laplace–
Transformationen, beinhaltet unter anderem die symbolische Lo¨sung eines LGS und die
Berechnung aller reellen Nullstellen eines Polynoms. Dies ist lediglich fu¨r CTMC mit klei-
nen Zustandsra¨umen oder sehr spezieller Struktur effizient durchfu¨hrbar. Fu¨r detaillierte
Beschreibungen von Verfahren fu¨r Differentialgleichungssysteme verweisen wir erneut auf
[HH94, Sto89, SB90] und auf [Col90].
Wir beschreiben nun die Berechnung transienter Verteilungen homogener CTMC mittels
Randomisierung. Fu¨r DTMC ko¨nnen transiente Verteilungen gema¨ß der Iterationsvor-
schrift der Potenzmethode, die gewissermaßen das Verhalten der Markovkette imitiert,
berechnet werden. Die Randomisierung folgt dieser Idee fu¨r CTMC. Die transiente Ver-
teilung pi(k) der randomisierten DTMC nach k Schritten ist gegeben durch
pi(k) = pi(k−1)P mit Anfangsverteilung pi(0),
und es gilt fu¨r i ∈ S
pi
(k)
i = P{X(t) = i | k U¨berga¨nge in [0, t]}.
Die Zeit zwischen zwei U¨berga¨ngen ist exponentiell verteilt mit Parameter q, also formen
die U¨berga¨nge einen Poisson-Prozeß, und die Anzahl der U¨berga¨nge in [0, t] ist Poisson-
verteilt mit Rate qt, also
P{k U¨berga¨nge in [0, t]} = e−qt (qt)
k
k!
.
Also gilt fu¨r die transienten Zustandswahrscheinlichkeiten der CTMC
P{X(t) = i} =
∞∑
k=0
P{X(t) = i | k U¨berga¨nge in [0, t]} · P{k U¨berga¨nge in [0, t]}
=
∞∑
k=0
pi
(k)
i · e−qt
(qt)k
k!
.
Bei der Implementierung muß die unendliche Reihe abgeschnitten werden. Dies bedeutet,
daß solche Fa¨lle nicht mehr betrachtet werden, bei denen sehr viele U¨berga¨nge der DTMC
im Intervall [0, t] passieren. Je gro¨ßer qt, desto wahrscheinlicher ist es jedoch, daß viele
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U¨berga¨nge in [0, t] stattfinden, denn qt ist gerade die mittlere Anzahl der U¨berga¨nge in
[0, t]. Dieses Problem tritt bei sogenannten steifen Markovketten auf bzw. charakterisiert
gerade diese Eigenschaft.
A–priori–Fehlerabscha¨tzung
Es bezeichne µ(t) die transiente Verteilung der CTMC zur Zeit t. Wir berechnen mit der
abgeschnittenen unendlichen Reihe fu¨r i ∈ S
µ
(t)
i ≈ µ˜(t)i :=
m∑
k=0
pi
(k)
i · e−qt
(qt)k
k!
Wegen 0 ≤ pi(k)i ≤ 1 und e−qt (qt)
k
k!
≥ 0 ist
pi
(k)
i e
−qt (qt)
k
k!
≤ e−qt (qt)
k
k!
und µ˜
(t)
i ≤ µ(t)i .
Mit
∞∑
k=0
e−qt
(qt)k
k!
= 1
folgt
µ
(t)
i − µ˜(t)i =
∞∑
k=m+1
pi
(k)
i · e−qt
(qt)k
k!
≤
∞∑
k=m+1
e−qt
(qt)k
k!
= 1−
m∑
k=0
e−qt
(qt)k
k!
=: .
Es la¨ßt sich damit a priori feststellen, wieviele Terme berechnet werden mu¨ssen, um eine
vorgegebene Genauigkeit zu erreichen. Eine solche Fehlerabscha¨tzung ist fu¨r Integrati-
onsverfahren nicht mo¨glich, also ein Vorteil der Randomisierung. Zudem ist die Imple-
mentierung leicht. Allerdings kann die Berechnung der Terme e−qt (qt)
k
k!
zu numerischen
Problemen fu¨hren, insbesondere bei steifen Markovketten.
Eine ausfu¨hrliche Behandlung weiterer Aspekte der Randomisierung findet man in [vM93].
Die fu¨r viele Verfahren wichtige strukturelle Eigenschaft der Zusammenfaßbarkeit (Lum-
pability) von Markovketten und einige Varianten sind in [KS69, Nic89, Buc94] beschrieben.
Abschließend verweisen wir fu¨r spezielle numerische Verfahren fu¨r Markovketten, insbe-
sondere auch Aggregationsverfahren fu¨r Markovketten mit sehr großen Zustandsra¨umen,
auf [Cou77, BT86, Bol89, BDMC+94, Ste94, BGdMT98].
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