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FREENESS OF ACTIONS OF FINITE GROUPS ON
C*-ALGEBRAS
N. CHRISTOPHER PHILLIPS
Abstract. We describe some of the forms of freeness of group actions on
noncommutative C*-algebras that have been used, with emphasis on actions
of finite groups. We give some indications of their strengths, weaknesses, ap-
plications, and relationships to each other. The properties discussed include
the Rokhlin property, K-theoretic freeness, the tracial Rokhlin property, point-
wise outerness, saturation, hereditary saturation, and the requirement that the
strong Connes spectrum be the entire dual.
Recall that an action (g, x) 7→ gx of a group G on a space X is free if whenever
g ∈ G \ {1} and x ∈ X, then gx 6= x. That is, every nontrivial group element acts
without fixed points. So what is a free action on a C*-algebra?
There are several reasons for being interested in free actions on C*-algebras.
First, there is the general principle of noncommutative topology: one should find
the C*-algebra analogs of useful concepts from topology. Free (or free and proper)
actions of locally compact groups on locally compact Hausdorff spaces have a num-
ber of good properties, some of which are visible from topological considerations
and some of which become apparent only when one looks at crossed product C*-
algebras. We describe some of these in Section 1. Second, analogs of freeness,
particularly pointwise outerness and the Rokhlin property, have proved important
in von Neumann algebras, especially for the classification of group actions on von
Neumann algebras. Again, this fact suggests that one should see to what extent
the concepts and theorems carry over to C*-algebras. Third, the classification of
group actions on C*-algebras is intrinsically interesting. Experience both with the
commutative case and with von Neumann algebras suggests that free actions are
easier to understand and classify than general actions. (A free action of a finite
group on a path connected space corresponds to a finite covering space.) Fourth,
noncommutative analogs of freeness play an important role in questions about the
structure of crossed products. Freeness hypotheses are important for results on
both simplicity and classifiability of crossed products.
It turns out that there are many versions of noncommutative freeness. They vary
enormously in strength, from saturation (or full Arveson spectrum) all the way up
to the Rokhlin property. The various conditions have different uses. The main point
of this article is to describe some of the forms of noncommutative freeness that have
been used, and give some indications of their strengths, weaknesses, applications,
and relationships to each other. To keep things simple, and to keep the focus on
freeness, we restrict whenever convenient to actions of finite groups. For one thing,
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our knowledge is more complete in this case. Also, we would otherwise have to deal
with noncommutative properness; we discuss this issue briefly below.
We give a rough summary of the different conditions and their uses, in approx-
imate decreasing order of strength. The strongest is free action on the primitive
ideal space. Outside the class of type I C*-algebras, this condition seems too strong
for almost all purposes, and we accordingly say little about it. Next is the Rokhlin
property. This is the hypothesis in most theorems on classification of group actions.
When the group is finite, it also implies very strong structure preservation results
for crossed products. K-theoretic freeness is close to the Rokhlin property, at least
when the K-theory is sufficiently nontrivial. Unlike the Rokhlin property, it agrees
with freeness in the commutative case. The tracial Rokhlin property is weaker than
the Rokhlin property, and much more common; its main use is in classification the-
orems for crossed products. The main use of pointwise outerness, at least so far,
has been for proving simplicity of crossed products. Hereditary saturation and hav-
ing full strong Connes spectrum are weaker conditions which give exactly what is
needed for crossed products by minimal actions to be simple. Unfortunately, they
are hard to verify. Saturation is the condition which makes the crossed product
naturally Morita equivalent to the fixed point algebra.
For an action of a noncompact group, there is a big difference between actions
that are merely free and those that are both free and proper. Recall that an action
of a locally compact group G on a locally compact space X is proper if for every
compact set K ⊂ X, the set {g ∈ G : gK ∩K = ∅} is compact in G. Equivalently,
the map (g, x) 7→ (x, gx) is a proper map, that is, inverse images of compact sets
are compact.
One of the good things about a free action of a compact Lie group on a locally
compact space X is that X is a principal G-bundle over the orbit space X/G. (See
Theorem 1.1.) As a special case, if G is finite then X is a covering space (not
necessarily connected) of X/G. As discussed after Theorem 1.1, this remains true
for noncompact G if the action is proper. It fails otherwise. One should compare
the action of Z on R by translation (free and proper) with the action of Z on the
circle S1 generated by an irrational rotation (free but not proper). In the second
case, the orbit space is an uncountable set with the indiscrete topology, and the
quotient Borel space is not countably separated. However, free actions of this type
are very important. Here, for example, the crossed product is the well known
irrational rotation algebra.
There may be nearly as many versions of properness of actions on C*-algebras
as there are of freeness of actions on C*-algebras, but the subject has been less well
studied. We refer to the work of Rieffel. (For example, see [65].) In this survey, we
simply avoid the issue. This is not to say that properness of actions on C*-algebras
is not important. Rather, it is a subject for a different paper. In most situations
in this paper in which the issue arises, we will consider only the analog of freeness
without properness.
Returning to freeness, many of our examples will involve simple C*-algebras,
since much of what has been done has involved simple C*-algebras. Indeed, for
one of our conditions, the tracial Rokhlin property, a satisfactory definition is so
far known only in the simple case. For similar reasons, we have much less to say
about actions on purely infinite C*-algebras than about actions on stably finite
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C*-algebras. It seems possible (although proofs are still missing) that the differ-
ences between some of our conditions disappear in the purely infinite case. See the
discussion at the end of Section 4.
This paper is organized as follows. In Section 1, we recall a number of theorems
which characterize freeness of actions of finite or compact groups on compact or
locally compact spaces. Some involve C*-algebras, while others are purely in terms
of topology. These results suggest properties which might be expected of free actions
on C*-algebras. Several of them implicitly or explicitly motivate various definitions
of noncommutative freeness. In each of the remaining four sections, we discuss
a notion of noncommutative freeness, or a group of notions which seem to us to
be roughly comparable in strength (with one exception: some of the conditions
in Section 5 are much weaker than the others). See the further discussion at the
end of Section 1. The order of sections is roughly from strongest to weakest. The
comparisons are inexact partly because some versions of noncommutative freeness,
in their present form, are useful only for restricted classes of groups or C*-algebras,
and sometimes there are no interesting examples in the overlap. For example, we
don’t know how to properly define the tracial Rokhlin property for actions on C*-
algebras which are not simple, which makes it awkward to compare this property
with freeness of an action on a commutative C*-algebra.
As will become clear in the discussion, there are a number of directions in which
further work is needed.
We describe some standard notation. Throughout, groups will be at least lo-
cally compact. All groups and spaces (except primitive ideal spaces and spaces
of irreducible representations of C*-algebras) will be Hausdorff. For an action of
a group G on a locally compact space X, we let C∗(G,X) denote the transfor-
mation group C*-algebra, and we let X/G denote the orbit space. For an action
α : G → Aut(A) of G on a C*-algebra A, written g 7→ αg, we denote the crossed
product by C∗(G,A, α). We further denote the fixed point algebra
{a ∈ A : αg(a) = a for all g ∈ G}
by Aα, or by AG if α is understood. The action α : G→ Aut(C0(X)) coming from
an action of G on X is αg(f)(x) = f(g
−1x). Note that in this case C0(X)
G can
be canonically identified with C0(X/G). The restriction of α : G → Aut(A) to a
subgroup H ⊂ G is α|H , and the restriction to an invariant subalgebra B ⊂ A is
α(·)|B .
All ideals in C*-algebras are assumed closed and two sided. We will denote the
cyclic group Z/mZ by Zm. (No confusion with the m-adic integers should occur.)
For a Hilbert space H, we denote by L(H) and K(H) the algebras of bounded and
compact operators on H.
We would like to thank Dawn Archey, George Elliott, Akitaka Kishimoto, Hi-
royuki Osaka, Cornel Pasnicu, Costel Peligrad, Marc Rieffel, Masamichi Takesaki,
and Dana Williams for useful discussions and email correspondence.
1. The commutative case
In the main part of this section, we give some characterizations and properties
of free actions of finite (sometimes more general) groups on compact spaces. In
some parts of the rest of this survey, we will concentrate on simple C*-algebras, so,
without proper interpretation, what one sees here may provide little guidance.
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Theorem 1.1. Let G be a compact Lie group and let X be a locally compact
G-space. The action of G on X is free if and only if the map X → X/G is the
projection map of a principal G-bundle.
A principal G-bundle is a locally trivial bundle with fiber G, and where the
transition maps between trivializations are given by continuous maps toG, regarded
as acting on itself by translation.
This result is also true for actions of locally compact Lie groups which are free
and proper. See the theorem in Section 4.1 of [53]. The definition of properness
given there is different, but for locally compactX it is equivalent. See Condition (5)
in Theorem 1.2.9 of [53]; the notation is in the introduction of [53] and Definition
1.1.1 there.
Theorem 1.2. Let G be a finite group, and let X be a totally disconnected G-
space. The action of G on X is free if and only if X is equivariantly homeomorphic
to a G-space of the form G × Y, where G acts on itself by translation and acts
trivially on Y.
Proof. We first claim that for every x ∈ X, there is a compact open set K ⊂ X
such that x ∈ K and the sets gK, for g ∈ G, are disjoint. To see this, for each
g ∈ G choose disjoint compact open sets Lg andMg such that x ∈ Lg and gx ∈Mg.
Then take
K =
⋂
g∈G\{1}
(Lg ∩ g
−1Mg).
Since X is compact, we can now find compact open sets K1,K2, . . . ,Kn ⊂ X
which cover X and such that, for each m, the sets gKm, for g ∈ G, are disjoint. Set
Lm = Km ∩

X \ ⋃
g∈G
g(K1 ∪K2 ∪ · · · ∪Km−1)

 .
(This set may be empty.) One verifies by induction on m that the sets gLj, for
g ∈ G and j = 1, 2, . . . ,m, are disjoint and cover
⋃
g∈G g(K1 ∪K2 ∪ · · · ∪Km). Set
Y = L1 ∪ L2 ∪ · · · ∪ Ln. Then the sets gY, for g ∈ G, form a partition of X. The
conclusion follows. 
Theorem 1.3. Let G be a compact group and let X be a locally compact G-space.
The action of G on X is free if and only if appropriate formulas (see Situation 2
of [64]) make a suitable completion of Cc(X) into a C0(X/G)–C
∗(G,X) Morita
equivalence bimodule.
Proof. That freeness implies Morita equivalence is Situation 2 of [64]. (It actually
covers proper actions of locally compact but not necessarily compact groups.) Both
directions together follow from Proposition 7.1.12 and Theorem 7.2.6 of [57]. 
Theorem 1.4. Let G be a compact group and let X be a locally compact G-space.
The action of G on X is free if and only if for every g ∈ G\{1} and every g-invariant
ideal I ⊂ C(X), the action of g on C(X)/I is nontrivial.
This is really just a restatement of the requirement that g have no fixed points.
It is included for comparison with the conditions in Section 4.
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Theorem 1.5. Let G be a compact group and let X be a locally compact G-space.
The action of G on X is free if and only if every ideal I ⊂ C∗(G,X) has the form
C∗(G,U) for some G-invariant open set U ⊂ X.
Proof. Suppose the action of G on X is free. The conclusion follows (in fact, in
the more general case of a free and proper action of a locally compact group) from
Theorem 14 of [17] and its proof.
Suppose the action of G on X is not free. Our argument is very close to the
proof of Proposition 7.1.12 of [57]. Choose x ∈ X and g ∈ G\{1} such that gx = x.
Let H ⊂ G be the subgroup given by H = {g ∈ G : gx = x}, and set S = Gx. Then
S is a closed subset of X which is equivariantly homeomorphic to G/H. So, using
Corollary 2.10 of [18] for the second isomorphism, C∗(G,X) has a quotient
C∗(G,S) ∼= C∗(G, G/H) ∼= K(L2(G/H))⊗ C∗(H).
Let pi : C∗(G,X)→ K(L2(G/H))⊗C∗(H) be the composition of this isomorphism
with the quotient map.
Since H is a nontrivial compact group, C∗(H) is not simple. (For example,
consider the kernel of the map to C induced by the one dimensional trivial repre-
sentation.) Let J ⊂ C∗(H) be a nontrivial ideal. Then pi−1
(
K(L2(G/H)) ⊗ J
)
is
an ideal in C∗(G,X) which does not have the form C∗(G,U) for any G-invariant
open set U ⊂ X. 
For the next characterization, recall the equivariant K-theory K∗G(X) of a lo-
cally compact G-space X, introduced in [68]. (Also see Section 2.1 of [57].) It is a
module over the representation ring R(G) (see [67]), which can be thought of as the
equivariant K-theory of a point, or as the Grothendieck group of the abelian semi-
group of equivalence classes of finite dimensional unitary representations of G, with
addition given by direct sum. The ring multiplication is tensor product. There is a
standard homomorphism R(G)→ Z which sends a representation to its dimension,
and its kernel is called the augmentation ideal and written I(G). (See the example
before Proposition 3.8 of [67].) We also need localization of rings and modules,
as discussed in Chapter 3 of [5]. Our notation follows Part (1) of the example on
page 38 of [5].
The following two results are parts of Theorem 1.1.1 of [57]. They are essentially
due to Atiyah and Segal (Proposition 4.3 of [6] and Proposition 4.1 of [68]).
Theorem 1.6 (Atiyah and Segal). Let G be a compact Lie group and let X be a
compact G-space. The action of G on X is free if and only if for every prime ideal
P in the representation ring R(G) which does not contain I(G), the localization
K∗G(X)P is zero.
Theorem 1.7 (Atiyah and Segal). Let G be a compact Lie group and let X be
a compact G-space. The action of G on X is free if and only if the natural map
K∗(X/G)→ K∗G(X) is an isomorphism.
Freeness is also related to C*-index theory. The C*-basic construction used in
the following result is found in Sections 2.1 and 2.2 of [71]; the two versions are the
same by Lemma 2.2.9 of [71].
Theorem 1.8. Let G be a finite group, and let X be a compact G-space. Suppose
the set of points x ∈ X with trivial stabilizer Gx is dense in X. Define a conditional
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expectation E : C(X)→ C(X)G by
E(f)(x) =
1
card(G)
∑
g∈G
f(gx).
Then E has index-finite type in the sense of Watatani (see Definition 1.2.2 of [71],
and see Lemma 2.1.6 of [71] for the C*-algebra version) if and only if the action of
G on X is free. Moreover, in this case, the C*-basic construction gives an algebra
isomorphic to C∗(G,X).
Proof. See Propositions 2.8.1 and 2.8.2 of [71]. 
Some nontriviality condition on the action is necessary, since one must rule out
the trivial action and the action of G on its quotient G/H by a subgroup H.
Here is an example of preservation of structure associated with freeness.
Theorem 1.9. Let G be a finite group. If G acts freely on a topological mani-
fold M, then M/G is a topological manifold. If M and the action are smooth, then
so is M/G.
The theorem has more force in the smooth case. For example, if G is a finite
cyclic group, acting on R2 by rotation, then R2/G is a topological manifold, but is
not smooth in a neighborhood of the orbit of 0.
The situation for actions on noncommutative C*-algebras is much more compli-
cated. There are at least six rough categories of conditions which, when properly
defined, at least approximately correspond to freeness in the commutative case. We
list them in descending order of strength.
• Free action on the primitive ideal space.
• The Rokhlin property and the closely related property of K-freeness.
• The tracial Rokhlin property.
• Outerness.
• Hereditary saturation (full strong Connes spectrum), and the closely related
property of full Connes spectrum.
• Saturation.
At least outside the type I case, free action on the primitive ideal space seems
to be too strong a condition, as we hope to persuade you in this survey. One
section below is devoted to each of the others, except that we treat the last two
together. For each condition, we give definitions, say what it implies in the standard
examples discussed below, describe some applications, describe how it is related to
previously discussed conditions, and say something about permanence properties.
We also state some open problems.
We will discuss a number of examples in this survey, but we will use two kinds
of examples systematically. One kind is arbitrary actions on separable unital type I
C*-algebras. For them, most of our freeness conditions turn out to be equivalent
to freeness of the induced action on the primitive ideal space Prim(A) of the alge-
bra A. The other is product type actions on UHF algebras. We recall these, and
give convenient conventions, in the following definition. For simplicity, we stick to
actions of Z2.
Definition 1.10. For n ∈ Z>0 let d(n) and k(n) be integers with d(n) ≥ 2 and
0 ≤ k(n) ≤ 12d(n). Choose projections pn, qn ∈ Md(n) such that pn + qn = 1
and rank(qn) = k(n). The associated product type action on the UHF algebra
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A =
⊗∞
n=1Md(n) is the action α : Z2 → Aut(A) generated by the infinite tensor
product automorphism of order 2 given by α =
⊗∞
n=1Ad(pn − qn).
The conjugacy class of the action does not depend on the choice of the projections
pn and qn. We need only consider 0 ≤ k(n) ≤
1
2d(n), since replacing any particular
k(n) by d(n)− k(n) gives a conjugate action.
To give an idea of what the various conditions mean, let the notation be as in
Definition 1.10, and consider the following specific cases:
• If d(n) = 2 and k(n) = 1 for all n, then α has the Rokhlin property and is
K-theoretically free. See Examples 2.3 and 2.21.
• If d(n) = 3 and k(n) = 1 for all n, then α has the tracial Rokhlin property,
but does not have the Rokhlin property and is not K-theoretically free. See
Examples 2.21 and 3.3.
• If d(n) = 2n and k(n) = 1 for all n, then α is pointwise outer but does not
have the tracial Rokhlin property. See Examples 3.3 and 4.2.
• There are no actions of this specific type which are hereditarily saturated
but not pointwise outer. However, the action of Z22 on M2 generated by
Ad
(
1 0
0 −1
)
and Ad ( 0 11 0 ) is hereditarily saturated but not pointwise outer.
See Example 5.6.
• If d(n) = 2 for all n, and k is given by k(n) = 0 for n ≥ 2 and k(1) = 1, then
α is saturated but not hereditarily saturated. See Examples 5.3 and 5.5.
• If d(n) = 2 and k(n) = 0 for all n, then α is not saturated. See Example 5.3.
2. The Rokhlin property and K-theoretic freeness
We treat the Rokhlin property and K-theoretic freeness together because, in the
situations to which they apply well, they seem roughly comparable in strength. The
usefulness of both is limited to special classes of C*-algebras. The Rokhlin property
is not useful if there are too few projections, since no action of any nontrivial group
on a unital C*-algebra with no nontrivial projections can have the Rokhlin property.
Thus (Example 2.4 below), even if the finite group G acts freely on X, the action
of G on C(X) need not have the Rokhlin property.
The definition of K-theoretic freeness represents an attempt to turn Theorem 1.6
into a definition. The condition must be strengthened; see the discussion before
Definition 2.18 below. The usefulness of K-theoretic freeness depends on the pres-
ence of nontrivial K-theory: the trivial action of any finite group on any C*-algebra
of the form O2⊗A satisfies the strongest possible form of K-theoretic freeness. It is,
of course, true that an action on a commutative unital C*-algebra is K-theoretically
free if and only if the action on the corresponding space is free. For the product type
action of Definition 1.10, K-theoretic freeness is equivalent to the Rokhlin property,
and this seems likely to be true for general product type actions on UHF algebras,
and perhaps more generally. (Example 2.5 limits how far this idea can be taken.)
No known version of noncommutative freeness agrees both with K-theoretic free-
ness in the presence of sufficient K-theory and with the Rokhlin property on O2.
See Problem 2.28. However, for some applications one really needs the Rokhlin
property. See Example 2.26.
The Rokhlin property is as in Definition 3.1 of [25] (see below); we first give
the equivalent form in Definition 1.1 of [58]. The property is, however, much
older. Early uses in C*-algebras (under a different name) can be found in [14],
[21], and [22]. The version for von Neumann algebras appeared even earlier, for
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example in [29]. It is a noncommutative generalization of the statement of the
Rokhlin Lemma in ergodic theory (for the case G = Z). The Rokhlin property
can also be considered to be modelled on Theorem 1.2. Note, though, that Con-
dition (2) of the definition is purely noncommutative in character, and is essential
for the applications of the Rokhlin property. As we will see in Section 3, especially
Example 3.12 and the following discussion, the Rokhlin property is quite rare.
Definition 2.1. Let A be a unital C*-algebra, and let α : G→ Aut(A) be an action
of a finite group G on A. We say that α has the Rokhlin property if for every finite
set S ⊂ A and every ε > 0, there are mutually orthogonal projections eg ∈ A for
g ∈ G such that:
(1) ‖αg(eh)− egh‖ < ε for all g, h ∈ G.
(2) ‖ega− aeg‖ < ε for all g ∈ G and all a ∈ S.
(3)
∑
g∈G eg = 1.
We call the (eg)g∈G a family of Rokhlin projections for α, S, and ε.
Remark 2.2. The Rokhlin property can be neatly formulated in terms of central
sequence algebras. Consider the C*-algebra of all bounded sequences in A (bounded
functions from Z>0 to A). It contains an ideal consisting of all sequences vanishing
at infinity. Let A∞ be the quotient. Let A∞ be the relative commutant in A
∞ of
the embedded copy of A obtained as the image of the set of constant sequences.
The action α : G → Aut(A) induces an action α∞ : G → Aut(A∞). (There is
no continuity issue since G is discrete.) Definition 3.1 of [25] asks for mutually
orthogonal projections eg ∈ A∞ for g ∈ G such that
∑
g∈G eg = 1 and such that
(α∞)g(eh) = egh for all g, h ∈ G.
We make a few comments about what happens for more general groups. For
actions of Z, one does not consider families of projections indexed by Z (for which
the sum in Definition 2.1(2) would not make sense), but rather families indexed by
arbitrarily long finite intervals in Z. (The important points about intervals are that
they are Følner sets in the group and that they can tile the group.) Moreover, to
avoid K-theoretic obstructions, one must in general allow several orthogonal such
families indexed by intervals of different lengths. See the survey article [24] and
references there. For the application of the Rokhlin property to classification of
actions of Z, see the survey article [43]. For more general discrete groups, one en-
counters further difficulties with the choice of subsets of the group. The group must
certainly be amenable, and the results of [48] suggest that one may only be able to
require that the sum in Definition 2.1(3) be close to 1, necessarily in a sense weaker
than the norm topology. The resulting notion looks more like the tracial Rokhlin
property (Definition 3.1 below). In addition, if G is not discrete, one must aban-
don projections. See [48] for actions of locally compact groups on measure spaces,
see [44] (especially the theorem in Section 6.1) for actions of countable amenable
groups on von Neumann algebras, see [41] for actions of Zd on C*-algebras, see [34]
for actions of R on C*-algebras, and see [23] for actions of compact groups on
C*-algebras. Much of this, including more on the von Neumann algebra versions
(which came first), is discussed in [24].
Example 2.3. Let α : Z2 → Aut(A) be as in Definition 1.10. Then α has the
Rokhlin property if and only if k(n) = 12d(n) for infinitely many n ∈ Z>0. This is
part of Proposition 2.4 of [60], but was known long before; see Lemma 1.6.1 of [14].
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By combining tensor factors, we can write any such action as a product type
action so that k(n) = 12d(n) for all n ∈ Z>0.
It is trivial that if α : G→ Aut(C(X)) has the Rokhlin property, then the action
of G on X is free. As we will see in Corollary 4.17 below, the Rokhlin property for
an action of a finite group on a unital type I C*-algebra A implies freeness of the
action on Prim(A). (One can also give a direct proof.) For totally disconnected X,
the converse is Theorem 1.2. In general, however, the converse is false. This is our
first encounter with one of the main defects of the Rokhlin property, namely that
it is appropriate only for C*-algebras with a sufficient supply of projections.
Example 2.4. Let X be the circle S1 and let G = Z2, with nontrivial element g.
Then gζ = −ζ generates a free action of G on X. The corresponding action α of
G on C(X) does not have the Rokhlin property, because C(X) has no nontrivial
projections. Specifically, if ε < 1 it is not possible to find projections e1, eg ∈ C(S
1)
such that e1 + eg = 1 and ‖αg(e1)− eg‖ < ε.
Any free action on a connected compact manifold gives the same outcome. Other
easy examples are the action of Zn on the circle S
1 by rotation, and the action of
Z2 on the m-sphere S
m via x 7→ −x.
However, there seem to be more subtle issues with the Rokhlin property than
merely lack of sufficiently many projections.
Example 2.5. In Example 4.1 of [60], there is an action of Z2 on a unital C*-
algebra A = lim
−→
An, obtained as the direct limit of actions on the An, such that
An ∼= C(S
2k, Ms(n)) for suitable integers s(0) < s(1) < · · · and a fixed integer
k ≥ 1, and such that the action on An is the tensor product of the action on
C(S2k) induced by x 7→ −x with an inner action on Ms(n). These actions surely
deserve to be considered free. Therefore the direct limit action should also deserve
to be considered free. The direct limit algebra A is simple and AF, and in particular
is well supplied with projections by any reasonable standard. However, the direct
limit action does not have the Rokhlin property. In fact, its crossed product is
not AF, because theK0-group of the crossed product has torsion isomorphic to Z2k .
See Proposition 4.2 of [60] for details. So the Rokhlin property would contradict
Theorem 2.6(2a) below.
We address this issue again in Problem 2.28 below.
Crossed products by actions with the Rokhlin property preserve many properties
of C*-algebras. These can be thought of as being related to Theorem 1.9.
Theorem 2.6. Crossed products by actions of finite groups with the Rokhlin prop-
erty preserve the following classes of C*-algebras.
(1) Simple unital C*-algebras. (See Proposition 4.16 and Theorem 4.6 below.)
(2) Various classes of unital but not necessarily simple countable direct limit
C*-algebras using semiprojective building blocks, and in which the maps of
the direct system need not be injective:
(a) AF algebras. (See Theorem 2.2 of [58].)
(b) AI algebras. (See Corollary 3.6(1) of [51].)
(c) AT algebras. (See Corollary 3.6(2) of [51].)
(d) Unital direct limits of one dimensional noncommutative CW com-
plexes. (See Corollary 3.6(4) of [51].)
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(e) Unital direct limits of Toeplitz algebras, a special case of the sort stud-
ied in [39] except not necessarily of real rank zero. (See Example 2.10
and Theorem 3.5 of [51].)
(f) Various other classes; see Section 2 and Theorem 3.5 of [51] for details.
(3) Simple unital AH algebras with slow dimension growth and real rank zero.
(See Theorem 3.10 of [51].)
(4) D-absorbing separable unital C*-algebras for a strongly self-absorbing C*-
algebra D. (See Theorem 1.1(1) and Corollary 3.4(i) of [23]. See [23] for
the definition of a strongly self-absorbing C*-algebra.)
(5) Unital C*-algebras with real rank zero. (See Proposition 4.1(1) of [51].)
(6) Unital C*-algebras with stable rank one. (See Proposition 4.1(2) of [51].)
(7) Separable nuclear unital C*-algebras whose quotients all satisfy the Uni-
versal Coefficient Theorem. (See Proposition 3.7 of [51].)
(8) Unital Kirchberg algebras (simple separable nuclear purely infinite C*-
algebras) which satisfy the Universal Coefficient Theorem. (See Corol-
lary 3.11 of [51].)
(9) Separable unital approximately divisible C*-algebras. (See Corollary 3.4(2)
of [23], which also covers actions of compact groups; also see Proposition 4.5
of [51].)
(10) Unital C*-algebras with the ideal property and unital C*-algebras with
the projection property. (See [54]; also see [54] for the definitions of these
properties).
(11) Simple unital C*-algebras whose K-theory:
(a) Is torsion free.
(b) Is a torsion group.
(c) Is zero.
(See the discussion below.)
Further classes will appear in [54].
Many of the parts of Theorem 2.6 are special for actions of finite (or compact)
groups. For example, Parts (2a) and (2b) fail for G = Z, because the crossed
product will have nontrivial K1-group. We refer to Section 2.2 of [24] and the
references there for many positive results for actions of Z with the Rokhlin property.
The main ingredient for Theorem 2.6(11) is the following result of Izumi. Using
it, one can derive many other statements similar to the ones given.
Theorem 2.7 (Theorem 3.13 of [25]). Let A be a simple unital C*-algebra, let G
be a finite group, and let α : G→ Aut(A) be an action with the Rokhlin property.
Then the inclusion AG → A induces an injective map K∗(A
G)→ K∗(A).
The other ingredient is that the Rokhlin property implies thatK∗(C
∗(G,A, α)) ∼=
K∗(A
G). Proposition 5.15 below shows that the Rokhlin property implies heredi-
tary saturation (Definition 5.4 below), and in particular implies saturation (Defini-
tion 5.2 below). Now combine Proposition 7.1.8 and Theorem 2.6.1 of [57].
For some of the classes in Theorem 2.6, such as those in Parts (3), (5), (6), (7),
and (10), it is expected that weaker conditions than the Rokhlin property should
suffice. This is certainly true for Part (1). See Theorem 4.6 and Corollary 5.12
below.
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Theorem 2.6(4) holds for actions of second countable compact groups with
the Rokhlin property and, provided the strongly selfabsorbing C*-algebra is K1-
injective, for actions of Z and R with the Rokhlin property. See Theorem 1.1(1)
of [23].
Theorem 2.6(11) brings back the point that the Rokhlin property is slightly too
strong. For example, if G is a finite group acting freely on a compact space X
such that K∗(X) is torsion free, it does not follow that K∗(C
∗(G,X)) is torsion
free. The action of Z2 on S
2 generated by x 7→ −x is a counterexample. (The
K-theory of the crossed product is the same as for the real projective space RP 2.)
Example 2.5 shows that this phenomenon can even occur for an action on a simple
AF algebra.
We also have:
Theorem 2.8 (Theorem 1.25 of [69]). Let α : G→ Aut(A) be an action of a finite
group on a unital C*-algebra which has the Rokhlin property. Then every ideal
J ⊂ C∗(G,A, α) has the form C∗(G, I, α(·)|I) for some G-invariant ideal I ⊂ A.
For an application of these structural results, see [61]. This paper uses a crossed
product construction (following Connes’ von Neumann algebra construction [10])
to produce a simple separable exact C*-algebra A which is not isomorphic to its
opposite algebra, and which has a number of nice properties. The action has the
Rokhlin property, and this fact is crucial in the computation of K∗(A) and the
verification of a number of the properties of A.
The use of the Rokhlin property to obtain structural results for crossed products
by finite groups seems to be very recent (although it has a longer history for actions
of Z). Indeed, Theorem 2.6(2a) (crossed products by finite group actions with the
Rokhlin property preserve the class of AF algebras) could easily have been proved
long ago. It was actually proved only after the analogous statement for the tracial
Rokhlin property and C*-algebras with tracial rank zero, Theorem 3.7 (although
both theorems appear in the same paper). The main reason is that the tracial
analog seems to be much more useful for structure theory. See Section 3.
The main application so far of the Rokhlin property has been to the structure
and classification of group actions. This project began in von Neumann algebras.
As just one example, Jones proved (Corollary 5.3.7 of [29]) that every pointwise
outer action of a finite group G on the hyperfinite factor R of type II1 is conju-
gate to a particular model action of G. That is, up to conjugacy, there is only one
pointwise outer action of G on R. An essential step in the proof is showing that
pointwise outerness implies the von Neumann algebra analog of the Rokhlin prop-
erty. Ocneanu [44] extended the result to actions of general countable amenable
groups. Classification of actions on C*-algebras with the Rokhlin property is the
main thrust of the papers [14], [21], and [22], and the more recent papers [25]
and [26].
We state four theorems from [26]. The first two require the following “model
action”.
Definition 2.9. Let G be a finite group, and let n = card(G). Let u : G→Mn be
the image of the regular representation of G under some isomorphism L(l2(G)) →
Mn. Let λ : G → Aut(Mn) be λg(a) = u(g)au(g)
∗. Let DG be the UHF algebra
DG =
⊗∞
m=1Mn, and let µ
G : G → Aut(DG) be the product type action µ
G
g =⊗∞
m=1 λg.
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For G = Z2, the action µ
G is obtained as in Definition 1.10 by taking d(n) = 2
and k(n) = 1 for all n.
Theorem 2.10 (Theorem 3.4 of [26]). Let A be a unital Kirchberg algebra (simple,
separable, purely infinite, and nuclear) which satisfies the Universal Coefficient
Theorem. Let G be a finite group and let α : G → Aut(A) have the Rokhlin
property. Suppose (αg)∗ is the identity on K∗(A) for all g ∈ G. Then α is conjugate
to the action g 7→ idA ⊗ µ
G
g on A⊗DG.
Theorem 2.11 (Theorem 3.5 of [26]). Theorem 2.10 remains true if instead A
is a simple separable unital C*-algebra with tracial rank zero which satisfies the
Universal Coefficient Theorem.
Theorem 2.12 (Theorem 4.2 of [26]). Let A be a unital Kirchberg algebra which
satisfies the Universal Coefficient Theorem. Let G be a finite group. Let α, β : G→
Aut(A) have the Rokhlin property. Suppose (αg)∗ = (βg)∗ on K∗(A) for all g ∈ G.
Then there exists θ ∈ Aut(A) such that βg = θ ◦ αg ◦ θ
−1 for all g ∈ G, and such
that θ∗ is the identity on K∗(A).
Theorem 2.13 (Theorem 4.3 of [26]). Theorem 2.12 remains true if instead A
is a simple separable unital C*-algebra with tracial rank zero which satisfies the
Universal Coefficient Theorem.
See [43] for results on classification of actions of Z with the Rokhlin property.
We should point out that some work has been done on classification of finite and
compact group actions without the Rokhlin property, assuming instead that the
action is compatible with a direct limit realization of the algebra, and also that the
actions on the algebras in the direct system have special forms. See, for example,
[19], [20], [33], and [70].
The Rokhlin property enjoys the following permanence properties. Proposi-
tion 2.14(1) is the analog of the fact that the restriction of a free action to a closed
subset of the space is still free, (2) is the analog of the fact that the restriction of
a free action to a subgroup is still free, (3) is the analog of the fact that a diagonal
action on a product is free if one of the factors is free, and (4) is the analog of the
fact that an equivariant inverse limit of free actions is free.
Proposition 2.14. Let A be a unital C*-algebra, let G be a finite group, and let
α : G→ Aut(A) have the Rokhlin property. Then:
(1) If I ⊂ A is a α-invariant ideal, then the induced action α of G on A/I has
the Rokhlin property.
(2) If H ⊂ G is a subgroup, then α|H has the Rokhlin property.
(3) If β : G → Aut(B) is any action of G on a unital C*-algebra, then the
tensor product action g 7→ αg ⊗ βg of G on Aut(A⊗B), for any C* tensor
product on which it is defined, has the Rokhlin property.
In addition:
(4) If A = lim
−→
An is a direct limit of C*-algebras with unital maps, and α : G→
Aut(A) is an action obtained as the direct limit of actions α(n) : G →
Aut(An), such that α
(n) has the Rokhlin property for all n, then α has the
Rokhlin property.
Proof. For (1), let pi : A → A/I be the quotient map. Let S ⊂ A/I be finite and
let ε > 0. Choose a finite set T ⊂ A such that pi(T ) contains S. Let (eg)g∈G be
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a family of Rokhlin projections for α, T, and ε. Then (pi(eg))g∈G is a family of
Rokhlin projections for α, S, and ε.
For (2), set n = card(G/H). Let S ⊂ A be finite and let ε > 0. Choose a system
C of right coset representatives of H in G. Let (fg)g∈G be a family of Rokhlin
projections for α, S, and ε/n. Then use the projections eh =
∑
c∈C fhc for h ∈ H.
For (3), one first checks that in Definition 2.1 it suffices to fix a subset R ⊂ A
which generates A as a C*-algebra, and verify the condition of the definition only
for finite subsets S ⊂ R. In this case, we take
R = {a⊗ b : a ∈ A and b ∈ B}.
We can further restrict to finite subsets of the form
Q = {a⊗ b : a ∈ S and b ∈ T},
for finite sets S ⊂ A and T ⊂ B. Set M = supb∈T ‖b‖. Let (eg)g∈G be a family of
Rokhlin projections for α, S, and ε/M. Then (eg ⊗ 1)g∈G is a family of Rokhlin
projections for α⊗ β, Q, and ε.
To prove (4), first use (1) to replace each An with its quotient by the kernel of
the map An → A. Thus we may assume that A =
⋃∞
n=0An. As in the previous
part, we restrict to a generating set, here R =
⋃∞
n=0An. So let S ⊂ R be finite and
let ε > 0. Choose n such that S ⊂ An. Then a family of Rokhlin projections for
α(n), S, and ε is a family of Rokhlin projections for α, S, and ε. 
We can’t reasonably talk about the Rokhlin property passing to invariant ideals
without a definition of the Rokhlin property for nonunital C*-algebras. We know of
no definition in the literature, but it seems reasonable to simply take the projections
to be in the multiplier algebra. An action of G on a C*-algebra A always extends
to an action g 7→M(α)g on the multiplier algebra M(A). In general, one only gets
continuity of g 7→ M(α)g(a) in the strict topology, but this is irrelevant for finite
groups.
Definition 2.15. Let A be a not necessarily unital C*-algebra, and let α : G →
Aut(A) be an action of a finite group G on A. We say that α has the multiplier
Rokhlin property if for every finite set S ⊂ A and every ε > 0, there are mutually
orthogonal projections eg ∈M(A) for g ∈ G such that:
(1) ‖M(α)g(eh)− egh‖ < ε for all g, h ∈ G.
(2) ‖ega− aeg‖ < ε for all g ∈ G and all a ∈ S.
(3)
∑
g∈G eg = 1.
Proposition 2.16. Let A be a unital C*-algebra, and let α : G → Aut(A) be an
action of a finite group G on A. Let J ⊂ A be a G-invariant ideal. Suppose α has
the Rokhlin property. Then α(·)|J has the multiplier Rokhlin property.
Proof. Let F ⊂ J be a finite set, and let ε > 0. Choose a family (eg)g∈G of Rokhlin
projections for α, S, and ε. Let ϕ : A→M(J) be the standard homomorphism ob-
tained from the fact that J is an ideal in A. Then (ϕ(eg))g∈G satisfies the condition
of Definition 2.15 for the given choices of F and ε. 
Unfortunately, and this is related to the issues with the Rokhlin property already
discussed, there is no theorem for extensions.
Example 2.17. Let G = Z2. Let α : G → Aut(C(S
1)) be as in Example 2.4.
(Recall that this action comes from the action on S1 generated by ζ 7→ −ζ.) Let
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J = C0(S
1 \ {±1}), which is an ideal in C(S1). It is easily checked that α(·)|J has
the multiplier Rokhlin property and that the induced action on C(S1)/J ∼= C2
has the Rokhlin property. As in Example 2.4, however, α itself does not have the
Rokhlin property.
We now turn to K-theoretic freeness. As Theorem 1.6 shows, K-theory gives
a neat condition for an action of a compact Lie group on a compact space to be
free. The book [57] mostly describes the effort to turn this result into a definition
of freeness of actions on C*-algebras. Also see the survey [56]. This idea is useless
if there is no K-theory. For example, the trivial action on any C*-algebra of the
form O2 ⊗ A is K-theoretically free. Moreover, unlike for actions on C(X), for
C*-algebras the condition of Theorem 1.6 passes neither to quotients by invariant
ideals nor to subgroups, so it is necessary to build these features into the noncom-
mutative definition. (Example 4.1.7 of [57] implies that the property does not pass
to quotients by invariant ideals, although it is stated in terms of the ideal rather
than the quotient. Example 2.22 below gives an action of Z4 on a UHF algebra
which satisfies the condition of Theorem 1.6, but such that the restriction of the
action to the subgroup Z2 ⊂ Z4 does not; the restriction is in fact inner.) Subject
to these caveats, the definition permits some interesting results, such as for C*-
algebras of type I and for product type actions on UHF algebras. It covers ζ 7→ −ζ
on S1, unlike the Rokhlin property.
Equivariant K-theory for an action of a compact group G on a C*-algebra A,
denotedKG∗ (A), is as in Chapter 2 of [57]. Like the equivariant K-theory of a space,
as discussed before Theorem 1.6, it is a module over the representation ring R(G),
and for a prime ideal P ⊂ R(G), the localization KG∗ (A)P is defined. The following
is from Definitions 4.1.1, 4.2.1, and 4.2.4, and the discussion after Definition 4.2.1,
in [57]. The term “locally discrete K-theory” refers to the I(G)-adic topology on
KG∗ (A); see discussion after Definition 4.1.1 in [57].
Definition 2.18. Let A be a C*-algebra, and let α : G → Aut(A) be an action
of a finite group G on A. We say that α has locally discrete K-theory if for every
prime ideal P in the representation ring R(G) which does not contain I(G), the
localization KG∗ (A)P is zero. We say that α is K-free if for every invariant ideal
I ⊂ A, the induced action on A/I has locally discrete K-theory. We say that α is
totally K-free if for every subgroup H ⊂ G, the restricted action α|H is K-free.
Other related conditions, including ones involving equivariant KK-theory, and
many more results and examples than can be discussed here, can be found in [57].
Also see the survey [56].
The definition generalizes reasonably to actions of compact Lie groups, but not
to actions of noncompact groups.
The definition behaves well for type I C*-algebras:
Theorem 2.19 (Theorems 8.1.4 and 8.2.5 of [57]). Let A be a separable type I
C*-algebra, and let α : G→ Aut(A) be an action of a compact Lie group G on A.
Then α is totally K-free if and only if the induced action of G on Prim(A) is free.
In fact, one direction holds for any C*-algebra; Example 2.4 shows that the
corresponding statement for the Rokhlin property fails.
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Theorem 2.20 (Theorem 4.3.8 of [57]). Let A be a C*-algebra, and let α : G →
Aut(A) be an action of a finite group G on A. Suppose that the induced action of
G on Prim(A) is free. Then α is totally K-free.
For our standard product type action, total K-freeness is equivalent to the
Rokhlin property:
Example 2.21. Let α : Z2 → Aut(A) be as in Definition 1.10. Then the following
are equivalent:
(1) α is totally K-free.
(2) α has locally discrete K-theory.
(3) I(Z2)K
Z2
0 (A) = 0.
(4) k(n) = 12d(n) for infinitely many n ∈ Z>0.
(5) α has the Rokhlin property.
This follows from Theorems 9.2.4 and 9.2.6 of [57] and Proposition 2.4 of [60].
(These results also give a number of other equivalent conditions.)
In this example, the equivalence of Condition (2) with the rest is slightly mis-
leading. The action of Z2 × Z2 on M2 in Example 5.6 below is K-free but not
totally K-free (see Example 4.2.3 of [57]), and certainly does not have the Rokhlin
property. This kind of thing can happen even for cyclic groups:
Example 2.22. Example 9.3.9 of [57] gives an action of Z4 on the 2
∞ UHF algebra
(see Remark 9.3.10 of [57] for the identification of the algebra) which is a direct
limit of actions on finite dimensional C*-algebras, is K-free, but is not totally K-
free. It is observed there that the automorphism corresponding to the order two
element of Z4 is inner. Therefore Proposition 4.16 below implies that this action
does not have the Rokhlin property.
The crossed product is simple, in fact, isomorphic to the 2∞ UHF algebra, by
Remark 9.3.10 of [57].
The Rokhlin property implies total K-freeness in complete generality; in fact, it
implies that I(G)KG∗ (A) = 0.
Proposition 2.23. Let A be a unital C*-algebra, let G be a finite group, and let
α : G→ Aut(A) have the Rokhlin property. Then I(G)KG∗ (A) = 0.
Proof. We start with some reductions. First, replacing A by C(S1) ⊗ A with
G acting trivially on S1, and using Proposition 2.14(3) and KG0 (C(S
1) ⊗ A) ∼=
KG0 (A) ⊕ K
G
1 (A), we see that it suffices to show that I(G)K
G
0 (A) = 0. Next, by
Corollary 2.4.5 of [57], we need only consider elements of KG0 (A) which are repre-
sented by invariant projections in L(W ) ⊗ A for some finite dimensional unitary
representation space W of G. Again using Proposition 2.14(3), we may replace A
by L(W )⊗A, and thus consider the class [p] of an invariant projection in A. Next,
we need only consider elements of I(G) which span I(G), so it suffices to prove
that if V is a finite dimensional unitary representation space of G, with repre-
sentation g 7→ ug, and if V0 is the same space with the trivial action of G, then
([V ]− [V0])[p] = 0 in K0(G). Now let ϕ, ϕ0 : A→ L(V0⊕V )⊗A be the maps defined
by ϕ0(a) = (1V0⊕0)⊗a and ϕ(a) = (0⊕1V )⊗a. By Remark 2.4.6 of [57], it suffices to
find a G-invariant element y ∈ L(V0⊕V )⊗A such that y
∗y = ϕ0(p) and yy
∗ = ϕ(p).
Note that the action of G on L(V0⊕V )⊗A is given by g 7→ αg = Ad(1⊕ ug)⊗αg.
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Set n = card(G) and ε = 1/(n2 + 2n). Let (eg)g∈G be a family of Rokhlin
projections for α, {p}, and ε. Set w0 =
∑
h∈G uh⊗eh, which is a unitary in L(V )⊗A.
Since V0 = V as vector spaces, we can identify L(V0 ⊕ V )⊗A with M2(L(V )⊗A),
and define w ∈ L(V0 ⊕ V )⊗A by
w =
(
0 w∗0
w0 0
)
.
In matrix form, we have
wϕ0(p)w
∗ =
(
0 w∗0
w0 0
)(
1V ⊗ p 0
0 0
)(
0 w∗0
w0 0
)
=
(
0 0
0 w0(1V ⊗ p)w
∗
0
)
.
Using orthogonality of the projections eg, we have∥∥w0(1V ⊗ p)w∗0 − 1V ⊗ p∥∥ = ∥∥w0(1V ⊗ p)w∗0 − w0w∗0(1V ⊗ p)∥∥
≤
∑
g,h∈G
∥∥ugh−1 ⊗ egpeh − ugh−1 ⊗ egehp∥∥
≤ n
∑
h∈G
‖peh − ehp‖ < n
2ε.
Thus, ‖wϕ0(p)w
∗ − ϕ(p)‖ < n2ε. With xg =
∑
h∈G ugh ⊗ αg(eh), a calculation
shows that
αg(w) =
(
0 x∗g
xg 0
)
.
Therefore
‖αg(w) − w‖ = ‖xg − w0‖ ≤
∑
h∈G
‖αg(eh)− egh‖ < nε.
It follows that for g, h ∈ G, we have∥∥ϕ(p)αg(w)ϕ0(p)αh(w)∗ϕ(p)− ϕ(p)∥∥
≤ ‖αg(w) − w‖ + ‖wϕ0(p)w
∗ − ϕ(p)‖ + ‖αh(w) − w‖ < (n
2 + 2n)ε = 1.
Similarly, ∥∥ϕ0(p)αg(w)∗ϕ(p)αh(w)ϕ0(p)− ϕ0(p)∥∥ < 1.
Now set
b =
1
n
∑
g∈G
ϕ(p)αg(w)ϕ0(p),
which is G-invariant. Using the estimates in the previous paragraph, we get
‖b∗b − ϕ0(p)‖ < 1 and ‖bb
∗ − ϕ(p)‖ < 1.
Therefore, with functional calculus evaluated in ϕ0(p)
[
L(V0 ⊕ V ) ⊗ A
]
ϕ0(p), the
G-invariant element y = b(b∗b)−1/2 satisfies y∗y = ϕ0(p) and yy
∗ = ϕ(p). 
Corollary 2.24. Let A be a unital C*-algebra, let G be a finite group, and let
α : G→ Aut(A) have the Rokhlin property. Then α is totally K-free.
Proof. By Lemma 4.1.4 of [57], it suffices to prove that for every subgroup H ⊂ G
and every H-invariant ideal I ⊂ A, the action β of H on A/I induced by α|H has
locally discrete K-theory. Now β has the Rokhlin property by parts (1) and (2) of
Proposition 2.14. So I(H)KH∗ (A/I) = 0 by Proposition 2.23. The conclusion now
follows from Proposition 4.1.3 of [57]. 
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We return to the relationship between (total) K-freeness and the Rokhlin prop-
erty after discussing permanence properties.
Proposition 2.25. Let A be a unital C*-algebra, let G be a finite group, and let
α : G→ Aut(A) be an action of G on A.
(1) If I ⊂ A is a α-invariant ideal, then α is totally K-free if and only if α(·)|I
and the induced action of G on A/I are both totally K-free.
(2) If α is totally K-free, and ifH ⊂ G is a subgroup, then α|H is totally K-free.
(3) If A = lim
−→
An is a direct limit of C*-algebras, and α : G → Aut(A) is an
action obtained as the direct limit of actions α(n) : G→ Aut(An), such that
α(n) is totally K-free for all n, then α is totally K-free.
Proof. Part (1) is built into the definition; see Proposition 4.2.6 of [57]. Part (2) is
also built into the definition.
Part (3) was overlooked in [57]. For locally discrete K-theory, it is Lemma 4.2.14
of [57]. Let ϕn : An → A be the maps obtained from the direct limit realization of A.
Let H ⊂ G be a subgroup, and let J ⊂ A be an H-invariant ideal. Set Jn = ϕ
−1
n (J),
which is an H-invariant ideal in An. Then J = lim−→
Jn. For each n, the restriction(
α(n)|H
)
|Jn has locally discrete K-theory. Therefore so does
(
α|H
)
|J . 
One can also say a limited amount about actions on tensor products. See Sec-
tion 6.6 of [57].
We now come back to the relationship with the Rokhlin property.
Example 2.26. Let α : Z2 → A be the action of Example 2.5. The C*-algebra A
is a simple AF algebra. The construction of α, together with Theorem 2.19 and
Proposition 2.25(3), imply that α is totally K-free. However, we saw in Example 2.5
that α does not have the Rokhlin property and that C∗(Z2, A, α) is not AF. In
particular, the crossed product of a simple AF algebra by a totally K-free action
need not be AF. In fact, Parts (2a), (2b), and (2c) of Theorem 2.6 all fail with total
K-freeness in place of the Rokhlin property.
It seems to us that the fault is again with the Rokhlin property. The conclusion
of Proposition 2.23 stronger than ought to hold for a version of noncommutative
freeness. Indeed, there is a free action of a finite group G on a compact metric
space X such that I(G)K∗(C(X)) 6= 0. For example, the actions of G = Z2 on S
2n
and S2n+1 generated by x 7→ −x give
K0G(S
2n) ∼= K0G(S
2n+1) ∼= R(G)/I(G)n+1,
as can be seen from Corollary 2.7.5 and the discussion after Corollary 2.7.6 in [4].
It then also follows (using the proof of Proposition 4.2 of [60]) that suitable choices
for A in Example 2.5 give I(G)KG0 (A) 6= 0.
Problem 2.27. Suppose that A is a unital AF algebra, G is a finite group, and
α : G→ Aut(A) is a totally K-free action which is a direct limit of actions on finite
dimensional C*-algebras. Does it follow that α has the Rokhlin property?
One might want to assume that A is simple, or even that α is a product type
action. For product type actions of Z2, this is contained in Example 2.21.
It seems that the Rokhlin property and (total) K-freeness attempt to detect, not
quite successfully, a strong version of freeness of actions of finite groups on C*-
algebras, something which, to borrow a suggestion from Claude Schochet, might
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be called a “noncommutative covering space”. The Rokhlin property is too strong,
even apart from the existence of projections, as is shown by Example 2.5, while
conditions involving K-theory are too weak when there is no K-theory. The follow-
ing problem thus seems interesting, even though it is not clear what applications it
might have.
Problem 2.28. Find a well behaved version of freeness of finite group actions on
unital C*-algebras which agrees with total K-freeness for actions on AF algebras
and type I C*-algebras, and agrees with the Rokhlin property for actions on the
Cuntz algebra O2.
One would hope for the following:
(1) The condition should pass to invariant ideals, to quotients by invariant
ideals, and to subgroups. It should also be preserved under extensions.
(2) The condition should be preserved when taking tensor products with arbi-
trary actions (with an arbitrary tensor norm such that the action extends
to the tensor product).
(3) The condition should be equivalent to total K-freeness for direct limit ac-
tions on AH algebras.
(4) The condition should imply total K-freeness for general unital C*-algebras.
(5) The Rokhlin property should imply the condition for general unital C*-
algebras.
(6) For type I C*-algebras, the condition should be equivalent to free action on
the primitive ideal space.
(7) The condition should imply strong pointwise outerness (Definition 4.11 be-
low) for arbitrary unital C*-algebras.
Example 2.26 shows that the freeness condition we are asking for should not
imply the Rokhlin property for actions on UHF algebras. It is not actually clear
that the right condition should imply the Rokhlin property for actions on O2. As
evidence that a difference between behavior on UHF algebras and on O2 should be
expected, consider the tensor flip ϕA, the action of Z2 on A ⊗min A generated by
a⊗ b 7→ b⊗a. If A is a UHF algebra, then ϕA never has the Rokhlin property ([52])
and is never K-free. (These statements follow easily from Example 2.21.) However,
ϕO2 does have the Rokhlin property, by Example 5.2 of [25].
3. The tracial Rokhlin property and outerness in factor
representations
The tracial Rokhlin property is a weakening of the Rokhlin property, and which
is much more common. Unfortunately, for now we only know the right definition
of the tracial Rokhlin property for rather restricted classes of C*-algebras.
In retrospect, the tracial Rokhlin property could be motivated as follows. For
simple C*-algebras, one popular version of freeness of an action α : G → Aut(A)
is the requirement that αg be outer for all g ∈ G \ {1}. (This condition is called
pointwise outerness in Definition 4.1, and it and its variants are the subject of Sec-
tion 4.) Let R be the hyperfinite factor of type II1. Then pointwise outer actions
of finite groups satisfy the von Neumann algebra analog of the Rokhlin property.
(Lemma 5.2.1 of [29] implies this statement.) One might then ask that an action
α : G→ Aut(A) of a finite group G on a simple separable infinite dimensional unital
C*-algebra A, with a unique tracial state τ, have the property that, in the weak
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closure of the Gelfand-Naimark-Segal representation associated with τ (which is iso-
morphic to R), the action becomes outer. Under good conditions (see Theorem 3.5
below), this requirement is equivalent to the tracial Rokhlin property.
The actual motivation for the tracial Rokhlin property was, however, rather
different. It was introduced for the purpose of proving classification theorems for
crossed products. One should observe that the definition below is, very roughly,
related to the Rokhlin property in the same way that Lin’s notion of a tracially
AF C*-algebra is related to that of an AF algebra. (Tracially AF C*-algebras are
as in Definition 2.1 of [36]. The condition is equivalent to tracial rank zero as in
Definition 2.1 of [37]; the equivalence is Theorem 7.1(a) of [37].)
The usefulness of the tracial Rokhlin property comes from the combination of
two factors: it implies strong structural results for crossed products, and it is
common while the Rokhlin property is rare. In particular, the tracial Rokhlin
property played a key role in the solution of three open problems on the structure
of crossed products. See Theorems 3.14, 3.15, and 3.16 below. As we will see, the
actions involved do not have the Rokhlin property, while the next weaker freeness
condition, pointwise outerness (Definition 4.1), is not strong enough to make the
arguments work.
Definition 3.1. Let A be an infinite dimensional simple unital C*-algebra, and
let α : G → Aut(A) be an action of a finite group G on A. We say that α has the
tracial Rokhlin property if for every finite set F ⊂ A, every ε > 0, and every positive
element x ∈ A with ‖x‖ = 1, there are nonzero mutually orthogonal projections
eg ∈ A for g ∈ G such that:
(1) ‖αg(eh)− egh‖ < ε for all g, h ∈ G.
(2) ‖ega− aeg‖ < ε for all g ∈ G and all a ∈ F.
(3) With e =
∑
g∈G eg, the projection 1−e is Murray-von Neumann equivalent
to a projection in the hereditary subalgebra of A generated by x.
(4) With e as in (3), we have ‖exe‖ > 1− ε.
When A is finite, the last condition is redundant. (See Lemma 1.16 of [58].)
However, without it, the trivial action on O2 would have the tracial Rokhlin prop-
erty. (It is, however, not clear that this condition is really the right extra condition
to impose.) Without the requirement that the algebra be infinite dimensional, the
trivial action on C would have the tracial Rokhlin property (except for the condi-
tion (4)), for the rather silly reason that the hereditary subalgebra in Condition (3)
can’t be “small”.
Problem 3.2. Is there a reasonable formulation of the tracial Rokhlin property
in terms of central sequence algebras, analogous to the formulation of the Rokhlin
property given in Remark 2.2?
As for the Rokhlin property, the tracial Rokhlin property is only useful when
the algebra has a sufficient supply of projections. The definition is only given for
simple C*-algebras, because we don’t know the proper formulation of Condition (3)
without simplicity. We discuss these issues further below.
A version of this definition for actions of Z was given in [49]. The analog of
Condition (4) was omitted, and the algebra was required to be stably finite. A
slightly different version for Z, called the tracial cyclic Rokhlin property, appears
in Definition 2.4 of [38].
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Since we require algebras with actions with the tracial Rokhlin property to be
simple, unital, and infinite dimensional, they can’t be type I. Thus, one of our
standard examples is irrelevant. For product type actions of Z2, we have:
Example 3.3. Let α : Z2 → Aut(A) be as in Definition 1.10. Then the following
are equivalent:
(1) α has the tracial Rokhlin property.
(2) If α′′ is the action induced by α on the type II1 factor obtained from the
trace via the Gelfand-Naimark Segal construction, then α′′ is outer.
(3) For all N, we have
∞∏
n=N
d(n)− 2k(n)
d(n)
= 0.
(4) C∗(Z2, A, α) has a unique tracial state.
See Proposition 2.5 of [60], where additional equivalent conditions are given.
In particular, by comparison with Examples 2.3 and 2.21, the choices d(n) = 3
and k(n) = 1 for all n give an action of Z2 which has the tracial Rokhlin property
but does not have the Rokhlin property and is not totally K-free.
On the other hand, the Rokhlin property implies the tracial Rokhlin property.
(This is trivially true for actions on all C*-algebras on which the tracial Rokhlin
property is defined.) Also, for actions as in Definition 1.10, locally discrete K-
theory implies the tracial Rokhlin property. This last statement is misleading,
since Example 2.22 and Proposition 4.3 below show that a K-free action on a
UHF algebra need not have the tracial Rokhlin property.
Problem 3.4. Let A be a simple separable unital tracially AF C*-algebra, let G
be a finite group, and let α : G→ Aut(A) be totally K-free. Does it follow that α
has the tracial Rokhlin property?
In particular, what happens for actions on simple unital AF algebras?
We now give the result promised in our initial discussion.
Theorem 3.5 (Theorem 5.5 of [11]). Let A be a simple separable unital C*-
algebra with tracial rank zero, and suppose that A has a unique tracial state τ. Let
piτ : A → L(Hτ ) be the Gelfand-Naimark-Segal representation associated with τ.
Let G be a finite group, and let α : G → Aut(A) be an action of G on A. Then
α has the tracial Rokhlin property if and only if α′′g is an outer automorphism of
piτ (A)
′′ for every g ∈ G \ {1}.
The corresponding statement for actions of Z is also true (Theorem 2.18 of [50]).
Problem 3.6. Is there a related characterization of the tracial Rokhlin property
for actions on simple separable unital C*-algebras with tracial rank zero which have
more than one tracial state?
Crossed products by actions with the tracial Rokhlin property cannot be ex-
pected to be as well behaved as those by actions with the Rokhlin property. Indeed,
Example 3.12(5) below shows that they do not preserve AF algebras or AI alge-
bras, and Example 3.12(6) shows that they do not preserve AT algebras. The
tracial Rokhlin property does imply pointwise outerness (see Proposition 4.3 be-
low), so that the crossed product of a simple unital C*-algebra by an action of a
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finite group with the tracial Rokhlin property is again simple (Corollary 1.6 of [58]).
But the tracial Rokhlin property is much stronger than pointwise outerness. The
following theorems give classes of C*-algebras which are closed under formation
of crossed products by actions of finite groups with the tracial Rokhlin property.
Example 3.10 below shows that they do not hold for pointwise outer actions.
Theorem 3.7 (Theorem 2.6 of [58]). Let A be an infinite dimensional simple
separable unital C*-algebra with tracial rank zero. Let α : G → Aut(A) be an
action of a finite group G on A which has the tracial Rokhlin property. Then
C∗(G,A, α) has tracial rank zero.
It is shown in [38] that if A is an infinite dimensional simple separable unital
C*-algebra with tracial rank zero and α : Z→ Aut(A) is an action with the tracial
Rokhlin property and satisfying extra conditions (which hold in many interesting
examples), then C∗(Z, A, α) has tracial rank zero.
Theorem 3.8 ([52]). Let A be an infinite dimensional simple separable unital
C*-algebra with tracial rank at most n, in the sense of Definition 2.1 of [37]. Let
α : G→ Aut(A) be an action of a finite group G on A which has the tracial Rokhlin
property. Then C∗(G,A, α) has tracial rank at most n.
The following theorem combines several results from [2]. The analog for actions
of Z is in [49].
Theorem 3.9 ([2]). Let A be a stably finite infinite dimensional simple separable
unital C*-algebra with real rank zero and such that the order on projections over A
is determined by traces. (See [2] for the definition of this condition.) Let α : G →
Aut(A) be an action of a finite groupG on A which has the tracial Rokhlin property.
Then C∗(G,A, α) has real rank zero and the order on projections over C∗(G,A, α) is
determined by traces. If moreover A has stable rank one, then so does C∗(G,A, α).
Example 3.10. Example 9 of [13] gives an example of a pointwise outer action α
(in the sense of Definition 4.1 below) of Z2 on a simple unital AF algebraA such that
C∗(Z2, A, α) does not have real rank zero. This example shows that Theorems 3.7,
3.8, and 3.9 fail for general outer actions.
Example 3.11. The action α : Z2 → Aut(A) of Example 2.5 satisfies the tracial
Rokhlin property, by Proposition 4.2(3) of [60]. Since A is a simple AF algebra
and K0(C
∗(Z2, A, α)) has torsion, it follows that crossed products by actions of
finite groups with the tracial Rokhlin property do not preserve any of the classes
of AF algebras, AI algebras, or AT algebras.
In addition, if α : G→ Aut(A) has the tracial Rokhlin property, and A is simple,
stably finite, and infinite dimensional, then the restriction map from tracial states
on C∗(G,A, α) to α-invariant tracial states on A is bijective. (See Proposition 5.7
of [11].) This is also false for general outer actions. (See Examples 3.3 and 4.2.)
The big advantage of the tracial Rokhlin property is that it is common (at least
on simple C*-algebras with many projections), while the Rokhlin property is rare.
Example 3.12. The following actions have the tracial Rokhlin property but not
the Rokhlin property. The citations are for proofs that the actions in question have
the tracial Rokhlin property; failure of the Rokhlin property is discussed afterwards.
22 N. CHRISTOPHER PHILLIPS
(1) The action of Zn on a simple higher dimensional noncommutative torus
which multiplies one of the standard generators by exp(2pii/n). (See Propo-
sition 2.10 of [59].)
(2) The flip action of Z2 on a simple higher dimensional noncommutative torus.
(See Corollary 5.11 of [11].)
(3) The standard actions of Z3, Z4, and Z6 on an irrational rotation algebra.
(See Corollary 5.12 of [11].)
(4) For an arbitrary UHF algebra, many product type actions of Z2. (See Ex-
ample 3.3.)
(5) Blackadar’s example [7] of an action of Z2 on
⊗∞
n=1M2 such that the
crossed product is not AF. (See Proposition 3.4 of [60].)
(6) The actions of Example 2.5. (See Proposition 4.2 of [60].)
(7) Actions α : Z2 → Aut(A) similar to those of Example 2.5, as in Proposi-
tion 4.6 of [60]. Here, A is a simple AF algebra and K1(C
∗(Z2, A, α)) 6= 0.
(8) The tensor flip on A ⊗ A for many stably finite simple approximately di-
visible C*-algebras A. (See [52].)
As we will see, in many of these cases, in particular, in (1), (2), (3), (4) for odd
UHF algebras, (6), and many cases of (8), there does not exist any action of the
group on the C*-algebra which has the Rokhlin property.
There is one obvious obstruction to the Rokhlin property. Let A be a unital C*-
algebra. Let n ∈ Z>0. Suppose, for simplicity, that the ordered group K0(A) has
no nontrivial automorphisms which fix [1], and that [1] is not of the form nη for any
η ∈ K0(A). Then no group G with card(G) = n admits any action α : G→ Aut(A)
with the Rokhlin property. Simply take ε < 1 in Definition 2.1 to get αg(e1)
Murray-von Neumann equivalent to eg for all g ∈ G, and use triviality of (αg)∗ to
get [αg(e1)] = [e1] in K0(A). So one would get n[e1] = [1].
It is now immediate that no action of any nontrivial finite group on any irrational
rotation algebra can have the Rokhlin property. Similarly, for any odd m ≥ 3, no
action of Z2 on the m
∞ UHF algebra can have the Rokhlin property. For the
same reason, no action of Z2 on any odd Cuntz algebra or on O∞ has the Rokhlin
property.
In fact, existence of an action of G with the Rokhlin property implies much
stronger restrictions on the K-theory (Theorem 3.2 of [26]), namely vanishing co-
homology as Z[G]-modules for K∗(A) and certain subgroups. The following result
is a special case.
Proposition 3.13 ([26]). Let n ∈ Z>0, let A be a unital C*-algebra, and let
α : Zn → Aut(A) be an action with the Rokhlin property which is trivial on K∗(A).
Then K∗(A) is uniquely n-divisible.
Proof. See the discussion after the proof of Theorem 3.2 of [26] 
Proposition 3.13 rules out the actions in Parts (2) and (6) of Example 3.12. It
also shows that if a UHF algebra admits an action of Z2 with the Rokhlin property,
then it must tensorially absorb the 2∞ UHF algebra. Even on UHF algebras which
satisfy this condition, Example 2.3 shows that “most” product type actions of Z2
do not have the Rokhlin property.
Theorem 2.7 contains a K-theoretic restriction of a different kind.
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By contrast, there is no apparent K-theoretic obstruction to the Rokhlin property
for actions of Z, and there is no action of Z which is known to have the tracial
Rokhlin property but known not to have the Rokhlin property.
The actions in parts (1), (3), and (2) of Example 3.12 play a key role, via
Theorem 3.7, in the proofs of the following recent solutions to open problems on
the structure of certain crossed product C*-algebras. In none of these proofs is
outerness of the action sufficient (Example 3.10 shows that crossed products by
such actions do not necessarily preserve tracial rank zero), while on the other hand
the discussion above shows that none of the actions has the Rokhlin property.
Theorem 3.14 (Theorem 3.8 of [59]). Let Θ be a nondegenerate skew symmetric
real d × d matrix, with d ≥ 2. Then the noncommutative d-torus AΘ is a simple
AT algebra with real rank zero.
The relevance of actions of finite groups is that they allow reduction of the
general case to the case in which AΘ can be written as an iterated crossed product
by actions of Z in such a way that all the intermediate crossed products are simple.
This case was solved by Kishimoto (Corollary 6.6 of [35]).
The action and the subgroups which appear in the following theorem are de-
scribed, for example, in the introduction to [11].
Theorem 3.15 (Theorem 0.1 of [11]). Let θ ∈ R \ Q. Let Aθ be the irrational
rotation algebra, and let α : SL2(Z) → Aut(Aθ) be the standard action of SL2(Z)
on Aθ. Let F be any of the standard finite subgroups Z2,Z3,Z4,Z6 ⊂ SL2(Z). Then
the crossed product C∗(F,Aθ, α|F ) is an AF algebra.
(The case F = Z2 was already known [8].)
Theorem 3.16 (Theorem 0.4 of [11]). Let AΘ be the noncommutative d-torus
corresponding to a nondegenerate skew symmetric real d×d matrix Θ. Let α : Z2 →
Aut(AΘ) denote the flip action. Then C
∗(Z2, AΘ, α) and the fixed point algebra
AZ2Θ are AF algebras.
The tracial Rokhlin property has the following permanence property:
Proposition 3.17 (Lemma 5.6 of [11]). Let A be an infinite dimensional simple
unital C*-algebra, and let α : G → Aut(A) be an action of a finite group G on A
which has the tracial Rokhlin property. Let H be a subgroup of G. Then α|H has
the tracial Rokhlin property.
Permanence properties involving ideals, quotients, and extensions don’t make
sense, since the tracial Rokhlin property is (so far) defined only for actions on
simple C*-algebras. It seems plausible that a direct limit of actions with the tracial
Rokhlin property again has the tracial Rokhlin property, but nobody has checked
this.
Problem 3.18. Let G be a finite group, let A and B be infinite dimensional
simple unital C*-algebras, let α : G→ Aut(A) be an action with the tracial Rokhlin
property, and let β : G → Aut(B) be an arbitrary action. Does it follow that
α ⊗min β : G → Aut(A ⊗min B) has the tracial Rokhlin property? (We use the
minimal tensor product to ensure simplicity.)
Lemma 3.9 of [58] is the very special case B =Mn and β is inner. Proposition 4.3
of [38] gives a related result for actions of Z which have the tracial cyclic Rokhlin
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property, Definition 2.4 of [38]. The assumptions are that A is simple, unital, and
has tracial rank zero, that B is simple, unital, and has tracial rank at most one,
that α ∈ Aut(A) has the tracial cyclic Rokhlin property, and that β ∈ Aut(B) is
arbitrary. The conclusion is that α ⊗min β ∈ Aut(A ⊗min B) has the tracial cyclic
Rokhlin property. The same proof gives the following result, pointed out to us by
Hiroyuki Osaka:
Proposition 3.19 (Osaka). Let G be a finite group, let A and B be infinite
dimensional simple unital C*-algebras, let α : G → Aut(A) be an action with the
tracial Rokhlin property, and let β : G→ Aut(B) be an arbitrary action. Suppose
A has tracial rank zero and B has tracial rank at most one. Then α ⊗min β : G→
Aut(A⊗min B) has the tracial Rokhlin property.
The key point is that the condition on 1 −
∑
g∈G eg in Definition 3.1(3) can be
verified by using the values of tracial states on this element. A general positive
solution to Problem 3.18 requires relating hereditary subalgebras in A ⊗min B to
hereditary subalgebras in A, which might be difficult.
The tracial Rokhlin property, as given in Definition 3.1, suffers from three major
defects: the algebra must be unital, it must have many projections, and it must be
simple.
Presumably the nonunital simple case can be handled by something like Defi-
nition 2.15. However, the correct analog of Condition (3) of Definition 3.1 is not
clear.
Archey [3] has made progress toward handling the simple unital case with few
projections. We refer to [3] for unexplained terminology in the following.
Definition 3.20 ([3]). Let A be an infinite dimensional stably finite simple unital
C*-algebra, and let α : G→ Aut(A) be an action of a finite group G on A. We say
that α has the projection free tracial Rokhlin property if for every finite set F ⊂ A,
every ε > 0, and every positive element x ∈ A with ‖x‖ = 1, there are mutually
orthogonal positive elements ag ∈ A for g ∈ G with ‖ag‖ = 1 for all g ∈ G, such
that:
(1) ‖αg(ah)− agh‖ < ε for all g, h ∈ G.
(2) ‖agc− cag‖ < ε for all g ∈ G and all c ∈ F.
(3) With a =
∑
g∈G ag, we have τ(1 − a) < ε for every tracial state τ on A.
(4) With a =
∑
g∈G ag, the element 1−a is Cuntz subequivalent to an element
of the hereditary subalgebra of A generated by x.
For example, let Z be the Jiang-Su algebra [28]. Then Z ⊗ Z has no nontrivial
projections. Archey shows [3] that the tensor flip on Z ⊗ Z generates an action of
Z2 with the projection free tracial Rokhlin property. The other hypotheses of the
following theorem are also satisfied. Again, see [3] for unexplained terminology.
Theorem 3.21 ([3]). Let A be an infinite dimensional stably finite simple unital
C*-algebra with stable rank one and with strict comparison of positive elements.
Further assume that every 2-quasitrace on A is a trace, and that A has only finitely
many extreme tracial states. Let α : G→ Aut(A) be an action of a finite group G
on A which has the projection free tracial Rokhlin property. Then C∗(G,A, α) has
stable rank one.
One possible next step is to ask whether there is an analog of Theorem 3.5 using
the projection free tracial Rokhlin property, say for actions on simple separable
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unital nuclear Z-stable C*-algebras with a unique tracial state. For that matter, one
might try using outerness in the Gelfand-Naimark-Segal representation associated
with a tracial state as a hypothesis for theorems on preservation of structure in
crossed products.
Finding the right definition for nonsimple C*-algebras seems to be the most
difficult problem. One guide is that a free action on a compact metric space should
presumably have the tracial Rokhlin property. There is work in progress for actions
of Z on quite special nonsimple C*-algebras.
4. Pointwise outerness
Pointwise outerness is easy to define and, at least for discrete groups acting
on simple C*-algebras, has useful consequences. This and related conditions have
mostly been used to prove simplicity of crossed products C∗(G,A, α) when G is
discrete and A has no nontrivial G-invariant ideals, or, more generally, that every
ideal in C∗(G,A, α) is the crossed product by an invariant ideal of A. There are
also theorems on preservation of structure, for example for pure infiniteness and
Property (SP).
Like K-theoretic freeness, pointwise outerness does not pass to invariant ideals or
their quotients. A useful condition for actions on nonsimple algebras must therefore
be stronger. A number of strengthenings have been used. Recently introduced con-
ditions include topological freeness [1], essential freeness of the action on the space
of unitary equivalence classes of irreducible representations [69], and the Rokhlin*
property [69]. In Definition 4.11 below, we give another possible strengthening:
requiring pointwise outerness for all actions of subgroups on invariant subquotients
of the algebra. But we do not know how useful this condition is.
Definition 4.1. An action α : G → Aut(A) is said to be pointwise outer if, for
g ∈ G\{1}, the automorphism αg is outer, that is, not of the form a 7→ Ad(u)(a) =
uau∗ for some unitary u in the multiplier algebra M(A) of A.
Such actions are often just called outer.
An inner action α : G → Aut(A) is one for which there exists a homomorphism
g 7→ ug, from G to the unitary group of M(A), such that αg = Ad(ug) for all
g ∈ G. (If G is not discrete, one should impose a suitable continuity condition.)
There exist (see Example 5.6 below) actions of finite groups which are pointwise
inner (so that each αg has the form Ad(ug)) but not inner (it is not possible to
choose g 7→ ug to be a group homomorphism).
In the literature, a single automorphism is often called aperiodic if it generates
a pointwise outer action of Z.
Example 4.2. Let α : Z2 → Aut(A) be as in Definition 1.10. Then the following
are equivalent:
(1) α is pointwise outer.
(2) C∗(Z2, A, α) is simple.
(3) For infinitely many n, we have k(n) 6= 0.
See Proposition 2.6 of [60], where additional equivalent conditions are given.
By comparison with Example 3.3, the choices d(n) = 2n and k(n) = 1 for all n
give a pointwise outer action of Z2 which does not have the tracial Rokhlin property.
Moreover, α becomes inner on the double commutant of the Gelfand-Naimark-Segal
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representation from the unique tracial state on A. However, for examples of this
type, it follows that the tracial Rokhlin property implies pointwise outerness. This
is true in general.
Proposition 4.3 (Lemma 1.5 of [58]). Let A be an infinite dimensional simple
unital C*-algebra, and let α : G → Aut(A) be an action of a finite group G on A.
If α has the tracial Rokhlin property, then α is pointwise outer.
For type I C*-algebras, see Theorem 4.12 and the discussion before Defini-
tion 4.11 below.
The main application so far of pointwise outerness has been to proofs of simplicity
of reduced crossed products. This application is valid for general discrete groups.
The next theorem is due to Kishimoto. The expression Γ˜(β) is as in Definition 5.9
below, and requiring that it be nontrivial is a strong outerness condition. The
second result is a corollary of the first.
For the statement of this and several later results, the following definition is
convenient. It generalizes a standard definition for actions on topological spaces.
Definition 4.4. An action α : G → Aut(A) is minimal if A has no α-invariant
ideals other than {0} and A.
Theorem 4.5 (Theorem 3.1 of [31]). Let α : G→ Aut(A) be a minimal action of
a discrete group G on a C*-algebra A. Suppose that Γ˜(αg) (with αg being regarded
as an action of Z) is nontrivial for every g ∈ G \ {1}. Then the reduced crossed
product C∗r (G,A, α) is simple.
Theorem 4.6 (Part of Theorem 3.1 of [31]). Let α : G→ Aut(A) be an action of
a discrete group G on a simple C*-algebra A. Suppose that α is pointwise outer.
Then C∗r (G,A, α) is simple.
We note the following generalization, which is the corollary after Theorem 1
in [1]. In this theorem and the next, Â is the space of unitary equivalence classes
of irreducible representations of the C*-algebra A, with the hull-kernel topology.
Theorem 4.7 ([1]). Let α : G → Aut(A) be a minimal action of a discrete group
G on a C*-algebra A. Suppose that α is topologically free, that is, for every finite
set F ⊂ G \ {1}, the set {
x ∈ Â : gx 6= x for all g ∈ F
}
is dense in Â. Then C∗r (G,A, α) is simple.
In the following result of Sierakowski, minimality is not required, and the con-
clusion is accordingly that all ideals in the crossed product are crossed products of
ideals in the original algebra. The proof involves applying Theorem 4.7 to invariant
quotients. Exact actions are as in Definition 1.2 of [69]. In particular, every action
of an exact group is exact. Example 4.13 below shows that topological freeness
does not suffice in this theorem.
Theorem 4.8 (Theorem 1.16 of [69]). Let α : G → Aut(A) be an exact action
of a discrete group G on a C*-algebra A. Suppose that the action of G on Â is
essentially free, that is, for every G-invariant closed subset X ⊂ Â, the subset{
x ∈ X : gx 6= x for all g ∈ G \ {1}
}
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is dense in X. Then every ideal J ⊂ C∗(G,A, α) has the form C∗(G, I, α(·)|I) for
some G-invariant ideal I ⊂ A.
In Theorem 2.5 of [69], the same conclusion is obtained using the Rokhlin*
property (Definition 2.1 of [69]) in place of essential freeness. The Rokhlin* property
is a weaker hypothesis, by Theorem 2.10 of [69]. For finite groups, the Rokhlin
property implies the Rokhlin* property, but the Rokhlin* property is much weaker
than the Rokhlin property, involving projections in the second dual of quotients of
the algebra.
It is built into the definitions of both essential freeness of the action on Â and
the Rokhlin* property that these properties pass to quotients by invariant ideals.
Pointwise outerness of an action on a simple C*-algebra also implies that the
crossed product preserves pure infiniteness and Property (SP) (every nonzero hered-
itary subalgebra contains a nonzero projection). The following two results are
special case of Corollaries 4.4 and 4.3 of [27]. (For the first, one also needs Theo-
rem 4.5.)
Theorem 4.9 ([27]). Let α : G→ Aut(A) be a pointwise outer action of a discrete
group G on a unital purely infinite simple C*-algebra A. Then C∗(G,A, α) is purely
infinite simple.
Theorem 4.10 ([27]). Let α : G→ Aut(A) be a pointwise outer action of a discrete
group G on a unital simple C*-algebra A with Property (SP). Then C∗(G,A, α)
has Property (SP).
In the general statement of Corollary 4.4 of [27], it is allowed that
N = {g ∈ G : αg is inner}
be finite instead of necessarily trivial. The conclusion is then that C∗(G,A, α) is
purely infinite but not necessarily simple. In Corollary 4.3 of [27], dealing with
Property (SP), if G is finite then α can be arbitrary.
Definition 4.1 is suitable only for actions on simple C*-algebras, since one can
always take the direct sum of an outer action on one C*-algebra and the trivial
action on another. Although, to our knowledge, nothing has been done with it, the
most obvious way to rule out such actions seems to be the following definition. It
is motivated by Theorem 1.4 and adapted from [54].
Definition 4.11. An action α : G→ Aut(A) is said to be strongly pointwise outer
if, for every g ∈ G \ {1} and any two αg-invariant ideals I ⊂ J ⊂ A with I 6= J, the
automorphism of J/I induced by αg is outer.
Theorem 4.12. Let α : G→ Aut(A) be an action of a compact metrizable groupG
on a type I C*-algebra A. Then α is strongly pointwise outer if and only if α induces
a free action on Prim(A).
Proof. Suppose the action of G on Prim(A) is not free. We prove that α is not
strongly pointwise outer. Corollary 8.1.2 of [57] provides a G-invariant composition
series (Iλ)λ≤κ, for some ordinal κ, such that each composition factor Iλ+1/Iλ has
Hausdorff primitive ideal space. Choose g ∈ G\{1}, λ < κ, and P ∈ Prim(Iλ+1/Iλ)
such that gP = P. Set B = Iλ+1/Iλ. Then αg descends to an automorphism of
B/P. Since B has type I and B/P is simple, there is a Hilbert space H such that
B/P ∼= K(H). Because all automorphisms of K(H) are inner, we have contradicted
strong pointwise outerness.
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Now suppose the action on Prim(A) is free. Let g ∈ G\{1} and let I ⊂ J ⊂ A be
αg-invariant ideals with I 6= J. Then Prim(J/I) is a nonempty g-invariant subset
of Prim(A), and the automorphism of J/I induced by αg is therefore nontrivial on
Prim(J/I). Thus, this automorphism can’t be inner. 
For any C*-algebra A, free action of the group on Prim(A) clearly implies the
conditions used in Theorems 4.7 and 4.8. Hence, by Theorem 2.10 of [69], this
condition implies the Rokhlin* property.
The following example shows that in Definition 4.11 it is not enough to assume
that the action on every αg-invariant ideal is outer, or that the action on the
quotient by every αg-invariant ideal is outer, or even both. The action fails to have
the Rokhlin* property and is not essentially free on Â. However, it is topologically
free in the sense used in Theorem 4.7. Topological freeness is therefore not enough
to obtain the conclusion of Theorem 4.8.
Example 4.13. We construct an action α : G → Aut(A), with G = Z2 and in
which A is a separable type I C*-algebra, with the following properties:
(1) For every g ∈ G \ {1} and any αg-invariant ideal I ⊂ A with I 6= A, the
automorphism of A/I induced by αg is outer.
(2) For every g ∈ G \ {1} and any αg-invariant ideal I ⊂ A with I 6= {0}, the
automorphism of I induced by αg is outer.
(3) α is not strongly pointwise outer.
(4) The action of G on Prim(A) is not free.
(5) α is topologically free in the sense used in Theorem 4.7.
(6) The action of G on Â is not essentially free in the sense used in Theorem 4.8.
(7) α does not have the Rokhlin* property.
(8) There is an ideal in C∗(G,A, α) not of the form C∗(G, I, α(·)|I) for any
G-invariant ideal I ⊂ A.
Let K = K(H) be the algebra of compact operators on a separable infinite
dimensional Hilbert space H. Let e1, e2 ∈ L(H) be two infinite rank projections
such that e1 + e2 = 1, and let u ∈ L(H) be a unitary such that ue1u
∗ = e2
and u2 = 1. Set B0 = K + Ce1 + Ce2 ⊂ L(H), and set B = (K ⊗ B0)
+, the
unitization of K ⊗ B0. Let β0 : Z2 → Aut(B0) be the action generated by Ad(u).
(Note that uB0u
∗ = B0 even though u 6∈ B0.) Then let β : Z2 → Aut(B) be the
action (idK ⊗ β0)
+. Finally set A = C∗(Z2, B, β), and let α : Z2 → Aut(A) be the
dual action α = β̂.
It follows from Takai duality (7.9.3 of [55]) and the fact that crossed products
preserve exact sequences (Lemma 2.8.2 of [57]) that the map I 7→ C∗(Z2, I, β|I)
defines a bijection between the β-invariant ideals of B and the α-invariant ideals
of A. The only nontrivial β-invariant ideals of B are
I = K ⊗K and J = K ⊗B0.
Accordingly, the only nontrivial α-invariant ideals of A are
L = C∗
(
Z2, K ⊗K, β(·)|K⊗K
)
and M = C∗
(
Z2, K ⊗B0, β(·)|K⊗B0
)
.
The action on K ⊗K is inner, so L ∼= (K ⊗K)⊕ (K ⊗K), and α exchanges the
two summands. Since every nonzero invariant ideal in A contains L, it follows that
the action on every such ideal is outer. This proves (2).
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The action on B/J ∼= C is trivial, so A/M ∼= C ⊕ C, and α exchanges the
two summands. Since every invariant ideal in A, other than A itself, is contained
in M, it follows that the action on the quotient by every such ideal is outer. This
proves (1).
However, the induced action on Prim(A) is not free, and the subquotientM/L ∼=
C∗
(
Z2, K ⊕K, β
)
(where β exchanges the two summands) is a nonzero invariant
subquotient of A isomorphic to K ⊗M2 on which the action α is inner. Thus, we
have (3) and (4).
Since B has ideals which are not β-invariant (such as K ⊗ (K + Ce1)), Takai
duality implies that C∗(Z2, A, α) has ideals which are not α̂-invariant. Such ideals
are not crossed products of invariant ideals in A. This proves (8).
We prove (5). Since A has type I, we have Â = Prim(A). We calculate Prim(A).
As we saw above, we can write L = L1 ⊕ L2 for ideals L1, L2 ⊂ L which are
exchanged by α. Both L1 and L2 are easily seen to be primitive. The ideal L is
itself primitive, since (as we saw above) M/L ∼= K ⊗M2, and is a fixed point. The
isomorphism A/M ∼= C ⊕ C shows that M is not primitive, but gives two more
primitive ideals P1, P2 ⊂ A, such that A/P1 ∼= A/P2 ∼= C. These are exchanged
by α. Thus
Prim(A) = {L1, L2, L, P1, P2}.
The closed sets are
∅, {P1}, {P2}, {P1, P2}, {L, P1, P2},
{L1, L, P1, P2}, {L2, L, P1, P2}, and Prim(A).
For the nontrivial group element g, we thus have{
x ∈ Â : gx 6= x
}
= {L1, L2, P1, P2},
which is dense in Prim(A).
The action on Prim(A) is not essentially free, because {L, P1, P2} is a closed set
in which the points not fixed by g are not dense. This is (6). The statement (7)
follows from (8) and Theorem 2.5 of [69].
The following example shows that it is not enough to consider only subquotients
invariant under the entire group, even when the algebra is commutative. In this
example, the action is not topologically free.
Example 4.14. Let G be a finite group, and let H ⊂ G be a nontrivial subgroup
such that
⋂
g∈G gHg
−1 = {1}. For example, take G to be the symmetric group S3
and take H to be one of its two element subgroups. Let G act on X = G/H by
translation, and let α be the corresponding action on A = C(G/H). In the example
using an order two subgroup of S3, the action of S3 on X is just the usual action
of S3 on a three element set by permutations.
The stabilizer of gH ∈ X is gHg−1. Since
⋂
g∈G gHg
−1 = {1}, every element of
G \ {1} acts nontrivially on X, so that α is pointwise outer. Since α is minimal,
α is pointwise outer on J/I for every pair of G-invariant ideals I ⊂ J with I 6= J.
However, one easily checks that α is not strongly pointwise outer. (This also follows
from Theorem 4.12, or from Theorem 1.4.)
Corollary 2.10 of [18] implies that C∗(G, G/H) ∼= K(L2(G/H))⊗C∗(H). Even
though the action is minimal, this crossed product is not simple.
The analog of Theorem 4.6 would be a positive solution to the following problem.
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Problem 4.15. Let α : G → Aut(A) be a strongly pointwise outer action of a
countable discrete group. Does it follow that every ideal J ⊂ C∗r (G,A, α) has the
form C∗r (G, I, α(·)|I) for some G-invariant ideal I ⊂ A?
Note that the desired conclusion fails in Examples 4.13 and 4.14.
As far as we can tell, this problem is still open, even when G = Z and α is
minimal. (If G = Z and one assumes there are no nontrivial αg-invariant ideals for
all g ∈ G \ {0}, then the desired conclusion holds. One substitutes Theorem 2.1
of [32] for Lemma 1.1 of [31] in the reasoning leading to the proof of Theorem 3.1
of [31].)
The converse is false. Theorem 4.7 covers some actions on algebras of the form
C(X) by (necessarily nonabelian) groups which are not free, and the crossed prod-
uct in Example 5.6 below is simple even though all the automorphisms are inner.
The extra hypotheses in Theorems 4.5, 4.7, and 4.8, as well as the Rokhlin*
property of [69] and the notion of proper outerness used by Elliott [12], can be
thought of as ways of getting around the failure of outerness to have good perma-
nence properties (as shown by Examples 4.13 and 4.14). The question is whether
these difficulties are solved by asking for strong pointwise outerness.
Like the tracial Rokhlin property, the Rokhlin property implies strong pointwise
outerness:
Proposition 4.16. Let A be a unital C*-algebra, let G be a finite group, and let
α : G→ Aut(A) have the Rokhlin property. Then α is strongly pointwise outer.
Proof. Let g ∈ G \ {1}. Using Proposition 2.14(2), we may assume that G is gen-
erated by g. Let I ⊂ J ⊂ A be αg-invariant ideals with I 6= J. Using Proposi-
tion 2.14(1), we may assume that I = 0.
Suppose αg|J is inner, and let u ∈ M(J) be a unitary such that αg(a) = uau
∗
for all a ∈ J. Choose a G-invariant element a ∈ J such that ‖a‖ = 1. Set n =
card(G) and ε = 1/(15n2). Let (eg)g∈G be a family of Rokhlin projections in A
for α, {a, au∗}, and ε. (Note that au∗ ∈ J ⊂ A.) Write a =
∑
h∈G eha. Since
‖αh(e1) − eh‖ < ε and αh(a) = a for h ∈ G, we get ‖αh(e1a) − eha‖ < ε for all
h ∈ G. Thus
1 = ‖a‖ ≤
∑
h∈G
‖eha‖ <
∑
h∈G
(‖αh(e1a)‖+ ε) = n(‖e1a‖+ ε).
So ‖e1a‖ >
1
n − ε.
Using at the first step αg(e1a) = ue1au
∗ (since e1a ∈ J) and also uau
∗ = a
(since αg(a) = a), we now get
‖ega− e1a‖ ≤ ‖ega− αg(e1a)‖+ ‖ue1au
∗ − uau∗e1‖+ ‖ae1 − e1a‖
≤ ‖eg − αg(e1)‖ + ‖e1(au
∗)− (au∗)e1‖+ ‖ae1 − e1a‖ < 3ε.
Therefore, using ε ≤ 12n ,
1
4n2
≤
(
1
n − ε
)2
< ‖e1a‖
2 = ‖a∗e1e1a‖
≤ ‖a∗e1ega‖+ ‖a
∗e1‖ · ‖ega− e1a‖ < ‖a
∗e1ega‖+ 3ε.
Since e1eg = 0, it follows that
1
4n2
< 3ε =
1
5n2
.
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This contradiction shows that αg|J is in fact not inner. 
Corollary 4.17. Let A be a unital type I C*-algebra, let G be a finite group, and
let α : G → Aut(A) have the Rokhlin property. Then the induced action of G on
Prim(A) is free.
Proof. Apply Theorem 4.12 and Proposition 4.16. 
We give a short discussion of the permanence properties of strong pointwise
outerness. That strong pointwise outerness passes to ideals and quotients is built
into the definition; Example 4.13 shows it was necessary to do so. That strong
pointwise outerness passes to actions of subgroups is also built into the definition;
Example 4.14 shows that this was also necessary. We have not investigated whether
the direct limit of strongly pointwise outer actions is strongly pointwise outer. We
have also not investigated whether a tensor product of a strongly pointwise outer
action with another action is again strongly pointwise outer, although a very special
(and easy to prove) case of this appears in Lemma 4.20 below.
We have said little about purely infinite simple C*-algebras in this survey. There
is some evidence that some of our freeness conditions collapse for such algebras,
or at least for Kirchberg algebras (separable nuclear unital purely infinite simple
C*-algebras). Theorem 1 of [42] shows that for actions of Z on unital Kirchberg
algebras, pointwise outerness implies the Rokhlin property. The examples below
show that nothing this strong can be true for actions of finite groups, but it is
possible that, say, pointwise outerness implies the tracial Rokhlin property. See
Problem 4.24 below.
We need several lemmas for the proofs of properties of some of our examples.
Lemma 4.18. Let A be a unital C*-algebra with trivial center, let n ∈ Z>0, and
let α : Zn → Aut(A) be an action such that each automorphism αg, for g ∈ Zn, is
inner. Then α is an inner action, that is, there is a homomorphism g 7→ zg from
Zn to the unitary group U(A) of A such that αg = Ad(zg) for g ∈ Zn.
Proof. Write the elements of Zn as 0, 1, . . . , n−1. Since α1 is inner, there is a unitary
v ∈ A such that α1(a) = vav
∗ for all a ∈ A. In particular, α1(v) = vvv
∗ = v.
Therefore αn1 (a) = v
nav−n for all a ∈ A. Since αn1 = idA and the center of A is
trivial, it follows that there is λ ∈ C such that vn = λ · 1. Choose γ ∈ C such that
γn = λ. Then z = γ−1v is a unitary in A with zn = 1 such that αk(a) = zkaz−k
for k = 0, 1, . . . , n− 1 and all a ∈ A. 
We don’t know any counterexamples without the hypothesis that A have trivial
center, although we assume they exist.
Lemma 4.19. Let A be a simple unital C*-algebra, let p be a prime, and let
α : Zp → Aut(A) be an action of Zp on A. If C
∗(Zp, A, α) is simple, then α is
pointwise outer.
Proof. If α is not pointwise outer, then, since p is prime, αg is inner for all g ∈ G. So
Lemma 4.18 implies that α is inner. In this case, the crossed product is isomorphic
to C∗(Zp)⊗A, which is not simple. 
Example 2.22 shows that this lemma fails if p is not a prime. The action there
is not pointwise outer but the crossed product is simple.
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Lemma 4.20. Let A be a simple unital C*-algebra, let p be a prime, and let
α : Zp → Aut(A) be a pointwise outer action of Zp on A. Let B be any simple
unital C*-algebra. Then the action g 7→ (α ⊗min idB)g = αg ⊗min idB of Zp on
A⊗min B is pointwise outer.
Proof. By Theorem 4.6, the algebra C∗(Zp, A, α) is simple. Therefore so is
C∗(Zp, A, α)⊗min B ∼= C
∗(Zp, A⊗min B, α⊗min idB).
So Lemma 4.19 implies that α⊗min idB is pointwise outer. 
The following three examples show that, for actions of Z2 on unital Kirchberg
algebras which satisfy the Universal Coefficient Theorem, pointwise outerness, K-
freeness, and the Rokhlin property are all distinct, even in situations in which the
K-theory is sufficiently nontrivial that K-freeness should be useful.
Example 4.21. In Definition 1.10, take d(m) = 3 and k(m) = 1 for all m. Let
α : Z2 → Aut(A) be the resulting action. Then B = O∞ ⊗A is a unital Kirchberg
algebra which satisfies the Universal Coefficient Theorem. The action α is point-
wise outer by Example 4.2. So β = idO∞ ⊗ α is pointwise outer by Lemma 4.20.
The Ku¨nneth formula (Theorem 4.1 of [66]) implies that a 7→ 1 ⊗ a induces an
isomorphism K∗(A) → K∗(B). Since K0(A) ∼= Z
[
1
3
]
, Proposition 3.13 shows that
β does not have the Rokhlin property.
We further check that β does not have locally discrete K-theory. There is an
obvious isomorphism ϕ : O∞⊗C
∗(Z2, A, α)→ C
∗(Z2, B, β), which is equivariant for
the dual actions, using the trivial action on O∞. The Ku¨nneth formula implies that
a 7→ ϕ(1 ⊗ a) defines an isomorphism from K∗(C
∗(Z2, A, α)) to K∗(C
∗(Z2, B, β))
which is equivariant for the dual actions. Theorem 2.6.1 and Proposition 2.7.10
of [57] now imply that KZ2∗ (A)
∼= KZ2∗ (B) as R(Z2)-modules. Example 2.21 shows
that α does not have locally discrete K-theory. So neither does β.
Example 4.22. Let α : Z2 → Aut(A) be as in Example 2.5. Then B = O∞⊗A is
a unital Kirchberg algebra which satisfies the Universal Coefficient Theorem. The
action α has the tracial Rokhlin property (Example 3.12(6)), so is pointwise outer
by Proposition 4.3. The proof of Proposition 4.2 of [60] shows that K0(A) has
a summand isomorphic to the K0-group of an odd UHF algebra. So β does not
have the Rokhlin property for the same reason as in Example 4.21. However, in this
example, β is totally K-free. It suffices to check that β has locally discrete K-theory.
For this, use Example 2.26 and the same argument as in Example 4.21. (Total K-
freeness has significant content because the K-theory of B and of C∗(Z2, B, β) is
highly nontrivial.)
Example 4.23. Let β : Z2 → Aut(O2) be as in Example 5.8 of [25]. The nontrivial
group element acts on the standard generators s1 and s2 of O2 by s1 7→ −s1 and
s2 7→ −s2. Then β is pointwise outer by the theorem in [40]. In Example 5.8 of [25],
it is shown that the fixed point algebra Oβ2 is isomorphic to O4. Thus K0
(
Oβ2
)
→
K0(O2) is not injective. So Theorem 2.7 implies that β does not have the Rokhlin
property. Thus, pointwise outerness does not imply the Rokhlin property even in
the absence of obstructions of the type that appear in Proposition 3.13 and the
preceding discussion.
It does, however, seem reasonable to hope for a positive solution to the following
problem. It is not clear that our definition of the tracial Rokhlin property is right
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for actions on unital purely infinite simple C*-algebras, and some modification may
be needed.
Problem 4.24. Let A be a unital Kirchberg algebra, let G be a finite group and let
α : G → Aut(A) be a pointwise outer action. Does it follow that α has the tracial
Rokhlin property?
5. Full Connes spectrum
The noncommutative generalization of Theorem 1.3 is saturation. We will, how-
ever, see that saturation is very weak, and we will primarily consider a stronger
condition, hereditary saturation, which can also be expressed in terms of the strong
Connes spectrum. Saturation says that the fixed point algebra is essentially the
same as the crossed product. Hereditary saturation turns out to be exactly the
condition needed to ensure that every ideal in the crossed product is the crossed
product of an invariant ideal in the original algebra.
The following lemma is needed as preparation for the definition of saturation.
Lemma 5.1 (Proposition 7.1.3 of [57]). Let α : G → Aut(A) be an action of a
compact group on a C*-algebra A. Then the following definitions make a suitable
completion of A into an AG–C∗(G,A, α) bimodule, which is almost a Morita equiv-
alence bimodule in the sense of the definition on page 287 of [63] (the only missing
condition is that the range of 〈·, ·〉C∗(G,A,α) need not be dense):
(1) a · x = ax for a ∈ AG and x ∈ A.
(2) xf =
∫
G α
−1
g (xf(g)) dµ(g) for x ∈ A and f ∈ L
1(G,A, α).
(3) 〈x, y〉AG =
∫
G αg(xy
∗) dµ(g) for x, y ∈ A.
(4) 〈x, y〉C∗(G,A,α) is the function g 7→ x
∗αg(y) for x, y ∈ A.
The following definition is originally due to Rieffel. A version for proper actions
of not necessarily compact groups appears in Definition 1.6 of [65].
Definition 5.2 (Definition 7.1.4 of [57]). Let α : G → Aut(A) be an action of a
compact group G on a C*-algebra A. Then α is said to be saturated if the bimodule
of Lemma 5.1 is a Morita equivalence bimodule, that is, the range of 〈·, ·〉C∗(G,A,α)
is dense in C∗(G,A, α).
For an action of a compact group on C0(X), it follows from Proposition 7.1.12
and Theorem 7.2.6 of [57] that saturation is equivalent to freeness of the action of G
on X. Saturation is a very weak form of freeness, since even inner actions on simple
C*-algebras can be saturated. See Proposition 7.2.1 of [57]. For example, this re-
sult shows that the action α : Z2 → Aut(M2) generated by Ad
(
1 0
0 −1
)
is saturated.
Also see Example 5.3. In particular, crossed products of simple C*-algebras by sat-
urated actions can be far from simple. (With α as above, C∗(Z2,M2, α) ∼= C⊕C.)
Thus, the analog of Theorem 1.4 fails. It does ensure, by definition, that AG is
strongly Morita equivalent to C∗(G,A, α), which is a noncommutative analog of
Theorem 1.3. In particular, at least in the separable case, it ensures that the map
K∗(A
G)→ K∗(C
∗(G,A, α)) is an isomorphism. This statement is a noncommuta-
tive analog of the conclusion of Theorem 1.7.
Example 5.3. Let α : Z2 → Aut(A) be as in Definition 1.10. Then the following
are equivalent:
(1) α is saturated.
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(2) For some n, we have k(n) 6= 0.
(3) α is nontrivial.
Obviously saturation implies the other two conditions, and the other two condi-
tions are equivalent. So assume (2). Choose n0 such that k(n0) 6= 0. For n ≥ n0,
one can use Proposition 7.2.1 of [57] to see that the action of Z2 on
⊗n
k=1Md(k) is
saturated. Proposition 7.1.13 of [57] now implies that α is saturated.
Saturation is far too weak for most purposes. For something more useful, one
must pass to hereditary saturation.
Definition 5.4 (Definition 7.2.2 of [57]). Let α : G → Aut(A) be an action of a
compact group G on a C*-algebra A. The action is said to be hereditarily saturated
if for every nonzero G-invariant hereditary subalgebra B ⊂ A, the restricted action
α(·)|B is saturated.
For our standard product type actions, we have the same behavior as for point-
wise outerness:
Example 5.5. Let α : Z2 → Aut(A) be as in Definition 1.10. Then the following
are equivalent:
(1) α is hereditarily saturated.
(2) C∗(Z2, A, α) is simple.
(3) For infinitely many n, we have k(n) 6= 0.
To see this, use Theorem 5.10(2) below, Corollary 5.12 below, and Example 4.2.
At least for noncyclic groups, the behavior of hereditary saturation is not as
close to that of pointwise outerness as Example 5.5 suggests.
Example 5.6 (Example 4.2.3 of [57]). Let A = M2, let G = (Z/2Z)
2 with gener-
ators g1 and g2, and set
αg1 = Ad
(
1 0
0 −1
)
and αg2 = Ad
(
0 1
1 0
)
.
These generate an action of G such that αg is inner for all g ∈ G, but such that
there is no homomorphism g 7→ ug ∈ U(A) with αg = Ad(ug) for all g ∈ G. The
crossed product C∗(G,M2, α) is simple.
Lemma 4.18 shows that an analog of Example 5.6 is not possible if G is cyclic
and A is simple.
For actions on C*-algebras of type I, we have the following two results. Both are
contained in Theorem 8.3.7 of [57].
Theorem 5.7 ([57]). Let α : G→ Aut(A) be an action of a compact Lie groupG on
a type I C*-algebra A. If G acts freely on Prim(A), then α is hereditarily saturated.
Theorem 5.8 ([57]). Let α : G → Aut(A) be an action of a finite cyclic group G
on a type I C*-algebra A. Then α is hereditarily saturated if and only if G acts
freely on Prim(A).
Example 5.6 shows that the converse of Theorem 5.7 is false.
Hereditary saturation is closely related to the strong Connes spectrum. Parts
(2) and (3) of the following definition are a special case of definitions of Kishimoto.
See the beginning of Section 2 of [30]. The definitions in [30] are given for the case
of an arbitrary locally compact abelian group, and are more complicated because,
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without compactness, the eigenspaces in Part (1) are usually too small to be useful.
One must use approximate eigenspaces instead. We refer to [30] for the definition
in that case, but we make some comments below about what happens in the locally
compact case.
Definition 5.9 ([30]). Let α : G → Aut(A) be an action of a compact abelian
group G on a C*-algebra A.
(1) For τ ∈ Ĝ, the Pontryagin dual of G, we let Aτ ⊂ A be the eigenspace
Aτ = {a ∈ A : αg(a) = τ(g)a for all g ∈ G}.
(2) The strong (Arveson) spectrum S˜p(α) of α is
S˜p(α) =
{
τ ∈ Ĝ : A∗τAAτ = A
}
.
(3) The strong Connes spectrum Γ˜(α) of α is the intersection over all nonzero
G-invariant hereditary subalgebras B ⊂ A of S˜p
(
α(·)|B
)
.
The strong Arveson spectrum is a modification of a much older notion called the
(Arveson) spectrum Sp(α), defined for actions of compact groups by the using the
condition Aτ 6= {0} instead of A∗τAAτ = A. Thus, the strong Arveson spectrum
is smaller. The Connes spectrum Γ(α) is then as in Definition 5.9(3), but using
the Arveson spectrum instead of the strong Arveson spectrum. The Connes spec-
trum was introduced by Connes (Section 2.2 of [9]) for actions on von Neumann
algebras. The main early work for C*-algebras was done by Olesen and Pedersen.
See [45], [46], and [47]. Also see Sections 8.1 and 8.8–8.11 of [55], where a third
version, the Borchers spectrum, is also treated. We briefly discuss the significance
of the difference after Theorem 5.14. The analog of the strong Connes spectrum for
von Neumann algebras gives the same thing as the Connes spectrum (Remark 2.4
of [30]). Some cases in which Γ˜(α) = Γ(α) are discussed at the end of Section 3
of [30].
A version of the strong Arveson spectrum for actions of compact nonabelian
groups is given in Definition 1.1(b) of [16], and a version of the strong Connes
spectrum is given in Definition 1.2(b) of [16]. The values of both are subsets of the
space Ĝ of unitary equivalence classes of irreducible representations of G.
The relevance here is the following theorem, which follows from the discussion
after Lemma 3.1 of [16]. For abelian groups, the first part is essentially originally
due to Rieffel. See Theorem 7.1.15 of [57] and the comment after its proof, and
Theorem 7.2.7 of [57].
Theorem 5.10 ([16]). Let α : G→ Aut(A) be an action of a compact group G on
a C*-algebra A. Then:
(1) α is saturated if and only if S˜p(α) = Ĝ.
(2) α is hereditarily saturated if and only if Γ˜(α) = Ĝ.
Saturation, equivalently full strong Connes spectrum, is exactly the condition
needed for every ideal in the crossed product to be the crossed product by an
invariant ideal. Combining Theorem 5.10(2) with Theorem 3.3 of [16], we get:
Theorem 5.11 ([16]). Let α : G→ Aut(A) be an action of a compact group G on
a C*-algebra A. Then the following are equivalent:
(1) Γ˜(α) = Ĝ.
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(2) α is hereditarily saturated.
(3) Every ideal J ⊂ C∗(G,A, α) has the form C∗(G, I, α(·)|I) for some G-
invariant ideal I ⊂ A.
Corollary 5.12. Let α : G→ Aut(A) be an action of a compact group G on a C*-
algebra A. Then C∗(G,A, α) is simple if and only if α is minimal (Definition 4.4)
and Γ˜(α) = Ĝ, if and only if α is minimal and hereditarily saturated.
See [15] for more on the Connes spectrum for actions of compact nonabelian
groups, including ways in which their behavior is both like and unlike that for
actions of compact abelian groups.
One gets similar results for abelian but not necessarily compact groups. These
are due to Kishimoto [30].
Theorem 5.13 (Lemma 3.4 of [30]). Let α : G→ Aut(A) be an action of a locally
compact abelian group G on a C*-algebra A. Then
Γ˜(α) =
{
τ ∈ Ĝ : α̂τ (I) ⊂ I for all ideals I ⊂ C
∗(G,A, α)
}
.
The following is a consequence of Theorem 5.13 and Takai duality (7.9.3 of [55]):
Theorem 5.14 ([30]). Let α : G→ Aut(A) be an action of an abelian group G on
a C*-algebra A. Then the following are equivalent:
(1) Γ˜(α) = Ĝ.
(2) Every ideal J ⊂ C∗(G,A, α) has the form C∗(G, I, α(·)|I) for some G-
invariant ideal I ⊂ A.
In particular, it follows (Theorem 3.5 of [30]) that C∗(G,A, α) is simple if and
only if α is minimal (Definition 4.4) and Γ˜(α) = Ĝ.
The corresponding results using the Connes spectrum for an action of an abelian
group are that
Γ(α) =
{
τ ∈ Ĝ : α̂τ (I) ∩ I 6= ∅ for all ideals I ⊂ C
∗(G,A, α)
}
(Proposition 8.11.8 of [55]), and that C∗(G,A, α) is prime if and only if A is G-
prime (any two nonzero G-invariant ideals have nonzero intersection) and Γ(α) = Ĝ
(Theorem 8.11.10 of [55]). We also mention Corollary 8.9.10 of [55]: an automor-
phism of a simple C*-algebra is inner if and only if the Connes spectrum of the
action of Z that it generates is {1}.We have chosen to emphasize the strong Connes
spectrum because of Theorems 5.11 and 5.14.
The Rokhlin property and the tracial Rokhlin property imply hereditary satu-
ration:
Proposition 5.15. Let A be a unital C*-algebra, let G be a finite group, and let
α : G → Aut(A) have the Rokhlin property. Then α is hereditarily saturated and
Γ˜(α) = Ĝ.
Proof. Combine Theorem 2.8 and Theorem 5.11. 
The result probably also holds when G is a second countable compact group,
and the statement about Γ˜(α) probably holds when G = Z and when G = R.
Proposition 5.16. Let A be an infinite dimensional simple unital C*-algebra, let
G be a finite group, and let α : G → Aut(A) have the tracial Rokhlin property.
Then α is hereditarily saturated and Γ˜(α) = Ĝ.
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Proof. Combine Proposition 4.3, Theorem 4.6, and Corollary 5.12. 
For the relationship with strong pointwise outerness, the following easy to get
results are all we know. However, strong pointwise outerness ought to imply hered-
itary saturation in much greater generality.
Proposition 5.17. Let A be a simple unital C*-algebra, let p be a prime, and let
α : Zp → Aut(A) be an action of Zp on A. Then α is hereditarily saturated if and
only if α is pointwise outer.
Proof. The crossed product C∗(Zp, A, α) is simple if and only if α is pointwise
outer, by Lemma 4.19 and Theorem 4.6. Also, C∗(Zp, A, α) is simple if and only if
α is hereditarily saturated, by Corollary 5.12. 
Proposition 5.18. Let α : G → Aut(A) be a pointwise outer action of a finite
group G on a simple C*-algebra A. Then α is hereditarily saturated.
Proof. Combine Theorem 4.6 and Corollary 5.12. 
Hereditary saturation has the following permanence properties.
Proposition 5.19. Let A be a unital C*-algebra, let G be a compact group, and
let α : G→ Aut(A) be an action of G on A.
(1) If I ⊂ A is a α-invariant ideal, then α is hereditarily saturated if and only if
α(·)|I and the induced action of G on A/I are both hereditarily saturated.
(2) If A = lim
−→
An is a direct limit of C*-algebras, and α : G → Aut(A) is an
action obtained as the direct limit of actions α(n) : G→ Aut(An), such that
α(n) is hereditarily saturated for all n, then α is hereditarily saturated.
Proof. Part (1) is Proposition 7.2.3 of [57].
Part (2) was overlooked in [57]. For saturation, it is Proposition 7.1.13 of [57].
The rest of the proof follows the same argument as for the proof of Proposi-
tion 2.25(3). 
One can see from Example 5.6 that hereditary saturation does not pass to sub-
groups, since the nontrivial subgroups in that case act via inner actions. Exam-
ple 2.22 shows (see Remark 9.3.10 of [57]) that saturation does not even pass to
subgroups of cyclic groups.
Problem 5.20. Which actions of finite groups have the property that their re-
strictions to all subgroups are hereditarily saturated? Are such actions necessarily
strongly pointwise outer?
As far as we know, nobody has looked at this. Proposition 5.17 might be taken
as evidence in favor of the second part.
Lemma 4.20 and Proposition 5.17 imply a very special case of hereditary sat-
uration of the tensor product of a hereditarily saturated action and an arbitrary
action. The general result, however, is false.
Example 5.21. Adopt the notation of Example 5.6. It follows from Corollary 5.12
that the action α is hereditarily saturated. Let B = C2, and define β : G→ Aut(B)
by βg1 = idB and βg2(λ1, λ2) = (λ2, λ1) for λ1, λ2 ∈ C. Then A⊗B
∼=M2⊕M2, and
αg2 ⊗ βg2 interchanges the summands, so α ⊗ β is minimal. However, C
∗(G, A ⊗
B, α ⊗ β) has vector space dimension card(G) · dim(A ⊗ B) = 32, and there is no
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simple C*-algebra of this dimension. Thus C∗(G, A ⊗ B, α ⊗ β) is not simple, so
α⊗ β is not hereditarily saturated, by Corollary 5.12.
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