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Abstract
A very important step in the art of cooking up models for the study of natural phenomena is the
identification of the relevant ingredients. Taking into account too many details will lead to an overly
complicated model, not at all useful to work with, but neglecting some crucial elements will lead
to an equally useless model. So it is often the case that the actual experimental situation presents
unavoidable sources of local randomness, whilst the analysed phenomenon does not really rely on
presence/absence of such imperfections. For some other set of phenomena, however, disorder can play
a crucial role, and must be carefully taken into account. Such is for example the case in certain phases
of matter, the spin-glass phase, or the many-body localised phase. In this thesis we explore disorder
in both of these situations and also as a theoretical means of testing the regime of liquidity in certain
two-dimensional highly frustrated magnetic models. The focus here is placed on classical Heisenberg
models defined on lattices consisting of clusters all sites of which interact mutually pairwise. This
natural way to introduce frustration has been known in the literature to lead to so-called Coulomb
spin-liquids, the single class of classical spin-liquids acknowledged to exist so far in Heisenberg
models. Here we show that in fact two different classes of classical spin-liquids can be obtained from
similarly defined frustrated models. In one of these, algebraic correlations exist at T = 0, similar to the
Coulomb phase, but the system exhibits a rather different low−T effective action from the Coulomb
phase. In the other class, the spin-liquid has spin correlations that decay exponentially with distance,
with a correlation length smaller than a lattice spacing even at T = 0. One special effect of disorder
in these models, considered in the form of dilution by non-magnetic impurities, is to nucleate local
degrees of freedom, so-called orphans, which express the concomitant spin-liquid phase through their
non-trivial fractionalisation. When the associated spin-liquid exhibit algebraic correlations, it is also
possible to find new effective spin-glass models as an effective T = 0 description for interactions
between the orphans, leading to so-called ‘random Coulomb magnets’. One part of this thesis is
devoted to the first study of these new models. This investigation consists mainly of Monte Carlo
simulations and numerical solution of the relevant large−n equations (n being the number of spin
components). A clear spin-glass transition for infinitely large coupling strength is determined for the
case of spins with an infinite number of components. The results presented on the situation for a finite
number of spin components are more of an exploratory character, and large-scale simulations with
further optimization schemes to ensure equilibration are still required to locate the transition. The
final investigation treated in this thesis deals with the dynamics in a quantum model with disorder
displaying the many-body localized phase, where in addition a periodic drive is applied. For a certain
v
range of driving frequencies and amplitudes, it was found recently that the many-body localized phase
is robust. These pioneering studies restricted themselves to an analysis of the stability of such a phase
in the long time limit, while very little was known about the dynamics towards the asymptotic fate.
Our study focuses on this aspect, and analyses the different dynamical behaviors as one varies the
driving parameters, so that the many-body localized phase survives or is destroyed by the driving. We
discover that on the border between these two asymptotic fates, a new dynamical behavior emerges,
where the system heats up at a very slow, logarithmic in time, rate.
Zusammenfassung
Die Bestimmung der wichtigsten Bestandteile stellt einen sehr wichtigen Schritt in der Kunst des
Erstellens von Modellen dar. Die Annahme von zu vielen Details ergibt ein sehr kompliziertes, zu
nichts zu gebrauchendes Modell, doch die Vernachlässigung von bedeutenden Zusammenhängen
führt ebenfalls zu einem unbrauchbaren Ergebnis. Es ist so z.B. häufig der Fall, dass ein Experiment
unter dem Einfluss von unvermeindlichen lokalen Zufälligkeiten steht, die allerdings kaum einen Ein-
fluss auf ein beobachtetes Phänomen haben. Für gewisse Phänomene spielt Unordnung jedoch eine
wesentliche Rolle und sie muss sehr genau in Betracht gezogen werden. Das ist für bestimmte Phasen,
wie beispielsweise Spinglas oder die Vielteilchen-Lokalisation, der Fall. In dieser Dissertation unter-
suchen wir ungeordnete Systeme, die solche Phasen aufweisen. Außerdem verwenden wir Unordnung
als ein theoretisches Werkzeug für die Analyse von bestimmten ‘Spinflüssigkeiten’ in zweidimen-
sionalen Spinmodellen. Der Fokus liegt hierbei auf klassischen Heisenberg Modellen definiert auf
Gittern, die aus einer Anordnung von Clustern bestehen, sodass jede einzelne paarweise Heisenberg-
Wechselwirkung innerhalb eines Clusters stattfindet. Dadurch weist das System geometrische Frus-
tration auf und in mehreren Fällen tritt eine sogennante Coulomb Spinflüssigkeit —die bislang einzig
bekannte Klasse von klassischen Spinflüssigkeit in Heisenberg Modellen— auf. Wir zeigen, dass min-
destens zwei weitere Arten von klassischen Spinflüssigkeiten in solchen Modellen zu finden sind. Für
die eine Klasse sind Spinkorrelationen zu erwarten, die algebraisch mit der Entfernung bei T = 0
abnehmen, ähnlich wie für eine Coulomb Phase. Diese neu entdeckte Spinflüssigkeit lässt sich je-
doch von der Coulomb Phase durch eine neue effektive Tieftemperatur-Theorie unterscheiden. Für
die andere Klasse von Spinflüssigkeiten sind die Spinkorrelationen kurzreichweitig, und selbst bei
T = 0 nehmen sie exponentiell ab, mit einer Korrelationslänge, die kleiner als ein Gitterabstand
ist. Unordnung, in der Form von nicht-magnetischen Störstellen, kann lokale Freiheitsgrade entste-
hen lassen (diese werden in der Literatur auch als ‘Orphans’, Waisen, bezeichnet). Die Orphans ver-
weisen durch ihre ‘Fraktionierung’ eindeutig auf die nicht trivialen Korrelationen der spinflüssigen
vi
Phase. Falls die Spinflüssigkeit algebraische Korrelationen aufweist, findet man auch langreichweit-
ige Wechselwirkungen zwischen den Orphans bei T = 0. Dies führt zu neuen Spinglasmodellen,
sogenannten ‘Random Coulomb Magnets’. Ein Teil dieser Dissertation ist der Untersuchung solcher
Modelle gewidmet. Diese Untersuchung besteht hauptsächlich aus Monte Carlo Simulationen und
numerischer Lösung der relevanten Large-n Gleichungen (wobei n hier auf die Anzahl an Spinkom-
ponenten hinweist). In dem Fall von Spins mit unendlich vielen Spinkomponenten können wir einen
eindeutigen Spinglas Phasenübergang für eine unendlich große Kopplungsstärke bestimmen. Die
entsprechenden Ergebnisse für den Fall von Spins mit einer endlichen Anzahl an Spinkomponenten
sind von einem exploratorischen Charakter. Zusätzliche Simulationen, die möglicherweise weitere
Optimierungsschema verwenden um Äquilibrium zu gewährleisten, sind noch von nöten um eine ein-
deutige Aussage über den Übergang in solchen Fällen zu treffen. Der letzte Teil dieser Dissertation
widmet sich der Untersuchung der Dynamik eines ungeordneten Quantenmodells. Das ausgewählte
Modell weist die sogennante Vielteilchen-lokalisierte Phase auf, und wir untersuchen insbesondere
den Effekt eines periodischen Antriebs auf die Dynamik des Systems. Für eine bestimmte Auswahl
der Antriebs-frequenz und -amplitude, wurde es bereits vor kurzem bewiesen, dass die Vielteilchen-
lokalisierte Phase diese Störung übersteht. Unsere Studie ist darauf ausgelegt, wie sich die Dynamik
des Systems durch Variation der Antriebsparameter ändert, so dass die Vielteilchen-lokalisierte Phase
für lange Zeit entweder den Antrieb übersteht oder von ihm zerstört wird. Wir konnten dadurch ent-
decken, dass an der Grenze zwischen diesen beiden Fällen ein neues dynamisches Verhalten entsteht,
bei der das System eine sehr langsame, logarithmisch mit der Zeit, Erwärmung aufweist.

List of publications
[1] J. Rehn and R. Moessner. “Maxwell electromagnetism as an emergent phenomenon in con-
densed matter.” In: Phil. Trans. R. Soc. A 375 (2016), p. 20160093. doi: 10.1098/rsta.
2016.0093.
[2] J. Rehn, R. Moessner, and A. P. Young. “Spin glass behavior in a random Coulomb antiferro-
magnet.” In: Phys. Rev. E 94 (2016), p. 032124. doi: 10.1103/PhysRevE.94.032124.
[3] J. Rehn, Arnab Sen, and R. Moessner. “A fractionalised “Z2” classical Heisenberg spin liq-
uid.” In: submitted to Phys. Rev. Lett. (2016). arXiv: 1608.00705.
[4] J. Rehn, Arnab Sen, A. Andreanov, Kedar Damle, R. Moessner, and A. Scardicchio. “Ran-
dom Coulomb antiferromagnets: From diluted spin liquids to Euclidean random matrices.”
In: Phys. Rev. B 92 (2015), p. 085144. doi: 10.1103/PhysRevB.92.085144.
[5] J. Rehn, Arnab Sen, Kedar Damle, and R. Moessner. “Classical spin-liquid on the maximally
frustrated honeycomb lattice.” In: Phys. Rev. Lett. 117 (2016), p. 167201. doi: 10.1103/
PhysRevLett.117.167201.
[6] Jorge Rehn, Achilleas Lazarides, Frank Pollmann, and Roderich Moessner. “How periodic
driving heats a disordered quantum spin chain.” In: Phys. Rev. B 94 (2016), p. 020201. doi:
10.1103/PhysRevB.94.020201.
ix

Acknowledgments
In these four years of work towards this thesis I was able to enjoy the support of several people,
who contributed in many important ways to my effort. First and foremost I am very grateful for the
stimulating discussions with my supervisor, Prof. Dr. Roderich Moessner; he knew particularly well
how to bring out the best in me, by motivating me and proposing problems well balanced with my
capabilities to solve them. Secondly, I am particularly grateful to Dr. Arnab Sen, whose company
during most of my research projects offered me a great opportunity to learn a lot from him. His
commitment and time given to teach me several aspects of my work were crucial for this thesis to
become real.
I am also very grateful for working together with Dr. Achilleas Lazarides, who was always ready
to give me some explanation on the questions I came across. Much of the intuition I built on the work
we did together comes from conversations with him.
I also would like to mention the important time I spent working together with Prof. Dr. Peter
Young, who shared much interest in the problems I happened to be working on. To collaborate with
him was a great opportunity for me. I am very grateful for his guidance during our collaboration.
Special thanks are as well due to Dr. Kedar Damle, Dr. Frank Pollmann, Dr. Antonello Scardic-
chio, Dr. Alexei Andreanov, and Dr. Chris. Hooley.
I have benefited from the hospitality of IACS (Kolkata) during a stay of roughly one month. I am
very grateful for this opportunity. All the people I have met there during my stay were very kind, and
I am particularly grateful to Sourav Nandy.
For reviews and comments made on this thesis I am very grateful to Achilleas Lazarides, Arnab
Sen, Matthias Gohlke and Siddhard Morampudi. Special thanks are here also due to Colm Mulhern,
for careful proof-reading and useful comments.
Many thanks must also go to the colleagues with who I shared several moments during the non-
academic part of these four years, I would like to mention in particular Dr. Brenda Penante, Dr. Colm
Mulhern, Younes Javanmard, Emmanouil Xypakis, Priya Dwivedi, Omar Adame, Talia Lezame, and
Dr. Justus Schwabendal.
Finally I thank the special support I could enjoy from my beloved family. Without them these
four years would certainly at some point have become an unbearable challenge. Special thanks to my
Godfather and Godmother, Sepp and Hiltgund, my dear sisters Ursel, Kathrin and Lili, my brothers
Luis and Bernardo, and to my beloved mother.
xi

Contents
Title . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
1 Introduction 1
1.1 Emergent gauge fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.1 Magnetic monopoles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.2 Intrinsic versus emergent gauge charge . . . . . . . . . . . . . . . . . . . . 8
1.2 Disorder in a spin-liquid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.1 Topological spin glass for discrete spins . . . . . . . . . . . . . . . . . . . . 11
1.2.2 Orphan spins for continuous spin models . . . . . . . . . . . . . . . . . . . 12
1.2.3 Interactions between orphan spins . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.4 Random Coulomb magnets (RCM) . . . . . . . . . . . . . . . . . . . . . . 14
1.3 The quest for new classical spin-liquids . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4 Beyond topological phases of matter: disorder physics and thermalization . . . . . . 18
1.4.1 Anderson localization and many-body localization . . . . . . . . . . . . . . 19
1.4.2 Floquet-MBL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.5 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
I The quest for new spin-liquids 25
2 Classical spin-liquid on the maximally frustrated honeycomb lattice 27
2.0.1 Chapter synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1.1 Constraint counting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2 Effective theory and numerics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.1 Correlations from effective theory . . . . . . . . . . . . . . . . . . . . . . . 32
2.3 Nematic order-by-disorder for XY spins . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4 Stability of the liquid phase away from maximal frustration . . . . . . . . . . . . . . 35
2.5 Dilution Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.6 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
xiii
3 A fractionalised “Z2” classical Heisenberg spin-liquid 41
3.0.1 Chapter synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Fractionalisation and liquidity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.1 Hybrid field theory and large−n analysis of the models . . . . . . . . . . . . 46
3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
II Random Coulomb magnets 57
4 Coulomb orphans: Generalities & continuous spins 59
4.0.1 Chapter synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.1 The random Coulomb antiferromagnetic Hamiltonian . . . . . . . . . . . . . . . . . 62
4.1.1 Orphan spins and their interactions in diluted Heisenberg antiferromagnets . 62
4.1.2 Model Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3.1 Two dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3.2 Three dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.4 Spectral properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.5 Pair correlations and screening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5.1 Analytical theory of screening . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5.2 A random scattering picture . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.6.1 A freezing transition? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.6.2 Freezing in frustrated magnetic materials . . . . . . . . . . . . . . . . . . . 88
4.6.3 Connection to other models . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.7 Chapter Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.7.1 Non-Glassiness for the Log Interaction . . . . . . . . . . . . . . . . . . . . 90
4.7.2 Fully Occupied Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.7.3 Verifying Equilibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5 Coulomb orphans: Ising spins 93
5.1 The Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2 Quantities Calculated and Finite-Size Scaling . . . . . . . . . . . . . . . . . . . . . 95
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.1 Screening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.2 Equilibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3.3 Two-dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3.4 Three-dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6 Coulomb orphans on the triangular lattice 111
6.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
III Dynamics of Floquet-MBL 117
7 How periodic driving heats a disordered quantum spin chain 119
7.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.2 Strong disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.3 Weak disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.5 Chapter Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
IV Appendix 129
A The large-n approximation & benchmarking of numerics 131
A.1 The large−n approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
A.1.1 Equivalence with soft-spin approach . . . . . . . . . . . . . . . . . . . . . . 133
A.2 Obtaining observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
A.3 Computing λ(T ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
A.4 Computing λi(T ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
A.5 The High Temperature Expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
A.6 Comparing HTE to Numerics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
A.6.1 Comparing LN to MC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
B Details on the hybrid field theory 143
B.1 Orphans: One single simplex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
B.2 Orphan Texture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
B.2.1 Analytical treatment of full texture . . . . . . . . . . . . . . . . . . . . . . . 149
B.2.2 Analytical treatment at large distances . . . . . . . . . . . . . . . . . . . . . 151
B.3 Spin Charge Correlations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
B.4 Orphan Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
B.5 Charge Charge Correlations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
Bibliography 161

Chapter 1
Introduction
Recognition and discovery of elementary particles in nature constitutes an incredible on-going story,
from the early experiments with cathode rays determining the nature of the electron to the very re-
cent experimental breakthrough, requiring a by far larger device than a simple cathode tube, where
the Higgs boson was observed. These elementary particles, and the fundamental theories of nature
governing them, give us a picture of the universe as being simply a sum of its elementary constituents
and thus, completely understandable in terms of their governing laws. The hope, as expressed in the
simplified models often used by physicists in their approach to several phenomena in nature, is that a
set of several such elementary particles will ultimately explain the studied phenomenon as a result of
their collective behavior.
Nature provides us with plenty of collective phenomena in essentially each aspect of our every-
day life. For instance, we are used to the fact that matter (a system of many particles) can organize
itself into a variety of phases, with different degrees of order. Each of these ordered states constitutes
a collective behavior of many particles. The understanding of these states enables us to predict and
control several properties that a material in a given phase will have, e.g., elasticity, optical properties,
electrical/heat conductivities, or magnetic properties, just to name a few. This understanding there-
fore constitutes the backbone of the most important technological advancements achieved in the last
century.
A general paradigm for the phenomenon of ordering was first formulated by L. D. Landau who
recognized that symmetries can be used to characterize phases of a system. This constituted the first
general modern theory for phase transitions. Based on this, a successful program followed over sev-
eral decades which consisted of the proposal of specific models (simple enough for us to perform
calculations/simulations) and the explicit investigation of how the phenomenon of phase transitions
according to Landau’s paradigm is captured by them.
Although a huge diversity of ordering scenarios fall into this program, it turns out that nature can
present ordered phases of a different, so-called, topological type. For such order, as opposed to the
symmetry-broken ordered states of Landau’s theory, no local probe can detect the on-set of ordering
and, in fact, no local order parameter can be defined. The ordering relies on a different behavior of
correlations in the system, which can only be captured through globally defined topological quantities.
1
2 Chapter 1. Introduction
It is a fortunate coincidence that, while one of the main subjects in this thesis deals with these new
states of matter, due to the recognition of this importance the Nobel Prize in Physics of 2016 was
awarded to David J. Thouless, F. Duncan M. Haldane and J. Michael Kosterlitz during the time of
writing of this dissertation.
Even though it may appear that only a very complicated looking model would be able to give rise
to such new states of matter, the amount of models one can propose is by far too many, and these
strange new phases falling out of Landau’s paradigm can also be captured by simple models. In this
dissertation we follow this path, and propose to study new models which turn out to present strange
behavior associated to topological phases of matter.
The ‘strangeness’ in such new phases of matter is expressed by their apparent violation of funda-
mental observations in nature. One such fundamental observation is exemplified by the fact that no
free magnetic charges have ever been observed in nature, even though their existence was postulated
by Dirac [44]. A magnetic moment always has a ‘North’ and a ‘South’ pole. Trying to separate these
North and South poles into two independent magnetic charges is in general not achievable. It is nev-
ertheless possible for a specific system [30] of many magnetic moments to display, as a result of their
collective behavior, emergent free magnetic charges! This finding, which has been confirmed as well
in experiments on the spin-ice material Dy2Ti2O7 [115], is related to an emergent new phase of mat-
ter, evading a symmetry-broken ordered state. This phenomenon of fractionalisation, where “pieces”
of the original particles constituting the system emerge as new degrees of freedom, is perhaps the
most fascinating aspect of such new states of matter, since it suggests that completely new kinds of
particles may emerge as a result of the collective behavior of ‘elementary particles’.
The emergence of new particles is often also accompanied by the emergence of an associated
gauge field — similarly to the way that an electron is always accompanied by its electromagnetic field,
certain many-body systems can give rise to new particles accompanied by their own gauge field. In a
way, a new universe appears to have been created by the collective behavior of a many-body system,
having its own particles and fields. Currently, systems exhibiting such unusual behavior constitute a
main stream of investigation in physics, and will be one of the main topics in this dissertation.
On account of such systems, physicists have started to recognize that new theories can also emerge
out of the collective behavior of elementary particles (the ones which obey the fundamental theories
of nature). Such new theories describe the behavior of new particles, which can exhibit fractions of
elementary electric charges, magnetic charges, fractional statistics, or perhaps many other imagin-
able properties. This, therefore, shows that the hope expressed in the first paragraph of this chapter –
namely of deriving every kind of collective behavior from first principles only in terms of the funda-
mental theories of nature – needs to be abandoned. Anderson’s influential manifesto, ‘More is Dif-
ferent’ [8], emphasizes this need to move away from this reductionist view of the universe. When the
elementary particles are taken apart, they obey laws that are, seemingly, completely understandable
to us from our fundamental theories. Nonetheless, once these same particles are put back together,
completely new theories can emerge which are, a priori, non-derivable from the fundamental theories.
Since one essential requirement to find this exciting new physics is to have a system that fails
3to order (in the conventional sense), one should first ask the question, which mechanism hinders
ordering? To answer this question we constrain ourselves to magnetic systems, i.e., systems composed
of particles with a definite magnetic moment, the spin. These degrees of freedom can be pictured as
a vector, ~S . The simplest way such particles would interact, with the condition that the interaction is
invariant with respect to global rotations in spin space, would therefore be 1
H =
∑
i, j
Ji j~S i · ~S j. (1.1)
Let us restrict the discussion for now to classical systems, so that the single source of fluctuations
is, a priori, the non-zero temperature. Ordering corresponds to the natural tendency of the particles
to satisfy their interactions as the temperature is lowered, as is dictated by the system’s free energy,
F = U − TS , i.e., for low T , minimizing the system’s internal energy, U, is more favourable than
maximizing the system’s entropy, S .
For example, at low temperatures, with Ji j = J < 0,∀i, j, the system prefers to assume config-
urations where a spin is aligned in the same direction as the spins with which it interacts, so that
~S i · ~S j > 0. Therefore, we say that our model captures the behavior of a ferromagnet. We see from this
argument that the described situation is particularly simple, as we do not need to consider the actual
pattern of interations among our particles, but still can predict their ordering pattern.
This stops being the case when we consider antiferromagnetic interactions, Ji j > 0. It then be-
comes immediately relevant to precisely know the geometry of the interactions: two particles can
satisfy their antiferromagnetic interactions by anti-aligning themselves, but a third particle will not be
able to simultaneously anti-align with them! This frustrating situation for the third particle illustrates
the general mechanism of geometrical frustration in antiferromagnets. As a result of geometrical frus-
tration, antiferromagnets can exhibit a huge range of possible ordered ground states, as well as ground
states that do not exhibit any signs of conventional (local) ordering in the sense described above. Such
frustrated systems provide, therefore, the hunting grounds for our search of exotic new physics.
A pictorial name was coined for such new phases in magnetic systems: spin-liquids — they evade
conventional magnetic ordering (which in a sense is ordered like a solid), but still have correlations
that are less trivial than in a simple paramagnetic state (which in a sense is disordered like a gas).
We have argued above that frustration is crucial so that at zero temperature no single ordered pattern
for the system will in general be prefered. Fluctuations, provided by temperature or inherent quantum
fluctuations of the particles, will generally contribute further in not singling out a prefered pattern for
the system to order to (but not always! 2). In fact, to this day, hundreds of different spin-liquid phases
1The incredible power of mathematics in modeling nature is exemplified by this very simple equation. All the phe-
nomena studied in this dissertation are based on models described by Eq. 1.1, which by itself is undefined, but once all
the details are established, e.g., where do the spins sit, how do the Ji j get defined, what are the spin vectors (quantum
operators, classical, n-component, vectors), one gets a new model.
2Thermal or quantum fluctuations may actually play a role in selecting a part of the ground state manifold through
the mechanism of “order-by-disorder”. This may lead to the unexpected situation of a model being strictly disordered at
T = 0, while order occurs for T > 0, as was first recognized by Villain [166].
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have been discovered and classified in quantum-mechanical models [160, 169]. This overwhelming
abundance of possible phases is to be contrasted with the state of affairs in classical systems, where
only one possible kind of spin-liquid phase has so far been recognized to exist, the so-called Coulomb
or U(1) spin-liquid. In this thesis we will argue that, in fact, much more can be expected from a
classical setting and further, two new classes of spin-liquid phases will be argued to exist in our
proposed models.
In order to motivate the ideas surrounding the new models that we propose to investigate, it is
useful to first digress and discuss the known Coulomb spin-liquids, and several of their properties in
the next two sections, which are strongly based on Ref. [129]. These spin-liquids are characterized by
the emergence of a gauge field that emulates an emergent magnetostatics: the many-body system can
be viewed as a new vacuum with its gauge field fluctuations, while its excitations behave as Coulomb
charges under this gauge field.
In the following, Sec. 1.1, we account for how this comes about in some detail. Then we fo-
cus on obvervable consequences, placing some emphasis on aspects of the emergent physics which
are not known to have a counterpart in conventional electromagnetism. These include the existence
of magnetically charged quasiparticles known as emergent magnetic monopoles. Next, a selection
of disorder-induced phenomena is covered in Sec. 1.2, where the interplay of lattice scale defects
with the ‘ether’ of emergent electromagnetism and its long-wavelength Coulomb field is discussed:
disorder can nucleate gauge-charged defects, the interactions between which lead to new collective
disorder physics. After this brief review of the Coulomb phase and some of its disorder physics we
give, in Sec. 1.3, an outline of the quest for new spin-liquid phases pursued in this thesis.
Sec. 1.4 deals with the dynamics of a disordered quantum system presenting a new quantum
phase – the many-body localized (MBL) phase. Here we will also present a brief introduction to these
systems and ouline possible connections to disorder related physics in frustrated magnetism. The final
Sec. 1.5 then details the logical structure of this thesis.
1.1 Emergent gauge fields
As argued above, antiferromagnets present an impressive variety of possible ground state configu-
rations, crucially dependent on the geometry of the lattice where the spins reside. This is related to
the fact that interactions are frustrated once the lattice contains odd length loops and the ground state
configurations become highly degenerate. It is possible to quantify this degeneracy, depending on
whether the system consists of continuous or discrete spins. In the former case, this is done by count-
ing an underconstraint in the system of equations found by minimising the Hamiltonian [110], an idea
originally due to Maxwell [101]. In the latter case, one can resort to arguments of the kind provided
by Pauling [122] on computing the entropy of water ice, which become asymptoticaly exact in the
thermodynamic limit.
The intricate structure of correlations within the degenerate set of ground states will give the
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Figure 1.1: Left: Various kinds of corner-sharing lattices with highly degenerate ground states: a) pyrochlore;
b) kagome; c) the pyrochlore slab, as occurs in the material SrCr9pGa12−9pO19 (SCGO); d) checkerboard.
e) Cartoon of local violation of Gauss law leading to emergent gauge charges (magnetic monopoles), which
come along with an observable "Dirac string" connecting them [30]. Here, the magnetic moment of a spin is
respresented by a ‘dumbell’ of opposite magnetic charges. The net charge of tetrahedra obeying the ice rules
(two spins pointing in and two out) vanishes. However, flipping the spins along the ‘Dirac string’ generates
a pair of tetrahedra with opposite net magnetic charge. These form freely mobile quasiparticles known as
magnetic monopoles on account of their mutual magnetic Coulomb interaction.
excitations special properties.
On some systems the ground state correlations can be interpreted as arising from constraints defin-
ing emerging conservation laws, which are then resolved by a gauge field. This mapping from the
original spin variables to the emergent gauge field leads not only to an understanding of the correla-
tions within the set of ground state configurations, but also allows prediction of the behavior of the
local excitations.
On the particular class of lattices consisting of corner sharing frustrated units containing q spins
(where q ≥ 3, see Fig. 1.1), an n−component spin model can be rewritten in a particularly intuitive
form:
H = J
∑
〈i, j〉
~S i · ~S j = J2
∑
α
~L2α + const., (1.2)
where ~Lα =
∑
i∈4α ~S i is the total spin on a single frustrated unit (e.g., a tetrahedron in the case of a
pyrochlore lattice, or a triangle for a kagome lattice, Fig. 1.1), and the spin variables are n-component
vectors. The local constraints characterizing the ground state configurations are then explicitly:
~Lα = 0, ∀α. (1.3)
This set of equations can be turned into a conservation law of charges living on the dual lattice (e.g.,
in the case of pyrochlore, on the diamond lattice). Here, the original spin variables are mapped onto
fields ~Bi residing on the links of the dual lattice [76] in such a way that each component i of ~Lα is
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described by a Gauss law: ~∇ · ~Bi
∣∣∣∣4α = η(4α)Liα. The factor η(4α) is a sublattice dependent staggering
factor: it equals +1 (−1) if the frustrated unit4α occupies the A (B) sublattice. It is therefore implicitly
assumed that the frustrated units occupy a bipartite lattice. In fact, only in this case is it known how
to define the map to the ~B fields [66] giving the Gauss law required above.
The constraints, Eq. 1.3, can then be resolved by an emergent gauge field ~Bi = ~∇× ~Ai. Furthermore,
the spin correlations are recovered by the ~Bi fields if one imposes a magnetostatic action for each of
them as the simplest ansatz for a coarse-grained theory:
S = K
2
∫
d3x
(
~B
)2
. (1.4)
This is the prominent Coulomb phase [66, 76] action. It has the form of an emergent Maxwell magne-
tostatics mentioned above, stabilised by fluctuations between classical ground states. Here, the gauge
theory nature of Maxwell’s equations comes about for purely energetic reasons – it follows from
imposing the ground-state constraint. Adding quantum fluctuations to such a system is one way to
generate the conjugate electric potential and to produce Maxwell electrodynamics which also hosts,
e.g., emergent photons.[67, 113].
Demanding that the field ~B be divergenceless implies for its Fourier modes the condition ~q · ~B = 0,
and this, together with the quadratic action, gives immediately that pair correlations of the Fourier
modes must have the transverse form:
〈Bα~q Bβ~k〉 =
1
K
(
δαβ − qαqβq2
)
δ~q,−~k (1.5)
which in real space translates into a dipolar form. This power law decay translates into the charac-
teristic features in the T = 0 structure factor of the original spin model that hallmark all the systems
presenting a Coulomb phase, the so-called pinch-points. These are singular points on the structure
factor where the function limit is ill-defined (Fig. 1.2, left panel).
Due to Gauss’s law, the gauge charges themselves are Qα = η(4α)Lα, with η(4α) a staggering
factor, and these correspond to excitations on the original spin system, which can be induced thermally
or, in a quenched manner, by diluting the original spin system as described below.
At zero temperature (when the ~B field in all other places is divergenceless) by tracing the magne-
tostatic action, Eq. 1.4, with the sole constraint of fixing two charges Q1,2 at positions ~r1,2 one finds
that these charges are subject to an action for two Coulomb charges:
Sint(~r1,~r2) ∝ Q1Q2
4pi
∣∣∣~r1 − ~r2∣∣∣ (1.6)
Furthermore, a simple consequence of the staggering factor in the gauge charges definition is that
the following condition must hold∑
α
Qα = 0, (1.7)
akin to global charge neutrality of the universe as a whole.
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Figure 1.2: a) Large−n prediction for the zero temperature structure factor on the pyrochlore lattice in the [hhk]
plane in Fourier space. The signature of the emergent magnetostatics in the zero temperature structure factor
of systems presenting a Coulomb phase are the pinch points. b) Probability, P3D, distribution of Dirac string
lengths, l in spin ice systems of various linear sizes L with periodic boundary conditions. The population of
strings at large length corresponds to strings with a radius of gyration larger than L.
Up until now we have had in mind systems with discrete Ising or continuous Heisenberg O(3) vec-
tor spins leading respectively to one or three flavours for the gauge charges; These charges represent
gapless excitations on the original spin system.
The Ising case leads to gapped, discrete charges. This occurs in nature as a result of a local easy-
axis anisotropy combined with ferromagnetism [60] as occurs in the spin ice materials Ho2Ti2O7 and
Dy2Ti2O7 [25]. In these materials, the spin variables can be described as ~S iα = σiαeˆα, with σiα being
Ising variables, and eˆα describing the local easy-axis, defined along the bonds of the diamond lattice,
dual to the original pyrochlore lattice where spins reside. The effective Hamiltonian has a nearest
neighbor contribution, as well as a long-ranged, dipolar one [68]:
H =
∑
pairs
σiα
[
JJiα, jβ + Da3Diα, jβ
]
σ jβ, (1.8)
Diα, jβ = eˆα · eˆβ∣∣∣~riα, jβ∣∣∣3 −
3
(
eˆα · ~riα, jβ
) (
eˆβ · ~riα, jβ
)
∣∣∣~riα, jβ∣∣∣5 (1.9)
with a the nearest neighbor distance,Jiα, jβ the pyrochlore adjacency matrix, andDiα, jβ the interaction
matrix of the magnetostatic dipolar interactions.
The emergent gauge charges of these systems have a fascinating physics of their own, and we
devote the next two subsections to them.
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1.1.1 Magnetic monopoles
The ground state local constraints on spin ice systems usually receive the special name of ice rules,
coming from a natural mapping between these systems, and common water ice, where the ice rules
were first formulated [122]. Local violations of the ice rules occur by single spin flips which lead to
gapped magnetic monopoles [30]. These are emergent gauge charges, and on account of the discussion
in the previous section also experience a Coulomb entropic force.
Only a finite amount of free energy is required to separate monopoles infinitely, and therefore these
are deconfined [30, 31] objects. This constitutes a “fractionalisation” of the original magnetic dipole
moment into magnetic charges. They can be separated by further spin flips, thereby leaving behind
an observable “Dirac string” [80, 81, 115] see Fig. 1.1. Indeed, an easy way to mathematically see
the genesis of magnetic charges is to observe that inverting a string of dipoles sets up a potential
equivalent to that of two equal and opposite charges, ±Q, at its ends. In a continuum approximation,
the dipole moment density along the string corresponds to one atomic magnetic moment, µ, per bond
of the dual diamond lattice, which has length a; since a string is flipped, rather than considered in
isolation, there is an additional factor of 2: Q = 2µ/a.
The Dirac strings themselves are loosely defined objects, as a given configuration does not define
them uniquely. Nevertheless it is possible to define them stochastically and study the statistics of their
lengths l, which present a broad distribution with two power-law regimes: short loops with a proba-
bility distribution scaling as ∼ L3l−2.50(1) and long loops with a scaling of ∼ l−0.98(3) (Fig. 1.2) [79]. The
effective low temperature system can therefore be seen as a soup of magnetic monopoles wandering
around, with the “spaghetti” of Dirac strings fluctuating between them. The power-law form of their
length distribution reflects their thermodynamic tensionlessness, and underpins the deconfinement of
the magnetic monopoles.
A perhaps illuminating approach to understand the origin of the Coulomb interaction from the
dipolar one is obtained through the simplified “dumbell model” [30, 66] Figs. 1.1, 1.4. Within this
model, the original spins, having magnetic moment µ, are replaced by a dipole of charges ±Q/2
separated by the diamond lattice bond spacing a, so that the effective dipole moment of this dumbell
coincides with the original spin magnetic moment, which fixes the charges to be Q = 2µ/a, the value
derived above.
The dumbell model is useful, since monopole charges are directly given by the sum of dumbell
charges on a tetrahedron. The original dipolar interactions between spins are translated into effective
Coulomb interactions between these monopoles. This interaction is therefore of an energetic origin,
in contrast to its entropic counterpart which originates from an averaging over the many degenerate
configurations compatible with defects placed at fixed positions.
1.1.2 Intrinsic versus emergent gauge charge
The dumbell model has led us to the important distinction between two contributions to the monopoles’
interactions. In fact these two contributions correspond to two kinds of charges in our system.
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The emergent gauge charges exist due to the cooperative behavior of the whole system which,
on account of the non-trivial ground state correlations, leads to entropically interacting magnetic
monopoles. This entropic part of the interaction, which is proportional to the temperature, T , can be
thus interpreted as corresponding to emergent gauge charges with a magnitude proportional to
√
T .
On the other hand, on account of the dipolar interaction, Eq. 1.9, in the spin model, see Eq. 1.8,
intrinsic gauge charges must also emerge in the system. The interactions between such charges, as
opposed to the emergent ones above, are not entropic, and originate on energetic grounds alone, thus
these charges have a T -independent magnitude (even though their density is of course T dependent).
Since such charges can be seen as a flipped (in relation to the configuration without charges)
string of dipoles connecting them, it follows that the original dipolar interactions between spins get
effectively described by Coulomb interactions between the gauge charges.
1.2 Disorder in a spin-liquid
Disorder represents a very important perturbation in any physical theory since its occurrence is usually
unavoidable in any real experimental situation. In the particular case of highly frustrated magnets,
disorder is generally believed to play an important role in the phenomena observed in experiments
at very low temperatures. There the system often fails to equilibrate, and in many cases this comes
along with signatures of a phase transition into a spin-glass phase (such as a diverging non-linear
magnetic susceptibility). Fig. 1.3 illustrates the general behavior for the magnetic susceptibility in
a highly frustrated magnet presenting a spin-liquid, or “cooperative paramagnetic” (as baptized by
Villain [165]), phase, and further down in temperature some transition into a new phase – as signalled
by a deviation out of Curie-like behavior of the susceptibility.
The often occuring low-T spin-glass phase is quite unusual. No conventional long-ranged order is
actually established, and the spins appear to be randomly oriented, yet ‘frozen’, i.e., their dynamics
is very slow. It is often believed that disorder must play a role in explaining this new phase, but the
precise mechanism with which it triggers this phase transition is in most cases poorly understood.
This relies on the fact that the glassy phase existent on these highly frustrated materials is itself quite
distinct from other spin-glasses, e.g., the ‘metallic’ ones. There the magnetic impurities randomly
occupy a non-magnetic conducting matrix, and the conduction electrons mediate long-ranged RKKY
interactions [29] between the impurities.
One quite distinct feature of the spin-glasses in highly frustrated magnets is the fact that, gener-
ally, only a small fraction of the moments are observed to actually freeze, while a large portion of its
magnetic moments continues to fluctuate. Such behavior is observed in one of the best studied materi-
als in the field of highly frustrated magnets, SrCr9pGa12−9pO19 (SCGO). Its magnetic lattice structure
is depicted in Fig. 1.1 (c), and consists of a corner-sharing network of triangles and tetrahedra, that
builds up an effective two-dimensional structure (these bilayers are separated from each other in the
third dimension by a layer of strongly coupled Cr dimers).
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Figure 1.3: Schematic behavior of the magnetic susceptibility on a highly frustrated magnetic material, and
some of the main questions that we investigate in this thesis.
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Early experiments on this system detected a broad paramagnetic regime in spite of its strong
interactions (the Curie-weiss temperature is θCW ≈ −500K [119], whereas the spin-glass transition
occurs in a range Tc ≈ 3K − 5K as found by Ramirez et. al. [128]). Its Cr atoms have spin quantum
number S = 3/2, and a classical approximation is appropriate unless the temperature is very low. As
argued in the previous sections, an emerging Coulomb phase shall be present at low temperatures for
an antiferromagnetic Heisenberg model defined on this lattice.
Furthermore, several experiments in SCGO and other highly frustrated magnetic materials [87,
127] show that even at very low concentrations of Ga impurities a spin-glass transition occurs, and
the spin-glass transition temperature is observed to become independent of disorder strength in the
limit of weak disorder [87, 99, 127], leaving room for speculations of a disorder-free glassiness [32,
36].
All of these experimental observations might be an indication that the spin-liquid regime present in
these systems may play a decisive role in explaining the strange disorder effects at low temperatures.
In fact, bearing in mind the discussion of the previous section on emergent gauge fields, one sees that
disorder in the form of dilution by non-magnetic impurities in these systems can have the striking
effect of nucleating local gauge-charged excitations! The system disobeys Gauss’s law in a natural
way on account of thermal fluctuations. Nonetheless, the original microscopic model provides another
manner for violating these constraints, which is robust down to the zero temperature limit. This is
achieved by diluting the original system.
Two important cases must be distinguished here according to whether we dilute a lattice presenting
discrete or continuous spins. These cases are discussed now.
1.2.1 Topological spin glass for discrete spins
The ground states of spin-ice systems are characterized by the ice rules which can only be violated by
a finite energy gap, ∆, e.g., by flipping a single spin. This corresponds to the creation of two nearest-
neighbour monopoles with opposite charges. Interestingly, if instead of flipping a spin, a single spin
in a configuration satisfying the ice rules is removed, the same effect is produced in the alternative
monopole picture – two nearest-neighbor monopoles with opposite (half-)charges Q/2 are created.
Still an important difference applies here, namely the ice-rules where the monopoles were created
cannot be restored by further spin flips, as in the disorder-free case, since each of these frustrated units
now contains an odd number of discrete spins and thus L = 0 is impossible. At low temperatures, when
thermally activated monopoles become exponentially suppressed, only the quenched monopoles due
to disorder are relevant. A quenched pair of nearest-neighbor oppositely charged monopoles therefore
corresponds to an emerging ghost spin [151] – which becomes the relevant degree of freedom – while
all the original spins can be integrated out in this limit, Fig. 1.4.
The randomly placed ghost spins mediate through the correlated background dipolar interactions
which, like the usual monopoles, have two contributions – one entropic, due to the fluctuations among
the degenerate ground states, and one energetic, due to the long ranged dipolar interaction present on
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Figure 1.4: Top: Steps towards effective description of quenched defects in spin ice [151]: i) missing spins
due to random dilution; ii) within the dumbell model the missing spins yield sites on the dual lattice with odd
coordination, which therefore cannot be charge neutral for discrete spins; iii) at low temperatures these are
the only relevant degrees of freedom once the fluctuating background of charge-neutral tetrahedra (denoted
in green) has been integrated out. These correspond to ‘ghost spins’ at random locations determined by the
locations of the missing spins! Bottom: Phase diagram proposed for diluted spin ice.
spin ice compounds. The latter survives even down to the zero temperature limit, while the entropic
contribution vanishes linearly with T .
This low temperature description for spin-ice in terms of ghost spins turns out to present a spin-
glass phase transition at non-zero temperatures (dipolar spin glass) where the ghost spins freeze, while
the remaining bulk is still able to fluctuate [151]. The freezing transition is found to depend linearly
on the dilution, Tc(x) ∝ x. This can be easily understood in terms of the typical energy scale of the
dipolar interaction, scaling as Hdip ∼ 1/r3typ, while r3typ ∼ 1/x.
Remarkably, disorder in spin-ice generates new low temperature degrees of freedom, which are
enabled to freeze while the bulk fluctuates.
1.2.2 Orphan spins for continuous spin models
The consideration of dilution in a Coulomb phase system with vector charges has a long history [112]
with the first systematic experimental exploration being made by Schiffer and Daruka on the material
SCGO [150] even before the Coulomb phase was properly identified. They proposed a two-population
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Figure 1.5: a) Orphan spin emerging from diluting a lattice with a corner sharing structure [132] such that
a spin has no interaction partner in one of the simplices that share it. b) The texture originating around the
orphan placed on the magnetic lattice of SCGO [152]: spin density along the coloured lines in the presence of
an orphan spin located as indicated (the blue curve offset for better visibility). Obtained from low-temperature
Monte Carlo simulations.
model on explaining the observed uniform magnetic susceptibility for a population of correlated spins
coexisting with uncorrelated ones, leading to a Curie tail T−1 for the susceptibility – the so-called
orphans.
The single-unit approximation proposed [108] shortly after these experimental findings led to the
conclusion that dilution in these systems can lead to orphans on those frustrated units where all but
one spin is left alone (only for q = 1 is L = 0 impossible). These are still correlated with the rest of
the system through the remaining frustrated unit to which it belongs.
This correlation of the orphan with its spin-liquid “bath” has important consequences as a tex-
ture emerges around each orphan [152, 153], and partially screens it, effectively reproducing an or-
phan+texture fractionalized object, with a fractional moment of 1/2 of the original spin moments
(Fig. 1.5).
In the magnetostatic picture, this texture is a natural consequence of Gauss’s law: due to the
defect charge (orphan), Q, an emergent magnetic field originates around it. In d dimensions, since∮
~B · d~S ∝ Q, the field decays with distance as 1/rd−1, and this is precisely the scaling found for the
texture at T = 0. Despite this slow decay, the texture forms a total moment conspiring to cancel only
half of the orphan moment, and this is due to the oscillations coming from the staggered definition of
the local fields, see Fig. 1.5.
1.2.3 Interactions between orphan spins
The orphans are disorder nucleated gauge charges and, as such, are subject to mutual interactions
mediated by the background Coulomb phase in which they are embedded. These are obtained in the
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the same way as considered before – namely, by integrating out the remaining spins, which thus
serve as “bath” to the orphans, leaving an effective description for the orphans alone, which, not
surprisingly, interact as vector charges:
βJe f f (ri j)ηi~Li · η j~L j (1.10)
with the sublattice-dependent staggering factors ηi explicitly shown. This staggering is removable by
using a trick due to Mattis [100]: define new spin variables on one of the two sublattices as equal to the
reverse of the old spin variables. This Mattis transformation removes the sublattice dependence. How-
ever, there is an added cost in that certain observables (such as the magnetization) obtain a modified
meaning (staggered magnetization).
At zero temperature, this leads to the effective random Coulomb antiferromagnet model describing
the system of orphans, which has been studied in detail on Ref. [132], and will be the main subject of
chapters 4 and 5.
The limit of zero temperature is necessary as only in this limit do the interactions become truly
long-ranged, since for finite temperatures they must be thermally screened. More precisely, in this
limit, one encounters orphans interacting with:
lim
T→0
βJe f f = AJi j (1.11)
with Ji j the Coulomb potential between orphans i and j, and the coupling strength A being fixed by
this limit and the original microscopic model parameters.
1.2.4 Random Coulomb magnets (RCM)
The new models describing the effective charges, induced by dilution on a Coulomb phase with con-
tinuous charges, are thus of the form (at T = 0):
H =
1
2
∑
i, j
Ji j~Li · ~L j, (1.12)
with the properties
• Ji j > 0, ∀i, j (after a Mattis transformation).
• Ji j ∼ 1/
∣∣∣~ri − ~r j∣∣∣ in three, or Ji j ∼ log ∣∣∣~ri − ~r j∣∣∣ in two dimensions.
• the spin positions, ~ri, are quenched random variables.
These models we call the random Coulomb magnets (RCM) a new type of frustrated disordered
magnetic model which naturally arises in the context of diluted Coulomb phases.
The interaction matrices on these effective models belong to the class of Euclidean random ma-
trices, which are generally characterized by the dependence of the Ji j on the Euclidean distance
Ji j = J(|~ri j|), while the single source of randomness lies on the independently distributed random
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variables ~ri [55, 107]. The properties of this ensemble have not been, comparatively speaking, as
intensively studied in the literature of spin-glass models as the commonly considered random matri-
ces, which usually involve the important assumption of independence between the different matrix
elements. Also, in Eq. (3.3) all interactions are antiferromagnetic – we have a random Coulomb anti-
ferromagnet, unlike the usual spin glass Hamiltonian with random signs of the magnetic interaction.
These models resemble plasma models, with the fluctuating degrees of freedom being the “signs”
of the charges themselves rather than their positions, which can then be allowed to take on values
given by O(n) symmetry. The case n = 3 corresponds thus to the original microscopic model which
gives birth to these models. The same model in two dimensions for the case n = 1 was found to be the
effective description of disorder induced defects on a completely different microscopic model many
years ago by Villain [164].
The global charge neutrality constraint on the microscopic theory, Eq. 1.7, translates into (after
the Mattis transformation):∑
i
~Li = 0. (1.13)
This is quite a natural constraint which, even without explicit imposition in the original microscopic
model, would be very nearly satisfied on the energetic grounds of the long ranged Coulomb model
described by Eq. 1.12 alone.
The RCMs have been studied in some detail in Ref. [132], both for the cases of n = 3 and for
n→ ∞, the latter also serving as a semi-analytical check of the (necessarily) purely numerical results
for n = 3. This study will be presented on chapter 4.
With the aim of understanding the general phase diagram of these models, Ref. [132] allows the
coupling strength A to vary, while the density of orphans x is fixed but kept small (the behavior at
some high enough values of x leads to trivially ordered, striped or Neel phases), with the expectation
of detecting a spin-glass ordering as one increases A. This quest is inspired by a proposal already made
by Schiffer and Daruka in their original work on the orphans. They suggested that these might actually
be degrees of freedom undergoing freezing known to occur on SCGO at low temperatures, while the
bulk of spins could well keep their own dynamics, and not necessarily freeze at the same temperature
as the orphans. These experimental observations on SCGO and similar highly frustrated magnetic
materials constitute a very old puzzle awaiting, already for several decades, an explanation [87, 119,
128]. Furthermore, the idea that a spin glass phase might arise out of emergent degrees of freedom
originating on an insulating matrix provided by a highly frustrated magnetic system goes much further
back in time, as argued by Villain on Ref. [165].
The simulations in Ref. [132] found a broad paramagnetic regime for the random Coulomb mag-
nets and, up to very large finite values of A, no spin glass phase transition was found both in two and
three dimensions in systems with n = 3. Furthermore, in two dimensions the system with n → ∞
exhibited the critical glassy behavior occurring for A → ∞, although no conclusive statements have
so far been obtained for three dimensions.
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Although numerics in these models can not explain orphan freezing, one particularly interest-
ing property on the two-dimensional case is that at very low orphan densities x, a global scaling
transformation, ri j → κri j, of the orphan distances is innocuous on account of the logarithmic form
of the interactions, and the global charge neutrality, Eq. 1.13, thereby leaving the partition function
unchanged up to an irrelevant constant factor:
Z′ = eA log(κ)M/2Z, (1.14)
with M being the total number of orphans. This implies that, in the limit of low densities x, any critical
coupling Ac will be independent of x: the partition function itself is a scaling function.
The analogy of these models to plasma physics can be pushed further and, in fact, a general screen-
ing theory in the same spirit as the Debye-Hückel theory has been developed in Ref. [132], with the
result that due to spin fluctuations alone (note that the spins are quenched on random lattice positions)
a thermal screening length originates, scaling in a similar way to the Debye-Hückel screening length
as ξ ∼ 1/√A. The necessity for screening in these models can be seen directly in a high temperature
expansion (HTE), as, on account of the long rangedness of the interactions, the series of the HTE
must be resummed on each term to remove a divergence.
In summary, RCMs present a very rich physics, with connections to several areas, such as the
physics of plasmas and Debye-Hückel screening, or of spin-glass models and the relatively poorly
explored ensemble of Euclidean random matrices.
1.3 The quest for new classical spin-liquids
In the previous two sections we have shown how Maxwellian physics arises in certain geometrically
frustrated, condensed matter systems. We have given some examples of how it behaves like conven-
tional electromagnetism, and how it can appear to be richer, such as in the case of the emergence of
freely mobile magnetic monopoles from the fractionalisation of spin moments which, in addition to
their magnetic charge, carry an emergent Coulomb gauge charge.
We have also discussed how new degrees of freedom can emerge when disorder is added to the
system, and how the Coulomb spin liquid which hosts them mediates interactions between these.
This leads to the appearance of unusual ghost spin degrees of freedom, which encode the missing
spins much in the same way as holes in a band insulator represent missing electrons. These ghost
spins themselves undergo a freezing transition. We have also introduced the rich physics of random
Coulomb magnets, which is only beginning to be explored.
The study of quenched disorder in the lattice is a particularly attractive feature of this class of
models, as it has a natural interpretation in terms of defects in the ‘ether’ underpinning the Coulomb
phase.
Varying the lattice then allows for the emergence of different types of ether and thereby of new
disorder physics. For instance, in all the currently known cases, where the map from spin variables to
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Table 1.1: The known classical spin-liquids with n = 3-component spins. The last two lines correspond to newly
discovered classes, treated in this thesis in chapters 2 and 3. The spin-glass models with long-ranged interactions
derived as an effect of dilution (last column, “random Coulomb magnets”) will be treated in chapters 4, 5 and 6.
Particular new features are stressed in red.
Type Pinch points? Lattice structure Orphan fract. Orphan inter. (T = 0)
Coulomb bipartite Yes corner-sharing 1/2 long-ranged
Coulomb non-bipartite Yes edge-sharing 1/3 long-ranged
Non-Coulomb (“Z2”) No corner-sharing 1/2 short-ranged
an emerging field is described by a magnetostatic action, one important requirement is that the frus-
trated units occupy a bipartite lattice [66]. This has an important consequence for the gauge-charges,
as their lattice scale dependence is completely removable (through a Mattis transformation), and their
long wave-length description is purely the one of emerging Coulomb charges in the continuum.
One of the main questions posed in this thesis regards which new phenomena shall occur if the
requirement of bipartiteness is abandoned. We propose to study three different lattices where the
frustrated clusters occupy a non-bipartite lattice. In chapters 2 and 3 we will present these lattices
leading to two new classes of classical spin-liquids, as summarized in Table 1.1, where the last two
lines represent the new spin-liquid classes that we discovered.
With respect to the classes of spin-liquids with pinch points (first two lines of Table 1.1) one
finds that two different spin-glass models with long-ranged interactions (random Coulomb magnets,
discussed in the previous section) effectively describe the effect of disorder in the form of dilution at
T = 0. The study of these T = 0 effective models is presented on chapters 4, 5, and 6.
In the maximally frustrated honeycomb model, treated in chapter 2 and largely based on Ref. [133],
we find that emerging gauge-charges interact as emerging Coulomb charges but with a non-trivial
sublattice dependence that cannot be removed by a Mattis transformation. Here, the fractionalisation
of the spin moments is into orphan spins carrying an odd-denominator fraction, namely 1/3, of the
microscopic magnetic moments. This is the first time such fractionalisation has been observed in a
classical spin system. The new spin-glass model originating from this new spin-liquid is treated in
chapter 6.
The next class of frustrated systems, considered in chapter 3, demonstrates the first example of or-
phan fractionalisation in a system without algebraic correlations at zero temperature, therefore show-
ing that these two phenomena are independent. This new liquid displays the emerging Z2 gauge struc-
ture, also present in the Ising limit, where a map to a dimer model on non-bipartite lattices (triangular
and kagome) is possible.
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1.4 Beyond topological phases of matter: disorder physics and
thermalization
In Sec. 1.2 we have argued that, possibly as an effect of disorder, frustrated magnets use to display
glassy phenomena at low temperatures, where a fraction of the spins are frozen in random orientations.
This freezing phenomena can be depicted as a development of a complex free energy landscape at low
temperatures, which turns into some sort of complicated looking, ‘rugged’ surface in phase space,
with a distribution of many valleys separated by large barriers, which can only be overcome at very
large time scales as the temperature gets lowered. In this way, a glassy system is generally said to
experience a loss of ergodicity at low temperatures, when it gets stuck in one of the several possible
free energy minima. The system is thereby incappable of exploring the whole available phase space
and, even after a long time, there will be some memory left about the current state.
Ergodicity is one very important assumption in equilibrium statistical mechanics. Simply stated,
it ensures that the collection of states obtained by time evolving a system will equally well describe
the equilibrium thermal distribution of a system. At first glance, this is an apparently contradictory
statement, as the individual equations of motion of each particle must be time reversal invariant, while
ergodicity seems to imply a preferred direction for the evolution of a system in time, namely the one
towards complete loss of information about the initial state. In fact, this apparent contradiction can
be understood in terms of the chaotic behavior of the equations of motion of non-integrable systems.
Ergodicity can therefore be obtained despite the time reveral invariance of the equations of motion,
since astronomical time scales are actually necessary for an ergodic system to return to its initial
condition. Therefore, it is safe to assume that, for example, a gas cloud initially occupying the corner
of a container will never (or at least with a vanishingly small probability) spontaneously come back
to that corner.
From the point of view of quantum mechanics, ergodicity seems apparently inconsistent with
the necessarily unitary time evolution of an isolated quantum system: say the ‘isolated’ system is
initially in a state described by a density matrix ρ(0), and by the Hamiltonian Hˆ (which we assume
for simplicity now to be time independent), then quantum mechanics requires its state at time t to be
ρ(t) = e−iHˆt/~ρ(0)eiHˆt/~. (1.15)
One possible question to be posed then is, how can thermalization be at all achieved? That is to say,
how will the density matrix of this system eventually get described by a thermal ensemble, ρ = e−βH,
or a microcanonical ensemble, where each energy level has a uniform probability distribution?
Attempts at answering this question only began in the 90’s [43, 161], and led to what is nowadays
known as the “eigenstate thermalization hypothesis” (ETH).
The whole density matrix of a system will in fact not be able to converge under the unitary time
evolution to a thermal equilibrium distribution. Nevertheless, local observables (which is all one can
access in experiments) are described by such a distribution. In other words, ergodicity occurs in
quantum mechanics at a local level. As the whole system evolves in time, the information about
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the initial state cannot be recovered locally. This statement can be formally described by considering
the local density matrix of a subsystem, denoted by the index S , while the remaining system acts as a
“bath”, which we denote by the index B. This local density matrix is obtained by tracing out degrees
of freedom in the bath:
ρS (t) = TrBρ(t), (1.16)
which will become a thermal distribution in the long time limit, t → ∞, and, more precisely, when
the remaining system, B, gets infinitely large [43, 117, 161]:
lim
t→∞ ρS (t)→ e
−βHˆS /ZS , (1.17)
where the canonical ensemble will be the limiting behavior in the case that only energy is a global
conserved quantity. However, if other global conserved quantities exist, other ensembles could well
be the limiting thermalized state.
The choice of initial states ρ(0) and of subsystems S in the definition of thermalization given
above should, in principle, be arbitrary if we require ergodicity to hold. ETH is a statement about one
special choice of initial states ρ(0), namely those obtained by the eigenstates of the Hamiltonian, Hˆ.
This is a particularly extreme case, since time evolution becomes trivial: ρ(t) = ρ(0). Therefore, given
an isolated system with Hamiltonian Hˆ, ETH for the the Hamiltonian Hˆ states that thermalization in
the sense described above, Eq. 1.17, holds for each of the states ρ obtained from eigenstates of Hˆ.
A trivial example where ETH will not hold is therefore when the Hamiltonian Hˆ is integrable.
In this case, there exists, by definition, an infinite set of local conserved quantities, and as such,
information about the initial state must be preserved locally [140, 141].
The condition of non-integrability to ensure ETH here is analogous to the chaotic systems which
also need this condition to ensure ergodicity. Therefore ETH can be interpreted as an alternative
statement about ergodicity in a quantum system. Its failure in the situation of integrability is not such
a big deal, since integrability is generally only guaranteed under fine tuning of the parameters, being
very sensitive to any perturbation.
Therefore it is interesting to pose the question of whether another kind of situation might violate
ETH? In fact this brings us to the consideration of disorder (again!), which is found to be an essential
ingredient for ensuring violation of ETH, and, most importantly, leads to a very robust situation with
respect to external perturbations, as opposed to integrable systems.
The fact that disorder can be such an important ingredient for both spin-glass phases to occur and
for systems to violate ETH is perhaps not just a simple coincidence. Systems violating ETH are, in
some sense, generalized versions of a spin-glass, as they violate ergodicity, with local memory of
initial conditions, in a similar manner to which a glass looks locally ‘frozen’.
1.4.1 Anderson localization and many-body localization
In 1958 Anderson discovered the phenomenon now known as Anderson localization [7]. One illustra-
tion of it can be given by a simple tight binding model in one dimension with random local chemical
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potentials (e.g., ui ∈ [−η : η], with η thus representing the disorder strength):
Hˆ = t
∑
i
(c†i ci+1 + c
†
i+1ci) +
∑
i
uic
†
i ci, (1.18)
with c†i describing creation operators (for fermions or bosons this is not very relevant in this dis-
cussion). Disorder has an impressive effect on this interaction free problem: all eigenstates become
localized, that is to say, each of the eigenfunctions has a weight exponentially damped around some
lattice site, i, no matter how weak the disorder (in this one dimensional case). This is a very surprising
effect, since at zero disorder all eigenstates are completely delocalized (with the only good quantum
number being the momentum).
One immediately sees that, as a consequence of such localization, a system initially prepared in a
state corresponding to any of these eigenstates will not thermalize in the sense discussed above; e.g.,
a local particle density operator will preserve information about the initial state. Systems presenting
Anderson localization therefore violate ETH.
An explosion in interest of the phenomenon of Anderson localization followed after an investiga-
tion of the effects of interactions posed in Refs. [19, 57]. In these early studies it could be established
by a perturbative argument, that interactions do not necessarily destroy the localization, and this gave
birth to a wide research field. Such many-body systems present the so-called many-body (Anderson)
localized (MBL) phase, which also violates ETH, while being very robust towards several perturba-
tions. The issue of the stability and existence of this new phase of matter has been intensively explored
numerically over the past years [18, 85, 96, 120, 121], while very recently, a non-perturbative argu-
ment on the existence of a MBL phase has also been given [74].
A paradigmatic model in studying the MBL phase nowadays consists of a chain of spins of quan-
tum number 1/2, with anisotropic interactions, and random local fields:
Hˆ = J⊥
L∑
i=0
(S xi S
x
i+1 + S
y
i S
y
i+1) + Jz
L∑
i=0
S zi S
z
i+1 +
L∑
i=0
hzi S
z
i , (1.19)
i.e., an XXZ chain with random local fields hzi ∈ [−η : η]. Using a Jordan-Wigner transformation,
one can map this model onto a Bose-Hubbard model. The first term would then be related to the
nearest neighbor hoppings, the last term would be translated into a random local chemical potential
(related to the random local fields hzi ), and the second term in this equation would be related to on-site
interactions (basically given by the anisotropy Jz).
The phenomenological picture existent for the MBL phase nowadays [72] states that this phase
corresponds to the emergence of an infinite number of local conserved quantities. This is captured
by the fact that on the MBL phase, the system is effectively described by emerging local degrees of
freedom, the “l−bits”, in terms of which the Hamiltonian is simple:
Hˆ = E0 +
∑
i
τzi +
∑
i j
Ji jτziτ
z
j +
∞∑
n=1
∑
i, j,{k}
K(n)i,{k}, jτ
z
iτ
z
k1
· · · τzknτzj, (1.20)
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and the several coupling constants, Ji j, K
(n)
i,{k}, j, fall off exponentially with distance. This Hamiltonian
translates the intuitive fact that, on the MBL phase, disorder converts the Hamiltonian, by an appro-
priate choice of a local basis, into a block-diagonal form.
On the one hand, this block-diagonal form is responsible for one important aspect of the MBL
phase, namely the fact that its spectrum statistics is different from the one in the thermal phase. For a
block diagonal matrix, the spectrum can not present level repulsion, and therefore the level statistics
are Poissonian. In a thermal phase the Hamiltonian does not have this structure, and level statistics
are of the Gaussian Orthogonal Ensemble (GOE). This difference is often used in numerical studies
for confirming the MBL-Thermal phase transition as one changes the disorder strength.
On the other hand, this phenomenological effective picture for the l−bits explains one interesting
aspect of the dynamics of entanglement propagation in an MBL phase. It was numerically found in
2012 by Bardarson, et.al. [18] that when starting from a state with small entanglement, e.g., a product
state, entanglement spreads in the system in a very slow, logarithmic in time, manner. This finding
can be understood in terms of the exponentially decaying coupling in space between the l−bits, which
thereby start to get entangled only after a logarithmically large time [72].
While a phenomenological picture of the MBL phase is nowadays firmly established, the nature of
the transition itself, from the thermal to the MBL phase, continues to be an intensive field of research.
One further important stream of research considers the effect of several perturbations on the stability
of the MBL phase, as well as the special dynamics existent in such states.
The non-equilibrium behavior in such systems is highly non-trivial, and perhaps the simplest
situation in which non-equilibrium effects can be studied is under appliance of a periodic driving in
time. A study of the dynamics of such Floquet-MBL systems will be explored in the last chapter of
this thesis. The next subsection serves as a brief introduction to this field.
1.4.2 Floquet-MBL
Floquet systems are systems with a time-dependent Hamiltonian that is periodic in time:
Hˆ(t + T ) = Hˆ(t). (1.21)
For such systems it is useful to consider the time evolution operator under one period:
Uˆ(T ) |ψ(t)〉 = |ψ(t + T )〉 , (1.22)
which can also be used to define an effective (time independent!) Hamiltonian, He f f , that propagates
the system over one period (with units such that ~ = 1):
Uˆ(T ) = eiHe f f T . (1.23)
One important aspect of adding time dependence to a Hamiltonian is that energy conservation is
lost. Periodically driven systems are in a sense the simplest systems with loss of energy conservation
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because one can still define a weaker form of energy conservation, namely, quasi-energy conservation.
These are defined through the eigenvalues of the stroboscopic evolution operator, Uˆ(T ), as
Uˆ(T )
∣∣∣e f f 〉 = eie f f T ∣∣∣e f f 〉 . (1.24)
The quasi-energies, e f f , are therefore only defined modulo a constant, 2pi/T , with T being the driving
period.
The consideration of a periodic driving in an MBL system is interesting from several points of
view. As we have argued in the beginning of this section, ETH characterizes quantum ergodic behavior
in an ergodic system. If a system only possesses energy as a global conserved quantity, the final
thermal state of a subsystem of any large enough system will, in the long time limit, be described by
a canonical ensemble, as the rest of the system will serve as a bath to that subsystem.
In Floquet systems that obey ETH, the final state of a subsystem will similarly completely lose
information about its initial state and will instead tend to a diagonal ensemble state where all of its
eigenstates are equally probable, i.e., this is effectively an infinite temperature state (β = 0). This
corresponds to the natural intuition. Since the driving periodically pumps energy into the system, it
must ultimately tend towards an infinite temperature state. This also shows that the most important
effect of the bath in the thermalization process is not just the one of being an infinite source of energy,
or particles, or any other globally conserved quantity to a subsystem. The bath is actually involved in
entangling the degrees of freedom of the subsystem with the rest of system, so strongly in fact, that
no information can be locally preserved about the initial state, i.e., entanglement spreads information
about the initial state throughout the entire system.
It is therefore very interesting to study what the main consequences of a periodic driving to an
MBL system must be. Is it possible for the MBL phase to survive this perturbation? In fact, recent
numerical studies [91, 124] came to the interesting conclusion that, even under the driving, the system
can remain MBL in the infinite time limit, at least while the driving frequency is not too small.
Such periodically driven MBL systems present the very counter-intuitive behavior of being pumped
periodically by energy, but not being capable of absorving it. The infinite temperature state is thereby
avoided in MBL systems! This gives one example of the tremendous robustness of such a phase
towards perturbations.
While this long time behavior has been already well studied in the literature [91, 124], in this
thesis we propose to numerically study the dynamics of heating in an initial MBL system that is pe-
riodically driven. For that we consider a monochromatic driving in the paradigmatic model presented
in Eq. 1.19. As we change the driving frequency and amplitude several outcomes for the dynamics are
possible. For parameters that tune the system between a stationary state of thermal character and one
of MBL character, a new phenomenon was discovered: the heating of the system becomes extremely
slow, increasing logarithmically with time.
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1.5 Thesis outline
This thesis can be naturally divided into three main parts: (i) the proposal of models presenting new
classical spin-liquid phases; (ii) the study of effective spin-glass models related to the classical spin-
liquids; and (iii) the study of dynamics in disordered systems presenting an MBL phase under ap-
pliance of a periodic drive. In all these three parts, a central role is played by the consideration of
disorder effects.
The consideration of disorder effects in the form of dilution in spin-liquids is important as it
presents a theoretical way to test the liquid phase. In a similar way, such disorder effects are consid-
ered, e.g., in dimer models, by explicit consideration of monomers, which are a theoretical tool in
analysing the confinement degree of the corresponding dimer phase. Similarly, we will argue in our
models considered in Part I, that perhaps the cleanest way classical spin-liquids may manifest their
non-triviality, as opposed to a simple paramagnet, is by the phenomenon of orphan fractionalisation,
which can be tested in our models only through introduction of disorder.
This alone constitutes a strong motivation for studying disorder physics in such new phases of
matter. At the same time it is of interest to understand up to which point disorder effects might play a
role in experimentally observed glassy behavior at low temperatures, and this is one of the motivations
for our study in Part II.
The outcome of this study does not explain the complex glass phenomena observed experimen-
tally. In fact, neglected quantum effects might be playing a key role. It is interesting in this sense
that the ideas of glassy behavior and loss of ergodicity have been experiencing a revolution in recent
years through the intensively studied field of MBL phases, where many open questions are currently
explored. The final Part III of this thesis will explore a model in this context.
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Part I
The quest for new spin-liquids
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Chapter 2
Classical spin-liquid on the maximally
frustrated honeycomb lattice
In our introductory discussion of chapter 1, we have argued how geometrically induced frustration
of the magnetic interactions can lead to new phases of matter, which are not simply described by
an emerging local order parameter field, but instead by an emerging gauge field. In this respect, a
particular class of lattice geometries was presented in which a classical Heisenberg model may be
expected to exhibit a low temperature Coulomb spin-liquid phase. This class consists of lattices made
out of corner sharing clusters, where it is furthermore required for the clusters themselves to form a
bipartite lattice. With both of these conditions satisfied, it is explicitly known how to obtain a map
from spin variables to the emergent gauge field [66].
One interesting question might therefore be, what are the consequences of abandoning this re-
quirement of bipartiteness? The current chapter and the next constitute an investigation of this issue,
which, as we will see, may give rise to two different outcomes, thence the division in presentation.
The simplest non-bipartite lattice one can perhaps think of is the triangular lattice. Requiring
clusters to occupy a triangular lattice can lead to several different lattices, depending on our choice of
clusters. In this chapter we choose these clusters to be hexagons.
Choosing the clusters and the lattice they occupy still leaves a possible freedom on how to connect
the different clusters. In fact, two possible choices can be apparently made here: if the hexagons share
an edge, we have a variant of the honeycomb lattice, presented on Fig. 2.1, studied in this chapter
(which is strongly based on Ref. [133]). If instead we let the hexagons only share a corner, we get a
variant of the kagome lattice, Fig. 3.1, studied on the next chapter. As we will see, these two choices
lead to completely different outcomes in the spin-liquid behavior.
The honeycomb lattice has – somewhat belatedly – become one of the prime hunting grounds for
spin-liquids (SL) in d = 2 [9], in addition to the kagome and the J1 − J2 square lattice Heisenberg
models, which have been the focus of much attention over decades, continuing until today. In both
these latter cases [37, 41, 50, 97, 106, 138, 147, 158, 170, 173], confidence in the existence of a
quantum SL state for S = 1/2 magnets has ebbed and flowed, while the classical (large-spin) versions
evade liquidity by exhibiting – rather interesting – forms of order by disorder [34, 35, 39, 109, 110,
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Figure 2.1: Projection of the octahedron into the hexagon and the J1 − J2 − J3 model on the honeycomb lattice.
The J3 interactions are differentiated with colors.
135, 143, 166, 172].
The richness of magnetic models on the honeycomb lattice – bipartite, like the square lattice
– has therefore come as somewhat of a surprise. Initially emulating its brethren by appearing to
support a quantum SL in a Hubbard model [105], it has been attracting attention in the context of the
fractionalised phases of the Kitaev honeycomb model [84], exhibiting highly unusual exactly soluble
quantum SL phases. Particular impetus arose from the suggestion that the Kitaev Hamiltonian may
describe the materials {Na, Li}2IrO3, provided a Heisenberg term is added [78, 102, 159]. In fact,
detailed studies of these materials suggest that further nearest neighbour terms play an important role
in explaining spiral ordering at low temperatures [137], and one of the models studied in some detail
is the J1-J2-J3 Heisenberg model, which had already been subject to considerable earlier attention [5,
23, 51, 136]. In determining the Hamiltonian appropriate to these materials, it has turned out to be
instructive to consider their response to disorder [10].
2.0.1 Chapter synopsis
The proposed variant of the honeycomb lattice studied here presents an overlooked, classical SL state.
This lattice turns out to correspond to an associated (known) degeneracy point J1/2 = J2 = J3 of the
Heisenberg model on the honeycomb lattice. This represents the first realisation of a SL in d > 1
of edge-sharing simplices, which here take the form of octahedra. The structure factor of the model
exhibits pinch points, rather unexpectedly for a lattice whose dual is not bipartite. These reside at
the zone corner three-sublattice wavevector Q (which distinguishes between the three sublattices of
the underlying triangular Bravais lattice). Furthermore, the SL state exhibits novel disorder effects
whereby, upon dilution, fractionalised moments carrying one third of the microscopic spin moment
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appear. These fractionalised moments interact via a frustrated, sublattice-dependent, long range inter-
action in the limit of low temperature, T .
We start by presenting the model in section 2.1 and then show in section 2.2 that the liquid phe-
nomena all derive from the fact that the low temperature behaviour of the spins is controlled by the
spatial fluctuations of the three-sublattice order parameter of a dual surface with triangular symmetry.
We support the findings from this effective low-T theory by exact calculations within the so-called
large−n approach, which is explained in detail on appendix A. This SL thus represents a new class
of low-temperature behaviour, quite distinct from the classical Coulomb spin-liquid state, emergent
on networks of corner-sharing simplices, in which the low-temperature correlations are controlled by
fluctuations of a dipolar (divergence-free) vector field defined on the links of the corresponding bipar-
tite dual lattice. Additionally, the XY version of this system is interesting. It exhibits, as we examine
in section 2.3, nematic order by disorder: As T → 0, the spins fluctuate predominantly around a
nematic axis, making them effectively Ising-like, and causing an algebraic decay of spin correlations
at certain wave vectors. This leads to peaks in the structure factor which turn out to be straightfor-
wardly detectable in neutron scattering, providing an unusually direct signature of nematic order. We
then investigate in section 2.4 the stability of this new found liquid phase away from the maximally
frustrated point in the general J1-J2-J3 Heisenberg model, where we use a spin-wave analysis to find
a regime in which thermal fluctuations favor liquid behavior. We end the investigation of this model
with a study of dilution effects in section 2.5, by using a novel hybrid field theory, the calculations of
which are presented in full detail on appendix B.
2.1 Model
The Hamiltonian for classical O(n) spins ~S i of unit length on sites i of the honeycomb lattice reads:
H = J1
∑
〈~r,~r1〉
~S ~r · ~S ~r1 + J2
∑
〈〈~r,~r2〉〉
~S ~r · ~S ~r2 + J3
∑
〈〈〈~r,~r3〉〉〉
~S ~r · ~S ~r3
=
J
2
∑
~R
(~S7(~R))2 + const., (2.1)
where 〈~r,~r1〉, 〈〈~r,~r2〉〉 and 〈〈〈~r,~r3〉〉〉 refer respectively to first, second and third nearest neighbour
pairs. In the second line, which follows from fixing J1/2 = J2 = J3 = J, ~S7(~R) is the total spin of the
hexagon labeled by the dual triangular lattice site ~R at its center.
This form shows that each and any configuration where each hexagon ~R has vanishing total spin,
~S7(~R) = 0, is a ground state. Such a rewriting is helpful for geometrically frustrated lattices, often
used for ‘corner-sharing’ structure of elementary simplices [109, 110], examples being pyrochlore
(corner-sharing tetrahedra) or kagome (corner-sharing triangles) lattices. It immediately allows to
estimate the dimensionality of the ground state manifold, F. This proceeds by subtracting the number
of constraints, K, imposed by Eq. 3.1, from the total number of degrees of freedom, D, of the spin
system, as explained in the following.
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2.1.1 Constraint counting
For a system of n-component spins with N such simplices, and each spin part of b simplices, D =
q(n − 1)/b per simplex, where the number of spins in a simplex q = 3, 4, 6 for triangle, tetrahedron,
octahedron respectively. Each simplex imposes K = n constraints, as each component of its total spin
must vanish. Hence,
F =
q(n − 1)
b
− n. (2.2)
To maximize F, and hence enhance the chance of finding a SL [109, 110], one thus should minimize
b, or maximise n and q. Indeed, b is minimal for corner-sharing arrangements, and q = 4, n = 3
result in the well-established classical SL on the pyrochlore lattice. Triangle-based lattices (kagome
has q = 3) need higher, n ≥ 4, component spins for a similar SL to arise [73].
The J1−J2 model on the square lattice with J2 = J1/2 can be thought of as edge-sharing tetrahedra,
with a large q = 4; it does not support F > 0 for any n. Indeed, no such Heisenberg model with F > 0
has been identified for edge-sharing simplices at all so far. However, from Eq. 2.2, F = 1 for q = 6
and b = 3, which corresponds to the frustration point of the honeycomb lattice, Eq. 3.1! It can be
thought of as edge-sharing octahedra (Fig. 2.1), and thus presents the first instance of a possible SL
on an edge-sharing lattice. It is also the first with b > 2.
2.2 Effective theory and numerics
To explore the consequences of this unusual geometry for the low-temperature behaviour of n compo-
nent spins, we now develop a low energy effective description. Consider an A-sublattice (B-sublattice)
site ~rA (~rB) of the honeycomb lattice, which sits at the center of an “up-pointing” (“down-pointing”)
triangle comprising dual lattice points ~Ra, ~Rb and ~Rc belonging to the three sublattices of the tripartite
dual triangular lattice. One writes the corresponding O(n) spins ~S ~r in terms of ~ζ~R and ~τ~R, two O(n)
vector fields on the dual triangular lattice.
~S ~rA =
∑
α=a,b,c
(~τ~Rα +
~ζ~Rα),
~S ~rB =
∑
α=a,b,c
(~τ~Rα − ~ζ~Rα).
Next, we note that {~ζ} drop out of the classical Hamiltonian Eq. 3.1 when rewritten in these
variables. We have
H({~S }) = F2({~τ}) + const., (2.3)
where
F2({~τ}) = βJ2
∑
~R
(6~τ~R + 2
∑
~Rn∈∂~R
~τ~Rn)
2 (2.4)
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Figure 2.2: Spin structure factors on the maximally frustrated honeycomb lattice. Both Monte Carlo (MC)
results correspond to N = 1800 spins at T/J = 0.01.
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Figure 2.3: A geometrical ‘proof’ that the ground state presents long ranged correlations. The total spin sum
along alternating sets of blue and red spins has a fixed value with alternating signs.
Here, ~Rn ∈ ∂~R denotes the six dual triangular lattice sites ~Rn that are nearest neighbours of the dual
triangular lattice site ~R. Thus ~ζ encodes the T = 0 fluctuations of the classical SL, while ~τ captures
thermal fluctuations.
To obtain the form of the entropic contribution to the phenomenological low temperature free-
energy density, we take guidance from the self-consistent Gaussian approximation (equivalently, the
large-n limit, see appendix A for an overview of this approach, which will play an important role in
all our spin-liquid/spin-glass studies on this Thesis) [52]. As is well-known, this predicts an entropic
contribution that takes the form λ2
∑
~r
~S 2
~r at low temperature. Incorporating this into our description,
we see that the partition function can be written as a product of ~ζ and ~τ partition functions, with
actions
Sζ = F1({~ζ}), Sτ = F1({~τ}) + F2({~τ}), (2.5)
where
F1({~v}) = λ2
∑
~r
(~v~Ra(~r) + ~v~Rb(~r) + ~v~Rc(~r))
2 (2.6)
for {~v} = {~ζ} or {~τ}. Here, the phenomenological spin-stiffness λ is chosen to ensure 〈~S 2
~r 〉 = 1.
The T → 0 limit is thus characterized by a particularly simple action in which the ~τ fields do
not contribute. This action, as well as the expressions for the physical spins ~S , are both invariant
under ~ζ(~R)→ ~ζ(~R) + Re(~χ exp(2piiQ · ~R)) for any constant ~χ, where Q is the three-sublattice ordering
wavevector. Thus, this limit of our effective theory describes the spatial fluctuations (parameterized
by ~ζ) of the three-sublattice order parameter of a dual surface with triangular symmetry. At non-zero
temperature, the partition function also receives contributions from fluctuations of ~τ, which exhibit a
similar symmetry.
2.2.1 Correlations from effective theory
Using the effective theory, we have analytically computed spin correlations in the T → 0 limit. This
effective theory result is in agreement to the traditional large−n approach to compute correlations
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Figure 2.4: Specific heat obtained in Monte Carlo simulations of the pristine Heisenberg (n = 3, left) and XY
(n = 2, right) systems, with c = 38 kB <
bn
2q kB =
1
2 kB indicating nematic order by disorder for the XY case.
in frustrated systems [52]. This approach is explained on appendix A, and it will be an analytical
tool used througout this Thesis. The corresponding spin structure factor features pinch points at Q,
Fig. 2.2. While such pinch points are the defining characteristic of algebraic SLs [66], their present
location at the three-sublattice wavevector reflects the unusual underlying tripartite structure of the
low temperature correlations implied by our theory. Indeed, the very existence of pinch points in the
Heisenberg case comes as somewhat of a surprise given the non-bipartite nature of the dual triangular
lattice. In the corresponding corner-sharing models, the bipartiteness of the dual lattice (square, hon-
eycomb or diamond lattice) is a crucial ingredient for such pinch points [66]. For instance, in work
close in spirit to the present one, on bosons on a honeycomb and the dual triangular lattice [116], one
finds an Ising emergent gauge field implying the absence of pinch points.
The presence of pinch points, and therefore of long-range correlations in the ground states of this
model, can also be understood geometrically as shown in Fig. 2.3. The ground state constraint on
each hexagon, ~S7 = 0 imply that the total spin sum along the one dimensional sets of spins denoted
by blue or red points on Fig. 2.3 has (alternately in sign) a fixed value. This shows that information
about the spin configuration is ‘propagated’ throughout the system due to the local Gauss’ laws. In
the sense described by Villain of a cooperative paramagnet, this system is highly constrained, yet free
enough for displaying strong fluctuations.
In order to test these predictions, we have performed Monte Carlo (MC) simulations that employ
a combination of heat-bath and microcanonical moves as well as parallel tempering moves. The struc-
ture factor from MC simulation of Heisenberg spins (Figs. 2.2) agrees with the analytical prediction
of our effective theory. In sharp contrast, for n = 2, the corresponding XY model, low temperature
peaks develop in addition to the pinch points. This is an instance of emerging nematic (collinear)
order by disorder, to which we turn next.
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2.3 Nematic order-by-disorder for XY spins
We start the analysis of the order by disorder occuring in the XY case by making a mode count-
ing [109, 110]. Since the Hamiltonian can be expressed as H = J2
∑
α(~S α7)2 (Eq. 3.1), by equipartition
one expects 〈(S α7)2〉 = kBT2 per mode, and as one spin is shared among b = 3 hexagons, each hexagon
(q = 6 spins) gives b/q modes per spin component. This therefore yields for the specific heat c = bn2qkB
for O(n) spins on the lattice. This is indeed observed for Heisenberg spins where c→ 3kB/4 as T → 0
from the MC simulations (Fig. 2.4 (left panel)).
For the XY case, the observed value of c = 0.375kB (Fig. 2.4 (right panel)) is lower than the result
expected from equipartition theorem. This is because half of the quadratic modes are now replaced,
through the mechanism of order by disorder [34, 39, 109, 143, 172], by “softer” quartic modes which
contribute kB/4 instead of kB/2 per mode to the specific heat at low temperature. We then get:
cT→0 =
kB
2
.
1
2
+
kB
4
.
1
2
= 0.375kB, (2.7)
which agrees with the observed Monte Carlo results.
The development of such soft quartic modes is consistent with small spin fluctuations around
collinear states. This can be readily understood by explictly constructing such excitations on a single
hexagon where the energy is given by E = J2
∑
α(~S α7)2 such that E ∝ (δθ)4 where δθ denotes a
small deviation from the collinear axis [109]. In the limit of T → 0, we expect that the thermal
fluctuations select the collinear spin arrangements with an overwhelmingly large probability for the
XY spins, leading to a long-ranged uniaxial nematic order. To study this further, we compute the
nematic correlation function in the Monte Carlo simulations:
Cnem(x, y) =
∑
i, j
2
(
〈
(
~S i · ~S j
)2〉 − 1) δ(~ri j − (x, y))/∑
i, j
δ(~ri j − (x, y)) (2.8)
We see that Cnem(x, y) does not decay to zero at long distances when T → 0 implying the presence
of long-ranged nematic ordering (Fig. 2.5, left panel). Furthermore, since the quartic modes provide
the dominant fluctuations at low temperature, we expect that Cnem(x, y) for a fixed separation vector
(x, y) scales as 1−T 1/2 [34]. We check this prediction at the separation vector (L/2, 0), with the result
shown in Fig. 2.5 (right panel).
The observed peaks in the structure factor (Fig. 2.2) for the XY spins indicate the ordering wave
vector for the nematic order. These are not however Bragg peaks, and the spin-spin correlations decay
to zero at large distances even when T → 0 unlike the nematic order.
We note that the unexpected appearance of these peaks is a diagnostic for nematic ordering more
generally–indeed, they appear even for the coplanar order by disorder [34, 143] of the kagome
Heisenberg antiferromagnet. The reason for their appearance is beautifully indirect: nematic ordering
goes along with the emergence of discrete (Ising for our model, Potts for the kagome case [34, 143])
effective degrees of freedom from the continuous Heisenberg ones. Now, in two dimensions, such a
discreteness leads to the appearance of additional operators in the effective low-energy theories, as
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Figure 2.5: Left: The nematic correlations as a function of distance for different temperatures. Right: Deviation
from saturation of the nematic correlation function at separation vector (L/2, 0) as a function of temperature.
described in the pedagogical introduction by Zeng and Henley on height models [171]: they, in turn,
lead to the peaks in the structure factor generally reflecting algebraic (rather than long-range) spin
correlations in addition to the pinch points as shown in Fig. 2.2 for our case; or, for kagome, in the
comparison between large-n [52] and low-temperature n = 3 [162] structure factors. The nematic
diagnostic is therefore fundamentally a diagnostic of emergent discreteness.
2.4 Stability of the liquid phase away from maximal frustration
The J1 − J2 − J3 Hamiltonian on the honeycomb lattice exhibits two collinear ground states as well
as a spiral phase at zero temperature away from its maximal frustration point J1/2 = J2 = J3 = J
(where we have shown the existence of an algebraic spin-liquid phase). Such manifold instabilities in
the presence of perturbations are typical for frustrated magnets.
However, close to the frustration point, the finite temperature properties are also controlled by the
spin-liquid even though the T = 0 state is ordered. This happens when (at the latest) the temperature
is of order the perturbation away from this point.
This is easily demonstrated in the following concrete setting. We consider small fluctuations of the
spins around the ordered ground state. For ease of analysis, we select J1 = 2J and J2 = J3 = (1− κ)J.
Then the ground state is a Néel state for κ > 0 and a collinear striped state for κ < 0. We consider
κ > 0 for concreteness.
The ground state can then be simply parametrized as ~S i = (0, 0, 1) on one sublattice and ~S i =
(0, 0,−1) on the other sublattice of the bipartite honeycomb lattice. We now introduce small fluctua-
tions to each spin, which are denoted as ~S i = ( xi , 
y
i , 
z
i ) where 
z
i = ±1 ∓ (
x
i )
2+(yi )
2
2 (to enforce the unit
length constraint for the spins to quadratic order) where the two signs refer to the two sublattices. We
then calculate the energy deviation of such a state from the ground state using Eq. 3.1, and obtain the
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Figure 2.6: Spin wave dispersion at κ = 0.1 along qx = qy. The lower branch has bandwidth of order κ;
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following Hamiltonian for the small fluctuations retaining terms up to O(2):
H =2J
∑
〈i, j〉
( xi 
x
j + 
y
i 
y
j )
+ (1 − κ) J
∑
〈〈i,k〉〉
( xi 
x
k + 
y
i 
y
k ) +
∑
〈〈〈i,l〉〉〉
( xi 
x
l + 
y
i 
y
l )

+ 3 (1 + κ) J
∑
i
(
( xi )
2 + (yi )
2
)
(2.9)
Going to ~q space one finds, at small κ, the following dispersions for the lower and upper spin-wave
bands (Fig. 2.6):
λ−(~q, κ)
J
=
2(3 − 2 cos 3~q·~a12 cos ~q·(~a2−~a3)2 − cos ~q · (~a2 − ~a3))3 + 2s~q
 κ + O(κ2), (2.10)
λ+(~q, κ)
J
=
λ+(~q, 0)
J
+
(
3 − 2s~q − (1 + 2 cos ~q · ~a1)(1 + 2s~q + 2 cos ~q · (~a2 − ~a3))3 + 2s~q
)
κ + O(κ2), (2.11)
where s~q = cos ~q ·~a1 +cos ~q ·~a2 +cos ~q ·~a3, with any two of ~ai being primary vectors for the underlying
Bravais (triangular) lattice.
The long-range order at T = 0 vanishes at any finite temperature, because spin or nematic order
are precluded by the Mermin-Wagner theorem; however, this happens only at very long lengthscales,
so that in practice one can define a substantial regime where order is present for practical purposes.
In that sense, spin order persists for T  κJ. However, when T ∼ κJ, there is a crossover as lower
band λ−(~q) becomes strongly populated, melting the antiferromagnetic correlations at short and inter-
mediate length-scales as well. However, as long as T  J, the resulting cooperative paramagnet is
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still described by the spin-liquid correlations of the maximally frustrated point that is characterized
by an entire band of zero energy modes.
Another general way of phrasing this result is to state that the entropic contributions to the free en-
ergy of the fluctuating spin-liquid dominate over the energetic gains due to the perturbations favouring
the ordered state.
2.5 Dilution Effects
The ground states of SLs often are less revealing of their topological nature than their excitations. An
elegant way to visualise the latter as effectively a ground state property is to introduce disorder which
then nucleates excitations. In SLs, this is perhaps most easily done by replacing some of the magnetic
ions with non-magnetic ones. For classical SLs, this dilution problem has been studied in some detail
both experimentally [87, 104, 119, 150], and theoretically [65, 108, 151–153]. In particular, as we
discussed on the Introduction, for the cases of SCGO, the checkerboard and the pyrochlore lattices,
it was found that fractional impurity moments carrying one half of the moment of a free spin arise
as a cooperative phenomenon. These so-called orphan spins occur when all but one of the spins of
a simplex are replaced – so that the total spin of that simplex (see Eq. 3.1) can no longer possibly
vanish.
With this motivation, we have analyzed the response of the honeycomb Heisenberg SL to dilution
within our effective field theory, incorporating missing sites as a constraint ~S j = 0, and retaining the
orphan spin degree of freedom as a unit vector in our description [152, 153]. The calculations in this
hybrid field theory for the orphans is shown in full detail on appendix B.
First, one must note that all other kinds of defects (i.e., hexagons with more than one spin left) do
not lead to fractionalisation or a Curie tail contribution to the magnetic susceptibility at low tempera-
ture for the same reasons as for the corner-sharing lattices [108].
In contrast, the orphans here provide a number of signatures of the new structure of the honeycomb
SL. First of all, they directly reflect the fact that we have b = 3 edge-sharing octahedra meeting in
each site – the fractional impurity moment is not one half but one third of that of a free spin! This
is displayed in Fig. 2.7 (top panel) where our analytical prediction (see appendix B) for the impure
(diluted) system’s magnetization response to a field, Md, subtracted from the same response for a
clean (undiluted) system, Mu, which we call the impurity magnetization:
Mimp = Md − Mu = BS/3(h,T ), (2.12)
is the one of a paramagnet in an external field h, with one third of the original moment, S/3. The
function BS (h,T ) = coth(βh) − 1/(βh) is the Brillouin function, which dictates the magnetization
response of a paramagnetic moment S in an external field h at temperature T . Furthermore, the im-
purity susceptibility at zero external field does also show that the impurity susceptibility is the one
of a fractionalised, one third moment, Fig. 2.7 (top panel, inset). This is, to our knowledge, the first
instance of fractionalisation into three items in a classical spin model.
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The hybrid field theory does also predict that the magnetization curve of the orphan at temperature
T under appliance of a field of magnitude h is the one of a paramagnet, but in a reduced field, h/3:
〈S zorp.〉 = BS (h/3,T ). (2.13)
This prediction was tested on MC simulations with Heisenberg spins where we simulate the system
with a single orphan, and is also shown on Fig. 2.7 (bottom panel).
The orphans see a reduced field as a result of the screnning caused by the texture developed
around them. It is in fact possible to analytically predict the shape of this texture (see appendix B),
and the comparison to our MC also shows good agreement, Fig. 2.8. The texture shown there has
been computed along the set of points i~a1 + 2~a2 with i ∈ {−L/2, . . . , L/2}, and the two primary vectors
~a1,2 are as described on Fig. B.1.
Finally, the hybrid theory also delivers a prediction on the way orphans interact. These interactions
are entropic in nature and take the form of an effective Heisenberg exchange Jeff mediated by the bulk
SL, and hence reflect the structure of the latter.
In the classical SLs known so far, these effective interactions can be written in a form which
is uniformly antiferromagnetic [132]. Here, this is not possible: we now find that these interactions
are antiferromagnetic / ferromagnetic for orphans residing on the same / different sublattice of the
dual triangular lattice, respectively, with the antiferromagnetic interactions being twice as strong as
the ferromagnetic ones. This intricate structure in the effective exchange couplings follows from our
field theory, which relates these entropic interactions to correlations between the thermally excited
net spins ~S7(~R) (Eq. 3.1) in the pristine bulk spin-liquid:
βJeff(~R1, ~R2) ≈ −〈
~S7(~R1) · ~S7(~R2)〉
〈~S7(~R) · ~S7(~R)〉2 , (2.14)
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look at appendix B for a derivation of this result. For low T and large distances |~R1− ~R2|  a between
the orphan spins, where a is the lattice spacing, this gives a scaling form (Fig. 2.7):
βJeff = η(~R1, ~R2)F ((~R1 − ~R2)
√
T ) (2.15)
T→0
=
1
2pi
η(~R1, ~R2) log(|~R1 − ~R2|), (2.16)
where η = +1 (η = −1/2) if ~R1 and ~R2 are on the same (different) sublattices of the dual triangular
lattice.
2.6 Outlook
We have seen in this chapter that a simple modification on the lattice structure for cluster forming a
non-bipartite lattice can lead to a new class of spin-liquid, which still displays algebraic correlations,
nonetheless the effective form of the emergent action is different from the one of a Coulomb phase.
Notwithstanding its simplicity, the maximally frustrated honeycomb lattice displays a plethora of
phenomena of current interest; the unusual emergent ~τ and ~ζ fields and the new fractionalised behav-
ior of 1/3 for the impurity spin moments show that these nontrivial phenomena, usually associated
with the quantum realm, can emerge even in a classical setting. Additionally, the resulting pattern of
frustrated logarithmic interactions between the impurity moments is as yet unstudied. This new spin
glass model will be the main subject of investigation in chapter 6.
As for realisations, the 2 : 1 : 1 ratio of exchange interactions is natural if exchange is via an ion
on the hexagon center with no angular dependence, as the nearest neighbour bonds are part of two
hexagons. Known experimental values are encouragingly nearby, being close to 2 : 1.6 : 1.6 [102].
Hence direct observation of these phenomena might be possible, the main obstacle perhaps being the
effects of quantum fluctuations for S = 1/2. As we have also argued here, slightly away from the
maximal frustration condition and at finite T , the classical SL behavior will also be favoured over
competing phases on account of its large entropy.
We continue the strategy used in this chapter to propose two more models in the next chapter,
where we will get a much different outcome. Abandoning the bipartiteness condition there will destroy
the algebraic correlations, nevertheless the phenomenon of orphan fractionalisation survives.
Chapter 3
A fractionalised “Z2” classical Heisenberg
spin-liquid
We proceed now with our investigation of the consequences of a slight modification of the lattice ge-
ometry of a class of known classical spin-liquids (SL), which we have started in the previous chapter.
Remember that the starting point was to abandon the requirement of clusters occupying a bipartite
lattice.
Using this strategy, we found in the last chapter, dealing with the maximally frustrated honeycomb
lattice where the clusters are edge-sharing hexagons sitting on a triangular lattice, that in fact a new
kind of SL phase occurs, characterized by an emerging gauge field which gives rise to algebraic spin
correlations at T = 0, a behavior much similar to that of a Coulomb SL.
For the systems introduced in this chapter (which is strongly based on Ref. [131]), we will see that
in fact a much different low-T behavior can be obtained as a consequence of the same modification
in lattice geometry: The clusters building the lattice geometries considered here do again violate the
condition of forming a bipartite lattice, but algebraic correlations at T = 0 are absent.
As a consequence of the investigation in the current and previous chapters we, therefore, estab-
lish that in fact at least three distinct classes of classical SL exist: besides the already known U(1)
Coulomb liquids (which were the first Heisenberg SL to be identified unambiguously: the antiferro-
magnet on the pyrochlore lattice [109, 110], also discussed in the introduction), we have the “Coulomb
non-bipartite” SL phase of chapter 2 and the “Z2” SL phase of the current chapter, see table 1.1 for
an overview of the main differences between these classes. This sparsity of known classical Heisen-
berg SL behavior is in strong contrast to the by now overwhelming variety of known quantum SL
(for an example, see Ref. [160]), where a multitude of quantum SL have been discovered [94] and
classified [169],
Fractionalisation is one of the several unusual properties generally observed in systems evading
low temperature conventional symmetry breaking ordered states in favor of unconventional topologi-
cal orders. For the classical Heisenberg U(1) liquids, that we also have described on chapter 1, a way
in which its microscopic degrees of freedom may also exhibit this non-trivial phenomenon is known:
disorder in the form of dilution creates new, weakly-interacting, magnetic degrees of freedom which
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Figure 3.1: Our Heisenberg models are defined on the ruby (left) and a kagome (right) lattices. These can
be respectively seen as fully connected squares forming a kagome, and fully connected hexagons forming a
triangular, lattice. A choice of basis is indicated by the connected sets of blue bonds, and three of the underlying
primary vectors of the Bravais lattice in both cases are also presented.
possess a half of the microscopic magnetic moments of the Heisenberg model [65, 152].
The new Heisenberg SL of the previous chapter was demonstrated to also exhibit this orphan
fractionalization, and the calculations within the hybrid field theory demonstrating this fact are shown
in detail on appendix B. The orphans of the previous chapter are much similar to orphans in the U(1)
Heisenberg SL (e.g., also presenting truly long ranged interactions at T = 0), although with some
slight differences.
Such orphan fractionalisation is perhaps the cleanest signature of spin liquidity in such a classical
setting, as definitions in terms of topological field theory are frustrated by the bulk gapless excitations
due to the continuous classical nature of the Heisenberg spins.
The developments in the current chapter will show that orphan fractionalisation indeed occurs for
the new SL phase found here, although algebraic correlations in the T → 0 limit are absent. This
proves therefore that these two phenomena are independent.
3.0.1 Chapter synopsis
We begin in Sec. 3.1 by introducing two Heisenberg models, defined on variants of the (3, 4, 6, 4)-
Archimedean lattice (known as the ruby lattice; for a nice introduction to Archimedean lattices see
Ref. [139]) and of the kagome lattice, Fig. 3.1. When viewed as corner-sharing networks of clusters,
these lattices do not allow the conventional mapping from spin to flux variables to obtain an emergent
U(1) gauge field [66].
We then move on Sec. 3.2 to an investigation of the existing orphan fractionalisation in the cur-
rent models. This can be confirmed both through the hybrid field theory (explained in details on
the appendix B) and through Monte Carlo simulations of the Heisenberg model. We then provide
in Sec. 3.2.1 the solution of the corresponding classical O(n) models in the large-n limit and show
3.1. Model 43
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0  5  10  15  20  25  30
(M
d 
-
 
M
u
)/S
βhS
JS2β = 100
JS2β = 200
JS2β = 1000
B1/2(h,T)
 1
 10
 100
 1000
 0.0001  0.001  0.01  0.1
(χ d
 
-
 
χ u
)/S
2
T/(JS2)
h/J = 0
1/(12T)
1/(3T)
Figure 3.2: The diluted system with an orphan exhibits a fractional moment of size S/2: the total magnetization
of a diluted system subtracted from that of an undiluted one follows the magnetization curve corresponding
to a free fractional moment (main plot), as does the zero-field susceptibility (inset). Dots denote Monte Carlo
simulations of the kagome lattice model; an analogous result holds for the ruby lattice.
numerically that this captures qualitatively well the behaviour of the Heisenberg n = 3 model. These
solutions cleanly exhibit the features mentioned above, including the exponential decay of spin cor-
relations, which we trace back to the existence of a gap in the interaction matrix spectrum, alongside
the appearance of fractional moments in the presence of dilution with non-magnetic impurities.
We close in Sec. 3.3 with a discussion of the broader picture, in particular exhibiting the connec-
tion of this new SL to a known class of quantum Z2 SL.
3.1 Model
As we have argued in the Introduction, practically all Heisenberg models with a SL phase are defined
on a lattice consisting of clusters, such that all pairwise interactions within a cluster α have equal
strength [66]. This implies
H = J
∑
〈i, j〉
~S i · ~S j = J2
∑
α
(~S α)2 + const., (3.1)
with ~S α =
∑
i∈α ~S i, the total spin of a cluster. For an antiferromagnetic Heisenberg model, any state
satisfying the local constraints ~S α = 0 is a ground state.
Lattices of corner-sharing clusters include kagome, checkerboard, and pyrochlore [33], Fig. 1.1.
In all these cases, the clusters themselves occupy a bipartite lattice. At least within the limit that
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Figure 3.3: Left: Illustration of how orphans are borne in the models considered; for the ruby (kagome) model
one requires inclusion of three (five) non-magnetic impurities on a single plaquette in order to give rise to an
orphan. Right: the magnetic susceptibility (as obtained by Monte Carlo simulations of the ruby lattice model
here) can only display a Curie tail characterized by the orphan fractionalization, once the orphan emerges on
the system. By removing in a single plaquette one or two spins, the susceptibility response is equivalent to the
one of the undiluted system.
spins have an infinite number of components (the so-called large-n limit [52]; a finite number of
components may, in some cases, lead to an entropic selection of part of the ground states [34, 109,
110, 166], and to a loss of the low temperature liquid phase), one finds a classical SL phase with
algebraic correlations at zero temperature and a correlation length that diverges as T → 0 [66, 76].
Such models have long been studied, and the concomitant SL phase has always turned out to host
an emergent U(1) gauge field in its Coulomb phase. This yields characteristic pinch points in the
T = 0 structure factor [66].
Here, we consider generalizations of such models by identifying cases where the clusters them-
selves do not occupy a bipartite lattice. Does this change lead to loss of liquidity fractionalisation
and/or pinch points?
Two options in 2d of corner-sharing, non-bipartite lattices of clusters are shown on Fig. 3.1. The
left panel illustrates the ruby lattice, where the clusters (square plaquettes) occupy a kagome lattice.
The right panel in turn illustrates a variant of the well known kagome lattice, where all spins within a
hexagonal plaquette interact equally with one another forming a corner-sharing network of hexagons.
This we will simply refer to as kagome lattice in the following.
A detailed study of these classical Heisenberg models seems to be missing in the literature, but
the quantum XXZ model on the kagome lattice considered here has prominently been studied in
Ref. [15], where the presence of a Z2 quantum SL phase was found. Indeed, this quantum SL is
intimately related to the RVB liquid of the triangular quantum model, as it corresponds to a dimer
model where each site hosts exactly three, rather than just a single, dimer [111].
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3.2 Fractionalisation and liquidity
The most direct way of establishing fractionalisation is to consider the behaviour of the model under
dilution with nonmagnetic ions (vacancies). Removing all but one spin of a given plaquette, a local
paramagnetic moment, so-called orphan [150], emerges in the system, which is robust down to the
zero temperature limit, see Fig. 3.3. The local moment in the models currently known, fractionalises
to the size 1/2 [152] or 1/3 [133] (previous chapter).
A Curie-like response to the system’s susceptibility arises once the orphan emerges in the sys-
tem. By diluting the system without creating an orphan, the susceptibility will not present this Curie
response at low temperatures as can be seen from Fig. 3.3. Furthermore, this Curie response also de-
termines the effective moments of the orphans, which for the models considered here equals 1/2 of
the spin of the microscopic degrees of freedom.
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Figure 3.4: The correlation length (right) associated to charge-charge correlations (left) on the ruby lattice, as
obtained from a numerical solution of the large-n equations. The large-n result for this correlation length (dots,
bottom panel) behaves, at low T , as predicted by Eq. 3.10 (line). The length scale a corresponds to the nearest
neighbor distance.
For the U(1) SLs, an effective theory for such objects yields that, in the zero temperature limit,
they effectively behave as Coulomb vector charges, since they exhibit a Coulomb interaction with a
thermal screening length, ξth, that diverges as 1/
√
T . [152, 153] It is possible to apply the hybrid field
theory developed in these works, and also explained on appendix B, for the orphans surrounded by a
bath of large-n spins to the models considered here.
We indeed find that the presence of fractionalised 1/2-orphan moments also occurs in models
considered here. Monte Carlo simulations verify this fact for the Heisenberg case, see Fig. 3.2. This
is our first central result, as it confirms that low temperature correlations of these Heisenberg models
are not simply those of a trivial paramagnet, but instead reflect a richer structure, to which we turn
next.
46 Chapter 3. A fractionalised “Z2” classical Heisenberg spin-liquid
-pi/2
0
pi/2 -pi/2 0
pi/2
 0
 1
 2
 3
 4
 5
 6
 7
 8
ν(qx,qy)
qx qy
 0
 1
 2
 3
 4
 5
 6
 7
 8
-pi/2
0
pi/2 -pi/2 0
pi/2
 0
 1
 2
 3
 4
 5
 6
ν(qx,qy)
qx qy
 0
 1
 2
 3
 4
 5
 6
Figure 3.5: Spectrum of the ruby (left) and the kagome (right) lattice models. In both cases a gap exists between
the ground state flat bands at 0 and the upper bands.
3.2.1 Hybrid field theory and large−n analysis of the models
From the hybrid field theory, one can derive an orphan interaction in terms of correlators of the pristine
system, the so-called charge-charge correlations between the total spin of the two α clusters located
at the respective orphan plaquette positions, 〈~S α(~r1) · ~S α(~r2)〉.
We find that these correlators are extremely short ranged, Fig. 3.4, with orphan-interactions de-
caying exponentially quickly – rather than algebraically as is the case for Coulomb orphans. The
exponentially decaying orphan-correlations were also verified directly in Heisenberg Monte Carlo
simulations.
This exponential decay results from a feature of the adjacency matrix spectrum of the lattices
studied here, which crucially is gapped, see Fig 3.5.
In fact, one can quickly find within the large−n approach that the ruby lattice has six bands, four of
which are flat, and two dispersive. Out of these four flat bands, three describe the ground state modes,
while the other one is gapped, with both the dispersive bands lying above this gapped flat band. On the
other hand, the kagome lattice has a somewhat simpler band structure, with two flat bands describing
the ground state modes, and one single dispersive gapped band.
We now examine the effect of this gap, occuring in both models, (Fig. 3.5 shows the spectrum of
both models) to the corrrelations.
Spin correlations at large-n are (see appendix A):
〈S µ−~qS ν~q〉 = (Mˆ−1)µν (3.2)
where µ, ν indicate any two atoms in the basis, and the matrix Mˆ is related to the interaction matrix,
Vˆ , by:
Mˆ = βJVˆ + λ1, (3.3)
with Lagrange multiplier λ enforcing spin normalization.
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Figure 3.6: Spin structure factors on the ruby lattice: a) analytical result from the large-n approach at zero
temperature; b) Monte Carlo result for a system with Heisenberg spins at inverse temperature βJ = 20 and
N = 7776 spins (L = 36); c) result from a worm Monte Carlo simulation at T = 0 Ising model, for a system
with N = 10584 spins (L = 42).
Charge-charge correlations, e.g., in the modified kagome lattice model (where a single dispersive
band contribute to these correlators, see Fig. 3.5; the expression for the ruby lattice is somewhat more
complicated), are:
〈S7(−~q)S7(~q)〉 = νkagT
λT + νkag
, (3.4)
where νkag is the eigenvalue of the dispersive band:
νkag
J
= 3 + (cos ~q · ~a1 + cos ~q · ~a2 + cos ~q · ~a3). (3.5)
In general, the denominator of the charge-charge correlations expressions hosts terms of the form
(λ′ + νi(~q)), with λ′ = λ/βJ = λT/J, and νi(~q) describing the dispersive bands. This is so, since the
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matrix inversion involved in computing the correlations is given by G = (Mˆ−1)µν = g˜µν(~q)/ det(Mˆ(~q)),
and in general
det
(
Mˆ
βJ
)
= λ′ng
∏
i
(λ′ + νi(~q)), (3.6)
where ng denotes the number of ground state flat bands. The eigenvalues generally depend on a func-
tion s~q reflecting the symmetries of the lattice at hand. In the two models considered here,
s~q = cos ~q · ~a1 + cos ~q · ~a2 + cos ~q · ~a3. (3.7)
For computing correlations in real space at large distances, R → ∞, one can expand the symmetric
functions s~q around ~q = 0; in our case,
s~q ≈ −1.5 + (q′x2 + q′y2), (3.8)
with ~q′ possibly rescaled in relation to ~q, in order to include irrelevant prefactors. For the case of the
kagome charge-charge correlations,
C =
∑
BZ
〈S7(−~q)S7(~q)〉 exp(i~q · rˆR)
∼
x
d2~q exp(i~q · rˆR) νkagT
λT + ∆ + (q′x2 + q′y2)
(3.9)
where ∆ is related to νkag, and hence the band gap. Thus, the correlations have an asymptotic behavior
exp(−R/ξgap). Thus the gap replaces here the divergent correlation length of the bipartite U(1) case
with
ξgap ∝ 1/
√
T + γ (3.10)
with γ > 0. We confirm this prediction directly from our numerical solution of the large-n equations,
Fig. 3.4, which features a finite correlation length even in the T → 0 limit, smaller than a nearest
neighbor distance, a.
To further check the absence of any ordering tendency in the Heisenberg n = 3 case (due to some
order-by-disorder mechanism in the T → 0 limit), we directly study the spin structure factor. The
Monte Carlo result for the ruby and kagome lattice Heisenberg models are presented in Figs. 3.6
and 3.7, respectively, obtained from a combination of parallel tempering, microcanonical and heat
bath moves. This also displays the analytical large-n T = 0 result, as well as the Ising n = 1 case at
T = 0 mentioned below.
Our simulations reach lattice sizes of L × L unit cells, with L = 36 on the Heisenberg model
(n = 3 spin components) in both lattices, and the peak heights saturate at large L. This is consistent
with quickly decaying correlations – in fact, the pair spin correlations computed in our simulations
are observed to decay exponentially.
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Figure 3.7: Spin structure factors on the kagome lattice: a) analytical result from the large-n approach at zero
temperature; b) Monte Carlo result for a system with Heisenberg spins at inverse temperature βJ = 20 and
N = 3888 spins (L = 36); c) result from a worm Monte Carlo simulation at T = 0 Ising model, for a system
with N = 4800 spins (L = 40).
The obtained analytical expression for the T = 0 structure factors in the large−n limit of the ruby
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lattice model is:
Sruby(~q,T = 0) = 2
λDruby(~q, 0)
(
66 + cos (1 + c)qx − cos (1 + c)qy − 5 cos qx − 9 cos qx − 3 cos cqx
− cos cqy − 2 cos (1 − c)qx − 8 cos qx cos qy + cos cqx cos cqy + 10 cos cqx2 cos
cqy
2
+ cos (1 + c)qx cos qy + cos qx cos (1 + c)qy − 8 cos cqx2 cos
(2 − c)qy
2
− 2 cos (1 − c)qx
2
cos
(1 + 2c)qy
2
− 2 cos (1 + 2c)qx
2
cos
(1 + c)qy
2
− 2 cos (2 + c)qx
2
cos
cqy
2
+ 4 cos
(2 − c)qx
2
cos
(2 + c)qy
2
+ 4 cos
(1 + c)qx
2
cos
3qy
2
+ 4 cos
(1 − c)qx
2
cos
3qy
2
+ 4 cos
(1 − 2c)qx
2
cos
(1 − c)qy
2
− 2 cos (1 + 2c)qx
2
cos
(1 − c)qy
2
− 6 cos cqx
2
cos
(2 + c)qy
2
− 8 cos (2 − c)qx
2
cos
cqy
2
− 18 cos (1 − c)qx
2
cos
qy
2
+ 10 cos
(1 + c)qx
2
cos
qy
2
+2 cos
(1 + c)qx
2
cos
(1 + 2c)qy
2
+ 10 cos
qx
2
cos
(1 + c)qy
2
− 10 cos qx
2
cos
(1 − c)qy
2
)
, (3.11)
where λ is the Lagrange multiplier fixing the soft-spin normalization, c (in this expression equals
(1 +
√
3)a, where a is the length of the square plaquette edges) represents the length of the vectors
~a1,2 in Fig. 3.1, while the function appearing in the denominator is:
Druby(~q, 0) = 11 − cos cqx − 2 cos cqx2 cos
√
3cqy
2
, (3.12)
which, most importantly, does not vanish at any wavevector. As a consequence this structure factor
does not present non-analyticities of pinch-point kind.
On the other hand, the corresponding T = 0 analytical result for the large−n limit of the kagome
lattice model is:
Skago(~q,T = 0) = 2
λDkago(~q, 0)
3 − cos cqx2 + cos cqx − 4 cos cqx4 cos cqx2 cos
√
3cqy
4
+(2 cos
cqx
2
− 1) cos
√
3cqy
2
 (3.13)
where λ and c have here the same meaning as before, but now the function appearing in the denomi-
nator is:
Dkago(~q, 0) = 3 + cos cqx + 2 cos
cqx
2
cos
√
3cqy
2
, (3.14)
which, once again, does not vanish at any wavevector.
Crucially, and this our next central result, the structure factors do not present the non-analyticities,
such as pinch-points, known to occur in the U(1) liquids on lattices with corner-sharing structure.
By comparison, the structure factors of each model, but for different number of spin components,
n, differ quantitatively, but not qualitatively from each other.
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Figure 3.8: Pair correlations along two chosen directions for the relative pair distance vector on the models
defined on the ruby (left) and kagome lattices (right panel) along the directions indicated. The result for large-n
agrees better with Heisenberg than with Ising in both cases.
This is in stark constrast to the remarkable agreement between analytical predictions of the large-n
approach and Monte Carlo simulations (e.g., with n = 3), a feature of previously studied Coulomb
spin liquids on similarly defined, frustrated models, such as the Heisenberg antiferromagnet on the
pyrochlore lattice (see, e.g., Ref. [76]).
On the other hand, for the models considered here, the spin correlations do not present such
impressive agreement across the different number (n) of spin components considered. The different
structure factors obtained present only a qualitative (i.e. an exponential decay in space) rather than
quantitative agreement, see Figs. 3.6, 3.7. This discrepancy can be more clearly seen in real space
(Fig. 3.8) where we compute an average of the pair correlations as a function of the relative pair
distance vector, i.e.:
C(~r) =
∑
i j〈~S i · ~S j〉δ( ~ri j − ~r)∑
i j δ( ~ri j − ~r) . (3.15)
One can see in Fig. 3.8 that the deviations from the large-n (n = ∞) results are smaller for Heisenberg
spins and larger for Ising spins which is expected since n = 3 in the former case and n = 1 in the
latter.
The good agreement between large-n and finite n results obtained previously for Coulomb spin
liquids is intimately related to the lattice geometry there. Unlike the lattices being considered here
(Fig. 3.1), for the pyrochlore lattice, since each of the first nearest neighbors are equivalent, this
immediately implies that the nearest neighbor correlation equals −1/3 at T = 0 independent of n.
In addition, note that the pair correlations computed within a Husimi tree-approximation of the py-
rochlore lattice gives an n-independent result, and the pyrochlore lattice remains tree-like up to the
second nearest neighbor, with relevant corrections appearing only at the third nearest neighbor, see
Fig. 3.9. Lastly, the long-distance algebraic tail of the spin correlations at T = 0 have the same form
both in large-n and at finite n since it is a property of the emergent U(1) structure which is present at
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Figure 3.9: Pair correlations on the pyrochlore lattice (here it is illustrated for simplicity the planar pyrochlore
projection) can be computed within a Husimi tree approximation (left) which gives an n independent result
(n.n. = −1/3, n.n.n. = 1/9, , n.n.n.n. = −1/27, . . .). Nevertheless, the actual lattice (right) coincides with the
tree-approximation only up to next-nearest neighbour (n.n.n.).
any n.
For the present lattices, both the large-n analytics and the finite-n simulations show, crucially, that
spin correlations decay exponentially (unlike Coulomb spin liquids) at T = 0. For these lattices, since
the neighbors in a tetrahedron/hexagon are inequivalent (e.g. there are three types of such inequiva-
lent bonds for the ruby lattice), one does not obtain n-independent correlations for these correlators.
This explains why the large-n results describes the spin correlations for the Heisenberg case less
quantitatively.
However, the fractionalisation properties are robust to such discrepancies of detail: the magnetic
response of the orphans spins is exactly that of moments whose size is 1/2 of the underlying spin
degrees of freedom both in large-n and for n = 3 (Heisenberg spins), as shown above in Sec. 3.2.
3.3 Discussion
We have presented two Heisenberg models exhibiting (i) orphan fractionalisation, (ii) exponentially
decaying correlations down to T → 0, and (iii) absence of order-by-disorder. Together, these establish
the existence of a new type of classical SL.
In order to embed this in the known lore of spin liquidity, let us consider the corresponding Ising
models at zero temperature. These are related to dimer coverings on non-bipartite lattices by the
following map.
Ising variables sitting on the ruby (kagome) lattice, can also be seen as variables sitting on the
bonds of a kagome (triangular) lattice. Say that only those bonds with an up spin have a dimer.
Therefore the Ising model ground states are equivalent to a double dimer covering, or loop model,
on the kagome lattice for the ruby lattice; and to the triple dimer covering of the triangular lattice
mentioned above, for the kagome lattice model, see Fig. 3.10.
Such dimer models on non-bipartite lattices often present only short-range correlations [111],
which we have confirmed by computing correlations with a worm loop Monte Carlo algorithm. The
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Figure 3.10: Local update of dimer coverings on the kagome (left) or triangular (right) lattices, such that every
vertex belongs to exactly two (left) or three dimers (right), respectively. There is a one-to-one correspondence
between such dimer coverings and the ground states of the proposed models in the main text, for the particular
case of spins with n = 1 components. The parity of the number of dimers crossing the dashed line, N , is
unchanged under a local move.
corresponding structure factor presented on Figs. 3.6, 3.7 shows qualitative agreement to the Heisen-
berg and large-n results. Again, no non-analyticites, such as pinch-points, are discernible, reflecting
the short-range nature of the spin correlations.
Despite this evidence for absence of ordering, the system is still not simply in a trivial para-
magnetic phase. In fact, an emergent Z2 gauge structure is a well-established possibility for such
dimer models [111]. The Z2 gauge structure arises from the fact that the set of possible ground states
split into winding sectors, such that local moves within the ground state do not connect configura-
tions with different winding parities. This is usually seen by considering a non-contractible line on
a torus/cylinder the system is defined on, see Fig. 3.10, and determining the parity of the number
of dimers crossing this line. Allowed moves consist of loops visiting alternately occupied and non
occupied bonds, and exchanging these; such a local rearrangement cannot change the winding parity.
In contrast, the n = 1 Ising versions for Coulomb spin liquids map to dimer models that are defined
on bipartite lattices instead. Then not only is the parity, but also the value of the winding number
itself, a conserved quantity under any local dynamics of the dimer model that preserve the dimer
constraints [111].
In this context we note that a non-bipartite lattice can be considered as a bipartite one with some
bonds added, such as the set of diagonal bonds which turns a square lattice into a triangular one. In
U(1) language, dimers on the diagonal bonds then correspond to scalars carrying charge 2 under the
gauge field, whose condensation identifies U(1) charge configurations differing by an even number
of charges as described below [148], as well as leaving behind a much smaller number of sectors
distinguished by the Z2 parity.
While sectors and fractionalisation go hand in hand in these models, in the Heisenberg setting, we
have seen that fractionalisation in the form of orphan spins persists. However, a similar construction
of the sectors fails to give a set of sectors labelled by a parity, as can be seen for the instance of the
ruby lattice from the following explicit construction.
First, we introduce extra spin degrees of freedom that allows us to have a one-to-one mapping of
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Figure 3.11: (Left panel) The ruby lattice where the corner-sharing elementary plaquettes (marked with red dots
at their centers) satisfy S α = 0 at T = 0. (Right panel) Replacing each site on the ruby lattice that is marked in
blue (in the left panel) by a horizontal bond (again marked in blue) such that the spins on the two ends of this
bond are identical and equal that of the corresponding ruby lattice site (marked in blue in left panel) gives a
mapping to the checkerboard lattice (right panel). Note that the “defective” plaquettes with two horizontal blue
bonds can have S α , 0 even at T = 0 which implies the presence of non-zero charges in the corresponding
description on the dual square lattice.
a spin configuration on the ruby lattice to a corresponding configuration on the checkerboard lattice
and then re-interpret that configuration in terms of the resulting U(1) fluxes on the corresponding
(bipartite) dual lattice. The ruby lattice can be deformed to the checkerboard lattice by replacing
certain sites (those marked in blue as shown in Fig. 3.11 (left panel)) by bonds with two sites each
(marked in blue as shown in Fig. 3.11 (right panel)). The two spins on such a bond are constrained to
equal each other and their value equals that of the original spin on the corresponding ruby lattice site.
Since the total spin, S α =
∑
i∈α S i, equals zero for each (corner-sharing) elementary plaquette
on the ruby lattice (Fig. 3.11, left panel) at T = 0, a finite fraction (= 3/4) of plaquettes on the
corresponding checkerboard lattice also satisfy S α = 0 (the centers of such plaquettes are indicated in
red in Fig. 3.11, right panel). The corresponding U(1) fluxes defined on the dual lattice satisfy a zero
divergence condition for these plaquettes. However, the other plaquettes on the checkerboard lattice
(i.e. the ones that have two horizontal blue bonds) only satisfy the constraint that the spins at both
ends of a horizontal bond equal each other and thus S α can be non-zero for such plaquettes even at
T = 0. If S α , 0, it implies that the U(1) fluxes have a non-zero divergence and hence a non-zero
charge on the corresponding dual lattice site. Thus, the description for the ruby lattice ground state
manifold on the deformed checkerboard lattice is that of a U(1) theory in the presence of charges.
In keeping with the above arguments, for the Ising case, these “defective” plaquettes either carry
a charge zero or a charge ±2 since the possible values of S α equal 0,±4 and the magnitude of the
minimum non-zero S α equals 2. Hence, the problem maps to a U(1) gauge theory in the presence
of charge 2 degrees of freedom where the density of these charges is finite for any typical ground
state configuration. Firstly, the presence of a finite density of such charges generates a lattice-scale
Debye screening length which explains why the spin correlations on the ruby lattice are exponentially
decaying and not algebraically decaying at T = 0. Secondly, this provides a possible alternate picture
for the Z2 order through screening effects breaking down the U(1) to Z2 by the condensation (i.e.
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formation) of the charge 2 degrees of freedom, as mentioned above [147, 148].
While coarse-graining of continuous degrees of freedom maintains a conserved U(1) flux for each
spin component separately even for n > 1, hence leading to n separate emergent gauge fields, this is
not the case for a charge 2 scalar, which can be ‘distributed’ over different spin components, hence
losing its discrete nature.
Thence, by analogy to the classical Heisenberg magnet on the pyrochlore lattice, which retains
the U(1) gauge structure of the corresponding Ising model (spin ice) [76], the cases considered here
are classical Heisenberg analogies of Z2 spin-liquids.
We believe that the reason their existence has so far been overlooked may have to do with the fact
that non-U(1) frustrated systems in settings considered so far have very different Ising and Heisen-
berg low-T behaviors, e.g., the Ising triangular antiferromagnet, algebraic ground state ensemble, is
replaced in the Heisenberg case by a magnetically ordered ground state.
We have thus shown that classical fractionalisation can occur beyond the U(1) case. The effect
of dilution at low temperatures is therefore to create very short-ranged interacting spin-texture com-
plexes, which fluctuate as simple paramagnets with fractional moment of S/2.
The necessary conditions for the appearance of such fractional moments are as yet unknown.
More generally, the abundance of lattice geometries, and the possible influence of further terms in the
Hamiltonian, e.g., anisotropic interactions, remain to be studied. For instance, a recently studied SL
of Ref. [20], with anisotropic interactions on the pyrochlore lattice, exhibits ‘pinch lines’; while a a
new Heisenberg spin-liquid on the J1 − J2 − J3 honeycomb has been shown to exhibit fractionalised
moments of 1/3, albeit ultimately also exhibiting pinch-points [133].
A general search may thus reveal many further suprises, and a proper classification of classical
spin-liquid behavior – known or yet to be discovered – is a task that calls for further research.
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Part II
Random Coulomb magnets
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Chapter 4
Coulomb orphans: Generalities & continuous
spins
The appearance of novel magnetic phases [16, 22, 112] generally contains as one ingredient the ability
of the system to avoid conventional (semi-)classical ordering. In this connection, the role of several
factors has been extensively explored. These include low dimensionality and the resulting enhance-
ment in the effects of quantum and entropic fluctuations, geometrical frustration, whereby the leading
antiferromagnetic interactions compete with each other on lattices such as the kagome and pyrochlore
lattice, and the presence of quenched disorder, which disrupts any residual tendency to conventional
long-range order. Each of these has given rise to research efforts spanning decades of work.
Here, we study a model with a new combination of some of these ingredients. The focus of our
study is a disordered classical Heisenberg magnet with antiferromagnetic interactions which are frus-
trated on account of their long-range Coulomb form at large distances, i.e. J(r) ∼ −A ln(r/L) in d = 2
(where L is a length-scale of order the system-size) and J(r) ∼ A/r in d = 3.
As discussed in the introduction (and as derived in more detail for the non-bipartite Coulomb spin-
liquid of chapter 2 in appendix B), this Coulomb form of the Heisenberg couplings arises naturally
as the T → 0 limit of the emergent entropic exchange interactions [153] between vacancy-induced
“orphan” degrees of freedom [65, 66, 108, 150] in diluted Coulomb spin-liquids, and presents a novel
variant of a disordered long-range spin Hamiltonian with connections to Euclidean random matrices.
The coupling constant A is determined in any given system by the microscopic details of the
underlying Coulomb spin-liquid, while the spin degrees of freedom in the model we study are related
to the physical orphans of the underlying diluted magnet.
This effective model for dilution effects in Coulomb spin-liquids is a member of a new class of
models, so-called random Coulomb magnets. We obtained in chapter 2 that dilution in the maximally
frustrated honeycomb Heisenberg model leads to a closely related random Coulomb magnet. The
current chapter is dedicated to the former case, where all interactions are antiferromagnetic after a
gauge transformation. This situation can therefore be viewed as “less-frustrated” than the latter, where
the signs of the interactions are found to be a further source of randomness. We will here mainly be
interested in a system with n = 3 component spins, but also study the large−n limit as a proxy for our
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n = 3 results.
The next chapter 5 is dedicated to the n = 1 Ising results. Generally, this is an interesting separate
situation, as upon decreasing the number of spin components one may expect a stronger tendency
towards glassiness [92].
Chapter 6 finally presents our results for the random Coulomb magnet derived from the new spin-
liquid state of chapter 2. This investigation is limited to the n = 3 and n = ∞ cases.
Our focus in this chapter, which is strongly based on Ref. [132], is on studying the range of
behaviours possible in the T → 0 limit by mapping out the phase diagram of our Coulomb antifero-
magnet as a function of A. Frustration arises naturally in the model under consideration, as any triplet
of spins are mutually coupled antiferromagnetically but without the randomness in sign of, say, the
Sherrington-Kirkpatrick model [157]. Also, unlike the latter case, the interactions are long-ranged but
not independent of distance.
Our motivations for studying this model include having been led to it in a previous investiga-
tion [152] of diluted frustrated magnets exhibiting a Coulomb spin-liquid at low temperature. The
model is in this sense natural, appearing as the zero-temperature limit of a disordered frustrated mag-
net. The corresponding experiments were carried out on the material known as SCGO, which triggered
the interest in what we now call highly frustated magnetism in the late 80s [119]. Its behaviour at very
low temperatures is still not very well understood, e.g. the observed glassiness even at very low nomi-
nal impurity densities (as low as 2% of the Cr sites occupied by nonmagnetic Ga atoms in SCGO [95,
99, 128]), which appears to involve only the freezing of a fraction of its degrees of freedom. Similar
experiments have recently been conducted on the three-dimensional spinel compound ZCGO [87].
We will return to this point in Sec. 4.6.2. While exhibiting a classical Coulomb spin-liquid regime,
the disorder in this system leads to the emergence of new, fractionalized, degrees of freedom, the
so-called Orphans [108, 150], which interact via an effective entropic long range interaction mediated
by their host spin liquid [153].
We believe that as such, it can be of interest as a generic instance of the interplay of strong
interactions and disorder in magnetism [59, 69]. In particular, it develops the strand of thought of
how disorder in a topological system characterised by an emergent gauge field can nucleate gauge-
charged defects, with the pristine bulk mediating an effective interaction between them. Long-range
Coulomb interactions like the one studied here are then as natural as the algebraically decaying RKKY
interactions in metallic spin glasses.
4.0.1 Chapter synopsis
Our central results are the following. First we use the results of previous work [153], to work out in
detail the key features of this T → 0 limit, and demonstrate that this limit is characterized by a single
coupling constant A, which is, in principle, determined by the geometry of the underlying spin-liquid.
Second, our extensive Monte Carlo simulations for d = 2 reveal no sign of any freezing or ordering
transition up to very large coupling strengths. At the same time, within a large−n approximation, we
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find that there does appear such a transition at infinite coupling in d = 2 but not in d = 3. This
transition is very tenuous, in that it is replaced by a more conventional ordering transition in a finite
system depending on the choice of how to regularize this long-range interaction in a finite lattice: the
finite-size lattice regularization that is most natural from the point of view of the T → 0 limit of the
underlying diluted magnet gives rise to freezing into a glassy state at A−1 = 0, while other regular-
izations replace this glassy state by a conventional ordering pattern. The Coulomb antiferromagnet
therefore remains highly susceptible to perturbations, just like many other frustrated magnets [112].
We also study the spectrum of the interaction matrix of this random Coulomb antiferromagnet,
which provides an instance of an Euclidean random matrix [55, 107], in that its entries are obtained
as a distance function between randomly chosen location vectors. We find two qualitatively distinct
regimes. On one hand, at low energies in the low-density limit, eigenfunctions are localised, with the
lowest energy states as pairs of neighbouring spins the probability distribution of which we compute.
Beyond this extreme low-density limit, more complex lattice animals appear in this regime. On the
other hand, at high energies, the modes correspond to long-wavelength charge density variations with
superextensive energy. In between, we find no clear signature of a well-defined mobility edge in this
Coulomb system.
Another interesting aspect of the uniformly antiferromagnetic interactions is that they permit a
variant of screening to appear in this Coulomb magnet, which has no correspondence with other long-
range magnets such as the Sherrington-Kirkpatrick model. Our analysis of this screening further leads
us to an identification of the correlations of the random Coulomb antiferromagnet with the properties
of the zero-energy eigenstate of a quantum particle in a box with randomly placed scatterers.
Returning to experiments, we note that the uniform magnetic susceptibility of SCGO will of
course be dominated by the Curie tail (∼ 1/T ) produced by these orphans at low temperature. Both in
d = 2 and d = 3, the full susceptibility, when vacancies are placed at random, is that of independent
orphans to a good approximation despite the long-ranged interaction present between them. This per-
sists down to the lowest temperatures not only because of the screening of the interactions at finite
physical temperature, but also because the size of the Coulomb coupling derived from the entropic
interaction is comparatively weak. In addition, the physical orphans are related to the degrees of free-
dom in the Coulomb antiferromagnet via a sublattice-dependent staggering transformation, so that
the uniform susceptibility of the physical orphans corresponds to the staggered susceptibility of the
degrees of freedom of our Coulomb antiferromagnet. As a result, the uniform susceptibility remains
largely unaffected by the fact that the total (vector) gauge charge of our Coulomb antiferromagnet
vanishes.
The remainder of this chapter is structured as follows. In section 4.1, we first provide a self-
contained review of earlier work on vacancy-induced effective spins in a class of classical antiferro-
magnets on lattices consisting of “corner sharing units”, and then build on this to provide a careful
derivation of the T → 0 limit of the emergent entropic interactions between orphans and use this to
define our model Coulomb antiferromagnet. After outlining our analytical and numerical approaches
in Sec. 4.2, which is also complemented by the appendix A, we present the results obtained in d = 2
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and d = 3 (Sec. 4.3). Sec. 4.4 contains the analysis of the problem in terms of an Euclidean ran-
dom matrix while the role of screening and the connection to a scattering problem are discussed in
Sec. 4.5. We conclude with a discussion of these results, and relegate sundry details (such as dicus-
sions of the fully occupied lattice and the ordered state seeded by a certain finite-lattice regularization
of the two-dimensional Coulomb interaction) to chapter Appendices.
4.1 The random Coulomb antiferromagnetic Hamiltonian
We thus study a classical Heisenberg model as defined on the Introduction:
H =
1
2
∑
i, j
Ji j~ni · ~n j. (4.1)
where Ji j takes on a Coulomb form,
Ji j = − A log(ri j/L) (d = 2), (4.2)
= A/ri j (d = 3). (4.3)
This form with L larger than any ri j has the property that the interactions are uniformly antiferromag-
netic as well as long-ranged.
We need to supplement this by defining the degrees of freedom, unit vectors ~ni, appearing in
Eq. 4.1. We concentrate on the case where their locations, denoted by i are chosen randomly on a
square (cubic) lattice in d = 2 (d = 3), at a dimensionless density of x spins per lattice site.
For long-range interactions like this Coulomb interaction, choices about boundary conditions or
ensemble constraints can be considerably less innocuous than for short-range systems. In order to
illustrate this, and to make natural choices for these items, as well as for motivation of our study, we
discuss the derivation of a random Coulomb antiferromagnet as an effective Hamiltonian of a diluted
Coulomb spin-liquid next.
4.1.1 Orphan spins and their interactions in diluted Heisenberg antiferromag-
nets
As discussed in the Introduction, Coulomb spin-liquids are characterized by an emerging gauge field
theory at low temperatures. This makes clear that generalized “vector charges”, ~Q4, are generated
thermally as a consequence of the violation of the ground state constraints.
These constraints can also be unavoidably violated in the presence of non-magnetic impurities
(Fig. 4.1) whenever all but one spin of a given simplex are substituted for by vacancies (simplices
containing at least two spins can in general satisfy the zero total spin condition and such simplices do
not host a vector charge in the T → 0 limit). Indeed, when all spins but one in a simplex are replaced
by vacancies, the result is a paramagnetic Curie-like response [108, 152, 153], which dominates the
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Figure 4.1: Illustration of the Orphan spin arising from the introduction of non-magnetic impurities (red circles)
on the checkerboard lattice. Its effective moment is half of that of a free spin.
susceptibility response at low temperatures. The lone spins on these defective simplices, which serve
as the epicenter of this paramagnetic response, were baptized Orphans (Ref. [150]) in the first studies
of this effect.
The hybrid field theory of Ref. [152] delivers many predictions to orphan related phenomena. With
just one orphan present in a sample with an external magnetic field of strength B along the z axis, the
theory predicts that this orphan sees a magnetic field B/2, with the other half of the external field
screened out by the coupling to the bulk spin-liquid. The resulting polarization of the orphan serves
as a source for an oscillating texture that spreads through the bulk. The net spin carried by the texture
cancels half the spin polarization of the orphan, resulting in an impurity susceptibility corresponding
to a classical spin S/2. With more than one orphan present, the spin-textures seeded by each orphan
mediate an effective entropic interaction between each pair of orphans.
Interestingly, all this phenomenology found for orphans on Coulomb spin-liquids remain holding
with minor adjustments to orphans on the maximally frustrated honeycomb magnet of chapter 2.
The same theoretical tool used earlier delivers the predictions for these new orphans, as one sees on
appendix B.
The effective action for a pair of orphans is predicted in this manner to have the form
−βJeff(~r,T )~n1 · ~n2, (4.4)
where ~n are unit-vectors corresponding to the directions of the orphans in a given configuration. The
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exchange coupling has a particularly simple form in the large separation limit
βJeff ≈ −η(~r1)η(~r2)〈
~Q4(~r1) · ~Q4(~r2)〉
〈 ~Q4 · ~Q4〉2 (4.5)
which involves only “charge-charge” correlations calculated in the pure system:
〈 ~Q4(~r1) · ~Q4(~r2)〉 ∼ − T 2T d/2−1
×
∫ Λ/√T
ddq
exp(i~q · (~r1 − ~r2))
∆cq2 + κ
. (4.6)
The denominator of Eq. (4.5), behaves at low temperatures as 〈 ~Q4 · ~Q4〉 = T/J from equipartition.
For orphans in d = 2, one finds:
Jeff(~r1 − ~r2,T ) = η(~r1)η(~r2)TJ(|~r1 − ~r2|/ξent) (4.7)
with an entropic screening length ξent = 1/κ ∼ 1/
√
T separating two regimes for J(κr). For κr  1
a logarithmic one, J(κr) ∼ − log(κr); and for κr  1 a screened regime, J(κr) ∼ 1√
κr exp(−κr).
Analogously in d = 3,
Jeff(~r1 − ~r2,T ) = η(~r1)η(~r2)T 3/2K(|~r1 − ~r2|/ξent) (4.8)
the entropic screening length ξent = 1/κ ∼ 1/
√
T separates two regimes, algebraic K(r) ∼ −1/r and
screened K(r) ∼ exp(−κr).
In the physical system, at any nonzero temperature, this is thus a ‘short-ranged’ interaction on
account of the finite screening length which, however, diverges as 1/
√
T . In this chapter, we are
interested in the limit of T = 0, where the interaction takes on the novel – for magnetic systems –
long-range Coulomb form.
4.1.2 Model Hamiltonian
In the limit of T → 0, we are thus led by these considerations to Coulomb interactions between
the vector orphans, which we here study in detail. For simplicity, we consider unit-vector spins ~n
at random locations in a periodic hypercubic lattice of linear size L with occupancy probability x,
corresponding to an underlying spin-liquid on the checkerboard and “octochlore” lattices of corner-
sharing units involving 2d spins in d dimension.
In what follows, we will get rid of the sublattice factors that affect the sign of the effective inter-
action by inverting all unit-vectors placed on the B sublattice. In other words, we identify S~ni with
ηi~S orphan,i, where ~S orphan,i is the orphan on the simplex labeled by i in the underlying diluted frustrated
magnet.
This gives us a “random Coulomb antiferromagnet” in which unit-vector spins interact with an ex-
change coupling that is always antiferromagnetic but of a long-range Coulomb form at large distances.
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For a classical system, this transformation is innocuous, but note that natural observables cease to be
so under this mapping – e.g. the orphan contribution to the uniform susceptibility of the underlying
diluted magnet is now given by the staggered susceptibility of our Coulomb antiferromagnet.
As is usual for entropic interactions in the limit of T → 0, the strength of their coupling, A, is
fixed by the microscopics of the model from which they have emerged. In this work, we are interested
in exploring the generic behaviour of such models – in particular, identify possible phases – and thus
allow the coupling A to be variable. For completeness, we mention that A = 14pi for the checkerboard
lattice.
This therefore leads to the form of H at the beginning of this section, Eq. 4.1. To make Eq. 4.2
dimensionally unambiguous we write:
Ji j = −A log(ri j/L) (d = 2)
with L conveniently set to a value of order the system size L so that Ji j > 0 always. In the above
language, with sublattice factors η absorbed into the definitions of ~ni, the zero gauge-charge constraint
imposed by the microscopic origin of this effective model now translates to the constraint that
∑
i ~ni =
0 in every allowed configuration of our Coulomb antiferromagnet. This constraint in fact can also be
imposed by adding an infinitely strong interaction acting equally between all spins. This equivalence
renders the detailed choice of L immaterial.
We note an interesting scale-invariance of this model in the limit of small densities of spins.
This scale invariance is inherited from that of the logarithmic function under scaling transformations:
J(κr) = log(κ) + J(r), together with net charge neutrality Eq. (??):∑
i
~ni = 0, (4.9)
implies that the extra term log(κ) gives a temperature-independent contribution to the action deter-
mined by 1/2
∑
i, j ~ni · ~n j = −N/2. The partition function thus only picks up a constant factor:
Z′ = e−β
∑
i, j J(κri j)~ni·~n j = eβ log(κ)N/2Z, (4.10)
It also means that, rather unusually, in the continuum limit x → 0 the partition function is a scaling
function depending on the randomly chosen orphan locations only scaled by their mean separation.
Lattice discretisation effects at finite x break this equivalence. The scaling transformation for the
model in three dimensions gives J(κr) = J(r)/κ, what implies for the partition function a rescaling of
β:
Z′(β) = e−β
∑
i, j J(κri j)~ni·~n j = Z(β/κ). (4.11)
For Coulomb interactions in a finite-size system, various choices of the interaction yield the same
large-distance form in the limit L→ ∞. The most natural form from the point of view of the effective
field theory predictions for emergent interactions between orphans is the Fourier transform of the
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Figure 4.2: J(x, y) used in the simulations in d = 2.
inverse of the lattice Laplacian, d − d∑
i=1
cos ki:
J(ri j) =
pi
L2
∑
~q
ei~k·~ri j
d − d∑
i=1
cos ki
. (4.12)
This we call the lattice Green function (LGF), and our most detailed studies are carried out with this
form of the interaction.
Alternatively, one can work directly with the Coulomb form, e.g. for d = 2:
J(ri j) = − log
(ri j
L
)
. (4.13)
with L = L/√2. This form agrees with the LGF interactions at short distances (see Fig. 4.2).
The issue of how to impose the boundary conditions, and therefore how to compute ri j, turns out
to make much difference on the results for a finite system, as we shall see. The choices of either
ri j = |~ri − ~r j| =
√
x˜2i j + y˜
2
i j, (4.14)
with x˜i j = min(|xi − x j|, L − |xi − x j|) or
ri j =
L
pi
√
sin2
(
pi(xi − x j)
L
)
+ sin2
(
pi(yi − y j)
L
)
, (4.15)
result in different behavior for the system, which will be explained in more detail in the results section.
We refer to these choices as periodised, and smoothed, logarithms, respectively. The latter is very
close to the LGF, while the former maintains a finite difference to it at the periodic boundary, where
it is not differentiable for any L (Fig. 4.2). It is easily seen why this finite difference is independent of
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L, if one compares the smoothed log to the periodized Log, approximatelly equivalent to comparing
the LGF with the Log. Looking, e.g., at the midpoint of one edge (xi j = L/2, yi j = 0) one finds:
(JLGFL − JLogL )(L/2, 0) ≈ log(pi/2), (4.16)
where the subindex L emphasizes that we are looking at the respective forms of the interactions in a
finite system of size L.
Note, again, that adding a constant to the interaction (in d = 2), e.g., by changing the denominator
of Eq. (4.13), leaves the interaction unchanged due to the global charge neutrality constraint.
4.2 Methods
The analysis of spin systems with the potential for glassy phases is a delicate endeavour as equili-
bration of large systems is elusive. Existence and determination of a transition temperature is usually
a controversial issue[93, 123]. Since our system has long ranged interactions, boundary effects can
cause yet more trouble. This is why we combine analytical with numerical methods, as well as map-
pings to other problems which have received attention in a different context previously.
Numerically, we study the behaviour of this model through Monte Carlo (MC) simulations, and
analytically in the self-consistent Gaussian (“large−n”, also denoted in the following as LN ap-
proach [12, 63, 92]; we give a detailed description on this approach in appendix A) approximation,
where the parameter A mimics an inverse temperature. Our MC simulations directly impose the con-
straint, Eq. (1.13). For that we initialize the system in a random configuration of vanishing total spin,
and the update movements on the system consist of selecting an arbitrary pair of spins, and rotating
them around the axis determined by their vectorial sum. A MC simulation of the same system with
strictly positive interactions, without this constraint on the total spin has been also investigated, and
the conclusion is that while the relaxation time increases, the system still prefers to stay close to the
manifold of vanishing total spin.
The LN approach consists of considering spins with n components and letting n → ∞. This is
formally equivalent to the soft spin approximation and it only gives in principle information about the
infinite number of components limit, but this can be understood as the 1st term in an expansion of the
O(n) model. It has been very successful in the analytical study of correlations in highly frustrated spin
systems [52], being able to reproduce the main features of the on-going phenomena, such as existence
of long range dipolar correlations at T = 0, characterized by the presence of “pinch points” in the
structure factor [76].
The LN approach allows an analysis of the system both at finite coupling strengths A < ∞, and
at A = ∞. The study of glassiness with this approach has been already undertaken in a variety of
models [21, 92], and we will be following a similar methodology. This is explained in full detail on
appendix A. In particular the matrix:
Ai j = Ji j + λiδi j, (4.17)
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plays a central role, as correlations are given by:
Ci j =
1
n
〈~ni · ~n j〉 = 1A (B
−1)i j. (4.18)
These can be computed once the Lagrange multipliers, λi, are determined. We provide in appendix A
a description of the numerical algorithm used to solve the self-consistency equations determining the
Lagrange multipliers as a function of A.
For making the comparison between LN and MC, we scale observables and couplings with n
so that their small-coupling (“high-temperature”) forms agree. For precisely determining how this
comparison of LN and MC results can be made, we also develop explicitly in appendix A the high-
temperature expansions of correlations deriving from our Hamiltonian Eq. 4.1 for the general situation
of n−component spins.
The point A = ∞ is treated within the LN approach by determining the (unique [63]) ground
state through a local field quench algorithm [168]. This algorithm is based on the fact that if the
number of spin components, n, is large enough (larger than
√
2N[63]), then a system of spins with n
components is effectively equivalent to the corresponding system in the limit n → ∞. The algorithm
then consists of taking a system of N spins with n >
√
2N components initially randomly oriented,
and then iteratively aligning each spin with its local field. This procedure is expected to converge to
the unique ground state, from which all the quantities of interest can be computed.
A fundamental quantity at A = ∞ within the LN approach is the number of zero eigenvalues, m0,
of the matrix Ai j = Ji j + λiδi j; it can be shown [63] that the ground state spin vectors span an m0
dimensional space. This quantity should scale with the number of particles in the system as m0 ∼ Nµ.
The main quantity of interest in our study will be the spin glass susceptibility (square brackets
here and throughout indicate the disorder average),
χS G(~k) =
 1N ∑
i, j
〈~ni · ~n j〉2 cos~k · (~ri − ~r j)
 , (4.19)
obtained in the MC simulations through the overlap tensor [22]:
Qα,β
~k
=
1
N
∑
i
nαi,1n
β
i,2e
i~k·~ri , (4.20)
where greek indices refer to the spin components, while the indices 1, 2 refer to two independent
replicas of a disorder realisation. This might be interpreted as the overlap of a spin configuration with
itself after an infinitely long time. Since the onset of glassiness can be also understood as a divergence
of the equilibration time, the nonvanishing of this order parameter signalizes the transition.
The spin glass susceptibility in terms of this tensor is:
χS G(~k) =
N ∑
α,β
〈∣∣∣∣Qα,β~k ∣∣∣∣2〉
 . (4.21)
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We follow the usual practice to determine the spin glass transition by computing a finite system
correlation length associated to the susceptibility above. The Ornstein-Zernike form for correlations
gives:
ξL =
1
2 sin(kmin/2)
 χS G(0)
χS G(~kmin)
− 1
1/2 , (4.22)
and near the transition, the finite size scaling prediction is expected to be:
ξL
L
= X(L1/ν(1/A − 1/Ac)), (4.23)
while the susceptibility should follow:
χS G
Lγ/ν
= Y(L1/ν(1/A − 1/Ac)), (4.24)
Notice that these scaling relations only hold if there exists a crossing of finite size correlation
length curves for different system sizes at an unique finite coupling strength value. The absence of
such a crossing at a finite Ac indicates the absence of a phase transition. Nonetheless a phase transition
at Ac = ∞ cannot thus be ruled out and the LN approach allows an analysis in this situation. The
scaling relations predicted to hold in this case (Ac → ∞) are:
χS G = Ld(1−µ)Y(L1/ν/A), ξL/L = X(L1/ν/A). (4.25)
The exponent µ here is the one previously introduced for the scaling of the number of zero eigen-
values of the matrix Ai j with the number of particles in the system. Furthermore, as was shown in
Ref. [92], the same exponent controls the scaling of the spin glass susceptibility for the ground state
configuration: χS G ∼ N1−µ.
4.3 Results
4.3.1 Two dimensions
The two approaches (MC and LN) yield a broadly consistent picture for each of the interactions
studied. We conduct an analysis of a possible freezing transition in the model by measuring the spin
glass susceptibility and trying to identify the transition through a finite size scaling of its associated
correlation length. Other observables such as the specific heat or the uniform susceptibility were also
studied, though these do not indicate any of the conventional orderings.
The results from MC simulations and LN calculations are shown on Fig. 4.3 for the system with
LGF as interaction for a fixed density x = 0.10 of particles. In each case the number of disorder
realisations simulated was 200.
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Figure 4.3: Spin glass susceptibility (top) and correlation length (bottom) for the LGF interaction. Several
system sizes are indicated by different colours. Circles indicate (error bars are of the order of the circles size)
MC simulations, while lines are from the LN approach–correlations are stronger for Heisenberg spins than the
’soft’ LN spins throughout. The insets show scaling collapse for LN for 1/Ac = 0.
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Figure 4.4: Scaling of the number of zero eigenvalues (m0) of the matrix Ai j defined in the text and of the spin
glass susceptibility (insets) with the number of particles for the LGF (top), and Log (bottom) interactions.
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Globally, correlations are stronger for the MC simulations on Heisenberg spins compared to the
LM results. This is in keeping with the general lore that a lower number of spin components is con-
ducive to spin freezing, as is well known from the comparison of Ising and Heisenberg spins.
In the broad range of coupling strengths considered by our analysis, no unique crossing for the
different system sizes of the correlation length curves can be identified.
The LN analysis at A = ∞ yields the exponent µ as indicated in Fig. 4.4. This seems to have the
same value, µ ≈ 0.3 for both the LGF and Log interactions.
The exponent value µ = 0.3 is used as input, together with the assumption that Ac = ∞ for the
LGF, in attempting a scaling collapse of the LN data. The exponent ν was determined by a fitting pro-
cedure with the scaling relation, Eq. (4.25), only using data for the correlation length. The resulting
scaling collapse is shown on the inset of the lower panel of Fig. 4.3, where ν = 0.68(1) is obtained.
Finally, we use all these exponents on the predicted scaling relation for the susceptibility (the result
is shown on the inset of the upper panel of Fig. 4.3). The available data from the LN calculations
indicates therefore a freezing transition at Ac = ∞ for the diluted model with LGF as interaction in
two dimensions.
The Log interaction turns out leads to a dramatically differing behaviour! This is a surprising
result, as the interactions only differ appreciably at large distances (Fig. 4.2). Fig. 4.5 shows the results
for the observables of interest as obtained from MC simulations and LN calculations, respectively.
Here again we fix the density of particles x = 0.1, and consider 200 disorder realisations. A clear
crossing of the correlation length curves for different system sizes occurs and scaling collapses of the
data are possible, which are shown together with the corresponding critical exponents as insets.
To study more closely this effect, we consider the pair correlations as a function of the rela-
tive coordinates of the pairs, averaged over disorder realisations (Fig. 4.6). The profile is isotropic
for the LGF with only the 1st few nearest neighbors significantly antiferromagnetically correlated.
On the other hand, the Log interaction yields strongly anisotropic behavior (the interaction itself is
anisotropic) and this seems to be responsible for what we see as a “glassy phase transition” emerging
from the “splaying out” of the susceptibility curves. The absence of glassiness is explained in more
detail in the chapter appendix 4.7.1, where we expose how the pair correlation profile helps us in
defining an appropriate susceptibility for the case at hand, which is shown to diverge in the thermo-
dynamic limit. It turns out that this reflects not the existence of true glassiness but a transition closer
to conventional ordering. Note that the gross features of the correlations (Fig. 4.6 lower panel) follow
if one frustrates the pairs at the kink (Fig. 4.2) of the Log interaction, which form a frame at half the
system size. The set of points which in turn are on the “frames” of O(L) points on the first frame yield
the cross shaped set of ferromagnetically correlated sites centred on the origin.
Note that such finite-size differences appear to be absent in previous studies in d = 1 [88]; they
appear to be a consequence of the anisotropic nature of our periodised Log interaction with its non-
analytic minimum at maximum separation. By contrast, the “smoothed Log” (Fig. 4.2) that also re-
spects the periodic boundary conditions essentially reproduces the LGF interaction results.
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Figure 4.5: Spin glass susceptibility (top) and correlation length (bottom) for the Log interaction, as computed
on the MC simulations (points) or with the LN approach (lines). The insets show the corresponding scaling
collapses.
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Figure 4.6: Disorder-averaged pair correlations with a spin at the origin as a function of relative coordinates,
centers of circles indicate the position of the spin, its radius gives the magnitude, with red (black) denoting
positive (negative) correlations. The central red circle thus reflects 〈~S 2i 〉 = 1. The upper panel indicates the
result for the LGF with A = 100, while the lower corresponds to the Log with A = 20. Data shown from MC is
in agreement with LN (not shown).
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4.3.1.1 The fully covered square lattice
For completeness, we have also analysed the situation for a fully occupied lattice. In this case we
observe that the LGF interaction leads to conventional (Néel) antiferromagnetic order, while the Log
leads to a “striped” phase. This can be understood from a theorem in Ref. [54] which states that the
ground state of the system is determined by the minimum of the Fourier transform of the interaction.
This is explained in more detail in the chapter appendix 4.7.2.
4.3.2 Three dimensions
We analyse the diluted cubic lattice considering a density of particles x = 0.0625, and again consid-
ering the model Hamiltonian of Eq. (4.1), with interactions now restricted to be the LGF as given by
Eq. (A.47). Both Monte Carlo simulations and LN calculations cover several system sizes with 100
distinct disorder realisations each. The main focus is on the possibility of a glassy phase and the spin
glass susceptibility and corresponding correlation length are computed. Our prior discussion of the
finite size scaling relations still holds, and one determines the transition as an unique crossing of the
finite size correlation length curves. Instead of this we observe (Fig. 4.7) a trend for the crossings to
shift towards larger values of A as the system size increases, similar to the situation in two dimensions.
No good scaling collapse was obtained. A freezing transition in this system at a finite coupling
strength therefore appears unlikely, though a more careful finite size scaling analysis of the crossings
is necessary to give a definitive answer.
A LN study at A = ∞ reveals that the exponent for the scaling of zero eigenvalues of the matrix
Ai j with system size yields µ = 0.33, in agreement with the prediction in 3 dimensions for a short
ranged interacting system [92]. Using of this exponent and the scaling relations at A = ∞ does not
lead to a good scaling collapse of our LN data, reinforcing the conclusion that this system does not
present any freezing transition at A = ∞.
The pair correlations exhibit the same sort of behavior as in the 2d case: only the 1st few nearest
neighbors tend to be strongly antiferromagnetically correlated, but no correlations develop at large
distances as the coupling strength is increased, and the system remains paramagnetic.
4.4 Spectral properties
The A−1 = 0 transition can be considered from the point of view of the interaction matrix Ji j (A.47)
and (4.13), as an example of euclidean random matrix (ERM): [107] unlike the traditional random
matrices, where different entries of the matrix are uncorrelated, ERM’s are defined by a function of the
distance between two points f (r), where the randomness in the entries is induced by the randomness
of the underlying point pattern {ri}. These random matrices have been studied for certain classes of
functions f [55], and some classical results are available. Our degree of understanding of this subject
is not comparable to that of the classical (e.g. GOE,GUE, Wishart) ensembles [103] with most results
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Figure 4.7: Spin glass susceptibility (top) and correlation length (bottom) as computed from the LN approach
(lines) or measured in the MC simulations (points), for the LGF interaction on the cubic lattice.
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Figure 4.8: Scaling of the number of vanishing eigenvalues of the matrix Ai j defined on the text and of the spin
glass susceptibility (inset) with the number of particles for the LGF in three dimensions at 1/A = 0.
coming from exact diagonalisation and approximations [6, 55, 107].
Unfortunately due to the long-range nature of the log-interaction, many of the methods to analyse
the spectral properties presented in Ref. [55] do not apply directly to our case. However, a phenomeno-
logical picture of the low- and high-lying eigenstates of the matrix Ji j can be established transparently.
Let us start from the large positive eigenvalues. Since Ji j is constant in sign, the Frobenius-Perron
theorem states that a highest eigenvector is nodeless. To a reasonable approximation, it is fully delo-
calised,
φ(N) ' (1/√N, ..., 1/√N). (4.26)
The associated eigenvalue is
λmax ∼ N2 ln N. (4.27)
with an inverse participation ratio of 1/N.
The second-to-highest eigenvalue is also associated to a delocalised eigenvector, which is now a
wave with wavelength. L. At these length scales the randomness of the point process plays little role.
A finite fraction (possibly all) of the eigenstates containing the largest eigenvalues are delocalised,
they correspond to long-wavelength charge-density variations. The average spectral density (DOS) of
the LGF (A.47) interaction matrices is shown on top panels of Figs. 4.10 and 4.11, in the limits of
high (x = 0.125) and low density (‘continuum limit’, x = 2−13), respectively.
Guided by the numerics, we see that the eigenvectors corresponding to the most negative eigen-
values are localised eigenvectors: most of the weight is concentrated on O(1) spins. This leads us to
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Figure 4.9: Ground state eigenvector showing a trimer for a particular disorder realisation using the LGF as in-
teraction on a lattice of size L = 32 with N = 102 particles. The components of the eigenvector are proportional
to the radius of the circles, which are centered on the corresponding spin position. Red (black) sign indicates a
positive (negative) sign.
consider isolated percolation animals.
The simplest (and, for small x, the most abundant) of these is the dimer. A well-isolated dimer
supports two eigenvalues: an antisymmetric and a symmetric one. The antisymmetric one,
φ(0) = (1/
√
2,−1/√2, 0, ..., 0) (4.28)
corresponds to the smallest eigenvalue. In fact, since the closest pair is located one lattice spacing
away J12 ∼ ln L and the lowest eigenvalue is
λmin ' − ln(L) + O(1) ' 12 ln(N/L
2) − 1
2
ln(N) + O(1). (4.29)
At fixed density, N/L2, the lowest eigenvalue depends logarithmically on the system size.
For a well isolated dimer, say at distance r from the closest spin, the effect of neglecting the rest
of the spins appears as a correction O(1/r).
We now consider how big this isolation distance r is. By the usual arguments of percolation theory,
one can estimate the expected number of isolated dimers as
nd(r) = L22x2(1 − x)pir2 , (4.30)
where we have approximated the number of lattice sites in a circle of size r with pir2. Therefore the
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Figure 4.10: Spectral density (top) and average Y (Eq. 4.32, bottom) for a fraction of x = 0.125 occupied sites
in the lattice, using Ji j as defined in (A.47), the LGF interaction. The inset shows the fluctuations of Y .
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most isolated dimer (the solution of the equation nd(r) = 1) is surrounded by an empty area of size
r(L) =
√
2 ln(xL
√
2)
√
pi ln(1/(1 − x)) . (4.31)
Note the extremely slow dependence r(L) ∼ √ln L.
Inserting L = 120 and x = 0.1, which is about the largest sizes considered in our numerics,
r = 4.13, which can hardly be called isolated.
The isolation effect would be much more pronounced for x = 10−3, L = 1, 200, for which r = 18.4.
Otherwise, one needs to consider the ground states of more complicated lattice animals, like trimers,
snakes, squares etc. As an example, a ground state eigenvectors for one disorder realisation is shown
on Fig. 4.9.
This problem becomes quickly analytically prohibitive. However the fact that the ground state is
localised on some lattice animal appears robust: on the graphs we consider, the smallest eigenvalue is
∼ − ln L and the IPR is O(1).
With the lower end of the spectrum localised and the high-end delocalised, it is a natural question
whether there exists a mobility edge separating the two limits. In order to study the transition we have
looked at the inverse participation ratio as a function of the eigenvalue λ:
IPRα =
∑
i
v4αi
Y(λ) =
1
ρ(λ)
∑
α
IPRαδ(λ − λα), (4.32)
where λα and vαi are eigenvalues and normalized eigenvectors of Ji j respectively. We consider the
average [Y](λ) and fluctuations σ(Y)(λ) 1
A mobility edge would be signaled by the divergence of the fluctuations of Y(λ) at a certain
λc. Numerical diagonalization of Ji j does not indicate such a transition: the two limits appear to be
separated by a crossover. The bottom panels on Figs. 4.10 and 4.11 show, respectively for a high
and low density of particles, the average Y(λ), while the insets display the fluctuations of Y(λ). The
spectral properties of the LGF in d = 3 turn out to be very similar to the d = 2 case (not shown).
4.5 Pair correlations and screening
4.5.1 Analytical theory of screening
Away from the T → 0 limit of the microscopic model, excitations of the non-orphan tetrahedra out
of their momentless state carry gauge charge, which leads to a variant of Debye screening, with the
1Numerical evaluation of Y reduces to the binning of the eigenvalues interval and computing the histogram of PRs
falling into the bins. We defined the fluctuations as the sample-to-sample variance of the bin values.
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Figure 4.11: Spectral density (top) and average Y (bottom) for a fraction of x = 2−13 occupied sites in the
lattice, using Ji j as defined in (A.47), the LGF interaction. The inset shows the fluctuations of Y .
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special feature that the gaplessness of the charge excitations leads to a somewhat unusual temperature
dependence of the screening length [154].
In addition to this, even in the limit T → 0 studied here, we encounter an additional type of
screening. This occurs on account of the long-range uniformly antiferromagnetic Coulomb interac-
tion between the orphans, whose existence is the distinguishing property of the random Coulomb
antiferromagnet. It again exhibits a Debye form, although distinct from the setting of mobile charges
in which Debye screening is normally considered, as here it is the (continuous) flavour of the charges
– the orientation of the orphan whose orientation is free but whose location is fixed – which is the
dynamical degree of freedom.
This can be seen directly in a weak-coupling expansion, which in Coulomb systems has a van-
ishing radius of convergence in the thermodynamic limit, as is easily verified in our simulations,
Fig. 4.12.
To elucidate the role of screening, we compute the disorder averaged correlator between two spins
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at ra and rb. Consider the action
S =
A
2
∑
i, j
Ji j~ni · ~n j, (4.33)
where Ji j are given by either the Log or the LGF and we will eventually set A = 1. The correlation
function between two spins, for fixed disorder is:
Cab = 〈~na · ~nb〉 == 1Z
∫
d3Nn
∏
i
δ(1 − n2i )(~na · ~nb)e−
A
2
∑
i, j Ji j~ni·~n j . (4.34)
As it is not the hard spin constraint which is central to the physics of screening, we substitute
it with something more manageable (analogously to the LN method, but without imposing self-
consistency). Representing the delta function with a Gaussian term
δ(1 − n2i )→
1
(2pi/3)3/2
e−3
n2i
2 (4.35)
(with a factor of 3 to guarantee that 〈nx2i + ny2i + nz2i 〉 = 3/3 = 1). Thus
Cab = δab − 〈a|
1
3 AJ
1 + 13 AJ
|b〉 (4.36)
where we use a matrix notation 〈a|J|b〉 = Jab. For simplicity we will not write the δab term, which
only affects the result for the self-correlation (it will return to be important when we discuss the LN
approximation again later). The correlation function between a and b depends also on the positions
of all the other points x2, ..., xN so it should be written as C(xa, xb|x2, ..., xN).
This Gaussian approximation is equivalent to the resummation of a set of diagrams in which there
are no internal loops, dubbed “chain diagrams." This approximation is justified in the limit of small
A, in which spins are rarely polarized along some direction and the hard-spin constraint is not so
important.
This result holds for each disorder realization. We now take the average over realizations (leaving
the question of whether this is representative of the distribution or not for later) keeping fixed the
position of the two spins a, b. For doing this, it is convenient to go back to the geometric expansions
and define
E [Cab] ≡
∫
dN−2x
S N−2
C(xa, xb|x1, . . . , xN−2) (4.37)
where xi are the locations of the other N − 2 spins and S = L2. We have relaxed the constraint
that points be located on a square lattice, which is immaterial in our high temperature, low-dilution
expansion.
Unfortunately it is difficult to see what the distribution of J induced by the random positions is,
but we can expand the Gaussian result in powers of A and do the average term by term.
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We get
E [Cab] = − 13AJab +
∑
i
(
1
3
A
)2
E [JaiJib] +
−
(
1
3
A
)3 ∑
i j
E
[
JaiJi jJ jb
]
+ ... (4.38)
Now, term by term we obtain objects like
E
∑
i
JaiJib
 =(N − 2) ∫ d2xS J(xa − x)J(x − xb)
=ρ
∫
d2xJ(xa − x)J(x − xb) (4.39)
where ρ = (N − 2)/S ' N/S is the density of points. Fourier transforming,
ρ
∫
d2xJ(xa − x)J(x − xb) = ρ
∫
d2x
d2q
(2pi)2
d2q′
(2pi)2
JqJq′eiq(xa−x)+iq
′(x−xb)
= ρ
∫
d2q
(2pi)2
J2qe
iq(xa−xb). (4.40)
The geometric series obtained thus for E [Cab] yields
E [Cab] = −
∫
d2q
(2pi)2
eiq(xa−xb)
(A/3)Jq
1 + (Aρ/3)Jq
. (4.41)
Now, for both Log and the LGF, Jq ' c/q2 (c is a constant of O(1)) 2 so that at small A we have
approximately
E [Cab] ' −
∫
d2q
(2pi)2
eiq(xa−xb)
(cA/3)
q2 + (cAρ/3)
. (4.42)
This leads to
E [Cab] ' (−2A/3)K0(r
√
cAρ/3) (4.43)
which exhibits a screening length
ξ = 1/
√
cAρ/3. (4.44)
As both A and c are O(1) this shows (not surprisingly) that the screening length is proportional to the
1/
√
ρ.
2In order to find the appropriate c we need to specify J. From
c
∫
d2q
(2pi)2
eiqr
q2 + 2/L
=
c
2pi
ln
L/√2r
 + const.
it follows that J(r) = − ln(r/L/√2) implies c = 2pi.
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Figure 4.13: Correlation function exhibiting screening: numerical results (for a single disorder realization with
N = 200 points on a square of unit size) compared to the predicted analytical form from the chain diagrams.
Note that in this approximation, for ra,b  ξ the correlation function C(r)  1, which is not
physical for unit length spins. This is an artefact resulting from substituting the hard spin constraint
with a quadratic confining potential. Therefore this approximation is internally consistent only for
ra,b & ξ, where it predicts an exponential damping of the correlations but we note that the large
anticorrelations at short distance due to strongly coupled spins close to one another put these into
a state with vanishing total spin, which – physically correctly – screens their joint field at larger
distances.
4.5.2 A random scattering picture
The final question we address concerns the fluctuations of the random quantity (4.36) and whether
these may signal any phase transition even when the mean does not. To gain some insight into this,
we develop an analogy with wave propagation in disordered media, which suggests that no transition
exists. The basic observation is that the interaction is simply related to the inverse of the Laplacian,
the propagator of a free particle on the lattice:
Considering that
Ji j = 〈i| 1−∇2 | j〉 (4.45)
properly regularized (particularly important is the condition that Jii = 0), we can rewrite the expres-
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sion (4.36) as
Cab = δab − A3 〈a|
1
−∇2 + V − E |b〉, (4.46)
where E = 0 and
V(x) =
A
3
∑
i
δ(x − xi) (4.47)
is a random potential. This can be established by expanding in powers of A.
Thus C is (proportional to) the propagator for a wave in a two-dimensional box with randomly
placed point-like scatterers [4, 77], at energy E = 0.
The precise form of the mapping is the following: the correlation function
− 1
A
Cab = − 3A〈nanb〉, (4.48)
is the amplitude of a signal sent from the scatterer a to the scatterer b, considering all order processes
bouncing over all the N scatterers. In case a = b the direct path from a to b needs to be neglected. This
is a form of renormalization of the scattering problem which is always necessary in the point-like (or
s-wave) scattering limit [149].
Once the renormalization procedure is done, the problem we are left with corresponds to the
propagation of a scalar wave, damped by a scattering section for every typical realization of disorder.
Without repeating the classical treatment of this phenomenon we can say that the signals (spin-spin
correlations) must be screened for any A, the screening length (measured in units of 1/
√
ρ) being a
decreasing function of A. Even if not precisely of the form (4.44) for small-A, it seems to diverge like
1/
√
A.
This is valid both for the coherent field E [Cab] and the incoherent field E
[
C2ab
]
−E [Cab]2, although
the scattering sections (and hence the damping/correlation lengths) might have different values. This
analogy makes us realize that in this approximation there is no transition irrespective of the value of
A or ρ, and this is consistent with numerical results.
This analogy extends also to the LN limit. Considering a small-A series expansion for the spin
correlation function:
haCabhb = δabha − αJab + α2Jai 1hi Jib − α
3Jai
1
hi
Ji j
1
h j
J jb + ... (4.49)
(recall that in LN A is scaled by a factor 1/n, see appendix A, hence the factor of 3 of the previous
paragraphs is absent here) where the extra factors of ha need to be chosen in such a way that
Cii = 〈nini〉 = 1. (4.50)
Cab is then proportional to the propagator
Gab = h˜ab − A〈a| 1−∇2 + V − E |b〉, (4.51)
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where h˜ is the diagonal matrix with diagonal entries {hi}i=1,...,N , E = 0 and
V(x) = A
∑
i
1
hi
δ(x − xi), (4.52)
where the renormalized value 〈i| 1−∇2 |i〉 = 0 is intended.
This is a scattering problem over point-like scatterers, where now each scatterer has different
scattering amplitude. This modification should not change the physical analogy of the problem. This
is again a scattering problem of a scalar wave over point-like scatterers. The propagation of the wave
is attenuated over distance in the usual exponential fashion. Therefore, if a phase transition exists,
it is not mirrored in the divergence of the correlation length. Conversely, as this treatment is closely
related to the LN one (rather than the Heisenberg model), on account of the softening of the hard
constraint to a Gaussian one, we would not expect a transition at finite value of α.
4.6 Discussion
We have studied the effective theory describing disorder in the form of quenched non-magnetic impu-
rities, in the topological Coulomb phase, on a lattice with bipartite dual. Interactions in the effective
picture are long-ranged, and to the best of our knowledge this is the first study available of such a
model.
4.6.1 A freezing transition?
Our results show that any freezing transition, if it exists, is extremely tenuous. In d = 2, for LN there
does not appear to be freezing for any finite coupling, with a nice scaling collapse of the data at A = ∞
indicating freezing to take place in this limit.
The relation of this result to a finite number of spin components is the following. Firstly, our
Heisenberg simulations cannot access a freezing transition, but they do show a greater tendency to-
wards glassiness than LN, with both a larger spin glass correlation length and an enhanced tendency
for the curves to cross.
This is in keeping with the general expectation [92] for the more constrained Heisenberg model
to freeze before the soft spins do (and after an Ising model might). If there is a freezing transition at
Ac < ∞, it will still be at phantastically large coupling Ac > 100. The delicate nature of all of these
phenomena is further underscored by the dependence on finite-size choices, which may lead to an
entirely different set of instabilities. Similarly, the analytical approaches, in particular the mapping to
a quantum scattering problem, see little indication of a transition.
The tendency towards freezing seems to be even weaker in d = 3, perhaps surprisingly so, given
the freezing transition is more robust in higher dimension for the instances of canonical spin glasses.
However, unlike in these cases, our distribution of the intersite couplings is dimensionality dependent,
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and in particular becomes ’shorter-ranged’ as the power law of the decay of the Coulomb law grows
with d (while, of course, the power law with which the number of distant spins grows, increases).
The weak tendency towards freezing is in keeping with the fact that our model is not easily de-
formed into one of the standard spin glass models. On one hand, increasing the range of the interaction
towards the extreme of doing away with any notion of distance and assigning equal coupling between
all the spins yields simply a global charge-neutrality constraint (which, at any rate, is already en-
forced microscopically) and therefore preserves a microcanonical version of a perfect paramagnet.
If the coupling is restricted to nearest-neighbours only, we instead get a combination of percolation
physics and that of the standard Néel state for a bipartite antiferromagnets, where any tendency to-
wards disorder is a dimensionality effect, and glassiness is nowhere to be seen.
The tendency towards glassiness is therefore necessarily due to a combination of the non-constancy
of the logarithmic interaction – which, helpfully, is not bounded as r → ∞, along with its long range.
Studying models exhibiting this pair of ingredients more systematically is surely an interesting av-
enue for future research. We would like to emphasize, in particular, that the phenomenon of screening
we have discussed has no counterpart in the literature on conventional spin glasses, where the ran-
dom choice of the sign of the interactions does not allow the identification of an underlying charge
structure.
In this sense, our model is much closer to those familiar from the study of Coulomb glasses, al-
though the differences here are again considerable. We have vector charges rather than Ising (positive
or negative) ones; disorder appears in the form of random but fixed locations rather than fixed on-site
potentials for charges not bound to a particular site. It is intriguing that such a variation of a classic
Coulomb glass appears entirely naturally in frustrated magnetism.
4.6.2 Freezing in frustrated magnetic materials
With Heisenberg spins placed at random sites of the pyrochlore-slab lattice (also known as the SCGO
lattice) and a particular, microscopically determined value of A, the d = 2 case of our Coulomb an-
tiferromagnet corresponds, up to the sublattice-dependent inversion factor mentioned earlier, to the
T → 0 limit of the physics of orphans created when a pair of Ga impurities substitutes for two of
the three Cr spins in a triangular simplex of this lattice. Although experimental interest in SCGO
dates back to the 80s and played a key role in stimulating experimental and theoretical interest in the
area of highly frustrated magnetism[119], the behaviour of SCGO is reasonably well-understood in
theoretical terms only in the broad Coulomb spin-liquid regime down to about a hundredth of the ex-
change energy scale (of order 500K) between the Cr spins. The magnetic response in this regime can
be modeled in a rather detailed way as being made up as the response of a pure Coulomb spin-liquid
superposed with the Curie-tails associated with vacancy-induced “orphan” degrees of freedom [65,
66, 108, 150] that carry an effective fractional spin [152, 153] and leave their imprint on NMR line-
shapes [152] and bulk-susceptibility [108, 150, 152] in the Coulomb spin-liquid phase. In contrast,
the physics at very low temperatures (of order 5K or lower) is still not very well understood, with
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Figure 4.14: (Left)The sign function on the 1st quadrant for a lattice of side L = 100 used to resum the
correlations. (Right) The scaling of the new susceptibility proposed to describe the ordering occuring with the
Log interaction.
intriguing but largely unexplained reports of observed glassy behaviour even at very low densities
of Ga impurities[87, 128], which appears to involve only the freezing of a fraction of its degrees of
freedom.
Our model retains the key feature of the T → 0 limit of the effective model, namely the long-range
Coulomb form of the effective exchange couplings, but does not retain the detailed geometry of these
orphans in SCGO, except for the sublattice-dependent inversion that connects the degrees of freedom
of our Coulomb antiferromagnet with the underlying physics of these orphans.
Bearing all this in mind, the usual caveat about idealised models for frustrated systems applies
to our study as well: Our starting Hamiltonian of a classical nearest-neighbour Heisenberg model
does not include a number of aspects – further-neighbour interactions, single-ion anisotropies, non-
commutation of spin components – all of which give rise to interesting, generally non-glassy, physics
of their own. If and when these energy scales dominate over our the instabilities of the idealised
model, it is the former which will likely show up more prominently in experiment.
In addition, in our case, the critical coupling Ac, even if it is not infinite, is hard to attain in any
microscopic model. Indeed, for the checkerboard lattice, one obtains A = 1/4pi from a microscopic
calculation, easily within a very short-range correlated regime.
At any finite temperature, which is all that can be accessed experimentally for the time being, the
Coulomb interactions obtain a finite-screening length due to the thermal excitation of charges even
in non-orphan tetrahedra. Following the general lore on spin freezing, this precludes even canoni-
cal Heisenberg spin glassiness. For this reason, the abovementioned A-independence of a freezing
transition in d = 2 is not going to carry over directly to the experimental compound.
However, real systems will only be quasi-2d, with residual couplings between the two-dimensional
layers. Indeed, for the case of SCGO, dilution also breaks up the tightly bound singlets of the dimers
of Cr ions which isolate the kagome-triangle-kagome trilayers from one another. The consequences
of coupling in the third dimension remain an interesting yet completely open topic for future study.
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4.6.3 Connection to other models
More broadly, perhaps the most pleasing aspect of this work is how it naturally connects (with) a
number of deformations of well-known problems–the scattering problem, Coulomb glass physics,
or random matrix theory. In particular, we have identified a straightforward way of obtaining a Eu-
clidean random matrix problem from a simple magnetic model where long-range interactions emerge
naturally. We hope that this will motivate further work on any (and perhaps all) of these problems.
4.7 Chapter Appendix
4.7.1 Non-Glassiness for the Log Interaction
The pair correlation profiles for the Log interaction exhibit a structure hinting on the way pair corre-
lations should be summed in order to define a generalized susceptibility describing the order present
on this system. This order reflects the symmetry of the interaction, which is anisotropic, but has the
symmetries of the square lattice.
We define a sign function, θ(x, y), which on each quadrant has alternating values ±1 on suscessive
“square frames” of fixed width of 2 lattice sites for any L. Assuming (x, y) on the 1st quadrant, this
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Figure 4.16: The average on each binning block of the spin glass susceptibilities plotted against the logarithm
(base 2) of the size of the corresponding binning block. Data shown here corresponds to MC simulation of the
LGF in the cubic lattice at A = 200.
function has the profile pictured on the left panel of Fig. 4.14.
The corresponding susceptibility reads:
χ =
 1N ∑
i, j
θ(~ri j)
〈
~S i · ~S j
〉 . (4.53)
Square brackets denote as usual disorder average. This susceptibility diverges with system size,
and its scaling in MC simulations is shown on the right panel of Fig. 4.14; the same behavior is found
in the LN.
4.7.2 Fully Occupied Lattice
Proposition 1 in Ref. [54] states that if Jˆ(k) is the Fourier transform of the interaction matrix J, then
a minimizer ~k0 for Jˆ(k) determines a modulated ground state for the system with that wavevector.
The Fourier transform of the LGF at nonzero wavevector is readily read from its definition,
Eq. (A.47):
JˆLGF(k) =
1
2 − cos(kx) − cos(ky) (4.54)
which has a minimum at ~k = (pi, pi), thence we find “conventional” antiferromagnetic order.
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For the Log interaction, we are not able to find an analytical expression for its Fourier transform,
but numerical results show that the global minima happen at ~k = (pi, 0) or (0, pi), which explains the
striped phase for the fully occupied lattice. The non-analyticity of the distance function periodized by
the functions min(x, L − x) or min(y, L − y) (which is seen as a discontinuity in the derivative along
the lines x = L/2 or y = L/2) gives rise to “ringing” in JˆLog(k), a line of alternating local maxima and
minima appear along kx = 0 or ky = 0. The new global minimum is shifted from (pi, pi) to the edges of
these lines, as shown in Fig. 4.15.
4.7.3 Verifying Equilibration
Our simulations require exploring a region of very high coupling, A. In this case it is important
to ensure that equilibrium is attained. To test this, we bin the data for the spin glass susceptibility.
This binning consists of subdividing the total number of measurements, Nm, in contiguous bins of
successive sizes: 1, 1, 2, 4, 8, . . . ,Nm/4,Nm/2. The average for each bin is then plotted against the
logarithm of the bin size (Fig. 4.16). Equilibrium is diagnosed by at least the last 3 bin averages
agreeing within the interval set by their error bars.
The final equilibrium values used consist of the average of the last half of the measurements made
in the simulation, Nm/2.
Chapter 5
Coulomb orphans: Ising spins
The random Coulomb antiferromagnet studied in the previous chapter can be considered as a general
spin-glass model for a varying number of spin components. In this chapter, which is strongly based
on Ref. [130], we study the one-component, Ising, case.
Most studies of spin glasses use a model of the Edwards-Anderson [47] type in which the inter-
actions are short-range and have random sign. However, it is argued that spin glass behavior is more
general and that the necessary ingredients are simply randomness and frustration. Indeed an antifer-
romagnet on a random graph (which has all interactions negative) is found [86] to have spin glass
behavior, in which disorder and frustration arise from large loops in the graph. In this chapter we also
study spin glass behavior in a disordered model with only anti-ferromagnetic interactions, but of the
long-range Coulomb-type. This is an extension to the study presented on previous chapter 4, where
here we concentrate on the case of Ising spins.
In addition to clarifying the general conditions under which spin glass behavior can occur, fur-
ther motivation for our work comes from experiment. In certain highly frustrated random magnets,
Schiffer and Daruka [150] showed that new magnetic degrees of freedom emerge, so-called “orphan”
spins, which could potentially undergo a glass transition. Subsequently, Refs. [132, 153] showed that
the orphan spins have Coulomb interactions between them, due to entropic effects, and performed
numerical simulations on the resulting model. A final motivation for our study is that Villain [164]
showed that antiferromagnetic Coulomb interactions arise between effective Ising spins, called “chi-
ralities”, in an XY (i.e. 2-component) spin model with frustration and speculated that this could lead
to a glass transition.
The main question we address in this chapter is whether the spin glass transition in the random
Coulomb antiferromagnet is in the same universality class as the Edwards-Anderson (EA) spin glass.
Microscopically they are very different. The EA model is short-range and its interactions have random
sign while the Coulomb antiferromagnet has all interactions negative and is long-range. However,
Ref. [132] showed that there is a screening mechanism in the random Coulomb antiferromagnet so
we might expect that the interactions driving a spin glass transition are also effectively short-range. In
addition, both the EA model and the random Coulomb antiferromagnet have disorder and frustration,
so one might imagine that the universal behavior at a spin glass transition could be the same. We will
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try to see if this is the case by numerical simulations. Our conclusion is that the data is consistent
with this hypothesis, but other scenarios can not be ruled out because there are strong corrections to
finite-size scaling for the range of sizes that we can study.
The previous chapter, based on Ref. [132], presents results of Monte Carlo simulations on a
Heisenberg (i.e. three-component) version of the random Coulomb antiferromagnet because the or-
phan spins emerging in experimental frustrated quantum magnets [150, 153] are of the Heisenberg
type. However, in order to try to answer questions about the spin glass universality class we turn to
a study of the Ising (i.e. one-component) version of the model. One reason is that the updating algo-
rithm is simpler and more efficient than for the Heisenberg case. More important is that even for the
EA model, the nature of the spin glass transition in, say, three dimensions has been harder to eluci-
date for the Heisenberg case than for the Ising case. This is partly because the transition temperature
is much lower and partly because there seem to be larger corrections to finite-size scaling as well
as complications due to additional (chiral) degrees of freedom, see for example Refs. [13, 163]. By
contrast, the transition in the three-dimensional Ising EA spin glass is much better understood, see
Refs. [14, 62]. By using Ising rather than Heisenberg spins, and by some refinements to the Monte
Carlo method, we are able to study significantly larger sizes than in the previous chapter, Ref. [132].
The plan of this chapter is as follows. In Sec. 5.1 we describe the model and the numerical method
used to simulate it. In Sec. 5.2 we explain the finite-size scaling method used to investigate the tran-
sition, while in Sec. 5.3 we describe the results and interpret them for the cases of dimension d equal
to 2 and 3. Our conclusions are summarized in Sec. 5.4.
5.1 The Model
We study N Ising spins, S i = ±1, randomly placed on a d−dimensional hypercubic lattice of size L
for d = 2 and 3. The concentration of spins is therefore x = N/Ld. The Hamiltonian is given by
H = −
∑
〈i, j〉
J(ri j)S iS j , (5.1)
where the interactions J(ri j) are given by the lattice Green function
J(ri j) = −adLd
∑
k
cos
(
k · ri j
)
d −∑d`=1 cos k` . (5.2)
The factor ad is introduced so that the large-distance limit has the Coulomb form
J(ri j) = log(ri j/L), (d = 2), (5.3a)
= −1/ri j, (d = 3), (5.3b)
where L is a constant which can be chosen to be larger than any ri j so the interactions are all antifer-
romagnetic. In fact, since we impose the “charge neutrality” condition,
N∑
i=1
S i = 0, (5.4)
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the Hamiltonian is actually independent of L. The numerical values of ad are
a2 = pi, (5.5a)
a3 = 2pi. (5.5b)
Note that, since the positions of the spins are random, the interactions will be different for different
samples, but always antiferromagnetic. To reduce error bars coming from sample-to-sample fluctua-
tions we need to average over many, typically several hundred, samples.
We simulate this model using the Metropolis Monte Carlo method, modified as follows to incor-
porate the charge neutrality condition in Eq. (5.4). A site i is chosen, either sequentially or at random,
and then one of the z nearest sites to this, j say, is chosen at random. If the spins on i and j are
antiparallel they are both flipped with the usual Metropolis probability, and otherwise no change is
made. Repeating this procedure N times corresponds to one Monte Carlo sweep. An earlier version
of the code took both spins to be random, so with high probability they are far away, but this leads to
an acceptance probability that decreases rapidly with increasing system size.
We incorporate parallel tempering (replica exchange) [71, 98] to speed up equilibration at low
temperatures. In this approach, simulations are done at several temperatures for the same set of inter-
actions and global moves are performed in which entire spin configurations at neighboring temper-
atures are exchanged, with a probability satisfying the detailed balance condition. We determine the
temperatures empirically by requiring that the acceptance ratios for global moves are reasonable, typ-
ically of order 0.3. Appropriate temperatures can be estimated with sufficient accuracy from relatively
short test runs.
5.2 Quantities Calculated and Finite-Size Scaling
The main object of interest is the spin glass order parameter q defined as the instantaneous overlap
between the spin configurations in two copies of the system with the same interactions,
q =
1
N
N∑
i=1
S (1)i S
(2)
i , (5.6)
where “(1)” and “(2)” refer to the copies. From measurements of q we determine the spin glass
susceptibility
χS G = N[〈q2〉]av (5.7)
and the Binder ratio
g =
1
2
(
3 − [〈q
4〉]av
[〈q2〉]2av
)
, (5.8)
in which angular brackets refer to a Monte Carlo average for a single sample and square brackets
[· · · ]av refer to an average over samples. It is also useful to define a wavevector-dependent spin glass
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susceptibility by
χS G(k) =
1
N
∑
i, j
[〈
S (1)i S
(1)
j S
(2)
i S
(2)
j
〉]
av
cos
(
k · ri j
)
, (5.9)
from which one can determine a correlation length ξL according to
ξL =
1
2 sin(qmin)
(
χS G(0)
χS G(qmin)
− 1
)1/2
, (5.10)
where qmin is the smallest non-zero wavevector, i.e. qmin = (2pi/L)(1, 0) in d = 2 and qmin =
(2pi/L)(1, 0, 0) in d = 3.
To investigate whether or not there is a spin glass phase transition it is essential to use finite-size
scaling (FSS), see for example Refs. [13, 126]. If there is a transition at T = Tc, in which the bulk
(i.e. infinite system-size) correlation length diverges with an exponent ν, i.e.
ξ∞ ∝ (T − Tc)−ν, (5.11)
then the Binder ratio, being dimensionless, will have the FSS form
g = g˜
(
L1/ν(T − Tc)
)
, (5.12)
so curves of g against T for different sizes intersect at Tc.
The spin glass susceptibility, however, is not dimensionless and for an infinite system size diverges
at Tc with an exponent γ, i.e.
χS G ∝ (T − Tc)−γ, (L→ ∞), (5.13)
so its FSS form is
χS G = L2−η χ˜
(
L1/ν(T − Tc)
)
, (5.14)
where η is related to the other exponents by
γ = (2 − η)ν . (5.15)
The correlation length ξL divided by the system size is also dimensionless and so has the FSS form
ξL
L
= X˜
(
L1/ν(T − Tc)
)
. (5.16)
5.3 Results
5.3.1 Screening
The spin glass susceptibility can be expressed as
χS G =
1
N
∑
i, j
[C2i j]av
= 1 +
1
N
∑
i, j
[C2i j]av (5.17)
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Figure 5.1: Data for the spin glass susceptibility at small β (≡ 1/T ) in two dimensions for a concentration x =
1/16 for N = 16 and 64. The curve is a parabolic fit to the data for N = 64 and has the form 1+0.465β+0.0669β2.
The behavior is clearly linear, not quadratic, at small β, which is a result of screening. The intercept at β = 0
differs measurably from unity for very small sizes only because of the charge neutrality constraint, Eq. (5.4).
where Ci j = 〈S iS j〉 and the terms with i = j give unity, which is the result for T = ∞. Naively, one
can obtain the second term in Eq. (5.17) at high temperature by expanding the Boltzmann factors in
powers of β (≡ 1/T ), with the result
Ci j = βJi j + O(β2) (i , j), (5.18)
but then the sum in the second term in Eq. (5.17) diverges for the Coulomb potential interaction in
Eq. (5.3). Clearly a resummation of terms is needed to get a finite result. In fact, Ref. [132] showed
that the interactions are screened up to a length scale λ where
λ ∝ √T . (5.19)
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Within certain approximations, the final result of Ref. [132] in d = 2, is
Ci j ∝ βK0(ri j/λ), (5.20)
where K0(x) is a modified Bessel functions which decays exponentially to zero at large x. This is to
be compared with the naive result in Eq. (5.18) that Ci j = βJ(ri j) ∝ β log(ri j). Inserting Eq. (5.20) into
Eq. (5.17) one has, at high-T and in d = 2,
χS G = 1 + const. λ2β2 (5.21)
= 1 + const.′ β . (5.22)
Hence, because of screening, the leading correction to the infinite-temperature result is of order β.
This is different from the naive result of high-temperature series, see Eqs. (5.17) and Eq. (5.18),
which is of order β2. However, this coefficient diverges with system size for the long-range model
studied here, and a resummation of terms, which corresponds to including screening, gives a finite
term of order β. This linear dependence at small β is clearly shown by the numerics in Fig. 5.1.
Because the interactions are screened, we might expect the universality class of the spin glass
transition in the disordered Coulomb antiferromagnet to be the same as that of the short-range EA
spin glass. Even if this is the case, the fact that the screening length is temperature dependent will
give rise to additional, and possibly large, corrections to FSS which could complicate the analysis.
5.3.2 Equilibration
To test for equilibration we obtain data for runs of different length in which the number of sweeps
doubles for each run, and for all runs we average over the last half of the sweeps. It is easy to see that
this can actually be done in a single run by using all the data. We require that the data is independent
of run time within small error bars for the last two data points. Figure 5.2 shows an example for
N = 576 for d = 2 at the lowest temperature T = 0.032.
In some recent work on very large samples, an equilibration test is done separately on each sample,
see e.g. [48], an approach which is useful when the sample-to-sample variation in relaxation times is
huge. This variation gets larger with increasing sample size; for example the work in Ref. [48] studied
samples with up to 483 spins. Since the sizes studied here are much smaller (only up to 103 spins),
we expect that the variation in relaxation times will also be much smaller (though we did not test this
explicitly) and so we did not perform a sample-by-sample equilibration test.
5.3.3 Two-dimensions
Now we discuss our results for two-dimensions. We need a concentration which is small, so we
are close to the continuum limit, but not too small because then there would be some very strongly
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Figure 5.2: Equilibration plot for N = 576, d = 2 with x = 1/16 at the lowest temperature of T = 0.032. The
spin glass susceptibility χS G is plotted against Monte Carlo sweeps t. For each point, averaging is carried out
over the last half of the sweeps. The inset shows an enlargement of the data points for the longest times.
correlated pairs of spins which would be hard to equilibrate without a cluster-flip algorithm. We
choose x = 1/16. The parameters of the simulations are shown Table 5.1.
For the EA model it is well established that the spin glass transition only occurs at T = 0 where
the correlation length diverges with an exponent ν ' 3.4 [26, 49, 61] and the exponent η, which is
related to the divergence of the spin glass susceptibility according to Eqs. (5.14) and (5.15), is η = 0.
Our data for the Binder ratio g is shown in Fig. 5.3. There is no sign of any intersections and
hence no indication of a finite temperature transition. This is consistent with the EA model in d = 2.
Figure 5.4 shows a scaling plot according to Eq. (5.12) assuming Tc = 0. If there is a zero temperature
transition the data should collapse, at least for large enough sizes and low enough temperatures. We
were not able to collapse the data for all sizes with any choice of the correlation length exponent ν
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Table 5.1: Simulation parameters for d = 2. The concentration is x = 1/16 where N = xL2. For each value
of size N, Nsamp samples were run for Nsweep sweeps with averaging performed over the last half. Parallel
tempering Monte Carlo was performed with NT temperatures distributed between Tmin and Tmax.
N L Nsweep Tmin Tmax NT Nsamp
64 32 2097152 0.025 1 15 256
144 48 2097152 0.025 0.500 15 1024
256 64 8388608 0.025 0.500 15 767
400 80 16777216 0.025 0.25 15 256
576 96 83886080 0.032 0.500 16 467
784 112 167772160 0.05 0.25 11 96
but the data for the largest sizes collapses fairly well with ν ' 3.5 (as shown) consistent with results
for the EA model. However, there is a large uncertainty in this estimate; we find that any value for ν
in the range 2.7 to 4.5 gives a plausible fit for large sizes.
In Fig. 5.5 we show scaled data for χS G according to Eq. (5.14) assuming Tc = 0 and η = 0 (the
latter corresponding to a non-degenerate ground state which seems reasonable). As with the data for
g in Fig. 5.4, we can not scale all the data for any value of ν. However, the data for larger sizes scales
fairly well with a value of 2.7 (shown) not very different from the value for the EA model of 3.4.
However, there are big uncertainties in our estimate; any value between 2.0 and 4.0 gives a plausible
collapse for large sizes.
Our attempts to scale the data for g and χS G indicate the presence of substantial corrections to
FSS for the range of sizes that we can study. This problem is even more severe for the data for ξL/L.
Being dimensionless, the data for this quantity should intersect if there is a transition, see Eq. (5.16).
As shown in Fig. 5.6 there is an intersection involving the smallest size studied, N = 64, but not
for larger sizes. Rather the data for larger sizes seems to merge at low-T . If we try to scale the data
for ξL/L we need a large value of ν to collapse the data for large sizes. Figure 5.7 shows the result
with ν = 5.0. These results indicate that the data for ξL/L is not at large enough sizes to give a clear
prediction for the nature of the transition.
To help clarify the extent of corrections to finite-size scaling, we have plotted the two dimension-
less quantities, g and ξL/L against each other, rather than separately against T . In the absence of
scaling corrections the data should collapse on to a single curve. Our results are presented in Fig. 5.8
and they show, as suspected above, that there are strong corrections for sizes N = 64 and 144 but
rather weak corrections for the larger sizes.
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Figure 5.3: Data for the Binder ratio in d = 2.
5.3.4 Three-dimensions
Next we discuss our results for three-dimensions for which we use a fixed concentration x = 1/64. As
for d = 2 we choose a value which is small but not too small. For both dimensions the value of x is
such that the mean spacing in each direction is 4 lattice spacings. The parameters of the simulations
are shown Table 5.2. For the EA model in d = 3 it is firmly established that there is a spin glass
transition at non-zero temperature [14, 62].
Data for the dimensionless quantities g and ξL/L are shown in Figs. 5.9 and 5.10 respectively. The
results for g seem to merge at low-T but do not obviously cross. It should be mentioned that even
for the EA model the splaying out of the data for g below Tc is only a small effect, see for example
Ref. [82], but is, nonetheless, observable with good data on large sizes.
For small sizes the data for ξL/L shows a large splaying out, but the data for large sizes seems
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Figure 5.4: Scaling plot for Binder ratio in d = 2 according to Eq. (5.12) with Tc = 0. We are not able to get
all the data to collapse for any value of the correlation length exponent ν. However the data for the largest sizes
collapses with ν ' 3.5 (shown), consistent with the value in the EA model. However, there are big uncertainties
in our estimate (see text).
only to merge. Splaying out for the smallest size was also observed in d = 2, see Fig. 5.6, and was
interpreted as a FSS correction since it disappears for larger sizes. The same is presumably true here;
we should give most weight to the data for larger sizes. But the larger size data in Fig. 5.10 looks very
marginal, possibly suggesting that d = 3 is the lower critical dimension, dl. This is different from the
EA model where dl is approximately, or possibly exactly [24], equal to 2.5.
Figure 5.11 shows a plot of g against ξL/L, analogous to Fig. 5.8 for d = 2. The data shows that
there are very large corrections to scaling for N = 64 but these are much smaller for the larger sizes,
especially for N ≥ 512. This conclusion is consistent with the data in Figs. 5.9 and 5.10 which plot
each of these quantities separately against temperature.
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Figure 5.5: The spin glass susceptibility in d = 2 scaled according to Eq. (5.14) with Tc = 0 and η = 0. No
value of ν succeeds in scaling all the data though the largest sizes scale reasonably well with ν ' 2.7 (shown),
not very different from the value for the EA model of 3.4. However, there are big uncertainties in our estimate
(see text).
5.4 Conclusions
We have studied spin glass behavior in the random Coulomb Ising antiferromagnet in two and three
dimensions by Monte Carlo simulations, with results analyzed by FSS. Since the interactions are
screened, and so are effectively short-ranged, a natural hypothesis is that the critical behavior is the
same as that of the short-range Ising EA model. For the latter, a transition occurs at T = 0 in d = 2
but at a non-zero temperature in d = 3. Our results indicate a zero temperature transition in d = 2,
with a correlation length exponent compatible with that found for the EA model, though with big
error bars. However, in d = 3, we do not find unambiguous evidence for a non-zero temperature
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Figure 5.6: Correlation length divided by system size in d = 2.
transition temperature. Rather the data for larger sizes seems to be “marginal”. This could indicate
that the system sizes are simply not large enough to see the asymptotic critical behavior, or it could
be that our model is not in the same universality class as that of the short-range Ising EA model, but
rather has a different lower critical dimension, dl = 3 rather than dl = 2.5 for the EA model. If this is
the case, the nature of the physics causing the difference in universal behavior is unclear to us.
There are clearly large corrections to FSS for this problem. This is particularly evident in Figs. 5.8
and 5.11 which plot one dimensionless quantity, the Binder ratio g, against another dimensionless
quantity, the correlation length ξL divided by system size. The lack of data collapse for smaller sizes
shows directly the presence of corrections to FSS, without needing to adjust any parameters such as
critical exponents. As well as corrections to scaling that occur for the short-range EA model, here
we have an additional contribution because the screening length is temperature-dependent. In fact,
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Figure 5.7: Scaling plot of the correlation length divided by system size in d = 2 assuming ν = 5.0.
according to Ref. [132] the screening length is singular for T → 0, see Eq. (5.19). If this result holds
down to T = 0 it could possibly change the critical behavior in d = 2, where the transition is also
at zero temperature, rather than simply giving a correction to scaling. In d = 3, the transition is at
finite-T for the EA model, so we expect only a correction to scaling from the T -dependence of λ.
We close on a historical note. The question of whether or not there is a finite temperature transition
in the d = 3 Ising EA spin glass was controversial for many years. It was only later, when better
FSS methods were developed and computers became more powerful, that the question was definitely
answered in the affirmative. Perhaps, therefore, it is not surprising that this early effort on a Coulomb
spin glass does not leave to a definite conclusion, given the extra difficulties of long-range interactions
and larger corrections to scaling.
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Figure 5.8: A plot of the Binder ratio against the correlation length divided by (linear) system size L for different
values of N. Since both these quantities are dimensionless, the data should collapse in the absence of corrections
to finite-size scaling. The results show that corrections are large for N = 64, moderate for N = 144 and quite
small for the larger sizes.
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Table 5.2: Simulation parameters for d = 3. The concentration is x = 1/64 where N = xL3. For each value
of size N, Nsamp samples were run for Nsweep sweeps with averaging performed over the last half. Parallel
tempering Monte Carlo was performed with NT temperatures distributed between Tmin and Tmax.
N L Nsweep Tmin Tmax NT Nsamp
64 16 20480 0.0100 0.2000 9 1000
216 24 1310720 0.0100 0.2000 12 400
512 32 41943040 0.0200 0.2150 15 360
1000 40 83886080 0.0215 0.1305 15 568
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Figure 5.9: Binder ratio for d = 3.
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Figure 5.10: Correlation length divided by system size for d = 3.
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Figure 5.11: A plot of the Binder ratio against the correlation length divided by (linear) system size L for
different values of N. Since both these quantities are dimensionless, the data should collapse in the absence
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N = 216 and apparently quite small for the larger sizes.
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Chapter 6
Coulomb orphans on the triangular lattice
Our investigation in the first part of this thesis determined that orphans can also be defined in the
newly found spin-liquid states. Their properties differ slightly from the original “Coulomb orphans”,
which always sit on a bipartite lattice. The orphans of chapter 3 sit on a non-bipartite lattice and are
effectively described as paramagnetic islands in the T → 0 limit, with quickly decaying interactions.
The orphans of chapter 2 do as well sit on a non-bipartite lattice but present instead long-range inter-
actions in the T → 0 limit, with a logarithmic dependence on distance in two dimensions, as should
be required for charges with a Coulomb interaction. This is therefore a quite similar phenomenology
to the usual Coulomb orphans.
While the last two chapters were mainly devoted to the effective behavior of usual Coulomb or-
phans, we want to dedicate this chapter to the newly discovered kind of Coulomb orphans of chapter 2,
which require an underlying non-bipartite lattice, here taken to be a triangular lattice.
The requirement for the orphans to sit on a non-bipartite lattice in this new class of random
Coulomb magnets is the reason for a new feature. Oscillations in the sign of the interactions are
tied to the relative sublattices of the involved particles, and these are not removable through a Mat-
tis transformation [100]. In this sense such models are “more” frustrated than the random Coulomb
antiferromagnets of the previous chapters.
Our study, restricted to two dimensions and for spins with n = 3 and n = ∞ components, does
indeed indicate a stronger tendency for freezing in this model, as the spin glass susceptibility is a
much faster diverging quantity than on the previously studied case. Furthermore, the correlation length
displays crossings at much lower coupling strength values A than we needed to reach in the random
Coulomb antiferromagnets of chapter 4. A word of caution is nevertheless needed, and despite all
evidence provided here, whether a freezing transition is present in our finite size scaling analysis is a
matter that still requires further numerical effort.
In the following we present the model under consideration followed by a discussion of the results.
The methods involved in this analysis are very similar to the ones of the previous chapters, and only
brief remarks on the few differences will be made. We then conclude this chapter with a discussion.
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6.1 Model
We study a system of N long-range interacting classical Heisenberg spins randomly placed on a
(otherwise empty) L × L triangular lattice with energy
E = A
2
∑
i, j
i jJ(ri j)~S i · ~S j, (6.1)
where A is a free parameter, J(ri j) is the lattice Green function (LGF) of the triangular lattice (~a1,2
being its primary vectors):
J(ri j) =
√
3pi
L2
∑
~q
cos ~q · ~r
3 − cos ~q · ~a1 − cos ~q · ~a2 − cos ~q · (~a1 − ~a2) ,
and, most importantly, the frustrating term i j has the non-trivial sublattice dependent structure:
i j =
 −2 if i and j on the same sublattice,1 otherwise. (6.2)
Notice that due to this form of i j the Curie Weiss temperature of the model vanishes (since each sub-
lattice is equally occupied in the thermodynamic limit, assuming a uniform occupation probability).
This model arises as the T = 0 effective description of dilution effects on a recently studied
new kind of (non-bipartite) Coulomb phase on the maximally frustrated honeycomb antiferromag-
net [133], presented on chapter 2. The emerging objects, so-called orphans, are spins of the original
microscopic model that are left alone on certain clusters of the lattice after non-magnetic impurities
are randomly introduced.
Their interactions are of entropic nature, and the parameter A is fixed by the microscopic model
on the T → 0 limit. For the maximally frustrated honeycomb model, the value of A is 1/2pi.
This model is highly frustrated as a result of the long-ranged form of the interactions and the
randomness in their sign. One natural question is therefore whether a spin glass (SG) phase for some
range of values of the parameter A may emerge. We address this question in the following by per-
forming a finite size scaling analysis of results from Monte Carlo (MC) simulations of the model with
n = 3-component spins. We also analyse this model in the large−n limit, as explained in appendix A.
The main observables considered are the spin glass susceptibility and its associated correlation
length, which are precisely defined as on chapter 4. Furthermore, the methodology exploited here
is analogous to the one in that chapter. One important difference here is nevertheless the addition
to the Monte Carlo algorithm of parallel tempering moves, which improve sensitively the equilibra-
tion. Besides that, our simulations do not worry about the vanishing total spin constraint, which was
taken care of in simulations of the random Coulomb antiferromagnet, but are not a requirement to be
imposed in the current model.
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Figure 6.1: (Top) The spin glass susceptibility obtained from Monte Carlo simulations of orphans on the trian-
gular lattice for a fixed density of x = 1/81 spins. (Bottom) The associated correlation length. The insets show
scaling collapses using data only for the sizes L ≥ 90, and the exhibited scaling exponents, as obtained from a
fitting procedure.
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Figure 6.2: (Top) The spin glass susceptibility as obtained from solution of the large−n self-consistency equa-
tions for orphans on the triangular lattice at a fixed density of x = 1/81 spins. (Bottom) The associated corre-
lation length. The insets show scaling collapses using data only for the sizes L ≥ 90, and the exhibited scaling
exponents, as obtained from a fitting procedure. The range of system sizes used in this scaling is quite small,
and the obtained scaling exponents values should be appreciated with caution.
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6.2 Results
Several disorder realisations of the system with a fixed density of particles, chosen to be x = N/L2 =
1/81, are sampled. L must be chosen as a multiple of 3 in order to ensure consistency of the peri-
odic boundary conditions with the sublattice dependent factor i j at the interaction. The results pre-
sented here correspond to averages over Nsamp disorder realisations, with a total of Nsweep Monte Carlo
sweeps performed for the highest values of coupling strengths A simulated. Table 6.1 summarizes this
information for each of the sizes simulated.
Table 6.1: Simulation parameters for the orphans on a triangular lattice. The concentration is x = 1/81 where
N = xL2. For each value of size N, Nsamp samples were run for Nsweep sweeps with averaging performed over
the last half. Note that the largest size L = 180 has a reduced number of sweeps, but the maximum value of
coupling strength simulated there, Amax, is also much lower than in the other sets of simulations.
N L Nsweep Amin Amax Nsamp
36 54 223 20 400 500
49 63 223 20 400 500
64 72 223 20 400 500
81 81 223 20 400 500
100 90 223 20 400 500
144 108 227 20 400 500
196 126 227 20 400 200
256 144 228 20 400 200
324 162 230 40 400 200
400 180 228 50 100 500
The SG susceptibility and its corresponding finite size correlation length for the system with
Heisenberg spins are shown in Fig. 6.1. The scaling collapses shown on the respective insets indicate
a spin glass phase transition occuring in the system at Ac = 0.014(1). The critical exponent values
are obtained by using them as fitting parameters in the universal scaling functions (assumed to be
polynomials of 3rd order). The values of Ac and ν are first determined from the ξ/L data, and then
these values are fixed in fitting the SG susceptibility data, which then assumes γ as a fitting parameter.
On the other hand, the corresponding large−n results, Fig. 6.2, are consistent with a transition
at infinitely large coupling strength Ac = ∞. This is similar to what was obtained on the random
Coulomb antiferromagnetic model.
Despite this agreement, here correlation length curves show greater tendency to display crossings,
which could not at all be detected for the largest system sizes, L, and coupling strengths, A, obtained
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in chapter 4. The occurrence of these crossings is a further indication of the stronger frustration on
account of an interaction with oscillating sign in the current model.
The corresponding scaling collapses show some discrepancy between each other, where the best
agreement is when ν = 0.74 for the susceptibility, while ν = 1.06 gives the best result for the as-
sociated correlation length, Fig. 6.2. This is to be compared with the situation on chapter 4. There,
the scaling exponent ν was obtained by fitting data of the spin glass susceptibility alone, while the
correlation length collapse followed automatically, without further fitting.
Finally, note that the value of the critical exponent µ = 0.3 obtained here is consistent to the values
of µ obtained on the random Coulomb antiferromagnet both in two and three dimensions.
6.3 Discussion
A number of differences exist between the non-bipartite random Coulomb magnets studied here and
the random Coulomb antiferromagnets of the previous chapters. The initial intuition was that further
“randomness” in the interaction sign leads to increased frustration, and thereby increased tendency
towards glassiness. This expectation seem to be confirmed by our results.
One indication of this is provided by the large−n correlation length data, which displays several
crossings, whereas the same limit previously did not display any crossings. The crossings here shift
towards larger coupling strengths A, and the transition at infinite coupling Ac = ∞ seems on the one
hand to be a well established fact on account of the scaling collapses found, but on the other hand,
since a single scaling exponent ν could not lead to a perfect collapse of spin glass susceptibility and
correlation length data, there is an indication that strong finite size corrections play a large role in this
problem.
On the more interesting Heisenberg limit, the scaling collapses found are motivating, but this
Monte Carlo data is not conclusive either. Data for larger sizes would rule out whether the ξ/L curves
crossings shift further towards larger values of A, or eventually converge to a finite critical value.
Overall, the study of this problem still requires much computational work for a conclusive answer
on whether there is a spin glass transition at finite coupling strength Ac.
As possible directions of further studies, we can note that for Ising spins, this model looks also
promising in the search for a spin glass phase, but intensive computational work shall as well be
required. One further direction to analyse, would be a similarly defined model on a non-bipartite
three-dimensional lattice, such as the FCC lattice.
Part III
Dynamics of Floquet-MBL
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Chapter 7
How periodic driving heats a disordered
quantum spin chain
The study of random local impurities played an important role in our exploration of the new spin-
liquid phases treated in Part I of this thesis. As a byproduct of this study we found the random
Coulomb magnets treated in Part II, where we aimed at searching for a possible spin-glass phase
transition. This is a rather unusual kind of ordered phase, where the order parameter emerges as
an effect of the existence of a divergent relaxation time for the spin auto-correlation function. As a
consequence, the dynamics of such a phase is very slow, and in fact, such a system would, in the
thermodynamic limit, get stuck on some smaller subset of configurations and not be able to explore
the available phase space.
In this chapter we will be interested on the dynamics of a distinct sort of disordered systems,
which display, as a consequence of disorder, a similar kind of ergodicity-broken phase, the Anderson
many-body localised (MBL) phase. As we have explained in the Introduction, the way to interpret
such emergent loss of ergodicity is in terms of a violation of the eigenstate thermalisation hypothesis
(ETH). We remark that besides the common breakdown of ergodicity featured by the model treated
here and the spin-glass phases (which we searched for in Part II), there is otherwise very little in
common between the system explored here and what we dealt with in the previous chapters of this
thesis.
The presentation of results in the following is strongly based on Ref. [134], and the main concepts
underlying this study are explained in Sec. 1.4 of the Introduction.
Periodically-driven, or Floquet, many-body quantum systems are a current focus of out-of-equilibrium
physics. Generically, an external forcing pushes the system away from equilibrium and heats up the
system, as is natural for a non-adiabatic perturbation. Ergodic many-body systems in particular heat
up to reach a fully-mixed state (also known as infinite-temperature or Floquet-ETH state) [40, 89,
125]. Interestingly, such a heat death of the correlations can be avoided in the presence of constraints
frustrating the entropy increase. One possibility is in a Floquet-integrable system where there exist
quantities conserved even in the presence of driving. This leads to a synchronised state maximizing
entropy, but now subject to constraints imposed by those conserved quantities [90]; this is known as
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Figure 7.1: Schematic of the proposed phase diagram for the long time state of a driven strongly, disordered
system as a function of the driving frequency ω and strength δ. Red (I) and blue (III) indicate Floquet-ETH
and Floquet-MBL behavior, where the system approaches a fully-mixed, infinite-temperature state or remains
localized, respectively. At (II), heating leads to energy growing logarithmically slowly with time (Fig. 7.2(II))
over a broad time window. Our numerics cannot access small ω and δ near the origin where Ref. [1] suggests
the indicated behavior.
periodic Gibbs ensemble, in analogy to the generalised Gibbs ensemble of static systems [142].
An alternative, more robust way to prevent full heating – not requiring the fine-tuning needed for
integrable or dynamically localized [42, 46, 58] behavior – is provided by many-body localization
(MBL) [19, 57, 120]. Here, the addition of sufficiently strong disorder to an interacting, ergodic
system leads to vanishing energy, particle and spin transport so that ergodicity is broken in the static
(time-independent) limit. When switching on periodic driving, a region in the driving frequency-
amplitude plane exists in which the system approaches a state that is not fully mixed, and in particular
has finite energy with respect to, e.g., the static, or average, Hamiltonian [91, 124]. In this regime
the effective Hamiltonian governing the stroboscopic dynamics may exhibit sharply distinct phases,
characterized by order parameters, including ones with no equilibrium counterparts [83].
What this classification leaves open entirely is how the process of synchronization takes place,
i.e. how the steady state is approached in real time. This question is not only of intrinsic fundamental
importance, but it also occurs in the context of practical applications, such as in Floquet-engineering
cold atomic systems [64, 70]. Here it is important to identify which classes of effective Hamiltonians
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unavoidably go along with heating [53].
In this chapter, we analyze this process in a setting which combines disorder, interactions, and
driving. In particular, we study how energy is absorbed in real time. We consider a disordered spin
chain initially in the ground state of a static Hamiltonian, and monitor stroboscopically its energy
density with respect to this Hamiltonian upon switching on the periodic drive.
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Figure 7.2: Energy absorption in a strongly disordered system with η = 5 and Jz = 0.5, corresponding to dif-
ferent locations in the phase diagram, Fig. 7.1. At (I), an initially MBL system delocalizes and heats up to a
fully-mixed state. In the intermediate regime, (II), the system heats up to the fully-mixed state, but logarithmi-
cally slowly. This slow growth persists for longer times as we increase L. The inset presents the same plot on
the whole range allowed for . For Floquet-MBL, (III), driving does not delocalize the system, leading instead
to a localized long-time state which has partially heated up to some intermediate energy. Fig. 7.3 explores the
dependence of the final energy on the driving amplitude δ.
In the strongly disordered case, with parameters chosen such that the static model is MBL, we
confirm the existence of the localized and ergodic regimes under driving, and describe characteristic
properties of their heating process. In the ergodic regime, we find that the energy indeed saturates at
the maximum-entropy, infinite-temperature value (as it does when starting from the weakly disordered
ergodic regime); the rate at which this is reached scales quadratically with the driving amplitude, δ,
consistent with a Fermi Golden rule-type picture.
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In the localized regime driving results in a non-zero excess energy density, ∞, which is reached
relatively swiftly. For a driving frequency, ω, well above the otherwise dominant local disorder
strength, η, we find an asymptotic dependence ∞ ∝ δ2/η2, varying parameters beyond which leads to
deviations presaging the delocalization transition. This can be understood via the behaviour of driven
two-level systems.
Most remarkably, at the crossover between the two we find a logarithmically slow heating pro-
cess, with energy entering the system over a window extending over several decades in time. This
is superficially reminiscent of the characteristic logarithmic growth of the entanglement entropy in a
static MBL system [18, 118, 156, 167, 174]. However, the internal energy is a quantity which is a
local observable, for which no such result is known.
7.1 Model
We study the spin-1/2 XXZ chain with periodic boundary conditions in a disordered longitudinal field
subject to a monochromatically driven staggered field with period T = 2pi/ω:
H(t) = H0 + HD(t) (7.1)
H0 = J⊥
L∑
i=0
(S xi S
x
i+1 + S
y
i S
y
i+1) + Jz
L∑
i=0
S zi S
z
i+1 (7.2)
+
L∑
i=0
hzi S
z
i , (7.3)
where hzi ∈ [−η, η], J⊥, Jz ≥ 0, and with driving
HD(t) = −δ cosωt
L∑
i=0
(−1)iS zi . (7.4)
The static part H0 is known to be MBL for Jz , 0 and sufficiently strong disorder η > ηc [120, 121].
Driving such MBL systems is expected to lead to delocalization [91, 124] for low enough frequencies
at fixed δ, yielding the phase diagram schematically shown in Fig. 7.1, with a high-frequency regime
Floquet-MBL and a low-frequency Floquet-ETH regime where a fully-mixed state is approached [1].
Here we concentrate on real-time dynamics, in particular the (stroboscopic) time evolution of the
energy in the system, expressed via the rescaled excess energy density:
(nT ) =
〈ψ |H(nT )|ψ〉 − Emin
E − Emin
, (7.5)
with E = D−1H tr[H(0)] and DH being the Hilbert space dimension, so that  = 0 in the ground state of
H(0), while  = 1 for the fully mixed ensemble.
In what follows we discuss in detail different parameter regimes and characterize their dynamical
properties. In the case of strong disorder, where the static system is in the MBL regime, we study
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Figure 7.3: (a) Final excess energy density ∞ vs. driving amplitude δ for two values of the frequency, interaction
strength Jz = 0.5 and disorder strength η = 5 corresponding to MBL in the static case. For the upper set of data,
corresponding to the Floquet-ETH regime, increasing system size leads to increasing ∞, so that it approaches 1
in the thermodynamic limit, the fully-mixed result. For the lower group of curves, corresponding to the localized
regime, the energy saturates to a finite value ∞ < 1 depending on δ, implying a limited absorption of energy
and the presence of a finite localization length. (b) Same quantity for large values of ω, in a regime of small
driving amplitudes. For frequency sufficiently large compared to η (lower set of points) scaling collapse of data
corresponding to different disorder amplitudes η is possible (L = 14). In this panel, points of the same color
have the same ω while points of the same shapes have the same η.
three points on the phase diagram in Fig. 7.1, corresponding to the above mentioned behaviors (I),
(II) and (III), in detail numerically by finite-size simulations.
For all our numerical studies we initialize the system in the ground state of the Hamiltonian at
t = 0, H(0), so that (0) = 0 and fix the interaction strength to J⊥ = 1 and Jz = 0.5, what leads to a
critical disorder strength for the MBL transition, ηc, close to 2. The ground state is obtained from the
sparse matrix representation of the Hamiltonian using the Lanczos method and for the time evolution
of the driven system we use an iterative Krylov space based algorithm [146], allowing us to consider
sizes up to L = 20. The dimension of the Krylov space and the size of the time steps are carefully
adjusted to avoid numerical errors beyond machine precision. The harmonic driving is discretized
using sufficiently small time steps of δt = 0.0250J−1⊥ (δt = 0.0025J
−1
⊥ for large frequencies). We
average the results over Ndisorder = 300-500 disorder realizations. For all simulations we utilise the
conservation of S totalz and consider only the S
total
z = 0 sector, allowing for a considerable speedup.
7.2 Strong disorder
We begin by setting the disorder strength to η = 5, which puts the static Hamiltonian comfortably
in its MBL phase, and choose a driving amplitude δ = 2. For a driving frequency of ω = 0.314J⊥,
corresponding to (I) in Fig. 7.1, we find that the system is in the ergodic regime, approaching the
infinite temperature state, with energy E corresponding to ∞ = 1, in the long time limit (Fig. 7.2,
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leftmost panel). While finite-size effects are visible at the sizes displayed, there is convergence to
∞ = 1 with increasing system size.
Next we increase the frequency to ω = 8.38J⊥ and choose δ = 0.6, 1.8, 3.0, finding that all these
points lie in the Floquet-MBL phase corresponding to the neighborhood of point (III) in Fig. 7.1.
Here the system at first absorbs energy comparatively quickly but stops well short of the infinite-
temperature point (Fig. 7.2, rightmost panel). The oscillations occurring at short times are due to the
fact that the system oscillates between a very small number of states in the Hilbert space. Only at later
times, the system slowly dephases and the oscillations disappear. The saturated value of ∞ depends
on the system parameters, and increases with δ. This is the Floquet-MBL phase and it is stable for a
range of δ. Notice also that there is very little system-size dependence in the results, indicating that
for the Floquet-MBL regime finite-size effects are much weaker than for the ergodic regime of panel
(I), as expected for a system with a finite localization length. This is also consistent with the results of
Ref. [91], where level statistics results also lie in-between the localized (Poisson) and ergodic (circular
unitary ensemble) results. In this regime ergodicity is broken, there exist local integrals of motion and
therefore the final state is not fully-mixed. We explore the dependence of the absorbed energy on δ
further down.
Finally we select ω = 4.19J⊥ and δ = 1.8, corresponding to point (II) in Fig. 7.1 which lies in
between the well-localized and comfortably ergodic regimes. By extrapolating the finite size results,
we find that the energy density grows to its infinite temperature value as in the ergodic case (I).
However, the heating occurs logarithmically slowly as seen in Fig. 7.2, middle panel. An extrapolation
of our results suggests it may extend over a time window covering 8 or 9 decades! Varying slightly
driving amplitude or frequency near the point (II) does also lead to initial logarithmic growth (not
shown), which however may not extend over several decades as observed in (II). One might speculate
that the initial slow growth observed nearby the transition could be due to Griffiths regions [3, 11, 17,
56, 144]. We also note that the slight relative shift of the curves for different sizes is a statistical error
due to the large variance over disorder realisations of the initial fast growth of energy.
This logarithmic growth strikingly visible in the crossover regime has not been observed before
and is our central result. We emphasize that this phenomenon is only superficially reminiscent of
the logarithmic growth of the entanglement entropy described in Ref. [18, 174] and later on also
observed in Floquet-MBL systems [124]. The entanglement growth is by now well-understood from
the structure of the MBL Hamiltonian in terms of local “l-bits” [38, 72, 145, 155].
The slow logarithmic growth in regime (II) is astonishingly pronounced. By contrast, the curves
for (I) and particularly (III) plateau out much earlier, so that it is not possible to determine whether the
rise is sensibly described by a quickly-terminated logarithmic growth akin to the slowly-terminated
window in (II), or rather by a different functional form. We do note that the curves for all values
of L agree for short times in Fig. 7.2(I), defining a limiting curve in the thermodynamic limit from
which finite-size systems peel off at a time which grows with L. The shape of the limiting curve is not
inconsistent with logarithmic growth, albeit over an inconclusively limited timespan.
Let us now turn to the behavior of ∞ as a function of δ, plotted in Fig. 7.3 for different system
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sizes L (panel (a)). In the ergodic regime (upper set of points) and for sufficiently large δ, the energy
density ∞ increases with increasing system size L, indicating that it will approach the fully-mixed
value ∞ = 1 for large enough L.
For smaller δ, ∞ still increases with L but more slowly. This is consistent with the phase diagram
in Fig. 7.1, since a smaller δ means the system is closer to the localized regime. The finite-size
numerics reported here cannot determine whether or not there eventually is a critical δ below which
MBL survives for any value of driving frequency ω.
In the localized regime (lower set of points) the saturation value grows approximately linearly
for an intermediate range of δ, sandwiched between ergodic saturation for large δ, and a quadratic
regime for small δ. Here, the saturation value does not depend on system size, indicating the presence
of an appropriately defined localization length beyond which an increase in L no longer changes ∞,
so that even in the thermodynamic limit the system absorbs only a finite amount of energy per unit
length but stops short of heating up completely. This behavior is consistent with the presence of local
integrals of motion [38, 72, 75, 145, 155] in the effective Hamiltonian. These can then play the role of
conserved quantities for the driven problem, restricting in turn the growth of entropy and thus making
the fully-mixed state with ∞ = 1 inaccessible for the given initial condition. The accessible region of
Fock space grows as the transition point is approached, leading to the observed increase of ∞.
Panel (b) of Fig. 7.3 shows the final value of the energy density for large values of ω focusing
on the region of asymptotically small driving amplitudes. For frequencies large enough (but still
below the many-body bandwidth of our finite-size systems), data corresponding to different disorder
strengths η collapse and scale with δ2/η2 (lower set of points). This dependence is in agreement
with that exhibited by a set of independent, driven two-level systems, again indicating that the local
integrals of motion do indeed survive in the Floquet-MBL system, as described in the appendix. Once
this behavior sets in, transitions to higher energy states are suppressed, and the system absorbs almost
no energy. For smaller frequencies and large driving amplitudes (upper set of points) in panel (b) of
Fig. 7.3, this picture breaks down and the data points clearly no longer collapse.
7.3 Weak disorder
We finally turn to the case where the static Hamiltonian itself is still disordered but not in the MBL
phase, Fig. 7.4. In this regime the system fully heats up as in the clean case [91]. The inset in Fig. 7.4
shows the bare data while the main plot has the time rescaled by a factor of δ2. The heating thus
depends on the amplitude δ and time n (measured in units of the stroboscopic step) via the combination
δ2n. This is consistent with the expectation from leading-order perturbation theory (as in Fermi’s
Golden Rule), which gives the observed dependence on the square of the driving amplitude δ. This
is in contrast to the Floquet-MBL case (Fig. 7.2) where no such collapse occurs, demonstrating the
breakdown of linear response for the long-time behavior of the system.
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Figure 7.4: Energy absorption for different driving amplitudes in a weakly disordered system with η = 0.5 and
Jz = 0.5. The inset shows the bare data while the main plot shows the collapsed data after rescaling the time
coordinate by δ2.
7.4 Conclusions
We have studied the energy absorption in real time of a disordered quantum spin chain subjected
to coherent monochromatic periodic driving in different parameter regimes. For strongly disordered
systems, in which the static Hamiltonian is in the many-body localized phase, we have identified three
regimes: An ergodic regime in which the system heats up to infinite temperatures; a well-localized
regime in which the system quickly plateaus at some finite energy density; and an intermediate regime
in which the system slowly heats up with a logarithmic increase of energy over several decades. This
logarithmic growth is very distinct from the characteristic logarithmic growth of entanglement entropy
in that the energy density is a locally observable quantity. For weakly disordered systems, where the
static Hamiltonian is in the extended phase, we observe that energy is quickly absorbed until reaching
a fully mixed state, with the heating curves collapsing upon rescaling time with a factor δ2. Also, in
the strongly disordered case, driving at high frequencies yields a behaviour which can be understood
in terms of driven two-level systems.
Our results provide the first detailed study of the energy absorption over time in a Floquet-MBL
system. It ties in with the broader interest in how Floquet systems reach their steady states, where an
increasingly rich phenomenology is being uncovered. This also comprises the case of clean systems
and fast driving, where it has been argued that approaching the fully mixed state can be extremely
slow [2, 114]. It is an open question whether the pronounced logarithmic growth we have uncovered
might be related to the glassy behavior seen in Ref. [28] for a clean system, where the authors argue
that the appearance of rare resonances which eventually proliferate are what causes the heating. The
extent to which this set of phenomenologies generalizes to higher dimension remains a tantalizing
open question, with our capacity to find an answer limited by the usual difficulties in treating systems
combining interactions and disorder.
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More broadly, our work advances our understanding of the phenomenon of MBL as well as of the
properties of the newly discovered Floquet ensembles, both of which continue to constitute intensely
studied and rapidly advancing subfields of out-of-equilibrium many-body quantum dynamics.
7.5 Chapter Appendix
Here, we provide details of the computation of ∞ ∼ δ2/η2 for a driven two-level system to model the
strongly disordered regime at high frequency. The driven two-level system is described by
H(t) =
1
2
ηS z + δ cos(ωt)S x.
(note that η here is related, but not identical, to the disorder amplitude in the main text). In the high-
frequency regime, ω  η  δ, we calculate the time-averaged energy of this system with the ground
state of the t = 0 Hamiltonian as the initial state. To this end we find the Floquet Hamiltonian HF to
leading order in the Magnus expansion [27, 45],
HF = hzS z + hxS x.
with
hz =
1
2
η +
1
8
δ2η
ω2
(7.6)
hx =
δη2
2ω2
. (7.7)
This may be diagonalised as follows: a rotation U = exp (iS yθ) with θ = arctan(hx/hz) aligns HF
with the z-spin axis, whence the eigenvectors and eigenvalues may be read off. Rotating back, the
eigenvectors and eigenvalues are |e↑/↓〉 = U†| ↑ / ↓〉, with | ↑ / ↓〉 the eigenvectors of σz, and
±√h2x + h2z , respectively.sf
The initial state is the ground state of H(0) = 12ηS
z + δS x, which can be written as |ψ0〉 = V†| ↓〉
with V = exp (iS y arctan(2δ/η)). The time-averaged energy starting from this initial state is given by
E∞ =
∑
α=↑/↓
〈eα|H(0)|eα〉 |〈ψ0|eα〉|2
Rescaling this as in the main text and expanding to leading order in the parameters δ/ω and δ/η we
obtain
ε∞ = 2
δ2
η2
which has the same form as the high-frequency (i.e., the lowest set of) curves of the lower panel of
Fig. 3 of the main text.
128 Chapter 7. How periodic driving heats a disordered quantum spin chain
Part IV
Appendix
129

Appendix A
The large-n approximation & benchmarking
of numerics
The main goal of this appendix is to give a general description of the large−n (LN) approach, which is
an analytical tool used in several instances on this thesis. Besides presenting the theory supporting it,
we also demonstrate how the numerics is done, e.g., for determining the Lagrange multiplier depen-
dence with temperature, or for solving the LN self-consistent equations in a situation with disorder,
where the temperature dependence of several independent Lagrange multipliers must be solved.
We also show how the LN results can be used as a benchmark to test numerical results obtained
through Monte Carlo (MC) simulations. This comparison can be done only in the high temperature
limit, and this is based on the fact that both LN and MC results of finite-component spins share a
similar high temperature series expansion (HTE). For this reason, we develop explicitly this HTE for
n−component spins, and demonstrate for the particular spin glass model studied on Chapter 4, that all
the three different approaches do agree.
A.1 The large−n approach
The Hamiltonian we analyse is:
H =
1
2
∑
i, j
Ji j~si · ~s j (A.1)
The LN approach consists in assuming that the spin vectors are n−component vectors of norm√
n, and then taking the n → ∞ limit in order to compute the partition function by a saddle point
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approach. In more details, what is done is the following:
Z =
∫ ∞
−∞
∏
i,α
dsαi

∏
i
δ(~s2i − n)
 e−βH
=
∫ ∞
−∞
∏
i,α
dsαi
 ∫ i∞−i∞
∏
i
βdλi
4pi
 exp
−β2 ∑
i, j
Ji j~si · ~s j + β2
∑
i
λi(n − ~s2i )

=
∫ ∞
−∞
∏
i,α
dsαi
 ∫ i∞−i∞
∏
i
βdλi
4pi
 exp
−β2 ∑
i, j
Ai j~si · ~s j + βn2
∑
i
λi
 , (A.2)
the matrix Ai j defining the quadratic form is defined by:
Ai j = Ji j + λiδi j, (A.3)
this matrix is of fundamental importance in the large−n approach. Notice that the Lagrange multipli-
ers, λi, are introduced so that the individual hard constraints on each spin ~si (of having norm
√
n) get
solved.
The introduction of the Lagrange multipliers is useful, since the spin variables can be now inte-
grated out leaving:
Z =
∫ i∞
−i∞
∏
i
βdλi
4pi
 ((2pi)N det [1βA−1
])n/2
e
βn
2
∑
i λi
∝
∫ i∞
−i∞
∏
i
βdλi
4pi
 exp n2 ln
[
det
(
1
β
A−1
)]
+
βn
2
∑
i
λi
 . (A.4)
For doing the remaining integrals over the Lagrange multipliers λi, one uses the fact that n is large
and applies the saddle point method, according to which the integral is given by:
Z ∝ exp
n2 ln
[
det
(
1
β
A−1
)]
+
βn
2
∑
i
λi
 . (A.5)
and the λi in this expression are not anymore integration variables, but must now satisfy the saddle
point conditions:
∂
∂λi
[
β
∑
H j + ln
(
det
[
1
β
A−1
])]
= 0⇒ β + Tr
[
A
∂
∂λi
A−1
]
= 0
β − Tr
[(
∂
∂λi
A
)
A−1
]
= 0
⇒ (A−1)ii = β. (A.6)
These are the so-called self-consistent relations, which determine the evolution of the Lagrange mul-
tipliers with temperature, as we discuss in details below, on Sec. A.3.
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A.1.1 Equivalence with soft-spin approach
It is possible to give another interpretation to the self-consistent relations determining the Lagrange
multipliers. In fact, the whole set of steps presented above is equivalent to the following, perhaps
simpler, interpretation. According to Eq. A.1, the action of the spin system is
S = β
2
∑
i, j
Ji j~si · ~s j. (A.7)
This action is difficult to be used for computing, e.g., spin-correlations, due to the hard-constraint on
the spin variables (which we now assume to have n components but n does not need to be large):
~s2i = n, ∀i.
In fact, we can give up the hard-constraints, so that instead of having spin variables constrained
to the surface of an n−dimensional hypersphere, we assume to have n independent real variables. For
our approach to make sense, we instead make the requirement that our soft-spin variables now have
their norm fixed as a thermal average, i.e., 〈~s2i 〉 = n ∀i.
For letting this requirement work, we include in our original action Lagrange multipliers:
Ssoft-spin = β2
∑
i, j
Ji j~si · ~s j − βn2
∑
i
λi. (A.8)
Therefore we end up having the same effective action as found previously, Eq. A.2. Furthermore, one
can check that the soft-spin constraint leads to the same set of self-consistent equations, namely:
(A−1)ii = β, (A.9)
with the matrix Ai j as defined previously. Therefore the large−n approach is completely equivalent
to this soft-spin approach, which also receives in the literature the name of self-consistent Gaussian
approximation.
A.2 Obtaining observables
As the quadratic form on the spin variables entering in the action is described by the matrix Ai j, one
sees immediately that its inverse provides the pair correlations. In the large−n limit (n → ∞), one
obtains for each component the correlations:
〈S αi S βj〉 =
[
(βA)−1
]
i j
. (A.10)
Therefore the pair correlation per spin component is:
Ci j =
1
n
〈~S i · ~S j〉 =
[
(βA)−1
]
i j
(A.11)
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From the final expression for the partition function, Eq. (A.5), one can immediately obtain the
internal energy of the system, which must also be renormalized and computed per spin component,
so that the limit n→ ∞ makes sense:
1
n
〈E〉 = −1
n
∂
∂β
ln (Z) =
N
2
1β − 1N ∑
i
λi
 . (A.12)
In particular one gets from this result the specific heat:
c = − β
2
nN
∂
∂β
〈E〉 = 1
2
1 − β2N ∑
i, j
(
B−1
)
i j
 . (A.13)
The matrix Bi j introduced here is defined by:
Bi j =
(
A−1i j
)2
. (A.14)
A.3 Computing λ(T )
Up to now we have insisted on placing the site-dependence on the Lagrange multipliers. This is useful,
because in a general problem without translation invariance, there will of course be an explicit spatial
dependence, λi(T ). As we want to discuss now how to determine the temperature dependence of the
Lagrange multipliers, let us first constrain ourselves to the situation where translation invariance is
guaranteed, so that the whole system has effectively one single Lagrange multiplier, i.e., λi(T ) =
λ(T ), ∀i. We will see the more general case on the next section, which is particularly important in our
applications to study spin-glass models within the large−n approach.
This Lagrange multiplier imposes the constraint Eq. A.6, which can also be written in Fourier
space, for this translational invariant situation:
1 = 〈~s2〉 = 1
Nd
∑
~q
〈~s−~q · ~s~q〉 = nNd
∑
~q,µ
Uαµ(~q)Uµα†(~q)
λ + βJνµ(~q)
(A.15)
where Nd is the number of unit cells, and there is no summation over α, and it can be taken as any of the
possible values in the basis describing the lattice. Notice that we slightly changed the normalization
condition, for a spin to have norm 1, instead of
√
n. This does not change the algorithm for computing
the temperature dependence of λ, just its initial condition. The final member of Eq. A.15 shows the
explicit form of the inverse of the matrix Ai j in momentum space, which can be written down in this
simple form by using the unitary matrix Uˆ which diagonalizes Aˆ.
This is a non-linear equation in the Lagrange multipliers, and one can use the Newton-Raphson
method in order to solve it for any temperature.
For this recursive method we need to have a good initial guess. We know that at very low temper-
atures the Lagrange multiplier approaches its T = 0 value:
λ(T = 0) =
n
nflat
, (A.16)
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Figure A.1: The result of the Newton-Raphson algorithm for computing the Lagrange multiplier as a function
of temperature. Here we have chosen the maximally frustrated J1 − J2 − J3 model on the honeycomb lattice
investigated on Chapter 2, with a finite lattice of linear size L = 90, to illustrate the numerical computation of
λ(T ).
where nflat is the number of flat bands, and we are slightly changing the requirement of the previous
Section, to now have an n−component spin with norm 1, instead of √n. This T = 0 result can be
easily determined from Eq. A.15. One can similarly also determine that as T → ∞
lim
T→∞ λ(T ) = n. (A.17)
The knowledge of these limits is important on using the Newton-Raphson method, as it needs as input
some initial guess of the value of the root for the non linear equation to be solved.
For a simple example, take a problem with two bands, just as occurs in our studied model on the
honeycomb lattice of Chapter 2, where one of the bands is the frustrated ground-state flat band of
zero energy, and the other is a dispersive one, described by the function ν2(~q). By substitution of the
unitary matrix elements, we see explicitly that the large−n self-consistent equations, which we want
to solve, are the roots of the following function:
Fβ [λ] =
1
Nd
∑
~q
1
2
[
1
λ
+
1
λ + βJν2
]
− 1
n
(A.18)
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The Newton-Raphson method, which has a very strong geometrical intuition, is based on the fact that
if you are near the region a function crosses the x-axis, it looks almost linear, so that taking as next
estimate for the root the intercept of the tangent line of the function at the current estimate with the
x-axis, will lead to a better estimate for the root. This intuition translates into the algorithm:
λi+1 = λi − Fβ [λi]F′β [λi]
(A.19)
where here we mean by F′β [λ] the derivative with respect to lambda with β fixed, i.e., the partial
derivative:
F′β [λ] =
∂
∂λ
Fβ [λ] (A.20)
This algorithm only leads to a way of finding the roots at a fixed beta, and requires a minimum
amount of steps to relax if we start ‘near’ the root. Since we only know good initial guesses for λ at
the regions of very high or very low values of β, we need to supplement this algorithm with some way
of generating new initial guesses for λ as we change β. A natural way to do this is by imposing:
d
dβ
Fβ [λ] = 0⇒ λ0β+∆β = λ˜β + ∆β
Gβ[λ˜β]
F′β[λ˜β]
, (A.21)
here we denote by λ˜β the relaxed value of λ at the previous value of β, and by λ0β+∆β the initial guess
for λ at the new value for β. The new function apearing on this expression is defined by:
Gβ [λ] =
∂
∂β
Fβ [λ] (A.22)
Fig. A.1 shows the result of this algorithm, which correctly gives the required limits at high and low
temperatures.
A.4 Computing λi(T )
To study the situation where translation invariance is lost, e.g., when the interaction matrix Ji j is
random (as occurs in our studied RCM models), we need to develop some suitable numerical approach
to solve the self-consistent equations. Once these equations are solved for each given temperature, one
sees from Section A.2 how this information can be further processed in order to compute the several
observables of interest.
The self-consistent equations are a system of non-linear equations on the Lagrange multipliers,
and one is capable of solving them with the Newton-Raphson method, a recursive method for finding
the roots of non-linear equations:
F [λ] = 0. (A.23)
As illustrated on the previous Section, we need to feed in some initial estimate for the root λ(0), and
by many iteratios of the recursion it shall ultimately converge to the real root.
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In our new situation, we have for each β a system of N (number of particles) non-linear equations
in N unknowns:
~Fβ
[
~λ
]
= 0, (A.24)
more explicitly, we have
F iβ
[
~λ
]
= (A−1)ii − β, (A.25)
The natural generalization of the algorithm described previously in one dimension to our N-dimensional
problem is:
~λ(n+1) = ~λ(n) −
 ∂~Fβ
∂~λ
∣∣∣∣∣∣∣
~λ(n)
−1 ~Fβ [~λ(n)] = ~λ(n) − B−1∣∣∣~λ(n) ~Fβ [~λ(n)] (A.26)
The matrix B here is the same one defined on Eq. (A.14).
One possible way to implement this algorithm is as follows. One notices from the self-consistent
equations that at large temperatures, all the Lagrange multipliers should be equal and approximately
have the value:
λi = 1/β, ∀i. (A.27)
Starting from this guess at small β, one uses the recursion (A.26) until the Lagrange multipliers relax
to their actual values, and then finds a new initial guess for β + δβ, by requiring that:
d
dβ
~Fβ
[
~λ
]
= 0⇒ dλi
dβ
= −
∑
j
(
B−1
)
i j
(A.28)
The discretization of this exact differential equation leads to:
λ(0)i (β + δβ) = λi(β) − δβ
∑
j
(
B−1
)
i j
(A.29)
here we denote by ~λ(β) the relaxed value of ~λ at the previous value of β, and by ~λ(0)(β+ δβ) the initial
guess for ~λ at the new value for β.
A.5 The High Temperature Expansion
One way to check correctenes of the numerics, is to directly put into probe what is obtained from
it together with an asymptotically exact analytical approach at high temperatures. In this section we
describe how do the various high temperature series expansions (HTE) for some observables look
like, in the general case of a system of spins with a number of components n, and considering two
conventions: spins of norm 1, or spins of norm
√
n.
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The HTE for the pair correlations is:
〈~S i · ~S j〉 = 1Z
∫ ∏
α
d~S α
V
~S i · ~S j exp (−βH) = 1Z
∞∑
k=0
1
k!
∫ ∏
α
d~S α
V
~S i · ~S j(−βH)k (A.30)
here V denotes the area of the n-sphere over which the vector spins are defined. The partition function
itself has a HTE given by:
Z =
∞∑
k=0
1
k!
1
VN
∫ ∏
α
d~S α(−βH)k, (A.31)
one sees immediately that the term k = 0 gives a non-vanishing contribution equals 1, while the term
k = 1 vanishes. For the term k = 2, one finds:
J2i j
β2
2
1
V2
∫
d~S id~S j(~S i · ~S j)2 = J2i j
β2
2
|~S j|2 1V
∫
d~S i(~S i · eˆz)2 (A.32)
where one of the integrals is trivially solved once we assume one of the vectors to lie along a given
direction. The n-dimensional integral remaining equals:
1
V
∫
d~S i(~S i · eˆz)2 = |~S i|2 Γ(n/2)2Γ(n/2 + 1) =
|~S i|2
n
. (A.33)
Therefore we have for the HTE of the partition function the following:
Z = 1 +
β2
2
J2i j
|~S |4
n
+ O(β3), (A.34)
Now looking back at the HTE for the pair correlations, we see that the term k = 0 vanishes, except
if i = j when it gives a contribution |~S i|2. The term k = 1 gives rise to a similar integral to the one
developed above. The term k = 2 contains integrals of the following form:
2
∑
k
JikJ jk
β2
2
1
V3
∫
d~S id~S jd~S k(~S i · ~S j)(~S i · ~S k)(~S j · ~S k), (A.35)
here the extra factor of 2 comes from a multiplicity of the possible ways of having 4 of the extra indices
coming from squaring the Hamiltonian being equal to i, k, k, j. Assuming now as before, that one of
the spins lies along a given direction makes one of the integrals trivial, while the remaining integrals
to be solved can be better understood by looking at the components of the spins in a decomposition
in hyperspherical coordinates:
~S i = |~S i|
(
cos φi1, sin φ
i
1 cos φ
i
2, . . . , sin φ
i
1 . . . sin φ
i
n−2 cos φ
i
n−1, sin φ
i
1 . . . sin φ
i
n−1
)
~S j = |~S j|
(
cos φ j1, sin φ
j
1 cos φ
j
2, . . . , sin φ
i
1 . . . sin φ
i
n−2 cos φ
i
n−1, sin φ
i
1 . . . sin φ
i
n−1
)
~S k = |~S k| (1, 0, . . . , 0)
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the angles φαn−1 vary in the interval [0, 2pi], while the others range over [0, pi]. After developing the
inner products one sees that the single nonvanishing integrals are:
|~S |6 1
V2
∫
d~S id~S j(cos φi1)
2(cos φ j1)
2 =
(
|~S |2
)3
n2
. (A.36)
Therefore, the 1st terms in the HTE of the pair correlations are:
〈~S i · ~S j〉 = |~S |2δi j − βJi j |
~S |4
n
+ β2
∑
k
JikJ jk
(
|~S |2
)3
n2
+ O(β3)
1
|~S |2 〈
~S i · ~S j〉 = δi j − βJi j |
~S |2
n
+ β2
∑
k
JikJ jk
 |~S |2n
2 + O(β3) (A.37)
The internal energy has a HTE given by:
E =
1
Z
∫ ∏
α
d~S α
V
1
2
∑
i, j
Ji j~S i · ~S j exp (−βH)
=
1
2
∑
i, j
Ji j
1
Z
∞∑
k=0
1
k!
∫ ∏
α
d~S α
V
~S i · ~S j(−βH)k = 12
∑
i, j
Ji j〈~S i · ~S j〉, (A.38)
and the last member in the equation above makes it clear that we can directly insert the HTE found
for the pair correlations in order to find the HTE for the internal energy as:
1
|~S |2 E = −β
1
2
∑
i, j
J2i j
|~S |2
n
+
β2
2
∑
i, j,k
Ji jJikJ jk
 |~S |2n
2 + O(β3), (A.39)
this implies in particular the following HTE for the specific heat (with respect to energy renormalized
by the spins norm):
c = −β
2
N
∂
∂β
(
1
|~S |2 E
)
=
β2
N
12 ∑
i, j
J2i j
|~S |2
n
− β
∑
i, j,k
Ji jJikJ jk
 |~S |2n
2 + O(β2) , (A.40)
A.6 Comparing HTE to Numerics
For illustrating the results above, we consider the random Coulomb antiferromagnet model studied
in Chapter 4. In the MC simulations there, we have been dealing with Heisenberg spins (n = 3) with
norm 1, while in the LN, as explained before, we need to take the limit n→ ∞ and in this limit several
observables need to be renormalized by n. We expect the following HTE for some of the quantities
measured in the simulations:
• The specific heat is given by:
cMC =
β2
N
16 ∑
i, j
J2i j − β
1
9
∑
i, j,k
Ji jJikJ jk + O(β2)
 (A.41)
cLN =
β2
N
12 ∑
i, j
J2i j − β
∑
i, j,k
Ji jJikJ jk + O(β2)
 (A.42)
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Figure A.2: The specific heat (left) and uniform susceptibility (right) of the RCM studied on Chapter 4 are
used as testing examples for our several numerical approaches: Monte Carlo (MC), large−n (LN), and high
temperature series expansion (HTE). The good agreement among the several results at least within the high
temperature regime (small A) is a benchmark to the correctness of our numerics.
• The uniform susceptibility is given by:
χMC =
β
nN
∑
i, j
〈~S i · ~S j〉 = β3 −
β2
9
1
N
∑
i, j
Ji j +
β3
27
1
N
∑
i, j,k
JikJ jk + O(β4) (A.43)
χLN =
β
nN
∑
i, j
〈~S i · ~S j〉 = β − β2 1N
∑
i, j
Ji j + β3
1
N
∑
i, j,k
JikJ jk + O(β4) (A.44)
• The spin glass susceptibility is given by:
χMCS G =
1
N
∑
i, j
〈~S i · ~S j〉2 = 1 + β
2
9
1
N
∑
i, j
J2i j −
2β3
27
1
N
∑
i, j,k
Ji jJikJ jk + O(β4) (A.45)
χLNS G =
1
N
∑
i, j
1
m4
〈~S i · ~S j〉2 = 1 + β2 1N
∑
i, j
J2i j − 2β3
1
N
∑
i, j,k
Ji jJikJ jk + O(β4) (A.46)
When defining the LGF as:
JLGF(ri j) =
pi
L2
∑
n,m
cos 2piL
(
nxi j + myi j
)
− cos (n + m) pi
2 − cos kx − cos ky , (A.47)
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one finds for the parameters in the HTE exhibited above the following, by using a system size L = 10,
with N = 10 particles, and generating 200 disorder realisations of the positions of the particles: 1N ∑
i, j
Ji j

av
= 2.93235089, (A.48) 1N ∑
i, j
J2i j

av
= 1.89001938, (A.49) 1N ∑
i, j,k
Ji jJikJ jk

av
= 3.23750112. (A.50)
We insert these numerical values in the various expansions obtained on the previous Section, in order
to obtain the HTE curves shown in Fig. A.2, where, individually, both numerics of MC and LN do
agree with HTE for small A.
A.6.1 Comparing LN to MC
By inspection of the HTEs one can convince oneself that it is possible to relate numerical results of
LN to the ones of MC, if for each observable fLN(β) computed through the large−n approach, we
rescale the function and plot it as fLN(3β). Under this transformation, at least the high−T regime shall
be exactly the same both for MC, and for LN.
This was indeed observed to be the case for both susceptibilities. In the case of specific heat an
extra scaling of the y axis was necessary. Namely for good agreement of MC with LN in the specific
heat we need to plot the specific heat as 3cLN(3β). The origin for this behavior is on the fact that LN
computes specific heat with respect to the energy per spin component, while in the MC the energy
does not get this normalization. The good agreement between both numerics is shown in Fig. A.3.
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Figure A.3: The specific heat (upper left), uniform susceptibility (upper right), and spin-glass susceptibility
(bottom) of the RCM studied on Chapter 4 are used as testing examples for our several numerical approaches.
Here we use the appropiate rescaling of the axis in order to obtain agreement between numerical results for MC
and LN.
Appendix B
Details on the hybrid field theory
In the following I show in details the application of the hybrid field theory, as explained on Ref. [153],
to the maximally frustrated honeycomb lattice model. Some of the results obtained are quite general,
and hold as well to other frustrated lattices on which orphans can be defined.
B.1 Orphans: One single simplex
We start the treatment of orphans by considering a single simplex in the lattice having soft spins
replaced by “hard spins”. This is done by considering the effective action:
S ′eff = S eff − i
∑
~ro
~λ~ro · (~φ~ro − ~n~ro), (B.1)
with
S eff =
βJ
2
∑
7
∑
~r∈7
~φ~r −
~h
3J

2
+
λ
2
∑
~r
(~φ~r)2. (B.2)
The partition function is given by:
Zeff =
∫ ∏
d{~n~ro}d{~λ~ro}D{~φ}e−S
′
eff , (B.3)
Our goal for the moment is to perform the integrals over the soft spins, ~φ~r, and the Lagrange multi-
pliers ~λ~ro , leaving out an effective action for the hard spins, ~n~ro , on the orphan hexagon. We do the
integrals over the soft spins first. Note that, by Fourier transforming, the action can be rewritten as:
S eff =
∑
~q
βJ
2
[
~φ−~q
]T
Vˆ
[
~φ~q
]
+
λ
2
∑
~q
[
~φ−~q
]T [
~φ~q
]
=
1
2
∑
~q
[
~φ−~q
]T
Mˆ~q
[
~φ~q
]
(B.4)
S ′eff = S eff −
∑
~q
(β~hδ(~q)~1T + i
[
~Λ−~q
]T
)
[
~φ~q
]
+ i
∑
i
~λi · ~ni (B.5)
We introduced the lattice function ~Λ~r, according to:
~Λ~r =
∑
~ro
~λ~roδ~r,~ro =
∑
~q
∑
~ro
~λ~roe
−i~q·~ro
 ei~q·~r ⇒ ~Λ~q = ∑
~ro
~λ~roe
−i~q·~ro (B.6)
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Figure B.1: The numbering of hard spins. Spins 1, 3, and 5 are all atoms of index 1 in our basis while the others
correspond to atoms of index 2.
We number hard spins on the hexagon as shown on Fig. B.1, therefore, according to the choice of
primary vectors also shown there, we have:
[
~Λ~q
]
=
 ~Λ1~q~Λ2
~q
 = e−i~q·~lo
 ~λ1 + ~λ3e−i~q·~a1 + ~λ5e−i~q·~a2~λ6 + ~λ4e−i~q·~a1 + ~λ2e−i~q·(~a1−~a2)
 (B.7)
The expression for the action also contains the vector ~1T . This is simply a notation for a vector with
all components equal to 1, such that its number of components is big enough to allow the inner
multiplication wherever it appears. The form which the action has been written is suitable enough for
integration because we have a quadratic form on the vectors
[
~φ~q
]
. To see it more clearly let me group
the linear terms together:
S ′eff =
1
2
∑
~q
[
~φ−~q
]T
Mˆ~q
[
~φ~q
]
−
∑
~q
(
β~hδ(~q)~1T + i
[
~Λ−~q
]T ) [
~φ~q
]
+ i
∑
i
~λi · ~ni (B.8)
Therefore we see that:∫ ∏
D{~φ}e−S ′eff ∝ exp
12 ∑
~q
(
β~hδ(~q)~1T + i
[
~Λ−~q
]T ) × Mˆ−1~q (β~hδ(~q)~1 + i [~Λ~q])
 (B.9)
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To proceed with the integration over the variables ~λi, we need to rewrite the quadratic form on them
in the standard form, analogously to what we did before integrating the ~φ fields. For that notice that:
[
~Λ~q
]
= Nˆ~q
[
~λ
]
= e−i~q·~lo
 1 0 e−i~q·~a1 0 e−i~q·~a2 00 e−i~q·(~a1−~a2) 0 e−i~q·~a1 0 1


~λ1
~λ2
~λ3
~λ4
~λ5
~λ6

(B.10)
Now we develop further the terms appearing on the exponent of Eq. B.9, to get:
−1
2
∑
~q
[
~λ
]T
NˆT~−qMˆ
−1
~q Nˆ~q
[
~λ
]
+ iβ~h~1T Mˆ−1~q=0Nˆ~q=0
[
~λ
]
− i [~n]T [~λ] + (βh)2
2
~1T Mˆ−1~q ~1 (B.11)
Therefore we recognize the quadratic form that needs to be inverted in order to carry on the integration
over ~λi as:∑
~q
NˆT~q Mˆ
−1
~q Nˆ−~q =
∑
~q
Qˆ~q = Cˆ, (B.12)
where we did implicitly define the operator Qˆ~q. This operator turns out to have a physical meaning
that relates it directly to the correlations within the hexagon we singled out on this treatment. Before
digressing further on this, let us carry out the last set of integrals:∫ ∏
d{~λ~ro}D{~φ}e−S
′
eff ∝ exp
[
−1
2
(
β~h~1T Mˆ−1~q=0Nˆ~q=0 −
[
~n
]T ) × Cˆ−1 (β~hNˆT~q=0Mˆ−1~q=0~1 − [~n])] (B.13)
Therefore we see that the effective action for the hard spins is predicted to have a quadratic form on
them:
−1
2
[
~n
]T Cˆ−1 [~n] , (B.14)
and, most importantly for the moment, we get the following term for the coupling to the external field:
~hβ~1T Mˆ−1~q=0Nˆ~q=0Cˆ
−1 [~n] (B.15)
I expect Eqs. B.14,B.15 to hold quite generally on any other lattice, when one performs the same
calculations. The matrix Mˆ−1
~q is simply the matrix of correlations within the large-n approach on the
lattice under consideration, while the matrix Nˆ~q is describing in momentum space the positions of the
hardly constrained spins.
One piece of the coefficient in Eq. B.15 can be easily computed:
β~1T Mˆ−1~q=0Nˆ~q=0 = β ((Mˆ
−1)11 + (Mˆ−1)12)
∣∣∣
~q=0
~1T T→0=
1
18J
~1T . (B.16)
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For further development we have to face the difficult task of computing the inverse of Cˆ. First let us
develop the physical meaning of this matrix. The matrix Qˆ~q is explicitly given by:
Qˆ~q =

a be−i~q·(~a1−~a2) ae−i~q·~a1 be−i~q·~a1 ae−i~q·~a2 b
b∗ei~q·(~a1−~a2) a b∗e−i~q·~a2 ae−i~q·~a2 b∗ei~q·(~a1−2~a2) aei~q·(~a1−~a2)
aei~q·~a1 bei~q·~a2 a b aei~q·(~a1−~a2) bei~q·~a1
b∗ei~q·~a1 aei~q·~a2 b∗ a b∗ei~q·(~a1−~a2) aei~q·~a1
aei~q·~a2 be−i~q·(~a1−2~a2) ae−i~q·(~a1−~a2) be−i~q·(~a1−~a2) a bei~q·~a2
b∗ ae−i~q·(~a1−~a2) b∗e−i~q·~a1 ae−i~q·~a1 b∗e−i~q·~a2 a

(B.17)
The terms a and b have been introduced to shorten the expression, and are simply:
a = (Mˆ−1)11 b = (Mˆ−1)12. (B.18)
The matrix Qˆ~q is related to the “charge-charge” correlations in the following way, we did define it
originally as:
Qˆ~q = NˆT~q Mˆ
−1
~q Nˆ−~q
But the matrix Nˆ~q is related to the vector of phases describing the charges on a simplex:
~S7,~q = ~S 1~q(1 + ei~q·~a1 + e−i~q·~a2) + ~S 2~q(e−i~q·(~a1−~a2) + e−i~q·~a1 + 1) = [~S ~q]T Nˆ−~q~1
⇒ 〈~S7,−~q · ~S7,~q〉 = ~1T NˆT~q 〈[~S −~q] [~S ~q]T 〉Nˆ−~q~1 = ~1T NˆT~q Mˆ−1~q Nˆ−~q~1 = ~1T Qˆ~q~1 (B.19)
In particular we have proven that:
〈(Q7)2〉 = ∑
~q,α,β
Qα,β
~q (B.20)
By inspection of the elements of Qˆ~q we can also understand the effect of summing over momentum ~q
each of its elements: we are Fourier transforming the elements with the distance vector indicated on
the phase factor. The terms a and b have respectively the meaning of being the correlations between
equal atoms (1 or 2) within the basis, or between different atoms within the basis. Therefore we see:
Cˆ =
∑
~q
Qˆ~q =

〈~φ2〉 C(1) C(2) C(3) C(2) C(1)
C(1) 〈~φ2〉 C(1) C(2) C(3) C(2)
C(2) C(1) 〈~φ2〉 C(1) C(2) C(3)
C(3) C(2) C(1) 〈~φ2〉 C(1) C(2)
C(2) C(3) C(2) C(1) 〈~φ2〉 C(1)
C(1) C(2) C(3) C(2) C(1) 〈~φ2〉

(B.21)
where C(1), C(2), and C(3) denote the 1st, 2nd, and 3rd nearest neighbor correlations, respectively.
B.1. Orphans: One single simplex 147
This matrix has a very important property, it is “circulant” of order n = 6. This property alone
allows complete determination of its eigenvectors and eigenvalues. The eigenvectors are given by:
~v j =
1√
n
[
1 ω j . . . ω(n−1) j
]
, (B.22)
with corresponding eigenvalues being:
λ j =
∑
k
ckω jk (B.23)
Here one must have ω as the root of unit of degree n, ω = e
2pii
n , and I am assuming that a general
circulant matrix is of the form:
circ(c0, c1, . . . , cn−1) =

c0 c1 c2 . . . cn−2 cn−1
cn−1 c0 c1 c2 . . . cn−2
. . . . . .
c3 . . . cn−1 c0 c1 c2
c2 c3 . . . cn−1 c0 c1
c1 c2 c3 . . . cn−1 c0

(B.24)
Our circulant matrix is even more special because it is also symmetric. Notice that ~1 is an eigenvector
of it, with eigenvalue:
λ0 =
1
6
〈(Q7)2〉. (B.25)
Now we could use all the spectral information about the matrix Cˆ we have at our disposal to compute
its inverse, but we are only interested in computing the action: ~1TCˆ−1. We see that this is simply an
action on an eigenvector with inverse eigenvalue:
~1TCˆ−1 =
1
λ0
~1T =
6
〈(Q7)2〉~1
T . (B.26)
This gives us the beautiful result that the term coupling hard spins on a simplex to the external field
at low temperatures is simply given by:
~h
1
18J
6
〈(Q7)2〉~1
T [n] =
1
J〈(Q7)2〉
1
3
~h · (~n1 + . . . + ~n6). (B.27)
The coefficient 1/(J〈(Q7)2〉) is equivalent to β, by equipartition (since charges enter quadraticaly in
the hamiltonian).
We have thus proven that orphans react to the external field as if 2/3 of them were screened out.
Another way to interpret this is to say that the original spin variables have been fractionalised to have
1/3 of their value when free, due to their presence in the frustrated bath of soft spins.
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By checking explicitly the corresponding matrices Mˆ~q, Nˆ~q, and Qˆ~q of the ruby and kagome lattices
studied on Chapter 3, one can also easily show from the expression above, that in these cases orphan
fractionalisation is of 1/2.
Let us now come back to the quadratic form on the hard spins, Eq. B.14. We will use the known
eigenvectors of Cˆ to find its inverse. If Uˆ is the unitary matrix with columns being equal to the
eigenvectors of Cˆ, one gets:
Uˆ†CˆUˆ = C˜ ⇒ Cˆ = UˆC˜Uˆ† ⇒ Cˆ−1 = UˆC˜−1Uˆ†
(Cˆ−1)αβ =
UαγU∗βγ
λγ
=
1
6
∑
γ
ωγ(α−β)
λγ
. (B.28)
The last expression makes it clear that the inverse of Cˆ is also circulant. Furthermore, it must also be
symmetric. Let us denote Aˆ = Cˆ−1. Then we have:
Aˆ = Cˆ−1 = circ(a0, a1, a2, a3, a2, a1), (B.29)
with
a0 =
1
6
(
1
λ0
+
2
λ1
+
2
λ2
+
1
λ3
)
,
a1 =
1
6
(
1
λ0
+
1
λ1
− 1
λ2
− 1
λ3
)
,
a2 =
1
6
(
1
λ0
− 1
λ1
− 1
λ2
+
1
λ3
)
,
a3 =
1
6
(
1
λ0
− 2
λ1
+
2
λ2
− 1
λ3
)
.
Notice that, according to Eq. B.14, −ai is the coefficient in the effective action of the interaction term
between the i-th nearest neighbor hard spins on the simplex. The eigenvalues of Cˆ are explicitly given
by:
λ0 = C(0) + 2C(1) + 2C(2) + C(3),
λ1 = λ5 = C(0) + C(1) −C(2) −C(3),
λ2 = λ4 = C(0) −C(1) −C(2) + C(3),
λ3 = C(0) − 2C(1) + 2C(2) −C(3).
We also have C(0) = 〈~φ2〉 = 1, as a condition on the soft spins. We will still prove that at low
temperatures, λi remains finite for i , 0. This implies that for T → 0:
a0 = a1 = a2 = a3 = 1/(6λ0) = 〈(Q7)2〉, (B.30)
therefore we have proven that the partition function of hard spins on a single simplex immersed in a
bath of soft spins is equivalent to:
Zeff ∝
∫
d~n1 . . . d~n6 exp
β~h3 ·∑
i
~ni − βJ
∑
i, j
~ni · ~n j
 . (B.31)
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B.2 Orphan Texture
B.2.1 Analytical treatment of full texture
Let us now consider the calculation of the spin texture arising due to the presence of a single orphan
on the lattice. For that we do a similar calculation as in the previous section but considering one
single simplex with 5 vacancies and one hard spin, which will be our orphan. We will be interested in
computing the average 〈φz
~r2
〉 of the z component of a soft spin elsewhere at a position ~r2 on the lattice.
We do this by placing an aditional constraint on the soft spin to be of a given value ~s, and by coupling
an external source j to the z component of ~s in the effective action which thus has the form:
S ′eff =S eff − i
∑
i=2...6
~λi · ~φ~li − i~µo · (~φ~r1 − ~n) − i~µs · (~φ~r2 − ~s) − β~h ·
∑
~r
~φ~r − jsz (B.32)
here again we are using the numbering on the simplex containing the orphan indicated by Fig. B.1,
where the hard spins at positions 2, 3, 4, 5, 6 are constrained to be vanishing, and the hard spin at
position 1 is the orphan. The first term in the expression above is:
S eff =
βJ
2
∑
7
∑
~r∈7
~φ~r

2
+
λ
2
∑
~r
(~φ~r)2. (B.33)
The partition function is given by:
Zeff =
∫ ∏
D{~s}d{~n}d{~µi}d{~λi}D{~φ}e−S ′eff , (B.34)
As we did in the previous section, here we can go to Fourier space, and by using our simplifying
notation, the action reduces to:
S eff =
∑
~q
βJ
2
[
~φ−~q
]T
Vˆ
[
~φ~q
]
+
λ
2
∑
~q
[
~φ−~q
]T [
~φ~q
]
=
1
2
∑
~q
[
~φ−~q
]T
Mˆ~q
[
~φ~q
]
(B.35)
S ′eff = S eff − β~h
∑
~q
~1T
[
~φ~q
]
− i
∑
~q
[
~Λ−~q
]T [
~φ~q
]
+ i(~µo · ~n + ~µs · ~s) − jsz. (B.36)
We introduced the lattice function, ~Λ~r, according to:
~Λ~r =
∑
i
~λiδ~r,~li + ~µoδ~r,~r1 + ~µsδ~r,~r2 =
∑
~q
∑
i
~λie−i~q·
~li + ~µoe−i~q·~r1 + ~µse−i~q·~r2
 ei~q·~r
⇒ ~Λ~q =
∑
i
~λie−i~q·
~li + ~µoe−i~q·~r1 + ~µse−i~q·~r2 (B.37)
The integration over soft spins yields:∫ ∏
D{~φ}e−S ′eff ∝ exp
12 ∑
~q
(
β~hδ(~q)~1T + i
[
~Λ−~q
]T ) × Mˆ−1~q (β~hδ(~q)~1 + i [~Λ~q]) − i(~µo · ~n + ~µs · ~s) + jsz

(B.38)
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We must now rewrite the quadratic form as a quadratic form on the Lagrange multipliers ~µi, ~λi and
that is accomplished by the transformation matrix Nˆ~q :
[
~Λ~q
]
= Nˆ~q
[
~µ, ~λ
]
= e−i~q·~r1
 e−i~q·∆~rδαs,1 1 0 e−i~q·~a1 0 e−i~q·~a2 0e−i~q·∆~rδαs,2 0 e−i~q·(~a1−~a2) 0 e−i~q·~a1 0 1


~µs
~µo
~λ2
~λ3
~λ4
~λ5
~λ6

(B.39)
The Kronecker delta terms on the 1st column test whether the soft spin at ~r2 is a spin on atom 1 or 2
of the basis. We can now proceed analogously to the previous section by doing the integrals over the
Lagrange multipliers ~µi, ~λi. By developing the terms using the transformation above, one gets exactly
the same expression as in Eq. B.11. The only difference is that the vector [n] has now the form:
[n]T =
[
~s ~n 0 0 0 0 0
]
(B.40)
Integration over the Lagrange multipliers gives us then:∫ ∏
d{~µi, ~λi}D{~φ}e−S ′eff ∝
exp
[
−1
2
(
β~h~1T Mˆ−1~q=0Nˆ~q=0 − [n]T
)
× Cˆ−1
(
β~hNˆT~q=0Mˆ
−1
~q=0
~1 − [n]
)]
(B.41)
The matrix Cˆ is defined in the same way as before, involving a sum over momentum of the matrices
Qˆ~q. In this case this is a 7×7 matrix, where the lower right corner block of dimension 6×6 is precisely
given by Eq. B.17. Let’s denote the Qˆ~q matrix of the previous section, involving only spins of a single
simplex by Qˆs.s.
~q . Then we have that:
Cˆ =
∑
~q
NˆT~q Mˆ
−1
~q Nˆ−~q =
∑
~q
Qˆ~q
Qˆ~q =
 a [c]T[c∗] Qˆs.s.
~q
 (B.42)
We have, e.g., in the case that the soft spin at ~r2 is on an atom 1 of the basis that:
[c]T = ei~q·∆~r
[
a be−i~q·(~a1−~a2) ae−i~q·~a1 be−i~q·~a1 ae−i~q·~a2 b
]
(B.43)
Here we notice that we can once again interpret the matrix Cˆ as a matrix of correlations, between the
sites ~r1 of the orphan, ~r2 of the soft spin, and ~li of the vacancies. The lower right corner block of size
6 × 6 reduces, under the summation over momentum, to the circulant matrix involving correlations
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of 1st, 2nd, and 3rd nearest neighbors. The summation over momentum of the vectors [c] provides
information on the correlations between the soft spins in the pure system separated by ∆~r on the
direct lattice, and with both being in atoms of the same kind, or on different atoms, what we denote
respectively by ce = Ceq(∆~r), and cd = Cdiff(∆~r), to shorten notation in the following:∑
~q
[c]T =
[
ce cd ce cd ce cd
]
(B.44)
This will be the structure of [c] whenever both the orphan and the soft spin are on atoms of the same
kind. For the case that they are on different atoms of the basis, the elements should be alternating
again, but with the 1st entry being for correlations of different atoms separated by the vector ∆~r.
We want to gather information about Cˆ−1, but notice that we don’t need to deal with all of it, but
just with the 2 × 2 block on the upper left corner, since the vector [n] vanishes elsewhere. The result
of integrating out all the soft spins (but the one at ~r2) and the Lagrange multipliers is:∫ ∏
d{~λi}D{~φ}e−S ′eff ∝
exp
[
−1
2
[n]T Cˆ−1
∣∣∣
2×2 [n] + β
~h~1T Mˆ−1~q=0 Nˆ~q=0
∣∣∣
2×2 Cˆ
−1∣∣∣
2×2 [n] + js
z
]
, (B.45)
and on this expression the vector [n] contains now only the 1st 2 components that are non-vanishing.
B.2.2 Analytical treatment at large distances
We ended the previous section showing the difficult task to be done if one wants to consider the orphan
texture in full detail, even considering lattice sites near to the orphan.
Here I will show how the computation of the texture can be immenselly simplified if one assumes
from the beginning that the soft spin at ~r2 is far away from the orphan. The 1st simplification is that
now we will not impose a total of 6 constraints on the orphan simplex, but only assume that the total
sum of the soft spins on the orphan simplex is a hard vector, ~n. Therefore we will need two Lagrange
multipliers in our action, one ensuring this constraint, and other ensuring that the soft spin at ~r2 will
be a given soft vector ~s. As we are interested in computing the average 〈φz
~r2
〉, we add an extra source
term coupled to ~s. This gives the action:
S ′eff =S eff − i~λ1 · (~φ7~r1 − ~n) − i~λ2 · (~φ~r2 − ~s) − β~h ·
∑
~r
~φ~r − ~j · ~s (B.46)
where S eff is as in Eq. B.33. This action is again rewritten in momentum space:
S ′eff =S eff − β~h
∑
~q
~1T
[
~φ~q
]
− i
∑
~q
[
~Λ−~q
]T [
~φ~q
]
+ i(~λ1 · ~n + ~λ2 · ~s) − ~j · ~s. (B.47)
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Figure B.2: Top: Orphan texture computed from the analytically predicted spin charge correlations, on a finite
lattice of linear size L = 210, and with inverse temperature β = 128. Bottom: Testing scaling prediction of the
spin-“charge” correlator on a finite lattice of linear size L = 210.
This time the lattice function ~Λ~r is defined as:
~Λ~r = ~λ1
∑
i∈7 δ~r,~li +
~λ2δ~r,~r2 =
∑
~q
~λ1 ∑
i∈7 e
−i~q·(~li−~r1) + ~λ2e−i~q·∆~r
 ei~q·(~r−~r1)
⇒ ei~q·~r1 ~Λ~q =~λ1
∑
i∈7 e
−i~q·(~li−~r1) + ~λ2e−i~q·∆~r (B.48)
and, as before, one must understand that in this expression one should separate the components of the
vector
[
~Λ~r
]
according to which atom of the basis one is considering. Therefore one has:[
~Λ~r
]
= ~λ1
[7~q] + ~λ2eˆα~r2 (B.49)
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and here α~r2 says to which atom of the basis does ~r2 point to. The vector on the 1st term is defined by:
[7~q] =
 71~q72
~q
 =
 1 + e−i~q·~a1 + e−i~q·~a2e−i~q·(~a1−~a2) + e−i~q·~a1 + 1
 (B.50)
This vector stores information about the geometry of the hexagon. Notice that Eq. B.49 also defines
the transformation operator Nˆ~q going to the variables ~λ1, ~λ2
The integration over soft spins and Lagrange multipliers can be now carried over, yielding the
usual expression involving a quadratic form on the vectors ~n, ~s with matrix Cˆ−1, where Cˆ can be
interpreted as a matrix of correlations, which is obtained once the summation over all momentum
vectors of the matrices Qˆ~q is done. One finds here for Qˆ~q:
Qˆ~q = NˆT~q Mˆ
−1
~q Nˆ−~q =
 〈~S7,−~q · ~S7,~q〉 〈~S −~q · ~S7,~q〉e−i~q·∆~r〈~S ~q · ~S7,−~q〉ei~q·∆~r 〈~S −~q · ~S ~q〉
 (B.51)
Therefore the matrix Cˆ =
∑
~q Qˆ~q is simply given by:
Cˆ =
 〈Q2〉 〈~φ~r2 · ~φ7,~r1〉〈~φ~r2 · ~φ7,~r1〉 〈~φ2〉
 (B.52)
Its inverse gives the quadratic form between the hard spin ~n and the soft spin ~s. One finds in the end
the effective partition function:
Zeff =
∫
d~nδ(n2 − 1)d~s
exp
{
1
〈Q2〉〈~φ2〉 − 〈~φ · ~φ7〉2
(
−〈Q
2〉
2
s2 + 〈~φ · ~φ7〉~n · ~s
+
1
18J
~h ·
[
(6〈~φ2〉 − 〈~φ · ~φ7〉)~n + (〈Q2〉 − 6〈~φ · ~φ7〉)~s]) + ~j · ~s} (B.53)
By performing the integrals over ~s and ~n, and assuming that both ~j and ~h are directed along the z
direction, one finds from 〈φz
~r2
〉 = ∂ ln Zeff/∂ j, that:
〈φz
~r2
〉 ≈ 1
18J
h +
〈~φ · ~φ7〉
〈Q2〉
[
coth
(
1
〈Q2〉J
h
3
)
− 1
h/〈Q2〉J
]
= χ~r2h + βJ〈~φ · ~φ7〉B (h/3,T ) (B.54)
B.3 Spin Charge Correlations
As we saw in the previous section it is only necessary to compute the spin charge correlations in
order to get information about the texture induced by an orphan in the lattice. In this section we will
describe in more details how it is computed. We will then test an important scaling prediction for it,
154 Appendix B. Details on the hybrid field theory
and also show that, at low temperatures, the orphan plus the texture behave as a fractionalised
spin S/3.
The expression for the spin charge correlations vary according to whether we consider the spin to
be of an atom 1 or 2 of the basis. In the first case this is given by:
〈~φ(1)−~q · ~φ7~q 〉 = a71~q + b72~q, (B.55)
and in the latter case one has:
〈~φ(2)−~q · ~φ7~q 〉 = b∗71~q + a72~q. (B.56)
Notation here is consistent with previously introduced notation. a and b refer to correlations between
spins of the same, or of different kinds in the basis, respectively, and are more precisely given by
Eq. B.18. 7i
~q refers to the i-th component of the vector
[7~q] as indicated on Eq. B.50.
The exact computation of spin charge correlations in real space is performed numerically, con-
sidering a finite lattice. If a lattice has sites given by i~a1 + j~a2 where indices i and j vary over the
set {0, . . . , L − 1}, one imposes periodic boundary conditions in the following way: given a function
in momentum space f (~q), we should restrict its momentum vectors to only assume values on the 1st
Brillouin zone described by the vectors mL~b1 +
n
L
~b2. Here ~b1 and ~b2 are primary vectors of the reciprocal
lattice, defined by the condition that ~ai · ~b j = 2piδi j.
Therefore when Fourier transforming a function f (~q) on this finite lattice, we are computing the
following finite sum:
f (~r) =
1
Nd
∑
~q∈1st B.Z.
f (~q)ei~q·~r =
1
Nd
L−1∑
n=0
L−1∑
m=0
f (~q)ei
2pi
L (mi+n j).
(Do not confuse the i from the coordinate of the position vector in the lattice with the i as imaginary
unit). I denote by Nd the total number of cells in the direct Bravais lattice (in our case the triangular
lattice, and Nd = N/2, where N is the total number of spins in the system).
I did a program to compute this sum considering the function f (~q) to be either Eq. B.55, or
Eq. B.56. As we saw in the previous section, Eq. B.54 predicts that the texture on the limit of vanishing
external fields and low temperatures, (so that the Langevin function B(h/3,T )→ 1), is given by:
〈φz
~r〉 ≈ β〈~φ · ~φ7〉. (B.57)
I show on Fig. B.2 this function by considering the position vectors:~r = i~a1+2~a2, with i ∈ {−L/2, . . . , L/2−
1}, and only considering atoms 1 along this line. The orphan hexagon has as spin 1, according to pre-
vious numbering indicated by Fig. B.1, the spin on the origin.
On Fig.B.3, one can also see the complete profile for the texture around the orphans, respectively
on the maximally frustrated honeycomb lattice model treated in detail here, and the kagome lattice
model of chapter 3, where aZ2 spin-liquid emerges, but the same hybrid field theory can be developed.
One sees the stark contrast between a texture profile at T = 0 that propagates throughout the system,
and one very localized around the orphan location.
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Figure B.3: Left: The T = 0 orphan texture profile on the maximally frustrated honeycomb lattice model, as
obtained from the hybrid field theory developed here. Right: The T = 0 orphan texture profile on the kagome
lattice model treated on chapter 3. Radius of circles indicate magnitude of local 〈S zi 〉, while a black (red) color
indicates a negative (positive) sign.
When one recurs to the effective low-T description of the model it is possible to prove that the
spin charge correlations must follow a well defined scaling relation, given by:
〈φα7(~r1)φα(~r2)〉 = η(~r1)η(~r2)T 3/2F1((~r1 − ~r2)√T ). (B.58)
The factor η(~r1)η(~r2) is a sublattice index, indicating where the orphan hexagon and the spin hexagon
are. The spin hexagon should be one of the 3 hexagons to which it belongs, where it is an atom 1
or 6 (considering numbering of Fig B.1) if it is a spin of atom 1 or 2 in the basis, respectively. It is
observed numerically that this sublattice function is negative if both the orphan hexagon and the spin
hexagon are on the same sublattice, and is positive otherwise.
Using our analytical prediction, we put this scaling prediction in test, and the result is shown on
Fig. B.2, where we considered the same line of spins on the lattice as before. I include only points
corresponding to both the hexagon and the spin being on the same sublattice (and therefore I also did
an extra change of sign in the y values, which are negative in this situation).
One last remarkable result that we could test numerically is the fact that the total spin sum of
the texture plus orphan at low temperatures is equal to 1/3. Notice that this remarkable result is
independent of the previously proved result that a hard spin on a bath of soft spins in a hexagon
of hard spins, is fractionalised to be a spin 1/3 of its original value once the bath of soft spins is
integrated out. This new result demonstrates instead that the orphan hexagon plus the texture induced
by it behave as a fractionalised spin with 1/3 of its original value.
We do check this by computing numerically the sum:
S orp+tex = 1 +
∑
~r<7〈φ
z
~r〉 (B.59)
The result for this at different temperatures is plotted on Fig. B.4. Notice that while changing the
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values of temperature, one needs to take care of changes in the values of the Lagrange multiplier
λ(T ), which also needs to be computed numerically, what is explained on Appendix A.
It also proves worth to analyse how the total sum of orphan plus texture gradually approaches its
value of 1/3 at T = 0, by performing a smeared sum, defined as:
S orp+tex(ξ) = 1 +
∑
~r<7 〈φ
z
~r〉
∣∣∣
T=0
e−r
2/ξ2 . (B.60)
The free parameter ξ here provides a controled way of suming the texture around the orphan (which
is assumed to be on the origin), by damping out the contributions to this sum from the texture that is
farther away than ξ from the orphan.
By exploring the way this sum depends on ξ we check a power-law dependence on the approach
to the asymptotic value of 1/3, of the form (see Fig. B.4):
S orp+tex(ξ) ∼ 1/ξ2 (B.61)
B.4 Orphan Interaction
Let us consider now the situation of having two orphans on the lattice. If they are far from each other,
we can make the simplifying assumption, where we do not impose a total of 12 constraints, 10 for the
vacancies plus 2 for the hardly constrained orphans, but only place 2 constraints, namely that the total
sum of soft spins on each orphan hexagon is constrained to be a hard spin. This means that we need
to consider the action:
S ′eff = S eff − i~λ1 · (~φ7~r1 − ~n1) − i~λ2 · (~φ7~r2 − ~n2) − β~h ·
∑
~r
~φ~r − ~j · ~s (B.62)
This time the lattice function ~Λ~r is defined as:
~Λ~r = ~λ1
∑
i∈71
δ~r,~li +
~λ2
∑
i∈72
δ~r,~l1
=
∑
~q
~λ1e−i~q·~r1 ∑
i∈71
e−i~q·(~li−~r1) + ~λ2e−i~q·~r2
∑
i∈72
e−i~q·(~li−~r2)
 ei~q·~r
⇒
[
~Λ~r
]
=
(
~λ1e−i~q·~r1 + ~λ2e−i~q·~r2
) [7~q] (B.63)
From this one can read what will be the transformation matrix Nˆ~q. All the integrals over soft spins and
Lagrange multipliers are carried on as before, and one finds in the end an effective action coupling
the hard spins ~n1 and ~n2 with a quadratic form given by Cˆ−1. Here one finds for the matrix Qˆ~q the
following:
Qˆ~q = NˆT~q Mˆ
−1
~q Nˆ−~q
= 〈~φ7,−~q · ~φ7,~q〉
 1 e−i~q·∆~rei~q·∆~r 1
 , (B.64)
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Figure B.4: Top left: The sum of the z-component of the expectation values of the orphan spin plus the texture
on a finite lattice of linear size L = 120 is plotted against 1/
√
T . The horizontal line indicates the asymptotics
at low temperatures towards the value 1/3. Top right: The same sum at T = 0 with same system size including
a damping factor that depends on the smearing parameter ξ, as defined on Eq. B.60. Bottom: The approach of
the smeared sum towards the asymptotic value scales as 1/ξ2, showing the long range of the texture.
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what implies
Cˆ =
 〈Q2〉 〈~φ7,~r1 · ~φ7,~r2〉〈~φ7,~r1 · ~φ7,~r2〉 〈Q2〉
 . (B.65)
This shows that the effective partition function for the 2 orphans after integrating out the bath of soft
spins is:
Zeff =
∫
d~n1δ(n21 − 1)d~n2δ(n22 − 1) exp
−βJeff~n1 · ~n2 + ~h3 · (~n1 + ~n2)
 , (B.66)
where
βJeff =
−〈~φ7,~r1 · ~φ7,~r2〉
〈Q2〉2 − 〈~φ7,~r1 · ~φ7,~r2〉2 ≈
−〈~φ7,~r1 · ~φ7,~r2〉
〈Q2〉2 . (B.67)
This is a quite general result for the orphan interactions, and does also describe in particular the
interactions for orphans on the ruby and kagome lattices studied in Chapter 3.
B.5 Charge Charge Correlations
As we saw in the previous section, the important correlations for computing the effective interac-
tions between the orphans are the “charge-charge” correlations. In this section I show in more detail
the numerically computed Fourier transformations of these correlations. I will also test the scaling
prediction for these correlations.
There is a simple way of computing charge charge correlations, which is based on the direct
connection of charges to the interaction matrix. As we saw in the previous section, one has:
~S7,~q = ~S 1~q(1 + e−i~q·~a1 + e−i~q·~a2) + ~S 2~q(e−i~q·(~a1−~a2) + e−i~q·~a1 + 1)
=
[
~S ~q
]T [7~q] = [~S ~q]T Nˆ−~q~1
⇒ 〈~S7,−~q · ~S7,~q〉 = 〈[~S ~q]T Nˆ−~q~1~1T NˆT~q [~S −~q]〉 = 〈[~S ~q]T Vˆ~q [~S −~q]〉. (B.68)
Now we considered the “scalar product” defining charges in a reversed order to the order we used in
Eq. B.19. Our notation is good enough for allowing us now to notice trivially the interesting statement
that:
Vˆ~q = Nˆ−~q~1~1T NˆT~q . (B.69)
From the last equality in Eq. B.68, we see that by inserting the diagonalizing matrix Uˆ one gets:
〈~S7,−~q · ~S7,~q〉 = 〈[~S ~q]T UˆUˆ†Vˆ~qUˆUˆ† [~S −~q]〉 = 〈[~σ~q]T ˜ˆV~q [~σ−~q]〉
=
∑
µ
nνµ
λ + βJνµ
. (B.70)
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Figure B.5: Top: Charge charge correlations computed from the analytical prediction on a finite lattice of
linear size L = 210, and with inverse temperature β = 128. The three curves correspond to different relative
placements of the orphans, which depends on whether both are on the same sublattice or on different sublattices.
Bottom: Testing the scaling prediction for the charge charge correlations on a finite lattice of linear size L = 210.
Here we use only correlations between orphans on the same sublattice. It is possible to collapse this together
with remaining correlations (between orphans on different sublattices) by multiplying those by an extra factor
of −2. This is done in Fig. 2.7 (bottom panel) of Chapter 2.
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Therefore in our simple two-band case, where one band is flat and vanishes while the other is dis-
persive, only the latter contributes for the charge charge correlations, which then are obtained in real
space by doing the Fourier transform:
〈~S7(~r) · ~S7(0)〉 = 1Nd
∑
~q
nν2
λ + βJν2
ei~q·~r, (B.71)
This summation is performed as explained before.
One result for these correlations with a lattice of linear size L = 210 is shown on Fig. B.5. One of
the hexagons is considered to be on the origin, while the other hexagon is on the lattice sites ~r = i~a1,
with i ∈ {−L/2, . . . , L/2 − 1}. There is a clear sign structure originating, which shows whenever both
hexagons are on the same sublattice, their correlation is negative, and when they are on different
sublattices their correlation is positive, furthermore being two times stronger than the same sublattice
correlations.
A mapping of the spin variables to an emerging gauge field living on the dual lattice says that
these correlations should follow the scaling law:
〈S α7(~r1)S α7(~r2)〉 = −η(~r1)η(~r2)T 2F((~r1 − ~r2)√T ). (B.72)
This scaling prediction is put into test on the Fig. B.5, where we consider both hexagons to be on
the same sublattice (that’s why the negative sign for the ordinate values).
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