This paper examines the causal relationship between exports and growth in nine provinces of South Africa for the period 1995-2011, using panel causality analysis, which accounts for cross-section dependency and heterogeneity across regions. Our empirical results support unidirectional causality running from economic growth to exports for Mpumalanga only; a bi-directional causality between exports and economic growth for Gauteng; and no causality in any direction between economic growth and exports for the rest of provinces. This suggests that export expansion might not be an efficient strategy to improve provincial economic performance in South Africa as neither exports nor economic growth is sensitive to each other in almost all provinces.
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Introduction
In the development literature, export expansion has been advocated as one of the effective strategies to improve the economic performance of the developing countries. There are however two main conflicting views about the relationship between export and economic growth. One strand of the literature is favourable to the export-led growth hypothesis while the other supports the growth-driven export model. The export-led growth hypothesis is derived from the comparative advantage theory which asserts that trade expansion results in more productive and efficient allocation of resources favourable to economic growth. On the other hand, the growth-driven export model emphasizes that increasing economic activity through human capital and technology improvements stimulates export growth since producers need new foreign markets to absorb the subsequent increase in supply. The ambiguous state of the literature may reveal the cross-country heterogeneities in the composition of exports, therefore requiring the export-growth nexus to be investigated empirically.
Number of studies have examined the relationship between export and economic growth in both developed and developing countries with their different results confirming the unclear theoretical link between the two variables. Studies that are favourable to the export-led-growth hypothesis include Mickaely (1977) , Balassa (1978 Balassa ( , 1985 , Tyler (1981) , Feder (1982) , Ram (1987) , Chow (1987) , Giles et al. (1992) , Thornton (1996) , Doyle (1998) , Xu (1996) , Erfani (1999) , Balaguer (2002) , Shirazi (2004) , Jordaan and Eita (2007) , Naghshpour (2012) , Saad (2012) and Tsaurai and Odhiambo (2012) . In contrast to these authors, Jung and Marshall (1985) , Shan and Tian (1998) , Oxley (1993) , Giles and Williams (2000) , Safdari et al. (2011) , Tang and Lai (2011) , and Abbas (2012) report empirical evidence of growth-driven exports hypothesis. Though number of empirical studies fall in the first two categories, few authors, including Kwan and Cotsomitis (1991) , Amoateng and 2 Amoako-adu (1996) , Sun and Shan (1999) , Hatemi-J (2002) , Mah (2005) , Awokuse (2007) , Jordaan and Eita (2009) , Ray (2011) and Balcilar and Ozdemir (2013) have documented the evidence of a bi-directional causality between exports and economic growth. Fall apart these three categories, are studies which find no evidence of causality in any direction between the two variables. These include: Hsiao (1987) Ahmad and Kwan (1991) Jin and Yu (1996) Ahmed et al. (2000) , Ramos (2001 ) Ribeiro, (2001 , Mishra (2011) and Pazim (2009) .
Most of these studies are either based on cross-sectional methodology or standard time series models. Unlike the latter body of work, results from cross-sectional studies are generally favourable to the export-led growth hypothesis. However, the positive correlation interpreted as evidence of export-led growth hypothesis is also compatible with the feedback effects, thus raising some econometric issues such as spurious correlation and endogeneity (Giles and Williams, 2000) . As a result of these limitations, the time series studies emerge that explicitly focus on the causality analysis; Granger causality test being the most prevalent approach. Because Ganger causality test is built on arbitrary choice of the lag length, some studies emphasize the use of Error Correction Model (ECM) with proper selection methods of the lag length 1 . However, the conclusions regarding the direction of the causality between the two variables remain sensitive to information set, lag order and non stationarity (Giles and Williams, 2000) . In light of these considerations, the aim of this paper is therefore to re-investigate the causal relationship between exports and economic growth in South Africa using a more robust methodology which combines the advantages of cross-section data and time series analysis as discussed below. Dodaro (1993) and Ukpolo (1998) report a unidirectional causality running from growth to export expansion in South Africa using Granger causality approach.
Bahmani-Oskooee and Alse (1993) and more recently, Cipamba Wa Cipamba (2013) establish the existence of a bidirectional causal effect between South African export and economic growth based on an ECM. Similar method is further employed by Dutt and Ghosh (1996) to provide evidence of no causal relationship between the two variables. Given the above mentioned shortcomings associated with the methodology used in these studies, the observed difference may be attributed to methodological flaws. Moreover, being at the national level, results from these studies are questionable as they failed to account for cross-province socio-economic discrepancies which are likely to affect the export-growth 
Methodology and data
Preliminary Analysis
One important issue in a panel causality analysis is to take into account possible cross-section dependence across regions. This is because high degree of economic and financial integrations makes a region to be sensitive to the economics shocks in other region with a 6 country. Cross-sectional dependency may play important role in detecting causal linkages of housing activity for South Africa.
The second issue to decide before carrying out causality test is to find out whether the slope coefficients are treated as homogenous and heterogeneous to impose causality restrictions on the estimated parameters. As pointed out by Granger (2003) , the causality from one variable to another variable by imposing the joint restriction for the panel is the strong null hypothesis Furthermore, as Breitung (2005) contends the homogeneity assumption for the parameters is not able to capture heterogeneity due to region specific characteristics. In the exports and economic growth nexus -as in many economic relationships -while there may be a significant relationship in some regions, vice versa may also be true in some other regions.
Given the above consideration before we conduct tests for causality, we start with testing for cross-sectional dependency, followed by slope homogeneity across regions. Then, we decide to which panel causality method should be employed to appropriately determine the direction of causality between exports and economic growth in nine province of South Africa
countries. In what follows, we outline the essentials of econometric methods used in this study.
Testing cross-section dependence
To test for cross-sectional dependency, the Lagrange multiplier (LM hereafter) test of Breusch and Pagan (1980) has been extensively used in empirical studies. The procedure to compute the LM test requires the estimation of the following panel data model:
where i is the cross section dimension, t is the time dimension, 
where ij  is the sample estimate of the pair-wise correlation of the residuals from Ordinary Least Squares (OLS) estimation of equation (1) However, the CD test is subject to decreasing power in certain situations that the population average pair-wise correlations are zero, although the underlying individual population pair-wise correlations are non-zero (Pesaran et al., 2008, p.106) . Furthermore, in stationary dynamic panel data models the CD test fails to reject the null hypothesis when the factor loadings have zero mean in the cross-sectional dimension. In order to deal with these problems, propose a bias-adjusted test which is a modified version of the LM test by using the exact mean and variance of the LM statistic. The bias-adjusted LM test is: 
Testing slope homogeneity
Second issue in a panel data analysis is to decide whether or not the slope coefficients are homogenous. The causality from one variable to another variable by imposing the joint restriction for whole panel is the strong null hypothesis (Granger, 2003) . Moreover, the homogeneity assumption for the parameters is not able to capture heterogeneity due to region specific characteristics (Breitung, 2005 The  test is valid as ( , ) NT without any restrictions on the relative expansion rates of N and T when the error terms are normally distributed. In the  test approach, first step is to compute the following modified version of the Swamy's test: 
Panel Causality Test
Once the existence of cross-section dependency and heterogeneity across South Africa is ascertained, we apply a panel causality method that should account for these dynamics. The bootstrap panel causality approach proposed by Kónya (2006) is able to account for both cross-section dependence and region-specific heterogeneity. This approach is based on Seemingly Unrelated Regression (SUR) estimation of the set of equations and the Wald tests with individual specific region bootstrap critical values. Since region-specific bootstrap critical values are used, the variables in the system do not need to be stationary, implying that the variables are used in level form irrespectively of their unit root and cointegration properties. Thereby, the bootstrap panel causality approach does not require any pre-testing for panel unit root and cointegration analyses. Besides, by imposing region specific restrictions, we can also identify which and how many states exist in the Granger causal relationship.
The system to be estimated in the bootstrap panel causality approach can be written as: 
where y denotes real income, x refers to exports, l is the lag length. Since each equation in this system has different predetermined variables while the error terms might be contemporaneously correlated (i.e. cross-sectional dependency), these sets of equations are the SUR system. 2. a, b, c refer to Skewness, Kurtosis and Jarque Bera statistics respectively.
3. The Jarque Bera test tests the null hypothesis of normality against the alternative of non normality. None of the J-B statistics is significant indicating that the null of normality cannot be rejected. 2. a, b, c refer to Skewness, Kurtosis and Jarque Bera statistics respectively.
3. The Jarque Bera test tests the null hypothesis of normality against the alternative of non normality.
None of the J-B statistics is significant indicating that the null of normality cannot be rejected.
export. Tables 1 and 2 show the summary statistics of real GDP and real export for nine provinces, respectively. Based on Tables 1 and 2 , we find that Gauteng and Northern Cape have the highest and lowest mean real GDP of R509 billions and R32.8 billions, respectively, and Gauteng and Free State have the highest and lowest mean real export of R1.9 billion and R15.4 millions, respectively. The data series are approximately normal as the Jarque-Bera test could not reject the null of normality for all the nine provinces.
Empirical findings
Before we test for causality we first test for both cross-sectional dependency and region-specific heterogeneity as we believe that these nine provinces in South Africa are highly integrated in their economic relations. To investigate the existence of cross-section dependence we carried out four different tests (LM, CD lm ,CD, LM adj ). Secondly, as indicated by Kónya (2006) , the selection of optimal lag structure is of importance because the causality test results may depend critically on the lag structure. In determining lag structure we follow Kónya (2006) 's approach that maximal lags are allowed to differ across variables, but to be same across equations. We estimate the system for each possible pair of ly 1 , lx 1 , ly 2 and lx 2 respectively by assuming from 1 to 4 lags and then choose the combinations which minimize the Schwarz Bayesian Criterion.
Tests for cross-sectional dependency and heterogeneity are presented in Table 3 . As can be seen from Table 3 , it is clear that the null hypothesis of no cross-sectional dependency and slope heterogeneity across the countries is strongly rejected at the conventional levels of significance. This finding implies that a shock that occurred in one of these provinces seems to be transmitted to other provinces. Furthermore, the rejection of slope homogeneity implies that the panel causality analysis by imposing homogeneity restriction on the variable of 13 Consistent with the different conclusions reported for sectoral analysis of the export-growth nexus (Fosu ,1990; Giles et al., 1992; Boltho, 1996; Ghatak et al., 1997 and Tuan and Ng, 15 1998), our results confirm the intuition put forward that heterogeneity in the spatial composition of exports play an important role in driving the export-growth relationship. It appears that economies that mainly export manufactured products are likely to support a bidirectional relationship between export and growth. This is the case for Gauteng which is the leading province of South Africa in terms of economic development. Conversely, economies whose exports mostly depend on agricultural products or raw materials tend to exhibit no causal effect in any direction between economic growth and exports. Most provinces in South Africa fall in this category. The growth-led export hypothesis tends to be most prevalent at the early stage of the development. This interpretation is in line with the case of Mpumalanga where the estimated unidirectional causality runs from economic growth to exports.
Conclusions
This study applied the bootstrap panel Granger causality approach to test the causal link between exports and economic growth using data from the nine provinces of South Africa over the period of 1995-2011. Regarding the export-economic growth nexus, our empirical results support growth causes exports for Mpumalanga; a feedback hypothesis for Gauteng.
However, a neutrality hypothesis was found for the rest of provinces indicating neither exports nor economic growth is sensitive to each other in these provinces.
Our findings provide important policy implications for export-growth policies and strategies in South Africa. Except in Gauteng, it might not be efficient to consider export expansion as a strategy to improve provincial economic performance. We conclude that provincial factors drive the export-growth nexus in South Africa and hence, policy implications based on national-level studies might be misleading since they hide important differences in export composition among provinces.
