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Representations of affine Kac-Moody groups over
local and global fields: a survey of some recent re-
sults
Alexander Braverman and David Kazhdan
Abstract. Let G be a reductive algebraic group over a local field K or a global field F .
It is well known that there exists a non-trivial and interesting representation theory of
the group G(K) as well as the theory of automorphic forms on the adelic group G(AF ).
The purpose of this talk is to give a survey of some recent constructions and results,
which show that there should exist an analog of the above theories in the case when G
is replaced by the corresponding affine Kac-Moody group Ĝaff (which is essentially built
from the formal loop group G((t)) of G). Specifically we discuss the following topics :
affine (classical and geometric) Satake isomorphism, Iwahori-Hecke algebra of Ĝaff , affine
Eisenstein series and Tamagawa measure.
1. Introduction
1.1. Reductive groups: notations. Let G be a split connected reductive alge-
braic group defined over integers. We fix a maximal split torus T in G and denote
by Λ its lattice of cocharacters (the coweight lattice of G). We let W denote the
Weyl group of G; it acts on T and Λ.
Let T∨ denote the dual torus of T ; considered as a group over C. The lattice
of characters of T∨ is canonically isomorphic to Λ. Let G∨ denote the Langlands
dual group of G which by the definition contains T∨ as a maximal torus.
1.2. The group Gaff . To a split connected reductive group G as above one can
associate the corresponding affine Kac-Moody group Gaff in the following way.
Let Λ denote the coweight lattice of G let Q be an integral, even, negative-
definite symmetric bilinear form on Λ which is invariant under the Weyl group of
G.
One can consider the polynomial loop groupG[t, t−1] (this is an infinite-dimensional
group ind-scheme). It is well-known that a form Q as above gives rise to a central
extension G˜ of G[t, t−1]:
1→ Gm → G˜→ G[t, t
−1]→ 1
Moreover, G˜ has again a natural structure of a group ind-scheme.
The multiplicative group Gm acts naturally on G[t, t
−1] and this action lifts
to G˜. We denote the corresponding semi-direct product by Gaff ; we also let gaff
denote its Lie algebra. Thus if G is semi-simple then gaff is an untwisted affine
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Kac-Moody Lie algebra in the sense of [24]; in particular, it can be described by
the corresponding affine root system.
Similarly, one can consider the corresponding completed affine Kac-Moody
group Ĝaff by replacing the polynomial loop group G[t, t
−1] with the formal loop
group G((t)) in the above definitions.
We shall also denote by G′aff (resp. Ĝ
′
aff) the quotient of Gaff (resp. of Ĝaff) by
the central Gm.
1.3. The dream. Let K be a non-archimedian local field with ring of integers
O and residue field k. A smooth representation of G(K) is a vector space V over
C together with a homomorphism π : G(K) → Aut(V ) such that the stabilizer
of every v ∈ V contains an open compact subgroup K of G(K). We denote the
category of smooth representations by M(G(K)). The category M(G(K)) has
been extensively studied in the past 50 years. Similarly, given a global field F we
can consider automorphic representations of G(AF ) where AF is the ring of adeles
of F . In both (local and global) cases the most interesting statement about the
above representations is Langlands correspondence which relates representations of
G(K) (resp. automorphic representations of G(AF )) to homomorphisms from the
absolute Galois group of K (resp. of F ) to the Langlads dual group G∨ of G.
Our dream would be to develop an analog of the above representation theories
and the Langlands correspondence for the group Gaff or Ĝaff (or, more generally,
for any symmetrizable Kac-Moody group). This is a fascinating task by itself but
we also believe that a fully developed theory of automorphic forms for Ĝaff will
have powerful applications to automorphic forms on G.
Of course, at the moment the above dream remains only a dream; however,
in the recent years some interesting results about representation theory of Gaff
over either local or global field have appeared. The purpose of this paper is to
survey some of those results; more precisely, we are going to concentrate on two
aspects: study of some particular Hecke algebras in the local case and the study
of Eisenstein series in the global case. All the results that we are going to discuss
generalize well-known results for the group G itself; however, the generalizations
are not always straightforward and some new features appear in the affine case.
1.4. Hecke algebras and Satake isomorphism. First let us mention that
some version of the above representation theory for Ĝaff(K) was developed in [25]
and [14]-[16]. This theory looks promising, but we are not going to discuss it in
this paper; on the other hand, in [9] we generalized the Satake isomorphism to
the case of Gaff . Let us first recall the usual Satake isomorphism (which can be
thought of as the starting point for Langlands duality mentioned above).
Given an open compact subgroupK inG(K) one can consider the Hecke algebra
H(G,K) of compactly supported K-bi-invariant distributions on G(K) (this is an
algebra with respect to convolution). We say that H(G,K) is a Hecke algebra of
G with respect to K. H(G,K) is a unital associative algebra and it is well-known
that the study of the representation theory of G(K) is essentially equivalent to
studying representation theory of H(G,K) for different choices of K.
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The group G(O) is a maximal compact subgroup of G(K). We denote the corre-
sponding Hecke algebra H(G,G(O)) by Hsph(G,K) and call it the spherical Hecke
algebra. The Satake isomorphism is an isomorphism between Hsph(G,K) and the
complexified Grothendieck ring K0(Rep(G
∨)) of finite-dimensional representations
of G∨. For future purposes it will be convenient to note that K0(Rep(G
∨)) is also
naturally isomorphic to the algebra C(T∨)W of polynomial functions on the max-
imal torus T∨ ⊂ G∨ invariant under W .
The Satake isomorphism was generalized to Gaff in [9] and it was studied in
more detail in [11]. The formulation is similar to the case of G but the details are
somewhat more involved. We shall give the precise formulation in Section 4, where
we also discuss the analog of the so called Iwahori-Hecke algebra for Gaff and the
affine version of the Gindikin-Karpelevich formula and the Macdonald formula for
the spherical function (following the papers [7], [8], [11]).
A (partial) analog of the geometric Satake isomorphism (cf. [33]) in the affine
case (following the papers [3]-[5]) is also discussed in Section 4.
1.5. Eisenstein series for Ĝaff . The most basic example of automorphic forms,
the Eisenstein series for Ĝaff coming from the Borel subgroup of Ĝaff , were studied
extensively in the works of Garland (cf. e.g. [17]-[19] and references therein) and
Kapranov [26]. In the forthcoming publication [10] we are going to continue the
above study of Eisenstein series and give some applications (for example, we are
going to describe an affine version of the Tamagawa number formula for Gaff). We
hope that the above results should have interesting applications to automorphic L-
functions for the group G itself, using the affine version of the so called Langlands-
Shahidi method (cf. [19]). We discuss it in more detail in Section 5.
1.6. Contents of the paper. In Section 2 we are going to review some facts
about spherical and Iwahori Hecke algebras of reductive groups over a local non-
archimedian field that we are going to generalize later to the affine case. In addition
we also review the corresponding geometric Satake isomorphism. In Section 3 we
review some well-known facts about automorphic forms and, in particular, about
Eisenstein series over a global field F . To simplify the discussion we concentrate
on the case when F is a functional field and the automorphic forms in question are
everywhere unramified.
In Section 4 we generalize the constructions of Section 2 to the case of Gaff .
Similarly, in Section 5 we generalize the construtions of Section 3 to the affine case.
In particular, we discuss the foundations of the theory of Eisenstein series for Ĝaff
coming from various parabolic subgroups of Ĝaff and relate this theory to some
infinite products of automorphic L-functions for the finite-dimensional group G.
We also discuss an affine version of the Tamagawa number formula.
Finally in Section 6 we discuss some other works related to the above construc-
tions as well as future directions of research.
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2. Spherical and Iwahori Hecke algebras in the finite-dimensional
case
In this section we recall some well-known facts about representation theory and
Hecke algebras (and their geometric version) of reductive groups over a local non-
archimedian field K, which we are going to generalize to the affine case.
2.1. Groups over local non-archimedian fields and their representations.
For any open compact subgroup K of G(K), we denote by H(G,K) the Hecke
algebra of G with respect to K. A choice of a Haar measure on G(K) provides an
identification of H(G,K) with the space of K-bi-invariant functions on G(K).
For every K as above, there is a natural functor fromM(G(K)) to the category
of left H(G,K)-modules, sending every representation V to the corresponding
space V K of K-invariants; thus one can try do understand the categoryM(G,K)
by studying the categories of H(G,K)-modules for different K.
There are two choices of K that will be of special interest to us. The first
case is K = G(O) (which is a maximal compact subgroup of G(K)). Recall that
the corresponding Hecke algebra in this case is called the spherical Hecke algebra
and it is denoted it by Hsph(G,K). The second case is the case when K is the
Iwahori subgroup I (by definition, this is a subgroup of G(O) which is equal to the
preimage of a Borel subgroup in G(k) under the natural map G(O)→ G(k)). Let
us remind the description of the corresponding algebras in this case.
2.2. Satake isomorphism. The spherical Hecke algebra Hsph(G,K) is commu-
tative. The Satake isomorphism is a canonical isomorphism between Hsph(G,K)
and the algebra C[Λ]W . The latter algebra has several other standard interpreta-
tions: it is also isomorphic to the complexified Grothendieck ring K0(Rep(G
∨))
of finite-dimensional representations of G∨ as well as to the algebra C(T∨)W of
polynomial functions on the maximal torus T∨ ⊂ G∨ invariant under W of G.
The Satake isomorphism is one of the starting points for the celebrated Lang-
lands conjectures. We are going to present a generalization of the Satake isomor-
phism to the case of affine Kac-Moody groups in Section 4.
2.3. The Iwahori-Hecke algebra. The algebra H(G, I) is known to have the
following presentation (usually called ”Bernstein presentation”). It is generated
by elements Xλ for λ ∈ Λ and Tw for w ∈W , subject to the following relations:
1) TwTw′ = Tww′ if ℓ(ww
′) = ℓ(w) + ℓ(w′);
2) XλXµ = Xλ+µ; in other words, Xλ’s generate the algebra C(T
∨) inside
H(G, I);
3) For any f ∈ C(T∨) and any simple reflection s ∈ W we have
fTs − Tss(f) = (q − 1)
f − s(f)
1−X−αs
(it is easy to see that the right hand side is again an element of C(T∨).
The spherical Hecke algebra is a subalgebra of H(G, I); in terms of the above
presentation it is equal to P · H(G, I) · P where P =
∑
w∈W Tw.
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2.4. Explicit description of the Satake isomorphism. Recall, that the Sa-
take isomorphism is an isomorphism S between the algebraHsph(G,K) andC(T
∨)W .
Both algebras possess a natural basis, parameterized by the set Λ+ of dominant
coweights of G.
Namely, let ̟ ∈ O be a uniformizer; for λ ∈ Λ let us denote by ̟λ the image
of ̟ ∈ K∗ under the map λ : K∗ → T (K) ⊂ G(K). Then it is known that G(K)
is the disjoint union of the cosets G(O) · ̟λ · G(O) when λ runs over Λ+. For
every λ ∈ Λ+ we denote by hλ ∈ Hsph(G,K) the characteristic function of the
corresponding double coset. This is a basis of Hsph(G,K).
On the other hand, for λ ∈ Λ+ let L(λ) denote the irreducible representation of
G∨ with highest weight λ. Then the characters χ(L(λ)) form a basis of C(T∨)W .
We would like to recall what happens to these bases under the Satake isomorphism
(and its inverse).
Let Wλ is the stabilizer of λ in W and set
Wλ(q) =
∑
w∈Wλ
qℓ(w).
Theorem 2.1 (Macdonald, [31]). For any λ ∈ Λ+ we have
S(hλ) =
q〈λ,ρ
∨〉
Wλ(q−1)
∑
w∈W
w
(
eλ
∏
α∈R+
1− q−1e−α∏
α∈R+
1− e−α
)
. (1)
Here ρ∨ is the half-sum of the positive roots of G.
Let us stress the following: there are many proofs of the above theorem, but
essentially all of them use the Iwahori Hecke algebra H(G, I).
On the other hand, we can consider the Satake isomorphism S as is an iso-
morphism between the algebras Hsph(G,K) and K0(Rep(G
∨)). For any λ ∈ Λ+
let L(λ) denote the irreducible representation of G∨ with highest weight λ. Then
their classes [L(λ)] form a basis of K0(Rep(G
∨)). The functions S−1([L(λ)]) were
described by Lusztig [30] (cf. also [12] and [27]). Namely, we have:
Theorem 2.2 (Lusztig, [30]). Let λ, µ ∈ Λ+. Then S
−1([L(λ)])(̟µ) is non-zero
if and only if µ is a weight of L(λ) and in that case S−1([L(λ)])(πµ) is a certain
q-analog of the weight multiplicity dimL(λ)µ (i.e. it is a polynomial in q with
integral coefficients whose value at q = 1 is equal to the weight multiplicity).
2.5. Gindikin-Karpelevich formula. The classical Gindikin-Karpelevich for-
mula describes explicitly how a certain intertwining operator acts on the spherical
vector in a principal series representation of G(K). 1 In more explicit terms it can
be formulated as follows.
Let us choose a Borel subgroup B of G and an opposite Borel subgroup B−;
let U,U− be their unipotent radicals. In addition, let L denote the coroot lattice
1More precisely, the Gindikin-Karpelevich formula answers the analogous question for real
groups
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of G, R+ ⊂ L – the set of positive coroots, L+ – the subsemigroup of L generated
by R+. Thus any γ ∈ Λ+ can be written as
∑
aiαi where αi are the simple roots.
We shall denote by |γ| the sum of all the ai.
Set now GrG = G(K)/G(O). Then it is known that U(K)-orbits on Gr are
in one-to-one correspondence with elements of Λ; for any µ ∈ Λ we shall denote
by Sµ the corresponding orbit. The same thing is true for U−(K)-orbits. For
each γ ∈ Λ we shall denote by T γ the corresponding orbit. It is well-known that
T γ ∩ Sµ is non-empty iff µ − γ ∈ L+ and in that case the above intersection is
finite. The Gindikin-Karpelevich formula allows one to compute the number of
points in T−γ ∩ S0 for γ ∈ L+ (it is easy to see that the above intersection is
naturally isomorphic to T−γ+µ ∩ Sµ for any µ ∈ Λ). The answer is most easily
stated in terms of the corresponding generating function:
Theorem 2.3 (Gindikin-Karpelevich formula).
∑
γ∈ L+
#(T−γ ∩ S0)q−|γ|e−γ =
∏
α∈R+
1− q−1e−α
1− e−α
.
The proof of the above formula is not difficult – it can be reduced to G = SL(2).
However, it can also be obtained from the Macdonald formula (1) by a certain
limiting procedure. The second proof is important for our purposes since we are
going to use similar argument in the affine case.
2.6. Geometric Satake isomorphism. The Satake isomorphism recalled above
has a geometric version, called the geometric Satake isomorphism. 2 Let us recall
some facts about the geometric Satake isomorphism; later, we are going to discuss
a (partial) generalization of it to the affine case. It is probably worthwhile to
note that there exists a geometric approach to the Iwahori-Hecke algebra (it was
developed in the works of Ginzburg, Kazhdan-Lusztig and Bezrukavnikov), but we
are not going to discuss it in this paper.
Let now K = C((s)) and let O = C[[s]]; here s is a formal variable. Let
GrG = G(K)/G(O). Then the geometric (or categorical) analog of the alge-
bra H(G) considered above is the category PervG(O)(GrG) of G(O)-equivariant
perverse sheaves on GrG (cf. e.g. [27]). According to loc. cit. the category
PervG(O)(GrG) possesses canonical tensor structure and the geometric Satake iso-
moprhism asserts that this category is equivalent to Rep(G∨) as a tensor category.
The corresponding fiber functor from PervG(O)(GrG) to vector spaces sends every
perverse sheaf S ∈ PervG(O)(GrG) to its cohomology. Another way to construct
this (”fiber”) functor is discussed in [32].
More precisely, one can show that G(O)-orbits on GrG are finite-dimensional
and they are indexed by the set Λ+ of dominant weights ofG∨. For every λ ∈ Λ+ we
denote by GrλG the corresponding orbit and by Gr
λ
G its closure in GrG. Then Gr
λ
G
2As was mentioned above the usual Satake isomorphism is the starting point for Langlands
duality; the classical Langlands duality has its geometric counterpart, usually referred to as the
geometric Langlands duality which is based on the geometric version of the Satake isomorphism.
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is a non-singular quasi-projective algebraic variety over C and Gr
λ
G is a (usually
singular) projective variety. One has
Gr
λ
G =
⋃
µ≤λ
GrλG .
One of the main properties of the geometric Satake isomorphism is that it sends
the irreducible G∨-module L(λ) to the intersection cohomology complex IC(Gr
λ
G).
In particular, the module L(λ) itself gets realized as the intersection cohomology
of the variety Gr
λ
G.
As a byproduct of the geometric Satake isomorphism one can compute IC(Gr
λ
G)
in terms of the module L(λ). Namely, it is well-known that the stalk of IC(Gr
λ
G) at
a point of GrµG as a graded vector space is essentially equal to the associated graded
grF L(λ)µ of the µ-weight space L(λ)µ in L(λ) with respect to certain filtration,
called the Brylinski-Kostant filtration. This is a geometric analog of Theorem 2.2.
One can construct certain canonical transversal slice W
λ
G,µ to Gr
µ
G inside Gr
λ
G.
This is a conical affine algebraic variety (i.e. it is endowed with an action of the
multiplicative group Gm which contracts it to one point). The above result about
the stalks of IC(Gr
λ
G) then gets translated into saying that the stalk of the IC-sheaf
ofW
λ
G,µ at the unique Gm-fixed point is essentially isomorphic to gr
F L(λ)µ. Note
that since W
λ
G,µ is contracted to the above point by the Gm-action, it follows that
the stalk of of IC(W
λ
G,µ) is equal to the global intersection cohomology IH
∗(W
λ
G,µ).
The varietiesW
λ
G,µ are important for us because we are going to describe their
analogs when G is replaced by Gaff ; on the other hand, the affine analogs of Gr
λ
G
should be wildly infinite-dimensional and we don’t know how to think about them.
3. Unramified automorphic forms in the finite-dimensional
case
In this Section we recall some classical facts about automorphic forms on reductive
groups of reductive groups over a global field, which we are going to generalize to
the affine case later. To simplify the discussion, we restrict ourselves to unramified
automorphic forms over a functional field F (i.e. the field of rational functions
on a smooth projective curve X over a finite field k). In this case, there is a way
to think about automorphic forms in terms of functions on the moduli space of
G-bundles over the curve X ; this point of view will be convenient for us in the
affine case. 3
3We would like to note that the pioneering work on the subject in the affine case was done
by H. Garland [17]-[19], who dealt with the case when F = Q. Most of the results that we are
going to describe in the affine case can be generalized to any global field, but technically the case
of number fields is more difficult due to the existence of archimedian places and we prefer not to
discuss it in this survey paper
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3.1. Automorphic forms over functional fields and G-bundles. Let X be
a smooth projective geometrically irreducible curve over a finite filed k = Fq. Let
also G be a split semi-simple simply connected group over k. We set F = k(X);
this is a global field and we let AF denote its ring of adeles. We also denote by
O(AF ) ring of integral adeles.
It is well-know that the double quotient
G(O(AF ))\G(AF )/G(F ) ≃ BunG(X). (2)
So far, this is just an isomorphism between two sets, but later we are going to up-
grade it to an an equivalence between two groupoids. (Complex valued) functions
on the above space will usually be referred to as unramified automorphic forms.
We denote the space of such functions by C(BunG(X)).
3.2. The Hecke algebra action. Recall, that for a local field K with ring of
integers OK we denote by HK(G) the spherical Hecke algebra of G over K; this
algebra is isomorphic to the algebra C[G∨]G
∨
of ad-invariant regular functions on
G∨.
Let v be a place of F and let Kv be the corresponding local completion of F
with ring of integers Ov. Let qv be the number of elements in the residue field
of Ov. Let Hv(G) denote the corresponding Hecke algebra. It is well-known that
Hv(G) acts on C(BunG(X)) by correspondences.
Assume that f ∈ C(BunG(X)) is an eigen-function of all the Hv(G). We say
that f is a Hecke eigen-form. The corresponding eigen-value is an element gv(f) ∈
G∨ for all places v. Given a finite-dimensional representation ρ : G∨ → Aut(V ),
we define the L-function L(f, ρ, s) of f by
LG(f, ρ, s) =
∏
v
1
det(1− q−sv ρ(gv))
.
3.3. Groupoids. In what follows it will be convenient to treat various double
coset spaces as groupoids rather than as sets. By a groupoid we shall mean a
small category X where all morphisms are isomorphisms. Any such groupoid is
equivalent to a quotient groupoid groupoid X/H where X is a set and H is a group
acting on X . Given a group G and two subgroups H1 and H2, the double quotient
H1\G/H2 has a natural structure of a groupoid; in particular, this applies to the
double coset space (2).
We shall sometimes denote by |X | the set of isomorphism classes of objects of
X . Given x ∈ X we denote by AutX (x) the automorphism group of x in X . Given
two groupoids X and Y it makes sense to consider functors f : X → Y. For every
y ∈ Y , the fiber f−1(y) is also a groupoid: by definition Autf−1(y)(x) is the group
of automorphisms of x whose image in the group of automorphisms of y is trivial.
We say that f is representable if Autf−1(y)(x) is trivial for every x and y.
For a map p : X → Y between two sets we are going to denote by p∗ the pull-
back of functions (this is a linear map from functions on Y to functions on X) and
by p! the operation of summation over the fiber (this is a linear map from functions
Representations of affine Kac-Moody groups over local and global fields 9
on X to functions on Y ; a priori it is well-defined when p has finite fibers). More
generally, we can talk about p∗ and p! when X and Y are groupoids. In this case
we should define p! in the following way
p!(f)(y) =
∑
x∈|p−1(y)|
f(x)
#Autp−1(y)(x)
. (3)
In particular, we can apply this to the case when p is the map from X to the point.
In this case, we shall denote p! by
∫
X . In other words, for a function f : |X | → C
we set ∫
X
f =
∑
x∈|X |
f(x)
#Aut(x)
. (4)
The above sum makes sense if both |X | and Aut(x) are finite. When |X | is infinite,
the sum sometimes still makes sense (if it converges).
3.4. Eisenstein series and constant term. Let P ⊂ G be parabolic subgroup
and letM be the corresponding Levi group. We have canonical maps G← P →M
which give rise to the diagram
BunP (X)
η
−−−−→ BunM (X)
π
y
BunG(X)
The map π is representable but has infinite fibers. The map η has finite fibers
but it is not representable.
The connected components of BunM are numbered by elements of the lattice
ΛM = Hom(Gm,M/[M,M ]); we denote by 2ρP the element of the dual lattice
Hom(M,Gm), equal to the determinant ofM -action on nP . Abusing the notation,
we shall denote by the same symbol the corresponding function BunM (X)→ Z; it
also makes sense to talk about the function ρP : BunM (X)→ Z.
4
Given a function f ∈ C(BunM (X)) we define the Eisenstein series EisGP (f) ∈
C(BunG(X)) by setting
EisGP (f) = π!η
∗(fqρP ).
This makes sense when f has finite support. When f has infinite support, well-
known convergence issues arise.
Similarly, for a function g ∈ C(BunG(X)) we define the constant term cGP (g) ∈
C(BunM (X)) by
cGP (g) = q
ρP η!π
∗(g).
The constant term is well-defined for any g. We say that g is cuspidal if cGP (g) = 0
for all P .
4ρP takes values in Z and not
1
2
Z since G was assumed to be simply connected
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3.5. Constant term of Eisenstein series. Let us recall how to compute the
composition of Eisenstein series and constant term operators. For simplicity we are
going to restrict ourselves to the following situation. Let P andM be as above and
let P− be a parabolic subgroup opposite to P (i.e. P∩P− =M). Let f be a cuspidal
function on BunM . LetM
∨ be the corresponding Langlands dual group and let P∨,
P∨− be the corresponding parabolics in G
∨; let also n∨P , n
∨
P−
be the nilpotent radicals
of their Lie algebras. The group M∨ acts on both of these space. For each w ∈
N(M)/M = N(M∨)/M∨ we denote by by Pw, (P∨)w, nwP etc. the corresponding
groups or Lie algebras obtained. Similarly, for f ∈ BunM (X) we denote by f
w the
corresponding function on BunM obtained by applying conjugation by w to f .
Then we have the following well known:
Theorem 3.1. Assume that f ∈ C(BunM (X)) is a cuspidal Hecke eigen-function.
(1)
cGP ◦ EisGP (f) =
∑
w∈N(M)/M
q(g−1) dim n
∨
P∩(n
∨
P )
w
fw
L(f, n∨P ∩ (n
∨
P−
)w, 0)
L(f, n∨P ∩ (n
∨
P−
)w, 1)
.
(2)
cGP− ◦ EisGP (f) =
∑
w∈N(M)/M
q
(g−1) dimn∨P∩(n
∨
P−
)w
fw
L(f, n∨P ∩ (n
∨
P )
w, 0)
L(f, n∨P ∩ (n
∨
P )
w, 1)
.
Remark. Similar formula holds for the composition cGQ ◦ EisGP where Q is any
parabolic having M as its Levi subgroup. However, only the above cases will be
relevant for us in the sequel.
3.6. Tamagawa number. In this section we recall the calculation of the Tam-
agawa number in the finite-dimensional case. For simplicity we stick again to the
functional field case; we also assume that G is simply connected.
Let X , G, BunG(X) be as above. Let ζ(s) denote the ζ-function of the curve
X . In other words,
ζ(s) =
det(1− q−s Fr : H1(X,Ql)→ H
1(X,Ql))
(1− q−s)(1 − q−s+1)
Let also d1, · · · , dr be the degrees of the generators of the ring of invariant poly-
nomials on g = Lie(G) (also called the exponents of G).
Theorem 3.2. We have ∫
BunG(X)
1 = q(g−1) dimG
l∏
i=1
ζ(di). (5)
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The above formula was proved by Langlands in [29]5. It can also be derived
from a computation of H∗(BunG,Ql) (due to a result of Behrend [2]), which was
done in [23] (following a computation of Atiyah-Bott [1] over C). Let us formulate
this result, since this interpretation of Theorem 3.2 is instructive from the point
of view of generalization to the affine case.
It is well-known that H∗(pt/G,Ql) = Sym
∗(V ) for a certain graded vector
space endowed with an action of Frobenius. Explicitly, V has a basis c1, ..., cr
where each ci has cohomological degree 2di and Frobenius eigenvalue q
di .
Theorem 3.3. H∗(BunG,Ql) = Sym
∗(V ⊗H∗(X,Ql)); here Sym
∗ is understood
in the ”super”-sense and H∗(X,Ql) stands for the homology of X defined by setting
Hi(X,Ql) to be the dual space to H
−i(X,Ql) (thus H∗ ”sits” in degrees 0,−1,−2).
3.7. Sketch of the proof of Theorem 3.2. Let us recall the basic steps of
Langlands’ proof of Theorem 3.2, since this proof will actually be important for
some definitions in the affine case.
For any γ ∈ Λ let us denote by pγ the restriction of the natural map p : BunB →
BunG to Bun
γ
B. Let us denote by t
∗ the dual space to the Lie algebra of T (over
C). Then for any s ∈ t∗ let us set
Eγ = (pγ)!(1Bunγ
B
); E(s) = EisGB(
∑
γ
1Bunγ
T
q〈γ,s〉) =
∑
γ∈Λ
q〈γ,s+ρ〉Eγ .
The following result is well-known:
Lemma 3.4. (1) The above series is absolutely convergent for Re(s) > ρ∨ and
it extends to a meromorphic function on the whole of t∗.
(2) The function E(s) has simple pole along every hyperplane of the form 〈s −
ρ, α∨〉 = 0 where α is a simple coroot and no other poles near s = ρ.
(3) The residue of E(s) at s = ρ defined as the limit lim
s→ρ
E(s)
∏
i∈I
〈s− ρ, α∨i 〉 is a
constant function on BunG.
Let us call the above residue r(G). The idea of the proof of Theorem 3.2 is
this: on the one hand it is easy to compute
∫
BunG
r(G) · 1BunG . On the other hand,
one can compute r(G) itself by computing the constant term of r(G) ·1BunG . More
precisely, one can deduce Theorem 3.2 from the following
Theorem 3.5. (1)
∫
BunG
r(G) · 1BunG = q
(g−1) dimN (ln q)−r (#Pic
0(X))r
(q−1)r .
(2) cGB(r(G) · 1BunG)|BunγT = q
−〈γ,ρ〉 (Ress=1 ζ(s))
r
r∏
i=1
ζ(di)
.
Theorem 3.5 implies Theorem 3.2 since Ress=1 ζ(s) =
#Pic0(X)
qg−1(q−1) ln q .
5Langlands considered the case of global field Q but the argument in [29] applies to any global
field
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4. Spherical and Iwahori Hecke algebras of affine Kac-Moody
groups over a local non-archimedian field
In this Section we discuss analogs of spherical and Iwahori Hecke algebra for the
group Gaff over a local non-archimedian field. The results are taken from [9], [7],
[8] and [11].
4.1. The semi-group G+aff(K) and the affine spherical Hecke algebra.
One may consider the group Gaff(K) and its subgroup Gaff(O). The group Gaff by
definition maps to Gm; thus Gaff(K) maps to K
∗. We denote by ̺ the composition
of this map with the valuation maps∗ → Z.
We now define the semigroup G+aff(K) to be the subsemigroup of Gaff(K) den-
erated by:
• the central K∗ ⊂ Gaff(K);
• the subgroup Gaff(O);
• All elements g ∈ Gaff(K) such that ̺(g) > 0.
We show in [9] that there exists an associative algebra structure on a completion
Hsph(Gaff ,K) of the space of finite linear combinations of double cosets of Gaff(K)
+
with respect to Gaff(O). We would like to emphasize that this statement is by
no means trivial – in [9] it is proved using some cumbersome algebro-geometric
machinery. A more elementary proof of this fact is going to appear in [11] but that
proof is still rather long.
We call the above algebra the spherical Hecke algebra of Gaff . The algebra
Hsph(Gaff ,K) is graded by non-negative integers (the grading comes from the map
̺ which is well-defined on double cosets with respect to Gaff(O)); it is also an
algebra over the field C((v)) of Laurent power series in a variable v, which comes
from the central K∗ in Gaff(K).
4.2. The affine Satake isomorphism. The statement of the Satake isomor-
phism for Gaff is very similar to that for G. First of all, in [9] we define an analog of
the algebra C(T∨)W which we shall denote by C(T̂∨aff)
Waff (here Taff = C
∗×T∨×C∗
is the dual of the maximal torus of Gaff ,Waff is the corresponding affineWeyl group
and C(T̂∨) denotes certain completion of the algebra of regular functions on T∨aff).
This is a finitely generated Z≥0-graded commutative algebra over the field C((v))
of Laurent formal power series in the variable v which should be thought of as a
coordinate on the third factor in T∨aff = C
∗ × T∨×C∗ (the grading has to do with
the first factor); moreover, each component of the grading is finite-dimensional
over C((v)).
To simplify notations we will always assume that G is simple and simply con-
nected (although the case when G is a torus is also very instructive and it is much
less trivial than in the usual case - cf. Section 3 of [9]).
In this case we define (in [9]) the Langlands dual group G∨aff , which is a group
ind-scheme over C. Then G∨aff is another Kac-Moody group whose Lie algebra g
∨
aff
is an affine Kac-Moody algebra with root system dual to that of gaff (thus, in par-
ticular, it might be a twisted affine Lie algebra when g is not simply laced). The
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group G∨aff contains the torus T
∨
aff ; moreover the first C
∗-factor in T∨aff is central in
G∨aff ; also the projection T
∨
aff → C
∗ to the last factor extends to a homomorphism
G∨aff → C
∗. One defines a category Rep(G∨aff) of G
∨
aff -modules which properly con-
tains all highest weight integrable representations of finite length and also certain
infinite direct sums of irreducible highest weight integrable representations which
which is stable under tensor product. The character map provides an isomorphism
of the complexified Grothendieck ring K0(G
∨
aff) with the algebra C(T̂
∨
aff)
Waff . The
corresponding grading on K0(Gaff) comes from the central charge of G
∨
aff -modules
and the action of the variable v comes from tensoring G∨aff -modules by the one-
dimensional representation coming from the homomorphismG∨aff → C
∗, mentioned
above.
The affine Satake isomorphism (proved in [9] and reproved in a different way
in [11]) claims the following:
Theorem 4.1. The algebra Hsph(Gaff ,K) is canonically isomorphic to C(T̂
∨
aff)
Waff
(and thus also to K0(G
∨
aff)).
As was mentioned, in the case when G is semi-simple and simply connected, the
group Gaff is an affine Kac-Moody group. We expect that with slight modifications
our Satake isomorphism should make sense for any symmetrizable Kac-Moody
group. However, our proofs are really designed for the affine case and do not
seem to generalize to more general Kac-Moody groups. The corresponding Hecke
algebra has recently been defined in [22].
4.3. The Iwahori-Hecke algebra of Gaff . Let now Iaff ⊂ Gaff(O) be the
Iwahori subgroup and letH(G+aff , Iaff) denote the space of Iaff -bi-invariant functions
on G+aff(K) supported on a union of finitely many double cosets. It is shown [11]
that the usual convolution is well-defined onH(G+aff , Iaff). Note that this is different
from the spherical case, the convolution was only defined on a completion of the
space of functions on double cosets with finite support.
The structure of the algebra H(G+aff , Iaff) is similar to the finite-dimensional
case. For simplicity let us assume that G is semi-simple and simply connected.
Let Λaff = Z ⊕ Λ ⊕ Z be the lattice of cocharacters of Taff . Let Λ
+
aff ⊂ Λ be the
Tits cone, consisting of all elements (a, λ, k) ∈ Λaff such that either k > 0 or k = 0
and λ = 0. Let Haff denote the algebra generated by elements Xλ, λ ∈ Λaff and
Tw, w ∈ Waff with relations 1), 2), 3) as in Subsection 2.3 with q replaced by a
formal variable v. The algebra Haff is Z-graded; this grading is defined by setting
deg Tw = 0; degX(a,λ,k) = k.
We denote by Haff,k the space of all elements of degree k in Haff . Note that Haff,0
is a subalgebra of Haff , which is isomorphic to Cherednik’s double affine Hecke
algebra.
On the other hand, let
H+aff = C〈Tw〉w∈Waff ⊕
(⊕
k>0
Haff,k
)
.
14 Alexander Braverman and David Kazhdan
(it is easy to see that H+aff is just generated by elements Xλ, λ ∈ Λ
+
aff and Tw,
w ∈W .
The following result is proved in [11]:
Theorem 4.2. The algebra H(G+aff , Iaff) is isomorphic to the specialization of H
+
aff
to v = q.
In particular, the algebra H(G+aff , Iaff) is closely related to Cherednik’s double
affine Hecke algebra. We would like to note that another relation between the
double affine Hecke algebra and the group Gaff(K) was studied by Kapranov (cf.
[25]).
By definition the algebra H(G+aff , Iaff) by definition is endowed with a natural
basis corresponding to characteristic functions of double cosets of Iaff on G
+
aff(K).
It is natural to conjecture that this basis comes in fact from a C[v, v−1]-basis in
H+aff but we don’t know how to prove this. It would be interesting to give an
algebraic description of this basis.
4.4. Explicit description of the affine Satake isomorphism. We would like
now to describe the affine analog of Theorem 2.1 (the proof is going to appear in
[11] and it uses the algebra H(G+aff , Iaff) in an essential way). For simplicity we are
going to assume again that G is semi-simple and simply connected.
The (topological) basis {hλ} of the algebra Hsph(Gaff ,K) is defined exactly as
in the case of G and one might expect that
Saff(hλ) =
q〈λ,ρ
∨
aff 〉
Waff,λ(q−1)
∑
w∈Waff
w
(
eλ
∏
α∈R+,aff
1− q−1e−α∏
α∈R+,aff
1− e−α
)mα
.
Here R+,aff denote the set of positive coroots of Gaff , mα is the multiplicity of the
coroot α and ρ∨aff is the corresponding affine analog of ρ
∨. However, it turns out
that the above formula is wrong! Let us explain how to see this (and then we are
going to present the correct statement).
Let Saff : Hsph(Gaff ,K) → C(T̂
∨
aff)
Waff denote the affine Satake isomorphism.
We would like to compute Saff(hλ) for every λ ∈ Λ+. Let us consider the case
λ = 0. In this case the element h0 is the unit element of the algebra Hsph(Gaff ,K)
and thus we must have Saff(h0) = 1. On the other hand, the right hand side of (1)
in Theorem 2.1 in this case equal to
1
Waff(q−1)
∑
w∈Waff
w
( ∏
α∈Raff,+
1− q−1e−α∏
α∈Raff,+
1− e−α
)mα
.
Let us denote this infinite sum by ∆. This function was studied by Macdonald
in [32]. It is easy to see that in the finite case this sum is equal 1 but in the
affine case it is different from 1 and Macdonald gave the following explicit product
formula for ∆ which is going to be important when we discuss affine Eisenstein
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series. For simplicity let us assume that G is simply laced and that its Lie algebra
is simple. Let also δ denote the minimal positive imaginary coroot of G and recall
that we denote by d1, ..., dr the degrees of the generators of the ring Sym(t)
W .
Then Macdonald proved that
∆ =
r∏
i=1
∞∏
j=1
1− q−die−jδ
1− q−di+1e−jδ
. (6)
Let us now go back to the description of Saff(hλ). The following theorem is proved
in [11]:
Theorem 4.3. For every λ ∈ Λ+ we have
Saff(hλ) =
1
∆
·
q〈λ,ρ
∨
aff 〉
Waff,λ(q−1)
∑
w∈Waff
w
(
eλ
∏
α∈R+,aff
1− q−1e−α∏
α∈R+,aff
1− e−α
)mα
(7)
The appearance of ∆ in the above formula is very curious. Some geometric
explanation for it was given in [7] (it is mentioned in a little more detail in the
next Subsection).
4.5. Affine Gindikin-Karpelevich formula. Let us recall the notations of
Subsection 2.5; it is clear that at least set theoretically it makes sense to con-
sider GrĜ for any completed symmetrizable Kac-Moody group Ĝ. The notations
Λ,Λ+, R+,GrG, S
µ, T γ make sense for Ĝ without any changes (at least if we think
about Sµ and T γ as sets and not as geometric objects).
Conjecture 4.4. For any γ ∈ Λ+ the intersection T
−γ ∩ S0 is finite.
This conjecture is proved in [7] when K = Fq((t)) and in [8] for any non-
archimedian local field K when Ĝ = Ĝaff .
6 In the cases when Conjecture 4.4 is
known, it makes sense to ask whether one can compute the generating function
IĜ(q) =
∑
γ∈Λ+
#(T−γ ∩ S0) q−|γ|e−γ .
We do not know the answer in general; however, it [7] and [8] it is proved that
when Ĝ = Ĝaff we have
IĜ(q) =
1
∆
( ∏
α∈R+,aff
1− q−1e−α∏
α∈R+,aff
1− e−α
)mα
(8)
The formula (8) is obtained in [8] as a limit of (7). Earlier, a different proof
was given in [7] in the case when K is a functional field, using the geometry of
6The general case is probably provable by using the techniques of [22].
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Uhlenbeck spaces studied in [6]. We remark that the latter proof also gave a
geometric explanation for the appearance of the correction term 1∆ in this formula.
We don’t have enough room for details, but let us just note that very roughly
speaking it is related to the fact that affine Kac- Moody groups over a functional
local field can be studied using various moduli spaces of bundles on algebraic
surfaces. In particular, by combining the results of [7], [8] and [11] one gets a new
proof of the identity (6) (which is independent of Cherednik’s results).
4.6. Towards geometric Satake isomorphism for Gaff . Some parts of the
geometric Satake isomorphism have been generalized to Gaff in the papers [3]-
[5]. The idea the approach of loc. cit. belongs in fact to I. Frenkel who suggested
that integrable representations of G∨aff of level k should be realized geometrically in
terms of some moduli spaces related to G-bundles on A2/Γk, where Γk is the group
of roots of unity of order k acting on A2 by ζ(x, y) = (ζx, ζ−1y). [3] constitutes an
attempt to make this idea more precise.
Let BunG(A
2) denote the moduli space of principal G-bundles on P2 trivialized
at the “infinite” line P1∞ ⊂ P
2. This is an algebraic variety which has connected
components parametrized by non-negative integers, corresponding to different val-
ues of the second Chern class of the corresponding bundles. Similarly, one can
define BunG(A
2/Γk). Very vaguely, the main idea of [3] can be formulated in the
following way:
The basic principle:
1) The integrable representations of G∨aff of level k have to do with the geometry
(e.g. intersection cohomology) of some varieties closely related to BunG(A
2/Γk).
2) This relation should be thought of as similar to the relation between finite-
dimensional representations of G∨ and the geometry of the affine Grassmannian
GrG.
We believe that 1) above has many different aspects. [3] is concentrated on just
one such aspect; namely, it is explained in [3] how one can construct an analog of
the varieties W
λ
µ in the affine case (using the variety BunG(A
2/Γk) as well as the
corresponding Uhlenbeck compactification of the moduli space of G-bundles - cf.
[6]). It is conjectured that the stalks of IC-sheaves of these varieties are governed
by the affine version of grF L(λ)µ.
7 This conjecture is still open, but in [3] it is
proved in several special cases. More precisely, it is proved in loc. cit. that
1) all of the above conjectures hold in the limit k → ∞ (cf. [3] for the exact
formulation).
2) In [3] a slightly weaker version of the above conjecture is proved in the case
k = 1; the proof is based on the results of [6]. A recent paper [37] proves it in full
generality.
3) Again, a slightly weaker version of the above conjecture is proved in [3] for
G = SL(N). Let us mention the main ingredient of that proof. Let g be a simply
laced simple finite-dimensional Lie algebra. Then by McKay correspondence one
7In fact, the definition of the filtration F given in [3] is slightly wrong; the correct definition
is given in [37].
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can associate with g a finite subgroup Γ of SL(2,C). Recall that H. Nakajima (cf.
e.g. [34]) gave a geometric construction of integrable gaff -modules of level N using
certain moduli spaces which, roughly speaking, have to do with vector bundles of
rank N on A2/Γ. In particular, if g = sl(k) it follows that
1) By H. Nakajima the geometry of vector bundles of rank n on A2/Γk is related
to integrable modules over sl(k)aff of level N .
2) By I. Frenkel’s suggestion the geometry of vector bundles of rank N on
A2/Γk is related to integrable modules over sl(N)aff of level k.
On the other hand, in the representation theory of affine Lie algebras there is a
well-known relation, due to I. Frenkel, between integrable modules over sl(k)aff of
level N and integrable modules over sl(N)aff of level k. This connection is called
level-rank duality; one of its aspects is discussed in [13]. It turns out that combining
the results of [13] with the results of [34] one can get a proof of a slightly weaker
version of our main conjecture.
It is of course reasonable to ask why G-bundles on A2/Γk have anything to do with
the sought-for affine Grassmannian of Gaff . We don’t have a satisfactory answer
to this question, though some sort of explanation (which would be too long to
reproduce in the Introduction) is provided in [9]. Also, E. Witten produced an
explanation of this phenomenon in terms of 6-dimensional conformal field theory
(cf. [40]).
In [4] and [5] other aspects of 1) are explored; in particular, an affine analog of
convolution of G(O)-equivariant perverse sheaves on GrG and the analog of the so
called Beilinson-Drinfeld Grassmannian are discussed in [4] and the analog of the
Mirkovic-Vilonen fiber functor is discussed in [5]. Most of the statements of loc.
cit. are still conjectural, but for the case of G = SL(N) almost all of them follow
easily from the work of Nakajima [35].
5. Eisenstein series for affine Kac-Moody groups
In this Section we discuss unramified Eisenstein series for Gaff over a functional
field; we are going treat the subject in geometric way. Most of the results described
below are adaptions of the corresponding results of H. Garland who considered the
case of the global field Q); other results are going to appear in [10].
5.1. The double quotient. As was explained in Section 3.1 unramified auto-
morphic forms in the case of finite-dimensional G are functions on the double
quotient G(OAF )\G(AF )/G(F ). We would like to introduce an analogous quo-
tient for the group Ĝaff and then give some interesting examples of functions on
this quotient (given by an affine analog of Eisenstein series) 8.
8Most of the discussion will go through for the group Gaff instead of Ĝaff , but for certain
purposes which go beyond the scope of this survey paper it seems more appropriate to work here
with Ĝaff here
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Since Ĝaff is a group ind-scheme over Z, it makes sense to consider Ĝaff(AF ).
However, it turns out that this is not the right thing to consider. Instead, let us
set
Ĝaff,AF = {(gv ∈ Ĝaff(Kv))| gv ∈ Ĝaff(Ov) for almost all v}.
Then the double quotient on which we are going to produce some interesting func-
tions is the quotient Gaff(OAF )\Gaff,AF /Gaff(F ). To motivate the consideration of
this double quotient let us provide its geometric interpretation.
5.2. The groupoid BunG(Ŝ). Let S be a smooth algebraic surface over a field
k and let X ⊂ S be a smooth projective curve in S correspondiong to a sheaf of
ideals JX . We let Sn ⊂ S denote the closed sub-scheme of S corresponding to
sheaf of ideals J n+1X . For each n ≥ m we have the embedding imn : Sm → Sn.
Let us denote by Ŝ the formal completion of S along X (it can be considered as
either a formal scheme or an ind-scheme). For an algebraic group G, we would like
to consider the groupoid BunG(Ŝ) of G-bundles on Ŝ. By the definition an object
F of BunG(Ŝ) consists of G-bundles Fn on each Sn together with a compatible
system of isomorphisms Fn|Sm ≃ Fm (and the notion of isomorphism of such
objects is clear).
5.3. BunG(Ŝ
0). We start our definition of G-bundles on Ŝ0 = Ŝ\X with the
case G = GL(n). In other words, we are going to define the category Vect(Ŝ0) of
vector bundles on Ŝ0.
Let us denote by Vect(Ŝ) the category of locally free coherent sheaves on Ŝ; •
Objects of Vect(Ŝ0) are objects of Vect(Ŝ).
• Given two objects E1, E2 of Vect(Ŝ) we define
Hom
Vect(Ŝ0)(E1, E2) =
⋃
n≥0
Hom
Vect(Ŝ)(E1, E2(nX)).
Let us now assume that G is simply connected. Since Vect(Ŝ0) is a tensor
category we can define a groupoid Bun′G(Ŝ
0) of exact tensor functors from Rep(G)
to Vect(Ŝ0). It is clear that we have a functor r : BunG(S) → Bun
′
G(Ŝ
0) and
we define BunG(Ŝ
0) to be the full subcategory of Bun′G(Ŝ
0) consisting of objects
which lie in the image of r.
We conjecture that BunG(Ŝ
0) = Bun′G(Ŝ
0).
Since we assume that G is simply connected by Theorem 11.5 of [38] this
conjecture is true if we replace Ŝ by S.
5.4. Bundles with respect to G′aff . We would like to define the groupoid
Ĝaff -bundles on X ; let us first do it for the group Ĝ
′
aff . Since we are given a
homomorphism Ĝ′aff → Gm, if such a notion makes sense, then we should have a
functor
ι : BunG′
aff
→ Pic(X).
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So, in order to describe BunG′
aff
, it is enough to describe the groupoid η−1(L) for
each L ∈ Pic(X) in a way that the assignment L 7→ η−1(L) is functorial with
respect to isomorphisms in Pic(X). We set
ι−1(L) = BunG(Ŝ
0
L)
where S is the total space of L.
Proposition 5.1. We have an equivalence of groupoids
BunĜ′
aff
≃ Ĝ′aff(O(AF ))\Ĝ
′
aff,AF /Ĝ
′
aff(F ).
Let us now turn on the central extension. Let X ⊂ S be as in the beginning of
this Section (in particular, we do not assume anything about the self-intersection
of X).
The central extension
1→ Gm → Ĝaff → Ĝ
′
aff → 1
gives rise to a Pic(X)-torsor B˜unG(Ŝ
0) over BunG(Ŝ
0) for any X ⊂ S as above.
Denote as as before by BunĜaff the union of B˜unG(Ŝ
0
L) where L runs over all
elements of Pic(X). Then the analog of Proposition 5.1 reads as follows:
BunĜaff ≃ Ĝaff(O(AF ))\Ĝaff,AF /Ĝaff(F ). (9)
5.5. Eisenstein series. We now fix L ∈ Pic(X) and assume that deg(L) < 0.
For a parabolic subgroup P ⊂ G, let BunG,P (ŜL) be the groupoid of G-bundles
on ŜL endowed with a P -structure on X ⊂ ŜL. Note that BunG,G(ŜL) is just
BunG(ŜL) (in the future we shall use the following convention: for any symbol of
the form ?G,P , defined for all parabolic subgroups of G, we shall write ?G instead
of ?G,G). Consider diagram
BunG,P (ŜL)× Pic(X)
ηG,P,L
−−−−→ BunM (X)× Pic(X)
πG,P,L
y
B˜unG(Ŝ
0
L)
(10)
We shall mostly be interested in the cases P = G and P = B (a Borel subgroup
of G); for P = G we shall just write EisG,L instead of EisG,G,L.
Similarly to Subsection 3.4 we let ρaffP : Z × ΛM → Z be the homomorphism
which such that ρP,aff(α) = 0 for every coroot α of M and ρP,aff(αi) = 1 for every
simple coroot of Ĝaff not lying in M . We also denote by ρP,aff the corresponding
function Pic(X)×BunM (X)→ Z. For a complex-valued function f on BunM (X)×
Pic(X) we would like to set
EisG,P,L(f) = (πG,P,L)!η
∗
G,P,L(q
ρP,aff f). (11)
A priori, it is not clear what sense it makes, since the RHS of (11) might be an
infinite sum. We say that EisG,P,L(f) is well-defined if it value at every point is
given by a finite sum Then we have
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Theorem 5.2. (1) Assume that f has finite support. Then EisG,P,L(f) is well-
defined (i.e. its value at every point is given by a finite sum). If P = G then
the same is true for any f such that the image of supp(f) in Pic(X) is finite.
(2) Assume that P = B; then BunM (X) × Pic(X) = BunT (X) × Pic(X). Let
deg : BunT (X) × Pic(X) → Λ ⊕ Z denote the natural degree map and let
fs = χ · q
〈deg,s〉, where χ is a unitary character of BunT ×Pic(X) and s ∈
t∗⊕C. Then the series EisG,B,L(fs) is absolutely convergent when Re s > ρ
∨
aff .
Moreover, it has a meromorphic continuation to the domain Re s > 0.
(3) Assume that P = G. Then EisG,P,L(f) is well-defined if f has finite support
modulo Pic(X). In particular, this is true for any cuspidal f .
The first statement is due to Kapranov [26]. The second statement is due to
Garland [17] and the third statement will appear in [10].
Given P as above one can consider the parahoric subgroup PP ⊂ Ĝaff defined
as Gm ×G[[t]]P ⋊Gm, where G[[t]]P is the preimage of P under the natural map
G[[t]] → G. It should be thought of as a parabolic subgroup of the affine Kac-
Moody group Ĝaff and the corresponding Levi factor is Gm ×M × Gm where M
is the Levi factor of P . The operators EisG,P,L should be thought of as Eisenstein
series EisĜaff ,PP (restricted to ι
−1(L)). If B ⊂ G is a Borel subgroup, then PB
should be thought of as a Borel subgroup of Ĝaff (later, we are going to consider a
different type of Borel subgroups of Ĝaff . In fact, it is well-known that the group
Ĝaff has more general parabolic subgroups containing PB than those of the form
PP for some P ⊂ G; we shall call such subgroups parabolic subgroups of Ĝaff of
positive type (since later we are going to consider other parabolic subgroups). The
above Eisenstein series can be defined for any parabolic subgroup P ⊂ Ĝaff of
positive type and the analog of Theorem 5.2 holds for any such P .
5.6. Constant term. We now want to define the operator of constant term, act-
ing from functions on B˜unG(Ŝ
0
L) to functions on Pic(X)×BunM (X). In principle,
we would like to set cG,P,L(f) = q
ρP,aff (ηG,P,L)!π
∗
G,P,L(f). However, formally there
is a problem with this definition. Namely, the morphism ηG,P,L is not representable
and the corresponding automorphism groups (whose sizes enter the definition of
(ηG,P,L)! as in (3)) are infinite. So, we need to apply certain ”renormalization” pro-
cedure in order to define (ηG,P,L)!. Let us explain this procedure for P = G(the
general case is simila). Let F ∈ BunG(ŜL). The, for any M ∈ Pic(X), the
automorphism group of (M,F) as a point in η−1G,L(M,F|X) is Aut
0(F) which
consists of those automorphisms of F which are equal to identity when restricted
to X . This is an infinite group which is equal to the set of Fq-points of some
pro-unipotent algebraic group and thus formally its ”number of points” should be
the same as the number of points in the corresponding Lie algebra, which is equal
to H0(X, p∗(gF )(−X)), where p : ŜL → X denotes the natural morphism and
gF is the vector bundle associated to F by means of the adjoint representation of
G. The space H0(X, p∗(gF)(−X)) is infinite-dimensional, but the corresponding
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space H1(X, p∗(gF )(−X)) is actually finite-dimensional (here we use the fact that
deg(L) < 0) and we formally set
#Aut0(F) = qdimH
1(X,p∗(gF )(−X)).
Informally, this definition is reasonable because by the Riemann-Roch theorem if
the Euler characteristic dimH0(X, p∗(gF )(−X))− dimH
1(X, p∗(gF)(−X)) made
sense, it would have been independent of F . Given this convention, we can now
define (ηG,P,L)! and for a function f on B˜unG(Ŝ
0
L) we set
cG,P,L(f) = q
−ρP,aff (ηG,P,L)!π
∗
G,P,L(f).
In fact, a slight variation gives a definition of cĜaff ,P for any parabolic subgroup P
of Ĝaff of positive type.
9. For P = B it is easy to see that this definition coincides
with that of [17]. It is easy to see that cG,P,L(f) makes sense for any function f on
B˜unG(Ŝ
0
L), since any fiber of the map BunG(ŜL) → BunG(X) has finitely many
isomorphism classes of objects.
5.7. More on Eisenstein series and constant term. Given a parabolic sub-
group P of G one consider the subgroup QP of Ĝaff defined Gm ×G[t
−1]P ⋊ Gm
where G[t−1]P is the preimage of P under the map G[t
−1] → G obtained by set-
ting t−1 = 0. We shall call such subgroups parabolic subgroups of negative type (as
before there exist more general parabolic subgroups of negative type, but we shall
not consider them in this paper). One can talk about constant term and Eisenstein
series for parabolic subgroups of negative type. Geometrically, these are defined
by means of the following analog of (10).
Pic(X)× BunG,P (SL−1)
η−
G,P,L
−−−−→ Pic(X)× BunM (X)
π−
G,P,L
y
B˜unG(Ŝ
0
L)
(12)
Here SL−1 denotes the total space of L
−1 and BunG,P (SL−1) denotes the groupoid
of G-bundles on SL−1 endowed with a P -structure on X ⊂ SL−1 . The exis-
tence of the map BunG,P (SL−1) → BunG(Ŝ
0
L) is clear; its lift to a map Pic(X)×
BunG,P (SL−1)→ B˜unG(Ŝ
0
L) is not difficult to define, but we shall not do it in this
paper. Thus one can define operator c−G,P,L. In this case no ”renormalization” as
in Subsection 5.6 is needed, but the fibers of the map η−G,P,L are infinite and thus
a priori c−G,P,L can only be applied to functions with finite support – otherwise one
needs to check convergence (this is very different from the finite-dimensional case).
One can also define the corresponding Eisenstein series operator Eis−G,P,L; this
is an operator from functions with finite support on Pic(X)×BunG(X) to functions
on B˜unG(Ŝ
0
L). However, its definition is not straightforward, since the composition
9Note that the factor qρP,aff is changed to q−ρP,aff ; this is due to the fact a factor of q2ρP,aff
is hidden in the renormalization procedure described above
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(π−G,P,L)!(η
−
G,P,L)
∗(f) is given by an infinite sum even when f has finite support
and we must use a renormalization procedure similar to that from Subsection 5.6.
The formal definition will appear in [10].
We now want to present the analog Theorem 3.1. Let nP,aff be the nilpotent
radical of LiePP and let nP,aff,− be the nilpotent radical of LieQP . We can also
consider the corresponding Langlands dual subalgebras in g∨aff .
Theorem 5.3. Assume that f ∈ C(Pic(X)×BunM (X)) is a cuspidal Hecke eigen-
function. Then
(1)
cG,P,L ◦ EisG,P,L(f) =∑
w∈Waff/W (M)
q
−(g−1) dimn∨P,aff∩(n
∨
P−,aff,−
)w
fw
L(f, n∨P,aff ∩ (n
∨
P−,aff,−
)w, 0)
L(f, n∨P,aff ∩ (n
∨
P−,aff,−
)w, 1)
.
Note that the factor in front of fw is slightly different from that in Theorem
3.1(1); this has to do with the renormalization procedure of Subsection 5.6.
(2) Assume that G is simply laced and let f = (χ, φ) where χ is a character of
Pic(X) and φ is a cuspidal Hecke eigen-function on BunM (X). Then
c−G,P,L ◦ EisG,P,L(f) =
r∏
i=1
∞∏
j=1
L(χj , di)
L(χj , di − 1)
×
∑
w∈Waff/W (M)
q
(g−1) dim n∨P,aff∩(n
∨
P−,aff,−
)w
fw
L(f, n∨P,aff ∩ (n
∨
P,aff)
w, 0)
L(f, n∨P,aff ∩ (n
∨
P,aff)
w, 1)
.
A similar statement holds for the composition cG,P,L ◦ Eis
−
G,P,L.
A few remarks are in order about the formulation of Theorem 5.3. The first
statement is proved in a similar manner to the finite-dimensional case; in the case
P = B it appears in [17] (we also refer the reader to [17] for the discussion of
convergence of the right hand side of Theorem 5.3(1)). In the second statement
the product of abelian L-functions in front of the sum comes from the formula (6)
for the ”correction term” in the affine Gindikin-Karpelevich formula; a variant of
this statement holds for non-simply laced groups as well (using the formula for the
correction term described in [7]). Let us now look at the case P = G. Then in
the right hand side of Theorem 5.3(2) only one term (corresponding to w = 1)
is left and it is equal to f multiplied by certain infinite product of ratios of L-
functions. Moreover, let us consider the case when χ above is equal to qsdeg. Then
the product
r∏
i=1
∞∏
j=1
L(χj , di)
L(χj , di − 1)
=
r∏
i=1
∞∏
j=1
ζ(js+ di)
ζ(js+ di − 1)
,
which is a meromorphic function of s when Re(s) > 0. Also,
L(f, n∨P,aff , 0)
L(f, n∨P,aff , 1)
=
∞∏
j=1
L(φ, ρ, js)
L(φ, ρ, js+ 1)
,
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where ρ is the adjoint representation of G∨. The above product is absolutely
convergent for Re(s) > 1 and the standard conjectures about automorphic L-
functions imply that it should have a meromorphic continuation to the domain
Re(s) > 0. We do not know how to prove this at the moment, but we expect
this observation to be a useful tool in proving that L(φ, ρ, s) has a meromorphic
continuation.
It is also important to note that we are not claiming anything about the com-
position c−G,P,L ◦ Eis
−
G,P,L since we don’t know how to make sense of it.
5.8. Affine Tamagawa number formula. To conclude this Section, we would
like to present an analog of Theorem 3.2 in the affine case. First, one needs to
define a measure on B˜unG(Ŝ
0
L) analogous to the one defined by (4). Naively, one
can try to define in it by the same formula as (4) on BunG(Ŝ
0
L) rather than on
B˜unG(Ŝ
0
L); however, one quickly discovers that the automorphism groups which
appear in (4) are infinite, and to define the measure one needs to perform again
a renormalization procedure similar to the one in Subsection 5.6. We are not
going to give the details of that procedure here, but let is just mention that it
is a little more involved than in Subsection 5.6 and, in particular, the resulting
measure makes sense only on B˜unG(Ŝ
0
L); moreover, with respect to the natural
Pic(X)-action on it changes according to the character M 7→ q−2h
∨ deg(M). This
phenomenon has been discovered by H. Garland in [17], who gave a group-theoretic
definition of this measure.
Since the above measure changes according to a non-trivial character of Pic(X),
we can’t integrate the function 1 with respect to this measure. Instead, we are going
to define the volume of B˜unG(Ŝ
0
L) by recalling the interpretation of the volume of
BunG(X) given by Theorem 3.5. Namely, for s ∈ C⊕t
∗ we set E(s) = EisG,B,L(fs)
where fs is equal to 〈(n, γ), s〉 on Pic
n(X)×BunγT (X). Thus we can define rĜaff as
the residue of c−G,B,L(E(s)) at s = ρaff multiplied by by the function q
〈?,ρaff 〉 (this
is a constant function on Pic(X)× BunT (X) which priori, rĜaff might depend on
L but it is easy to deduce from Theorem 5.3 that it does not). Then we define the
volume of B˜unG(Ŝ
0
L) as
(Ress=1 ζ(s))
r+1
rĜaff
.
With this definition we now have the following
Theorem 5.4. Assume that G is simply laced and simple. Let us assume that the
exponents d1, · · · , dr are numbered in such a way that d1 = 2. Then the volume of
B˜unG(Ŝ
0
L) is equal to
r∏
i=1
ζ(di)
r∏
i=2
ζ(di − 1)
. (13)
Let us make two remarks about (13). First, the absence of the factor corre-
sponding to d1 in the denominator has to do with the fact that we are working
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not with the group Ĝ′aff but with its central extension Ĝaff . Second, usually most
terms in (13) cancel out (e.g. for G = SL(n) only ζ(n) survives). However, writing
the answer as in (13) is still instructive, since one can give an explanation why the
above answer is natural in the spirit of Theorem 3.3 (however, we don’t know how
to formulate precisely a ”cohomological” statement that would imply Theorem
5.4).
6. Further questions and constructions
In this Section we mention some related works and formulate several possible
directions of future research.
6.1. Existence of cuspidal representations and automorphic forms. It
is interesting whether there exists a reasonable notion of cuspidal automorphic
forms for Ĝaff . We can try to say that a function f on B˜unG(Ŝ
0
L) is cuspidal if
cĜaff ,P(f) = 0 for every parahoric subgroup P of Ĝaff . Here the words ”for every
parahoric” can in principle be interpreted in several different ways. Namely, we
can require that this holds for all parahoric subgroups of positive type, or for all
parahoric of negative type, or both. We conjecture that these conditions are in fact
equivalent. More precisely, we conjecture that if P and Q are opposite parahoric
subgroups then cĜaff ,P(f) = 0 implies that cĜaff ,Q = 0.
If the above conjecture is true, then we get an unambiguous definition of cusp-
idal functions. However, it is not at all clear whether non-zero cuspidal functions
exist. It would be very interesting to understand if they do exist and how to
describe the space of cuspidal functions.
The above questions make sense locally. As was mentioned in the introduction,
in the paper [14]-[15] the theory of representations of the group Ĝaff(K) (for K
being a local non-archmedian field) was developed. One can define the notion of
a cuspidal representation in this framework and it would be very interesting to
understand whether Ĝaff has any irreducible cuspidal representations.
6.2. Weil representation and theta-correspondence. In [41] Y. Zhu gen-
eralized the notion of Weil representation of the double cover S˜p(2n,K) of the
symplectic group Sp(2n,K) over a local field K (archimedian or not) to its affine
analog; moreover, the affine analog of the corresponding automorphic representa-
tion is also constructed in loc. cit.
One of the main applications of the usual Weil representation to the represen-
tation theory of p-adic groups and to automorphic forms is the construction of the
so called theta-correspondence (cf. [36] for a survey on theta-correspondence). One
of the most interesting features of the theta-correspondence is that it provides a
fairly explicit tool for producing examples of cuspidal automorphic forms.
It would be very interesting to develop an affine analog of theta-correspondence;
in particular, it might give rise to a construction of cuspidal automorphic forms
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for the group Ĝaff (for some particular choices of G). The full theory of theta-
correspondence has not yet been developed in the affine case. However, it was
shown in [20] and [21] that one of the main tools used in the theory of (global)
theta-correspondence – the so called Siegel-Weil formula – does have an analogue
in the affine case.
6.3. Meromorphic continuation and functional equation of Eisenstein
series. As was claimed above, the Eisenstein series EisG,L(f) is convergent for
any cuspidal function f on Pic(X) × BunG(X). This fact is not true for Eis
−
G,L.
Let f be of the form χ× φ where φ is a cuspidal function on BunG(X) and χ is a
unitary character of Pic(X). For every s ∈ C set
fs(M,F) = χ(M)φ(F)q
s deg(M).
Then one can show that Eis−G,L(fs) is absolutely convergent for Re(s) > h
∨ where
h∨ is the dual Coxeter number of G. We conjecture that in fact Eis−G,L(fs) has a
meromorphic continuation to the domain Re(s) > 0.
Moreover, we conjecture that Eis−G,L(fs) is proportional to EisG,L(fs) (the co-
efficient of proportionality can then be expressed as a ratio of an infinite product
of L-functions as follows from
6.4. Towards Kazhdan-Lusztig theory for DAHA. Let us recall the algebra
H+aff defined in Subsection 4.3. Moreover, as was remarked after Theorem 4.2, when
we choose a local non-archimedian field K the specialization of q to the number
of elements in its residue field acquires a natural basis. We conjecture that this
basis comes from a C[q, q−1]-basis of H+aff ; it should be thought of as an analog of
the ”standard basis” of a finite of affine Hecke algebra. It would be interesting to
define an analogue of Kazhdan-Lusztig basis ofH+aff . We don’t know how to attack
this problem algebraically; however, it should be possible to attack it geometrically
using appropriate generalization of the constructions discussed in Subsection 4.6.
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