As realized by Kapitza long ago, a rigid pendulum can be stabilized upside down by periodically driving its suspension point with tuned amplitude and frequency. While this dynamical stabilization is feasible in a variety of instances in systems with few degrees of freedom, it is natural to search for generalizations to multiparticle systems. In particular, a fundamental question is whether, by periodically driving a single parameter in a many-body system, one can stabilize an otherwise unstable phase of matter against all possible fluctuations of its microscopic degrees of freedom. In this work we show that such stabilization occurs in experimentally realizable quantum many-body systems: a periodic modulation of a transverse magnetic field can make ferromagnetic spin systems with long-range interactions stably trapped around unstable paramagnetic configurations as well as in other unconventional dynamical phases with no equilibrium counterparts. These quantum Kapitza phases, characterized by a long lifetime, are within reach of current experiments.
I. INTRODUCTION
Periodic drivings are ubiquitous in natural phenomena and particularly in applications, ranging from electronics to condensed matter physics [1] [2] [3] . Understanding driven systems is of paramount importance in the context of quantum technologies, since these systems can both realize peculiar phases of matter and help manipulating quantum information [4] . In fact, time-periodic protocols have been theoretically proposed and experimentally realized to engineer a variety of systems, including topological phases [5] , time crystals [6, 7] , exotic Bose-Einstein condensates [8] . All of them have no equilibrium counterparts, i.e., they do not exist in the absence of driving. For instance, a gas bosons may condense in a nonuniform, π-quasimomentum state in the presence of a rapidly varying electric field or of a shaken lattice [8] . Similarly, while invariance under time-translations cannot be broken at equilibrium, the formation of discrete time crystals under the effect of AC-driving has been theoretically proposed [6] and experimentally observed [7] .
In this work we demonstrate that a periodic driving can turn unstable phases into stable ones over a parametrically large time scale in quantum many-body systems. Although the results are general, we focus on spin chains with long-range ferromagnetic interactions, described by the Hamiltonian 
where σ µ i 's are Pauli matrices, α, J > 0 (when 0 ≤ α < 1 the scaling J ∝ N α−1 yields a meaningful thermodynamic limit [9] ), and the magnetic field is periodically varied, B(t) = B 0 + δB cos(Ωt).
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These systems with α ≈ 1 and finite size N are of experimental relevance in the framework of quantum simulators with trapped ions [10] . In (1) and (2) . Upon varying the average magnetic field B0 and the rescaled modulation amplitude ζ = δB/Ω, a dynamical paramagnetic phase P , a dynamically stabilized Kapitza paramagnetic phase K, a conventional dynamical ferromagnetic phase F and an unconventional dynamical ferromagnetic phase F ⊥ with orthogonal magnetization emerge. The axis ζ = 0 corresponds to the equilibrium phase diagram, where a ferromagnetic F and a paramagnetic P phase are present. The diagram shows the exact phase boundaries of the infinite-range system with α = 0. When 0 < α ≤ 2, quantum fluctuations modify these boundaries, leaving however their qualitative structure unaltered. Within the shaded region on the left, a second Kapitza phase coexists with F ,⊥ , but is stable for α = 0 only. Right: Schematic phase portraits of the effective high-frequency Hamiltonians governing the evolution of the collective spin of the system, highlighting the various phases. These phases persist up to time scales τ ∼ exp( const × Ω/J0) for finite driving frequencies Ω larger than the characteristic energy scaleJ0 = N r J/r α of the system, before eventual heating takes place.
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The non-equilibrium phase diagram of the driven systems features a number of dynamically stabilized phases, which include a many-body analogue of the Kapitza pendulum.
II. INFINITE-RANGE SYSTEMS
In order to gain insight into the physics of this problem it is worth starting with the simplest case α = 0. Here H in Eq. (1) reduces to the Lipkin-Meshkov-Glick (LMG) model, which is equivalent to a single macroscopic spin [13] . Indeed, in this case the coupling strength is the same J =J 0 /N for all pairs of spins, hence H describes the dynamics of a single collective spin S = i σ i /N [14] [15] [16] . In the thermodynamic limit N → ∞ the rescaled Hamiltonian H/N becomes equivalent to its classical limit H cl = −J 0 S 2 x − B S z . At zero temperature and constant B, this system has a paramagnetic phase for |B| > 2J 0 , where all the microscopic spins are oriented along the transverse direction z of the field, and a ferromagnetic phase for |B| < 2J 0 , where the spins acquire a non-vanishing component along the longitudinal direction x [14, 15, 17] .
A. Dynamics
The non-equilibrium evolution of the system in the presence of a time-dependent field B = B(t) is described by the dynamics of the collective spin S(t) on the sphere of radius 1 governed by the classical Hamiltonian H cl (t). When B is static and supports the ferromagnetic state indicated by the arrow in Fig. 2(a) , S(t) follows one of the trajectories represented on the sphere in panel (a), selected by the initial condition S(0). Two families of them are characterized by a ferromagnetic-like, symmetry-breaking periodic evolution with opposite signs of the non-vanishing time-averaged order parameter S x . A trajectory (red) passing through the equilibrium unstable paramagnetic point (red star) separates these two families from the paramagnetic-like orbits with S x = 0. Turning on the modulation as in Eq. (2), representative samples of discrete stroboscopic trajectories { S(t n )}, where t n = 2πn/Ω, with n = 0, 1, 2, . . . of the semiclassical collective spin are reported in Fig. 2(b) , (c), and (d). When the modulation δB is small (see panel (b)), the ferromagnetic states leave room to periodic trajectories of the collective spin within the corresponding ferromagnetic sector synchronized with the drive (and hence appearing as a single point under stroboscopic observations). Conversely, initial states in a neighbourhood of the unstable paramagnetic point (red star in panel (a)) display chaotic motion as soon as δB = 0 [17, 18] . As δB increases, this chaotic region invades an increasingly large portion of the sphere [18] . This behaviour can be understood on the basis of classical KAM and chaos theory [19, 20] . Upon further increasing the modulation (see panel (c)), a region in the parameter space emerges where dynamical stabilization of the unstable paramagnetic point occurs, thereby opening up a stability region around it. [18] . Panel (c) shows the appearance of a dynamically stabilized phase, akin to the well-known stabilization of the inverted driven Kapitza pendulum [21, 22] . Panel (d) shows that for larger driving frequencies, an unconventional dynamical ferromagnetic ordering appears, where the direction of the magnetization is orthogonal to the direction x of the actual ferromagnetic interactions. Islands with stable stroboscopic trajectories are indicated by the arrows.
This phenomenon is analogous to the stabilization of the inverted pendulum discovered by Kapitza [21, 22] . In addition to this Kapitza phase, as δB increases with B 0 ≈J 0 (see panel (d)), an unconventional regime appears characterized by dynamical ferromagnetic ordering in the yz-plane, orthogonal to the direction x of the actual ferromagnetic interactions.
B. Fast-driving limit
An analytical understanding of the behaviour of the system described above can be obtained in the limit of fast-driving Ω → ∞ as a function of the rescaled amplitude ζ = δB/Ω. In fact, the effective Floquet Hamiltonian governing the stroboscopic evolution [23] can be determined non-perturbatively, by switching to a convenient oscillating reference frame [2] (see Appendix A). The effect of the driving then amounts at redistributing the ferromagnetic coupling strength along the directions x and y, thereby turning the Ising model into an XY model, with
and anisotropy parameter γ(ζ) = J 0 (4ζ), where J 0 is the Bessel function of the first kind. As ζ increases from zero, the effective ferromagnetic interaction along x weakens, which makes it possible to dynamically stabilize the paramagnetic configuration. The exact boundary B 0 =J 0 (1 + |J 0 (4ζ)|) of the Kapitza region K is reported in Fig. 1 . Moreover, due to the oscillations of J 0 around zero, intervals with a negative anisotropy γ appear, making ferromagnetic ordering along the direction y become favored. The mechanism is thus elucidated for the occurrence of the unconventional dynamical phases with ferromagnetic ordering in the yz-plane, orthogonal to the direction x of the actual ferromagnetic interaction, which builds up whenever γ < 0, B 0 <J 0 (1 − γ), i.e., within the regions denoted by F ⊥ in Fig. 1 . A second Kapitza phase coexists with
However, it is unstable to fluctuations and thus will not be discussed in the following. The numerical results reported in Fig. 2 show that these non-equilibrium phases persist even at smaller driving frequencies, comparable to the characteristic energy scaleJ 0 of the system.
III. VARIABLE-RANGE INTERACTIONS
The behaviour of infinite-range systems can essentially be understood in terms of one-body physics. However, when interactions have a non-trivial spatial structure, fluctuations at all length scales are activated. The possibility to stabilize many-body dynamical phases by modulating in time a global external field represents a major conceptual and practical challenge. In order to address this problem, we study below the spin system (1) with α = 0 and we will show that the dynamical phases reported above can be stabilized also for 0 < α ≤ 2, where quantum fluctuations around the semiclassical evolution are not suppressed. Their effect is reduced by decreasing the parameter α, which continuously connects the models with their infinite-range semiclassical limit.
When α = 0, both the total spin S, corresponding to the k = 0 Fourier mode of σ i , and all the k = 0 quasi-particle spin-wave excitations are affected by interactions [24, 25] . In order to account for the coupled dynamics of the collective spin and of the spin-wave excitations around the timedependent direction of S(t), we employ the time-dependent spin-wave theory developed in Ref. [24] , see also Appendix B for a concise overview. In the presence of k = 0 modes, representing all microscopic fluctuations, the system may be thought of as a macroscopic semiclassical collective degree of freedom, i.e., the total spin S(t), which "drags" along an extensive set of quantum oscillators (q k ,p k )'s, i.e., of microscopic degrees of freedom corresponding to the bosonic spinwave excitations with quasi-momentum k = 0 [24, 25] . Indeed, the time-dependent spin-wave theory maps spin fluctuations into such bosonic excitations and the Hamiltonian H(t) is then written in terms of the collective spin variables S/| S| = (sin θ cos φ, sin θ sin φ, cos θ) and of the spin-wave operatorsq k 's,p k 's. Truncation to quadratic order in the quantum fluctuations yields
whereJ k is the Fourier transform of the interaction J/r α (the scaling of J as N → ∞, see below Eq. (1), guarantees thatJ 0 is finite in the thermodynamic limit) and = k (q kq−k +p kp−k − 1)/N is the relative depletion of the total spin length from its maximal value, i.e., | S| = 1 − . The last term in Eq. (4) accounts for the interaction between the collective semiclassical spin S and the quantum spin-wave excitations.
A. Dynamically stabilized many-body phases
The many-body Kapitza phases consist of a non-trivial simultaneous dynamical stabilization of the whole spectrum of quantum excitations around the unstable paramagnetic configuration. Intuition on this phenomenon can be obtained at the level of linear stability by expanding H(t) to quadratic order in the quantum fluctuations, as in Eq. (4), around the point θ = 0:
where E(t) is the classical energy of the spin-coherent θ = 0 configuration and k = 2πn/N with n = 0, 1, . . . , N − 1 (assuming periodic boundary conditions for simplicity). In the absence of modulation in the ferromagnetic phase (i.e., B(t) = B 0 < 2J 0 ), an extended interval near k = 0 in the spin-waves band corresponds to unstable modes, as their corresponding frequency
1/2 becomes imaginary forJ k > B 0 /2. Upon introducing the modulation B(t) as before, however, the effective dispersion relation is modified, and ω k may become entirely real for selected driving parameters. The latter represents the fundamental problem that we address.
We concentrate first on the fast-driving limit Ω → ∞ as a function of the rescaled driving amplitude ζ, which can be studied analytically also for α = 0. Here, the effective Floquet Hamiltonian governing the stroboscopic time-evolution is the Fig. 1 ), respectively, continue to exist at finite driving frequency. The amount of excitations generated remains small and total energy remains bounded across many cycles, qualifying these phases as being prethermal. In panel (b), instead, the broad frequency spectrum of the chaotic semiclassical motion gives rise to resonant generation of excitations, witnessed by the growth of (t) (notice the different vertical scale in the plot), and absorption of energy from the drive (heating). The heating rate in this case increases upon increasing α. long-range XY spin chain,
where the parameter γ(ζ) is the same as in Eq. (3) and is independent of the particular dependence of the interactions on the distance (see Appendix A). The stability analysis of the paramagnetic state is carried out by expanding H eff at the quadratic order in the quantum fluctuations around the spincoherent configuration with orientation along the field direction z and hence by determining the range of parameter values within which the dispersion relation is real. It turns out that the mean-field (α = 0) dynamical stabilization conditions, described in Fig. 1 , are sufficient for having simultaneous dynamical stabilization of the whole band of spin-waves excitations and, upon increasing α, the quantum fluctuations solely modify the phase boundaries in Fig. 1 . To lowest order in the interaction strengthJ k =0 , the leftward shift of these boundaries is proportional to the quantity k =0J 2 k /N [25] . Due to the scaling of long-range interactions in the thermodynamic limit (see below Eq. (1)), one hasJ k =0 → 0 when 0 < α ≤ 1 (i.e., as N → ∞ fluctuations are suppressed and the system becomes equivalent to its infinite-range limit), whereasJ k =0 approaches a finite value when 1 < α ≤ 2, with a cusp behaviour for small wavenumbersJ k =0 ∼J 0 (1 − c|k| α−1 ) as k → 0. Therefore, the modification of the phase boundaries in Fig. 1 due to quantum fluctuations is vanishingly small in the thermodynamic limit when 0 < α ≤ 1 and grows finite as α > 1, the smallness parameter being α − 1. This proves the existence of many-body non-equilibrium Kapitza phases for sufficiently fast driving, under the sole condition that the effect of fluctuations is not so strong as to modify the bulk structure of the equilibrium phases of the effective Hamiltonian H eff , which is known to be generally the case for long-range interactions with exponent α ≤ 2, as well as for higher-dimensional systems with short-range interactions [9, 26] .
More generally, the stability of the various many-body nonequilibrium phases can be determined by studying the local extrema of the mean-field energy landscape of H eff and the corresponding spectra of excitations. In particular, driving amplitudes ζ corresponding to negative anisotropy parameters γ(ζ) < 0 allow the appearance of dynamically stabilized unconventional ferromagnetic phases with orthogonal ferromagnetic ordering in the yz-plane whenever B 0 J 0 (1 − γ), which have no equilibrium counterpart in the Ising model. Such phases are present under the same conditions as the Kapitza phases discussed above. (The opposite case with α = ∞, i.e., with nearest-neighbor interactions, had been previously studied in Ref.s [27, 28] ).
B. Prethermalization and heating
We finally address the robustness of the fast-driving nonequilibrium phase diagram upon reducing the driving frequency Ω down to a scale comparable to the microscopic energy scaleJ 0 of the system. In this case one should expect the system to eventually absorb an ever-increasing amount of energy from the drive [29, 36] . In order to address this point, we initialize the system in various fully-polarized states parameterized by angles (θ 0 , φ 0 ) on the Bloch sphere, and study the out-of-equilibrium evolution for various values of α > 0 and driving parameters B 0 , δB, Ω by numerically integrating the dynamical equations of the time-dependent spin-wave theory, where the heating rate can be monitored e.g. through the depletion of the collective spin's magnitude from its maximal value (see Appendix B). The results are illustrated in Fig. 3 .
Whenever the system is initialized in a non-chaotic dynamical regime, P , F ,⊥ , or K and the frequency Ω is offresonance with the spin-waves band, i.e., Ω 4J 0 , as shown in Fig. 3(a) ,(c),(d) the evolution presents a long time interval during which the absorption of energy from the drive, as well as the amount of spin-wave excitations, is bounded. On the other hand, whenever the system is in a chaotic dynamical regime as in Fig. 3(b) , irrespective of the value of Ω and of α, the amount of spin-wave excitations generated and the energy increase at a finite rate. Such a behaviour corresponds to heating, which has been extensively proven to be the generic response of a many-body system to an external periodic driving in the absence of dissipative mechanisms [29, 33, 36] . In the non-chaotic dynamical regimes F ,⊥ of panels (a) and (d), the synchronized trajectories of the collective spin S(t) act as an "internal" periodic driving at frequency Ω on the quantum oscillators (q k ,p k )'s through the last interaction terms in the spin-wave Hamiltonian (4). As long as Ω is off-resonance (see above), the spin-waves behave like a periodically driven freeparticles system, which relaxes to a periodic quasi-stationary state described by a stroboscopic generalized Gibbs ensemble [27, 30] . The presence of the non-linear spin-wave interactions cause the latter prethermal stage [31] [32] [33] [34] [35] to be ultimately followed by slow heating, after a parametrically long time τ which scales as [36] τ ∼ exp( const × Ω/J 0 ). On the contrary, the occurrence of chaotic motion of the collective spin S(t) translates, as in panel (b), into an irregular, noisy "internal" driving of the spin-waves through the last terms in Eq. (4), possessing a broad frequency spectrum, whereby the unavoidable resonances with the spin-waves band together with the local instability trigger the process of internal dissipation and hence a much faster heating.
IV. CONCLUSIONS AND PERSPECTIVES
The collective nonequilibrium behaviour of quantum systems discussed in the present work demonstrates that dynamical stabilization can occur in the presence of a rather generic and non-trivial class of multi-particle interactions. A dynamically stabilized regime has been observed in the experiment reported in Ref. [37] involving spinor condensates described by infinite-range models. We focussed here on the physics of long-range interacting spin chains to make a contact with current experimental systems with ion traps [10] , which can be prepared in fully polarized initial states and whose timeevolution can be modelled by quantum Hamiltonians of the form (1) . The phenomena that we report are actually even more stable in higher-dimensional systems [11] and/or with higher spins [12] , where fluctuations are less effective.
We expect that our analysis can be generalized to other important phase transitions involving more complex symmetries, such as in the case of superconductors, providing access to a number of novel nonequilibrium phases of matter. In addition, our methodology can be extended in order to account for the effects of disorder and of external environments, which bridges the robustness of our findings to vast potential theoretical and experimental applications in the fields of condensed matter physics and of quantum technologies.
for any integer n. Accordingly, it is convenient to define an effective static Hamiltonian H F [2, 23] ,
(A2) usually referred to as the Floquet Hamiltonian. Its spectrum is defined up to integer multiples of the frequency 2π/T and it is independent of the choice of the reference time t 0 . The state of the system at stroboscopic times t n = t 0 + nT is therefore entirely and unambiguously determined by the Floquet Hamiltonian H F . A series expansion of H F in increasing powers of the period T , known as the Magnus expansion, can be obtained as
which is convergent when T is smaller than the inverse maximal extension of the spectrum of H(t) [23] .
We consider in the following the general class of systems defined in Eq. (1), which encompasses the long-and infiniterange Ising chains subject to the effect of the periodic driving in Eq. (2). In the simplest high-frequency limit Ω → ∞, the effective evolution is governed by the time-averaged Hamiltonian, i.e., by the first term on the r.h.s. of Eq. (A3), since the system has no time to react to variations of the external parameters much faster than its characteristic dynamical time scales. Nevertheless, if the modulation amplitude δB is simultaneously increased with fixed ζ ≡ δB/Ω, the effective dynamics becomes qualitatively different from the former. Such qualitative changes involve a resummation of the high-frequency expansion (A3) of the Floquet Hamiltonian [2] . In some cases, an analytic solution in closed form can be obtained by performing a convenient time-periodic change of coordinates [2] . Indeed, by moving into the oscillating frame 
Crucially, the modulation δB now intervenes only via the finite combination ζ. A standard high-frequency expansion for the new time-periodic Hamiltonian H(t) will then lead to the correct effective Hamiltonian H eff . To lowest order, time-averaging yields the XY -model of Eq. (6) with an engineered anisotropy parameter γ = γ(ζ) = J 0 (4ζ), where J 0 is the standard Bessel function of the first kind. Accordingly, the effect of the fast driving renormalizes the anisotropy γ = 1 of the Ising model.
Appendix B: Time-dependent spin-wave theory
We briefly outline here this method, developed in [24] , which provides a natural approach to investigate the equilibrium phases and the non-equilibrium evolution of a wide class of spin models. A time-dependent reference frame R = (X,Ŷ ,Ẑ) is introduced, with itsẐ-axis following the collective motion of S(t). The change of frame is implemented by a time-dependent global rotation operator parameterized by the spherical angles θ(t) and φ(t), whose evolution will be self-consistently determined in such a way that S X (t) ≡ S Y (t) ≡ 0. For α = 0, when H is a function of the total spin S only, this requirement translates into a closed pair of ordinary differential equations for the two angles, as in Fig.  2 . For α > 0, the dependence of the interactions on the distance renders H a function of not only the total spin, i.e., the k = 0 Fourier mode of the spins, but also of all the k-modes of the spins, which now contribute to the dynamics. In order to systematically take into account these fluctuations, the σ i spins' deviations from the instantaneous direction of thê Z-axis are mapped to bosonic variables q i , p i via HolsteinPrimakoff transformations. The out-of-equilibrium dynamics of the system governed by the Hamiltonian (1) involves quantum corrections to the classical evolution of the total spin S(t), which are expressed in terms of the corresponding spin-wave variablesq k ,p k . Retaining up to quadratic terms in the expansion (i.e., neglecting collisions among spin-waves), one finds the evolution equations
= 4 J 0 (1 − (t)) − δ pp (t) sin θ cos φ sin φ + 4 δ qp (t) cos θ sin θ cos 2 φ, dφ dt = − 2B(t) + 4 J 0 (1 − (t)) − δ(t) cos θ cos 2 φ + 4 δ qp (t) sin φ cos φ, (B1) where δ αβ (t) ≡ 2 k =0J k ∆ αβ k /N with α, β ∈ {p, q} is the quantum "feedback" in terms of correlation functions of the spin-waves, ∆k (t) = q k (t)q −k (t) and analogously ∆ qp k , ∆ pp k . The evolution of ∆ αβ k is ruled by a system of differential equations involving θ(t) and φ(t) [24, 25] . The validity of the quadratic approximation is controlled by the density of spin-waves, (t) ≡ k =0 (∆k + ∆ pp k − 1)/N (with abuse of notation, here and in the main text we omit the brackets in denoting the quantum expectation values S(t) and (t) ). The length of the collective spin | S(t)| = 1 − (t) is conserved by the dynamics only when α = 0. The approximation is justified as long as the density of excited spin-waves is low, i.e., (t) 1. Initial fully polarized, spin-coherent states, as con-sidered in Fig. 3 , correspond to the initial data for Eqs. 
