Abstract. The purpose of this article is the generalization of part of the work of Novikov [No] to the relativistic case. Consider the Newton equation in the relativistic case (that is the Newton-Einstein equation)
Introduction
Consider the Newton equation in the relativistic case (that is the Newton-Einstein equation) (1.1)ṗ = F (x), F (x) = −∇v(x), p =ẋ 1 − for |j| ≤ 2 and some α > 1 (here j is the multiindex j ∈ (N ∪ {0}) d , |j| = d n=1 j n and β |j| are positive real constants).
For the equation (1.1) the energy
is an integral of motion. We denote by B c the euclidean open ball whose radius is c and whose centre is 0. When d = 3 the equation (1.1) could be the equation of motion of a relativistic particle of mass m = 1 and charge e = 1 in an external electromagnetic field described by four vector (φ(x), A(x)) = (v(x), 0) (see [E] and, for example, Section 17 of [LL2] ). Yajima [Y] studied in dimension 3 (without loss of generality for the case of dimension d ≥ 2) the direct scattering of relativistic particle in an external electromagnetic field described by four vector (φ(x), A(x)) where the scalar potential and the potential vector are both rapidly decreasing. We recall the results of Yajima [Y] in our case.
Under the conditions (1.2), the following is valid (see [Y] ): for any (p − , x − ) ∈ B c × R d , p − = 0, the equation (1.1) has a unique solution x ∈ C 2 (R, R d ) such that (1. 3) x(t) = p − t + x − + y − (t), whereẏ − (t) → 0, y − (t) → 0, as t → −∞; in addition for almost any (p − , x − ) ∈ B c × R is called the scattering map for the equation (1.1) . By D (S) we denote the domain of definition of S; by R(S) we denote the range of S (by definition, if (p − , x − ) ∈ D (S) , then p − = 0 and a(p − , x − ) = 0).
Under the conditions (1.2), the map S has the following simple properties (see [Y] ): for any (p, Consider some real nonnegative numbers r p , r x , and r, where 0 < r ≤ 1, r < c/ √ 2, √ 2r < r p < c, and define We give our main results. They deal with inverse scattering at high energies and they give the asymptotics of scattering data and an estimate for the difference between a sc and its found asymptotics. They also give an estimate for the difference between b sc and its found asymptotics (this estimate depends on a positive constant C c,d,β 0 ,β 1 ,α,|x| for which we could give a value by reading the proof of Theorem 3.2): 2) and of (θ, x) ∈ T S d−1 has the following simple properties: 1. under the conditions (1.2), for any potential v the vector w(v, θ, x) is orthogonal to θ, 2. there exists a potential v which satisfies the conditions (1.2) and for which w(v, θ, x) isn't null for all (θ, x) ∈ T S d−1 , 3. for any spherical symmetric potential v satisfying the conditions (1.2) we have
From (1.8a) and inversion formulas for the X-ray transform for d ≥ 2 (see [Ra] , [GGG] , [Na] , [No] ) it follows that a sc determines uniquely F at high energies. Moreover for d ≥ 2 methods of reconstruction of f from P f (see [Ra] , [GGG] , [Na] , [No] ) permit to reconstruct F from the first component a sc of the scattering map at high energies. The formula (1.9a) and the item 3 of Proposition 1.1 show that the first term of the asymptotics of b sc doesn't determine uniquely the potential v or the force F . The item 2 of Proposition 1.1 ensures us that the asymptotics which was found for b sc is nontrivial.
Inverse scattering for the classical multidmensional Newton equation was first studied by Novikov [No] (the existence of the scattering states, asymptotic completness and scattering map for the classical Newton equation was studied by Simon [S] ). Novikov proved two formulas which link scattering data at high energies to the X-ray transform of F and v. These formulas are generalized to the relativistic case by the two formulas (1.8a) and (1.9a) of Theorem 1.1. Then applying results on inversion of the X-ray transform, Novikov obtains that at high energies the first component of the scattering data determines uniquely the X-ray transform of F whereas the second component of the scattering operator determines uniquely the X-ray transform of v. In the relativistic case (due to the formula (1.9a) and Proposition 1.1) the asymptotics of b sc doesn't determine uniquely F . We follow Novikov's framework [No] to obtain our results. Note also that for the classical multidimensional Newton equation in a bounded open strictly convex domain an inverse boundary value problem at high energies was first studied in [GN] .
In Section 3 we give estimates and asymptotics for the deflection y − (t) from (1.3) and for scattering data a sc (p − , x − ), b sc (p − , x − ) from (1.6) (Theorem 3.1 and Theorem 3.2). From these estimates and asymptotics the two formulas (1.8a) and (1.9a) will follow when the parameters c, β m , α, d,p − , x − are fixed and |p − | increases (where β |j| , α, d are constants from (1.2), β m = max(β 0 , β 1 , β 2 );p − = p − /|p − |). In these cases sup t∈R |θ(t)| decreases, where θ(t) denotes the angle between the vectorsẋ(t) = p − +ẏ − (t) and p − , and we deal with small angle scattering. Likewise, under the conditions of Theorem 3.1, without additional assumptions, there is the estimate sup t∈R |θ(t)| < 1 4 π and we deal with rather small angle scattering (concerning the term "small angle scattering" see [No] and Section 20 of [LL1] ). Theorem 1.1 follows from Theorem 3.1 and Theorem 3.2. Section 4, Section 5 and Section 6 are devoted to Proofs of our Theorems and Lemmas.
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A contraction map
We will transform the differential equation (1.1) with the initial condition (1.3) into an integral equation. But first let us introduce a function g.
For x ∈ R d we define an infinitely smooth function g :
g has the following simple properties: g : R d → B c is one-to-one and its inverse function is the infinitely smooth function γ :
Now, if x satisfies the differential equation (1.1) and the initial conditions (1.3), then x satisfies the integral equation
where
For y − (t) this equation takes the form
F (x(s))ds and "y" = γ(p − )) and
where p − ∈ B c \{0} and x − are fixed. Consider the complete metric space
(where for T = +∞ we understand ] − ∞, T ] as ] − ∞, +∞[). From (2.4) it follows that, at fixed T < +∞, (2.6) y − (t) ∈ M T,r for some r depending on y − (t) and T.
Lemma 2.1. Under the conditions (1.2), the following is
From Lemma 2.1 and the estimates (2.9) we obtain the following result.
Taking into account (2.6) and using Lemma 2.1, Corollary 2.1 and the lemma about the contraction maps we will study the solution y − (t) of the equation (2.2) in M T,r .
We will use also the following results. 
Proofs of Lemmas 2.1, 2.2, 2.3 are given in Section 5.
Small angle scattering
Under the conditions (1.2), for any (p − , x − ) ∈ B c ×R d , p − = 0, the equation (1.1) has a unique solution x ∈ C 2 (R, R d ) with the initial conditions (1.3) . Consider the function y − (t) from (1.3). This function describes deflection from free motion.
Using Corollary 2.1 the lemma about contraction maps, and Lemmas 2.2 and 2.3 we obtain the following result.
Then the deflection y − (t) has the following properties:
We remind that (3.9)
(3.14)
We will use the following observation.
Observations (1) and (2) imply that
Theorem 3.1 gives, in particular, estimates for the scattering process and asymptotics for the first component of the scattering map when c, β 1 , β 2 , α, d,p − , x − are fixed (wherep − = p − /|p − |) and |p − | increases or, e.g., c, β 1 , β 2 , α, d, p − ,x − are fixed and |x − | increases. In these cases sup t∈R |θ(t)| decreases, where θ(t) denotes the angle between the vectorsẋ(t) = p − +ẏ − (t) and p − , and we deal with small angle scattering. Note that already under the conditions of Theorem 3.1, without additional assumptions, there is the estimate sup t∈R |θ(t)| < 1 4 π and we deal with a rather small angle scattering. Theorem 3.1 with (3.5c) will give the asymptotics of the second component b sc (p − , x − ) of the scattering map if we can study the asymptotics of l p − ,x − (0). This is the subject of Theorem 3.2.
We give the proof of Theorem 3.2 in Section 6. Reading the proof of Theorem 3.2 we can give a value of C c,d,β 0 ,β 1 ,α,|x| where z 2 (c, d, β 1 , α, |x|) will appear. When d, β 0 , β 1 , α, |x| are fixed and c → +∞, we can give a value of C c,d,β 0 ,β 1 ,α,|x| which tend to 0 when c ≥ 1 and c → +∞ and thus all the inequalities of Novikov [No] will appear from the estimates obtained in the proof of Lemmas 2.1, 2.2, 2.3, and Theorems 3.1, 3.2.
Preliminaries for the main proofs

Inequalities about F .
Lemma 4.1. Under the conditions (1.2), the following estimates are valid:
Lemma 4.1 follows directly from the formula F (x) = −∇v(x) and the conditions (1.2).
Infinitely smooth function
. We define an infinitely smooth function g by:
Moreover the following estimates are valid:
Lemma 4.2.
which proves (4.3) and then (4.4) follows.
The formulas (4.7), (4.9a), (4.9b) give (4.5).
Remark 4.1. The growth of g let us extend easily the estimates obained by Novikov [No] and it brings us the infinitesimal element when |p − | → c.
Some estimates of integrals.
We will use the following estimates. For a > 0, b > 0, β > 1,
For the proof of (4.10)-(4.16), see [No] . 
About
σ is clearly an increasing function (its derivative is a positive function and as a consequence
is well defined in Section 2 and the observation (1) in Section 3 holds.
Proof of Lemma 4.3. For the proof of (4.18) see [No] . (4.1) with (4.18) and (4.11) proves (4.19). (4.17) follows from the definition of M T,r . (4.19) gives in particular for
which implies (4.20).
Proofs of Lemmas 2.1, 2.2, 2.3
The property
follows from (1.2), (2.1) (applied on "x" = γ(p − ) + τ −∞ F (p − s + x − + f (s))ds and "y" = γ(p − )) and (2.3). Now we always suppose 0
First we shall prove some estimates about 
The inequality (5.3) with (4.10) implies (5.4a)
The inequality (5.3) with (4.11) implies
for t ≤ T. Then we prove some estimates about
From (5.2), (4.4), (4.1), (4.18), (4.20) and (4.12) it follows that
for t ≤ T, t ≤ 0. From (5.5), (5.6) and (5.7) it follows that
For t ≤ T, t ≥ 0, we write (5.9)
10)
For A p − ,x − (f )(0) we use the estimate (5.6), i.e. (5.11)
We estimate the second term on the right-hand side of (5.10) in the following way: from (4.4) and (4.20) it follows that
for 0 ≤ t ≤ T. From (5.12), (4.1), (4.18) and (4.13) it follows that
for 0 ≤ t ≤ T. From (5.11) and (5.13) it follows that
(5.14)
for 0 ≤ t ≤ T. From (5.4a), (5.8), (5.4b), (5.14) it follows that
The statements of (2.7) follow from (5.1) and (5.15).
for t ≤ T and so with (4.4) and (4.20), (5.16) implies
for t ≤ T. From (4.17), (4.18) and (4.2), it follows that
Thus, from (5.17), (5.18), (5.19) and (4.14) it follows that
for t ≤ T, t ≤ 0; from (5.17), (5.18), (5.19) and (4.15) it follows that (5.20b)
For t ≤ 0, we shall use that
for t ≤ 0, t ≤ T. The formulas (5.22) and (4.10) give
for t ≤ T, t ≤ 0. From (5.21), (5.23) and (5.24) it follows that
For 0 ≤ t ≤ T using (5.10) we obtain
From (5.23) it follows that (5.27)
In order to estimate the second term of the right-hand side of (5.26), we will estimate
Here we only apply the formula g j (x) − g j (y) = 1 0 ∇g j (y + ε(x − y)) ⋆ (x − y)dε for all x, y ∈ R d , where ⋆ denotes the scalar product.
From (5.29) it follows that
For the estimate of (5.31a) we first use (4.3) and then we use (4.2), (4.20), (4.18) and (5.19) and we obtain (5.32)
Thus from (4.16) it follows that (5.33)
For the estimate of (5.31b) we first use (4.5), then we use (4.20) and we obtain (5.34)
We shall use
for all 0 ≤ ε ≤ 1 (we remind that τ ≤ t).
From (5.34), (5.35) it follows that
Using (4.2), (4.18), (5.19) and (4.15) we obtain
Using (4.1), (4.18) and (4.13) we obtain (5.38)
From (5.36), (5.37) and (5.38) it follows that
From (5.26), (5.27), (5.30), (5.33) and (5.39), it follows that
The estimate (5.40) also implies
Proof of Lemma 2.2. The estimates (2.10) and (2.11) follow immediately from (5.4a) and (5.6). From (4.1), (4.18) and (4.11) it follows that
converges absolutely for any f ∈ M T,r . Moreover, using (4.4), (4.20) and then (4.1), (4.18) and (4.12) we obtain for u > 0
As a consequence we can write .44) and (2.12) and (2.13) follow, where Using (2.13a), (4.4), (4.20), (4.1), (4.18) and (4.11) we obtain (2.14a). We write
Using (5.46), (5.11) and (5.43), we obtain (2.14b).
Thus Lemma 2.2 is proved.
Proof of Lemma 2.3. Using (2.3) and (2.7b) we obtain
Using (2.13a), (5.20b) (T = +∞ and t → +∞), we obtain (2.17a). From (5.46) it follows that
Using (4.4), (4.20), (4.1), (4.18) and (4.10) we obtain
From (5.47) and (5.48) it follows that
Using (5.27), (5.28), (5.30), (5.33), (5.39), y − T ≤ ρ(c, d, β 1 , α, |p − |, |x − |, r), T = +∞, and (5.49) we obtain (2.17c). We shall prove (2.17b). First
Using the integral of motion E, we have |p − | = |p − + k p − ,x − (y − )| and applying γ to (5.50) we obtain
i.e.
(5.51)
From (5.51), (5.18), (5.19) and (4.15) and
Lemma 2.3 is proved.
Proofs of Theorems 3.2 and Proposition 1.1
We shall use (6.1) (1 + u)
We prove (6.2a) (the proof of (6.2b) is the same as the proof of (6.2a)). (c, d, β 1 , α, |x|) it follows that (6.5) sθ
Let s ∈]0, c[, u ∈ R, expanding the square of the norm we obtain: (6.6a)
Before proving Theorem 3.2, we need introduce three Lemmas and prove them.
Proof of Lemma 6.1. Let s ∈]0, c[, s ≥ z 2 (c, d, β 1 , α, |x|) and u ∈] − ∞, 0]. From (6.5), it follows that (6.8)
We define
Using (6.6a) and (6.8), we obtain
Moreover, from the definition of δ l1 (c, θ, x, s, u), (1.2), (4.1), (6.4), (4.10) and the hypothesis s ≥ z 2 (c, d, β 1 , α, |x|), s < c it follows that
From (6.11), (6.9) and (6.1) (applied on "u" = δ l1 (c, θ, x, s, u)) it follows that
We estimate the first term of the right-hand side of (6.12) with the help of (4.1), (6.4), (4.10). We obtain
From (6.9) it follows that (6.14)
(1 + wδ l1 (c, θ, x, s, u))
Thus it follows from (6.13), (6.14), (6.10) and s ≥ z 2 (c, d, β 1 , α, |x|), s < c that
Lemma 6.1 is proved. 
Proof of Lemma 6.2. We shall use (6.15)
From (6.2) it follows that
From (6.16), (6.17) and (6.18) it follows that
Lemma 6.2 is proved.
We always suppose that (θ,
Proof of Lemma 6.3. We define 
We first look for a lower bound for t (c, θ, x, s, u) . We need information about (6.21)
From (6.2) it follows that (6.22) sθ
Using first (6.2b) and then s ≥ z 2 (c, d, β 1 , α, |x|) and (6.22) we obtain 1 s
From (6.21) and (6.23) it follows that (6.24) sθ
Using (6.20) and (6.24) we obtain (6.25) t(c, θ, x, s, u) ≥ 25 26
Now we look for an upper bound for t (c, θ, x, s, u) . Expanding the square of the norm in the denominator and numerator in (6.20), we obtain (6.26)
The denominator is greater than c 2 and this implies (6.27) Thus, using (1.2), (4.1), (6.4), (4.10), (4.11) and the fact s ≥ z 2 (c, d, β 1 , α, |x|), we obtain |t(c, θ, x, s, u)| ≤c
In addition
Using (6.29), (6.25), (6.1) and (6.26),we obtain
We use Lemma 6.2, conditions (1.2) and the fact that s ≥ z 2 (c, d, β 1 , α, |x|) to estimate the first term of the right-hand side of the inequality. In order to estimate the second term of the right-hand-side of the inequality, we use the fact that the denominator is greater than c 2 and we also use (4.1), (6.4), (4.10), (4.11), the fact that s ≥ z 2 (c, d, β 1 , α, |x|).
We estimate the third term of the right-hand side of the inequality with (6.28). Thus we obtain
Lemma 6.3 is proved.
Proof of Theorem
, β 1 , α, |x|) be fixed. We shall study the asymptotics of
First we look for the asymptotics of
Using the changes of variables "τ " = sτ and then "u" = su we obtain (6.32) Expanding the square of the norm in the denominator of the fraction under the integral in (6.32), the denominator becomes
From (6.32), (6.33) and (6.34), it follows that
We estimate the first integral of the right-hand side of (6.35) by the use of Lemma 6.1. Therefore expanding the first product under the second integral of the right-hand side of (6.35), we obtain
We define |v| ∞ = sup y∈R d |v(y)|. Using (6.36), (1.2), (4.1), (6.4), (4.10), (4.12) and the fact that s ≥ z 2 (c, d, β 1 , α, |x|), we obtain
Now we look for the asymptotics of
Using the changes of variables "τ " = sτ and then "u" = su we obtain
First we study the denominator of the first fraction under the integral of (6.38). From (6.20) and (6.29) it follows that
A(c, θ, x, s, τ ).
We define ). Then m(t) = v(te 1 ) for t ∈ R, m ∈ C 1 (]0, +∞[, R) and
Let (θ, x) ∈ T S d−1 and let θ ⊥ be an orthogonal vector to θ. From (6.51) it follows that 
