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Let (N,: t 2 0), with N,, = 0, be the counting process generated by independent sojourn-times X, in states 
j E N. Interest is focussed on the rate at which (N,) explodes to infinity when T, = I,,, X, i ~0 a.s. 
Reasonably complete answers are found under conditions which include the case where CL, = EX, i ~0 
and {X,/F,} is an i.i.d. sequence and then, under certain conditions, it is possible to construct an 
increasing function g from {p,} such that a.s. N, - g( l/( T,, - I)) as t t T,. 
divergent birth process * asymptotic behaviour at the first infinity * random series 
1. Introduction 
Let {X,: n 2 1) be a sequence of independent random variables having exponential 
laws with corresponding means {pl}. The associated birth process (N, : t 2 0) is the 
counting process which hits j + 1 EN at the time T, = C ,Ck__, Xk and which starts at 
1, N,= 1. Hence X, is the sojourn-time in j. The very well-known Feller-Lundberg 
theorem states that (TV,) is honest, that is P( N, < ~0 Vt > 0) = 1 iff 1 P, = ~0. Under 
this condition it is clear that a.s. N, + ~0 as t + CC, and Waugh (1970) obtained results 
describing the rate at which (N,) increases. Later he (Waugh, 1974) generalized 
these results by relaxing the exponential distribution assumption. 
When the X, do have an exponential law and 1 pi < ~0 then T, = 1, _, X, < ~0 a.s. 
and N, t 00 as t t TX. In this paper we investigate the rate at which (IV,) explodes. 
This is motivated by an example which appears in work of Dawson and Fleischmann 
(1989). Here, after a shift of the origin, p, = l/Rj(j + I), where R is a positive 
constant, and 
Our object is to seek corresponding results for general classes of sequences {p,} 
and to embrace more general sojourn-time laws. 
One obstacle in the way of a comprehensive solution is, contrary to what is 
asserted by Waugh (1974), the absence of a Feller-Lundberg theorem for arbitrary 
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sojourn-time laws. Specifically, in the next section we show that (2.2) below is 
sufficient but not necessary for T, < 00. This condition is necessary in the case where 
{Xj/pj} is an i.i.d. sequence. In Section 3 we prove a fairly general divergence rate 
result (Theorem 3.1) which applies to this special case. Several examples are 
presented in Section 4. These have the form: a.s. N, - g(l/( T,- f)) where g is 
increasing and can be slowly varying, regularly varying, exponentially quickly 
increasing, or faster, and finally, g can be sub-exponential but super-algebraic, for 
example g(x) = exp(x’) where 0 < 6 < 1. Finally, in Section 5 we make some com- 
ments on situations not covered by Theorem 3.1, and in particular when (2.2) does 
not hold but T, < 00. 
2. A Feller-Lundberg criterion 
In this section we assume only that the sojourn times are independent and positive. 
Observe that (N,) explodes iff a.s. 
Tm= C Xj<cO. (2.1) 
jZ* 
We will assume that pj < CO for each j and we recall that according to Waugh (1974) 
(2.1) holds iff 
C PjCco. (2.2) 
jE=l 
As we will later show this equivalence is not generally valid and hence Waugh’s 
results about his classes H, and Hd must be treated with some caution. 
A ‘moment’ condition equivalent to (2.1) that can stand in place of (2.2) is the 
following. Let +j(~) = E (exp(-OX,)). Then (2.1) holds iff for some 0 > 0 (and hence 
for all 13 > 0), 
(2.3) 
Note that this does not require that the pj be finite. This is an elementary consequence 
of the equivalence theorem for random series and the basic convergence criterion 
for the infinite product n;,, +j(0) = E(exp(-BT,)); see Kawata (1973, p. 493) for 
these. The elementary inequality 1 - eex d x (x z 0) implies that 1 - 4j( 0) c pjcLie and 
hence (2.2) is a su$icient conditionfor (2.1). More generally, (2.1) holds if C,,, EXp < 
~0 for some p E (0, 11; see Kawata (1972, p. 503). 
To see that (2.2) is not necessary suppose that X, has a gamma law, specifically 
that 4j( 0) = (1 + AjO))“l where Aj and vi are positive parameters. In this case pj = AjY,. 
Suppose that inf, A, > 0 and that V, + 0 as j + 00. It is easily checked that 1 - c#+( 0) = 
O(v, log A,), indeed 1 - dj( 0) - V, log A, if A, + 00. Under these conditions it is pos- 
sible to have (2.3), and hence (2.1), but without (2.2) holding. For example, if K > 0, 
0 < 6 < 1 and A, = exp( Ky,‘), then this can occur. 
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We could, and will, say that a Feller-Lundberg criterion obtains if (2.2) is 
equivalent to (2.1) under a suitable auxiliary condition. One such is that the 4j( * ) 
are equi-differentiable at the origin, that is, for each E > 0 there exists 8, > 0 
independent of j such that 0 < 8 < 8, entails 
l(1-4j(e))lPje-11<E. (2.4) 
This is satisfied if X, = pjcLjk; where the y have the same distribution and Ey = 1, 
and we then refer to the weighted case. In this case let +( 0) = E exp(-05). Then 
&j(e) = +(pjO) and (2.3) implies that /Lj + 0 as j + Co. Consequently 1 - fJ(pjO) > 
(1 - E) i3pj for any 0 > 0 and j sufficiently large. We conclude that for the weighted 
case (2.1) and (2.2) are equivalent. 
Of course this equivalence is valid under a lesser condition such as (2.4) but, 
apart from the weighted case, it is not easy to see which other broad classes of 
sojourn-time sequences satisfy this condition. Another auxiliary condition which 
entails the equivalence of (2.1) and (2.2) is that Cjal [pjO - 1 + 4j( e)] < KJ for some 
0 > 0. It is easy to show that this holds if 
c [E(Xj21(XjS1)+E(Xjr(xj<1)]<oo. (2.5) 
j*l 
However, this need not be a useful condition. To illustrate this, consider the above 
gamma law with vi + 0. Then it is easily seen that (2.5) holds iff C (5 v l)Ajpj <cc 
and this implies (2.2). Hence the auxiliary condition (2.5) entails (2.1). 
3. A divergence-rate theorem 
We begin by considering a general sojourn-time sequence which satisfies (2.3), that 
is, for which a.s. T, < co. Then 
T,-TN,<T,-Tut,-TN,-,, 
that is, 
C Xj<T,-ts C Xj. (3.1) 
j>N, jaN, 
Thus we need to estimate the rate at which the tail sum rj = CkSj Xk decreases as j 
increases. 
Until further notice we let {pj: j 3 1) be a positive sequence which satisfies (2.2); 
this notation should not cause any problems. Let M(j) = ckzj pk and ‘centre’ Xj 
at pj by defining 6 = X, -pj. Consequently 
Tj=“(j)+ 1 lk 
kzj 
and T/M(j) + 1 a.s. (j + co) if 
M(j) + 0 a.s. (3.2) 
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A tail-sum Kronecker lemma due to Heyde (1977, see Lemma 1) and convergence 
criteria for random series (Kawata, 1971, pp. 502-503) yield the following result 
which originally was proved by Klesov (1983) from a maximal inequality. 
Lemma 3.1. A suficient condition for (3.2) is that 
c (WjlP)I(WW~~ 
,a1 
(3.3) 
forsomep~(O,l], orforsomepE(1,2]providedt+=EXj. 0 
A consequence of (3.3) is that &/M(j)+0 as. and hence that as. (X,, - 
p,,)/M(N,)-+O as t t T,. Consequently if we assume also that as j-co, 
Pj/MO)+O (3.4) 
then X,,/M( IV,) + 0 a.s. and hence we obtain the following divergence-rate result. 
Theorem 3.1. Let {F~} be an arbitrary positive sequence and 5J = X, - p,. Zf (3.3) and 
(3.4) hold than for almost all paths, 
M(N,)I(G- t)+ 1 
ast?T,. q 
Remark. When (3.3) holds with p = 2 then (3.4) also holds, by virtue of the Cauchy- 
Schwarz inequality. 
Under suitable circumstances it is possible to invert the above limit statement to 
obtain a divergence-rate result for (IV,), and we will give examples in the next 
section. First we give the following corollary for the weighted case. 
Corollary 3.1. For the weighted case let E( Y,l” < ~0 for some p E (1,2], p, = EX,, and 
suppose that 
C (Pjl"(j))P<CO. (3.5) 
J” 1 
7hen the assertion of Theorem 3.1 holds. 
Proof. The hypotheses entail (3.3), and (3.5) alone entails (3.4). 
It is debatable whether the degree of generality is increased or lessened by 
increasing p in the above conditions. Increasing p restricts the class of allowable 
laws of Y, but it enlarges the class of sequences which can satisfy (3.5). Our focus 
is on the pj’s, and since EY:<co for the pure birth process, we will assume until 
further notice that (3.5) holds with p = 2, that var Y, <a, and that pj = EX,. 
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Let E(j)=pj/M(j). Rewriting this in the form M(j+l)/M(j)=l-E(j) leads 
to the relations 
M(j) = M(l) ,_!I& (1 --I) (3.6) < 
and 
We insist that s(j) + 0, that is that (3.4) holds, and hence we must have C E(j) = cc 
in order that M(j) + 0. Finally, (3.5) is equivalent to 
C (E(j))*<m. (3.7) 
These conditions on the e(j) specify the most general weighted sojourn-time sequences 
satisfying (3.5) with p = 2. 0 
4. Examples for the weighted case 
In this section we give some examples which illustrate how different rates of 
convergence to zero of the sojourn-time means pj give different explosion rates. 
First we remark that a priori it might be expected that increasing the rate at which 
p, + 0 will increase the rate at which (IV,) diverges. In one sense this is the case: If 
{pjLJn)} (n = 1,2) satisfy O< j~j’)G pj” for all j and if each satisfies (2.2) then the 
respective explosion times satisfy T$)’ Go Tg’, where G,_ denotes the Laplace- 
Stieltjes transform order relation (Stoyan, 1983). However, if the two sample paths 
satisfy T, (I)= rg’ then Theorem 3.1 shows that N:*‘G Nj”, i.e., a more quickly 
decaying sequence {,uj} entails a slower climb through N bAv the birth process. Our 
examples will illustrate this in a quite dramatic manner. 
We will proceed by choosing the E(j) and then constructing the M(j) and j..~,. 
Our examples will be presented in order of decreasing speed at which E(j) + 0. A 
consideration of (3.6) and Theorem 3.1 shows that this gives sequences {M(j)} 
which approach zero more quickly and hence birth processes which climb through 
N more slowly. We remark that a parallel presentation in terms of {p,} would give 
more quickly growing (IV,). 
To proceed, note that (3.6) yields log M(j) = C(j)-c,,,,j I where C(j)+ 
C E [w, a certain constant. Assuming E( .) can be extrapolated to [w, as a differentiable 
function, the last sum can be evaluated using the Euler-MacLaurin summation 
formula. Let (x) denote the fractional part of x. If E has an ultimately monotone 
density then 5: ((x)-~)E’(x) dx converges absolutely as j+co. This yields the 
relations 
M(j)=K(j)exp(-j:a(x)dx) (4.1) 
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and 
p, = K(j)&(j) exp( -I: E(x) dx) 
where {K(j)} is a convergent sequence with limit K > 0. The above conditions on 
a(. ) can be fulfilled by choosing 
a(j) =j-"L(j) , 
where L is a normalized slowly varying (at infinity) function (written SV) and 
4s A s 1. See Bingham et al. (1987, p. 15), for SV functions. The lower bound on 
A is necessary for (3.7). 
Example 1. Define log,(x) = log x and log,(x) = log(logj_,(x)) (j> 1). Let k E N and 
a > 0 be fixed, let A = 1, and for sufficiently large x, x B c say, we take 
L(x) = a 
I 
II l"gjCx). 
ISjsk 
Then replacing the lower terminal in (4.1) by c and modifying the K( .) in the 
obvious way gives 
M(x) = K(j) exp(-a log,+,(x)) . 
Theorem 3.1 now yields: A.s. as t f T,, 
N,=exp(...exp(log(K/(T,-t)))““(l+o(l))...), 
where the exponentiation is repeated k+ 1 times. If a = 1 we obtain the super- 
exponential explosion rate 
N,=exp(...exp(K/(T,-t))(l+o(l))...), 
where the exponentiation now is repeated k times. Observe that our choice of L 
‘barely’ allows the integral in (4.1) to diverge as j + ~0. More precisely, if 6 > 0 then 
1‘: F4-4l.Gx,bN”l dx<a. 
Example 2. Fix a, A> 0, A = 1, and L(x) = (a/A)(log x)~-‘. Then 
M(j) = K(j) exp[-A-‘(log j)"] , 
and Theorem 3.1 shows that a.s. as t 7 T,, 
N,=exp{[A(log(l/(T,-t))+logK+o(l))]””}. 
This exhibits three modes of behaviour according to the size of a. Write the above 
relationship as N, = 4( l/( T, - t)). 
(a) When a < 1 it is easy to check that as x + 00, 
e?‘+(x)-+0 and xP’4(x)+a forall 6>0. 
So here the explosion rate is sub-exponential but super-algebraic. Since L(x)-+0 
as X+CO, it is clear that M(x) is SV and hence in this example, and also for 
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Example 1, the sojourn time means have the form pj =j-‘Z(j), where -Y( .) is SV. 
These examples give the slowest possible rates consistent with (2.2) at which {pj} 
can approach zero. 
(b) When a = 1 then 
N-[KI(Tc.-t)lA, 
and this covers all possible algebraic explosion rates. In addition we find that, as 
j -3 00 2 
l-9 - const. jm’P”A, 
and with more care in construction this can be made an identity. Doing this with 
A = 1 gives essentially the example of Dawson and Fleischmann (1989). We remark 
that this example can be elaborated so as to include SV factors. 
(c) When a > 1 then for each 6 > 0, 
x~“~(x)JO and 4(x)/(logx)*+co, 
and hence the explosion rate is sub-algebraic but super-logarithmic. In addition the 
sequence {pj} decreases to zero faster than any algebraic rate, but more slowly than 
any geometric sequence. Violation of the latter would likely violate (3.4). 
Example 3. The last behavioural mode occurs when $G A < 1 and L is chosen with 
a little care when A = $ to ensure (3.7). For simplicity suppose F(X) = AX-~, where 
A > 0 and f < A < 1. The constant A can be replaced by a SV factor without changing 
our conclusions. We obtain 
M(j)-K exp(-(A/(1-A))j’-‘) 
whence, with c = (1 - A)/A, as. as t f T,, 
N, = [c log( K/( T, - j))]“(‘_“’ ) 
a logarithmic rate of explosion. It is clear that once again {pj} decays faster than 
an algebraic rate, indeed faster than in Example 2(c). 
The above birth process is growing at close to its least possible rate. This is 
achieved by choosing A =$ and then it can be shown that 
N = Nlog(Kl(T,- j))fo(l)l , 
where R(x) = x2h(x) and A is SV. 
5. Comments and problems 
The results and examples of Sections 3 and 4 provide a fairly comprehensive 
description of the divergence rates of birth processes governed by weighted sojourn- 
time sequences. Similar examples are valid also for general sojourn-time sequences 
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which satisfy (3.3) and (3.4). For example if us = Var Xj <CO and p, = EX, then 
(3.3) with p = 2 is equivalent to C af/(M(j))‘< 00. If this condition can be preserved 
while choosing the p, as in the last section then the examples there will carry over. 
However it is quite likely that this will depend on other parameters of the sojourn- 
time distributions. 
Consider, for example, the gamma laws of Section 2, writing 4j(0) as (1-t 
pjO/ v,))?. Choosing {hj} as in Section 4 ensures that (3.5) with p = 2 is satisfied, 
but (3.3) with p = 2 reduces to 
C v,“(Pj/“(j))2tC0 
iZl 
and this holds only if {vi} does not converge too rapidly to zero. 
The very formulation of Theorem 3.1 requires (2.2). When (2.2) fails but (2.3) 
holds it is an open question as to how (N,) behaves, and indeed, how quickly { Tj} 
decreases to zero. The gamma case shows that the answers will be very different to 
those in Sections 3 and 4. 
Suppose (2.2) fails but p,/ vj + ~0 and C v, log(pj/ v,) <co. As we have seen these 
entail (2.3). In addition 1 v, < 00. Let n(j) =zkZ, vk. Then it is not hard to show 
that {n(j) log( l/ 7,)) has the limiting distribution function (1 -e-‘)+, very different 
to (3.2). It is not completely clear what this says about (N,) but an intermediate 
stage in its proof gives the following ‘result’. For each x E (0,~) there is an event 
A, with P(A,) = e-” and as t t T,, 
x/n(N,)-log(Tcc-t)+ 
on A,, 
onA’ 
x . 
This suggests that (TV,) diverges in a very irregular manner, climbing rapidly through 
some states and much more slowly through others. 
Irregular behaviour of a similar nature occurs in the weighted case when {p,} 
decreases so rapidly that (3.4) fails, for example, when pj = ai, 0 < a < 1. A con- 
sequence of this is that XN, is likely to remain comparable with the terms in (3.1), 
leading to behaviour which will be quite different to that in Theorem 3.1. By using 
Theorem 4 of Rosalsky (1983) it is easy to show when p, = ai that a.s. the limit 
points of D, = N, log a-’ - log[ l/( TX - t)] (as t t T=) lie in the interval [log( m/ (1 - 
a)), log( M/( 1 -a))] where M = ess sup Y, and m = ess inf Y,. The proof suggests 
that limsup D,<log(M/(l-a)). 
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