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Abstract - Lake Baikal (Southern Siberia) is the world’s oldest, deepest and largest freshwater
body by volume. In spite of its enormous depth, episodically (i.e. almost twice a year) large volumes
of surface, cold and oxygenated water sink towards the bottom of the lake. This phenomenon is
known as deep ventilation and determines the periodical, partial renewal of deep water, playing
a key role in the ecology of the whole lacustrine system. Despite deep ventilation has been
widely observed, still significant uncertainties exist about the detailed characterization of deep
downwellings.
In order to tackle this issue, a simplified, one-dimensional numerical model has been developed,
which allows for a suitable simulation of deep ventilation in profound lakes. Three main algorithms
are at the basis of the model: a reaction-diffusion equation for temperature and other tracers (e.g.
dissolved oxygen), and two Lagrangian algorithms, the first to handle buoyancy-driven convection
due to density instability (including thermobaric effects) and the other to reproduce the deep
downwelling mechanism. Thanks to its simple structure, such a model ensures a considerable com-
putational speed that makes it suitable to perform long-term simulations (i.e. decades, centuries).
At the same time, it has been shown to be appropriate for quantitatively and qualitatively simulating
deep ventilation, well capturing the relative contribution of the different processes involved.
The model has been applied to investigate deep ventilation in the South Basin of Lake Baikal.
The numerical results have been shown to be in good agreement with observed data (concerning
temperature, CFC-12 and dissolved oxygen profiles), indicating a proper performance of the
core algorithms. The analysis of results allowed for a detailed description of the major mixing
and thermal dynamics of the lake, and for an in-depth characterization of deep water renewal
(e.g. typical downwelling temperatures and volumes, vertical distribution of sinking water, energy
balance). Numerical simulations have been performed under current conditions and climate change
scenarios, thus permitting to assess the future behavior of the lake and the possible impact on deep
ventilation, in response to the expected evolution of climate.
In addition to the main results discussed above, this study provided some additional outcomes:
a simplified lumped model to convert air temperature into surface water temperature of lakes,
and a novel downscaling procedure to transform meteorological data (i.e. wind speed and air
temperature) from the global scale to the lake scale.
In the light of the proven performance of the deep ventilation model, further improvements
of the model could bring to the development of a suitable module to simulate biogeochemical
processes in the lake, thus providing valuable information to assess the role of deep ventilation in
affecting the lake ecosystem.
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1 Introduction
Transport and mixing phenomena are among the most important physical processes that
regulate chemical and biological dynamics in lacustrine systems [Imboden and Wüest, 1995]. These
processes are mainly driven by the combination of turbulent diffusion and convection, which,
in turn, are strictly interlinked with the intrinsic properties of the water body (e.g. diffusivity,
thermal structure, stratification, geometric features) and are primarily controlled by the external
conditions (e.g. wind action, surface/bottom heat exchange, river inflow/outflow). Depending on
the particular features of each lake, the dynamics that regulate the transfer of mass, momentum
and energy within the water body can be different, giving rise to the existence of a wide variety
of peculiar, sometimes singular, natural phenomena. These phenomena are often complex, due to
the strong interactions between the various physical processes that take place in lakes. For these
reasons, an in-depth investigation of their main causes and consequences can be difficult and not
always straightforward. Generally, comprehensive three-dimensional numerical models are able to
reproduce the overall circulation pattern of lakes, thus possibly providing valuable insight into the
understanding of these phenomena. Notwithstanding, for a proper implementation of such type
of models a large amount of data is usually required both as input and for model calibration and
validation. Since sufficient information are often not available, especially for large basins located in
scarcely monitored regions, a valid alternative is the use of physically-based, simplified models
able to capture the major processes of interest and their mutual interactions. The development of
reliable simplified models to investigate complex phenomena in natural aquatic systems is a great
challenge, which also represents the major concern of the present work.
This study focuses on the investigation of the phenomenon of deep ventilation in Lake Baikal,
the oldest (∼ 25 millions years), deepest (max depth 1642 m) and most voluminous (23615 km3)
lake in the world. Lake Baikal is a large, temperate lake located in the Southern Siberia, which
contains about the 20% of the world’s unfrozen freshwater reserve and is the habitat of many limnic
animals and plants species, most of them endemic [Martin, 1994; Timoshkin, 1997; Bondarenko
et al., 2006; Moore et al., 2009]. Thanks to the unique ecosystem that has been evolved during
millions of years and adapted to singular, sometimes extreme, conditions, Lake Baikal was declared
an UNESCO World Heritage Site in 1996. Besides it is world-wide known for its astonishing
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ecosystem, numerous outstanding physical phenomena occur within this massive lake, which
captured the attention of the scientific research community. Concerning hydro-thermodynamic
phenomena, several field observations and measurements have been conducted [e.g. Weiss et al.,
1991; Shimaraev et al., 1993; Hohmann et al., 1997; Ravens et al., 2000; Wüest et al., 2000, 2005;
Schmid et al., 2008; Shimaraev et al., 2009, 2011a,b, 2012], and many mathematical and numerical
studies have been performed [e.g. Killworth et al., 1996; Tsvetova, 1999; Peeters et al., 2000; Botte
and Kay, 2002; Lawrence et al., 2002].
Deep ventilation (often referred to as deep water renewal or deep downwelling), is certainly the
most famous and widely investigated physical process. This phenomenon consists in a large scale,
turbulent convective mixing capable of renewing profound water by replacing and mixing it with
colder and more oxygenated surface water. Indeed, in spite of its enormous depth and the fact that
the seasonal convective mixing is limited to the uppermost part of the water column, periodically
(i.e. nearly twice a year) large volumes of surface water sink towards the bottom of the lake.
Numerous are the consequences on the physical, chemical and biological properties, among
which the most evident is the high oxygen content (up to the 80% of saturation [Weiss et al., 1991])
along the entire water column, which allows for the existence of aquatic fauna down to huge depths.
Thermobaric instability, which is due to the combined dependence of water thermal expansion
on temperature and pressure (i.e. thermobaricity [McDougall, 1987]), has been identified as the
mechanism responsible for the periodical deep downwellings [Weiss et al., 1991]. This kind of
instability is likely to occur when the lake is inversely stratified (i.e. temperature increases with
depth), if surface water is displaced downwards to a critical depth where it becomes conditionally
unstable. Different hypothesis have been proposed to explain the causes at the basis of thermobaric
instability, wind-induced vertical mixing being the most probable and accepted [Weiss et al., 1991;
Killworth et al., 1996; Botte and Kay, 2002; Wüest et al., 2005; Schmid et al., 2008].
Deep intrusions of cold water have been regularly observed [e.g. Weiss et al., 1991; Peeters
et al., 2000; Wüest et al., 2005; Schmid et al., 2008; Shimaraev et al., 2011a,b], especially in the
South Basin of the lake. Notwithstanding, some degree of uncertainty still exists in evaluating
the extension of deep downwelling volumes, which is confirmed by the wide range of estimates
proposed in the literature [Peeters et al., 2000; Wüest et al., 2005; Schmid et al., 2008; Shimaraev
et al., 2011a]. One of the main difficulties in properly investigating and characterizing deep ventila-
tion of Lake Baikal is represented by the limited availability of measurements and observations.
As a matter of fact, due to the impressive dimension of the lake and the fact that it is located in a
very remote region, much of the basin is unmonitored and only a few datasets are available. These
data present significant spatial and/or temporal resolution limitations, which are one of the major
obstacles to their effective use.
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The general aim of this study is to characterize deep ventilation in detail and describe the typical
mixing and thermal regimes of Lake Baikal, both under current and projected climate conditions.
In order to achieve this main objective, a simplified, one-dimensional numerical model has been
developed, which is able to properly simulate deep ventilation in profound lakes. The model has
been developed with a simple computational structure in order to perform long-term simulations
(hundreds of years), requiring a low computational cost. At the same time, it has been designed to
deal with a limited amount of information, according to the few available measurements.
The model is used here to investigate deep ventilation of Lake Baikal, but in principle it could
represent a suitable tool to study the mixing dynamics of other very deep lakes in the world.
Beyond the introductory remarks, the thesis is organized into the following chapters.
In Chapter 2 a general description of Lake Baikal is provided. The first part is devoted to a
brief overview concerning the geography and morphology, the regional climate, the surface ice
conditions and the aquatic ecosystem of the lake. In the second part of the chapter, the main
physical processes occurring in the lake are described, with particular emphasis on thermobaric
instability and deep ventilation.
The simplified, one-dimensional model to simulate deep ventilation in profound lakes is
presented and discussed in Chapter 3: the mathematical model is formulated, describing the core
algorithms and the specific parameterizations that have been included.
Chapter 4 is devoted to the presentation of a simplified, physically-based model to estimate
surface water temperature based on air temperature only. The model has been applied to the case of
Lake Superior, for which long-term datasets of air and water temperature are available. The model
is used in Chapter 5 to estimate surface water temperature of Lake Baikal under future climate
change scenarios.
Chapter 5 focuses on the description, analysis and processing of the available data. In particular,
a large portion of the chapter is devoted to the downscaling of available re-analysis data and future
climate projections from their coarse spatial resolution to a more suitable lake scale. In this regard,
a novel downscaling procedure has been developed which is suitable for the downscaling of climate
change scenarios.
Results are presented in Chapter 6. Besides the calibration of the main parameters of the model,
the chapter focuses on the description of the numerical results concerning the behavior of the lake
under current and expected climate conditions. Numerical results allowed for a detailed description
of the actual mixing regime and thermal dynamics of the lake (e.g. seasonality of temperature and
diffusivity profiles), and for a statistical characterization of deep ventilation (e.g. mean annual
downwelling volume and temperature, deep ventilation timing). Furthermore, the impact that
climate change is likely to have on deep water renewal and on the general behavior of the lacustrine
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system is analyzed.
Finally, concluding remarks are addressed in Chapter 7.
A detailed introduction is given at the beginning of each individual chapter.
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2 Lake Baikal and deep ventilation
Abstract - Lake Baikal is located in the Southern Siberia and is famous for being the world’s oldest, deepest
and largest freshwater basin in terms of volume. It contains about the 20% of the world’s unfrozen freshwater reserve,
roughly equivalent to the water volume in the Great Lakes taken all together, which are 8 times more extended than
the Siberian lake. Despite its enormous depth, the lake’s waters are well-mixed and well-oxygenated throughout the
entire water column, with dissolved concentrations up to the 80% of saturation. This feature, together with the singular,
sometimes extreme, environmental conditions (e.g. the enormous depth, several months of ice cover, high water clarity,
low nutrient concentrations) gave rise to a unique ecosystem and an astonishing aquatic environment, which earned it to
be declared as a World Heritage Site by UNESCO in 1996.
The high oxygen concentration and the intense mixing observed along the entire water column are determined by a
periodic renewal of deep water. Indeed, large volumes of superficial, cold and oxygenated water regularly (i.e. nearly
twice a year) sink to the bottom of the lake, mixing and replacing hypolimnetic water. This peculiar phenomenon is
known as deep ventilation or deep water renewal, and is caused by deep downwellings due to thermobaric instability.
Thermobaricity is the coupled dependence of water density on temperature and pressure, thus acquires fundamental
importance in very profound lakes, as is the case of Lake Baikal.
This chapter is structured in two main parts. In Section 2.1 Lake Baikal is presented, and its main characteristics
and features are described: geography and morphology, regional climate, surface ice conditions and aquatic ecosystem.
The second part, Section 2.2, is devoted to the characterization of the thermal regime of the lake and to the description of
the physical processes occurring in its waters, with particular emphasis on thermobaric instability and deep ventilation.
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2.1 Lake Baikal
2.1.1 Geography and Morphology
Lake Baikal is situated almost in the center of the Asian continent (Siberia), in the foothills
of the East Sayan Mountains, 455.5 m above the sea level (Figure 2.1). It lies in the Baikal Rift
Zone, the largest active continental rift system in Eurasia [Lesne et al., 1998]. Lake Baikal is the
world’s oldest (25×106 years), deepest (1642 m) and largest (23615 km3) freshwater body in terms
of volume [The INTAS Project 99-1669 Team, 2002]. The freshwater basin runs from North-East
to South-West for about 650 km, between 51◦28′ and 55◦47′ N and 103◦43′ and 109◦58′ E. The
average width of the Baikal depression is about 49.3 km, with a maximum of 81 km in its central
part, and a narrowing of 27 km in front of the Selenga River [Shimaraev et al., 1994]. The length of
the shoreline is about 1800 km, and there are 22 islands with a total area of 716 km2 [Shimaraev
et al., 1994], the largest being Olkhon Island with a surface area of about 700 km2.
Lake Baikal receives every year 60 km3 of water from more than 300 tributaries [Bradbury
et al., 1994], which drain an immense catchment area of about 540000 km2. The Selenga River
provides more than 50 % of tributary inflow, thus representing the most important tributary river of
the lake, while the Angara River is the only river flowing out of Lake Baikal, at its southernmost
end (see Figure 2.2).
Two submerged sills divide the lake into three sub-basins of similar size (see Figure 2.2): the
South Basin (SB, max depth 1461 m), the Central Basin (CB, max depth 1642 m) and North Basin
(NB, max depth 904 m). The average depths of the two sills are 300−400 m (see Figure 2.2), thus
direct inter-basin exchange of water masses beneath this depth are excluded [Shimaraev et al., 1994;
Peeters et al., 2000]. The South Basin stretches from the southern end of the lake to the Selenga
River delta, where the bottom of the lake is higher than the adjacent parts (the Selenga Shallows).
The middle cavity is located between the Selenga River and the north sill (the Academician Ridge),
which extends from the Olkhon Island north-eastwards towards the Ushkanyi islands archipelago.
The North Basin stretches from the Ushkanyi islands archipelago to the northern end of the lake.
The separation of the lake in three sub-basins is clearly visible in the bathymetry (see Figures 2.1,
2.2 and 2.3).
The lake is completely surrounded by mountains (see Figure 2.3). Two coastal mountain belts,
the Baikalskii and Primorskii, border the west coast of the lake, with benchmark elevations ranging
from 700 to 1500 m, and from 1500 to 2500 m, respectively. In the east, coastal plains separate the
shore from the Barguzinskii, Ulan-Burgasy, and Khamar-Daban mountain ranges. The underwater
part of the basin reflects the surrounding topography, resulting in a asymmetric bathymetry: the
western shore is characterized by a steep border faults (slope up to 60◦, average 30−35◦, Shimaraev
et al. [1994]) and the shallow water platform is not developed, while the eastern side is more gently
7
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INTASProject 99-1669A newbathymetricmapofLakeBaikal
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Figure 2.1: Bathymetric map of Lake Baikal, and its location on the globe (modified from The INTAS
Project 99-1669 Team [2002]).
sloping (average slope of about 7−10◦) and the coastal shelf on it is much more greatly developed
[Galaziya, 1993] (see Figures 2.2 and 2.3). The bottom of the lake is a vast underwater plain, with
a little incline westwards where the maximum depths of the lake are localized. Thanks to the very
steep sides and the flat bottom, the average depth of Lake Baikal is about 744 m.
Beneath its bottom, the Baikal depression is filled with a large volume of sediments. The typical
thickness of the sediments layer has been estimated as equal to about 7 km [e.g. Hutchinson et al.,
8
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Figure 2.2: Cross sections of Lake Baikal: a) cutting planes, b) transverse sections, and c) longitu-
dinal section (modified from The INTAS Project 99-1669 Team [2002]).
1992; Scholz et al., 1993], with a maximum value of more than 9 km in some localities around the
Selenga Delta [Scholz and Hutchinson, 2000]. The layer of accumulated sediments is a significant
source of gas, oil and bitumens in the lake [Klerkx et al., 2006; Khlystov et al., 2007; Kontorovich
et al., 2007], and represents a valuable archive to investigate the history of local climate [Kashiwaya
et al., 2001].
2.1.2 Climate
The climate of South-East Siberia is continental, but the thermal inertia of the lake’s enormous
water mass and the peculiarities of its mountainous surroundings create an unusual microclimate,
which has some signs of a maritime climate.
Air temperature The huge volume of water contained in Lake Baikal influences the processes
of heat exchange between the lake and the atmosphere, and hence has significant thermal effects on
9
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Figure 2.3: 3D bathymetry and topography of Lake Baikal [The INTAS Project 99-1669 Team,
2002].
the air temperature above the lake and the coastal areas. The sharp difference between summer and
winter temperatures, which is typical of continental climates, is considerably reduced: if compared
to the surrounding regions, air temperature over the lake is 6−8◦C colder in summer, and 10−15◦C
warmer in late autumn and early winter. As a consequence, the annual amplitude of temperature
variation is smaller close to the lake (30− 38◦C) than above the neighboring areas (41− 50◦C)
[Shimaraev et al., 1994], resulting in cooler summers are milder winters.
Due to the huge dimension of the lake, the non-uniform topography and the complex local
atmospheric circulation patterns, air temperature changes considerably moving from one place to
another over the lake. In particular, the great latitudinal extent of the basin (the lake spans more than
4◦ of latitude) determines a clear trend towards a decrease of air temperatures from the South Basin
to the North Basin. Mean temperatures observed during the past century at the South, Central and
10
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North Basins are respectively −14.5◦C, −15.3◦C and −17.4◦C, in winter, and 10.5◦C, 9.6◦C and
8.4 ◦C in summer, with mean annual temperaturee of −1.3◦C, −1.9◦C and −3.2◦C, respectively
[Shimaraev et al., 1994].
Finally, not only the large volume of water has a tempering effect on air temperature, but the
presence of the lake also determines a delay in the annual temperature cycle. Indeed, above and
close to the lake, the maximum and minimum air temperatures occur nearly a month later than in
the surrounding territories: the warmest month being August (it is rather warm still in September),
and the coldest month being February.
Atmospheric precipitation The distribution of precipitation over the lake is largely determined
by the effects of the topography and the orientation of the slopes as related to the direction of the
atmospheric circulation patterns. In general, precipitation caused by global atmospheric circulation
occurs when large-scale cyclonic flows of moist air cross the mountain ridges at the north-west
shore, which are almost perpendicular to the predominant north-western transference of air masses
in all seasons. On the other hand, precipitation from local atmospheric circulations are caused
by thermal convection currents and unstable air masses, the latter being closely connected with
mountain-valley circulations and ascending and descending breezes [Afanasyev and Leksakova,
1973].
Shimaraev et al. [1994] analyzed the annual distribution of atmospheric precipitation, finding
a remarkable spatial and temporal variability. The heaviest precipitation (up to 1400 mmy−1) is
observed at the Khamar-Daban mountain range, whereas the precipitation rate over the surface of
the lake is comprised between 200 and 500 mmy−1, with the least precipitation observed over the
Central Basin. The most of the precipitation falls during the warm season (from April to October),
with a peak in July (13−20 % of the annual total). During the cold season, atmospheric precipitation
is low due to the development of anticyclonic circulations, with a minimum precipitation rate in
February (1−3 % of the annual total).
Winds Lake Baikal has a very complicated regime of locally variable winds, which appear
suddenly and blow in various directions [Ivanov, 2012]. Depending on their direction, winds can be
categorized as lengthwise and cross winds. Rzheplinsky and Sorokina [1977] provided a valuable
description of the typical wind patterns over the lake, which is integrated with long-term statistics
of wind speed and duration associated to each of them. During the ice-free period (May-December)
two different regimes are clearly distinguishable: weak and unstable winds predominate from May
to September, whereas from October to December there is a strong incidence of north-west and, to
some extent, north-east winds [Shimaraev et al., 1994]. The strongest, most severe and dangerous
wind is the one blowing from north-west, named Gornaya (the mountain wind, in Russian gorny
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stays for mountain), which can reach velocities up to 30−40 ms−1 [Ivanov, 2012].
Winds are strongly influenced by the topography and the gradients of pressure due to the
considerable differences of temperature between the lake and the surrounding regions. From May
to July, the thermal effect of the huge mass of water produces a localized high pressure region over
the lake, which generates on-shore winds. On the contrary, from October to January the thermal
contrast of land and surface water temperatures leads to a localized low pressure system over the
lake, and the enhancement of off-shore winds.
Wind velocities are higher over the Central and South Basins, while lower values can be
observed at the North Basin, due to the sheltering effect of local topography that isolate the lake
from the general circulation [Shimaraev et al., 1994].
2.1.3 Ice Conditions
Every year Lake Baikal is covered by ice for several months. Due to the extraordinary latitudinal
extent of the lake and the diversity of physical and geographical conditions in various parts of
the freshwater basin, there is a north-south gradient in both the time of freeze-up and the time
of break-up [Shimaraev et al., 1994; Livingstone, 1999] (see Figure 2.4a). Indeed, the ice-cover
period ranges from 4 to 4.5 months in the south part, and from 6 to 6.5 month in the northern part
[Kouraev et al., 2007a].
The timing of freeze-up depends mainly on the intensity of the lake cooling at the end of the
year, thus making air temperature in November and December the main meteorological driving
factor [Kouraev et al., 2007a]. Freezing starts from late October to early November in small shallow
bays, and most of the northern part is usually frozen over by early December, whereas the surface
of the South Basin freezes completely about one month later, from late December to early January
[Shimaraev et al., 1994; Livingstone, 1999]. The maximum ice thickness varies from about 100 cm
in the northern basin to 80 cm in the southern basin [Livingstone, 1999; Todd and Mackay, 2003],
and is subjected to inter-annual variability, with thickness typically ranging between 50 and 110 cm
[Shimaraev et al., 1994].
The ice cover starts to break-up in the southern part in late March or early April, and by the
middle of May the South and Central Basins are generally free of ice. In the northern basin the
thaw of ice occurs from 2-3 weeks up to 1 month later, and the basin is free of ice in early June
[Shimaraev et al., 1994; Todd and Mackay, 2003]. Ice break-up depends on several factors, among
which: the heat exchange between ice and water, the influence of solar radiation during ice melt, the
ice thickness, the presence/absence of snow cover, the wind action, and the thermal and dynamical
influence of the river inflows. During the melting season, when the ice sheet is thin, huge circles
in the ice cover have been observed, which have a typical radius of about 2.5−3 km (see Figure
2.4b). The mechanisms involved in the formation of the rings have not been fully clarified yet, the
12
2. Lake Baikal and deep ventilation
most likely hypothesis being the hydrothermal activity in Lake Baikal and the intense gas venting
[Balkhanov et al., 2010; Ivanov, 2012]
Baikal ice is peculiar because of its high degree of transparency (especially off the west coast
and in the central part of the lake, Shimaraev et al. [1994]), which is very important for the
development of phytoplankton, zooplankton, and benthos that begins in late winter/early spring,
when the lake is still ice covered [Kouraev et al., 2007a; Moore et al., 2009]. Ice and snow
conditions also influence the living conditions of the only Baikal mammal - the Baikal seal (Phoca
sibirica, see Section 2.1.4). Indeed the seals give birth to their offspring in the snow caves on the
ice from the end of February to the beginning of April, whereas during winters with thin snow
cover it is difficult for the seals to construct these snow caves, thus leaving baby seals vulnerable to
predators, such as crows [Kouraev et al., 2007b; Moore et al., 2009].
Finally, the ice cover is also important for fishing activities, tourism and transport; indeed,
during winter the ice is strong enough to support roads, and the narrow lake width allows to more
rapidly reach the opposite coast by crossing the lake instead of driving along the coast (see Figure
2.4c).
2.1.4 Biodiversity of Lake Baikal
Besides being known for its extreme depth and enormous volume, Lake Baikal is also famous
for its outstanding aquatic ecosystem, which is closely connected with its great age and unique
natural heritage. Indeed, aquatic life has adapted over the centuries to singular, sometimes extreme,
environmental conditions (e.g. the enormous depth, several months of ice cover, low nutrient con-
centrations, high oxygen concentration along the entire water column) giving rise to an astonishing
aquatic environment. Lake Baikal is extremely rich in biodiversity, most likely the lake that harbors
more species than any other lake in the world [Moore et al., 2009]. Numerous studies have been
undertaken to assess the number of endemic species in Lake Baikal [e.g Martin, 1994; Timoshkin,
1997], recently Bondarenko et al. [2006] estimated that its waters are home for approximately
2500 animal species, 82% of which are endemic, and about 1000 species of plants, 30% of which
are endemic. The fauna of Lake Baikal one of the most diverse in the world with, for example,
255 species of shrimp-like amphipod several of which exhibit gigantism (e.g. Acanthogammarus
maximus, see Figure 2.5a), 80 species of flatworm and 33 species of sculpin fishes, including the
deep-downwelling translucent golomyanka (Comephorus baicalensis and Comephorus dybowskii)
that resemble abyssal marine fishes [Brunello et al., 2006; Hampton et al., 2008] (Figure 2.5a).
The most famous aquatic species is the Baikal seal (Phoca sibirica), the world’s only freshwater
pinniped, which is known locally as nerpa (Figure 2.5c).
Thanks to exceptional endemism of Lake Baikal, in 1996 the lake was added to the United
Nations Educational, Scientific, and Cultural Organization (UNESCO) list of World Heritage Sites
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a) c)
b)
Figure 2.4: Ice cover on Lake Baikal: a) ice breaking up in the central part of the lake on May
4, 2012 (source: NASA image by Jeff Schmaltz, LANCE/EOSDIS MODIS Rapid Response; link:
www.earthobservatory.nasa.gov/IOTD), b) strange circular area of thinned ice in the southern
end of Lake Baikal on April 25, 2009 (source: Astronaut photograph ISS019-E-10556, provided
by the ISS Crew Earth Observations experiment and Image Science & Analysis Laboratory, Johnson Space
Center; link: www.earthobservatory.nasa.gov/IOTD), and c) ice highway on Lake Baikal (photo
credit: Thomas Hack; link: www.pinterest.com/pin/57350595224731816).
(WHS) which cited Lake Baikal as "the most outstanding example of a freshwater ecosystem"
[UNESCO, 1996].
In conclusion, it is worth noting that the presence of high oxygenated deep water, a trait
shared with oceans but unique among deep lakes (> 800 m), is a key factor for the existence of
multicellular life and the evolution of an extensive, mostly endemic fauna in the lake’s profundal
depths [e.g. Moore et al., 2009]. The high oxygen content down to the deepest layers of Lake
Baikal is a consequence of deep ventilation, a singular phenomenon that is exhaustively presented
and described in Section 2.2.
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a) b) c)
Figure 2.5: Some of the endemic animal species of Lake Baikal: a) an amphipod on a sponge (source
ferrebeekeeper.files.wordpress.com), b) Baikal oilfish (golomyanka), the famous translucent
abyssal fish (source www.irkutsk.org), and c) Baikal seal or Nerpa (Pusa sibirica) the only
exclusively freshwater pinniped species (source www.askbaikal.com).
2.2 Deep ventilation
Due to its huge dimension and the large amount of wide-ranging physical and ecobiological
phenomena occurring in it, Lake Baikal has caused a great interest in the international scientific
community. Concerning hydro-thermodynamic phenomena, one of the most studied processes is
deep water ventilation, which is the episodic sinking of large volumes of surface water down to the
hypolimion of the lake (see Figure 2.6 for a schematic illustration). Indeed, despite its enormous
depth and the fact that the seasonal convective mixing is limited to the uppermost active layer (first
250 m depth), Lake Baikal is characterized by an intense renewal of deep water. As a consequence,
the hypolimnetic layers are oxygenated even down to the bottom of the lake, with concentrations
of dissolved oxygen generally greater than 80% of saturation [Weiss et al., 1991]. In addition,
the existence of regular deep intrusions is responsible for a permanent, even if weak, deep water
stratification.
Deep intrusions of cold water have been regularly observed, usually during the period of
convective surface mixing: in June (after the melting of the ice cover) and in December/January
(before the surface freezes) when the surface layer is well mixed, thus having a quasi-uniform
temperature profile. Thermobaric instability, which results from the decrease in the temperature
of maximum density, Tρ,max, with increasing depth (see Sections 2.2.1 and 2.2.4 for a detailed
description), has been identified as the mechanism responsible for deep ventilation [Weiss et al.,
1991]. Notwithstanding, it has not been fully clarified yet which physical process may provide
sufficient energy to the system to trigger this kind of instability. In this regard, many possibilities
have been suggested: cabbeling instability of spring thermal bars [Shimaraev et al., 1993], dense
water plume formation in correspondence of the inflow regions [Hohmann et al., 1997], water
exchange over the sill between the Central and North Basins at Academician Ridge [Peeters et al.,
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1996; Hohmann et al., 1997] and wind-induced vertical mixing [Weiss et al., 1991; Killworth et al.,
1996; Botte and Kay, 2002; Wüest et al., 2005; Schmid et al., 2008].
Cold downwellings have been found to be more frequent and to have a grater cooling effect of
deep water in the South Basin of Lake Baikal than in other parts of the lake [e.g. Shimaraev et al.,
2011b]. For this reason, and because measurements and observations at the South Basin are more
available than in the central and northern basins, the present study is primarily focused on this part
of the lake.
Win
d
Figure 2.6: Schematic representation of deep ventilation: the sinking water cools and oxygenates
the deep layers of the lake. For simplicity of representation and comprehension, the
sketch shows a downwelling event occurring at the shore in presence of a wind blowing
parallel to the coast, that generates inshore Ekman transport (i.e. coastal downwelling).
2.2.1 Physical properties of water and thermobaricity
The density of water, ρ, depends on temperature, T , pressure, P, and its physicochemical
properties (e.g. salinity, S). In order to adequately determine pressure, volume and temperature
properties of lake water, Chen and Millero [1986] proposed an equation of state for freshwater
that is valid over the range appropriate for most freshwater lakes: 0−0.6h salinity, 0−30◦C, and
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0−180 bar [see also Chen and Millero, 1977]. The equation is in the form
ρP = ρ0
(
P
K
)
, (2.1)
where ρP and ρ0 are the densities of water at the pressure P and at the sea level (P = 0 bar), and
both ρ0 and K are functions of T , P and S. In this study, all the thermophysical properties of water
(e.g. density ρ, thermal expansivity α, specific heat capacity cp) have been calculated using this
equation, which is widely accepted and utilized among limnologists. In the light of previous studies
[Killworth et al., 1996; Wüest et al., 2005], salinity has been assumed to contribute little to the
stratification of Lake Baikal, thus its role in the equation of state has been neglected (see also
Section 3.2). On the contrary, the dependence on pressure had to be necessarily considered due to
the enormous depth of the lake.
The coefficient of thermal expansion of water, α, is expressed in units of [K−1] and is defined
by
α=−1
ρ
∂ρ
∂T
∣∣∣∣
p
, (2.2)
where the subscript indicates that the derivative is calculated by keeping pressure constant. The
coefficient α is in close relation with one of the most important anomalous properties of water: the
density of water is non-linearly dependent on its temperature. As pure water (i.e. S = 0) at 0◦C
at the sea level is warmed, it increases in density until a maximum of 999.972 kgm−1 is reached
at 3.9839◦C [Chen and Millero, 1986]. Above this point, a further rise in temperature results in a
decrease of density. In other words, α changes sign at the temperature of maximum density Tρ,max,
which for pure water at the sea level is Tρ,max = 3.9839◦C: for T < Tρ,max density increases with
increasing temperature and hence α< 0, whilst for T > Tρ,max density decreases with increasing
temperature and thus α> 0.
Pressure (and salinity) has an important influence on water density, which, in turn, results in
a significant effect on both Tρ,max and α. Concerning the temperature of maximum density, its
dependence on pressure can be determined by solving the equation (∂ρ/∂T )|p = 0, which, in the
case of the [Chen and Millero, 1986] equation of state, yields
Tρ,max = 3.9839−1.9911×10−2P−5.822×10−6P2 , (2.3)
where we recall that P is in bar. Note that Tρ,max decreases with increasing pressures, thus with
increasing depth, by approximately 0.2◦C for every 100m of depth (100m' 9.81bar).
Due to the non linearity of the equation of state, lateral fluxes of heat (and salt) can cause
vertical advection of fluid, which are related to two different physical processes. The fact that α is a
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function of temperature (and salinity) causes the so called cabbeling effect, while the combined
dependence of α on temperature and pressure is referred to as thermobaricity [McDougall, 1987].
Both processes are important in oceans and deep lakes, since they are often the cause of deep
vertical convection and significantly enhance vertical mixing [e.g. Garwood et al., 1994; Løyning
and Weber, 1997; Weber and Løyning, 2006]. Indeed, it is not uncommon for cabbeling and
thermobaricity to cause downwelling velocities of about 10−7 ms−1 [McDougall and You, 1990].
2.2.2 Local stability
A water column is said to be locally stable if a fluid parcel that is displaced isentropically
(i.e. without exchange of heat and salt with the surrounding water) from its initial position by an
infinitesimal vertical distance dz experiences a restoring force [Peeters et al., 1996].
For an easier comprehension, local stability can be described considering two water parcels
separated by a very small vertical distance. Imagine that the upper parcel is moved isentropically to
the depth of the lower one, where the density of the two parcels are compared. If the density of
the upper parcel is smaller than the density of the one at the lower position, the water column is
said to be locally stable: because of buoyancy, the displaced parcel is pushed back to its original
position, thus the displacement is reversible. In case the density difference is zero, the water column
is referred to as neutrally stable: the two water parcels can exchange position wihout altering the
potential energy of the system. Finally, if the displaced water parcel is heavier than the one at
the lower position, the water column is said to be unstable: as a consequence of this exchange of
positions, a spontaneous convection is initiated. The convection continues until the water column
reaches a stable configuration, which has a lower potential energy compared to the initial condition.
Since the displacement of the water parcels are infinitesimally small, the stability depends on the
local density gradient, hence the expression local stability [Imboden and Wüest, 1995].
The correct criterion for local stability in a stratified fluid is [Landau and Lifshitz, 1987; Osborn
and LeBlond, 1974]
dρ
dT
∣∣∣∣
P
ds
dz
> 0 , (2.4)
where z is the vertical coordinate defined as positive downward, and s is the entropy. When the left
hand side of (2.4) is negative the water column is unstable, whilst when it is equal to zero the water
column has neutral stability.
In freshwater, the temperature of maximum density is above the freezing point and thus the first
term of Equation (2.4) cannot be neglected when studying local stability in lakes. Expanding the
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entropy gradient, the stability condition can be rewritten as
dρ
dT
∣∣∣∣
P
(
∂s
∂T
∣∣∣∣
p
dT
dz
+
∂s
∂p
∣∣∣∣
T
d p
dz
)
=
dρ
dT
∣∣∣∣
P
(
cp
T
dT
dz
+
g
ρ
∂ρ
∂T
∣∣∣∣
p
)
> 0, , (2.5)
where cp = cp(T,P) is the specific heat capacity at constant pressure [e.g. see Landau and Lifshitz,
1987, for further details]. Substituting the definition of the thermal expansivity given in (2.2) into
(2.5), and after some algebraic manipulations, the stability condition becomes
−α
(
dT
dz
−Γ
)
> 0 , (2.6)
where Γ is the adiabatic temperature gradient, which is defined as [e.g. Imboden and Wüest, 1995]
Γ=
dT
dz
∣∣∣∣
ad
=
gα(T +273.15)
cp
. (2.7)
It is worth noting that, by definition, Γ corresponds to the vertical in situ temperature gradient
in a neutrally stable water column. As a matter of fact, when dT/dz is equal to Γ, the left hand side
of Equation (2.6) is zero, which is the condition for neutral stability. Furthermore, from Equation
(2.7) it is easy to see that the sign of Γ is given by the sign of α, and in particular: α and Γ are
negative for T < Tρ,max, and positive for T > Tρ,max (see Figure 2.7).
In the literature, local stability is generally assessed by means of the squared Brunt-Väisälä
buoyancy frequency N2 [Gill, 1982], which is nothing but the left hand side of expression (2.6)
multiplied by the gravitational constant g
N2 =−gα̂dΘ
dz
=−gα
(
dT
dz
−Γ
)
, (2.8)
where α̂ is the thermal expansion coefficient for the potential temperature [see Peeters et al., 1996,
for details] and Θ is the potential temperature, which for a fluid parcel at the pressure P is defined
as the temperature that this parcel would have if adiabatically brought to a reference pressure Pr
(the potential density can be defined analogously)
Θ(z) = T (z)−
∫ zr
z
Γdz′ . (2.9)
Since g is a positive constant, according to Equation (2.6) the water column is stable when N2
is positive, and neutral or unstable depending if N2 is zero or negative, respectively.
Alternatively, the squared Brunt-Väisälä frequency can be expressed in terms of the density
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Figure 2.7: Conditions for local stability (shaded regions) for the cases of: a) potential temperature
(Θ), b) real temperature (T ), and c) density (ρ). Modified from Imboden and Wüest
[1995].
through the following Equation [e.g. Peeters et al., 1996]
N2 =
g
ρ
(
dρ
dz
− dρ
dz
∣∣∣∣
ad
)
, (2.10)
where dρdz
∣∣∣
ad
is the adiabatic density gradient.
The regions of local stability forΘ, T and ρ are schematically presented in Figure 2.7, depending
on the sign of α.
The adiabatic term in Equation (2.8) is often neglected because it is usually much smaller
compared to the real temperature gradient, especially in correspondence to Tρ,max at which α
approaches zero. Neglecting Γ in the (2.8) corresponds to neglecting the adiabatic density gradient
in Equation (2.10), which reduces to
N2 =
g
ρ
dρ
dz
. (2.11)
Although this approximated definition of N2 is widely used in limnology and oceanography
applications, it is inadequate for small temperature gradients [Osborn and LeBlond, 1974]. As a
matter of fact, under these conditions the real and adiabatic gradients of temperature and density
have a similar order of magnitude, thus the adiabatic terms cannot be neglected. In conclusion,
for an accurate assessment of local stability, an increasing density with depth
(
dρ
dz > 0
)
is not a
sufficient condition. On the contrary, a minimum threshold on the density gradient is required to be
satisfied, which is that corresponding to the adiabatic temperature gradient
(
dρ
dz >
dρ
dz
∣∣∣
ad
)
[Osborn
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and LeBlond, 1974].
As far as Lake Baikal is concerned, the thermal structure of the water column is characterized by
small temperature gradients when water temperature approaches Tρ,max and within the hypolimnion,
with typical values of dT/dz ∼ O(10−4÷10−5) ◦C m−1. These values are comparable with the
adiabatic temperature gradients Γ∼ O(10−5÷10−6) ◦C m−1 at the same depths, thus making the
inclusion of Γ crucial to assess the stability of the water column. It is worth noting that a precise
estimation of the main thermophysical properties (density ρ, thermal expansibility α, specific heat
capacity cp) is essential to accurately evaluate Γ, thus to evaluate the stability of the water column.
2.2.3 Thermal regime
The thermal regime of Lake Baikal can be classified as dimictic [e.g. Hutchinson and Löffler,
1956; Lewis, 1983]. Dimictic lakes are stably stratified in winter (inverse stratification) and in
summer (direct stratification), and circulate twice a year at the transition between the two states.
According to the stability condition discussed in the previous section, deep dimictic lake present
two different stable thermal profiles in summer and winter (for the sake of simplicity and ease
of explanation, the contribution of Γ to local stability is neglected in the following discussion,
without loss of qualitative generality). In summer, when water temperature is warmer than Tρ,max
(i.e. α> 0) at any depth, temperature decreases with increasing depth, and the lake is referred to as
directly or regularly stratified.
On the contrary in winter, when water temperature in the epilimnion is colder than Tρ,max (i.e.
α< 0), the water column is stable if temperature increases with depth. Under these conditions the
water column is said to be inversely stratified. Beneath the epilimnion, however, deep water is not
much affected by the seasonal changes at the surface, and it remains directly stratified throughout
the year, with temperatures above Tρ,max (i.e. α> 0). The condition for stable stratification implies
that the vertical temperature gradient changes sign at the depth at which the in situ temperature
meets Tρ,max (α = 0), where also the sign of α changes. Therefore, it is evident that at this
intersection water temperature has its local maximum [e.g. Boehrer and Schultze, 2008], the so
called mesothermal maximum [Shimaraev et al., 1994].
This is the only temperature profile that is compatible with the stability condition. As a matter of
fact any vertical displacement of the mesothermal maximum away from the Tρ,max line would lead
to a specific form of convective turbulence known as thermobaric instability, which is essentially
caused by thermobaricity (see Section 2.2.1 for the definition). Since the water column is never at
rest, the mesothermal maximum is constantly exposed to this kind of instabilities, which causes
the continuous mixing with surrounding water. As a consequence, the mesothermal maximum is
not a well-defined point, but rather a well-mixed layer of almost homogeneous temperature, which
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thickness provides an indication for the largest amplitudes of the vertical displacement at that depth
[Wüest et al., 2005].
The typical thermal profiles that occur at the South Basin of Lake Baikal are shown in Figure
2.8, both for the warm (line with squares) and the cold (line with dots) season. During the cold
season, the mesothermal maximum is typically located at a depth of about 200−250 m, and has
a temperature of ' 3.55◦C. Beneath that depth, deep temperature profile is permanently, weakly
stratified over the whole year, and maintains a typical background temperature of about 3.38◦C
[Schmid et al., 2008].
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Figure 2.8: Temperature profiles measured (data courtesy of A. Wüest) on: 28 February 2005,
during the cold season the surface layer (above 250−300m depth) is inversely stratified
and the maximum of the temperature profile lies on the temperature of maximum density
curve, Tρ,max; 15 September 2005, during the warm season the surface layer is directly
stratified. Deep water (beneath 300m depth) is permanently, weakly stratified over the
year.
When surface water temperature approaches Tρ,max and the water column is nearly isothermal
(twice a year in dimictic lakes), the stable stratification weakens and the water column undergoes
complete or partial vertical mixing. In profound dimictic lakes (as is the case of Lake Baikal)
only the surface layer regularly turns over, while the deep water is just episodically and partially
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renewed [e.g Farmer and Carmack, 1981; Boehrer and Schultze, 2008; Crawford and Collier, 1997;
Shimaraev et al., 1994]. This is also the case of Lake Baikal. As a matter of fact, due to the the
enormous depth of the lake, during homothermy the wind-induced convection is limited to the
upper 250-300 m [Shimaraev et al., 1994]. Hence, only the epilimnion typically mixes, while the
hypolimnion is affected by an occasional, large-scale, convective mixing, which is known as deep
ventilation or deep water renewal. Weiss et al. [1991] observed this turbulent convective process in
Lake Baikal, and explained it as a consequence of thermobaric instability (see Section 2.2.4 for an
in-depth description).
2.2.4 Thermobaric instability
Thermobaric instability can be qualitatively described as follows. Consider a deep lake char-
acterized by a typical winter temperature profile (e.g. line with dots in Figure 2.8) in which
the epilimnion is inversely stratified and its mean temperature is colder than the bottom water
temperature. If a volume of epilimnetic water is mixed and pushed downward by the action of
an external forcing, it can become conditionally unstable when it reaches the depth at which its
density matches the density of the local deep water. This critical depth is known as compensation
depth, hc, and depends on the temperature of the sinking water volume and on the temperature
profile. In correspondence to hc, the descending water shows a temperature colder than Tρ,max
while, on the contrary, the local water is warmer. If the sinking water volume reaches and oversteps
hc, thermobaric instability is triggered: the sinking water is heavier than the surrounding water
and starts to sink freely until, along its descending path, it encounters deep water having the same
temperature, thus density (see Figure 2.9a). If the sinking water is heavier than the deep water, it
sinks until the very bottom of the lake (see Figure 2.9b). In both cases, as the descending volume
sinks, it is replaced either by water flowing from the sides or from above hc; in the latter case, this
may perpetuate the deep intrusion of water as the cold fluid crosses its compensation depth and
becomes unstable [Watts and Walker, 1995].
In general, deep ventilation is capable of renewing profound water by replacing and mixing it
with colder and more oxygenated surface water. As a consequence, despite its enormous depth,
Lake Baikal is characterized by strong vertical exchanges that ensure high oxygen and low nutrients
concentrations along the entire water column. The surprising high oxygenation of deep water (i.e.
dissolved oxygen concentration up to the 80% of saturation, Weiss et al. [1991]) plays a crucial
role for the existence of deep water aquatic life.
Deep downwelling events triggered by thermobaric instability are likely to happen during the
transition between the two seasonal stratification periods, when the lake is nearly isothermal [e.g.
Weiss et al., 1991; Shimaraev et al., 1994]. In late autumn and late spring the temperature gradient
within the epilimnion is progressively lowered, thus the density stratification weakens. Under these
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conditions less energy is required to overcome the stabilizing effect of buoyancy, the convective
mixing is enhanced and the turbulent diffusivity increases. Moreover, as surface water temperature
approaches Tρ,max, the difference between surface and deep water temperature reduces, and hence
hc becomes shallower (see Figure 2.9), further contributing to the diminishing the external energy
input required to trigger thermobaric instability.
On the contrary, when the epilimnion shows a strong inverse thermal stratification, in winter,
turbulent mixing is inhibited, thus reducing the diapycnal transfer of momentum, heat and mass
tracers. Under these conditions, the eddy size and hence the turbulent diffusivity are suppressed by
the presence of strong, stabilizing buoyancy forces. In addition, the surface water is much colder
than deep water, thus resulting in a deepening of hc and in a consequent increasing demand for
the external energy input necessary to initiate thermobaric instability. Hence, during the winter
stratification period, only shallow, partial downwellings are allowed: the surface water is pushed
until a certain depth < hc (depending on the energy input), where it is still buoyant and hence is
forced to rise back (see Figure 2.9c).
Finally, when the epilimnion is directly stratified, in summer, thermobaric instability cannot
occur since temperature is always warmer than Tρ,max and no compensation depth hc can be defined.
In this period of the year, only shallow convective mixing occurs, which result from the balance
between wind mixing and buoyancy fluxes (Figure 2.9d).
A schematic representation of the four possible types of thermobaric instability that can occur in
deep dimictic lakes is shown in Figure 2.9. The vertical movement of the water volume is depicted
from its initial (IP) to its final position (FP), passing through the depth at which the water volume
is forced to sink as a result of the external energy input, which is referred to as arrival position
(AP). For the sake of simplicity, in the figure the vertical displacement of the water volume follows
an adiabatic path. Hence, the heat exchanged with the surrounding water is not accounted for in
the drawing, whilst, in the reality, turbulence and mixing are enhanced during unstable conditions
when buoyancy acts as an additional source of turbulent kinetic energy [e.g Lorke et al., 2005].
In addition to the above considerations, meteorological conditions play a fundamental role:
deep downwellings are favored during the transition seasons also because strong winds affect Lake
Baikal in those periods of the year. As a matter of fact, the long term observations during the past
century provided by Rzheplinsky and Sorokina [1977] show pronounced seasonal variations, with a
general increase of wind speed and duration in May and, even more, from October to December
(see Section 5.1.1), when the water column is nearly isothermal. It is evident that stronger and more
persistent winds guarantee a major energy input at the surface, increasing the turbulent diffusivity
and the momentum transfer within the wind-affected layer.
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Figure 2.9: Possible types of thermobaric instability in deep dimictic lakes: when the lake is nearly
isothermal (late autumn and late spring) the surface water volume moving along an
adiabatic path crosses the compensation depth hc and a) stops when encounters local
water having the same temperature or b) sinks until the bottom of the lake; when the
upper part of the lake is strongly stratified, thermobaric instability does not occur, c)
neither in winter when hc is deep and thus the energy demand is high, d) nor in summer
when hc cannot be defined. In these last two cases, strong stabilizing buoyancy forces
reestablish the initial condition.
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Finally, thermobaric instability plays an important role in establishing the depth of the mesother-
mal maximum, which is not constant throughout the whole cold season. Moving from winter
to spring, the progressive rise in surface water temperature implies unstable conditions. As a
consequence, the epilimnion mixes and the mixing layer deepens, reaching its maximum thickness
(200−250 m) when the mean surface temperature approaches that of the mesothermal maximum. A
further heating at the surface will progressively rise the temperature of the mesothermal maximum,
and contextually the depth at which the temperature profile intersects the Tρ,max line gets shallower,
following the evolution of surface water temperature. The upper layer is well mixed and maintains
a nearly constant temperature. Under these conditions, the depth of the mesothermal maximum
and the compensation depth hc almost coincide, and any weak perturbation (e.g. wind induced
instability, internal waves, day/night thermal cycle) generates local thermobaric instability at that
depths. This will yields an upper temperature profile that follows the Tρ,max line up to the surface
[Weiss et al., 1991; Boehrer et al., 2008] (see Figure 2.10a).
After summer and autumn, during which lake is directly stratified, surface water begins to
cool, causing the gradual thickening of the mixing layer. Eventually, the epilimnion starts to
stratify inversely, and the mesothermal maximum appears at the very surface. Progressively it
deepens generating local unstable regions as it moves down, until it stabilises at the depth of about
200−250 m (see Figure 2.10b).
2.2.5 Vertical diffusivity
Small-scale vertical diffusion is a key process in Lake Baikal, and is highly correlated with the
extremely weak (even though permanent) stratification of deep water (i.e. beneath ∼ 250m) that
allows for the existence of large turbulent eddies [Wüest et al., 2005]. As a consequence, in the
deep part of the water column strong diffusive-type vertical fluxes are enhanced, which are able
to compensate the advective-type ones caused by deep downwellings [Ravens et al., 2000; Wüest
et al., 2005]. Close to the bottom of the lake, turbulence is enhanced due to friction-induced shear
stress, thus determining a significant increase of turbulent diffusivity [Wüest et al., 2000].
Different empirical techniques have been adopted to evaluate the vertical transfer of momentum,
heat and tracers in Lake Baikal: performing temperature microstructure profiles and inertial
dissipation measurements [Ravens et al., 2000], using CFCs, 3H, 3He or dissolved oxygen as
tracers [Killworth et al., 1996; Peeters et al., 1997, 2000], with temperature profile modeling
[Lawrence et al., 2002], and balancing biogeochemical water constituents [Wüest et al., 2000]. The
various studies (except for the results of Killworth et al. [1996] that are characterized by smaller
values) lead to deep water diffusivity estimates on the order of 10−4 to 10−3 m2s−1 within the
middle part of the deep water mass (roughly 500−1200 m depth) and an increase up to 10−2 m2s−1
[Wüest et al., 2000] near the bottom.
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Figure 2.10: Seasonal evolution of the depth of the mesothermal maximum: a) moving from late
spring to early summer, the mesothermal maximum gets shallower and warmer; b)
moving from early autumn to winter, the mesothermal maximum gets colder and
deepens until it stabilises at the depth of about 200−250 m. Temperature profiles has
been obtained using the model presented in Section 3.
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Figure 2.11: Vertical diffusivity profiles estimated by Ravens et al. [2000] and Wüest et al. [2005].
Figure 2.11 shows the diapycnal diffusivity profiles estimated by Ravens et al. [2000] and
Wüest et al. [2000].
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3 A simplified 1D model for the numerical
simulation of deep ventilation
Abstract - In the previous chapter, the phenomenon of deep water renewal in Lake Baikal has been described,
focusing on its underlying causes, and highlighting its main consequences. A proper description of deep ventilation
process and a careful quantification of the effects that large-scale, convective, deep intrusions have on the physical,
chemical and biological variables are mandatory in order to determine and comprehend the behavior of the overall
limnological system.
In this chapter an original one-dimensional model is presented, which simulates the ventilation mechanism occurring
in deep lakes. The model numerically computes the evolution of the temperature vertical profile taking into account the
stability of the water column and the occurrence of deep water intrusions. Given the required information (boundary
and initial conditions, internal parameters) the model allows one to simulate the temporal evolution of any tracer (e.g.
dissolved oxygen, salinity, biological tracers, etc.) in addition to the temperature T . In spite of its simple structure,
such a model represents a comprehensive tool able to effectively capture the feedback loops among the main physical
processes (downwelling, mixing, thermobaric instability). Climate dynamics are included not only assuming that the
external forcing can evolve (e.g. by accounting for seasonal or climatic fluctuations of the boundary conditions), but
also consistently adapting the internal properties of the lake. Indeed, in order to account for the effect of the variability
of meteorological forcing, a novel and expeditious approach has been developed to self-consistently reconstruct the
diapycnal diffusivity profile given the system and the external conditions. Thanks to these key properties, the model is
appropriate to analyze limnic systems under different climatic conditions.
The chapter is structured as follows. A brief introduction on the state of the art concerning the investigation of
deep ventilation is given in 3.1, highlighting the main difficulties and major methodological limitations. In Section 3.2,
the mathematical model is formulated, describing the governing equations and the algorithms to handle the vertical
convection due to the instability of the water column and the downwelling intrusions. Section 3.3 describes how external
forcing (i.e. the wind) and internal dynamics (e.g. oxygen deplation rate) are accounted for in the model. Initial and
boundary conditions are commented as well. The procedure to self-consistently reconstruct the diapycnal diffusivity
profile is formulated in Section 3.4. Finally, concluding remarks are given in Section 3.5.
A paper describing the model presented here and its application to Lake Baikal is ready to be submitted to a refereed
journal for consideration [Piccolroaz and Toffolon, 2013]. The model has been described also in Piccolroaz and Toffolon
[2011] and Piccolroaz and Toffolon [2012c].
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3.1 Background and state of the art
Deep ventilation of Lake Baikal has long fascinated the scientific community. During the last
decades, several mathematical models and numerical simulations have been performed [Killworth
et al., 1996; Tsvetova, 1999; Peeters et al., 2000; Lawrence et al., 2002; Botte and Kay, 2002], and
many field observations and measurements have been conducted [Weiss et al., 1991; Shimaraev
et al., 1993; Hohmann et al., 1997; Ravens et al., 2000; Wüest et al., 2000, 2005; Schmid et al., 2008;
Shimaraev et al., 2009, 2011a,b, 2012]. It is evident that, since deep water renewal has been shown
to have significant effects on the ecobiology of the whole lake (one of the most important being the
high oxygen content throughout the entire water column), a proper description of this process and a
careful quantification of its consequences on physical, chemical and biological variables is needed.
However, despite this phenomenon has been widely observed and investigated, still significant
uncertainty exists in evaluating the extension of the downwelling events. For instance, the volume
of typical intrusions in the SB has been estimated in a wide range, from 10km3 to 100km3 [Peeters
et al., 2000; Wüest et al., 2005; Schmid et al., 2008; Shimaraev et al., 2011a]. Furthermore, as
far as we know, no specific studies have been carried out to investigate, and possibly evaluate, the
possible effects of climate change on deep ventilation and, in turn, on the intrinsic properties of the
lake (e.g. thermal and mixing regimes, temperature and oxygen vertical profiles).
One of the main difficulties in properly investigating and characterizing deep ventilation of Lake
Baikal is represented by the limited availability of measurements and observations, concerning both
the lake thermal structure and the meteorological forcing. As a matter of fact, due the impressive
dimension of the lake and the fact it is located in a very remote region, much of the basin is
unmonitored. Only a few datasets are available (see Chapter 5), which, among others, provide
important information about water temperature vertical profiles, seasonal cycle of air temperature,
typical wind speed and wind patterns over the lake. Anyway, these data present significant spatial
and/or temporal resolution limitations, which are one of the major obstacles to their effective use.
Data analysis using sophisticated statistical techniques is a powerful tool that in principle could
be adopted to investigate deep ventilation and its possible effects on the limnic ecosystem. Neverthe-
less, since the significant variables are numerous and the data resolution is poor, data analysis could
give rise to controversial results, especially when applied to reconstruct medium- and long-term
trends (tens of years to centuries). This suggests numerical modeling as a worthwhile approach to
be adopted for simulating the lake behavior over an extended time horizon. Unfortunately, due to
the large extension of Lake Baikal and the lack of data (especially about the spatial distribution of
the wind) also the application of a three-dimensional model for a rigorous thermo-hydrodynamic
study represents a hard task. A huge amount of input data would be necessary (basically, field
measurements to estimate the main parameters, define the initial and boundary conditions and
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calibrate the model), but sufficient information is not available. As a matter of fact, the main
numerical works on deep ventilation adopting 2D or 3D models have been performed referring to
very simplified and/or partial domains and considering idealized external conditions (e.g. constant
and uniform wind) [Akitomo et al., 1995; Watts and Walker, 1995; Botte and Kay, 2002].
Under these conditions, it is often difficult and uncertain to obtain a rigorous representation
of the processes occurring in the real basin, suggesting the development of simplified numerical
models as an interesting alternative, coherently with the available measurements and without the
need of introducing fictitious spatial distributions of unknown external conditions.
In this study, a one-dimensional, simplified numerical model has been developed, which is
suitable to simulate deep ventilation in lakes. It is important to note that the aim is not to reproduce
and simulate the complex three-dimensional structure of the process in detail (which would be
impossible using a 1D model since the physical phenomenon is inherently three-dimensional), but
to investigate its effect over a large spatial scale (i.e. basin scale) and a long temporal horizon (i.e.
tens to hundreds of years). For these purposes, only a few data in input are required (consistently
with the available measurements), and a simplified structure has been developed, which permits
both to reduce the need of artificial parameterization and to ensures a considerable computational
time saving.
3.2 Formulation of the model
A time-dependent, one-dimensional vertical model has been developed to analyze the phe-
nomenon of deep water renewal occurring in profound lakes. The model consists of three main
parts: 1) a reaction-diffusion equation solver for any tracer considered (including temperature); 2) a
re-sorting algorithm handling the vertical movements of water volumes due to density instability;
and 3) an algorithm reproducing the deep downwelling mechanism. In order to suitably simulate the
convective mixing processes, the last two algorithms have been developed following a Lagrangian
scheme. This approach represents the major difference from the models previously proposed in
the literature [e.g. Killworth et al., 1996; Peeters et al., 1997, 2000; Wüest et al., 2000], which are
generally based upon an advection-diffusion equation. Furthermore, a wind-based parameterization
derived from physical considerations has been formulated, which is aimed at estimating the major
variables characterizing the occurrence of a deep downwelling: the downwelling volume, Vd ,
and the energy input from external factors, Ew. The three core algorithms and the wind-based
parameterization are described in Sections 3.2.1, 3.2.2, 3.2.3 and 3.2.4, respectively, while the
current section outlines the general features and relevant assumptions of the model.
All the thermophysical properties (e.g. density ρ, thermal expansivity α, specific heat capacity
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cp) are derived from the Chen and Millero [1986] equation of state for freshwater (see Section
2.2.1). Following Killworth et al. [1996] and Wüest et al. [2005], salinity has been assumed to
contribute little to the density stratification of Lake Baikal, thus its contribution has been neglected.
On the contrary, the dependence of density on pressure has been retained, since it is crucial for the
onset of thermobaric instability and thus for the occurrence of deep ventilation (see Section 2.2.4
for a detailed description of the phenomenon). The pressure P is assumed as hydrostatic:
dP
dz
= ρg , (3.1)
where z is the vertical coordinate defined positive downward (z = 0 at the free surface), g is the
gravitational acceleration and P= 0 at the lake surface (coherently with the equation of state by Chen
and Millero [1986]). The hydrostatic approximation is convenient and justified for investigations of
processes where the horizontal scale is large enough and the instantaneous behavior is not essential.
The stability of the water column is assessed by means of the rigorous definition of the squared
Brunt-Väisälä buoyancy frequency N2 given in Equation (2.8), which includes the effect of the
adiabatic temperature gradient Γ. As already mentioned in Section 2.2.2, Γ is known to be small,
in particular for water temperatures approaching values near Tρ,max, where it vanishes. However,
especially if thermal stratification is weak, Γ could be close to the actual temperature gradient, thus
becoming important for the analysis of the local stability of the water column.
The physical domain is vertically discretized using a finite volume scheme, which divides
the entire water body into n sub-volumes having the same volume. Such a constant-volume
discretization scheme leads to an easy management of both the mixing due to density instability and
the downwellings due to deep ventilation: in both cases, the column of sub-volumes is reorganized
by simply rearranging the sub-volumes involved in the process. The number of sub-volumes is
decided a priori looking for a compromise between a good resolution and little computational
efforts. It is worth to notice that since in natural freshwater basins the horizontal cross section is
generally not constant (diminishes) with depth, the use of a constant-volume discretization will
inevitably lead to sub-volumes having a vertical dimension that varies (increases) with depth, with
a rate that depends on the hypsometric curve of the lake. In this study, the model has been applied
to the case of the South Basin of Lake Baikal (having a maximum depth of 1461 m and a volume
of about 6360 km3), whose hypsometric curve is shown in Figure 3.1. In this case, the domain
has been discretized into 159 sub-volumes (having the same volume of 40km3), characterized by
minimum, maximum and mean vertical dimension of about 5m, 66m and 9m, respectively.
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Figure 3.1: Hypsometric curve of the South Basin of Lake Baikal: variation of the cross section
and of the cumulative water volume with depth [from the bathymetry provided by The
INTAS Project 99-1669 Team, 2002]
3.2.1 Reaction-diffusion equation solver
The dynamics of a generic tracer C (e.g. temperature, dissolved oxygen, salinity, biological
tracers, etc.) is described by a reaction-diffusion equation
∂C
∂t
=− 1
A
∂(AφC)
∂z
+R , (3.2)
φC =−Dz ∂C∂z , (3.3)
where t is the temporal variable, A is the horizontal surface at a fixed depth, φC is the vertical
diffusive flux, Dz is the diapycnal turbulent diffusivity, and R is the reaction (source) term. Note
that that the vertical axis z is positive downward. Equation (3.2) is defined over the entire water
column [0,Z], where Z is the maximum depth of the basin.
As regards the reaction (source) term R, it depends on the type of tracer and on the physical,
chemical and biological processes involved. In general, it is reasonable to define R as the combina-
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Figure 3.2: Staggered grid used to solve the reaction-diffusion equation.
tion of a volumetric contribution RV , due to the processes occurring within the sub-volume, and
of an areal contribution RA (having the dimension of a flux), which quantifies the reactions taking
place at the sediment-water interface [Livingstone and Imboden, 1996; Peeters et al., 2000]. For
the ith sub-volume
Ri = RV,i+RA,i
dAs, i
dVi
, (3.4)
where dVi and dAs, i are the water volume and the surface area of the sediment-water interface,
respectively, of the ith sub-volume (note that the subscript i associated to dV is unnecessary, since
the water column is discretized into sub-volumes having the same volume). The volumetric and
areal reaction terms for the variables examined in this work (temperature T , dissolved oxygen DO
and CFC-12 concentration) are summarized in Table 3.1.
An implicit scheme (backward Euler) has been used to solve the reaction-diffusion equation,
which ensures an unconditionally stable numerical solution, and hence does not require any
restriction on time step, ∆t. Aimed at guaranteeing both good temporal resolution of the results and
little computational cost, a time step of half a day has been chosen (∆t = 12h). Such a time step
is an appropriate time scale for the physical processes included in the model: diffusive processes,
stabilization of unstable regions, wind forcing and surface temperature variation. Both the reaction-
diffusion solver and the stability algorithm handling buoyant mixing are solved with this temporal
step. On the other hand, the algorithm handling deep ventilation uses a different time step, ∆tdown,
which is a multiple of ∆t and represents the temporal scale of the downwelling events. ∆tdown has
been fixed equal to three days (∆tdown = 72h), as further discussed in Section 3.3.2.
For the numerical solution of Equation (3.2), a staggered grid has been used, in which the
generic tracer C, the thermophysical variables (ρ, α and cp) and the reaction terms (RV and RA)
are defined at the center of each sub-volume and the turbulent diffusivity Dz at the interfaces, thus
allowing for a mass-conservative definition of the fluxes (Figure 3.2).
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3.2.2 Stability algorithm
At each time step ∆t, the entire water column is tested for static stability by analyzing in pairs
each couple of neighbor sub-volumes i and i+1 (respectively centered in zi and zi+1, see Figure
3.3). Both the sub-volumes are ideally shifted toward their mid-depth zi,mid . Following the adiabatic
transformation (2.7), in zi,mid two new values of temperature are computed: Ti,down of the upper
sub-volume (i) displaced downward, and Ti+1,up of the lower sub-volume (i+1) displaced upward.
Finally, the density associated to each sub-volume is computed with the new values of temperature
and pressure at zi,mid , and the local stability is tested according to the following condition
∆ρ(T,P)|zi,mid > 0→ stable
∆ρ(T,P)|zi,mid = 0→ neutral (3.5)
∆ρ(T,P)|zi,mid < 0→ unstable
where
∆ρ(T,P)|zi,mid =
ρ(Ti+1,up,P(zi,mid))−ρ(Ti,down,P(zi,mid)) . (3.6)
Starting by the pair of sub-volumes showing the higher instability, the water column is pro-
gressively adjusted by simply exchanging the unstable sub-volumes until a stable configuration is
achieved. In performing this operation, a mixing coefficient cmix is introduced, which accounts for
the mixing exchanges occurring between each couple of unstable sub-volumes. As a matter of fact,
buoyancy-driven convection in a conditionally unstable water column acts as an additional source
of turbulent kinetic energy, thus enhancing turbulence and mixing [e.g Lorke et al., 2005]. For the
generic tracer C, the correction due to mixing is calculated as
C∗i =Ci+1− cmix∆C , (3.7)
C∗i+1 =Ci+ cmix∆C , (3.8)
where ∆C = Ci+1−Ci and C∗ indicates the corrected value of C. Note that by performing this
operation the overall mass of the generic tracer C is conserved as volumes are equal. For the specific
case of temperature, Equations (3.7) and (3.8) are modified by including the contribution of the
adiabatic transformation Γ, which arises from switching each couple of unstable sub-volumes
T ∗i = Ti+1−Γi+1dz− cmix∆T , (3.9)
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Figure 3.3: Sketch for the stability evaluation procedure (for the case α > 0): a) stable profile
(∆ρ(T,Pi,mid)> 0), b) unstable profile (∆ρ(T,Pi,mid)< 0). The dashed lines represent
the adiabatic path.
T ∗i+1 = Ti+Γidz+ cmix∆T , (3.10)
where ∆T = Ti+1−Ti, dz = zi+1− zi, Γi and Γi+1 are the adiabatic temperature gradients calculated
for the sub-volumes i and i+1, respectively, and T ∗ indicates the corrected value of T .
3.2.3 Downwelling algorithm
In order to handle the convective flows due to deep ventilation, a Lagrangian-based algorithm
is performed at every downwelling time step ∆tdown. Each sub-volume is temporarily discretized
in m homogeneous, smaller parts (hereafter subparts) having the same value of C as that of the
initial sub-volume. For the specific application to the South Basin of Lake Baikal, each sub-volume
(40km3) has been divided in 8 subparts having a volume, δV , of 5km3 each. This allows one to solve
deep convection using a finer spatial resolution, with an acceptable increase of the computational
time.
On the basis of the phenomenological description of thermobaric instability given in Section
2.2.4, it is evident that deep ventilation can occur when the lake is relatively weakly stratified and a
sufficient amount of energy is transferred from the external forcing (primarily the wind) to the lake.
Hence, at a given time, the process is completely determined when the following three information
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are known: the temperature profile, the sinking volume Vd and the amount of energy input Ew
provided by external forcing. The temperature profile, is given by the solution of Equation (3.2,
and hence is known at every time step ∆t, while both Vd and Ew need to be estimated at every
downwelling time step, ∆tdown, for instance by means of the wind-based parameterization proposed
in Section 3.2.4. As a matter of fact, the most important source of kinetic energy for lakes is
generally the wind [e.g. Imboden and Wüest, 1995], and also in the case of Lake Baikal it has been
identified as the major driving force for diapycnal mixing [Wüest et al., 2000].
Provided the temperature profile and the sinking volume Vd , the downwelling temperature
Td and the compensation depth hc are calculated respectively as: 1) the mean temperature of the
uppermost part of the water column that corresponds to a volume of Vd , and 2) the depth at which
the sinking volume Vd shows the same density as the surrounding water. Note that, because of the
typical thermal profile during downwelling events, the temperature of the ambient water at hc and
that of the descending volume are usually different, being the former above Tρ,max and the latter
below Tρ,max.
Based upon these information, it is possible to determine the energy per unit volume ec required
for triggering thermobaric instability (the subscript c standing for critical or for compensation),
which is the amount of energy necessary for the descending water volume Vd to overcome the
buoyancy forces and reach the compensation depth hc. This is calculated by summing the energy
variations of all the consecutive switches of positions between sub-volumes parts to bring Vd from
the surface down to hc. We recall that all sub-volumes parts are characterized by the same δV .
Since the potential energy of a generic subpart i is ei = ρigzi, where zi is the depth of its
barycenter and ρi = ρ(i) its density, each switch from a stable condition to a temporarily unstable
one (resulting from moving lighter water from the position i downward to i+1) requires an external
energy input δei, i+1 = g(ρi+1−ρi)(zi+1− zi), which is positive since ρi+1 > ρi in locally stable
conditions. Therefore, for a generic subpart id composing Vd , the required energy is
ec(id) =
ic−1
∑
i=id
g [ρ(i+1)−ρ∗(i; id)] (zi+1− zi) , (3.11)
where ic is the index of the subpart corresponding to the compensation depth hc, and ρ∗(i; id) is the
density of the descending subpart, whose initial density may change in each adiabatic switch due to
the effect of increasing pressure.
Assuming that the downwelling is composed by md subparts, i.e. Vd = md δV , the specific
energy required as a whole is
ec =
1
Vd
md
∑
id=1
ec(id)δV =
1
md
md
∑
id=1
ec(id) , (3.12)
38
3. A simplified 1D model for the numerical simulation of deep ventilation
which can be reasonably approximated by a single estimate of Equation (3.11) where id is chosen
as the subpart corresponding to the barycenter of Vd .
It is clear that thermobaric instability (thus deep ventilation) can occur when sufficient total
energy Ew is provided by the external forces, hence when Ew > ecVd .
Introducing ew = Ew/Vd as the specific external energy available to displace the volume Vd , a
downwelling can occur only partially if ew < ec (see Figure 2.9c,d). In this case the arrival depth hs
(< hc) can be defined as the position at which the sinking surface water volume Vd stops because of
the lack of external energy. The downwelling water is shifted until this depth, where it results lighter
than the surrounding water. On the contrary, if ew > ec a complete downwelling occurs, and the
surface water volume Vd is displaced beneath hc, where its density becomes larger than the ambient
water 2.9a,b). In both cases, the downward displacement of Vd follows an adiabatic transformation
corrected by the introduction of a mixing coefficient c′mix, which allows one to consider partial
exchanges between the ambient water and the volume Vd during its descent. Such a correction
has been applied to all tracers, adopting the same procedure as in Equations (3.7)−(3.10). It is
important to note that cmix is inherently different from c′mix, as they refer to two different mixing
processes: the first coefficient is related with the relatively slow mixing following the stabilization
of large, widespread unstable water layers (e.g. convective instabilities arising from the daily cycle
of surface temperature, a relatively slow process during which the mixing is intense), while the
second is linked to the intrusion of relatively small and localized unstable volumes. In case the
background turbulence of the deep layer (i.e. beneath hc) is small, the sinking volume may penetrate
to depth without appreciable mixing with the surrounding stable water [Garwood et al., 1994],
which suggests that c′mix is expected to be smaller than cmix.
In general, both for ew < ec and ew > ec, the temperature profile subsequent the sinking of Vd is
unstable, and the downwelling procedure is completed running the stability algorithm previously
discussed, but retaining the mixing coefficient c′mix instead of cmix.
The downwelling procedure is concluded by re-establishing the former spatial discretization,
re-combining together the subparts in groups of m elements and computing the mean value of
the generic tracer C for each group. In this way, all the variables are conserved. Furthermore,
the overall procedure implicitly accounts for the compensating upwelling of water resulting as a
consequence of deep downwellings through the Lagrangian switch of the subvolumes, and hence
allows to conserve the total volume of the system.
3.2.4 Wind-based parameterization
In order to separately estimate the wind energy input per unit volume ew and the downwelling
volume Vd , two relationships are needed, depending by at least two quantities. The natural choice
is to select wind speed and duration as independent variables. With the aim of facing the lack of
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Figure 3.4: Schematic representation of the parameters used to describe the energy transferred by
the wind to the surface layers of the lake. For simplicity of representation, the drawing
shows a coastal downwelling due to inshore Ekman transport generated by a wind
blowing parallel to the coast.
data and the complexity of the physics involved, the following simplified approach is proposed,
where physically based relations are introduced and only two calibration parameters are needed.
The energy input δEw transferred from wind to the water mass in the time step δt can be
estimated as
δEw ∼ τwAwUδt , (3.13)
where τw is the wind shear stress, U is the mean water velocity within the wind-driven layer, and
Aw represents the portion of water surface affected by wind. Uδt is the displacement of the volume
of water δVd moved by the wind force τwAw. Analogously, the displaced volume δVd could be
approximated as
δVd ∼ HBUδt, (3.14)
where H is the depth of the surface wind-affected layer and B is the extension of the wind affected
area in the direction perpendicular to the water movement (see Figure 3.4 for a conceptual sketch,
see also Boehrer and Schultze [2008]). The external specific energy input ew is obtained by (3.13)
and (3.14) as
ew ∼ δEwδVd = τw
Aw
HB
, (3.15)
where the time δt disappears.
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The frictional transfer of momentum from wind to water takes place within the wind-driven
boundary layer H. In geophysical flows, the length scale of this layer is often assumed as that of the
surface Ekman layer, thus H ∝ u∗/ f , where u∗ =
√
τw/ρ is the friction velocity and f the Coriolis
frequency. Substituting this relationship into Equation (3.15) and defining τw = ρaCDW 2, where W
is the wind velocity, CD is the wind drag coefficient, and ρa the air density, gives
ew = ξ
√
CDW . (3.16)
where ξ is a parameter that needs to be calibrated since a rigorous physical evaluation is not possible
on the basis of the available data. We assume (3.16) as a general relationship, independent of the
specific mechanism, ξ representing the geometry of the portion of lake surface involved in the deep
ventilation process.
Assuming that the mean water velocity U is proportional to u∗, with the same definition of H
as above, Equation (3.14) yields
Vd = ηCDW 2∆tw, (3.17)
where η is the second parameter to be calibrated. A constant value of η implies that a typical
average value of B is fixed.
The problem is finally closed by assuming an empirical relationship for the drag coefficient:
given the uncertainties in the derivation, a linear dependence CD = a+ bW (where a = 0.8 and
b = 0.065, Wu [1982]) is probably sufficient.
As a whole the proposed parameterization, composed of Equations (3.16) and (3.17), allows for
the estimation of the specific external energy, ew, and of the sinking volume, Vd , using two quantities,
namely the wind velocity, W , and the wind duration, ∆tw. Wind direction is not explicitly included
in the model since data are not available, however its overall contribution to the downwelling
process is implicitly accounted for in the calibration parameters.
3.3 External forcing and internal dynamics
The simple structure of the 1D model presented in the previous section allows for its application
over long-term temporal horizons with a reasonable computational cost. The large amount of
information that is theoretically required to calibrate and validate a model for long term simulations,
is significantly reduced thanks to the different modules (vertical diffusion, density stabilization,
downwelling displacement and triggering of the process by wind forcing), which have been
developed with the aim to reduce the amount of input data needed by the overall model. Still there
are some internal parameters to be calibrated, like the vertical diffusivity profile, the parameters
cmix and c′mix, introduced in Sections 3.2.2 and 3.2.3 respectively, and ξ and η introduced in Section
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Table 3.1: Boundary conditions and reaction term for temperature, dissolved oxygen and CFC
concentration
Variable Surface B.C. Bottom B.C. RV RA
Temperature T = Tsurf φT |Z =− qgeocp ρ|Z RV,T = 0 RA,T =
qgeo
cp ρ
Dissolved Oxygen DO = DOsurf φDO|Z = RA,DO RV,DO = volumetric
oxygen consumption
RA,DO= sediment
oxygen consumption
CFC-12 Concentration CFC =CFCsurf φCFC|Z = 0 RV,CFC = 0 RA,CFC = 0
3.2.4. Once these quantities are calibrated, the only additional data required by the model is the
climate forcing: lake surface temperature (and surface boundary conditions for any other tracer)
and wind velocity and duration.
3.3.1 Initial conditions, boundary conditions and reaction terms
Initial and boundary conditions - Initial and boundary conditions are required in order to solve
Equation 3.2. For the generic tracer C, the initial condition is provided by vertical profiles based
on available measurements, while the boundary conditions at the free surface and at the bottom
are respectively fixed through: 1) the assignment of the value of the generic tracer C =Csurf at the
surface, according to measures or analytical relationships; and 2) by the imposition of a Neumann
condition assigning the flux φC at the bottom of the lake. During the ice cover period, the no flux
condition has been assumed at the surface for the generic tracer C other than temperature.
Three variables have been examined in this work: temperature T , dissolved oxygen concentra-
tion DO, and dichlorodifluoromethane concentration CFC-12. The boundary conditions for each
variable are listed in Table 3.1, together with the reaction terms RV and RA introduced in Equation
(3.4). Note that for all variables, RA = 0 at the lowest sub-volume since it is included as the flux
imposed in the bottom boundary condition.
Initial and surface boundary conditions are shown and discussed in details in Chapter 5, where
the available data are presented.
Reaction terms - Concerning temperature, the only source term is that at the sediment-water
interface (i.e. RV = 0) and is determined by the geothermal heat flux qgeo. Observations conducted
on the lake revealed mean qgeo values ranging from about 80 mW m−2 at the bottom to about
55 mW m−2 at the sides of the lake [Dorofeeva and Lysak, 1989; Lysak, 2002; Golubev, 2010]. The
vertical variation of qgeo considered in this work is shown in Figure 3.5, and has been determined
as a result of the model calibration procedure (see Chapter 6), performed on the basis of these
observations in the literature. Analogously, the vertical profile of oxygen consumption rate has
been calibrated assuming as reference values the volumetric and areal depletion rates proposed by
Peeters et al. [1997]: RV = 44±3 mgO2 m−3 yr−1 and RA = 17000±3000 mgO2 m−2 yr−1. The
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Figure 3.5: a) Vertical variation of the geothermal heat flux and b) vertical profile of oxygen
consumption rate. Both profiles have been obtained through the model calibration
procedure, assuming observations and estimates available in the literature as reference
values.
resulting volumetric, areal and total depletion rate curves are shown in Figure 3.5. According
to Peeters et al. [1997], the net oxygen flux has been assumed to be zero within the uppermost
layers of the lake, where oxygen depletion and oxygen production are likely to be comparable.
Beneath that depths and within the upper 150−200 m, the oxygen depletion is likely to increase
due to the high ratio of sediment area to water volume [Hohmann et al., 1997], and because of
the oxidation of organic matter sedimenting from the surface into deep water. In the interior of
the lake the total consumption rate diminishes, whilst it sharply increases near the bottom, as a
consequence of the large sediment surface per unit volume that characterizes the bottom layers of
the lake [Peeters et al., 2000]. The mean value of oxygen depletion rate in the hypolimnion is about
0.1 mg02 l−1 yr−1, which agrees well with the values of 0.075÷0.1 mg02 l−1 yr−1 determined by
Peeters et al. [1997, 2000], and the estimates of Weiss et al. [1991]; Hohmann et al. [1997] that
range from 0.12 mg02 l−1 yr−1 to 0.14 mg02 l−1 yr−1.
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3.3.2 Reconstruction of external forcing
Estimating the wind forcing is one of the main problems. As it has been anticipated (see Section
3.2.4), determining the exact amount of energy transferred from the wind to the lake on the basis of
measurements is almost impossible. Theoretically, information about wind is required on the whole
lake surface, in continuous and for long time periods. However, the only viable alternative is to
reconstruct a time series of spatially averaged values of wind speed. As direct measurements are
not accessible (see Chapter 5), such operation can be carried out only by either using reconstructed
series of data or by developing a probabilistic approach, depending on which data are available.
Analogously, the same considerations can be addressed for surface water temperature.
In this study, time series of spatially averaged wind forcing (speed and duration) and temperature
are available for the periods of interest. As a matter of fact, the model has been calibrated using
historical re-analysis dataset for the period 1958−1998, and successively applied to investigate the
future behavior of the lake in response to different climate change scenarios for the 21st century.
Both the datasets provide a chronological description of the series of meteorological conditions
in Lake Baikal region, holding information about wind speed and temperature with a temporal
resolution of 6 hours (see Chapter 5 for a detailed description of the data). With these information,
the external forcing can be reconstructed as follows. At every time step ∆t, the corresponding value
of surface water temperature Tsur f is assigned in the upper layer, thus defining the surface boundary
condition. Concerning the wind forcing, at each downwelling time step (∆tdown), nw subsequent
values of wind speed, W , are extracted from the chronological sequence of events. Each wind event
is characterized by a specific duration ∆tw, which in this case is constant and equal to 6 hours (i.e.
the temporal resolution of re-analysis and climate scenarios datasets). Accordingly, the number
of events throughout the downwelling time step is defined as nw = ∆tdown/∆tw. ∆tdown has been
fixed considering the typical time scale of deep downwelling events, which is a few days [Wüest
et al., 2005]. In the light of past observations, ∆tdown has been chosen equal to three days, which is
reasonably long to ensure sufficient transfer of energy from wind to water and sufficiently short to
permit a good resolution in simulating deep ventilation. It is worth to note that ∆tdown does not have
the meaning of a mere computational time step, but is rather a physical parameter representing the
time scale of the deep ventilation process.
Associated to each jth value of wind speed Wj, j = [1,nw], the corresponding values of specific
energy input ew, j and sinking volume Vd, j are calculated from Equations (3.16) and (3.17), respec-
tively. Successively, the nw results obtained for both physical quantities are combined to calculate
the global values of ew and Vd referred to the temporal interval ∆tdown, which are used as input in
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the downwelling algorithm (see Section 3.2.3)
Vd =
nw
∑
j=1
Vd, j , (3.18)
ew =
nw
∑
j=1
ew, jVd, j/Vd . (3.19)
Analogously, the effective wind speed, We f f , is computed
We f f =
ew
ξ
√
CD
, (3.20)
where CD is a function of We f f (i.e. the equation is implicit).
The reconstruction of wind forcing is only applied during the ice free season, while during
the ice cover period the wind effect does not drives any circulation due to the ice sheltering. In
order to establish when the lake surface is frozen or not, a threshold temperature in the upper layer
have been introduced. Such a value has been set to 1◦C on the basis of observations on ice cover
formation and break-up [Peeters et al., 2002] (see Figure 5.1 and Section 5.1.1 for further details).
On the other hand, if only probabilistic distributions of surface water temperature and wind
speed and duration are known, a different procedure should be adopted, which is based on a
stochastic reconstruction of the two climatic variables. At each simulation year, an annual cycle of
surface water temperature is randomly interpolated from those available, and it is assigned as water
temperature in the upper layer. Concerning the wind forcing, at every downwelling time step nw
values of wind speed, W , are randomly extracted from the available probabilistic curve (note that in
principle more than one probabilistic curve of wind speed may be used, depending on whether the
seasonality of wind is important or not). The wind duration ∆tw, j, j = [1,nw], corresponding to the
jth wind event is randomly sampled from the probabilistic curve of wind duration associated with
the wind class whose W, j belongs. The random sampling stops when the cumulative duration of the
nw wind events achieve the downwelling time step ∆tdown. Note that, since ∆tw, j are not constant,
∑nwj=1∆w, j could be greater than ∆tdown. In this case, the wind duration excess is transferred to the
next downwelling time step.
Eventually, the specific energy input ew, sinking volume Vd and effective wind speed We f f a re
calculated through Equations (3.18), (3.19) and (3.20), respectively.
Both the reconstruction of the chronological series of events and the probabilistic approach have
been tested, obtaining good results in the two cases. However, only the first approach allows for a
consistent chronological description of the meteorological conditions occurred during a defined
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historical period, which is an essential perquisite for a robust calibration. For this reason, in this
work the external forcing has been reconstructed through the first, more rigorous procedure. An
application of the stochastic approach can be found in Piccolroaz and Toffolon [2011].
3.4 Diapycnal diffusivity derivation
In stratified natural waters, diffusivity is influenced by the combination of turbulence at the
boundaries and in the interior of the water body [Wüest and Lorke, 2003], which, in turn, are
controlled by boundary layer processes and internal mixing mechanisms. As a consequence, the
diapycnal diffusivity profile is characterized by a clear annual pattern, which is primarily controlled
by its strong dependence on stratification. Furthermore, diffusivity profile may undergo significant
inter-annual variability, due to changes in external forcing (e.g. inter-annual fluctuations, climate
change), and possibly due to the memory of past downwelling events. Aimed at incorporating these
features, a simple procedure has been developed with the purpose to dynamically reconstruct the
seasonal and inter-annual evolution of diapycnal diffusivity.
3.4.1 Richardson number-based schemes
Parameterization of turbulent vertical mixing remains a main issue in hydrodynamic modeling.
Among the several methods proposed in the literature, a simple and widely used approach has
been assumed, in which the vertical turbulent diffusivity is calculated accounting for the relative
importance of buoyancy forces and shear effects in the water column. According to this approach,
the vertical turbulent diffusivity, Dz, is obtained multiplying a reference value Dz,r by a damping
function of the Richardson number
Ri =
N2
S2
=
N2
(dU/dz)2
, (3.21)
where N is the Brunt-Väisälä buoyancy frequency, defined as in Equations (2.10) and (2.8), U is
the horizontal velocity of water and S is the shear frequency, defined as in Section 3.4.2. A negative
value of Ri indicates unstable density gradients (i.e. N2 < 0) with active convective overturning.
When Ri is small (smaller than about 0.25 according to the classical theory), then velocity shear
is considered sufficient to overcome the stabilizing effects of stratification, and some mixing will
generally occur. Finally, when Ri is large, turbulent mixing across the stratification is generally
suppressed.
The following well-known empirical formula based on Munk and Anderson [1948],
Dz =
Dz,r
(1+aRib)c
+Dz,bg , (3.22)
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has been used, where Dz,r represents the upper limit for turbulent diffusivity, Dz,bg is a background
value of diapycnal diffusivity (introduced in the formulation given by Pacanowski and Philander
[1981]), and a, b, and c are positive parameters (a = 10/3, b = 1 and c = 3/2, in the original
formulation by Munk and Anderson [1948]). These parameters do not have specific values but
rather can vary in a wide range, depending on which of the several relationships in the literature is
considered [e.g. Deardorff , 1967; Sundaram and Rehm, 1971; Pacanowski and Philander, 1981;
Henderson-Sellers, 1982].
Large et al. [1994] proposed an alternative Richardson number-dependent parameterization of
Dz, which is basically a modification of Equation (3.22)
Dz = Dz,r +Dz,bg , Ri < 0
Dz = Dz,r
[
1−
(
Ri
Ri0
)2]3
+Dz,bg , 0 < Ri < Ri0 (3.23)
Dz =+Dz,bg , Ri0 < Ri
where Ri0 = 0.7 is a threshold value for Ri. This scheme is commonly used to parametrize the shear-
induced mixing in the ocean’s interior, but it found wide application also in numerical modeling of
lakes [e.g. Sheng and Rao, 2006; Bennington et al., 2010].
For the purposes of this work, the vertical mixing parameterization proposed by Large et al.
[1994] has been rewritten into the form of Equation (3.22), thus removing the threshold on Ri and
providing an asymptotic trend for high Ri values. Expanding Equations (3.22) and (3.23) in Taylor
series, and taking the limit Ri→ 0 yields
Dz
Dz,r
= 1−acRib+O(Ri2b) , (3.24)
Dz
Dz,r
= 1−3
(
Ri
Ri0
)2
+O(Ri5) , (3.25)
whose comparison leads to a = 1/Ri20, b = 2 and c = 3. Figure 3.6 shows the variation of Dz as a
function of Ri, calculated using the formulations of Munk and Anderson [1948] and Large et al.
[1994], and solving Equation (3.22) with the parameters a, b and c specified above (a = 1/Ri20,
b= 2 and c= 3). In all cases, Dz,r = 8×10−4 m2 s−1 and Dz = 5×10−5 m2 s−1 have been assumed,
which are consistent with previous estimates available in the literature [e.g. Wüest et al., 2000;
Schmid et al., 2007].
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Figure 3.6: Diapycnal diffusivity as a function of the local Richardson number, following the models
proposed by Munk and Anderson [1948] and Large et al. [1994], and as calculated
solving Equation (3.22) with a = 1/Ri20, b = 2, c = 3, Dz,r = 8× 10−4 m2 s−1 and
Dz,bg = 5×10−5 m2 s−1.
3.4.2 Shear frequency
In order to evaluate the Richardson number Ri from its definition in Equation (3.21), the
shear frequency S is needed, besides the Brunt-Väisälä buoyancy frequency N. As the simplified
1D model does not solve the flow field, in principle no information about the shear stress are
available. Hence, S cannot be calculated according to its physical definition S = dU/dz, but a
further parameterization is required. Adapting a formulation proposed by Mellor [1989], the
following expression for S2 is suggested, which accounts for the combination of three main terms
S2 = S2lw+S
2
iw+S
2
bg , (3.26)
where Slw indicates the shear induced by the wind, Siw is the shear generated by internal waves and
Sbg is a background value.
Wind-induced shear stress within the upper part of the water column can be calculated using
the law of the wall
Slw(z) =
dU(z)
dz
=
τw
ρκz
, (3.27)
where U is the horizontal velocity of water, τw is wind stress and κ = 0.41 is the von Kàrmàn
constant.
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Concerning the contribution of internal waves Siw, Mellor [1989] suggested to include the
following correction term
Siw(z)2 = γN(z)2 , (3.28)
where γ is a constant and is equal to 0.7. For the specific case of Lake Baikal, the correction term
Siw has been included only during the ice free period, when internal waves can be generated by
wind forcing. On the contrary, γ has been set equal to 0 when the lake is ice covered.
Finally, a background squared shear frequency S2bg = 2×10−7 s−2 has been assumed, which is
in close agreement with the value suggested by Lawrence et al. [2002].
3.4.3 Dynamical reconstruction of the diffusivity profile
As far as Equation (3.22) is adopted to calculate diapycnal diffusivity, it is clear that in the
limit of an unstratified/weakly stratified system and/or high vertical shear stress (i.e. Ri→ 0) Dz
approaches the upper values Dz,r. On the contrary Dz approaches the background values Dz,bg if
stratification overcomes the effects of velocity shear and inhibits vertical mixing (i.e. Ri 1). It
is evident that a proper definition of Dz,r and Dz,bg is needed. The reference diffusivity profile
Dz,r represents an upper limit for turbulent diffusivity, thus is generally chosen to fall within the
range of the maximum observed values [Large et al., 1994], while on the contrary, the background
value Dz,bg is typically chosen on the order of 10−5 m2 s−1 [Pacanowski and Philander, 1981].
In the case of Lake Baikal, as a result of the calibration procedure described in Section 6.1 the
background diffusivity value, Dz,bg, has been taken equal to 5×10−5 m2 s−1. This is consistent
with the typical values ∼ O(10−5) m2 s−1 suggested by Pacanowski and Philander [1981] and with
previous estimates available in the literature [Schmid et al., 2007].
The reconstruction of Dz,r has been based on the few estimates of turbulent diffusivity available
in literature [Ravens et al., 2000; Wüest et al., 2000] (Figure 2.11). These diffusivity profiles are
particularly suited to identify reasonable values of Dz,r, as the three of them have been estimated
from temperature microstructure measurements collected during near isothermal conditions and
close to an observed downwelling occurrence, thus when turbulent diffusivity was high (from Wüest
et al. [2000]: microstructure profiles 26-28 June, 1996; from Wüest et al. [2005]: downwelling
occurrence 22-26 June, 1996). In the lake interior and close to the bottom (z > 500 m), Dz,r has
been defined following the profile proposed by Wüest et al. [2000](Figure 2.11). On the contrary,
these information are not sufficient to properly describe Dz,r within the upper part of the lake, which
is strongly affected by the mixing processes driven by wind, and influenced by thermal stratification.
Aimed at reproducing the seasonal variation of Dz,r within the superficial region of the lake, an
original procedure based on a wind speed-dependent parameterization has been introduced. Within
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the Ekman depth, HE = 0.4u∗/ f , a constant value of turbulent diffusivity is assigned
DE =
1
f
(
ρa
ρ
CD
k
)2
W 2e f f , z≤ HE , (3.29)
where k is a constant that fall in the range 1×10−2 ≤ k ≤ 4×10−2 [Kullenberg, 2011] and has
been chosen equal to 2× 10−2. Based on the existing data (Figure 2.11), a lower bound on the
value of DE has been fixed equal to 10−2 m2s−1 during the ice free season. For sake of precision,
Equation (3.29) has been originally derived for the eddy viscosity (νz) [Kullenberg, 2011], but,
as a first approximation and according to the widely used Reynolds analogy, it is proposed here
to estimate eddy diffusivity. Such choice is justified by the fact that the turbulent Prandtl number
Pr = νz/Dz is closed to unity for weakly stratified conditions, as is typically the case of the Ekman
layer HE [Venayagamoorthy and Stretch, 2010].
Beneath HE , the diffusivity profile decreases depending on the stratification conditions occurring
during the year. Such conditions are assessed at every time step looking at the well-mixed surface
layer thickness, Hml (epilimnion), which is evaluated as the maximum depth between HE and the
surface unstable region that results by performing the stability algorithm. Thus, Dz,r is reduced
exponentially from the value DE at the depth HE to the value of Dz,r at a depth proportional to the
thickness of the epilimnion βmlHml , where βml is a constant suitably assumed equal to 1.25. When
a nearly homogeneus temperature profile is approached (i.e. the absolute value of the difference
between water temperature at the surface and at the mesothermal maximum is lower than 1◦C), more
complicated mixing patterns can develop, that are not directly captured by the model. Aimed at
including the increase of turbulent diffusivity subsequent to these conditions, diffusivity is reduced
exponentially from DE at HE to the value of Dz,r at max[βmlHml,βmmHmm], where Hmm = z(α= 0)
is the mesothermal maximum depth and βmm is a constant assumed equal to 1.5. This empirical
approach has been developed testing different solutions, and is a result of the calibration procedure
discussed in Section 6.1.
No specific model is considered for the turbulent processes within the benthic boundary layer.
Nevertheless, the increase of diffusivity close to the bottom is already embodied in the shape of
the reference profile, and has only a short time influence on the reestablishment of the temperature
profile after cold downwelling events.
Finally, during the ice cover period, a low Dz,r profile is assumed (surface value equal to
3×10−4 m2 s−1), which accounts for the suppression of the wind-induced mixing due to the ice
cover. In order to avoid an abrupt transition from ice free to ice cover conditions (and vice-versa),
an exponential decay law is used, with a mean lifetime of about 1 month.
The range of variability of the reference diffusivity profile, Dz,r, is shown in Figure 3.7, together
with the diffusivity profiles available in literature.
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Figure 3.7: Reference diffusivity profile, Dz,r, compared with the profiles estimated by Ravens
et al. [2000] and Wüest et al. [2005]. The shaded area indicates the possible range of
variation of Dz,r, according to the 1000-year simulation discussed in Section 6.1.2.
In order to account for the memory of the system through the evolution of its past states, Dz,
Dz,H , H and Slw(z) (introduced in this section and in Section 3.4.2) are defined at every time step
as the average between the profiles computed at current and previous steps.
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3.5 Concluding remarks
A simplified one-dimensional model has been proposed to analyze deep water renewal occurring
in deep, temperate lakes due to thermobaric instability. The model numerically computes the
evolution of the vertical temperature profiles (and of any other tracer) taking into account the
stability of the water column and the occurrences of deep water intrusions. For this purpose, the
model includes two specific sorting algorithms, which allows for a suitable reproduction of the
major processes occurring in the lake: vertical stabilization of the unstable regions of the water
column, deep downwellings triggered by thermobaric instability, compensating upwelling generated
by deep ventilation and seasonal wind-driven mixing. Furthermore, the model is provided with a
self-consistent procedure to reconstruct the diapycnal diffusivity profile, which allows to account
for the seasonal and inter-annual dynamics on turbulent diffusivity. The model handles a few data
in input (according to the reduced information often available for large basins) and has a simplified
structure. Together these features ensure a significant computational time saving, while the accuracy
of the results is consistent with that of the input data.
Two main quantities characterize and quantify the downwelling events: the specific energy
input ew and the downwelling volume Vd . At each downwelling time step ∆tdown, these quantities
are calculated by means of two simplified equations, whose input data are the wind speed and
duration. To link wind speed and duration to the correspondent specific energy and sinking volume,
the model requires the calibration of only two calibration parameters (ξ and η), mainly depending
on geometric features.
Due to the considerable computational speed, the model is suitable to analyze the future behavior
of the lake and its response to climate change scenarios by performing long time simulations (i.e.
hundreds of years). These tasks, as well as the calibration of the model parameters, are presented
and discussed in Chapter 6.
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temperature into surface water temperature
in lakes
Abstract - In the previous chapter, a simplified 1D model to simulate deep ventilation in profound lakes has been
presented. The model shows a simple computational structure and requires only a few data in input: besides wind forcing,
which represents the major factor responsible for the occurrence of deep downwellings, surface water temperature is the
only variable required to impose the boundary conditions at the atmosphere-lake interface. Unfortunately, long term
records of surface water temperature are usually not easily available, and the estimates from climate models coupling
lake and atmosphere are still affected by significant uncertainties. As a matter of fact, water temperature in lakes is
governed by a complex heat budget, where the single fluxes are hardly assessable over long time periods in the absence
of high accuracy data and high spatial resolution (i.e. lake scale).
In order to address this issue, we developed a simple physically-based model to relate the temperature of the lake
superficial layer (epilimnion) to air temperature only. The model accounts for the overall heat exchanges with the
atmosphere and the deeper layer of the lake (hypolimnion) by means of simplified relationships, which contain a few
parameters (from four to eight in the different proposed formulations) to be calibrated with the combined use of air and
water temperature measurements. In particular, the calibration of the parameters in a given case study allows one to
estimate, in a synthetic way, the influence of the main processes controlling the lake thermal dynamics, and to recognize
the atmospheric temperature as the main factor driving the evolution of the system. In fact, the air temperature variation
implicitly contains proper information about the variation of other major processes, and hence in our approach is
considered as the only input variable of the model. Furthermore, the model can be easily used to predict the response of
a lake to climate change, since projected air temperatures are usually available by large-scale global circulation models.
Since short series of data are available for Lake Baikal, the model has been tested on Lake Superior (USA - Canada)
considering a 27-year record of measurements, among which 18 years are used for calibration and the remaining 9
years for model validation. The results show a remarkable agreement with measurements, over the entire data period.
The chapter is structured as follows. The heat budget is presented in detail in Section 4.2. In Section 4.3 the
governing equations are presented, and the model is formulated. Section 4.4 provides a general description of the data
used to test the model. The results concerning model calibration and validation are presented in Sections 4.5 and 4.6
with reference to the different versions of the model. Results are further discussed in Section 4.7, where the model is
also tested using a different dataset (i.e. surface water temperature estimates from satellite imagery). Finally, the main
conclusions are drawn in Section 4.8.
The results presented here have been submitted to a refereed journal for consideration [Piccolroaz et al., 2013a],
and some applications of the model has been presented in Piccolroaz and Toffolon [2012a] and Piccolroaz et al. [2013b],
as far as Lake Superior (USA - Canada) and Lake Garda (Italy) are concerned, respectively.
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4.1 Introduction
Water temperature is crucial for lakes physical, chemical and biological dynamics, indeed
temperature is the primary driver of the vertical stratification, thus directly affects vertical exchanges
of mass, energy and momentum within the water column. Water temperature plays a key role
influencing the aquatic ecosystem of lakes, which usually adapts to a specific range of physical
and environmental conditions. As a matter of fact, water temperature can affect both the chemical
(e.g. dissolved oxygen concentration) and biological (e.g. fish growth) processes occurring in
the water body. Recent studies demonstrate that lakes are highly sensitive to climate, and their
physical, chemical, and biological properties respond rapidly to climate-related changes [Adrian
et al., 2009]. In the light of these considerations, it is evident that any significant modification
to current environmental conditions may influence the limnic system, with direct impacts on the
composition and richness of its ecosystem [MacKay et al., 2009]. There are indeed several reasons
to look for a reliable tool to have information about the dependence of water temperature on the
various factors influencing the heat balance of the lake compartments.
Water temperature in lakes follows complex dynamics and is the result of a combination of
different fluxes, whose sum is often small compared to the single terms. This is particularly
true for the temperature of the well-mixed surface layer, usually termed as epilimnion during
stratified conditions, which experiences strong oscillations at a variety of temporal scales: from
short (a few days) to long (annual and interannual) up to climatic (decades to centuries). Closing
the heat balance correctly at the different scales and predicting the future trend of surface water
temperature is therefore challenging, but some difficulties are essentially harder to tackle. As a
consequence, some hydrodynamic lake models prescribe surface water temperature as surface
boundary condition instead of computing the net heat flux at the water-atmosphere interface
(e.g. Goudsmit et al. [2002] and the simplified model presented in the previous chapter, see also
Piccolroaz and Toffolon [2013]). On one hand, large uncertainties are associated to the estimates of
the various heat exchange components, whereas on the other, the variables involved in the different
processes are either not all independent from each other or do not present strong interannual
variations, suggesting that some simplifications can be possibly adopted. For instance, shortwave
solar radiation substantially depends on the latitude of the lake, but has a rather regular annual trend.
Deep water temperature typically changes on time scales much longer than surface water, thus the
heat exchanged with the hypolimnion can be reasonably assumed as constant in many situations.
On the contrary, air temperature is a significant index of the overall meteorological conditions and
can be reasonably assumed as the main variable influencing the heat balance of the surface layer of
the lake [Livingstone and Padisák, 2007].
Thankfully, long-term, high-resolution air temperature observational datasets are in general
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available, both for historical periods adopted to calibrate General Circulation Models (GCMs)
and Regional Climate Models (RCMs), and for future periods where air temperature is a variable
commonly derived from GCMs or RCMs projections. On the other hand water temperature
measurements are far less available, and future projections are less reliable than modeled air
temperature. The latter point is particularly true for climate change studies based on GCMs, whose
mesh size is normally too coarse for explicitly including even some of the biggest lakes on Earth.
These evidences explain why air temperature is typically used to derive surface temperature of
water bodies.
Regression models [see Sharma et al., 2008, for a review] are typically adopted for this scope,
but their use may be questionable especially when it is necessary to extrapolate temperature values
beyond the maximum (or minimum) limit of the measured time series. This is often the case in
climate change studies, where the regression relationships built upon current climate condition
are applied to estimate surface water temperature for different climate change scenarios, with the
possibility that the projected air temperature may cover a wider interval of values. Regression-type
models, either linear or non-linear, have been successfully applied to estimate the temperature of
rivers and streams, giving rise to a rich literature [e.g. Kothandaraman and Evans, 1972; Crisp and
Howson, 1982; Webb et al., 2003; Benyahya et al., 2007; Morrill et al., 2005]. Notwithstanding,
significant error may arise by adopting this approach, especially for those water basins that have
a significant seasonal hysteresis. As a matter of fact, the variety of processes of heat exchange
across the lake surface and the thermal inertia of the water mass cause an annual phase lag between
air and water temperatures, which is hard to consider in regressions. In many cases simplistic
linear regressions are adopted for the conversion, following the assumption of a direct monotonic
relationship between air temperature and surface water temperature [e.g. Shuter et al., 1983;
Livingstone and Lotter, 1998; Livingstone et al., 1999], which do not allow for capturing the
hysteresis cycle. In other cases, seasonal hysteresis is solved by estimating different seasonal
regression relationships, one for each branch of the hysteresis loop (e.g. one for the ascending and
another for the descending branch) [e.g. Webb, 1974], or by using linear regressions to estimate the
monthly means of surface water temperature from the monthly means of measured air temperature
data [McCombie, 1959].
Besides regression analysis, water temperature of lakes can be estimated by means of process-
based numerical models [e.g. Arhonditsis et al., 2004; Fang and Stefan, 1999; Peeters et al., 2002;
Martynov et al., 2010; Bonalumi et al., 2012], possibly coupled with an atmospheric model [e.g.
Goyette and Perroud, 2012; Martynov et al., 2012] aimed at including the mutual interaction
between water and atmosphere. This kind of models can provide exhaustive information about the
thermal structure of lakes, and accurately characterize the different energy fluxes involved in the
lake temperature dynamics. The major drawback of the process-based models is the requirement
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of detailed time series of meteorological data in input (e.g. wind speed, humidity, cloudiness etc.
besides air temperature), which are often not available or not accurate enough.
In order to overcome the limitations of traditional approaches (both regression- and process-
based models), semi-empirical models based on physical principles may represent a valid alternative,
having the key advantage of requiring less data in input than deterministic models, whilst preserving
a clear physical basis. Recently, Kettle et al. [2004] proposed a simple empirical model to estimate
mean daily water temperature, using only air temperature and the theoretical clear-sky solar
radiation as input information. The model is based on the sensible heat exchange model of Rodhe
[1952] [see also Bilello, 1964], and implicitly accounts for the main heat exchange processes
through 4 parameters. The model has good performances, but its application is limited to specific
periods of the year with nearly uniform stratification conditions (it has been tested from late June
to early September, long after ice melts, when water temperature is always above 4◦C). Indeed, it
does not account for the seasonal evolution of the thermal structure of the lake, and hence of the
mixing depth (i.e. the depth of the epilimnion), which determines the volume of water responding
to external forcing and has a significant influence on the seasonal patterns of atmosphere-lake heat
exchange.
In the attempt to reliably estimate the cycle of surface water temperature of lakes from air tem-
perature measurements/projection only, both under past, current and projected climate conditions,
a simplified model has been developed. Such a model is primarily based on the energy balance
between atmosphere and lake surface water (Figure 4.1), but avoids the need to take into account
all heat budget terms explicitly. A simple parameterization of the seasonal evolution of the mixing
depth is included in the model equations, which only depend upon air temperature. This allows for
a consistent description of the physical principles governing lake surface temperature, and ensures
a general applicability of the model (e.g. over the entire year).
4.2 The heat budget of lakes
The net heat flux Hnet in the surface layer of a lake results from the combination of the different
fluxes entering and exiting the upper water volume. The main heat exchanges occur at the interface
between the epilimnion and atmosphere and deep water, respectively. Indicating with H the generic
heat flux per unit surface [W m−2], defined as positive when it is directed towards the considered
layer, the net flux is assessed accounting for the following main terms
Hnet = Hs+Ha+Hw+He+Hc+Hp+Hi+Hd , (4.1)
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where Hs is the net short-wave radiative heat flux due to solar radiation (considering only the
incoming radiation that is actually absorbed), Ha is the net long-wave radiation emitted from
the atmosphere toward the lake, Hw is the long-wave radiation emitted from the water, He is the
latent heat flux (due to evaporation/condensation processes), Hc is the sensible heat flux (due to
convection), Hp is the heat flux due to precipitation onto the water surface, Hi is the effect of the
throughflow of water by inlets and outlets, and Hd is the heat flux exchanged with deep water.
Figure 4.1 shows a schematic representation of the heat exchanges at the epilimnion/atmosphere
and epilimnion/hypolimnion interfaces. All the components of Equation (4.1) are analyzed in
detail below to point out the main variables and physical parameters involved in the heat exchange
process.
Short-wave radiation
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HcHpHi Hi
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Condensation
InflowOutflow
(1-ra)Ha(1-rs)Hs
HsHw
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Diffusive heat flux
Long-wave radiation
raHarsHs
Hd
D
Figure 4.1: Schematic of the main heat fluxes affecting the surface layer.
The incident short-wave solar radiation approximately follows a sinusoidal annual cycle.
Considering the short-wave reflectivity rs (albedo), which is a function of the solar zenith angle and
of the lake surface conditions (e.g. water waves height), the net solar radiation Hs reads
Hs = (1− rs)
[
s1 cos
(
2pi(t− s2)
ty
)
+ s3
]
, (4.2)
where t is time, ty is the duration of a year in the units of time considered in the analysis, and
s1, s2, s3 are coefficients that primarily depends on the latitude and the shadowing effects of the
local topography. The effects of cloud cover, which could be accounted for by means of empirical
relationships, are not explicitly considered in the present analysis.
Long-wave radiation terms are calculated according to the Stefan-Boltzmann law, yielding to
the following formulations
Ha = (1− ra)εaσ(TK +Ta)4 , (4.3)
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Hw =−εwσ(TK +Tw)4 , (4.4)
where ra is the long wave reflectivity, generally assumed to have a constant values [Henderson-
Sellers, 1986], εa and εw are the emissivities of atmosphere and lake surface, respectively, σ
is the Stefan-Boltzmann constant (5.67× 10−8 W m−2 K−4), TK = 273.15K, Ta and Tw are the
temperatures of air and water expressed in Celsius [◦C]. The emissivity εw is essentially constant
and close to unity, as water is nearly a black body, while εa is more variable and depends on several
factors among which the most important are air temperature, humidity and cloud cover [Imboden
and Wüest, 1995].
Air and water temperatures can be decomposed into a reference value representative of the
specific case study (Ta and Tw) and a fluctuation (T ′a and T ′w). Hence, considering that T ′a/(TK +Ta)
and T ′w/(TK +Tw) are small parameters, the long-wave fluxes (4.3) and (4.4) can be linearised using
a Taylor expansion as
Ha ' ε˜aσ(TK +Ta)4
(
1+4
T ′a
TK +Ta
)
, (4.5)
Hw '−εwσ(TK +Tw)4
(
1+4
T ′w
TK +Tw
)
, (4.6)
where ε˜a = (1− ra)εa. By choosing Ta = Tw = T (hence T ′a = Ta−T and T ′w = Tw−T ), the terms
Ha and Hw can be easily combined to yield the following equation
Ha+Hw ' 4σε˜a(TK +T )3
·
[
ε˜a− εw
4ε˜a
(TK +T )+
ε˜a− εw
ε˜a
(Tw−T )+Ta−Tw
]
. (4.7)
The sensible (Hc) and latent (He) heat fluxes are calculated through bulk semi-empirical relations
that can be derived from turbulence theory [Henderson-Sellers, 1986]
Hc = αc(Ta−Tw) , (4.8)
He = αe(ea− ew) , (4.9)
where αc [W m−2 K−1] and αe [W m−2 hPa−1] are transfer functions primarily depending on wind
speed and other meteorological parameters, ea is the vapor pressure in the atmosphere and ew is
the water vapor saturation pressure at the water temperature (both in [hPa]). The ratio αc/αe is
known as Bowen coefficient and is often taken to be constant (≈ 0.61 hPaK−1) [Imboden and
Wüest, 1995]. The saturated water pressure ew is a function of temperature, and can be calculated
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through several empirical formulas, as for example the exponential law
ew = a exp
(
bTw
c+Tw
)
, (4.10)
where a = 6.112hPa, b = 17.67 and c = 243.5 ◦C [Bolton, 1980].
In order to keep the formulation of the model as simple as possible, Equation (4.10) can be
linearized by Taylor series expansion around a reference temperature, which can be assumed equal
to T
ew ≈ a exp
(
bT
T + c
)(
1+
bc
(T + c)2
(Tw−T )
)
. (4.11)
Finally, the heat exchange with deep water Hd can be formulated, as a first approximation, as the
combination of a constant contribution and a contribution depending on the gradient of temperature
between surface and hypolimnetic water. Considering that deep water has a temperature that is
approximately constant during the year, the second component of Hd is essentially dependent on
surface water temperature Tw. The term Hd is usually small with respect to the flux components
exchanged with the atmosphere, which have been described above. Analogously, the contribution
Hp of precipitation onto the lake surface and the heat Hi exchanged with the inflows and the
outflows are only rarely significant, thus are not explicitly included in the balance. As a matter of
fact, changes in surface temperature during rainy periods generally result from changes of the main
terms Hw, Hc and He, and Hi is only important in lakes with high flushing rate [Imboden and Wüest,
1995].
4.3 Formulation of the model
4.3.1 A simplified heat budget scheme
According to the simplifications discussed in Section 4.2, the net heat flux at the surface Hnet
introduced in Equation (4.1) can be suitably written as the combination of linear and sinusoidal
functions
Hnet = c1 cos
[
2pi(t− c2)
ty
]
+ c3+ c4(Ta−Tw)+ c5Tw , (4.12)
where t is time, ty is the duration of the year expressed in suitable time units, Ta and Tw are air and
water temperature (expressed in Celsius [◦C] for simplicity), respectively, and ci (i from 1 to 5) are
coefficients with a physical correspondence. These coefficients result by appropriately combining
together the physical parameters that appear in Equations (4.2) - (4.11), and their definitions are
given in Section 4.3.3.
Note that Equation (4.12) accounts for a sinusoidal annual forcing term with amplitude c1 and
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phase c2, an exchange air-water term c4(Ta−Tw), a constant term c3 and a residual correction c5Tw
dependent on the water temperature. The only meteorological variable included in the model is
Ta, while the remaining meteorological forcing (primarily wind, which is a major driving force for
lakes) are inherently accounted for in the model’s parameters. The formulation implicitly accounts
for the seasonal patterns of external forcing, while higher frequency fluctuations are not considered,
consistently with the main aim of the model, which is to reproduce the evolution of Tw at long time
scales (i.e. seasonal, annual, interannual).
4.3.2 A suitable parameterization of the epilimnion thickness
Considering the upper layer of the lake, the volume-integrated heat equation can be expressed
as follows
ρcpV
dTw
dt
= HnetA , (4.13)
where ρ is the water density, cp is the specific heat at constant pressure, V and A are the volume and
the surface area of the layer, respectively. Both V and A can be left undetermined in the analysis if
we define the depth of the well-mixed surface layer (i.e. the epilimnion thickness) as follows
D =
V
A
. (4.14)
The depth D typically depends on the stratification of the water column and is characterized by
a clear seasonal behavior. In order to include this essential feature, a suitable parameterization of
D in time is required. The most appropriate choice is to estimate D as a function of the thermal
stratification, thus of the vertical temperature gradient. As a first approximation, the strength
of the stratification can be evaluated as proportional to the difference between the surface water
temperature Tw and a reference value Tr. Tr is representative of deep water temperature, thus can
be suitably chosen depending on the thermal regime of the lake (for a classification of lakes refer
to Hutchinson and Löffler [1956]; Lewis [1983]). In the case of cold monomictic lake (i.e. never
over the temperature of maximum density Tρ,max ≈ 4◦C, stably stratified in winter and circulating
in summer; in these lakes the thermal stratification is referred to as inverse since water temperature
at the surface, Tw, is colder than in the hypolimnion) Tr can be assumed as the maximum surface
temperature registered during the year. In the case of warm monomictic lakes (i.e. always above
4◦C, circulating in winter and stably stratified in summer; in these lakes the thermal stratification is
referred to as direct since water temperature at the surface, Tw, is warmer than in the hypolimnion)
Tr can be assumed as the minimum surface temperature registered during the year. Finally Tr can
be assumed equal to the temperature of maximum density Tρ,max ≈ 4◦C for the case of dimictic
lakes (i.e. inversely stratified in winter, stably stratified in summer and circulating twice a year at
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the transition between the two states, at about 4◦C). In all cases, when the water column is nearly
isothermal (i.e. Tw → Tr), close to the onset of the seasonal turnover, the thermal stratification
weakens and, as a consequence, the surface mixed layer D reaches its maximum thickness Dr. On
the contrary, we assume that the stronger is the stratification (i.e. |Tw−Tr|  0), the thinner is the
surface mixed layer D.
For the period of direct stratification (Tw > Tr), the evolution of D has been described using the
simple exponential decay law
D(t) = Dr exp
(
−Tw(t)−Tr
τwarm
)
, (4.15)
where τwarm [◦C] is the inverse of the decay rate (the subscript warm refers to the case Tw > Tr:
direct stratification) and Dr indicates the maximum thickness of the mixed layer. With the aim to
consider the variation of D when the lake is inversely stratified (i.e. Tw < Tr, subscript cold), a
modified version of Equation (4.15) has been derived,
D(t) = Dr
[
exp
(
−Tr−Tw(t)
τcold
)
+ exp
(
−Tw(t)−0
◦C
τice
)]
, (4.16)
where τcold [◦C] and τice [◦C] are the inverse of decay rates. In principle, τcold is not necessarily
equal to τwarm, since the evolution of D below and above Tr is possibly different. In addition, the
second term in the exponential function has been introduced to account for the potential formation
of the ice cover at the surface. In this case, as Tw tends to 0◦C, D thickens, and in our scheme this
indirectly takes into account the inhibition of the air-water heat flux due to the presence of ice and
snow covers. It is worth noting that τice should have an upper bound (approximately equal to 0.5◦C
in our case), in order to include the effect of ice only when the lake is inversely stratified, and avoid
a discontinuity in D at the transition from direct to inverse stratification (i.e. when Tw = 4◦C).
By substituting Equations (4.12), (4.14), (4.15) and (4.16) into Equation (4.13) we obtain
dTw
dt
=
1
δ
{
p1 cos
[
2pi(t− p2)
ty
]
+ p3+ p4(Ta−Tw)+ p5Tw
}
, (4.17)
with
δ = exp
(
Tr−Tw
p6
)
, (Tw ≥ Tr)
δ = exp
(
Tw−Tr
p7
)
+ exp
(
−Tw
p8
)
, (Tw < Tr) (4.18)
where the model parameters pi (i = 1,3,4,5) are the coefficients ci present in Equation (4.12)
normalized by the maximum mixing depth Dr, p2 = c2, p6 = τwarm, p7 = τcold , p8 = τice, and δ is
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the normalized depth δ= D/Dr, whose seasonal evolution is schematically represented in Figure
4.2 for the case of dimictic lakes (monomictic regimes are particular cases of the dimictic regime,
which represents the most general case).
Warm season
direct stratification
Tw [°C] 
δ [-]
40
1
0
Fictitious 
increase of 
thickness due to 
ice formation
Maximum depth: δ=1
Cold season 
inverse stratification
Figure 4.2: Schematic of the seasonal evolution of the dimensionless thickness δ of the surface
well-mixed layer for the general case of a dimictic lake.
4.3.3 Definition of the parameters
The semi-empirical lumped model presented in the previous section requires the calibration of
8 parameters pi (i = 1, . . . ,8), whose possible ranges of values can be reasonably estimated based
upon their physically-based derivation.
According to the definition of Equation (4.17), parameters pi (i = 1, . . . ,5) are determined once
the corresponding coefficients ci in Equation (4.12) and the maximum mixing depth Dr are known.
Coefficients ci (i = 1, . . . ,5) have been defined by rearranging the heat balance given in Equation
(4.1) into the form of Equation (4.17), using the expressions in (4.2) - (4.11) to specify the main
heat flux terms. Furthermore, the parameters in Equations (4.2) - (4.11) that are influenced by
meteorological (e.g. wind and precipitation patterns) and astronomical phenomena (i.e. rs, αc, αe,
ea) have been assumed to consist of a constant (indicated by an overline) and a periodic (indicated
by a prime) component. The resulting expressions for the coefficients ci are given below
c1 ≈ (1− rs)s1+ f (r′s,α′c,α′e,e′a) , (4.19)
c2 ∈ [0,1] , (4.20)
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c3 ≈ (1− rs)s3+σ(ε˜a− εw)(TK +T )3(TK−3T )
−αe
[
ea−a exp
(
bT
T + c
)(
1− bc
(T + c)2
T
)]
, (4.21)
c4 ≈ 4σε˜a(TK +T )3+αc , (4.22)
c5 ≈ 4σ(TK +T )3(ε˜a− εw)−αe a exp
(
bT
T + c
)(
bc
(T + c)2
)
. (4.23)
It is evident that a straightforward quantification of these coefficients is not trivial. In fact,
most of the physical parameters involved do not have a single, unambiguous value, but rather
they span a range of values that depends on several factors, often difficult to specify (e.g. cloud
cover). Therefore, each coefficient ci is defined over a range of possible values, which is specific of
each case study and, thanks to the physical interpretation of Equations (4.19)-(4.23), is physically
reasonable. The possible ranges of variation can be easily determined by considering the lake
location properties (e.g. latitude, climate, typical temperatures) and by using parameter values
taken from the literature [e.g. Henderson-Sellers, 1986; Imboden and Wüest, 1995; Martin and
McCutcheon, 1998]. Analogous consideration can be addressed for the estimation of Dr.
As far as the the remaining parameters are concerned, p6 and p7 have been allowed to range
within a wide interval comprised between 0 and 15 ◦C, while p8 between 0 and 0.5 ◦C. As
already mentioned in Section 4.3, the range of p8 has been set narrower (more stringent upper
bound), aimed at confining the correction due to ice only when the lake is inversely stratified
(e−4/0.5 = O(10−4) 1). These ranges of variation have been shown to be sufficiently wide to
permit a suitable sensitivity analysis of the model’s parameters (see results in Sections 4.5.1 and
4.5.2).
Finally, it is worth noting that the first term on the right hand side of Equation (4.12) is a periodic
term accounting for all seasonal patterns of meteorological variables other than air temperature
(e.g. wind speed, air humidity, cloudiness, see the definition of c1). As a first approximation,
these components have been treated as sinusoidal functions having the same frequency of the solar
radiation (i.e. a period equal to one year), but possibly different amplitudes and phases. Based
upon purely algebraic considerations, the sum of such a set of functions produces another sinusoid
having the same frequency but different amplitude (i.e. c1) and phase (i.e. c2).
4.4 Study site
In order to apply the model described in Section 4.3, only two series of data are required: air
temperature as input forcing, and surface water temperature for calibration purpose. A sufficiently
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Figure 4.3: Lake Superior with the location of the NDBC stations (45004 - Marquette and STDM4
- Stannard Rock) used in this work. The inset shows the location of lake Superior in
North America.
long dataset (i.e. more than one year) is an essential prerequisite to perform a robust model
calibration and validation procedure. Moreover, a long-term dataset provides a clear picture of
the possible interannual temperature variability, thus allowing for the identification of a set of
parameters that is appropriate to investigate long-term climate dynamics.
The model has been tested on Lake Superior (Surface area: 82103 km2; Volume: 12000 km3;
Maximum depth: 406 m), the largest of the five Great Lakes of North America (see Figure 4.3),
and the largest freshwater basin in the world by surface area. Lake Superior is a dimictic lake:
the temperature of the epilimnion is warmer than 4◦C in summer and cools below 4◦C in winter.
While the surface water temperature varies seasonally, the temperature of the hypolimnion is almost
constant over the year at about 4◦C. Twice a year, in December and in June, surface water reaches
the temperature of 4◦C, thus the thermal stratification weakens. Under these conditions, and in the
presence of a sufficiently strong wind blowing at the surface, the entire lake can mix.
Long-term temperature data (both for air and surface water) have been obtained from the
National Data Buoy Center (NDBC) and from the Great Lakes Environmental Research Laboratory
(GLERL), which are part of the National Oceanic and Atmospheric Administration (NOAA). In
particular, the NDBC provides historical meteorological and oceanographic data for a network of
offshore buoys and Coastal Marine Automated Network (C-MAN) which are installed all over
the world, while the GLERL, through the CoastWatch program, releases daily digital maps of the
Great Lakes surface water temperature and ice cover (i.e. the Great Lakes Surface Environmental
Analysis - GLSEA). For the purpose of this work, only air and surface water temperatures are
required, thus other variables are not presented here.
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Concerning NDBC dataset, two different stations have been used: (a) 45004 - Marquette, an
offshore mooring buoy that provides water temperature measured at 1 m below the water surface,
and (b) STDM4 - Stannard Rock, a C-MAN station installed on a lighthouse that provides air
temperature series measured at about 35 m above the lake surface. These two stations have been
chosen from the many that are available for Lake Superior (both offshore buoys and C-MAN),
because of their central location (see Figure 4.3) and long-term data availability, but time series
registered in other stations present similar behavior (not presented here). The observational dataset
cover a 27-year long period, from 1985 to 2011, and consists of measurements with a one-hour
temporal resolution. Since NDBC buoys in the Great Lakes are removed during winter to prevent
damage from icing, no measurements are available at the 45004 - Marquette during winter months
(except for 1991), while the STDM4 - Stannard Rock measurements do not show significant gaps.
Concerning GLERL dataset, daily temperature maps have been used for the period 1994 to 2011.
Data refer to the daily lake average surface water temperature obtained from NOAA polar-orbiting
satellite imagery. The series is almost continuous, and does not present significant gaps. Schwab
et al. [1999] compared GLERL surface water temperatures estimates with water temperatures
measured at some of the NDBC buoys, finding an overall good agreement, with a mean difference
between the two of less than 0.5◦C and a root mean square differences ranging from 1.10 to 1.76◦C.
The close correspondence between the two sets of data is confirmed in Figure 4.8a where NDBC
and GLERL dataset considered in the present study are compared for the period 2003-2011.
As customary, the available datasets have been divided into two parts: the first part, containing
around two thirds of the available data, is used for model calibration and sensitivity analysis, while
the second part, containing the remaining one third, is used for model validation. The datasets used
in this work are listed in Table 4.1, together with their main statistics.
The differential Equation (4.17) has been solved numerically by using the Euler explicit
numerical scheme, with a daily time step (concerning NDBC data, mean daily temperatures have
been preliminary calculated from the original data).
4.5 Sensitivity analysis and model calibration
Inverse modeling of complex systems, as such as those encountered in hydrological applications,
is inherently ill posed problem, as the information provided by observational data is insufficient to
identify the parameters without uncertainty. In a typical situation many different combinations of
the parameters may provide similar fitting to the observational data. For example, even a simple
model with only four or five parameters to be estimated may require at least ten hydrographs for a
robust calibration [e.g. Hornberger et al., 1985].
This identification problem can be alleviated by reducing the number of parameters used in the
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model, for example through sensitivity analysis, which is the typical methodology used for this
purpose [e.g. Majone et al., 2010]. In this case we perform sensitivity analysis by using Generalized
Likelihood Uncertainty Estimation (GLUE), a methodology proposed by Beven and Binley [1992]
that requires the identification of a validity range for each parameter, a strategy for sampling the
parameter space and finally a likelihood measure to be used in order to rank the different parameters
sets. We carried out 100000000 Monte Carlo model realizations using uniform random sampling
across specified parameter ranges selected according to physical limitations of model’s parameters.
Indeed, the physical meaning of the parameters allowed for a reasonable definition of the possible
range of variability of each of them. Finally, we used as likelihood measure the Nash-Sutcliffe
model efficiency coefficient, E, which is a widely used metric adopted in hydrological applications
[e.g. Nash and Sutcliffe, 1970; Majone et al., 2012, and many others]
E = 1− σ
2
e
σ2o
= 1− ∑
n
i=1(T̂w,i−Tw,i)2
∑ni=1(T̂w,i−T w,i)2
, (4.24)
where n is the number of data, σ2e and σ2o are the variance of the residuals and of the observations,
respectively, T̂w,i and Tw are the observed and simulated surface water temperature at time ti, and T w
is the average of T̂w,i. Note that the residual is defined as the difference between the observational
data and the model’s prediction, and a parameter set identifies a point in the space of parameters.
The Nash-Sutcliffe efficiency index ranges from −∞ to 1. An efficiency equal to 1 (E = 1)
corresponds to a perfect match between measured and simulated values, whilst E = 0 indicates that
the model prediction is as accurate as the mean of observations. Efficiency values lower than 0
(E < 0) occurs when σ2e is larger than σ2o, thus when the mean of observations is a better estimator
than the model itself.
Since its introduction in 1992, GLUE has found wide applications and it is recognized as a
useful methodology for uncertainty assessment in many fields of study especially in non-ideal
situations [e.g. Beven, 2006]. Nevertheless, the goal of this work is not to adopt a complete informal
Bayesian approach to estimate uncertainty of model predictions, but rather to assess the impact
of changes in uncertain parameter values on model output. Hence, the purpose is to set up a
general and effective strategy to select which are the most sensitive parameters of the model, and to
define which should be suitably adjusted in a calibration process. Indeed, the GLUE methodology
is a powerful and effective tool that can be also used for model calibration besides uncertainty
estimation procedures and sensitivity analysis.
One of the most acknowledged limitation of the GLUE methodology is the dependence on
the number of Monte Carlo simulation, especially in the presence of complex models with high
computational demand. However, in our case we were able to fully explore parameter response
surfaces by adopting a significantly high number of realizations. Therefore, the use of the GLUE
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methodology, not only for parameter identifiability purposes but also as a calibration tool, appears
appropriate. Just as a sidenote, 100000000 model runs over a period of 18 years with a daily time
step and adopting Intel(R) Xeon(R) CPU X5680 @ 3.33GHz took around 2 hours.
Furthermore, in the attempt to test reliability and predictive capability of the model, a validation
procedure was undertaken by running the model on validation datasets (see Table 4.1) by using the
sets of parameters which maximize the efficiency E during the calibration periods (i.e. the set of
parameters with the highest likelihood obtained through the GLUE methodology).
In the ensuing sections, the GLUE methodology is presented for different model configurations
(from 8 to 4 parameters), with reference to the calibration periods of the NDBC and GLERL
datasets, respectively (see Table 4.1).
As a final comment, we point out that the first year of each time series is used as warm-up
period (i.e., excluding the period from the calculation of the Nash-Sutcliffe efficiency index E), in
order to remove any transient effect due to the initial condition.
4.5.1 8-parameter model
A first-step sensitivity analysis has been carried out by solving Equation (4.17) over the
calibration period (18 years, from 1985 to 2002) using randomly sampled set of parameters. We
recall here that each of the 8 parameters has been allowed to vary over physically reasonable ranges
of values, whose determination is discussed in Section 4.3.3.
In the light of the results obtained from the first-step sensitivity analysis, the ranges of variability
of each parameter were narrowed, thus allowing for a detailed investigation of parameters space
regions associated with high values of E. Subsequently, a second-step sensitivity analysis has been
undertaken by sampling further 100000000 parameters sets from the narrowed parameters ranges.
Figure 4.4 shows the dotty plots of the efficiency index E for each of the 8 parameters of the
model, corresponding to the narrowed ranges (second-step performance analysis). For the sake
of clarity in the presentation of results, Figure 4.4 (as well as Figure 4.6) shows only the set of
parameters with E larger than 0.8. Model simulation during the calibration period 1985-2002 using
the best set of parameters is illustrated in Figure 4.5, which shows a noticeable agreement between
simulated and observed values, with an efficiency index E > 0.9 (see Table 4.2 for a summary of
the results).
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Figure 4.4: Dotty plots of efficiency indexes (E) for the 8-parameters model during the calibration
period 1985-2002 (NDBC simulation). Highest efficiency is presented with an orange
dot.
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Figure 4.5: Comparison between simulated and observed surface water temperature during the
calibration period 1985-2002 (NDBC simulation). Simulated curves refer to the full
8-parameter and the simplified 4-parameter models, respectively. Observed air tempera-
ture data are also presented with cyan line.
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A visual inspection of dotty plots of model efficiency can provide useful information on the
identifiability of each parameter. According to Figure 4.4, all the parameters are characterized by a
good identifiability with the exception of parameters p7 and p8. This can be explained if we consider
that NDBC dataset presents few values of water temperature during winter periods. In particular, no
data (except for one single year out of 18) are available when surface water temperature approaches
0◦C, which corresponds to the period of the year when the parameter p8 is relevant. We remark
here that p8 is the parameter associated to ice formation at the surface of the lake. Although to
a minor extent, also p7 does not show a clear identifiability, probably as a consequence of the
importance that this parameter assumes during winter time (it plays a role only when Tw < 4◦C),
that is when water temperature measurements are not available. However, by analyzing the dotty
plot an important information can be inferred: efficiency increases for higher values of p7, and
approaches a nearly asymptotic high efficiency trend when p7 & 5◦C. Looking at the physical
meaning of the parameter (see Equation (4.18)), this means that model performance improves as the
mixed depth D approaches its maximum value Dr when the lake is inversely stratified (Tw < 4◦C).
In the light of these evidence, in the ensuing section the full 8-parameter version of the model
has been simplified by neglecting parameters p7 and p8.
4.5.2 From 8 to 4 parameters
On the basis of the results discussed in the previous section, not all the model parameters
seem to be significant and clearly identifiable. In particular, the parameter p8 has been found to
be insensitive to the model, and parameter p7 provides an overall high performance over most of
its variability domain (p7 & 5◦C). The peculiar behavior of these parameters, together with the
fact that both appear in the definition of the mixing depth D when the lake is inversely stratified,
suggests that a simplification of the model may be possible by considering a different (simpler)
expression for D. As far as parameter p8 is concerned, since it is not significant for the model, it can
be easily neglected, thus eliminating the effect of ice formation. On the other hand, according to
Equation (4.18) high values of p7 mean small decay rates of D, thus thick mixing depths when the
lake is inversely stratified. In the light of these considerations, we derived a first simplified version
of the model, where the mixing depth is assumed to be constant and at its maximum thickness
D = Dr when the lake is inversely stratified (Tw < Tr). Thanks to this simplification p7 and p8 are
removed and the number of parameters diminishes from 8 to 6.
As for the case of the full 8-parameter version of the model, the same sensitivity analysis
described in Section 4.5.1 has been carried out also for the simplified 6-parameter version. The set
of parameters presenting the highest efficiency index during the calibration period is summarized
in Table 4.2, whilst dotty plots deriving from the application of GLUE methodology and the
comparison between simulated and measured surface water temperature during the same period
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are not presented here for the sake of brevity. Indeed, results are essentially equivalent to those
obtained using the full 8-parameter model, which is confirmed by the close similarity between the
best set of parameters and the efficiency indexes obtained in the two cases (see Table 4.2). The
similarity of results supports the idea that the 6-parameter model is a reasonable simplification, at
least in the case considered herein where the winter data are not abundant (see also Section 4.7 for
further discussion).
The number of parameters can be further diminished from 6 to 4 by eliminating the parameter
p1 and, as a direct consequence, p2, besides p7 and p8. This simplification is justified since
three periodic terms appear in the model as characterized by an annual periodicity: the forcing
term p1 cos(2pi(t− p2)), the exchange term p4(Ta−Tw) and the residual correction p5Tw. The
simultaneous co-presence of all these terms may be considered redundant in those cases in which
the annual cycles of Tw and/or of Ta−Tw can be suitably approximated as sinusoids. Indeed, the
sum of sinusoidal functions with the same frequency, but different amplitude and phase, yields
another sinusoid with different amplitude and phase but same frequency. Therefore, two sinusoids
are sufficient, and the forcing term p1 cos(2pi(t− p2)) can be removed, relieving the overall annual
variations on the periodic terms controlled by the model variable Tw and the external forcing Ta.
Following this logic, the term p5Tw could be neglected alternatively (on the contrary p4(Ta−Tw)
cannot since it is the only term that includes information about the external forcing), but this
assumption would remove only one parameter (p5) instead of two (p1 and p2), thus making it less
attractive. In principle, both p1 cos(2pi(t− p2)) and p5Tw could be neglected contemporaneously,
but in this case the phase of the overall periodic term would be forced to that of the temperature
difference. It is worth noting that in the 4-parameter version of the model (retaining p3, p4, p5 and
p6), the meaning of the parameters is distorted, as the processes that were accounted in p1 are now
included in p4 and p5.
Figure 4.6 shows the dotty plots of the efficiency indexes E for the 4-parameter version of the
model, where only the parameters p3, p4, p5 and p6 are retained. In this case, since the number
of random samplings has been kept unchanged (i.e., 100000000), the predictions of the Monte
Carlo realisations appear much less sparse (i.e. denser dotty plots) if compared to the case of
the 8-parameter version. Notice that all the parameters are characterized by high identifiability
and the model does not present signs of overparameterization. Figure 4.5 shows the comparison
between observed and simulated surface water temperatures during the calibration period 1985-
2002 for the 4-parameter and the full 8-parameter models, respectively. The difference is little, and
mainly localized during the winter period, when no surface water temperature data are available
for comparison. During the rest of the year, when measurements are available and E index can be
effectively calculated, the two solutions are comparable and the efficiency indexes are similar (just
slightly lower for the simplified 4-parameter version of the model, see Table 4.2).
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Figure 4.6: Dotty plots of efficiency indexes (E) for the 4-parameters model during the calibration
period 1985-2002 (NDBC simulation). Highest efficiency is presented with an orange
dot.
4.6 Model validation
The best set of parameters obtained during the calibration period for the different versions of
the model (with 8, 6 and 4 parameters, see Table 4.2) have been used to run the model during the
validation period 2003-2011 (see Table 4.1). In all the cases, simulations have been characterized
by high efficiency indexes, comparable to those obtained with the best simulations during the
calibration period (E ' 0.9, see Table 4.2). In Figure 4.7 simulated water temperatures (for the
versions with the 8 and 4 parameters) are compared with observations showing an overall very
good agreement. Results confirm the reliability of the model as a valuable tool for surface water
estimation over long-term periods with different model configurations.
Besides the evaluation of the surface water temperature, the model provides additional relevant
information regarding the annual evolution of the epilimnion thickness. In fact, as discussed in
Section 4.3, the model explicitly includes a suitable parameterization of the seasonal behavior of
the mixing depth through Equation (4.18). In particular, the normalized thickness of the epilimnion
δ= D/Dr is automatically determined once the parameters p6, p7 and p8 are defined. Furthermore,
it is evident that if an estimate of the reference mixing depth Dr were known, the actual thickness
of the well-mixed layer D could be evaluated as well. With reference to the NDBC dataset Figure
4.8b shows the evolution of δ over the validation period 2003-2011, for the 8- and 4-parameter
versions of the model (continuous lines). In the first case (8 parameters) the fictitious increase of
depth due to the presence of ice is evident (peaks at values greater than 1). We recall here that in
the 8-parameter version of the model, the formation of ice is modeled by increasing the depth D of
the surface layer, thus the volume of water involved in the heat balance (see Figure 4.2). Thanks
to this assumption the model accounts for the insulation effect due to the presence of ice, which
may be even more significant when the ice surface is snow-covered, and the penetration of solar
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radiation is strongly attenuated.
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Figure 4.7: Comparison between simulated and observed surface water temperature during the
validation period 2003-2011 (NDBC simulation). Simulated curves refer to the full
8-parameter and the simplified 4-parameter models, respectively. Observed air tempera-
ture data are also presented with cyan line.
4.7 Discussion
The physically-based, semi-empirical model presented here has been shown to provide an
accurate description of surface water temperature of lakes, with high values of Nash-Sutcliffe
efficiency index E ' 0.90, and a root-mean-square error between observations and simulations of
the order of 1◦C (results not presented here). This error in prediction capability is comparable to
those obtainable using process-based numerical models [e.g. Fang and Stefan, 1996; Stefan et al.].
However, these kinds of models have the strong limitation of requiring high resolution weather
data.
Results are remarkable both using the full 8-parameter version and the simplified 6- and 4-
parameter versions of the model. In particular, little difference has been found regarding the best
set of parameters and the efficiency indexes obtained using the 8- and the 6-parameter versions
(see Table 4.2). Therefore, one may infer that no significant advantages can be expected by using
a more accurate expression for D during the winter period (8-parameter version), instead of a
constant value (6-parameter version). However, it is not possible to state this conclusion by simply
analyzing results presented in Sections 4.5.1, 4.5.2 and 4.6. Indeed, no surface water temperature
measurements are available during the winter period for the NDBC dataset, except for the year
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Figure 4.8: Evolution of the dimensionless depth δ over the period 2003-2011: comparison between
results for the full 8- and simplified 4-parameter versions of the model obtained from
NDBC and GLERL simulations. a) Comparison of observed water temperature time
series during the period 2003-2011 for the NDBC and GLERL dataset, respectively. b)
Evolution of the dimensionless depth δ over the period 2003-2011 for the full 8- and
simplified 4-parameter versions of the model (NDBC and GLERL simulations).
1991, thus the model efficiency has not been tested during the period of inverse stratification. Aimed
at overcoming this limitation, a new dataset of surface water temperature has been used, which does
not have significant data gaps: the daily lake-averaged surface water temperature based on satellite
imagery provided by the GLERL (see Table 4.1). The same GLUE procedure discussed in Section
4.5 has been performed by adopting the GLERL dataset as reference surface water temperature data
and by repeating the implementation details described in Section 4.5.1. The simulations (hereafter
referred to as GLERL) have been run over the calibration period 1994-2005, using as input forcing
the air temperature data retrieved from the NDBC dataset (C-MAN station, see Table 4.1). The 8-,
6- and 4-parameter versions of the model have been tested, obtaining remarkable efficiency indexes
(E > 0.95), which are higher with respect to the previous applications (i.e. using NDBC dataset).
Validation procedure has been conducted with reference to the period 2006-2011, confirming high
performances of the model (E > 0.97). The parameters sets providing the highest efficiencies during
the calibration period and the associated E values are given in Table 4.2, while comparison between
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simulated and observed surface water temperature data for the 8- and 4-parameter versions of the
model are shown in Figures 4.9 and 4.10 for the calibration and validation periods, respectively.
Finally, the seasonal evolution of δ is shown in Figure 4.8b for both versions of the model (dashed
lines), and it is compared with those obtained from the application of the model to the NDBC
dataset. Results are consistent, with the slight difference in the onset of summer stratification being
due to the earlier increase of water temperature in the GLERL dataset compared to the NDBC
dataset (see 4.8a).
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Figure 4.9: Comparison between simulated and observed surface water temperature during the
calibration period 1994-2005 (GLERL simulation). Simulated curves refer to the
full 8-parameter and the simplified 4-parameter models, respectively. Observed air
temperature data are also presented with cyan line.
So far, the model has been tested with long-term series of data (NDBC: 27 year, and GLERL:
18 years), however long-term records are often not available, or are characterized by significant
gaps due to missing data. Instead, it is relatively easier to have access to mean annual cycles of
temperature (both of surface water and air), whose determination also represents a valuable strategy
to overcome the possible lack of data. Therefore, a conversion model that could be calibrated on
mean annual cycles, and successively applied over long-term periods without compromising the
correct estimation of the interannual fluctuations, would represent a valuable tool. For this purpose,
the mean annual cycle of surface water temperature has been derived from GLERL data during
the calibration period 1994-2005, and the corresponding cycle of air temperature from NDBC
dataset (C-MAN station). A Monte Carlo sensitivity analysis (hereafter referred to as GLERLmy,
the subscript my staying for mean year) has been carried out following the same procedure adopted
in the previous sections, but using mean annual cycles of air and water temperature as forcing and
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Figure 4.10: Comparison between simulated and observed surface water temperature during the
validation period 2006-2011 (GLERL simulation). Simulated curves refer to the
full 8-parameter and the simplified 4-parameter models, respectively. Observed air
temperature data are also presented with cyan line.
reference data, respectively. In order to eliminate the influence of initial conditions the temperature
cycles have been replicated for two years with the first one used as a “warm-up". Results obtained
by adopting the parameters providing the highest efficiency (see Table 4.2) are presented in
Figure 4.11, which shows the hysteresis cycles between air and surface water temperatures derived
from measurements and model estimates (8- and 4-parameter versions). A very high efficiency
index (E ' 1.0) is achieved, and both versions of the model are able to satisfactorily capture the
seasonal pattern of thermal hysteresis. The parameters sets providing the highest efficiency during
the calibration process with the mean annual temperature data and the associated E value are
summarized in Table 4.2.
Afterwards, a validation procedure has been conducted for GLERLmy during the period 2006-
2011 (the same as GLERL simulations, thus results can be compared). Results are characterized
by remarkable efficiency indexes (E ' 0.97), only slightly lower than the values obtained with the
simulations presented in the previous sections. Indeed, the model calibrated on the mean year is
able to well capture the interannual variabilities, producing remarkable results not dissimilar from
those shown in Figure 4.10 (for this reason are not presented here). Furthermore, parameters values
are significantly similar to those obtained calibrating the model with the whole 12-year series of
data (GLERL simulation, see Table 4.2).
In the light of the results presented in this section, we assert that the model can be calibrated
and adopted using data of different origin (measurements at buoys and coastal stations, satellite
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Figure 4.11: Comparison of the hysteresis cycles between air and surface water temperatures, as
derived by the data and by the 8- and 4-parameters versions of the model. Hysteresis
cycles refer to the mean year, calculated over the period 1994-2005, using GLERL
and NDBC data for Tw and Ta, respectively (GLERLmy simulation).
estimates) and nature (long-term series of data, mean annual cycle of temperature). This conclusion
is corroborated by the excellent results (not shown here for the sake of brevity) of the performance
analysis (entirely comparable to those presented in the present paper) obtained using different
datasets: (a) air temperature from a different C-MAN station (the PILM4 - Passage Island), whose
sensor is installed at a different high (22m) respect to the Stannard Rock station (35m), (b) air
temperature data measured at the 45004 - Marquette offshore buoy station at only 4 m from the lake
surface, and (c) water temperature measured at a different off shore buoy (the 45001 - Hancock).
Furthermore, in all cases, even if the calibration is performed considering mean annual cycles
of temperature, the model suitably captures the interannual variations that are likely to occur.
On the basis of these evidence, we can assert that in principle this simple model may be used
with different temperature datasets as input. As a matter of fact, unlike process-based models, it
can be calibrated using any dataset, independently of its physical representativeness (e.g. point
measurements vs. spatial averages). Air temperature series provided by general atmospheric models
or climate projections derived from GCMs and RCMs can be used as well. In this regard, the model
is particularly attractive for climate change impact studies, since predictions of air temperature are
usually more reliable than other meteorological variables [e.g. Gleckler et al., 2008].
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4.8 Concluding remarks
In this chapter a simple, physically-based model has been described, which is able to reproduce
observed water temperature of lakes with limited information on external meteorological forcing.
As a matter of fact, the only is input required is air temperature.
Starting from the zero-dimensional heat budget, we derived a simplified first-order differential
equation for water temperature forced by a few terms representing the combined effects of the
seasonally varying external term and the exchange terms explicitly dependent on the difference
between air and water temperatures. Assuming annual sinusoidal cycles of the main heat flux
components 8 parameters have been identified, which can be calibrated if temporal series of air
and surface water temperature are available. Such a calibration is supported by the physical
interpretation of the parameters, which provides reasonable initial conditions for the parameters
ranges.
The relative importance of the model’s parameters have been evaluated by using the GLUE
methodology. Thanks to this analysis we were able to identify and neglect parameters that, under
different conditions, appears less significant in the model formulation leading to two simplified
versions retaining 6 and 4 parameters, respectively.
The model has been applied to the case of Lake Superior (USA - Canada) with reference
to different types of datasets, and all the versions of the model have shown to perform well in
reproducing the measured water temperature data. This model has proved to be robust and able
to reproduce well the lake’s response to meteorological forcing, including interannual variability,
representation of the variability of the epilimnion thickness, and the inverse startification process
which typically occurs in dimictic lakes.
In the light of these results, the model can represent a valuable tool in climate change impact
studies allowing for predictions of future trends of lake surface water temperature, given future
projections of air temperature only. In this regard, the model has been used here to construct
possible scenarios of surface water temperature of Lake Baikal (see Chapter 5), used to investigate
the future response of the lake to climate change (see Chapter 6).
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5 Available datasets and data processing
Abstract - In the first part, the present chapter provides a review of the data available for Lake Baikal. The
main emphasis is on wind and surface water temperature, which are the major forcing of the system, and the primary
information needed for the model presented in Chapter 3. Owing to the fact that Lake Baikal is huge and located in
a very remote region, it is only partially monitored. As a consequence, the available measurements and observations
are few, and not sufficient for the purposes of this study. Therefore, these data have been integrated with historical
re-analysis series, a long-term record of data that describes the climate conditions occurred in the past half century in
the region of Lake Baikal. Future projections of wind and temperature under global climate change scenarios have been
considered as well, aimed at simulating the effects on deep ventilation driven by plausible changes in the climate forcing.
Finally, besides data about surface water temperature and wind forcing, also measurements concerning the vertical
profiles of temperature, CFC-12 and dissolved oxygen concentration are presented and discussed.
Since both re-analysis series and future projections have a coarse spatial resolution, they are not representative
of the conditions at the lake surface (i.e. local scale), but rather of the processes occurring at a wider spatial scale
(i.e. regional scale). Furthermore information about surface water temperature of lakes are generally not available,
but only air temperature is provided. In the attempt to overcome these data constraints, two basic operations are
required. The first is the downscaling of data, which consists in extrapolating coarse-grid climatic variables to a finer
scale, whereas the second is the conversion of air temperature series into the corresponding values of surface water
temperature. The downscaling and conversion procedures employed in this study are described into details in the second
part of this chapter. Different approaches have been used depending on the type of data to be processed: wind speed
or temperature, past records or future scenarios. In general, the downscaling/conversion of data has been obtained
integrating well-known downscaling techniques into newly developed methodologies.
The chapter is structured as follows. The available data are presented and described in Section 5.1, starting from
measurements and observation in Section 5.1, to continue with re-analysis dataset and the future climate scenarios
in Sections 5.1.2 and 5.1.3, respectively. Section s5:processing deals with the processing of re-analysis and future
projections datasets. In particular, the procedures devised to downscale/convert historical data are presented in Section
5.2.1, while those for future conditions are described in Section 5.2.2. Finally, concluding remarks are given in Section
5.3.
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5.1 An overview of available data
Several measurement campaigns have been being carried to characterize the physical and
chemical limnology of Lake Baikal. In particular, during the last decades numerous expedition
cruises have been organized and some measurement stations have been installed, primarily by
Russian, Swiss and American scientists, often working in close cooperation with each other [e.g.
Weiss et al., 1991; Shimaraev et al., 1994; Killworth et al., 1996; Hohmann et al., 1997; Peeters et al.,
1997, 2000; Wüest et al., 2005; Hampton et al., 2008; Schmid et al., 2008; Shimaraev et al., 2011a,b,
2012]. These field campaigns were mainly designed to measure vertical temperature profiles and
collect water samples for the analysis of tritium, helium isotopes, dissolved oxygen, CFCs, and
other noble gases. As a whole, the existing measurement data are sufficiently detailed to provide
a general characterization of the vertical thermal and chemical structure of the South, Central
and North basins. Nevertheless, the temporal resolution of the measurements is generally low,
consisting in only a couple of vertical profiles per year. The only exception is for the measurements
collected at the permanent stations [e.g. Schmid et al., 2008; Shimaraev et al., 2011b, 2012], which
have been installed in the South Basin since 2000, and provide vertical profiles of temperature with
a high frequency (i.e. O(101) min). In conclusion, continuous series of measurements are available
just from 2000, and only for temperature.
As far as meteorological conditions (e.g. air temperature, wind speed and direction, humidity,
solar radiation) are concerned, only few observations are available. The existing data have been
generally recorded at weather stations installed around the lake [e.g. Wüest et al., 2005; Schmid
et al., 2008], however there exist also a few measurements collected offshore, from ships or
mooring stations [e.g. Rzheplinsky and Sorokina, 1977]. Unfortunately, these latter data are scarce,
fragmentary and difficult to access. On the other hand, data from meteorological stations along the
coast are relatively more abundant, but it is evident that they are not likely to be fully representative
of the actual conditions over the lake. Wind speed and direction, for example, are strongly affected
by mountain ridges, which often modulate the background wind field and produce highly variable
local winds of different strengths and directions [Ivanov, 2012]. To conclude, long-term continuous
series of meteorological data representative of the conditions over the lake are not available or
accessible, at least to our knowledge.
If on one hand available data are few and cover limited periods, on the other long-term series
of data are required for a robust calibration of the simple 1D model presented in Chapter 3. The
calibration procedure has been performed assuming, besides temperature, CFCs concentration
as the main tracer. Indeed, CFCs are not known to be influenced by biological processes and
are characterized by a high chemical stability, thus serve as relatively unambiguous tracers [e.g.
England, 2001]. The attempt is to adjust the model’s parameters to suitable values in order to
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Table 5.1: Summary of the available datasets of water temperature, Tw, air temperature, Ta, and
wind speed, W .
Dataset Variables Resolution Time period
EAWAG Surface water temperature Sub-basin scale, 12h 2000-2008
Rzheplinsky and Sorokina [1977] Wind speed and duration Lake scale 1959-1968
ECMWF ERA-40 Wind speed and air temperature Regional scale, 6h 1958-2002
CNRM-CM5 (historical) Wind speed and air temperature Regional scale, 3h 1960-2005
CNRM-CM5 (RCP2.6, RCP4.5
and RCP8.5)
Wind speed and air temperature Regional scale, 3h 2026-2046, 2081-2101
contemporaneously obtain a good description of the thermal structure of the lake and a reliable
reconstruction of the historical evolution of CFCs concentrations in deep water. Therefore, for
calibration purposes, the series of data, besides covering long periods, should also appropriately
describe the historical meteorological conditions that actually occurred at the lake surface.
In order to overcome some of the constraints related to the scarcity of data, available measure-
ments and observations had to be integrated with additional, more detailed, information. In this
regard, re-analysis datasets have been used to calibrate the model and hindcast past conditions
of the lake. Re-analysis datasets consist of long-term record of data, which provide a consistent
chronological description of climate conditions that actually occurred in the past. Therefore, this
kind of data allows for the imposition of appropriate upper boundary conditions to properly simulate
the evolution of CFCs concentrations in Lake Baikal, and hence calibrate the model. Furthermore,
aimed at investigating the behavior of the lake in response to changing external forcing, future
projections of meteorological variables under global climate change scenarios have been considered.
The datasets used in this work are summarized in Table 5.1 and discussed in the following sections,
starting from the measurements and observations, to proceed with re-analysis datasets and future
climate scenarios. Measured profiles of temperature and species concentrations are reported and
discussed only with reference to the South Basin of the lake, which is the part of the lake considered
in this study.
5.1.1 Measurements and observations
Water temperature Concerning water temperature, Tw, a 9-year set of vertical temperature
profiles are available for the period ranging from 2000 to 2008. The data were collected at a
distance of 3.2km from the northern shore of the South Basin [see Schmid et al., 2008, for details],
where a mooring station equipped with a chain of high accuracy and resolution thermistors was
installed. The vertical positions of the moored instruments changed slightly from year to year, but
always keeping the deepest measurement point at ∼ 1350m depth. The entire dataset is courtesy of
Prof. A. Wüest and his research team at EAWAG, Switzerland.
For the aims of the model, measurements were re-sampled to a resolution 12h, according to
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Figure 5.1: Seasonal cycle of the surface water temperature: mean temperature and range of
variability (± standard deviation) for the period from 2000 to 2008 (courtesy of A.
Wüest). For the sake of clarity, data are filtered with a 7 days moving average. The
horizontal line indicates the threshold temperature for ice formation in the model: thick
and thin parts respectively represent the duration of the ice covered and ice free periods,
as reported by Peeters et al. [1997].
the time step used in the model (∆t = 12 h). Furthermore, measurements from the uppermost
instrument have been used to construct a statistical distribution of the seasonal cycle of surface
water temperature (see Figure 5.1), which have been used to impose the surface boundary condition
in the model.
The use of surface water temperature as boundary condition instead of determining the net heat
exchange at the lake-atmosphere interface (see Section 4.2 for further details) has the key advantage
that the uncertainties in the estimation of the heat fluxes can be avoided [Goudsmit et al., 2002].
This is particularly true in all those cases where the available data are scarce and hence significant
hypotheses and simplifications are introduced in order to solve the heat budget at the surface.
In this case, the upper boundary condition for temperature used in the model is not the tem-
perature of the very surface waters of the lake, but rather the temperature of the uppermost part of
the well-mixed surface layer. As a matter of fact, the measurements used to construct the annual
cycle of surface water temperature shown in Figure 5.1 refer to a depth of 16.9 m below the surface
of the lake. This depth corresponds to a mean value for the 9-year period of measurements, since
the position of the uppermost instrument varied from a minimum depth of 9.0 m to a maximum
depth of 30 m. It is worth to notice that using this value of temperature instead of the actual surface
water temperature (which anyway is not available) has the convenience to inherently account only
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for those heat flux components that are not confined to the very surface waters (e.g. long wave
radiation emitted by the lake), but rather can penetrate downward, involving a thicker layer (e.g.
short-wave solar radiation).
Finally, in order to simulate the dynamics of the ice cover, a temperature threshold is required
to link the physical condition at the surface (i.e. formation/melting of the ice cover) to the upper
boundary condition. This threshold value is not necessarily equal to 0◦C, since, as already discussed,
the upper boundary condition is derived from measurements collected at about ∼ 17 m below the
surface. Based upon observations of ice cover formation and break up given by [Peeters et al.,
1997], and combining these information with the mean annual cycle of surface water temperature
(black curve in Figure 5.1), a threshold temperature of 1◦C has been identified.
Wind action Long-term series of measurements concerning the wind forcing are not available.
However, precious observations are reported in Rzheplinsky and Sorokina [1977] about the monthly
frequency of speed and duration (not used here) of six different types of wind. The data cover the
period ranging from 1959 to 1968 and refer to the whole Lake Baikal, giving important information
about the seasonality and the intensity of winds at the lake surface. Measurements have been
collected from fixed stations (at the coast and on the islands) and ships, during the ice free season
(May - December).
Two distinct seasonal patterns are clearly recognizable [Shimaraev et al., 1994], which allow
for the definition of two complete (i.e. comprehensive of all wind types) cumulative frequency
distributions of wind speed, one for the warm season (May - September) and the other for the cold
season (October - December, see Figure 5.2a).
In the absence of wind data when the lake is ice covered (i.e. January - April), the validity
period of each curve has been extended to cover the whole year (warm season curve from mid
February to September, and cold season curve from October to mid February). We recall here that
wind action is not included in the model during the ice cover period (see Sections 3.3 and 3.4), thus
this expedient is only required to ensure that a wind probabilistic curve is always defined when
the lake is ice free (accounting for the possible effects of inter-annual climate variability that can
slightly hasten or postpone the ice melting and formation, respectively). More importantly, wind
information covering the entire year is necessary for the construction of climate change scenarios.
Indeed, ice formation and melting dynamics are likely to be significantly modified in the next
future.
The cumulative frequency distributions of wind speed have been used to downscale the data
provided by the re-analysis datasets and the climate scenarios, which are introduced in the next
paragraphs (see Section 5.2 for further details concerning the downscaling procedure).
Finally, Figure 5.2b,c shows the cumulative frequency distribution of wind duration for different
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Figure 5.2: Seasonal distributions of wind speed and duration (data from Rzheplinsky and Sorokina
[1977]): a) cumulative frequency distribution of wind speed for summer (May-
September) and winter (October-December), b) summer and c) winter cumulative
frequency distributions of wind duration for each wind speed class.
classes of wind speed and for both the warm and cold seasons. This information would be required
if wind forcing were reconstructed by means of the stochastic approach discussed in Section 3.3.2,
and used in Piccolroaz and Toffolon [2011]. However, in this case the reconstruction of wind action
has been based upon the complete series of wind events contained in the re-analysis dataset, which
provide a value of wind speed with a time resolution of 6 hours (see Section 5.1.2). Therefore, the
statistics concerning the observations of wind duration are not used here.
CFCs profiles Chlorofluorocarbons (CFCs) have been released into the atmosphere since their
industrial production, in the early 1930s. CFCs concentration significantly increased in the atmo-
sphere until they were progressively banned in the 1990s. Such anthropogenic trace gases dissolved
into surface waters and accumulated there. Upper level traces of CFCs get redistributed vertically
by convection, and then horizontally by interior currents and mixing. Ventilated waters in oceans
and deep lakes are therefore characterized by relatively high concentrations of these anthropogenic
gases.
Unlike the majority of ocean tracers (e.g. tritium - 3H, radiocarbon - 14C, helium - 3He), CFCs
are not known to be influenced by biological processes and have high chemical stability. They
therefore serve as relatively unambiguous tracers of the present day circulation patterns in oceans
and lakes. CFCs are presently the best available tracers for decadal to interdecadal model validation
[England, 2001], and have been extensively used to determine the age of water and analyze deep
water ventilation.
Among the others, in past studies CFC-12 has been successfully used as limnological tracer to
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Figure 5.3: a) CFC-12 vertical profiles measured in 1988, 1991, 1993, 1995 and 1996 (data from
Weiss et al. [1991]; Killworth et al. [1996]; Peeters et al. [1997, 2000]); b) CFC-12
upper boundary condition derived from data by Peeters et al. [1997].
investigate deep water renewal of Lake Baikal and estimate ventilation rates [Weiss et al., 1991;
Killworth et al., 1996; Peeters et al., 1997, 2000]. In the light of these evidences, CFC-12 has been
chosen, together with temperature, as the main tracer for the calibration of the model.
A few vertical profiles of CFC-12 concentration have been extracted from the literature [Weiss
et al., 1991; Killworth et al., 1996; Peeters et al., 1997, 2000] for the years 1988, 1991, 1993,
1995 and 1996. This has allowed for a fairly good representation of the evolution of CFC-12
concentration profiles during the 1990s (see Figure 5.3a). The upper boundary condition for
CFC-12 is shown in Figure 5.3b, for the period ranging from 1940 to 1997. This curve has been
determined from the mean values of CFC-12 concentration given by Peeters et al. [1997] for
the upper 300 m of the lake. Starting from these values, the corresponding concentrations at the
surface (i.e. the upper boundary condition) have been estimated by performing multiple runs
of the model, until achieving a satisfactory agreement between simulated and reference mean
CFC-12 concentrations within the upper 300 m depth layer. We obtain a reliable trend of CFC-12
concentrations, which compares well with measurements collected at the surface in 1988, 1991 and
1993 (see Figure 5.3b). We recall here that during the ice cover season the no flux condition has
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been imposed at the surface.
Dissolved oxygen profiles Analogously to he case of CFC-12, vertical profiles of DO have been
reconstructed on the basis of literature data [Killworth et al., 1996; Peeters et al., 2000] (see Figure
5.4, whereas the upper boundary condition is obtained by imposing saturation at the water surface.
Oxygen saturation is determined at each time step depending on the following empirical equation
proposed by Weiss [1970]
ln(DOsat) = 0.5513
P
T
[
A1+
A2100
T
+A3 ln
(
T
100
)
+A4
T
100
]
, (5.1)
where DOsat is the oxygen saturation concentration in [mgl], T is surface water temperature
in Kelvin, P is the atmospheric pressure in [mmHg] and A1-A4 are empircal coefficients (A1 =
−173.4292, A2 = 249.6339, A3 = 143.3483 and A4 =−21.8492). As for CFC-12, during the ice
cover period, the no flux condition has been assumed at the surface.
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Figure 5.4: Vertical profiles of dissolved oxygen concentration available from the literature (data
from Killworth et al. [1996] and Peeters et al. [2000]).
As already mentioned in the previous paragraph, the calibration of the model has been based
mainly on CFC-12 profiles (besides T ) because of its non reactive dynamics. On the contrary, the
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uncertainties in the DO depletion rates do not allow for a robust estimate of the model parameters.
As a matter of fact, these rates are not likely constant along the water column, and need themselves
to be calibrated. The oxygen depletion rate curve obtained through the model calibration is shown
in Figure 3.5.
5.1.2 Re-analysis dataset
Re-analysis is the combination of information from past meteorological observations with
modern forecast models, using data assimilation techniques originally developed for numerical
weather prediction. The output is an integrated dataset describing the evolution of the climate
system over recent decades.
The horizontal resolution of re-analysis data is that of the atmospheric model used to generate
the dataset: a macro-regional scale (100 to 200 km), which is generally too coarse to explicitly
account for the presence of lakes on the continental land surface, and hence quantify their effects
on the climate system [MacKay et al., 2009]. As a consequence, in most global and even regional
climate models lakes are often not explicitly resolved but parameterized. In order to overcome
these limitations, in the last years several attempts were made to explicitly include lakes in climate
modeling studies [e.g. Pitman, 1991; Ljungemyr et al., 1996; Goyette et al., 2000; MacKay, 2012;
Samuelsson et al., 2010], although still significant uncertainties exist in the estimation of surface
water temperature. Finally, in many cases, information about surface water temperature are not
available, as is the case of the re-analysis dataset described below.
In this study, the well-known ECMWF ERA-40 dataset has been used, which has been obtained
from the ECMWF Data Server (link: http://data-portal.ecmwf.int/). Wind speed, W , and
air temperature, Ta, data are available for the period 1958-2002 with a temporal resolution of 6
hours. The horizontal resolution is 1.125◦ × 1.125◦ (roughly 125km× 125km), and the model
cell (barycenter: 53.375◦N, 108.125◦E) is not specific for the lake itself but rather covers a wider
region. In spite of the coarse grid and the differences between measurements at the meteorological
stations and re-analysis data, Kouraev et al. [2007a] suggest that the ECMWF ERA-40 dataset is
suitable to assess seasonal or interannual changes in air temperature of Lake Baikal.
ECMWF ERA-40 data for both W and Ta have been used to accomplish two main tasks:
1) calibrate the numerical model and 2) specify the future climate scenarios. In the first case,
re-analysis data were necessary as they provide information about the actual historical series of
climatic events occurred during the second half of the last century, which coincides with the
calibration period. Whereas in the second case, re-analysis data were used to define appropriate
boundary conditions for different climate projections, taking advantage of their characteristic of
representing realistic chronological series of meteorological events (see Section 5.1.3).
In both cases, due to their coarse spatial resolution, re-analysis data require to be downscaled,
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moving from the ECMWF ERA-40 resolution to a more suitable lake scale. Furthermore, re-
analysis data of air temperature are also required to be converted into surface water temperature,
which is needed in the model as surface boundary condition. Different streamlined statistical
downscaling procedures have been devised, each one being appropriate for a specific type of
data that is analyzed: historical conditions, future scenarios, air temperature or wind speed. All
procedures only rescales the value of climate variables, while the temporal series of events is kept
unchanged. These procedures, as well as the conversion of the temperature of air, are discussed in
detail in Sections 5.2.1 and 5.2.2.
5.1.3 Future climate projections
Future projections about climate change scenarios are based on the outputs from Global Climate
Models (GCMs) forced with different levels of GHG concentrations. These datasets have the same
limitations with respect to the spatial resolution as those typical of re-analysis data. In this work,
the scenarios have been constructed on the basis of the outputs of the CNRM-CM5 model [Voldoire
et al., 2012], a GCM developed jointly by CNRM and Cerfacs that provides wind speed and air
temperature for historical conditions and future scenarios with a temporal resolution of 3 hours.
The data refer to a region of about 125km×125km area, centered in 53.929◦N, 108.281◦E (thus
roughly corresponding to that of the ECMWF ERA-40 dataset). Historical climate conditions
have been obtained forcing the model with emissions observed in the period 1960-2005. After
the historical period, three different climate change scenarios have been assumed, which refer
to different GHG concentration scenarios, the so-called Representative Concentration Pathways
(RCPs). Depending on the different projected concentrations of GHG in the atmosphere, the
scenarios are indicated as RCP2.6, RCP4.5 and RCP8.5, the number being an indicator of the
radiative forcing, thus of GHG concentration (detailed information about the different RCPs can be
found in IPCC [2008]). CNRM-CM5 provides results for two future periods: from 2026 to 2045
and from 2081 to 2101.
It is important to note that the CNRM-CM5 historical dataset is inherently different from the
re-analysis dataset, the first being obtained running GCMs forced with observed GHG concentra-
tions, while the second being the result of the combination of climate observations and weather
forecast modeling. Relevant differences can be seen in Figure 5.5, where the annual cycles of air
temperature and wind speed are compared between the two datasets (data have been averaged over
the overlapping period, 1960−2002). Strong biases are evident for both air temperature and wind
speed, in the first case mainly in the ascending branch, while in the second case during the whole
year. Moreover, it is important to stress that GCM outputs do not include any reliable information
about the chronological series of meteorological events, which, together with the coarse spatial
resolution, represents the major limitation of this source of information.
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Figure 5.5: Comparison between the ECMWF ERA-40 re-analysis and the historical CNRM-CM5
datasets: a) air temperature and b) wind speed averaged over the period 1960-2002.
Data have been smoothed using 1 day (thin lines) and 1 month (thick lines) moving
average.
5.2 Data processing
Nowadays, climate analysis and modeling is a main issue, both for the analysis of past decades
(re-analysis datasets) and the prediction of future climate scenarios. Re-analysis datasets and climate
projections are normally obtained through the application of global scale numerical models, whose
coarse horizontal resolution represents the main obstacle to their straightforward implementation
for impact studies on local environmental systems. As a matter of fact, the mismatch existing
between the actual capacity of numerical models (both weather forecast models and GCMs) and
the scale resolution desired for many studies of local impact is a couple of orders of magnitude
(102 km vs. 100÷101 km). Furthermore, the numerical results are inevitably affected by systematic
biases due to the inadequate knowledge of key physical processes (e.g., cloud physics) and the
simplification of the natural heterogeneity of the climate system that exists at finer spatial scales [Li
et al., 2010].
For these reasons, the processing of outputs is generally required in order to correct possible
biases and achieve a finer spatial resolution. This can be obtained by two main approaches [Mearns
et al., 1999]: 1) physical process-based dynamical downscaling, and 2) statistical downscaling.
The first technique involves nesting of high resolution Regional Climate Models (RCMs) within
weather forecast models or GCMs (which provide the boundary conditions) over the region of
interest. This approach allows for high spatial and flexible temporal resolution outputs, but it is
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extremely computationally demanding and requires detailed surface climate data. On the other hand,
statistical downscaling directly transforms coarse-resolution datasets to a finer scale through the
use of statistical relationships between the two spatial scales. The key advantage of the latter family
of methods is the extremely low computational cost and easy implementation. Moreover, statistical
downscaling normally involves the contemporary removal of biases from re-analysis datasets and
GCMs outputs, while dynamical downscaling may still include modeling inconsistencies. In the
light of these evidences, statistical downscaling has been chosen to process both ECMWF ERA-40
and CNRM-CM5 datasets.
Concerning the downscaling of re-analysis data, the expeditious and well-known quantile-
mapping approach [Panofsky and Brier, 1968] has been adopted (see Section 5.2.1), both for
wind speed and temperature. For the particular case of temperature, the procedure involves the
contemporary downscaling and transformation of air temperature (provided by the re-analysis
dataset) into surface water temperature (which is requested by the model as surface boundary
condition). Indeed, statistical downscaling tools can be applied also if the predictor variable does
not coincide with the downscaled parameter, but the two have an understandable physical relation
[Hewitson and Crane, 2006], as is the case of surface water temperature and air temperature [e.g.
Adrian et al., 2009].
On the other hand, the downscaling of future climate scenarios requires the development of a
more sophisticated procedure. Chen et al. [2011] applied numerous methods to quantify the local
impact of climate change on the main hydrological variables, finding a certain degree of uncertainty
added by the method that is adopted. In general, the choice of a downscaling method is critical
and specific for any singular application, and not all of them are indicated to be applied in climate
change studies. Indeed, many of the existing statistical methods do not account for changes in the
probabilistic distributions of future scenarios. Only recently, and thanks to the increasing interest
in climate change, more complex statistical approaches have been developed [e.g. Li et al., 2010].
Inspired by these works, and based on the quantile-mapping approach, an original downscaling
procedure for the wind speed has been devised, aimed at being applied to climate change conditions
(see Section 5.2.2). As regards temperature, the contemporaneous donwscaling and conversion of
future air temperatures into surface water temperatures has been required, in close analogy to the
downscaling of re-analysis data. This conversion has been carried out by coupling the standard
quantile-mapping approach with the physically-based empirical model presented in Chapter 4 [see
also Piccolroaz et al., 2013a]. In particular, the model has been used to assess the change of water
temperature due to climate change (see details in Section 5.2.2).
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5.2.1 Present conditions
The transfer function method is a simple and effective statistical downscaling technique that
establishes a relationship between the cumulative distribution functions (CDFs) of observed local
climate variables (predictands) and the CDFs of large-scale model outputs (predictors)
CDFobs = T F ·CDFmod , (5.2)
where the subscript obs is for observations, mod stands for model (in this case refers to both re-
analysis and future scenarios datasets), and T F is the transfer function. The easiest way is to assume
a transfer function equal to 1, obtaining the so-called quantile-mapping approach. In this way, the
distribution of the model entirely matches that of the observations, and all the moments of the model
distribution are adjusted, while maintaining the rank correlation between model and observations
[Li et al., 2010]. This method implicitly assumes that climate patterns do not significantly change
over time, thus it is not recommended to be applied over long-term series, which are likely affected
by climate modifications. For this reason, the quantile-mapping approach has not been used to
downscale future scenarios. On the other hand, it has been applied to current climatic conditions
(i.e. re-analysis data), despite the ECMWF ERA-40 dataset covers a relatively long time period
(45 years). This choice, that may seem controversial, has been necessary since the available
measurements do not provide any information about past climate trends, thus implementing a
more sophisticated downscaling procedure (as the one described in Section refs5:fut) would have
not been possible. In fact, the only information about wind at the lake scale is provided by the
overall probabilistic distribution of wind speed during a long-term observational period during the
last century [Rzheplinsky and Sorokina, 1977] (1959-1968), without any information about the
inter-annual variations (such information would be available for the following period, 1968-2007,
but only for the mean annual values [Shimaraev and Starygin, 2010]). Similarly, the surface water
temperature dataset consists in a 9-year series (2000-2008), too short to perform any trend analysis.
Therefore, climate evolution could not be included in the downscaling procedure for hindcasting.
In conclusion, observations have been necessarily assumed to be representative of the re-analysis
period, and climate conditions have been considered stationary during this time window. Under
these hypotheses, the quantile-mapping approach has been used to downscale wind speed, Wre, and
convert air temperature Ta,re (the subscript re staying for re-analysis) into surface water temperature.
The predictors are represented by re-analysis data (Wre and Ta,re) while the predictands are,
respectively, the observed wind speed Wobs given by Rzheplinsky and Sorokina [1977] and the
measured surface water temperature Tw,obs (EAWAG dataset). For wind speed and temperature,
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Figure 5.6: Graphical illustration of quantile-mapping downscaling for a) wind speed, and b)
temperature (15 of September, daytime). Wre and Ta,re are the re-analysis data in input,
while Wd and Tw,d represent the downscaled variables. For the specific case of T , Ta,re
refers to air, while Tw,d to surface water, which has been allowed to vary from the
minimum (LB = lower bound) to the maximum (UB = upper bound) observed values.
Equation (5.2) can be rewritten as:
Wd = (Fobs)−1 (Fre(Wre)) , (5.3)
Tw,d = (Hobs)−1 (Gre(Ta,re)) , (5.4)
where the subscript re again indicates re-analysis (i.e., global scale), the subscript obs stays for
observations (local scale) and d indicates the downscaled variable. For the sake of compactness,
the CDFs of wind speed W , air temperature Ta and surface water temperature Tw are denoted as F ,
G and H , respectively. The superscript −1 indicates the inverse function of each CDF, which is
defined in the range [0,1]. Figure 5.6 schematically illustrates the downscaling procedure.
The two CDFs in Equations (5.3) and (5.4) have been constructed assuming different time
scales for W and T , depending on the specific properties of the two meteorological variables.
Since wind speed shows distinct seasonal distribution patterns [Rzheplinsky and Sorokina, 1977;
Shimaraev et al., 1994], two different CDFs have been used, one for the warm season (mid February-
September) and the other for the cold season (October - mid February), coherently with the CDFs
of observations shown in Figure 5.2. On the other hand, half-daily CDFs have been considered
for the downscaling/conversion of temperature, which correspond to the time step used for the
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computation. Owing to the fact that the measurements of air and, to a larger extent, of surface
water temperature are not sufficient to reconstruct detailed half-daily CDFs, the data have been
assumed to be normally distributed, which appears to be a fairly good approximation (see Figure
5.6). Furthermore, in order to retain only reliable values of surface water temperature, Tw,d has
been bounded according to the minimum and maximum observed values, Tw,obs (see Figure .
It is worth noting that other approaches might be proposed to tackle the problem of reconstruct-
ing Tw. One of them is to calculate the water temperature directly from the heat exchange through
the lake-atmosphere interface, relying on the knowledge of all heat flux components (e.g., solar
radiation, long wave radiation, sensible heat, latent heat). Unfortunately, as already discussed in
Chapter 4, a lot of data would be required to implement such a complex method, whereas we can
only rely on few measurements, not enough to estimate all these components with sufficient accu-
racy. For this reason, the approach described above appeared to be the most appropriate, as it allows
for a suitable assessment of Tw at a sub-daily time scale (12 hours), ensuring the description of the
seasonal hysteresis cycle between air and surface water temperature. The downscaling/conversion
procedure is performed by accounting for the main statistical properties of the observations, which
makes the whole procedure robust and physically consistent.
5.2.2 Future scenarios
As already mentioned, the standard quantile-mapping approach is not indicated for climate
change studies, as it is stationary in the variance and skewness of the distribution, and only the
mean changes [Li et al., 2010]. In order to account for modifications in higher moments, it is
necessary to include some information from the variation of the probabilistic distribution of the
future scenarios datasets. This operation is not straightforward because future CNRM-CM5 data
cannot be considered as a continuation of the re-analysis series (see Figure 5.5) due to their different
derivation: the two datasets cannot be directly compared. This difficulty has been overcome by first
assessing projected climate trends by analyzing CNRM-CM5 data, and only successively applying
future modifications to present conditions, which are represented by re-analysis data.
Since detailed CNRM-CM5 data are not available in continuous but only for limited periods, a
stepwise climate trend analysis has been carried out. For each period p (p = 0 from 1960 to 2005,
p = 1 from 2026 to 2046 and p = 2 from 2081 to 2101) and scenario s (viz., historical, RCP2.6,
RCP4.5 and RCP8.5), mean annual cycles of W and Ta (W
s
p and T
s
a,p, respectively) have been
defined by averaging the corresponding climate variables over the entire duration of p. For each
of these mean annual cycles, the corresponding CDFs have been calculated: F sp and G sp for wind
and air temperature, respectively. Future climate changes have been successively estimated by
comparing projected climate conditions to those characterizing the historical period. Successively,
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these stepwise climate modifications have been linearly interpolated to annual resolution
X sint = X
s
p−1+(X
s
p−X sp−1)
y− yp−1
yp− yp−1 , (5.5)
where X is the generic function to be interpolated, the subscript int denotes the interpolated value
in year y, yp represents the middle year of each period (y0 = 1982, y1 = 2036 and y2 = 2091),
yp−1 and yp are the middle years of the periods before and after year y. The procedures devised to
determine the future scenarios of W and Tw are presented in detail in the next sections.
Wind speed As far as W is concerned, a novel downscaling procedure has been developed, which
is basically an extension of the quantile-mapping method, in which also information about the
future distribution of W is included. Analogously to the procedure described in Section 5.2.1, the
downscaling has been based on two seasonal CDFs of wind speed, one for the warm period (mid
February-September) and the other for the cold season (October-mid February). For the sake of
simplicity, the procedure is presented here only for one case.
In order to construct future scenarios of W , the following preliminary operations are required.
1. For all the scenarios and periods covered by CNRM-CM5 data, the corresponding cumulative
distribution functions, F sp , are defined (see Figure 5.7a).
2. The impact of climate change on W is estimated through the definition of a “change function”
rsp, which is calculated as the ratio between the projected and historical wind speed values
corresponding to the same quantile, thus having the same probability to occur (Figure 5.7b)
rsp =
W sp
W0
=
(
F sp
)−1
(F0)−1
. (5.6)
In order to simplify the notation, all variables or functions referring to the historical period
are denoted only by the subscript 0.
3. Each mean annual cycle of wind speed, W sp, is converted into the corresponding mean annual
distribution of quantile values, Qsp, which describes the seasonality of wind forcing (Figure
5.7c)
Qsp = F sp (W
s
p) . (5.7)
The quantities rsp and Q
s
p are provided as inputs to the model, together with the CDFs of
observed local wind speed, Fobs (dashed lines in Figure 5.6). For each year y during the simulation
period, rsp and Q
s
p are interpolated using Equation (5.5), obtaining r
s
int and Q
s
int , which represent the
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Figure 5.7: Curves used for the downscaling of wind speed, under the generic climate change
scenario s. a) cumulative distribution functions of wind speed; b) “change function” r;
c) mean annual distribution of quantile values Q; d) modified cumulative distribution
functions of observed wind speed. For an easier interpretation of this figure and of the
following ones, refer also to Table 5.4.
climate conditions to an annual resolution. rsint is then used to adjust Fobs, aiming at updating the
range of wind speed observations from historical to future climate conditions (Figure 5.7d):
(
F sd,int
)−1
= rsint (Fobs)
−1 , (5.8)
where the subscript d (downscaled) denotes that the CDF on the right hand side refers to the lake
scale.
Once the climate conditions of the generic simulation year y are defined (dark blue, dashed lines
in Figure 5.7), all the information required for setting up the downscaling procedure is available.
Only the series of wind speed values to be downscaled is not known yet. An obvious choice would
be to use CNRM-CM5 wind speed data. However, this dataset does not cover the entire future
period and, as already discussed, does not provide series of meteorological events with a reliable
temporal sequence. Moreover, Figure 5.5b shows significant discrepancies with re-analysis data. In
order to overcome this deficiencies, re-analysis data have been used, which ensure the provision of
a more reliable information about the actual sequence of natural events. For the generic n-year long
simulation, the series of wind events in input is generated by sampling (with replacement) n times
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Figure 5.8: Graphical illustration of the procedure used for the downscaling of wind speed, under
the generic scenario s.
an entire year from the ECMWF ERA-40 dataset. Successively, at every jth simulation time step
(∆t = 12h) the corresponding wind speed value, Wre( j), is downscaled by applying the following
procedure (Figure 5.8).
1. The quantile value, q( j), associated to Wre( j) is calculated from the CDF of re-analysis data,
Fre, as
q( j) = Fre (Wre( j)) . (5.9)
2. In order to account for the potential shift/change of the seasonal distribution of the events,
q( j) is adjusted by
qad j( j) = q( j)+∆q( j) , (5.10)
where ∆q( j) = Qsint( j)−Q0( j) is the correction of the quantile between future and historical
conditions. Is worth noting that the adjustment given by Equation (5.10) only determines the
redistribution of wind events throughout the year, without modifying the associated CDF. As
a matter of fact, the integral of ∆q over the year is equal to zero.
3. Finally, the downscaled future wind speed, W sd ( j), is determined as that value
W sd ( j) =
(
F sd,int
)−1
(qad j( j)) (5.11)
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corresponding to a probability of qad j( j) in the updated CDF of observations, F sd,int , which
has been defined in Equation (5.8).
For the sake of clarity in the graphical representation, the curves shown in Figures 5.7 and 5.8
are idealized and do not refer to the actual curves used in this work.
Surface water temperature In Section 5.2.1 the quantile-mapping approach has been applied
to contemporaneously downscale and convert air temperature, Ta, into surface water temperature,
Tw. This procedure aims at post-processing re-analysis outputs in order to be used as inputs (i.e.,
boundary conditions) for the downwelling model. In the case of future scenarios, no information
about projected surface water temperature is available, thus the method used for current conditions
is not applicable. Hence, a more elaborated procedure has been devised, which combines the
simplified method to convert Ta into Tw described in Chapter 4 with two classical statistical
downscaling methods: the quantile-mapping and the delta methods.
The first step is to assess the future climate impact on air temperature. This operation has
been performed by using the change factor methodology, a simple and widely used statistical
downscaling approach [e.g. Minville et al., 2008; Diaz-Nieto and Wilby, 2005; Hay et al., 2000].
In the simplest case (delta method), such an approach essentially modifies the observed historical
time series by adding the difference between the future and actual climate patterns as simulated by
GCMs. The main drawback of this method is that the variance of the climatic variables remains
unchanged, while only the mean value changes from present to future conditions. In this case, the
delta method has been applied to correct re-analysis air temperature data, including the information
given by CNRM-CM5 data. Future modifications of air temperature, ∆Tas,p, have been estimated as
the difference between future and current mean annual cycles, Ta
s
,p and Ta,0 respectively (for the
meaning of the subscripts, see the previous paragraph: “Wind speed”):
∆Tas,p = Ta
s
,p−Ta,0 . (5.12)
Then, the re-analysis mean annual cycle of air temperature, Ta,re, has been projected to future
conditions, T ∗a
s
,p, adding the correction ∆Ta
s
,p (see Figure 5.9):
T ∗a
s
,p = Ta,re+∆Ta
s
,p ; (5.13)
At this point, the same physically-based approach discussed in Chapter 4 has been used to
convert T ∗a
s
,p into reliable values of the associated surface water temperature. For the sake of
precision, this operation has been performed by adopting a previous version of the temperature
conversion model, since the final version (that is, the one described in Chapter 4) has been developed
successively, and has been terminated at the same time this thesis was written. However, the two
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Figure 5.9: Re-analysis mean annual cycles of air temperature projected to future conditions, T ∗a
s
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Results for both future periods (p= 1 above and p= 2 below) and all different scenarios
(denoted by the different curves) are shown. For the sake of clarity, data are filtered
with a 1 month moving average.
versions of the model present the same general structure, which is summarized by Equation (4.12),
and hence are conceptually analogous.
The calibration of the temperature conversion model has been carried out using air temperature
data provided by the re-analysis dataset in input, and the measurements of surface water temperature
as reference series of data. In particular, since the historical periods of the two datasets do
not coincide (re-analysis data are available for the period 1958-2002, whereas surface water
measurements have been collected from 2000 to 2008), thus a direct correspondence of the two
chronological series of data does not exist, the calibration has been performed according to the
mean annual cycles of temperature (Ta,re and Tw,obs for air and water temperature, respectively).
This calibration procedure has been previously tested for the case of Lake Superior for which
concomitant long-term data series of Ta and Tw are available for validation (see Section 4.7), and
has been shown to provide remarkable results both as far as the seasonal trend and the inter-annual
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Figure 5.10: Mean annual cycles of air Ta,re (re-analysis data) and surface water Tw,obs (measure-
ments, courtesy of A. Wüest) temperature used to calibrate the temperature conversion
model. The estimated surface water temperature cycle, Tw,re, is shown as well.
fluctuations of Tw are concerned. The mean annual cycles of temperature used for the calibration
are shown in Figure 5.10, which also illustrates the cycle of surface water temperature estimated
by the model, Tw,re (the subscript re indicating that Ta,re has been used as input forcing). A close
agreement between measurements and simulation can be observed, which is confirmed by Figure
5.11 where the corresponding hysteresis cycles between air and surface water temperature are
compared.
Once the model has been calibrated, the future projections of surface water temperature, Tw
s
,p,
have been constructed using T ∗a
s
,p in input (Figure 5.12). Tw
s
,p have been successively interpolated
to annual resolution using Equation (5.5), thus obtaining the corresponding mean annual cycle of
surface water temperature Tw
s
,int . The interpolated change of surface water temperature has been
then estimated as ∆Tws,int = Tw
s
,int −Tw,re.
Finally, for the generic n-year long numerical simulation, the series of air temperatures used in
input is that corresponding to the sequence of wind speed, which has been generated by sampling
with replacement from the ECMWF ERA-40 dataset (see the previous paragraph: “Wind speed”).
At every jth simulation time step, the air temperature value Ta,re( j), is downscaled and converted
into the associated value of surface water temperature, Tws,d( j), applying the quantile-mapping
approach (same procedure shown in Figure 5.6b) and adding the expected correction ∆Tws,int
Tws,d( j) = (Hobs)
−1 (Gre(Ta,re( j)))+∆Tws,int . (5.14)
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Figure 5.11: Comparison of the hysteresis cycles between air and surface water temperatures, as
derived by the data and by the temperature conversion model. Hysteresis cycles refer
to the mean annual, calculated using re-analysis data (1958-2002) and measurements
(2000-2008, courtesy of A. Wüest) for Ta and Tw, respectively (see Figure 5.10).
For each season of the year, Table 5.2 summarizes the expected increase of water temperature
for the different periods and scenarios analyzed, according to the estimations of the mean annual
cycles of surface water temperature illustrated in Figure 5.12. Furthermore, for each period and
scenario, Table 5.2 lists the duration of ice cover, the dates of ice formation and break-up and the
mean annual surface water temperature. Ice cover properties have been calculated according to the
threshold temperature for ice formation introduced in Section 5.1.1, which we recall is equal to
1◦C.
In the first period p = 1 (2026-2046), all scenarios are characterized by a modest increase in
temperature, which primarily occurs in autumn and winter, during the descending branch of the
annual cycle of temperature, after the maximum temperature is reached and before the formation of
ice (see also Figure 5.12). The duration of ice cover is expected to reduce by about 20%, primarily
due to a delay in the timing of freeze-up.
On the other hand, in the second period p = 2 (2081-2101) the three climate scenarios show
considerably distinct behaviors. Except for the RCP2.6, which does not differ significantly from
the previous period (p = 1), water temperature is expected to undergo a marked warming for both
the RCP4.5 and, to a larger extent, the RCP8.5 scenarios. In the case of RCP4.5, the only season
that experiences a mild increase in temperature is spring (+0.4◦C), while during the rest of the year
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Figure 5.12: Future projections of surface water temperature, Tw
s
,p, for the different periods (p = 1
above and p = 2 below) and scenarios (denoted by the different curves).
surface water is expected to rise by about 1.3◦C. As a consequence, the duration of ice cover is
expected to reduce significantly (by more than a half).
Different are the results for the RCP8.5 scenario, which is characterized by a marked, well
distributed increase in surface water temperature during all seasons, with a mean annual warming
estimated at 2.9◦C. This scenario represents an extreme case of climate change that should be
confirmed, for example by applying the same procedure described here with longer series of data
representing current climate conditions. This would allow for a more robust calibration of the
temperature conversion model, and hence is likely to produce more reliable projections especially
under severe future climate change scenarios, as is the case of the RCP8.5. In general, however, the
projected variations of surface water temperature presented here are in fairly accordance with the
trends of past decades, which suggest and increase of about 4◦C in summer and 2◦C in fall in the
upper 25m [Hampton et al., 2008].
The most significant feature, which clearly distinguish the RCP8.5 scenario from the others, is
the fact that surface water temperature has been estimated to be always above 1◦C (see Figure 5.12),
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which is the threshold temperature for the formation of ice. In the light of these results, it is hard to
determine whether Lake Baikal will actually not freeze under this scenario. As a matter of fact, the
uncertainties in the interpretation of the results are significant, and are primarily ascribable to the not
obvious definition of a threshold temperature for ice formation under different climate conditions.
In this regard, further work is needed to set up a simple model able to simulate the future evolution
of ice dynamics on the basis of the few available data. However, note that a scenario that assumes
the progressive reduction of ice cover until its complete disappearance represents an interesting case
study, which can provide valuable information for the general understanding of deep ventilation, in
particular with regard to its dependence on the conditions at the atmosphere-lake interface.
Table 5.2: Expected increase of surface water temperature for the future periods and scenarios.
Scenario Spring [◦C] Summer [◦C] Autumn [◦C] Winter [◦C] Mean annual [◦C]
p=1 (2026-2046)
RCP2.6 ∼ 0 0.4 0.8 0.5 0.4
RCP4.5 ∼ 0 0.4 0.7 0.5 0.4
RCP4.5 ∼ 0 0.5 0.8 0.7 0.5
p=2 (2081-2101)
RCP2.6 0.1 0.6 0.8 0.5 0.5
RCP4.5 0.4 1.2 1.4 1.3 1.1
RCP4.5 2.1 3.4 3.0 2.9 2.9
Table 5.3: Characteristic properties of surface water under current conditions, and for future periods
and different scenarios.
Scenario Ice cover [days] Ice formation Ice break up Mean annual Tw [◦C]
p=0 Current conditions
- 111 Jan 10 Apr 30 4.0
p=1 (2026-2046)
RCP2.6 91 Jan 28 Apr 28 4.5
RCP4.5 92 Jan 29 Apr 30 4.4
RCP4.5 86 Feb 3 Apr 29 4.5
p=2 (2081-2101)
RCP2.6 90 Jan 27 Apr 26 4.5
RCP4.5 50 Feb 27 Apr 17 5.1
RCP4.5 0 - - 6.9
5.3 Concluding remarks
For the purposes of this study, the availability of long-term series of data is crucial. This is
particularly true as far as wind forcing and surface water temperature data are concerned. As a
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Table 5.4: Guidelines for the interpretation of Figures 5.7 - 5.9 and 5.12 in this section, and figures
in Section 6.
Format (color/style) Meaning
Red line Present state
Blue line First period (2026-2046)
Dark blue, dashed line Generic simulation year y
Black line Second period (2081-2101)
Green line Equilibrium state (2101 - 3000, in Section 6.3)
Continuous line Present state (red line) or RCP2.6 scenario (black or blue)
Dashed line RCP4.5 scenario
Dotted line RCP8.5 scenario
matter of fact, these information are required as boundary conditions in the 1D simplified model to
investigate deep ventilation, which is formulated in Section 3. Unfortunately, although numerous
field expeditions have been organized in the past and some permanent measurement stations have
been installed during the last few decades, we can only rely on incomplete data and/or short
measuring periods. Therefore, available measurements and observations were supplemented with
additional, longer time series, and re-analysis data have been chosen for this purpose. In addition,
three widely accepted climate change scenarios (RCP2.6, RCP4.5 and RCP8.5, corresponding to
three different projections of greenhouse gasses concentration provided by the Intergovernmental
Panel on Climate Change - IPCC) have been considered to reconstruct the input of the model over
the whole 21th century.
Besides presenting the data used in this study, in the present chapter we described the operations
that have been required in order to prepare the input data for the model, and properly define the
boundary conditions associated to re-analysis series and climate change scenarios. The attention
has been primarily focused on the downscaling of data from their coarse spatial resolution to a
more suitable lake scale resolution. This operation also allowed for the removal of the biases
that affect climate model outputs. Furthermore, since these datasets do not provide information
concerning temperature of water, but only air temperature is available, particular attention has been
devoted to suitably convert the series of air temperature into the corresponding series of surface
water temperature. Different downscaling procedures have been used depending on the nature of
data: wind speed or air temperature, re-analysis or future climate projections.
Re-analysis data have been downscaled using the well-known quantile-mapping approach,
applied to both wind speed and air temperature. In the latter case, the downscaling provided the
contemporaneous conversion from air into surface water temperature.
In the case of climate change scenarios, two different statistical downscaling procedures have
been devised. Concerning wind speed, a novel procedure has been developed, which is still based
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on the quantile-mapping approach, but also accounts for potential modifications in both intensity
and seasonality of wind speed, thus resulting suitable to be applied to climate change studies. As
regards water temperature, the downscaling/conversion of air temperature series has been carried
out through the following steps. First, the simple physically-based model to convert air temperature
into surface water temperature described in Chapter 4 has been used to assess the possible impact
on lake temperature. Then, the current mean annual cycle of surface water temperature has been
corrected accounting for these modifications. Finally, the downscaling has been obtained by imple-
menting the standard quantile-mapping approach, as for the case of re-analysis data.
The majority of the measurements analyzed in this chapter have been extracted from the
literature, with the exception of the 9-year long dataset of water temperature and both re-analysis
data and future climate projections. We gratefully thank the research group headed by Prof. A.
Wüest at EAWAG (Kastanienbaum, Switzerland), which provided the temperature records. These
data were fundamental for the actual implementation of the model and the overall investigation
presented in this thesis. Furthermore, special thanks to Dr. Samuel Somot and Dr. Clotilde Dubois
at the CNRM, Mètèo-France for extracting the ECMWF ERA-40 re-analysis dataset from the
ECMWF Data Server and for providing the future climate scenarios provided by the CNRM-CM5
model.
107
5. Available datasets and data processing
108
6 Results: deep ventilation under different
climatic conditions
Abstract - In Chapter 3 we presented a simplified one-dimensional model to investigate the phenomenon of deep
ventilation in profound lakes. The model has been suitably designed in order to take into account the main physical
factors controlling deep ventilation (e.g. thermobaric instability) and the major seasonal dynamics influencing the
transport and mixing processes within a lacustrine system.
In this chapter, the effectiveness and consistency of the core algorithms and the general performance of the model
are assessed by applying it to investigate deep ventilation in the South Basin of Lake Baikal. The calibration of the
internal parameters of the model is presented and the main results are reported and discussed. In particular, the analysis
of numerical results has been finalized to the description of the mixing and thermal regimes of the lake, and to an
in-depth characterization of deep ventilation. Numerical simulations have been performed under different climate
conditions (i.e. current and projected), thus allowing to assess the future behavior of the lake in response to the expected
climate changes. All simulations have been carried out by using the available data and implementing the downscaling
procedures discussed in Chapter 5.
The chapter is organized in three main parts. In Section 6.1, the calibration of the internal parameters of the model is
presented. For this purpose, a medium-term simulation has been performed over a historical period (40 years, from 1958
to 1998), and numerical results have been compared with the available measurements (mainly temperature and CFC-12
profiles). An indirect validation of the model and a sensitivity analysis of the calibration process are also presented.
Section 6.2 is devoted to the description of the behavior of the lake under current climate conditions. For this purpose a
1000-year simulation has been performed, by maintaining current climate conditions unchanged. Numerical results
allowed for a detailed description of the mixing regime and thermal dynamics of the lake (e.g. seasonality of temperature
and diffusivity profiles), and to a statistical characterization of deep ventilation (e.g. mean annual downwelling volume
and temperature, deep ventilation timing). Finally, in Chapter 6.3 the model has been applied to investigate the impacts
that climate change is likely to have on deep water renewal and on the general behavior of the lacustrine system. For
this purpose, three well accepted climate change scenarios have been investigated, and results are discussed in the light
of their differences compared to current conditions.
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6.1 Model calibration and validation
The 1D model formulated in Chapter 3 has been applied to investigate the phenomenon of deep
ventilation in the South Basin of Lake Baikal. For this purpose, the first step is the calibration of
the internal parameters of the model. We recall here that the key calibration parameters are: the
coefficients ξ and η required for the estimates of energy input and downwelling volume respectively,
the reference diffusivity profile Dz,r, and the mixing coefficients cmix and c′mix (see Chapter 3 for
further details).
As already discussed in Chapter 5, the seasonality of temperature profiles and the past evolution
of CFC-12 concentration along the water column have been used as main calibration targets.
Dissolved oxygen concentration profiles have been used as well, but since uncertainties exist
concerning oxygen depletion rate along the water column, they have been used only as secondary
calibration tracers. The definition of boundary conditions and the reconstruction of external forcing
(primarily surface water temperature, CFC-12 concentration at the surface and wind speed) have
been based upon the data presented in Chapter 5.
The calibration procedure has been carried out over a 40-year historical period ranging from
1958 (starting date of ECMWF ERA-40 re-analysis data) to 1998, thus comprehending the period
for which CFC-12 profiles have been measured (1988-1996). In order to account for the fact that
CFC-12 was first introduced into the atmosphere in the 1940’s, an initial condition for the vertical
profile of CFC-12 concentration in the lake is required. Since no measurements are available for
the 1958, the initial condition for CFC-12 has been estimated by running a preliminary 18 year
simulation (i.e. 1940-1958), starting with a constant CFC-12 profile equal to 0 pmolkg−1 and
assigning the boundary conditions by randomly extracting 18 years from the re-analysis dataset.
Once all initial and boundary conditions have been defined, a set of medium-term simulations
have been run over the period 1958-1998. A large number (several thousand) of simulations have
been performed, setting up a robust iterative procedure aimed at calibrating the main parameters
and at the same time continuously improving the core algorithms of the model. This procedure
continued until we get to the current version of the model (which is that described in Chapter 3)
and to the values of the calibration parameters shown in Table 6.1 (see Figure 3.7 for the calibrated
profile of reference diffusivity Dz,r), which is the set of parameters that allowed for the best match
between measurements and simulations (see results in Section 6.1.1).
The calibration of the model has been successively tested performing a long-term simulation (i.e.
1000 years, see Section 6.1.2) starting from completely different initial conditions, and verifying
the achievement of an asymptotic equilibrium of the system. Finally, a sensitivity analysis has been
carried out on the main parameters of the model, revealing a robust calibration (Section 6.1.3).
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Table 6.1: Calibrated values of the model parameters.
Parameter Value Units
ξ 30 [kgm−2 s−1]
η 0.347 [km h]
cmix 10% [−]
c′mix 6h [−]
6.1.1 Medium-term simulations
Hereafter, we present the numerical results obtained by running the model with the set of
parameters listed in Table 6.1 and the reference diffusivity profile, Dz,r, shown in Figure 3.7.
Simulations have been performed over the 40-year period ranging from 1958 to 1998, which is the
historical period used for calibration.
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Figure 6.1: Comparison of simulated CFC-12 profiles with measured data [Weiss et al., 1991;
Killworth et al., 1996; Peeters et al., 1997, 2000] during the period from 1988 to 1996.
Different markers refer to measurements collected in different years; dashed lines
correspond to the mean annual numerical profiles at each year in the considered period
(progressively increasing from left - 1988 - to right - 1996), while the continuous line
represents the numerical CFC-12 profile averaged over the period from 1988 to 1996.
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Figure 6.1 shows the numerical results for CFC-12 concentration profiles. Simulations are
compared with measurements, for the period ranging from 1988 to 1996. The thick line represents
the average CFC-12 profile during this time window, while dashed lines correspond to each single
year, in order to allow for a detailed comparison with the different series of measurements. The
overall agreement is reasonably good, although a slight model underestimation is visible around
500m depth. This is likely due to the fact that the model does not account for the possible exchanges
among the South Basin and the Central Basin which can occur above the sill elevation. CFC-12
concentrations are slightly different in the two basins, with relatively higher values in the Central
Basin [Peeters et al., 2000]. The possible exchange between the two basins is confirmed by the
small deviation of CFC-12 that is visible in the measurement profiles at about 400m depth. The
overall evolution of CFC-12 concentrations from 1958 to 1998 is shown in Figure 6.2.
Figure 6.2: Overall evolution of CFC-12 concentrations from 1958 to 1998.
In Figure 6.3, the modeled temperature profiles are compared with temperature measurements
(symbols) in typical winter (15 February) and late summer (15 September) conditions. A tempera-
ture profile averaged over all simulation years is shown with the continuous line, while the range of
variation is shown by dashed lines, allowing for an easy assessment of the confidence interval of the
model predictions. Both in summer and winter time, a remarkable agreement between simulations
and measurements is achieved, suggesting a reliable performance of the model. The main features
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Figure 6.3: Comparison of simulated temperature profiles with measured data (courtesy of A.
Wüest), for the 40-years simulation ranging from 1988 to 1996: a) winter conditions
(28 February); and b) late summer conditions (15 September).
of the water column are well captured, as for example the thickness and the shape of the thermocline
and the typical weak stratification of the hypolimnion.
Figure 6.4 shows the time evolution of water temperature beneath 500 m depth, from 1958
to 2002 (the whole period covered by re-analysis data). The occurrence of cold water deep
downwellings is evident. According to numerical results, the period between 1958 and 1974 is
characterized by small (in terms of volume) and relatively warm downwelling events. On the
contrary, starting from 1974 the lake is subjected to an intense deep water renewal activity, which
determines a significant cooling of the layers beneath 1000 m depth. Unfortunately, the available
data do not allow to properly validate the timing of deep ventilation simulated by the model, as
temperature data start in 2000. However, some information can be extracted from the literature.
According to Wüest et al. [2005] and Shimaraev et al. [2011b], a strong downwelling event occurred
in 1997, which is also clearly evident in Figure 6.4. From 1993 to 1997 the South Basin did not
experience the ocurrence of significant downwellings, which is in agreement with the numerical
results as well. Before the 1990s few information are available, but a last conclusion can be
addressed by observing the profiles presented by [Weiss et al., 1991] for 1988 an 1991. In the
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Figure 6.4: Time evolution of deep water temperature, from 1958 to 2002.
first case, deep water has a lower temperature and a higher oxygen content, which suggests that
a relevant downwelling is likely to have occurred around the time measurements were collected.
Also in this case, numerical results are in accordance with observations.
Finally, in Figure 6.5 the numerically simulated dissolved oxygen profile (solid line) is compared
with measurements (symbols). As for the case of temperature, results have been averaged over the
whole simulation (continuous line) and the envelope curves of DO variations have been calculated
(dashed lines). Concerning the maximum value envelope curve, discontinuities are due to deep
downwellings that stop along the water column (note that the envelope curves have been determined
on the basis of DO profiles sampled at every time step). The DO profiles have been obtained
assuming the oxygen consumption rate curve shown in Figure 3.5, which has been determined
through the calibration procedure according to estimates that are available in the literature.
As a whole, we can conclude that results are consistent with the available measurements, which
are however affected by non-negligible uncertainties (e.g. see the implausible decrease of CFC-12
concentration beneath 700 m depth in 1993, and the non-calibrated temperature sensor at about
250 m depth).
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Figure 6.5: Comparison of simulated DO profile with measured data [Killworth et al., 1996; Peeters
et al., 2000], for the 40-years simulation. Discontinuities in the upper envelope curve
are due to deep downwellings that stop along the water column.
6.1.2 Long-term simulations
A classical validation of this model with an independent set of data is not obvious because of
the quite limited information that is available, and that was used to obtain a reliable calibration.
In order to have an independent (although indirect) test of the model results, we have decided to
run a long-term simulation, which eventually leads to equilibrium profiles of the main variables
(T and DO). Equilibrium profiles are determined by the prescribed boundary conditions and, for
a sufficiently long-term simulation, are likely to be independent of the initial conditions. Based
upon the specific features of the equilibrium conditions achieved throughout the simulation, some
considerations can be drawn concerning the robustness of the model formulation and calibration.
Therefore, a 1000-year simulation has been performed with arbitrarily set initial conditions,
and the same external forcing (boundary conditions) as that derived for the calibration has been
maintained. A constant temperature profile (corresponding to the temperature of maximum density
at the surface, T ' 3.98◦C) and a completely anoxic profile (DO = 0mgO2 l−1) have been assumed
as initial conditions for T and DO, respectively. Boundary conditions have been specified consid-
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Figure 6.6: Long-term evolution of deep water temperature (averaged values beneath 1000 m
depth, for a 1000-year simulation. An asymptotic equilibrium fully reached after an
adjustment phase depending on the initial conditions.
ering a sequence of years randomly extracted from the same 40-year re-analysis dataset used to
perform the medium-term (i.e. 40-year long) simulations.
Taking advantage from the fact that the current temperature profile did not change noticeably in
the period when data are available (at least considering average conditions), we assume that it is not
far from equilibrium conditions. This is also confirmed by the small changes noticed in the 40-year
simulations run in the calibration phase (see the confidential range of temperature in Figure 6.3).
In the light of these evidences, and since the system is subjected to the same external forcing as
those of current conditions, if the model’s algorithms properly describe the fundamental processes,
it is expected that the numerical results match the actual observed conditions after an adjustment
phase depending on the initial conditions. If the profiles resulting from long-term simulations are
significantly different, either the model is not suitable to describe such a complex system, or the
calibration has not been correctly carried out.
Figure 6.6 shows the evolution of deep water temperature averaged beneath 1000 m depth,
over the 1000-year long simulation. An asymptotic equilibrium is completely reached after an
adjustment phase depending on the initial profiles, confirming the goodness of the model. The
asymptotic mean value of deep water temperature is ∼ 3.37◦C (calculated after 150 years, in order
to exclude the possible effect of initial conditions), which is in full agreement with measurements
[e.g. see also Wüest et al., 2005; Schmid et al., 2008].
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Figure 6.7: Comparison of simulated temperature profile and measured data (courtesy of A. Wüest)
for typical winter conditions (28 February), for a 1000-year simulation starting from an
isothermal profile at T = 3.98◦C.
Model results have been analyzed evaluating the average, minimum and maximum profiles of T
and DO over the asymptotic part of the simulation (150-1000 years). In Figure 6.7, the simulated
temperature profile is compared with measurements for a typical winter period (28 February), while
Figure 6.8 shows the results for DO profile. In both cases the profiles predicted by the model
closely match measurements.
Finally, the mean annual cycles of the vertical thermal structure of the South Basin have
been determined, both for the 1000-year long numerical simulation (Figure 6.9) and the 9-year
long record of measurements (Figure 6.10). Since measurements are available only for a few
years, in order to smooth the possible irregularities due to data scarcity the cycles of temperature
profiles have been filtered with a one month moving average. The two cycles show a remarkable
agreement: the overall vertical thermal structure is well simulated and the seasonal patterns are
correctly reproduced (e.g. the evolution of the epilimnion). Note that the seasonal asymmetry in
measured deep water temperature is likely due to the numerous cold water intrusions that occurred
in winter time (i.e. between December and February), during the observation period [Schmid et al.,
2008; Shimaraev et al., 2011b]. Such an asymmetric feature is absent in numerical results, as a
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Figure 6.8: Comparison of simulated DO profile with measured data [Killworth et al., 1996;
Peeters et al., 2000], for a 1000-year simulation starting from an anoxic profile,
DO = 0mgO2 l−1.
consequence of the high heterogeneity of deep downwellings that evidently characterizes long-term
simulations. The good visual agreement is corroborated by Figure 6.11, which illustrates the map of
residuals between model results and measurements. The major differences can be observed within
the upper 200 m depth layer, which is the part of the lake mostly affected by seasonality and external
forcing. Nevertheless, the overall performance of the model is noticeable, the root mean square
error, mean absolute error and maximum absolute error being RMSE ' 0.07◦C, MAE ' 0.03◦C
and MaxAE ' 0.78◦C, respectively (RMSE ' 0.09◦C, MAE ' 0.04◦C and MaxAE ' 1.83◦C, in
case the cycles are not filtered with a one month moving average).
6.1.3 Sensitivity analysis
A sensitivity analysis has been carried out aimed at evaluating the robustness of the calibration
and the role played by each of the main parameters of the model. A new set of 40-year simulations
has been run changing ξ, η, cmix and c′mix between 0.5 and 1.5 times the initial values. Different
simulations have been performed changing one by one individual parameters, while all remaining
119
6. Results: deep ventilation under different climatic conditions
Figure 6.9: Mean annual cycle of model calculated vertical temperature profiles.
Figure 6.10: Mean annual cycle of measured vertical temperature profiles (data filtered with a one
month moving average; data courtesy of A. Wüest).
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Figure 6.11: Map of residuals between the mean annual cycles of modeled and measured tempera-
ture profiles.
parameters were held at the initial values given in Table 6.1. The results of the sensitivity analysis
are shown in Figure 6.12 and Figure 6.13, in which temperature and CFC-12 profiles are plotted,
respectively. The solution obtained using the calibrated set of parameters is plotted using a thick
line marked with letter C, while numerical results obtained changing the set of parameters are
plotted using thin lines labeled with numbers that refer to the combination of parameters listed in
Table 6.2.
Note that profiles 3, 4 and 5 apparently show a better fit with measurements, if CFC-12 profiles
are analyzed. Nevertheless, the temperature profiles obtained with the same set of parameters deviate
significantly from measurements. As a whole, modifications of the calibration parameters cause
numerical results to significantly differ from measurements, suggesting that a proper calibration
has been achieved. At the same time, no dramatic changes are observed as a consequence of
the different values assigned to the parameters, indicating the suitability and robustness of the
fundamental algorithms at the basis of the model.
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Table 6.2: Different sets of parameters used in the sensitivity analysis.
id. ξ [kgm−2 s−1] η [kmh] cmix c′mix
C 30 0.347 0.10 0.006
1 15 0.347 0.10 0.006
2 30 0.174 0.10 0.006
3 30 0.347 0.05 0.003
4 45 0.347 0.10 0.006
5 30 0.694 0.10 0.006
6 30 0.347 0.15 0.009
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Figure 6.12: Sensitivity analysis on the temperature profile for a 40-year simulation: the thick line
(C) shows the solution for the calibrated set of parameters, thin lines (from 1 to 6)
refer to the sets of parameters listed in Table 6.2, and dots indicates measured profiles
(courtesy of A. Wüest).
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Figure 6.13: Sensitivity analysis on the CFC-12 profile for a 40-year simulation: the thick line (C)
shows the solution for the calibrated set of parameters, thin lines (from 1 to 6) refer
to the sets of parameters listed in Table 6.2, and symbols indicate measured profiles
[Weiss et al., 1991; Killworth et al., 1996; Peeters et al., 1997, 2000].
6.2 Current climate conditions
In the previous section, the calibration and validation of the model have been presented, and its
good capability in simulating deep ventilation in profound lakes has been demonstrated. Here, we
discuss in detail the results obtained by running the calibrated model over a 1000-year period under
current climate conditions. The simulation is essentially the same as that used for model validation
(see Section 6.1.2), the only difference lying in the choice of the initial conditions. In this case, the
actual observed profiles of temperature and dissolved oxygen have been imposed, thus eliminating
the adjustment phase due to arbitrarily chosen initial conditions (which is evident in Figure 6.6).
The long (i.e. one millennium) simulation period allowed to carry out a proper statistical
description of deep ventilation, and an in-detail characterization of the mixing and thermal regime
typical of the South Basin of Lake Baikal. These information are discussed in the following pages,
where, unless differently specified, results are presented according to the mean year calculated over
the whole simulation period (i.e. data associated with the same calendar day are averaged together).
123
6. Results: deep ventilation under different climatic conditions
6.2.1 Seasonal dynamics
Figures 6.14 - 6.19 show the mean annual cycles of the main variables involved in the model:
temperature, T , dissolved oxygen, DO, Brunt-Väisälä buoyancy frequency, N2, squared shear
frequency, S2, Richardson number, Ri and diapycnal diffusivity profile, D,z. Some insights about
the major physical dynamics that occur in the South Basin can be gathered by analyzing the seasonal
evolution and the vertical variations of these physical quantities and parameters.
Figure 6.14: Mean annual cycle of temperature profile, T , within the hypolimnion (beneath 500 m
depth).
Concerning temperature, the mean annual cycle associated to the reference 1000-year simula-
tion is inherently equivalent to that already presented in Figure 6.9 and commented in Section 6.1.2.
Therefore, here we focus on the seasonal evolution of deep water temperature, which is shown in
Figure 6.14 for depths greater than 1000 m. Looking at this figure, it is evident that the interior
of the lake does not experience meaningful variations in temperature throughout the seasons, but,
on the contrary, is characterized by a typical profile that remains almost unchanged over the year.
On the other hand, the deepest part of the hypolimnion (i.e. the last ∼ 200 m) is clearly subjected
to a periodic variability: deep water is cooled twice per year, in correspondence to the occurrence
of deep ventilation. According to numerical results, such a cooling effect is able to bump the
temperature down to ∼ 3.31◦C on average. The seasonal cooling of deep water is progressively
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dissipated by diffusion on a time scale of about 2 to 4 months (for summer and winter cooling,
respectively), in general accordance with Wüest et al. [2005]; Schmid et al. [2008]; Shimaraev
et al. [2011a]. Some visual differences can be observed between the cooling of deep water in late
spring/early summer and in late autumn/early winter: the second being more pronounced both
concerning average vertical extension and time duration. However, from this figure we cannot infer
anything about the reasons of this imbalance, which, in principle, could be determined by seasonal
asymmetries concerning the volume, temperature, timing and frequency of downwellings. A more
detailed analysis of deep ventilation is deferred to Section 6.2.2.
Figure 6.15: Mean annual cycle of dissolved oxygen concentration profile, DO.
Figure 6.15 shows the annual cycle of dissolved oxygen concentration, DO, along the water
column. As for the case of temperature, the major seasonal variations are confined within the
upper ∼ 200 m layer, whilst deep water presents nearly the same conditions over the year, with
DO concentrations ranging between 12 mgl−1 and 10 mgl−1, moving from 200 m depth to the
bottom of the lake. Since temperature plays the primary role in controlling the exchanges of oxygen
between atmosphere and lake (DO saturation concentration being inversely proportional to water
temperature, see Equation (5.1)), DO concentration is strongly influenced by the seasonal cycle
of surface water temperature. Indeed, as can be observed in the figure, DO concentration is lower
in summer, when the epilimnion is warm, and higher in winter, when surface water is cold. The
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highest peaks in DO concentration occur immediately before and after ice formation and break up,
respectively, whereas during the period in which the lake is ice covered (from mid January to the
end of April) the exchanges with the atmosphere is inhibited by the presence of the ice sheet, and
hence DO concentration undergoes a progressive (slight) decrease due to oxygen consumption.
Due to convective mixing, DO concentration is vertically re-distributed within the superficial
well-mixed layer, which, when surface water temperature approaches Tρ,max (in June and December),
reaches a thickness of ∼ 200−250 m. Under these conditions, DO concentration at the surface
is considerably high thanks to the low temperature of water, and hence the deepening of the
well-mixed layer allows for a complete oxygenation of the entire uppermost part of the lake. As
a consequences of the epilimnetic mixing that occurs in June, relatively high DO concentrations
between 100 and 200 m depth still persist during the warm season, when, on the contrary, DO
within the uppermost layer progressively diminishes as temperature of water rises.
Finally, the effect of deep ventilation is evident in the very deep layers of the lake, where an
increase of DO concentration can be observed during the downwelling periods. This increase is
estimated at about 0.4 mgl−1 at the very bottom of the lake (first 10 m above the bottom of the lake),
which is in fairly good accordance with the observations available in the literature [e.g. Peeters
et al., 2000].
The mean annual cycle of the logarithm (base 10) of the squared Brunt-Väisälä buoyancy
frequency, N2, is presented in Figure 6.16. The seasonal variation of N2 reflects the stratification
conditions that occur throughout the year: higher values of N2 characterize the epilimnion in
summer and winter when the lake is stratified (directly and inversely, respectively), whereas lower
values can be observed during the transition periods, when the epilimnion deepens and the upper
layer is well mixed. Furthermore, as a consequence of the fact that stratification is stronger during
summer than in winter (i.e. vertical temperature gradients are higher during the warm season
compared with those typical of the lake when it is inversely stratified), the warm season time is
characterized by higher values of N2.
As far as the internal part of the lake is concerned, there the water column is very weakly
stratified, with a mean value of N2 ' 3×10−8 s−2 calculated between 400 and 1000 m depth.
Note that when the lake is inversely stratified (roughly from December to July), the minimum
of N2 is localized slightly beneath the mesothermal maximum (i.e. the depth where the temperature
profile crosses the Tρ,max line, see Section 2 for further details), which is depicted with a red line
in the figure. As a matter of fact, in this region of the lake the static stability of the water column
is inherently low, since the vertical temperature gradients are almost vertical [e.g. Boehrer and
Schultze, 2008].
Finally, the effect of deep downwellings is evident in the very deep layers of the lake, where
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Figure 6.16: Mean annual cycle of the squared Brunt-Väisälä buoyancy frequency, N2. The seasonal
variation of the mesothermal maximum depth is depicted by the red line.
N2 increases during the downwelling periods as a consequence of the stabilizing effect due to the
cooling of deep water (which results in an increase of the vertical temperature gradient). During
the remaining of the year, N2 progressively decreases as the cooling is dissipated by diffusion and
deep water is warmed by geothermal heat flux.
Figures 6.17 and 6.18 show the logarithm (base 10) of the squared shear frequency S2 and of
the Richardson number, Ri, respectively. Concerning S2, as one would expect, the highest values
occur when the lake is ice free. As a matter of fact, under these conditions shear stress is generated
directly by the action of wind blowing at the surface (in the very upper part of the lake - S2lw) and
by wind-induced internal waves (in correspondence of the thermocline - S2iw). On the contrary, as
ice starts to appear at the surface, S2 progressively diminishes until, eventually, it asymptotically
decays to a background value Sbg (see Section 3.4.2 for the meaning of S2lw, S
2
iw and S
2
bg). This
background value also characterizes the interior of the lake, where only a small fraction of the
turbulent energy available from the wind is transferred [Ravens et al., 2000].
By definition, the Richardson number, Ri, combines the information of N2 and S2 (see Section
3.4.1). The outline of the mean annual cycle of Ri is qualitatively similar to that of N2: the higher
values of Ri occurs within the top 200 m depth, when the lake is stratified, in summer and in winter.
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Figure 6.17: Mean annual cycle of the squared shear frequency, S2.
Figure 6.18: Mean annual cycle of the Richardson number, Ri.
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However, note that during the period of direct stratification, in summer, Ri is lower than in winter,
whereas we observed the opposite trend in the case of N2 (see Figure 6.16). This difference is due
to the relevant values of S2 at the surface of the lake during the warm season (when the lake is ice
free and hence the wind-induced shear stress is significant), which, on the contrary, are very low in
winter when the lake is ice covered.
Figure 6.19: Mean annual cycle of the diapycnal diffusivity profile, Dz.
The mean annual cycle of the logarithm (base 10) of the diapycnal diffusivity, Dz, is presented
in Figure 6.19. At every time step, Dz is calculated by means of the Richardson number-based
scheme given in Equation (3.22) and discussed in Section 3.4.1. Therefore, the vertical variation
and seasonal evolution is closely related to the corresponding pattern of Ri.
The interior of the lake is characterized by a nearly constant diffusivity profile over the year,
with a mean value of ∼ 4.5× 10−4 m2s−1 calculated between 400 and 1000 m depth. Beneath
1000 m depth Dz progressively increases accounting for the turbulent processes within the benthic
boundary layer, as already discussed in Section 3.4.3.
As for the other variables and parameters discussed so far, the most interesting variations of
Dz throughout the year occur within the upper part of the lake. Figure 6.20 shows in detail the
vertical profiles of Dz within the upper 400 m, which provides a comprehensive summary of the
features typically observed in the South Basin of Lake Baikal [Shimaraev et al., 1994] and already
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Figure 6.20: Mean annual cycle of the diapycnal diffusivity profile, Dz, within the uppermost
400 m.
discussed in Section 2. The well-mixed layer reaches a maximum thickens of about 200−250 m
twice a year, in June and December, when the surface water temperature approaches 4◦C. Under
these conditions, the weak stratification of the water column and the action of wind forcing, which
is particularly intense in these periods [Rzheplinsky and Sorokina, 1977; Shimaraev et al., 1994],
determines high values of Dz within the whole upper layer of the lake (see Figure 6.21a). Starting
from the end of June, the summer thermocline develops and the thickness of the mixing layer
progressively reduces, confining the turbulent mixing within the uppermost ∼ 50 m depth layer.
Beneath that depth, the water column is stably stratified, thus turbulent convection is inhibited and
Dz drops to very low values (see Figure 6.21b). As summer is over, from the end of September,
the surface mixed layer starts to deepen again, until eventually it reaches a thickness of ∼ 200 m
in December. This is the period of the year when Dz achieves its maximum values at the surface
(see Figure 6.21a). Successively, the mixing layer reduces and Dz steadily declines while winter
stratification develops under the ice. The presence of the ice sheet inhibits the action of wind,
and Dz progressively decreases to the lowest values of the year. The seasonal cycle starts again,
when the convective mixed layer develops in spring as a combined effect of solar heating and
wind-induced mixing, after the melting of ice. Finally, note the mixed zone of approximately
100 m thickness that appears between 200 and 250 m depth, immediately beneath the depth of the
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mesothermal maximum, where the water column is not stratified (see also the discussion of Figure
6.16).
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Figure 6.21: Typical diapycnal diffusivity profiles in different periods of the year: a) when the
lake is near isothermal conditions, in early summer (27 June) and late autumn (15
December), and b) when the water column is stratified, in late summer (15 September)
and winter (28 February). Dz profiles in the literature refer to measurements collected
between 26 and 28 June, 1996.
In general, we can affirm that the simple Richardson number-based scheme used in this work
to calculate diapycnal diffusivity provides a reliable description of the turbulent mixing processes
occurring in Lake Baikal. This is confirmed by the fairly good agreement between our estimates and
the vertical diffusivities simulated with the κ-ε model by Schmid et al. [2007] (compare our Figure
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6.20 with their Figure 8). Furthermore, in Figure 6.21 we compared our estimates to the Dz profiles
available in the literature [Ravens et al., 2000; Wüest et al., 2005]. Simulated profiles refer to four
significant periods of the year: the seasons of deep convective mixing in June and December (Figure
6.21a), and the periods during which the lake is stratified in February and September (Figure 6.21b).
On the other hand, profiles in the literature refer only to the period of deep convective mixing in
June, as they have been calculated on the basis of measurements collected between the 26th and
28th of June, 1996. A reasonable agreement can be observed between the profiles proposed in the
literature and the profiles estimated by our model. In particular, the increase of Dz within the upper
∼ 250 m due to seasonal convective mixing in June (the date corresponds to the same period when
measurements were collected: the 27th of June) and December is suitably reproduced.
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Figure 6.22: Annual evolution of the thickness of the epilimnion plotted versus surface water
temperature. Colors from yellow to blue indicate the progression of time, from April
to March.
Finally, in order to complete the analysis of the mixing dynamics of the lake, the annual
evolution of the epilimnion is presented in Figure 6.22. The depth of the epilimnion is plotted
versus surface water temperature, which provides a measure of the strength of the stratification when
compared to the temperature of water beneath the seasonal mixed layer. At this depth (∼ 250 m)
water temperature is nearly constant throughout the year (see Figure 6.9 and 6.10) and equal to
about∼ 3.6◦C. It is evident that when surface water temperature approaches this value, stratification
weakens and the epilimnion thickens (in June and December). On the contrary, as surface water
temperature departs from this reference temperature, stratification becomes progressively stronger
and the epilimnion thinner. The overall evolution of the thickness of the epilimnion is clearly shown
in Figure 6.22 and follows the same behavior of Dz illustrated in Figures 6.19 and 6.20 and already
discussed above. The thickness of the epilimnion has been defined as the upper portion of the lake
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that results unstable according to the stability algorithm formulated in Section 3.2.2.
6.2.2 In-depth analysis of deep ventilation
In the attempt to provide an in-depth characterization of deep ventilation occurring in the South
Basin of Lake Baikal, the results of the 1000-year simulation discussed in the previous section are
analyzed here. Interesting insights into this phenomenon have been obtained concerning the extent
and timing of downwellings and the energetics of the process.
Figure 6.23 shows the timing of deep ventilation throughout the year. Downwelling occurrences
have been divided into spring and winter events, depending on the period they occur, and into
shallow and deep, depending on the depth they reach. During the analysis that follows in this section,
a threshold depth at 1300 m has been considered. Therefore, deep downwellings are considered
all those events that sink down towards the last ∼ 150 m of the water column. During the warm
season, deep downwellings are expected to occur between May 23 and June 13, while in winter
between December 6 and January 4, which are the periods when the water column approaches a
nearly homogeneous temperature, thus the conditions for the occurrence of deep ventilation are
the most favorable (see also Chapter 2 and Section 6.2.1). The probability of occurrence of deep
downwellings is different in the two seasons, in the warm period being about 87% whereas in
winter 78%.
Figure 6.23: Typical timing of deep downwellings throughout the year. The threshold depth chosen
to discriminate between shallow and deep downwellings is 1300 m.
The arrival depth corresponding to each downwelling event depends on both the temperature of
the sinking volume and the temperature profile of the water column. Based upon these conditions,
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Figure 6.24: Vertical distribution of partial and effective downwellings along the water column.
For each vertical layer of the lake (considering a constant thickness of 50 m), the
figure indicates the percentage of total downwelling volume that stops there. Dots are
centered in each layer.
downwellings can reach either their equilibrium depth (which is defined as the depth where the
temperature of the sinking water volume equals the temperature of local water) or the bottom of the
lake (see Figure 2.9a,b). It is evident that an estimate of the typical distribution of downwellings
along the water column can provide useful information about the vertical fluxes of mass and energy
induced by deep ventilation. This vertical distribution is shown in Figure 6.24, both for “effective”
and “partial” downwellings. With the term “effective” we indicate the downwellings that reach
and overcome the compensation depth, thus effectively give rise to deep ventilation (mechanism
shown in Figure 2.9a,b). On the contrary, the term “partial” indicates the cases in which the
sinking volume is displaced until a depth shallower than the compensation depth, where it is still
buoyant and hence is forced to rise back (see Figure 2.9c). Partial downwellings also include the
wind-induced convective instabilities that develop when surface water temperature is warmer than
Tρ,max (see Figure 2.9d). Note that also in the case of partial downwellings the final position of the
generic sinking volume does not necessarily coincide with its initial position, as a consequence of
the mixing processes that take place during its vertical displacement (see the definition of c′mix in
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Section 3.2.3).
Concerning effective downwellings, nearly 26% of the total sinking volume reaches depths
greater than 1300 m (which motivates the choice of a threshold depth of 1300 m to discriminate
between deep and shallow events). The remaining percentage is mainly distributed between 150
and 900 m (∼ 63%), with a peak at about 200− 250 m that is due to the numerous shallow and
relatively warm events that occur as soon as the water column approaches a nearly homogeneous
temperature. The downwelling distribution between 150 and 600 m well reflects the typical shape
of the temperature profile which is distinctly identifiable in Figure 6.12. Finally, the downwellings
that stop within the upper 150 m are those events that occur when the mesothermal maximum and,
as a consequence, the compensation depth progressively get shallower, following the Tρ,max line
(see Figure 2.10).
On the other hand, partial downwellings do not reach depths greater than 500 m, and nearly
98% of total events are distributed within the upper 250 m depth, which corresponds to the depth
of the seasonal mixing layer. The deepest contributions occur when the temperature profile is
nearly vertical and the sinking water is slightly warmer than the temperature of the water column.
Under these conditions, only partial downwellings can occur (see Figure 2.9d), which are likely to
reach great depths. During their vertical displacement, the downwelling volumes mix with ambient
water, until eventually the temperature difference between sinking and local water vanishes, and the
convection stops.
The mean annual sinking volume (V d) and the mean annual downwelling temperature (T d)
are the main parameters characterizing the cooling effect of deep ventilation. A proper statistical
analysis of these parameters has been allowed thanks to the availability of the long-term series of
simulation results. Both model and literature quantitative estimates are given in Table 6.3. The
first row shows the mean and the standard deviation values as estimated by the model. Estimates
refer to deep downwellings, which, following the definition given above, refer to the events that
reach depths greater than 1300m. Concerning the values available in the literature, downwelling
temperatures refer to measurements collected near the bottom of the lake, whereas the estimates of
the typical downwelling volumes are not defined with respect to an univocal reference depth, but
rather depend on the single events.
For a better comparison between model and literature estimates, Table 6.3 is supplemented
with Figure 6.25 which shows the boxplots of V d and T d for the whole year, and warm and cold
seasons. Evidently, the ranges of variation estimated by the model, both for V d and T d , are wider
than those suggested in the literature. This is due to the fact that literature estimates (for Vd) and
measurements (for Td) refer to relatively short observational periods (from a few years to a decade),
whereas the statistics proposed here have been carried out over a much longer time horizon (i.e.
1 millennium). During this long simulation period the lake could experience several different
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Table 6.3: Comparison between numerical results (for downwellings beneath 1300 m depth) and
literature estimations of the main parameters characterizing deep ventilation in Lake
Baikal: mean annual sinking volume, V d , and typical downwelling temperature, T d .
Estimates from the literature indicate ranges of variation.
V d [km3] T d [◦C]
Present model 91.6 (mean) 73.0 (std) 3.27 (mean) 0.06 (std)
Wüest et al. [2005] 10÷30 3.15÷3.27
Schmid et al. [2008] 50÷100 3.03÷3.28
Shimaraev et al. [2011a] 1÷72 -
conditions, thus spanning a wider range of possible downwelling occurrences. Furthermore, in
general the downwelling volumes calculated in the literature are probably underestimates, as the
effective cooling of deep water is likely to be larger than the observed heat deficit [Wüest et al.,
2005; Schmid et al., 2008]. Besides the extreme values and in the light of these considerations, as a
whole model results are coherent with the existing measurements, which are however affected by
non negligible uncertainties.
Some relevant information concerning the differences between downwelling occurrences in
warm and cold seasons can be extracted from Figure 6.25. The most remarkable aspect is the strong
dissimilarity between the typical downwelling volumes in the two periods. Indeed, downwellings
that occur in the warm season are characterized by significantly smaller volumes compared to those
that occur in winter. The entire range of variation of V d in the first case roughly corresponds to
the interquartile range of winter volumes, and the mean value of V d in spring is approximately
one-half of the mean value of V d in winter. The imbalance in the seasonal distributions of V d is
primarily due to the fact that the strongest winds occur from October to December [Rzheplinsky and
Sorokina, 1977], and hence, according to Equation (3.17), the volumes of water that can be vertically
displaced along the water column are much larger in autumn/winter than in spring. Analogously,
according to Equation (3.16), also the specific (i.e. per unit volume) energy input at the lake surface
is proportional to the wind speed. Therefore, the amount of wind energy available to trigger deep
ventilation is higher from October to December than in spring. Notwithstanding, looking at Figure
6.25b, colder downwellings are likely to occur during the warm season, when available wind energy
is lower. This may seem contradictory, as in principle the colder are downwellings, the deeper is
the compensation depth, hc, and thus the larger is the amount of wind energy input required to
overcome the potential energy barrier. The relationship between downwelling temperature, Td , and
the energy per unit volume required to reach the compensation depth, ec, is illustrated in Figure
6.26. As expected, the figure confirms an inverse proportion between Td and ec (which is well
fitted by an exponential curve), but also reveals that for a given value of Td the associated ec is
significantly lower in spring than in winter.
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Figure 6.25: Boxplots of a) mean annual sinking volume, V d , and b) the mean annual downwelling
temperature, T d , for the whole year, and warm and cold seasons. The central mark is
the median, the edges of the box are the 25th and 75th percentiles, the whiskers are
placed at 1.5 interquartile range, signs indicate the outliers. Statistics refer to deep
downwellings: beneath 1300 m depth.
Figure 6.26: Relationship between downwelling temperature (Td) and the energy per unit volume
required to reach the compensation depth (ec). Curves are shown for downwellings
events occurring during warm and cold season, and for deep and shallow events.
Exponential best fitting curves are also shown.
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Figure 6.27: Relationship between temperature profile and the energy per unit volume required to
move surface water to the compensation depth: warm season. a) simulated temperature
profile on May 25, 1992, and b) energy per unit volume ec.
The reason for the existence of a marked seasonality of ec stems from the typical thermal
structure of the upper part of the lake, which is inherently different during the two periods of
the year. Figures 6.27 and 6.28 show the simulated temperature profiles on May 25, 1992 and
December 17, 1992, respectively, when surface water temperature is roughly the same in the two
cases (∼ 3.14◦C). The right side of each figure shows the energy per unit volume, ec, that the
uppermost parcel of water would required to reach the compensation depth. ec has been calculated
using Equation (3.11), and graphically corresponds to the area between the temperature profile
and the adiabatic path which lies above the compensation depth, hc (light blue area in the figures).
Besides in both cases hc approximately correspond to ∼ 310 m (since surface water temperature is
the same and temperature profile in the lake’s interior does not change significantly throughout the
year), in winter ec is about the double compared to the warm season. This remarkable difference
is essentially due to two main reasons: 1) during the cold season, the upper part of the lake is
strongly stratified, whereas a thick well-mixed layer develops in spring, and 2) the mesothermal
maximum is warmer and more pronounced in winter than in spring. Both these features contribute
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Figure 6.28: Relationship between temperature profile and the energy per unit volume required to
move surface water to the compensation depth: cold season. a) simulated temperature
profile on December 17, 1992, and b) energy per unit volume ec.
to a substantial increase of ec in winter (for a visual assessment, compare the light blue areas plotted
in the figures). As a side remark, note that a direct comparison between information contained in
Figures 6.27 and 6.28 and Figure 6.26 is not possible since in the first case temperature refer to
surface water, whereas in the second case to downwelling temperature, Td .
In conclusion, combining the information contained in Figures 6.25 and 6.26, and in the light of
the results shown in Figures 6.27 and 6.28, the following remarks can be pointed out: 1) in winter,
strong winds allow for the sinking of large volumes of water, which however are characterized by
(slightly) warmer temperatures than in the warm season since the potential energy barrier is higher;
2) during the warm season, the lower energy required to trigger deep ventilation overcompensates
the relatively smaller amount of available wind energy, thus permitting the occurrence of colder
downwellings, which anyway are characterized by small volumes.
These considerations also clarify the results presented in Figure 6.14: the cooling of deep water
which results from deep ventilation is more pronounced in winter than in spring, as a consequence
of the larger sinking volumes that are likely to reach the bottom of the lake in this period of the year.
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Note that since the major differences between spring and winter downwellings concerns Vd , any
possible effect due to the seasonal variability of Td assumes secondary importance. Furthermore,
these results are coherent with the fact that downwellings have been mainly observed in winter time
[e.g. Wüest et al., 2005; Schmid et al., 2008; Shimaraev et al., 2011a,b], indeed, thanks to their
large extent, these events are likely to be more easily detectable if only few permanent measuring
stations are installed in the lake.
6.3 Climate change projections
In this section, the mixing and thermal dynamics of the South Basin of Lake Baikal are
investigated under the different climate scenarios provided by the CNRM-CM5 dataset, which
have been described in Chapter 5. For each future scenario, a 1000-year simulation has been
performed, which consists of two parts. The first part covers the period for which CNRM-CM5
climate projections are available, thus it runs from 1982 to 2091 (i.e. from y0 to y2, following the
notation introduced in Section 5.2.2). During this period, the progressive evolution of the external
forcing has been included according to the procedures discussed in Section 5.2.2 for wind speed
and surface water temperature. Successively, the external conditions achieved at the end of the first
part of the simulation (i.e. in y2) have been kept unchanged till the end of the run. For comparison
purposes, an additional 1000-year simulation has been carried out, in which present conditions
have been kept unchanged (hereafter referred to as null scenario or null simulation) during the
entire simulation period.
In order to properly compare the results obtained for the different scenarios, the boundary
conditions associated to each simulation have been constructed on the basis of the same sequence
of weather events, which has been obtained by sampling (with replacement) from the re-analysis
dataset (see Section5.2.2 for further details). In this way, any differences in the results are entirely
imputable to the dissimilarities between the climate scenarios, and not to the use of different
chronological series of forcing conditions. Furthermore, note that the only difference between
the null simulation introduced here and the long term run analyzed in Section 6.2 is about the
chronological sequence of weather events, while the results provided by the two simulations are
statistically the same.
In the following sections, the possible impact of climate change on lake dynamics is assessed
by comparing numerical results obtained under present and future climate conditions. For the sake
of a fair comparison between the different simulations, the profiles of water temperature (Figure
6.29) and dissolved oxygen (Figure 6.30), as well as the parameters listed in Table 6.4, have been
obtained by averaging numerical results over the second part of each run (∼ 900 years). These
averaged values are representative of the ideal stationary state that would occur if the projected
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climate conditions would remain unchanged after 2091, and provides a significant description of
the impact that each scenario is expected to have on the lake. All figures presented here have been
plotted following the color and style coding in Table 5.4.
6.3.1 Vertical profiles
Figure 6.29 shows the temperature profiles in winter (Figure 6.29a) and late summer (Figure
6.29b). Concerning the upper part of the temperature profile, all the scenarios agree in forecasting
a general increase of temperature within the seasonal well mixed surface layer (upper 250 m),
accordingly to the estimated rising of surface water temperature shown in Figure 5.12. As far as the
deep water temperature is concerned, different behavior can be observed depending on each scenario.
The RCP2.6 and RCP4.5 scenarios do not show any strong variation from current conditions (null
scenario), although an opposite trend is expected: the first scenario being characterized by a
slight increase of temperatures, while the second by a modest cooling. In particular, deep water
temperature beneath 500m is expected to increase by approximately 0.10◦C in the first case, and to
decrease by about 0.06◦C in the second case, on average. On the contrary, for the RCP8.5 scenario
the results show a general trend toward an evident decrease of deep water temperature, up to
approximately 0.33◦C, calculated as average beneath 500m. Moreover, the mesothermal maximum
is expected to deepen, thus modifying significantly the temperature profile, and consequently the
amount of energy required to trigger deep ventilation (as discussed in the concluding part of Section
6.2.2).
Concerning dissolved oxygen concentration, the mean annual profiles shown in Figure 6.30 are
characterized by a clear decrease of DO within the upper part of the lake. This behavior is common
to all scenarios, and it is a direct consequence of the expected rise of water temperature at the surface.
As a matter of fact, DO concentration within the uppermost layer of the lake is strongly affected
by the exchanges between air and water, which, in turn, are primarily controlled by temperature.
We recall that the upper boundary condition for DO in the model is the saturation concentration,
which, according to Equation (5.1), is inversely proportional to temperature. As for the case of
temperature profiles shown in figure 6.29, the dissolved oxygen profiles expected for the RCP2.6
and RCP4.5 scenarios do not depart significantly from present conditions. The typical shape that
characterizes the current DO profile does not undergo marked modifications, and the mean DO
concentration beneath 500m is not expected to change much in these two scenarios compared
to the present value of about 10.70mgO2 l−1. On the contrary, major changes can be observed
for the RCP8.5 scenario, which predicts a stronger oxygenation of the hypolimnion compared to
current conditions. A considerable increase of DO along the entire water column is evident, except
than in the upper layer as already mentioned. In particular, the mean DO concentration beneath
500m is expected to rise from the present value of 10.70mgO2 l−1 to 11.67mgO2 l−1. At a first
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Figure 6.29: Comparison between temperature profiles simulated under the different climate sce-
narios (different line types) and current conditions (null scenario): a) winter period
(28 February), and b) summer period (15 September). Thinner lines refer to climate
scenarios where the correction (5.10) associated to ∆q has not been considered, thus
neglecting the temporal shifts in the distribution of wind events.
glance, the DO concentration profile simulated for the RCP8.5 scenario may seem anomalous, as
concentrations are higher at the bottom than at the surface. The reasons for this apparent anomaly
are elucidated in the following, and stem from the fact that the figure shows annually averaged
simulated profiles. The occurrence of strong downwelling events during cold periods (when DO
concentration at the surface is high) tends to accumulate large volumes of oxygenated water along
the water column and in the deep layers. The intensity of the downwellings is sufficient to balance
deep water oxygen depletion, thus the hypolimnion is constantly, highly oxygenated throughout the
whole year. On the contrary, at the surface DO concentration varies according to the annual cycle
of temperature, which is expected to be considerably warmer under this scenario. This explains the
significant reduction of the mean annual DO concentration within the upper layers of the lake.
For the sake of completeness, it is opportune to clarify that the vertical profile of oxygen
depletion rate has been kept unchanged for all scenarios and throughout the entire simulation period,
and assumed equal to present conditions (see Figure 3.5). This assumption is likely to be unrealistic,
since a significant rise of surface temperature would probably lead to a stimulation of primary
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Figure 6.30: Comparison between mean annual dissolved oxygen profiles simulated under the
different climate scenarios (different line types) and current conditions (null scenario).
Thinner lines refer to climate scenarios where the correction (5.10) associated to ∆q
has not been considered, thus neglecting the temporal shifts in the distribution of wind
events.
production [Adrian et al., 2009], thus to the consequent modification of the oxygen consumption
rates along the water column. However, an accurate representation of these dynamics would require
the development of a suitable sub-model for the biogeochemical processes, which goes beyond the
scope of this work. For this reason, DO profiles shown in Figure 6.30 can be used to get only a
first approximation estimate of the impact of future climate modifications on DO concentrations in
deep water. Nevertheless, these results provide useful information to assess the general evolution
of the vertical exchanges between epilimnion and hypolimnion. In particular, the increase of DO
concentrations in deep water that is expected for the RCP8.5 scenario suggests an enhancement of
downward fluxes following an increase of deep ventilation activity. This hypothesis is confirmed
in the next section, where the main characteristics of deep downwellings are compared for the
different cases.
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6.3.2 Downwelling characterization
In order to characterize the impact of climate change on deep ventilation, the mean annual
sinking volume, V d , and the typical downwelling temperature, T d , have been calculated for each
scenario, and compared to present conditions. The values of these parameters are given in Table
6.4, together with the dates and the corresponding duration of downwelling periods. Note that for
current conditions the slight difference between these values and those reported in Table 6.3 is
essentially due to the different chronological series of meteorological forcing used to construct
the boundary conditions. Notwithstanding, as already discussed at the beginning of Section 6.3,
differences are negligible, and results are statistically equivalent.
Concerning the RCP2.6 scenario, the cooling and oxygenation of deep water resulting from
deep convection mixing are expected to slightly decrease compared to current conditions. These
tendencies are evident in Figures 6.29 and 6.30, and are due to the slight decrease of the typical
downwelling volume, V d , and the contemporaneous increase in downwelling temperatures, T d (see
Table 6.4). Concerning the RCP4.5 scenario, V d will increase slightly and T d is expected to undergo
a mild cooling, determining the corresponding decrease of temperature within the hypolimnion that
can be seen in Figure 6.29. The major changes are expected in the case of the RCP8.5 scenario, for
which deep ventilation is expected to increase significantly: downwelling volumes will be much
larger (with an increase of approximately 60%) and colder (T d will diminish by approximately 9%)
compared to current estimates. These changes in the downwelling characteristics are at the basis of
the evident modifications of both temperature and dissolved oxygen profiles shown in Figures 6.29
and 6.30.
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The comparison between the values of V d and T d obtained for the different scenarios provides
an adequate quantification of the impact of climate change on deep ventilation. Notwithstanding, it
does not provide any information about the causes of such modifications, and also does not explain
the role played in the future by the major external factors that are involved in the process: wind
action and the annual cycle of surface water temperature. We recall here that wind represents
the primary source of energy input for deep ventilation. Furthermore, wind driven circulations
influence the vertical stratification within the upper part of the lake, thus possibly affecting the
amount of energy that is necessary to trigger deep ventilation. On the other hand, the annual
cycle of surface water temperature plays a fundamental role in regulating the seasonal evolution
of the surface well-mixed layer and the timing of deep ventilation. Indeed, the seasonality and
duration of the downwelling periods depend on when and how long surface water temperature
varies within a certain range of values, whose boundaries depend on the specific conditions of the
overall system, namely: the available energy (i.e. wind action) and the potential energy barrier
(i.e. thermal structure). In turn, the thermal structure of the lake’s interior is controlled by deep
ventilation, thus giving rise to the existence of complex feedback loops between the intrinsic
properties of the lacustrine system (i.e. thermal structure, diapycnal diffusivity profile) and the
internal lake dynamics (i.e. deep convective mixing, seasonal evolution of the surface well-mixed
layer). In conclusion, under given climate conditions, the equilibrium state of the lake is determined
and maintained by the interaction between numerous physical processes, which are primarily
controlled by the external forcing (see Figure 6.32 for a schematic). It is therefore evident that
possible modifications in the climate conditions could alter the existing equilibrium of the system,
affecting the overall processes of transport (of momentum, energy and mass) and mixing in the lake
[Piccolroaz and Toffolon, 2012b]. Changes on the typical cycle of surface temperature can yield,
for example, to the shortening or prolongation of deep downwelling periods, depending on whether
the rates of surface water warming/cooling are expected to hasten or slow down, respectively (note
that warm and cold season do not necessarily have to follow the same tendency). Furthermore,
since generally winds follow seasonal patterns, a significant shift in time of downwelling periods
may modify the amount of wind energy available for deep ventilation. In the following, we analyze
the expected changes on wind action and annual surface water temperature cycle, in the attempt to
evaluate their possible effects on deep ventilation.
Wind energy - Figure 6.31 shows the evolution of the available wind energy input to the lake
during the 21st century, which corresponds to the period covered by the CNRM-CM5 future
projections. The curves represent the trend of the cumulative annual energy provided by the wind,
which have been calculated as the sum of the product between Equations (3.18 and (3.19) over
each year. Values have been averaged over a period of one decade for easier comparison between
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Figure 6.32: Schematic representation of the main physical processes and their interactions control-
ling transport and mixing in the lake.
the different scenarios. Concerning the RCP2.6 scenario, during the whole first part of the 21st
century the total wind energy input at the lake surface roughly corresponds to that available under
current conditions, whereas it will progressively increase towards the end of the century. During the
stationary part of the simulation (i.e. after 2100) such increase is estimated at ∼ 11%. The RCP4.5
scenario is characterized by a well distributed increase of wind energy over the whole century, up
to ∼ 19% during the stationary part of the simulation. Even grater changes are expected for the
RCP8.5, for which the increase of wind energy input is estimated at ∼ 52% (for the stationary part
of the simulation). In this case, the major changes will occur during the second part of the 21st
century, whereas, before, wind energy availability is expected to undergo only a slight increase.
Deep ventilation timing - In order to characterize the future modifications on the timing of deep
ventilation, the seasonality of downwelling periods and the corresponding duration have been
calculated for each scenario and for current conditions. On the basis of the values listed in Table
6.4, the total annual duration of the downwelling period does not change significantly between
the various climate conditions. In all cases the overall duration of the periods favorable for the
occurrence of deep ventilation is equal to about 50 days, thus the effect that the future increase of
temperatures has on deep water renewal seems to be limited. Notwithstanding, marked differences
can be observed concerning the typical downwelling seasons. As a consequence of the general
increase of temperature that is projected under the future climate scenarios, spring and winter
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downwellings are expected to occur earlier and later, respectively. In the case of RCP2.6 and
RCP4.5 scenarios, this time shift is more marked for the winter downwellings, and especially in the
latter scenario. Concerning the RCP8.5 scenario, as a consequence of the considerable increase of
surface water temperature, the seasonality of deep ventilation is expected to undergo an evident
modification: a single, long downwelling period between February and April, instead of two distinct
periods in late spring/early summer and late autumn/early winter.
In the light of the results discussed above, wind speed seems to be the main meteorological
variable influencing future modifications on deep water renewal. On the contrary changes on
surface water temperature seem to play a secondary role, which anyway are not relative to a
shortening/lengthening of the downwelling periods, but rather to their seasonality.
As a final comment, note the RCP8.5 is the only scenario in which the lake is expected to not
freeze during the cold season. Indeed, the annual cycle of surface water temperature shown in
Figure 5.12 is always warmer than the threshold temperature for ice formation, which, according
to temperature measurements and ice cover observations, has been conveniently assumed equal
to 1◦C (see Section 5.1.1 for further details). This threshold value has been kept unchanged for
all the climate change scenarios, due to the lack of information about the future dynamics of ice
formation and melting. This choice is fully justified for the RCP2.6 and RCP4.5 scenarios, which
are characterized by a slight increase of surface water temperature. On the contrary, in principle it
represents a stronger assumption for the RCP8.5 scenario. In this regard, we would like to stress that
the RCP8.5 scenario represents an extreme case of climate change, which should be confirmed once
more data are available to characterize current conditions, and hence to set up a robust downscaling
of future climate projections. Notwithstanding, thanks to its peculiarities, this scenario represents
an interesting case study that is worthwhile to investigate with the purpose to deeply understand
deep ventilation and its dependence on climate conditions.
6.3.3 Effect of wind intensity and seasonality
In the previous Section, future changes in wind forcing have been found to play the primary role
in affecting the energy balance that controls deep water renewal. Indeed, all future projections agree
in estimating a negligible modification of the duration of downwelling periods and an increase of
the mean annual wind energy input at the lake surface (see Figure 6.31). In general, modifications
in wind conditions can concern both wind intensity and the seasonality distribution of the events,
and these changes jointly contribute to the overall impact on deep ventilation. In the following,
each of the two factors are investigated separately, in the attempt to quantify their relative influence
to the overall impact on the lake.
For this purpose, an additional 1000-year simulation has been performed for each scenario, in
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which the expected variations on wind annual distribution have been neglected, while retaining the
changes in wind intensity. These “halfway” scenarios have been obtained by simply modifying the
downscaling procedure formulated in Section 5.2.2, neglecting the correction associated to wind
seasonality (i.e. by imposing ∆q = 0, in Equation (5.10)). Results for temperature and dissolved
oxygen are shown in Figures 6.29 and 6.30 (thin lines), together with the corresponding results
obtained under the full scenarios (thick lines) and already discussed in Section 6.3.1. A first estimate
of the relative importance of the two effects (namely, changes in wind speed compared to changes
in wind seasonality) can be assessed by comparing thick and thin profiles to null scenario profile.
For a given scenario, the closer is the thin line to the null scenario profile, the more relevant are
future changes in wind seasonality compared to future changes in wind speed; whereas, on the
contrary, the closer is the thin line to the corresponding thick line, the higher is the importance of
future modifications in wind intensity compared to future changes in the annual wind distribution.
By analyzing Figures 6.29 and 6.30 on the basis of these considerations, we can conclude that
in the case of the RCP2.6 and RCP4.5 scenarios the expected changes in wind seasonality are likely
to provide the greatest contribution to the overall impact on the lake. On the contrary, the future
evolution of wind intensity is predominant under the RCP8.5 scenario. These different tendencies
have been interpreted according to Figure 6.33, which shows the change function of wind intensity,
r, and the quantile correction, ∆q, relative to the second period (p = 2, 2081-2101) of each scenario
(see Section 5.2.2 for the definitions of r and ∆q, and for more details). In the case of RCP2.6
and RCP4.5 scenarios the changes in wind intensity are milder (r close to unity) if compared to
the RCP8.5 scenario. On the other hand, under the third scenarios, wind intensity is expected to
increase significantly, especially during the cold season (Figure 6.33c) and for the strongest winds
in the warm period (Figure 6.33b). In particular, this latter effect is the primary cause of the future
increase of deep ventilation activity discussed in the previous section, as downwellings are expected
to occur during the warm season (from the end of February to mid April, see Table 6.4). Concerning
∆q, as a consequence of the seasonal redistribution of wind events, stronger winds (associated
to positive values of ∆q) are expected to concentrate during the future downwelling periods (see
Table 6.4) to the detriment of the remaining part of the year. The only exception is for the warm
downwelling period in the RCP2.6 scenario. As a side remark, note that the discontinuities of ∆q in
Figure 6.33a are only due to the distinction between summer and winter CDFs of wind speed, and
do not affect the chronological series of wind events that, on the contrary, preserve a continuous
structure.
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6.4 Concluding remarks
In this chapter the simplified 1D model presented in Chapter 3 has been applied to investigate
deep ventilation in the South Basin of Lake Baikal.
The model has been calibrated performing a medium-term simulation over a 40-year period
ranging from 1958 to 1998, which is fully covered by the re-analysis dataset described in Chapter
5. The calibration procedure has been primarily focused on the reproduction of the seasonality of
thermal stratification and on the historical (from 1988 to 1996) evolution of CFC-12 concentrations
along the water column. Numerical results showed a remarkable agreement with measurements,
confirming the general suitability of the model to properly simulate the main processes that take
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place in the lake. Due to the considerable lack of long-term series of data, a full validation of
the model was not possible. For this reason, a 1000-year simulation has been performed under
current climate conditions, which allowed for a statistical description of the main physical features
of the lake (e.g. thermal regime, diffusivity profiles, seasonal patterns, timing and characteristics of
deep ventilation). A good correlation between numerical results and available literature estimates
and observation has been obtained, which served as an indirect validation of the model. Finally, a
sensitivity analysis has been carried out aimed at testing the robustness of the calibration and the
role played by each parameter of the model. Results showed that a proper calibration has been
performed and further confirmed the suitability and robustness of the fundamental algorithms at the
basis of the model.
A considerable portion of the chapter has been devoted to the description and analysis of the
lake under current climate conditions. The entire analysis has been based on the results of the
1000-year simulation in which present external conditions have been kept unchanged. Seasonal
dynamics and deep convective mixing have been examined in detail, providing valuable insights into
the major physical processes that occur in the lake. An in-depth characterization of deep ventilation
has been presented, which mainly concerns: timing, typical volumes and temperatures, energy
balance and vertical distribution of downwelling occurrences. In particular, deep downwellings
have been estimated to have a mean annual sinking volume of 91.6±73.0 km3 and a mean annual
temperature of 3.27±0.06 ◦C. The general agreement between our estimates and those available
in the literature is reasonable, although the significant degree of uncertainty concerning the latter
estimates makes the comparison not straightforward. Furthermore, numerical results allowed for a
comprehensive description of the thermal and mixing regime of the lake, and for the assessment of
the effects of deep ventilation on the whole system.
In the last part of the chapter, the model has been applied to assess the consequences of climate
change on deep water renewal, and, in general, on the overall conditions of the lake. For this
purpose, three different climate change scenarios have been considered for the 21st century (RCP2.6,
RCP4.5 and RCP8.5). The numerical results obtained for the different scenarios gave significant
information about the future evolution of the lacustrine system. The main changes are expected for
the RCP8.5 scenario, for which the results suggest an evident enhancement of deep water renewal,
characterized by larger and colder downwelling volumes. As a consequence of the increased
downward transport, the hypolimnion will become colder and the dissolved oxygen concentration
will increase along the entire water column, except than in the epilimnion where it is reduced as a
consequence of the warming of surface water due to climate change. On the other hand, the RCP2.6
and RCP4.5 scenarios are likely to have a minor impact, essentially due to the milder changes in
the meteorological forcing. In all cases, the major impact on deep ventilation is expected from
modifications of the wind forcing, including both wind speed and seasonality. The variations of
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surface water temperature have been found to contribute to a smaller extent, although they are
expected to play a crucial role in defining the periods of the year during which downwelling events
are likely to occur. In this regard, results support previous speculations [Schmid et al., 2008].
Besides the direct consequences induced by the meteorological forcing, complex interactions exist
between external factors and internal properties of the limnic system, which may potentially have
significant effects on the overall lake dynamics. Some preliminary evidence of these feedback loops
was found, although this aspect deserves further investigation. Finally, results concerning dissolved
oxygen concentrations may be affected by the lack of estimates about the modification of oxygen
consumption rate, but they provide an appropriate quantification of the exchange fluxes along the
water column.
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In this work, a simplified, one-dimensional numerical model has been developed to investigate
the phenomenon of deep ventilation in profound lakes. The model takes into account the main
physical factors controlling deep ventilation (e.g. thermobaric instability) and the major dynamics
that influence the transport and mixing processes along the water column. Besides the mutual
interactions between these processes are complex, the computational structure of the model has been
deliberately kept simple. For this purpose, most efforts have been spent in the design and definition
of appropriate algorithms and parameterizations with the aim to develop a robust numerical tool,
while retaining significant computational simplicity.
The most significant physical processes and their inter-relations are suitably reproduced by the
three key modules that constitute the model: 1) a standard algorithm for the diffusion of temperature
and other tracers along the vertical, 2) a sorting algorithm to handle the re-arrangement of unstable
vertical regions, and 3) an original algorithm for the simulation of deep ventilation triggered by
thermobaric instability. In the attempt to properly simulate the convective mixing processes, the
last two algorithms have been developed following a Lagrangian scheme.
Furthermore, the effects of seasonal and interannual climate variability are self consistently
taken into account, not only assuming evolving external forcing but also coherently adapting the
internal properties of the lake. For this purpose, a novel and expeditious dynamical procedure
has been developed with the purpose of reconstructing the diapycnal diffusivity profile at every
computational time step. At the same time, suitable parameterizations and closure relationships
have been formulated, as for example for the evaluation of the wind energy input and the estimation
of the downwelling volumes.
The final result is the simplified but comprehensive numerical tool described in Chapter 3,
which is found to effectively simulate the numerous physical processes occurring in deep lakes (e.g.
deep ventilation, buoyancy-driven convection, wind-induced mixing, turbulent diffusion, surface
well-mixed layer evolution), capturing their mutual interactions and relative contributions to the
overall lake dynamics. Thanks to its simple structure, the model is suitable to perform long-term
simulations (i.e. from decades to centuries) with significantly low computational efforts (e.g. a
1000-year simulation with a half day time step and adopting Intel(R) Xeon(R) CPU X5680 @
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3.33GHz takes about 9 h; the code is implemented in Matlab).
The model has been used to investigate deep ventilation in the South Basin of Lake Baikal
(Southern Siberia), where deep water renewal has been widely observed. Notwithstanding, owing
to the large extension of Lake Baikal and the fact it is located is in a remote region, long-term
measurements are extremely scarce (especially as regards wind forcing). In order to deal with this
problem, the model has been developed to require only few input data. For this reason, for example,
since a reasonable amount of surface water temperature measurements were available (courtesy
of A. Wüest and his research team), the temperature itself has been prescribed as upper boundary
condition instead of determining the net heat exchange between the lake and the atmosphere. This
choice offered the key advantage to avoid the uncertainties in the estimation of the heat budget at
the surface, which are likely to be relevant in all those cases where the available data are scarce and
hence significant hypotheses and simplifications are introduced. In conclusion, the only information
the model requires to impose the upper boundary conditions concerns surface water temperature
and wind action.
The main parameters of the model (the coefficients ξ and η required for the estimates of energy
input and downwelling volume respectively, the reference diffusivity profile Dz,r, and the mixing
coefficients cmix and c′mix) have been calibrated by performing a 40-year simulation over a historical
period (i.e. from 1958 to 1998), and comparing numerical results with the available measurements.
Due to its high chemical stability and its widespread application as a tracer to analyze deep
ventilation in oceans and lakes, CFC-12 has been chosen, together with temperature, as the main
tracer for model calibration. In particular, the calibration process focused on adequately simulating
the seasonality of the thermal structure of the lake, and on reproducing the past evolution of CFC-12
concentrations along the water column (data are available between 1988 and 1996). Therefore,
since the aim is to simulate specific historical conditions actually occurred in the past, the boundary
conditions (i.e. wind speed and surface water temperature) have been suitably reconstructed on
the basis of re-analysis data covering the period of interest (ECMWF ERA-40 data, available from
1958 to 2002, for the lake region). For this purpose, a well-known quantile-mapping downscaling
approach has been implemented to transform coarse-resolution data to a finer scale.
In general, a very good agreement has been obtained between measurements and simulation
results. The calibration of the model has been tested performing a long-term simulation (i.e. 1000
years) in which present meteorological forcing has been kept unchanged and initial conditions have
been arbitrary chosen, and verifying the achievement of an asymptotic equilibrium of the system.
After an adjustment phase depending on the initial profiles (∼ 150 years), numerical results have
been found to match the actual observed conditions, verifying that model’s algorithms properly
describe the fundamental processes. In addition, a sensitivity analysis has been carried out on the
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main calibration parameters, confirming a proper calibration and corroborating the suitability and
robustness of the core algorithms.
Numerical results based on the calibrated model allowed for a detailed description of the
seasonal thermal and mixing dynamics of the lake: typical thermal structure, timing and strength
of stratification, deep convective mixing, evolution of the surface mixing layer, seasonality of the
diapycnal diffusivity profile. Concerning the chemical properties of the lake, the annual evolution
of dissolved oxygen concentration along the water column has been successfully simulated. In
this regard, a vertical profile of oxygen consumption rate has been evaluated for the entire water
column, as a result of the calibration procedure and accounting for previous estimates available
in the literature. The overall good performance of the model further confirmed the effectiveness
and consistency of the core algorithms in simulating deep convective mixing and the main physical
processes that take place within the lacustrine system.
Furthermore, the analysis of results led to an in detail description of the lake dynamics and deep
water renewal. The outcomes of this analysis provided valuable insights that clarify the complex
interactions between external forcing and deep ventilation, yielding to a deeper understanding and
exhaustive quantification of the phenomenon. As a matter of fact, although deep ventilation in the
South Basin of Lake Baikal has been widely observed and studied, still significant uncertainties exist
about its proper characterization, in particular concerning the estimate of downwelling volumes. In
this regard, the model, once calibrated, represents a valuable alternative tool for the assessment
of deep downwellings, which overcomes the limitations of temporal and vertical resolution of
measurements that, on the contrary, are at the basis of the non negligible uncertainties that affect
the existing estimates. Deep downwellings have been estimated to have a mean annual sinking
volume of 91.6±73.0 km3 and a mean annual temperature of 3.27±0.06 ◦C. Typical downwelling
temperatures are in accordance with available observations, and the overall agreement between our
downwelling volume estimates and those available in the literature is reasonable. However, in the
latter case a proper comparison is not straightforward since values in the literature are characterized
by significant discrepancies between different authors.
Other interesting features of deep ventilation have been investigated, as for example: the vertical
distribution of sinking volumes, the timing of deep ventilation and the energy balance between
wind energy input and the potential energy barrier. Concerning this last aspect, some interesting
insights have been raised about the role that the seasonal evolution of thermal conditions of the lake
(e.g. thickness of the surface well-mixed layer, strength of the thermal stratification, depth of the
mesothermal maximum) play on the occurrence of deep water renewal.
Besides the study of lake dynamics under present conditions, three different climate change
scenarios associated with widely accepted projections of greenhouse gases emissions (provided
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by the Intergovernmental Panel on Climate Change - IPCC) have been investigated. All future
scenarios (namely, RCP2.6, RCP4.5 and RCP8.5) are based on the numerical outputs provided
by the General Circulation Model (GCM) CNRM-CM5, and consist of future projections of wind
speed and air temperature for the 21th century.
In order to properly define the boundary conditions associated to each scenario, the information
provided by the GCM outputs has been preliminary downscaled from their coarse spatial resolution
to a more suitable lake scale resolution. Furthermore, since GCM outputs do not provide a reliable
chronological series of meteorological events, in performing the downscaling procedures re-analysis
data, which provide a realistic temporal sequence of events, have been combined with CNRM-
CM5 data, which give the information about the expected evolution of climate. Two different
statistical downscaling procedures have been adopted for wind speed and surface water temperature,
respectively. Concerning wind speed, a novel downscaling procedure has been developed on the
basis of the quantile-mapping approach (used for the downscaling under current climate conditions).
The procedure accounts for potential modifications in both intensity and seasonality of wind speed,
thus resulting suitable to be applied to climate change studies. As regards water temperature, the
downscaling procedure has been designed to contemporaneously move from global to local scale
and convert air temperature (provided by the GCM) into surface water temperature (required by the
deep ventilation model). In order to estimate future changes in surface water temperature of the
lake, a simple, physically-based model has been developed, which is able to estimate the epilimnetic
temperature on the basis of air temperature only. The model has been previously tested on Lake
Superior, for which long-term series of air and water temperature measurements are available.
Results suggested that this simple model is suitable to capture the thermal hysteresis between air
and water temperatures, and to effectively reproduce interannual variations. In general, the model
could represent a valuable tool in climate change impact studies allowing for predictions of future
trends of lake surface water temperature, given future projections of air temperature only.
The analysis of the results obtained under the different scenarios allowed for a quantitative
assessment of the impacts of climate change on deep water renewal and the general characterization
of Lake Baikal (say, temperature and dissolved oxygen vertical profiles) under different climatic
conditions. Results suggest that the major impact on deep ventilation is expected from modifications
of the wind forcing, which can concern both wind intensity and seasonality. On the contrary, the
variations of surface water temperature are expected to contribute to a smaller extent, although
they are crucial in defining the periods of the year during which deep downwellings are likely to
occur. In this regard, results are in accordance with previous speculations. Concerning the RCP2.6
and RCP4.5 scenarios, future changes in climate are not expected to have a strong impact on deep
ventilation and the overall lake dynamics, essentially because of the relatively small variations
of meteorological forcing. A significantly larger impact has been estimated under the RCP8.5
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scenario, due to the considerable increase of wind intensity. Under this scenario, the cooling and
oxygenation effects of deep ventilation are expected to increase as a result of larger and colder
downwelling volumes.
The major limitation of this work was the scarcity of long-term series of data. Besides the
deep ventilation model has been developed to deal with a limited amount of information (mainly
concerning the upper boundary conditions), the lack of long-term series of measurements did
not allowed for a direct validation of the model and for its application to investigate in detail the
past evolution of the lake. Furthermore, the contemporaneous availability of air temperature and
contextual surface water temperature for the same, sufficiently long, time period (say, at list a
couple of years) would have permitted a more robust calibration of the temperature conversion
model described in Chapter 4. As a consequence, this would have allowed us to produce more
reliable future projections especially under severe future climate change scenarios, as is the case of
the RCP8.5. In this regard, we would like to stress that the RCP8.5 scenario represents an extreme
case of climate change, which should be confirmed once more data are available to characterize
current conditions. Notwithstanding, thanks to its peculiarities, this scenario offered an interesting
case study, which provided useful guidelines for a better understanding of deep ventilation and its
dependence on climate conditions.
Further research is expected to explore the coupling of physical and biological processes (e.g.
plankton dynamics), in order to assess the role of deep convective mixing in affecting the lake
ecosystem. For this purpose, future work should be focused on the development of ad hoc sub-
modules to simulate the cycling of nutrients and the vertical distribution of biological and chemical
constituents. These improvements should be able to take into account the possible influence of
climate change, in order to allow for a robust characterization of the biogeochemistry of the whole
lake under different climate conditions.
Moreover, further research is needed to better understand the complex network of interactions
between the numerous physical processes that take place in the lake, possibly highlighting their
dependence on the external forcing. Some preliminary evidence about the existence of important
feedback loops has been found, and additional work could provide valuable insights into the
response of the lacustrine system to climate change.
Finally, in the light of the main results, the simplified, one-dimensional model presented here
could be an appropriate tool to investigate the convective dynamics in the other very deep lakes in
the world (e.g. Lake Tanganyika, Crater Lake) and possibly also is some deep alpine lakes (e.g.
Lake Tahoe, Lake Como, Lake Geneva, Lake Garda).
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