Abstract: Data streaming applications, usually composed of sequential/parallel data processing tasks organized as a workflow, bring new challenges to workflow scheduling and resource allocation in grid environments. Due to the high volumes of data and relatively limited storage capability, resource allocation and data streaming have to be storage aware. Also to improve system performance, the data streaming and processing have to be concurrent. This study used a genetic algorithm (GA) for workflow scheduling, using on-line measurements and predictions with gray model (GM). On-demand data streaming is used to avoid data overflow through repertory strategies. Tests show that tasks with on-demand data streaming must be balanced to improve overall performance, to avoid system bottlenecks and backlogs of intermediate data, and to increase data throughput for the data processing workflows as a whole.
Introduction
Grid computing [1] enables cross-domain resource sharing of CPU cycles, data storage, and even scientific instruments. Some grid resources, e.g., astronomical observatories, large simulations, and large sensor networks, are generating large amounts of data every day. These data streams are creating tremendous processing challenges. While most existing research on data grids have used a bring-program-to-data approach, data streaming applications require bring-data-to-program supports. For example, modern physics experiments, such as laser interferometer gravitational-wave observatory (LIGO) [2] , may produce terabytes of scientific data each day and do not have enough data processing capability onsite. Such systems can make use of CPU cycles provided by open grid infrastructures, e.g., the open science grid [3] , but the data has to be constantly streamed to remote grid sites for processing.
To make good use of all the grid resources, e.g., CPU cycles, storage, and network bandwidth, the data streaming and processing have to be cooperative, i.e., they should be scheduled to match each other as much as possible to improve the processing efficiency using reasonable resources. For example, if data arrives faster than it can be processed, the accumulated data will require more storage. If the data arrival is slower than the processing speed, the CPUs will be idle and which is based on on-line performance measurements and predictions using the gray model (GM) [5] . Due to the extremely high volumes of data to be streamed and processed and the relatively limited storage, on-demand data streaming is used to avoid data overflow based on repertory strategies implemented using GridFTP [6] of the Globus Toolkit [7, 8] by tuning the data transfer parallelism. Test results show that this approach makes better use of CPU cycles and improves the overall data throughput for workflows with storage constraints.
Existing grid resource allocation infrastructures, e.g., Legion [9] , Globus, and Condor, have limited task and workflow scheduling support. Issues in task scheduling for grid workflows were investigated by Sakellariou and Zhao [10] and by Spooner et al. [11] though no data storage constraints were considered. Existing storage management grid middleware, e.g., SRB [12] and SRM [13] have no specific data streaming support. This work focuses on a resource management and scheduling infrastructure for grid data streaming applications. Some data streaming management tools have been derived from database management systems, e.g., STREAM [14] , Aurora [15] , NiagaraCQ [16] , StatStream [17] , and Gigascope [18] . Most data streaming research on grid computing [19] [20] [21] [22] has been application specific and has not addressed scheduling issues. The following two systems are most related to the work described in this paper. Streamline [23] , a scheduling heuristic based on Globus, is designed to adapt to the dynamic nature of a grid environment and varying demands of a streaming application. Streamline is not storage aware since no storage scheduling issues are considered. Our implementation is storage aware since CPU-rich grid resources may be storage-limited.
Pegasus [24] has the most similar objectives to the work described in this paper. While Pegasus handles data transfers, job processing and data cleanups in a pipeline manner, the current study handles data streaming, processing and cleanup concurrently. By carefully optimizing the data streaming, the environment makes the required data available on-demand and just-in-time, which dramatically reduces storage requirements for executing grid data streaming workflows.
Problem Statement
Computational resources and bandwidth should be allocated in an integrated and cooperative way to improve the throughput and reduce backlogs (both of these terms will be defined later) with reasonable resources, as shown previously [25] . A data streaming workflow is usually composed of sequential and parallel tasks. Grid resources, including computational and storage resources, are then allocated to tasks to meet the quality of service (QoS) requirement for the overall application.
A workflow can be represented by a coarse-grain directed acyclic graph (DAG), denoted as G=(V, E), where V is the set of tasks and E is the set of edges, 
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Then the task is to select the optimal or at least a satisfactory scheme from the N possible choices. Data streaming plays a key role in the scenario, with this approach tuning the data transfer parallelism, p, on-the-fly in the GridFTP tool to get an appropriate data transfer speed for the tasks to optimize the performance with the maximum data throughput. Other parameters for data streaming, such as the TCP buffer size, also influence the data transfer, but these are not taken into account here.
The workflow deployment in a scheduling scheme is fixed, i.e., tasks are assigned to certain computing resources and will not be migrated to others. The data supply speed is adjusted periodically according to the processing speed and storage usage by adjusting the GridFTP parallelism. The data processing and supply are matched based on performance predictions for both using the gray model to predict their performance in the coming scheduling period based on previous information. Tasks are monitored to get information on the corresponding data requirements with on-line measurements and predictions of the data transfer speed with different parallelisms. Repertory strategies are used for on-demand data streaming, where the upper and lower limits of the repertory are used to stop and resume data transfers to guarantee data availability with a reasonable storage size. The system architecture and a detailed description of the algorithm implementation are given in the following sections.
Just mentioned, primitive data from remote data sources and intermedia data produced by tasks in the workflow are stored in the network file system, which means that the intermedia data can be immediately transferred to its destination without significant delay. Thus only the execution times of tasks in the workflow will be taken into account.
In this scenario, data is transferred and processed in the form of tuples, or more exactly, in successive small files with the same size. For example, each input file to the workflow may contain data acquired within 16 seconds. Each intermedia data also exists in the form of small files. The small files are treated as the smallest data unit, with the throughput and backlogs defined in this metric.
The throughput is defined as the number of small files (transferred from their remote sources) processed in the given evaluation time span, while the backlog for each task is the number of data files (as input from their direct parents) accumulated which are not processed in time. Obviously, a high throughput with small backlogs is desirable, which requires high utilization of the computing and bandwidth resources with the tasks balanced in the workflow.
System Implementation
This section describes the system architecture and key algorithms which will be evaluated in the next section.
System architecture
The system for the grid data streaming workflows is based on Globus for the grid data transfers using GridFTP and Condor [26] for the local task management, as shown in Fig. 1 . The authentication and authorization (e.g., grid security infrastructure) and grid resources, including the CPU cycles, storage, and networks, form a virtual organization that shares resources and collaborates to provide support for data streaming applications, whereas the data sources are at remote sites with data streamed to the application workflows to be processed and cleaned up. Information and network services provide static and dynamic information about the grid resources, such as hardware configurations, CPU workloads, and network bandwidth in real time. Grid resource allocation and management (GRAM) is used for the task management, which is integrated with Condor in this case. These modules are well described elsewhere. This work concentrates on performance measurement and prediction, resource allocation for tasks in workflows and on-demand tuning of data transfers, with detailed information below.
As mentioned in Section 1, the goal is to maximize the data throughput for the entire application workflow by allocating appropriate resources to the tasks subjected to the available storage constraint. The resource allocation and scheduling also takes into account static information related to the available resources and dynamic information related to the available processing capabilities in the target environment. Resource filtering is used to select the available resources based on application and resource specific policies to reduce the allocation complexity. Dynamic resource performance information is used to update the allocation scheme over time.
Measurements and predictions
Both the data processing speed and the data supply speed need to be accurately predicted to match them as well as possible. Tasks in a workflow are deployed to specific computing resources based on their average execution times over a long time referred to as the execution time matrix T in Section 3.1. Tasks are executed repeatedly on successive data files, so this average execution time matrix is useful in the long run. However, in the short run, both the task execution and the data supply vary. The performance is to be predicted from measured historical values for the next scheduling period to enable just-in-time data transfers. Since the scheduling is periodically updated, the performance measurements and predictions will be made repeatedly. Thus, there is a tradeoff between precision and calculation speed for such measurements and predictions.
The GM can be used to make predictions on systems with uncertainties to identify prevailing rules with a limited amount of data. The GM does not require a priori knowledge of the data distribution. Simple computations will gain precise predictions which can be easily verified. Most GMs use ordinary differential equations, among which the first order, models with one single variable, denoted as GM (1, 1) , are the most popular. GM(1,1) models are good at identifying varying trends, but put some requirements on the primitive data series that all the data must be non-negative and the sample intervals must be equal. These are satisfied in the current prediction scenario.
To reduce random variations in the results, the primitive time series must be processed before building the gray model, with the processed time series called the generated series. Here the generated series are accumulated from the primitive data. Suppose the primitive data series is denoted as
and the generated series as
where the superscript denotes a first order accumulation and each element in the generated series is given by
An accumulation series of the m-th order is
For a non-negative series, more accumulations will reduce the randomness in the data. After several accumulations, the time series can be regarded as non-stochastic.
The GM(1,1) model can be expressed as a differential equation, (1) (
X X t where and are parameters to be calculated with the least squares method (LSM). The prediction is (1) (1)
X k Only a relatively small amount of initial performance data is needed to predict the future performance, such as the execution time of a task on a certain resource and the data transfer speeds with different parallelisms. These are used by the heuristic algorithms for task scheduling and resource allocation.
Heuristic task scheduling
Allocation of resources for a workflow is NP-complete where the computation is very intensive, especially when a large number of tasks and candidate resources are involved. Heuristic algorithms are then preferable, among which the GA is most commonly used. The GA is derived from biological systems with the mechanisms of inheritance, aberrance, competition, and selection. The GA can find satisfactory solutions, although not necessarily the globally optimal ones, in a relatively short time.
The evaluation index (i.e., fitness) used to determine individuals, called chromosomes, to be reserved or distorted is very important to the solution and the individual with the best fitness will be kept as the optimal solution. Here the fitness of each chromosome is its throughput and the system is assumed to have enough data to separate the task mapping and data supply. Calculations of each chromosome's throughput will use the predicted task execution time for each resource with attention paid to task dependencies.
The chromosome coding is also of great importance, since it reveals the possible form of the optimal solution to the problem. The chromosomes in this allocation are expressed as a vector:
chro={chro i } 1×n , where each element of the vector stands for the allocated resources for task i from 1 to n. The online measurements and predictions described in Section 2.2 are used to account for the execution time for each task, with each chromosome in the candidate group then checked to find the optimal chromosome. After several generations of evolution, the inheritance, aberrance, competition, and selection mechanism will lead to at least a satisfactory chromosome as the solution.
Note that backlogs are not included in the fitness since excessive backlogs can be avoided with on-demand data streaming, including on-the-fly adjustments of the transfer parallelism and repertory policy, without decreasing the total throughput.
On-demand data streaming
The data sets for each task have their own sizes and the total available data storage is limited. Thus, the data streaming will be stopped if the sum of file sizes exceeds the total available storage and will resume when the data backlog is processed. If there is too much data for a certain task, the data streaming will be intermittent rather than continuous. The data for a task is cleaned up after the output data has been transferred to the next task to save space for subsequent data. Tasks run continually to perform data processing if there is waiting data, otherwise they are idle.
Too much data will occupy extra resources, such as the storage and network bandwidth, which contradicts the initial intention of the data streaming applications, while insufficient data supply will result in tasks in the workflow having no data to process, so they become idle and CPU cycles are wasted. On-demand data streaming is used here to supply just the right amount of data. Ideally, if the data is streamed at the same speed as the data is processed, the data storage will be kept to a minimum. This is achieved here by adjusting the GridFTP parallelisms and controlling the start and end times of data transfers using repertory strategies.
GridFTP parallelism tuning
After the resources are allocated to the tasks, the required data is streamed to the corresponding tasks, with the timing of these transfers being a factor influencing the ultimate data throughput. GridFTP is used as the data transfer protocol for cross-domain data replication to improve the data throughput. The GridFTP parallelism can be tuned to get the optimal data transfer performance. The goal here is to guarantee the data supply and get the maximum throughput, while minimizing the amount of stored data.
Proper selection of the bandwidth to be allocated for data streaming applications is very difficult. This assignment algorithm sets the appropriate GridFTP parallelisms for various applications. For convenience, the parallelisms are set to 1, 2, 4, 6, or 8 according to the data processing speed and network status.
The data processing tasks and storage are monitored to get performance information on the data requirements, denoted as S opt . Small packages of data are sent to estimate the data transfer speeds with parallelisms of 1, 2, 4, 6, and 8, denoted as S 1 , S 2 , S 4 , S 6 , and S 8 , respectively, where in general S 1 < S 2 < S 4 < S 6 < S 8 . Then, the appropriate parallelism, p, is found as a matchmaking problem for the GridFTP parallelism parameter.
If S opt >S 8 , let p=8; if S opt < S 1 , let p=1; otherwise, find the p which satisfies S p 1 < S opt S p , p {2,4,6,8}. Large p will require repertory strategies to prevent data overflows in a long period of data processing.
A best parallelism may not always match data requirements over a long period, so these parameters must be evaluated periodically. During any time interval, if GridFTP cannot supply enough data, its parallelism should be set to the next higher value, e.g., from 6 to 8. However, the parallelism should be set to a lower level unless fast data transfer speeds are observed in several successive intervals. If even the highest parallelism cannot meet the data processing requirements, the corresponding processor has to be left idle to wait for more data. If the data transfer speed is high enough, a repertory policy should be applied to avoid data overflow.
The GridFTP parameters that can be adjusted to get the optimal transferring performance include the parallelism, TCP buffer size, and TCP window size. The parallelism has the most direct impact on the data transfer speeds. Tests show that the optimal number of data channels is between 8 and 10, as shown in Fig. 2 , which shows the average time for 20 transfers of a 2 GB data file in seconds using different parallelisms. The data transfer speed increases dramatically as the GridFTP parallelism changes from 1 to 8. However, when the parallelism exceeds 10, the speed increments do not increase the performance further.
Fig. 2 Comparison of data transfer times using different GridFTP parallelisms
The proper bandwidth to be allocated for each application running in the Condor pool in terms of utilization and QoS is difficult to determine. This assignment algorithm transforms the problem to setting appropriate GridFTP parallelisms for the applications based on their data processing speed and network status. For example, if the process in Fig. 2 can process 2 GB of data in 230 s, according to Fig. 2 , the parallelism can be set to 4 or 6 to guarantee the data supply with minimum bandwidth.
Repertory strategies
A repertory strategy with lower and upper limits for each type of data is used for the scheduler to decide the start and end of data transfers to ensure that only a reasonable amount of local storage is required. The lower limit is used to guarantee that data processing can survive a network collapse when no data can be streamed from sources to local storage for some period of time, which improves system robustness and increases CPU resource utilization. The upper limit for each application is used to guarantee that the overall amount of data in the local storage does not exceed the available storage space.
The lower and upper limits are mainly used as thresholds to control the start and end times of the data transfers with more data transferred when the amount of stored data reaches the lower limit until the storage reaches the upper limit. Since there are also data cleanups involved, the amount of stored data constantly varies between the lower and upper limits.
For simplicity, the total amount of data items, including all the input items from the remote sources and intermedia items from tasks are counted together for the repertory strategy. The streaming status can be described as active or inactive, depending on whether data is being transferred or not. A series of variables, TS (transfer status), are defined to depict the status as 
where TS (k) (k=0,1,2, ) takes the value of 1 or 0 for the active or inactive data transfer status, U and L are the upper and lower storage usage limits. S (k) is the total occupied storage for the input data and intermedia result in the interval, and the superscript k means the k-th interval. Thus, given the upper and lower limits, the measured occupied storage at each interval will determine the transfer status, which can be easily implemented.
Performance Evaluation
A campus computational grid is being developed in Tsinghua University (Beijing, China) with a large number of supercomputers, personal computers, and other special equipment. Globus toolkit 4.0.1 is being deployed to provide common grid services and a simple Certificate Authority has been established to sign certificates for hosts and users to establish a secure, transparent environment for data streaming applications. The campus computing grid has an NFS as a public data holder, which can be accessed as if the data was stored on local disks. The model described in Section 2 was tested for a data streaming application which contains a workflow of 10 tasks, as shown in Fig. 3 , with dependencies between tasks as denoted by the directed arrows. Node I is the input node and node O is the workflow output. The input receives a data streaming from a remote source where the output collects the processed results. 
Workflow deployment
Online measurements over a reasonable period of time gave the average execution times for each task on different resources in a matrix T, 5 1 9 7 6 9 3 9 6 9 2 10 1 5 8 3 1 9 7 5 1 1 10 8 1 10 1 7 1 1 4 10 5 7 6 6 6 10 5 7 1 10 1 6 9 6 7 7 5 1 9 10 10 7 2 10 10 7 7 3 7 1 1 2 2 2 5 7 1 6 4 3 10 6 4 8 2 4 7 1 5 4 10 10 1 6 3 1 1 5 10 9 3 8 8 8 5 3 8 5 T , where t ij represents the average execution time for task i (i=1,2, ,10) on resource j (j=1,2, ,10) in normalized units. The execution times for the tasks on any given resource were not constant due to the dynamic nature of the changing workloads and competition with other applications, so the execution time matrix differed over time. Matrix T contains the average execution times for the sample routines which in the long run is more important rather than temporary peak execution times.
The system then does task scheduling and resource allocation to get the maximum throughput. Initially, data streaming is not considered but will be discussed in the following section.
Consider a GA with a population size of 40, a mutation probability of 0.1, a total generation of 100, and a crossover probability of 0.2. Then, evaluate the total throughput for 1000 time steps. The chromosomes are coded as a chro i =[ * * * * * * * * * * ], where * represents the various resources for tasks 1 to 10. The time for each task can be retrieved from matrix T with the data throughput for each chromosome calculated as its fitness, which decides its fate to be retained or discarded. After evolving for some generations, the optimal chromosome is chro optimal =[2 7 1 6 9 10 4 5 8 3], which indicates that tasks 1 to 10 should be allocated to resources 2, 7, 1, 6, 9, 10, 4, 8, 5, and 3, respectively, and the processing time vector is t =[1 1 1 6 5 3 2 4 1 3], where t (i)=T(i, chro optimal (i)), i=1,2, ,10.
On-demand data streaming
For grid data streaming applications, data streaming and processing affect each other, with data streaming increasing the number of data files in the NFS, while the processing reduces the storage since the data files will be cleaned up after processed. At any time the current number of data files reflects the combined effectiveness of data streaming and processing. If a relatively large data storage is available or the processing speed is very high, repertory strategies are not required; but, if the storage is limited or the processing speed is limited, repertory strategies will be indispensable to avoid data overflow.
Large storage with a performance
bottleneck without repertory strategies In this test, the GridFTP parallelism was set to be the highest of 8 at first and then decreased to 2. The data backlog for each task and the overall data throughput for the workflow in terms of the number of data files were measured with the results shown in Table 1 . The final data throughput was 165 when the GridFTP parallelism was set to 8 as the highest data streaming speed. The data backlogs for tasks s 2 , s 3 , and s 5 are also quite high as can be explained by the differences in the data processing speeds for dependent tasks. For example, task s 2 has two subsequent tasks, s 3 and s 4 but s 2 has a much higher data processing speed than s 4 according to the processing time vector t. Thus, although s 3 can process data as fast as s 2 , the output data of s 2 cannot be cleaned up until also received by s 4 , which causes a large data backlog at s 2 . There are similar situations for tasks s 3 and s 5 . Thus, applications with data streaming workflows must consider task scheduling and resource allocation to balance resources between dependent tasks, otherwise data processing bottlenecks will result in poor performance and resource utilization.
The GridFTP parallelism was then decreased from 8 to 2, which dramatically reduced the input data streaming speed. The results included in Table 1 show that the same final data throughput is achieved with much smaller data backlogs at intermediate tasks. Thus, in some cases faster data streaming is not better, since very fast data transfers can result in data backlogs, which cannot be processed in time and consume unnecessary storage and bandwidth, instead of increasing the final data throughput.
Large storage without performance
bottlenecks or repertory strategies The experimental results for this scenario are included in Table 2 . Tasks s 4 and s 5 are bottlenecks for the entire data processing workflow as shown in Fig. 3 . The processing speeds of these tasks were then increased by allocating more powerful processors to them.
Eliminating the bottlenecks with these changes dramatically increased the total data throughput (from 165 to 248) as shown in Table 2 , compared with the results in Table 1 . The lower data streaming speed in Table 2 then starved the entire task flow, leading to a much lower final data throughput (124). Thus, with a relatively fast data processing workflow, slow data streaming support can become a bottleneck in terms of the total data throughput leading to idle processing and lower resource utilization.
While s 4 and s 5 are not bottlenecks any more, a new bottleneck s 8 appeared as indicated in Table 2 . The result conforms to the processing time vector t given in Section 3.1. The low performance of s 8 leads to data backlogs at s 6 and s 7 because s 6 , s 7 , and s 8 are parallel branches and parents of s 9 in Fig. 3. s 9 has to simultaneously use the output data of s 6 , s 7 , and s 8 , so if s 8 is slower than s 6 and s 7 , the output data of s 6 and s 7 accumulates and becomes backlogged. Therefore, task scheduling and resource allocation must consider balancing among parallel tasks. Data backlogs at s 2 over time are illustrated in Fig. 4 . The storage aware resource allocation eliminates the bottlenecks, dramatically reduces the data backlog, and improves the final data throughput. The results in Fig. 4 show that the data backlog at task s 2 increases approximately linearly over time, which does not scale well for long running data streaming applications. This is improved by the repertory strategies applied in the next section.
Limited storage with repertory strategies
Repertory strategies are then used to prevent data overflows. With the repertory strategy, when the number of data files in storage reaches the upper limit, the data transfers are stopped until the data storage decreases to the lower limit. The results with this strategy are given in Table 3 . Comparison of the results in Tables 1 and 3 shows that the same data throughput is achieved with much smaller data backlogs. In this case, the data streaming is configured to provide data on demand so that the data backlogs at each task do not increase linearly over time as illustrated in Fig. 5 . Note that only 100 time steps are included in Fig. 5 , instead of 1000 in Fig. 4 . In Fig. 5 , the data no longer accumulates over time since the input data streaming stops at the upper limit of the repertory policy. This mechanism only works when the data transfer speed is higher than the average data processing speed for the workflow. In the p=2 situation in Section 3.2.2 when the workflow is already starved for data, the repertory strategy does not help.
Dynamic parallelism adjustment
Usually, a grid has multiple applications (i.e., workflows) competing for limited resources, mainly the bandwidth. The overall principle is to guarantee a just enough rather than redundant data supply for each workflow so as to alleviate network congestion. The data transfer parallelism is adjusted on the fly based on predictions to match the data supply with the processing as much as possible. The results in the previous sections show the influence of fixed parallelism on the workflows over time. This section shows how the on-the-fly parallelism for each data transfer should be adjusted.
Four workflows are considered simultaneously. Their processing speeds shown in Fig. 6 were determined by predictions based on measurements with the corresponding parallelism for each data transfer shown in Fig 7. The processing speed of workflow 1 is rather high, so data is constantly supplied to workflow 1 with the maximum parallelism. For the remaining workflows, the data transfers are intermittent rather than continuous due to the repertory strategy with the appropriate parallelism. The blank areas in Fig. 7 mean that the data supply is not active with no more data supplied during these times. 
Discussion
This work considers several coupled aspects of grid computing.
Grid computing The environment is developed in the context of grid computing, focusing on cross-domain resource sharing within virtual organizations. In this work, data transfers are performed using GridFTP with on-the-fly tuning of the parallelism.
Data streaming The specific type of applications considered in this work require large volumes of data fed continuously to flows of sequential/parallel tasks. Intermediate data is also streamed between dependent tasks. Data streaming and processing are carried out concurrently to improve the overall system performance.
Measurement and prediction
Performance measurements and predications provide a basis for task scheduling and resource allocation. In this work, a GM(1,1) method is used to get performance information on the task execution times on the grid resources.
Task scheduling and resource allocation Data streaming applications bring new challenges to task scheduling and resource allocation. This work uses a genetic algorithm to solve the NP-complete problem of mapping tasks to available resources with a heuristic search for optimal solutions.
Storage management Storage awareness in grid enabling data streaming applications is the major focus of this work since such applications always involve large volumes of time series data. On-demand data provision and just-in-time cleanup are used to address the challenge.
Several tests were used to evaluate the strategies. The-faster-the-better principle does not apply to data streaming applications in some situations. For example, if the data streaming speed is higher than the processing speed on average, a backlog of intermediate data occurs at bottlenecks in the data processing workflows, which leads to unnecessary storage usage. The GridFTP with on-the-fly adjustable parallelism can closely approach the optimal speed.
Balance among dependent tasks in a workflow is essential to achieve high performance. Sequential/parallel tasks should have similar data processing speeds to prevent system bottlenecks and data backlogs which consume unnecessary storage. Traditional task flows focus the execution makespan on task scheduling and resource allocation, while this work focuses more on the total data throughput since data streaming applications always run continuously.
Data streaming applications do not necessarily require large data storage capabilities. Storage aware resource allocation using repertory strategies can enable applications to obtain high data throughput with relatively small storage capabilities.
Conclusions and Future Work
Data streaming applications are becoming very popular especially with the development of open grid environments and resources. To fully utilize remote grid resources that are CPU-rich and storage-limited, data streaming has to be performed concurrently with data processing with carefully scheduled storage usage.
The tests described in this work show that to achieve high data throughput with limited storage for data streaming applications, several principles have to be considered that differ from traditional job scheduling and resource allocation. For example, system performance is improved if data streaming and processing are concurrent. Also data streaming does not necessarily lead to large amount of storage usage if the data is streamed on-demand instead of as-fast-as-possible and there is a good balance between the data processing speeds for dependent tasks in the workflow. If the data streaming and processing are storage aware, high data throughput can still be achieved with relatively small storage.
Ongoing work will include grid enabling of several real applications using this data streaming environment, further performance evaluations of these algorithms in real time workflows, and extensions of the current approach to work in an evolving dynamic grid with adaptability to the environment.
The tests discussed in this work only focus on individual data streaming applications. However, real situations will have multiple applications sharing grid resources in the same virtual organization. More constraints have to be considered if multiple task flows are considered, such as the network bandwidth. Task scheduling and resource allocation will also become much more complicated if multiple data processing workflows are sharing data streams and competing resources. These issues will be addressed in future studies.
