Abstract. Consider the Zakharov-Shabat operator T ZS on L 2 ðRÞ l L 2 ðRÞ with real periodic vector potential
Introduction and main results
Consider the Zakharov-Shabat (or Dirac) operator T ZS acting on L 2 ðRÞ l L 2 ðRÞ given by
; V ðxÞ 1 q 1 ðxÞ q 2 ðxÞ q 2 ðxÞ Àq 1 ðxÞ
, is a real 1-periodic vector function of x A R.
In order to describe our main result we shall introduce some notations and recall some well known facts about the Zakharov-Shabat operator (see [Kr] , [LS] for details). The spectrum of T ZS is purely absolutely continuous and is given by the set S s n , with spectral bands s n ¼ ½z þ nÀ1 ; z À n . These intervals are separated by gaps g n ¼ ðz À n ; z þ n Þ with length jg n j f 0. If a gap g n is degenerate, i.e. g n ¼ j, then the corresponding spectral bands s n , s nþ1 merge. We use the Zakharov-Shabat equation for a vector-function f ðxÞ Jf 0 þ Vf ¼ zf ; z A C; f ðxÞ ¼ f 1 ðxÞ f 2 ðxÞ q=qq ¼ ðq 1 ; q 2 Þ ¼ ðq=qq 1 ; q=qq 2 Þ. The boundary value problem (1.1) with the condition f ð0Þ ¼ f ð1Þ is called periodic and the boundary value problem (1.1) with the condition f ð0Þ ¼ Àf ð1Þ is called antiperiodic. We denote the eigenvalues of the periodic problem by z G 2n and the eigenvalues of the anti-periodic problem by z G 2nþ1 , n A Z. These form the periodic and antiperiodic spectrum. It is well known that Á Á Á < z ; Qðx; z; qÞ ¼ Q 1 ðx; z; qÞ Q 2 ðx; z; qÞ ; jðx; z; qÞ ¼ j 1 ðx; z; qÞ j 2 ðx; z; qÞ
:
Introduce the Lyapunov function Dðz; qÞ ¼ 1 2 Tr cð1; z; qÞ. Note that Dðz G n ; qÞ ¼ ðÀ1Þ n , n A Z, and the function _ D Dðz; qÞ has a zero z n in a ''closed gap'' ½z À n ; z þ n (see e.g. [LS] ).
Next we come to a more advanced result which however is absolutely crucial for the present paper. For each V there exists a unique conformal mapping (the quasi-momentum) k : Z ! K such that (see [Mi1] ) cos kðzÞ ¼ Dðz; qÞ; z A Z ¼ Cn S g n ; K ¼ Cn S G n ; G n ¼ ðpn À ih n ; pn þ ih n Þ;
kðzÞ ¼ z À kqk 2 þ oð1Þ 2z ; z ! iy; and kðzÞ ¼ z þ oð1Þ; z ! Gy;
where G n is the excised vertical slit and the height h n f 0 is defined by the equation cosh h n ¼ ðÀ1Þ n Dðz n ; qÞ f 1. Let zðÁÞ ¼ k À1 : K ! Z be the inverse mapping for k : Z ! K. In spirit, such a result goes back to the classical Hilbert Theorem (for a finite number of slits, see e.g. [J] ) in the conformal mapping theory. A similar theorem for the Hill operator is technically more complicated (there is an infinite number of slits) and was proved by . The proof of Misura for the Zakharov-Shabat system follows the general idea from [MO1] , but there are new problems (e.g. the sharp asymptotics kðzÞ ¼ z À kqk 2 þ oð1Þ 2z , z ! iy). For the proof we refer the reader to the original paper [Mi1] . For additional properties of the conformal mapping we also refer to our previous papers [KK2] , [K3] . We emphasize that the introduction of the quasimomentum kðzÞ provides a natural labelling of all gaps g n (including the empty ones!) by demanding that kðÁÞ maps the gap g 0 on the vertical slit G 0 ¼ ðÀih 0 ; ih 0 Þ. This determination of a fixed reference point will be of crucial important later on. We introduce the real Hilbert spaces
2m j f n j 2 < y; m f 1;
and l 2 0 ¼ l 2 ¼ f f ¼ f f n g n A Z ; : k f k 2 0 1 P j f n j 2 < yg. We consider the ''Dirichlet problem'' for the Zakharov-Shabat operator, i.e., the problem (1.1) with the condition Korotyaev, Inverse problem and estimates for periodic Zakharov-Shabat systems f 1 ð0; zÞ ¼ f 1 ð1; zÞ ¼ 0. Let m n ðqÞ denote the n-th Dirichlet eigenvalues; it is well known that m n ðqÞ A ½z À n ; z þ n . Define the gap length mapping g : H ! l 2 l l 2 by q ! gðqÞ ¼ fg n ðqÞg n A Z , where g n ¼ ðg n1 ; g n2 Þ A R 2 , with the length jg n j 2 ¼ g
jg n j 2 4 and the components are given by
The mapping g is similar to the one for the Hill operator [K1] , and has a similar ''physical'' interpretation. We formulate the main result of the present paper.
Theorem 1.1. The mapping g : H ! l 2 l l 2 is a real analytic isomorphism between H and l 2 l l 2 ; and the following estimates are fulfilled:
1 ffiffi ffi 2 p kgk e kqk e 2kgkð1 þ kgkÞ: ð1:3Þ
Remarks. (i) From the vector gðqÞ we can compute the gap length jg n j, sign g n2 , and g n1 for any n A Z. However, we do not know the position of the gaps and the Dirichlet eigenvalues. Arbitrarily fixing the position of some gap, in general, corresponds to a nonperiodic potential. (ii) The Gel'fand-Levitan-Marchenko equation and a trace formula are not used in the proof. (iii) Theorem 1.1 generalizes the result [GT1] , [GT2] , [K1] for the Schrö dinger operator to the case of the Zakharov-Shabat operator. The proof presented here depends on new a priori estimates (see Theorem 1.3) and new identities (see Theorem 1.2), which seem to us also to have independent interest. The analysis of the fundamental solutions and some integral equation (see Sect. 2) at large jzj, is the most technical part of the paper. There exists a big di¤erence between the Hill operator and the Dirac operator with q A H. Roughly speaking in the integral equation for the fundamental solution of the Hill operator there exists the small parameter 1=z, jzj ! y. But such a small parameter 1=z is absent for the Zakharov-Shabat operator (see (2.7)). Note that the analysis for the Zakharov-Shabat operator with q; q 0 A H is close to the case of the Hill operator.
Recall that kðzÞ ¼ k ¼ u þ iv, v ¼ Im k is the quasi-momentum introduced before. In order to formulate the results about identities we introduce the moments
n f 0. Here and below an integral with no limits as indicated above denotes integration over R 1 or R 2 . If we consider the function v or u on the real line we take the functions vðzÞ ¼ vðz þ i0Þ or uðzÞ ¼ uðz þ i0Þ, z A R.
Consider the defocussing cubic non-linear Schrö dinger equation (NLS)
ÀJ dc dt ¼ Àc xx þ 2jcj 2 c; c ¼ cðt; xÞ ¼ c 1 ðt; xÞ c 2 ðt; xÞ system. The periodic spectrum of (1.1) is invariant under the flow of NLS (see e.g. [NMPZ] ). We have the following identities for the Zakharov-Shabat operator
where z 0 ðkÞ is the derivative of the inverse mapping zðÁÞ ¼ k À1 : K ! Z. The first identity was proved in [Mi1] and the second in [KK1] , and
Here H 0 is particle number, H 1 is momentum, H 2 is energy (or the Hamiltonian). We now formulate the main new identities used in our approach.
, then Q 2 < y and the following identities are fulfilled:
In order to describe a priori estimates we introduce the sequences
where a n ¼ jA n j 1=2 f 0 and A n is the action variable for the NLS (see [FM] ). In fact, due to Theorem 1.2 we rewrite H 1 and the main part of H 2 in terms of the action variables:
Note that H 2 , H 1 , H 0 depend only on the action-variables A n , n A Z. Introduce the fre-
The parameters o n are important since the angle variables are 
(ii) The operator d q f has an inverse for all q A H.
(iii) There is a nondecreasing function x : ½0; yÞ ! ½0; yÞ,
(iv) There exists a basis fe n g n A Z of H 1 such that each map À f ðÁÞ; e n Á
1
:
Then f is a real analytic isomorphism between H and H 1 .
A great number of papers is devoted to the inverse problem for the 1-D di¤erential operator with periodic coe‰cients. Marchenko and Ostrovski [MO1] , [MO2] constructed the vertical slit mapping for the Hill operator and proved that it is a homeomorphism. Garnett and Trubowitz [GT1] proved that both the vertical slit mapping and the gap length mapping are real analytic isomorphisms for the case of even potentials. Kargaev and the author [KK1] reproved the result of Garnet and Trubowitz [GT1] by the direct method. Moreover, they considered other mappings. The author [K2] reproved the result of [MO1] , [MO2] by the direct method. In [K1] the author constructed the gap length mapping for the Hill operator and proved that one is a real analytic isomorphism. Note that the proofs by the direct method are short but this approach needs a priori estimates (see (iii) in Theorem A and (1.3)). Two-sided a priori estimates for various parameters of the Hill operator (the norm of a periodic potential, e¤ective masses, gap lengths, height of slits, and so on) were obtained in [K2] - [K4] , [K7] and for the Dirac operator in [KK2] , [K2] , [K5] . Recently, the author [K11] extended the results of [MO1] , [GT1] , [K1] , [K2] to the case of distributions, i.e. Ày 00 þ u 0 y on L 2 ðRÞ, where u A L 2 ðTÞ. In order to get the required estimates we used the ''global quasi-momentum'' which was introduced into the spectral theory of the Hill operator by Firsova [F] , [F1] and by simultaneously.
Note that the main results of Firsova were devoted to the inverse problem for the operator F y ¼ Ày 00 þ pðxÞy þ rðxÞy in L 2 ðRÞ where p is a fixed 1-periodic real potential and rðxÞ is a decreasing real potential. She generalized the well known result of Faddeev [Fa] (the case p ¼ 0) for the operator F with fixed p 3 0, but unfortunately she repeated his error (see [DT] [MV2] studied the action-angle variables for the NLS equation on the circle. Greber and Guillot [GG] proved that the ''signed gap length map'' is a real analytic isomorphism for the case of a so-called even potential q 0 A H, q A H E ¼ fq A H : q 1 ðxÞ ¼ q 1 ð1 À xÞ; q 2 ðxÞ ¼ Àq 2 ð1 À xÞ; x A ð0; 1Þg. In [BGGK] the authors constructed the ''gap length mapping'' for the Dirac operator (di¤er-ent from our map gðqÞ and similar to the one for the Hill operator from [Ka] ) and proved that this mapping (for the case of q; q 0 A H) is a real analytic isomorphism (using the methods from [GT2] and [Ka] ).
We now describe the plan of the paper. We verify conditions (i)-(v) of Theorem A for the mapping g. Checking (i) is based on the real analyticity and the asymptotics of the functions cð1; z; qÞ, Dðz; qÞ of ðz; qÞ A C Â H C (Sect. 2). In order to obtain the analyticity of the mapping g we need to show that the mappings fz À n ðÁÞ þ z þ n ðÁÞg, fjg n ðÁÞj 2 g, fm n ðÁÞg are real analytic (Sect. 3). To check (ii), we prove that the Fréchet derivative of the map is a Fredholm operator of index zero with zero-dimensional kernel and, therefore, is invertible. Here we use a result of Paley-Wiener about entire functions (see Lemma 4.3) and the following fact: for any fixed q A H the vectors fðd q h cn Þ; ðd q m n Þ; n A Zg form a basis of H (see [K9] ) (Sect. 4). The verification of (iii) is based on the estimates (1.3) proved in [K3] . To check (iv), we use the compactness of the mappings z G n ðÁÞ : H ! R, m n ðÁÞ : H ! R and the fundamental solutions. Checking (v) is based on estimates from Theorem 1.3. In the proof we use the quasi-momentum and obtain new results in conformal mapping theory (Sect. 5).
Preliminaries
Below we need the following simple identities for J; V ; 
q 1 ðtÞ sin x À q 2 ðtÞ cos x q 1 ðtÞ cos x þ q 2 ðtÞ sin x q 1 ðtÞ cos x þ q 2 ðtÞ sin x Àq 1 ðtÞ sin x þ q 2 ðtÞ cos x dt;
x ¼ zð2t À xÞ;
Proceeding by induction,
We consider the following 2 Â 2-matrix valued fundamental solution C ¼ Cðx; z; q; tÞ with the parameter t:
We need the simple properties of C: Cðx À t; z; q; tÞ ¼ cðx; z; qÞcðt; z; qÞ À1 ; ð2:18Þ cðx þ 1; z; qÞ ¼ cðx; z; qÞcð1; z; qÞ; ð2:19Þ jðx þ 1; z; qÞ ¼ j 1 ð1; z; qÞQðx; z; qÞ þ j 2 ð1; z; qÞjðx; z; qÞ; ð2:20Þ Qðx þ 1; z; qÞ ¼ Q 2 ð1; z; qÞQðx; z; qÞ þ Q 1 ð1; z; qÞjðx; z; qÞ: ð2:21Þ
The 2 Â 2-matrix valued solution of the equation Introduce the Banach spaces
, and the ball B C ðq; rÞ ¼ fp : kq À pk < rg H H C , r > 0. Furthermore, we write a n ¼ b n þ l 2 r ðnÞ i¤ the sequence fa n À b n g nf0 A l 2 r . We recall q ¼ ðq 1 ; q 2 Þ where q 1 ¼ q=qq 1 , q 2 ¼ q=qq 2 . Now we will prove the basic results about the functions c. (2.5) given by (2.8)-(2.10) and the series (2.8) converges uniformly on bounded subsets of ½0; 1 Â C Â H C . For each x A ½0; 1 the function cðx; z; qÞ is entire on C Â H C . If the sequence q n converges weakly to q in H C , as n ! y, then cðx; z; q n Þ ! cðx; z; qÞ uniformly on bounded subsets of ½0; 1 Â C. Moreover, c is analytic as a map from C Â H C into the Sobolev space W 2 1C ð0; 1Þ and the following estimate is fulfilled: jcðx; z; qÞj e e jIm zjxþkqk : ð2:24Þ
(ii) The derivatives of c with respect to q have the forms q 1 cðx; z; qÞ ¼ Àw ½0; x ðtÞCðx À t; z; q; tÞJ 2 cðt; z; qÞ; ð2:25Þ q 2 cðx; z; qÞ ¼ w ½0; x ðtÞCðx À t; z; q; tÞJ 1 cðt; z; qÞ: ð2:26Þ as n ! y hold, uniformly on ½0; 1 Â fjz À pnj e pg Â B C ð0; rÞ for any r > 0. Proof. The proof of (i) is standard, see [PT] .
(ii) We now show (2.25), (2.26). Let q ¼ p þ r, where p; r A H C , then
Then using (2.23), (2.1) we obtain cðx; z; qÞ ¼ cðx; z; pÞ þ Ð 1 0 Cðx À t; z; p; tÞ À Àr 1 ðtÞJ 2 þ r 2 ðtÞJ 1 Á cðt; z; qÞ dt; which yields (2.25), (2.26), as r ! 0 since the functions j, Q are entire.
(iii) Using (2.1) and integrating by part we obtain c 1 ðx; z; qÞ ¼ ð2zÞ Let j f ðxÞj e j f 0 ðxÞje jIm zjx . Then the standard estimates (see [PT] ) yield ð2:30Þ À Lðz; qÞ
Using (2.30) we deduce that for each ðz Â qÞ A C Â H C there exists the inverse operator
and this series converges uniformly on bounded subsets of ½0; 1 Â C Â H C . Moreover, the following estimate is fulfilled:
kRðz; qÞ f k c e k f 0 k c e jIm zjþkqk ; f A Cð0; 1Þ: ð2:31Þ We determine qM where Mðz; qÞ ¼ cð1; z; qÞ. Let Q ¼ Qðt; z; qÞ, j ¼ jðt; z; qÞ, and Q Q ¼ Qð1; z; qÞ,j j ¼ jð1; z; qÞ. Using (2.18), (2.19) we obtain Cð1; z; q; tÞ 1 Q 1 ð1; z; q; tÞ j 1 ð1; z; q; tÞ Q 2 ð1; z; q; tÞ j 2 ð1; z; q; tÞ
and the multiplication yields
ð2:33Þ
Cð1; z; q; tÞ We determine q 1 M in terms of the functions ðx; yÞ n 1 ðJ n x; yÞ, x; y A R 2 , n ¼ 1; 2: Then using (2.13) we obtain
which yields
Korotyaev, Inverse problem and estimates for periodic Zakharov-Shabat systems
Lemma 2.2. (i) The function Dðz; qÞ is entire on C Â H C and the following identities and estimate are fulfilled:
where series converge uniformly on bounded subsets of C Â H C . If the sequence q n converges weakly to q in H C , as n ! y, then Dðz; q n Þ ! Dðz; qÞ uniformly on bounded subsets of C.
(ii) In particular, if jg n j ¼ 0, for some n A Z, q A H, then qDðz; qÞ ¼ 0 at z ¼ m n ðqÞ. for any x; t 1 ; . . . ; t 2nþ1 A ½0; 1, which together with (2.16) implies Tr c 2nþ1 ðx; z; qÞ ¼ 0 ð2:45Þ for any ðx; z; qÞ A ½0; 1 Â C Â H C . Series (2.8) converges uniformly and absolutely, then (2.45) implies (2.39). Moreover, using the properties of the fundamental solutions (Lemma 2.1) we obtain the results for the Lyapunov function D stated in (i).
(ii) Combining (2.36), (2.37) and (2.33) we have (2.41), (2.42). It is well known that in Korotyaev, Inverse problem and estimates for periodic Zakharov-Shabat systems each closed gap g n there exist both the zero of Qð1; z; qÞ and jð1; z; qÞ. Then if jg n j ¼ 0 then by (2.41), (2.42), qDðz; qÞ ¼ 0 at z ¼ m n ðqÞ.
(iii) Formula (2.39) yields identity (2.43). r Introduce the Fourier transformation F :
C by the formulas: as jzj ! y, jz À pnj e p for any fixed d > 1. These asymptotics are infinitely di¤erentiable with respect to z and are satisfied uniformly on bounded subsets of ½0; 1 Â H C .
Proof. We have D 1 ðpn; qÞ ¼ ðÀ1Þ n D 1c þ ðÀ1Þ n D 1s , where 
Functions
For q A M and e > 0 we define the new functionand the constant N q given bỹ
where M is defined by the following condition: kq Àq qk e e. Define the contour c n ðrÞ ¼ fz : jz À pnj ¼ rg, r > 0.
Lemma 3.1. (i) Let q A H and e q ¼ 4 À4 expðÀ3kqkÞ. Then for each integer N > N q and any p A B C ðq; e q Þ the function j 1 ð1; z; pÞ has exactly 2N þ 1 roots, counted with multiplicities, in the disc È z : jzj < p À N þ ð1=2Þ ÁÉ and for each jnj > N, exactly one simple root in the domain fz : jz À pnj < 1g. There are no other roots.
(ii) Each function m n ðÁÞ, n A Z, is compact and real analytic on H. Its gradient is given by 
Recall that for q we defined the functionsand the integer M f 1 (see (3.1)) such that kq Àq qk e e ¼ e q . Using the estimates (2.28) we get jj 1 ð1; z;q qÞ þ sin zj e kqk þ k0 k jzj expfkqk þ jIm zjg: ð3:6Þ Let ðÁ ; ÁÞ be the scalar product in H C . We have j 1 ð1; z; pÞ À j 1 ð1; z;q qÞ since kvk e kp À qk þ kq Àq qk e 2e. The substitution of this estimate into (3.7) implies jj 1 ð1; z; pÞ À j 1 ð1; z;q qÞj e 2ee jIm zjþ2kqkþ4e : ð3:9Þ Using (3.6), (3.9), and the simple estimate e jIm zj < 4jsin zj on all contours (see [PT] ) we obtain jj 1 ð1; z; pÞ þ sin zj e jj 1 ð1; z; pÞ À j 1 ð1; z;q qÞj þ jj 1 ð1; z;q qÞ þ sin zj e e jIm zj 2ee 2kqkþ4e þ 1 36
Hence, by Rouché's theorem, j 1 ð1; z; rÞ has as many roots, counted with multiplicities, as sin z in each of the bounded domains and the remaining unbounded region. Since sin z has only simple roots at pn, n A Z, and since N 1 > N can be chosen arbitrarily large, the point (i) of Lemma 3.1 follows.
(ii) Firstly we prove (3.3) which shows that the zero m n ðqÞ is simple for q A H. In fact, we repeat the case of the potential (see [PT] ). The di¤erentiation of Eq. (1.3) with respect to z implies
Multiplying this equation by j, the original equation by _ j j and taking the di¤erence we deduce that
since j 1 ð0; zÞ and _ j jð0; zÞ vanish for all z and j 1 ð1; zÞ vanishes for a Dirichlet eigenvalue z ¼ m n . The integral is equal to kjðÁ ; zÞk 2 since j is real for real z.
In order to prove compactness of m n ðqÞ suppose that the sequence q n , n f 1, converges weakly to q in H. For small d > 0 we introduce the intervals
If d is su‰ciently small, then these intervals are all disjoint. The function j 1 ð1; z; qÞ changes sign on each of them and j _ j j 1 ð1; z; qÞj > 2B, z A S I n , for some B > 0 since m n ðqÞ is a simple root.
As n ! y, the functions j 1 ð1; z; q n Þ ! j 1 ð1; z; qÞ and _ j j 1 ð1; z; q n Þ ! _ j j 1 ð1; z; qÞ converge uniformly on S I n by Lemma 2.1. Hence, for su‰ciently large n, the functions j 1 ð1; z; q n Þ also change sign and j _ j j 1 ð1; z; q n Þj > B on S I n , so they must all have one root in each of these intervals, for n su‰ciently large. Hence j 1 ð1; z; q n Þ has exactly one root m n ðq n Þ in each segment I n , jnj e N. This yields jm n ðq n Þ À m n ðqÞj < d, jnj e N, for all su‰-ciently large n. It follows that m n ðq n Þ ! m n ðqÞ, as n ! y, since N and d > 0 were arbitrary. Thus, m n ðqÞ is a compact function of q.
To prove real analyticity, we fix p A H. Then _ j j 1 À 1; z n ð pÞ; p Á 3 0. Now, the implicit function theorem guarantees the existence of a unique continuous functionm m n defined on some small neighborhood W H H of p and such that To calculate the gradient, we observe that j 1 À 1; m n ðqÞ; q Á ¼ 0. Hence
By (2.36), (2.37), the second term has the form À q j j 1 ð1; z; qÞ Á ðxÞ ¼ Q 1 ð1; z; qÞ À jðt; z; qÞ; jðt; z; qÞ Á j ; z ¼ m n ðqÞ; j ¼ 1; 2; ð3:10Þ and the last two identities give ðd q m n ÞðxÞ ¼ À Q 1 ð1; m n ; qÞ _ j j 1 À 1; m n ðqÞ; q Á ÀÀ jðt; z; qÞ; jðt; z; qÞ Á 1 ; À jðt; z; qÞ; jðt; z; qÞ Á 2 Á ; which implies (3.2).
Asymptotics of the quasimomentum kðzÞ (see Sect. 1) yield m n ¼ pn þ oð1Þ, n ! Gy for p A H. Moreover, by (i), jm n ð pÞ À pnj < 1 for jnj > N, p A B C ðq; e q Þ. We improve last results. Relation (2.29) yields
as jz À pnj e 1, n ! y. Hence 0 ¼ j 1 ð1; m n ; qÞ ¼ Àsin m n À Y ðm n ; qÞ þ l d ðnÞ, which gives (3.4). Using (3.2) and (2.29) we obtain
; À2 sin pnt cos pnt þ l 2 ðnÞ Á which implies (3.5). r
For q A H we introduce the domain U G n ðqÞ ¼ fz : jz À z 0 n ðqÞj < r G n g, and the contours
In the following lemma we study general properties of z G n ðqÞ.
Lemma 3.2. (i) Let q A H and e q ¼ 4 À4 expðÀ3kqkÞ. Then for each integer N > N q and any p A B C ðq; e q Þ the function Dðz; pÞ 2 À 1 has exactly 4N þ 2 roots, counted with multiplicities, in the disc È z : jzj < p À N þ ð1=2Þ ÁÉ and for each jnj > N, exactly 2 roots z z G n ðqÞ in the domain fz : jz À pnj < 1g. There are no other roots, and uniformly on B C ðq; e q Þ for any fixed d > 1 the following asymptotics are fulfilled: (ii) For each ð p; nÞ A H Â Z there exists e A ð0; 1 such that for any q A B C ð p; eÞ the function Dðz; qÞ 2 À 1 has exactly 2 roots, counted with multiplicities, in the disc U G n ð pÞ.
(iii) Each function z G n ðÁÞ, n A Z, is compact on H.
Remark. Note that the functionz z G n ðqÞ is complicated and is not analytic. Below we need only their sumz z Proof. (i) Fix N > N q , and let N 1 > N be another integer. Consider the contours
Using (2.28) we have the following estimates for the functionq q, e ¼ e q (see (3.1)):
jDðz;q qÞ À cos zj e kqk þ k0 k jzj e kqkþjIm zj < e jIm zjÀkqk 24p : ð3:12Þ
We have the equality Dðz; pÞ À Dðz;q qÞ
where ðÁ ; ÁÞ is the scalar product in H C . Identities (2.41), (2.42) and estimates (2.24) yield jqDðz;þ tvÞj e e jIm zjþ2kq qþtvk ð3:14Þ and the simple inequalities kvk e kp À qk þ kq Àq qk e 2e and kþ tvk e kqk þ 2e give jDðz; pÞ À Dðz;q qÞj e 2ee jIm zjþ2kqkþ4e : ð3:15Þ
Define the function f ðz; qÞ 1 D 2 ðz; qÞ À 1. Using estimates (2.40) we obtain j f ðz; pÞ À sin 2 zj e jD 2 ðz; pÞ À D 2 ðz;q qÞj þ jD 2 ðz;q qÞ À cos 2 zj e 2e jIm zjþkqkþe jDðz; pÞ À Dðz;q qÞj þ 2e jIm zjþkqk jDðz;q qÞ À cos zj:
Substituting (3.12), (3.15) and the simple estimate expðjIm zjÞ e 4jsin zj as jz À pmj f p=4, m A Z (see [PT] ) into the last estimate we get
on all contours. Hence, by Rouche's theorem, Dðz; qÞ 2 À 1 has as many roots, counted with multiplicities, as sin 2 z in each of the bounded regions and the remaining unbounded domain. Since sin 2 z has only the roots pn, n A Z, and since N 1 > N can be chosen arbitrarily large, (i) of the lemma follows, without (3.11).
Asymptotics of the quasimomentum kðzÞ (see Sect. 1) yields z G n ð pÞ ¼ pn þ oð1Þ, n ! Gy for p A H. Moreover, we have jz G n ð pÞ À pnj < 1 for jnj > N, p A B C ðq; e q Þ. Now we improve the last result. Using (2.47) we obtain Dðz; pÞ ¼ cos z þ oð1Þ, jzj ! y, which impliesz z G n ð pÞ ¼ pn þ oð1Þ, jnj ! y. We improve the last result again. Let r n ¼z z G n À pn. Then using (2.47) we deduce that ðÀ1Þ n ¼ ðÀ1Þ Hence by Rouche's theorem, f ðz; qÞ has two roots in the disc U G n ð pÞ, counted with multiplicities, since f ðz; pÞ has two roots, counted with multiplicities, in the disc U 
. In order to study g n1 we have to consider the function z 0 n ðqÞ, q A H. Lemma 3.3. Each function z 0 n ðÁÞ, n A Z, is compact and real analytic on H. Its gradient is given by the formulas In order to calculate the gradient we use the theorem of the residue. Using (3.25) and integrating by parts, we deduce that and substituting estimates (2.5), (2.10), we obtain
as n ! y, uniformly on bounded subsets of ½0; 1 Â B C ð p; e p Þ. r
We formulate the result about g n1 .
Lemma 3.4. Each function g n1 ðÁÞ, n A Z, is compact, real analytic on H and the following asymptotics are fulfilled: as n ! y, uniformly on bounded subsets of ½0; 1 Â B C ð p; e p Þ for any fixed p A H and d > 1.
Korotyaev, Inverse problem and estimates for periodic Zakharov-Shabat systems Proof. Using Lemma 3.1 and Lemma 3.3 we obtain the needed statement. r
In the following lemma we will have the analyticity of b n ¼ jg n ðÁÞj 2 =4, n A Z.
Lemma 3.5. Each function b n ¼ jg n ðÁÞj 2 =4, n A Z, is compact and real analytic on H. Its gradient is given by the formulas
Moreover, the following asymptotics are fulfilled: Proof. The proof for b n repeats the one for z 0 n . To prove real analyticity, fix p A H and consider b n ðqÞ for some n f 1. By Lemma 2.3, there exists e A ð0; 1Þ such that for all q A B C ð p; eÞ the function Dðz; qÞ 2 À 1 has exactly two roots in each disc U À n ð pÞ H U þ n ð pÞ. We have the identity
Á 2 F ðz; qÞ dz; ð3:32Þ for all q A Bð p; eÞ. The function F ðz; qÞ, z A b n ð pÞ, q A Bð p; eÞ has analytic extension into the ball B C ð p; eÞ. Then b n ðÁÞ also has analytic extension into the ball B C ð p; eÞ. Hence by (3.32), b n ðÁÞ is a real analytic function on H. Di¤erentiating (3.32) and integrating by parts, we obtain Using (3.11) the asymptotics of b n . In order to study d q b n we fix q A B C ð p; e p Þ, for some p A H. Then by (i) of Lemma 3.2, jz z G n ðqÞ À ðpnÞj < 1 for all jnj > N p , that is the distance betweenz z G n ðqÞ and the contour c n ðrÞ, r ¼ 3=2, is greater than 1=2. We rewrite integral (3.33) in the form Then the well known Paley-Wiener result (see [Le] ) yields f 1 0.
Using f ðzÞ 1 0 and (3.23) we obtain ðd q z 0 n ; yÞ ¼ 0. Therefore, ðd q g n1 ; yÞ ¼ Àðd q m n ; yÞ ¼ 0 for all n A Z:
Suppose that ðd q h n2 ; yÞ ¼ 0 for all n A Z. Note that for any fixed q A H the vectors fðdh n2 Þ; ðdm n Þ; n A Zg form a basis of H (see [K9] ). Then y ¼ 0 and the operator d q gðqÞ is invertible.
In order to show ðd q h n2 ; yÞ ¼ 0 we consider two cases. First, let h n2 3 0. Then by (4.8), ðd q h n2 ; yÞ ¼ 0. Second, let h n2 ¼ 0. Then by (4.11), g n2 ¼ 0 and using Lemma 4.3 we have ðd q g n2 ; yÞ ¼ ðd q h n2 ; yÞ ¼ 0.
(iii) Estimates (1.3) were proved in [K3] .
(iv) Due to Lemmas 3.4, 4.3, each mapping g n : H ! R 2 , n A Z, is compact.
(v) By (5.16), the needed set is compact, since Q 2 is the Hamiltonian.
Therefore, all conditions of Theorem A are fulfilled and then g is the real analytic isomorphism between H, l 2 l l 2 . r
Identities and estimates
We consider a conformal mapping on the complex plane with parallel slits. We call the domain K ¼ Cn S G n the ''comb'' where the slit G n ¼ ½u n À ih n ; u n þ ih n with the height h n f 0, n A Z. Here u nþ1 À u n > 0 and u n ! Gy as n ! Gy. Let the domain Z ¼ Cn S g n where the non-overlapping slits g n ¼ ðz À n ; z þ n Þ H R with the length jg n j ¼ z
and z þ n ! Gy as n ! Gy. We shall study a conformal mapping kðzÞ from Z onto some comb K with the conditions kðivÞ ¼ iy þ Q 0 þ oð1Þ iy as v ! y, where k ¼ u þ iv and let z ¼ x þ iy. It is well known that kðzÞ is a continuous function in z A Z (see [L] ). Let zðkÞ be the inverse function for kðzÞ. In this case we introduce the sets s n 1 ½z þ nÀ1 ; z À n ¼ zð½u nÀ1 ; u n Þ, n A Z. We call s ¼ S s n , the spectrum of the corresponding conformal mapping z, g n a gap in the spectrum. If g n is empty, then the components s n , s nþ1 merge. It is well known that the set s can not be the spectrum of two di¤erent conformal mappings (see [L] ).
Lemma 5.1. Let the conformal mapping kðÁÞ satisfy the condition P jg n j < y. Then juðxÞ À xj e P jg n j; x A R: ð5:1Þ Korotyaev, Inverse problem and estimates for periodic Zakharov-Shabat systems Proof. The function x À uðxÞ is increasing only on the gaps g n , n A Z. Moreover, x À uðxÞ ! 0 as x ! Gy (see [KK2] ). Then supjuðxÞ À xj e P jg n j. r
We now prove some identities.
Proof of Theorem 1.2. Recall h þ ¼ sup h n . Using the estimate Q 2 e C P r 2 n h 2 n , r n ¼ maxjz G n j, from [KK2] and the inequality r n e C þ Cð1 þ h þ Þjpnj, n A Z, for some constant C, from [K3] , we obtain
