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ABSTRACT 
The Construction Industry has long been criticised for the manner in which parties 
involved in a construction project communicate. Since the early 1960s a number of 
reports, commissioned by the U.K. governmental agencies, have highlighted a 
fundamental malaise in the industry: the Jack of integration between design and 
construction processes. This chronic enigma has manifested itself in cost overruns, 
prolonged durations, poor quality and complex designs. 
Buildability and Design for Construction have emerged as key drivers for improving 
project objectives. Despite considerable progress in identifying the generic concepts 
ofbuildability, similar progress in its implementation, particularly during the 
preliminary structural design stage is still in its infancy. This implementation 
requires a framework for knowledge acquisition of construction information for use 
by designers. However, there is currently minimal documented experience in 
capturing technical information, construction expertise and knowledge implicit in 
previously completed projects for the benefits of new ones. 
The focus of this research is to develop computerised models for acquiring 
construction knowledge from past projects to integrate buildability considerations 
into the preliminary structural design process. A novel artificial intelligence approach 
has been adopted in this study. Five Artificial Neural Network models have been 
developed. These allow the generation of an expeditious solution for given sets of 
design and buildability constraints. Once information is entered into the developed 
models, a recommendation of which structural scheme to choose is generated 
instantaneously. Thus, valuable design time is released allowing designers the 
opportunity to invest this in performing other equally important design tasks. The 
input information to the models consists of site-related information including site 
access; availability of working space; and speed of erection, and conceptual design 
information including type of building; and number of storeys. Four of the five 
models achieved a high level of accuracy in the range of81.25% to 94.74%. 
Preliminary structural design is a complex process which relies heavily upon past 
experience and intuition. These characteristics cannot be represented by the use of 
conventional computational techniques and only those that are capable of 
generalising the knowledge implicit in past projects can be of real benefit. In this 
research, it has been demonstrated that the aforementioned characteristics of 
structural design fall naturally into the Artificial Neural Networks' problem domain. 
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Introduction 
Chapter One 
Introduction 
1.1 Introduction 
The research presented in this thesis focuses on the importance of considering 
buildability aspects at the conceptual design stage. In particular, it addresses the 
influence of buildability upon choosing appropriate structural systems for building 
projects. The activities involved at this phase of the concept design have been 
investigated, and applicable generic concepts of build ability have been identified. 
The term "buildability" has been defmed as [CIRIA 1983]: 
"the extent to which the design of a project facilitates ease of 
construction, allowing the most efju:ient and economic use of 
resources, subject to the overall requirements for the completed 
projects. " 
Beyond the fundamental requirements of strength and stability, the objectives of a 
good design include production of a structure that is buildable, durable, maintainable, 
and aesthetically pleasing. Design for buildability requires consideration of these 
objectives at an early stage. Several studies [A!Shawi and Underwood 1996, Moore 
1996, Ferguson 1989, Eldin 1988, CIRIA 1983] have identified and suggested 
"buildability" as an effective and important consideration for achieving construction-
friendly designs. 
Buildability is in everyone's interest. Its consideration requires: raising clients', 
designers', and constructors' awareness of the issues to consider at the various project 
stages, and providing a means of incorporating buildability issues into the design and 
construction stages of projects to improve project performance [CIRIA 1996, 
Ferguson 1989]. An appreciation of these requirements has resulted in a number of 
efforts to identify buildability issues associated with the various stages of a project's 
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life-cycle [Ray et al1996, Galvinich 1995, Ferguson 1989, O'Connor and Davis 
1988, O'Connor et al1987, Tatum 1987]. 
1.2 Background 
Concern about the UK construction industry has resulted in many reviews of the 
industry which led to a series of reports to identify areas for change [Egan 1998, 
Latham 1994, NEDO 1975, Banwell1964, Emmerson 1962]. The construction 
industry suffers from fragmentation, and poor-collaboration between the design and 
construction teams. It has been stressed that in no other industry is the responsibility 
for design so far removed from the responsibility for production [Banwell1964]. 
This separation results in excessive costs and prolonged duration of projects. The 
client often receives poor value from current practices and rarely receives the 
information needed for efficient management of a building project. 
The traditional management systems separate the two main disciplines of design and 
construction. These systems obstruct any flow of knowledge and expertise from 
contractors to designers. During the past two decades, a number of management 
alternatives for improving relations between design and construction have been 
developed and practised in the construction industry (e.g. benchmarking and 
partnering). However, few of these have matured into systems that solve the 
problems traditionally faced by the construction industry, that is, lack of teamwork; 
poor communication; and inadequate planning and scheduling [Green 1996]. 
In recent years, the concept of buildability has been accepted by some as the 
rationale to solve many of the fragmentation problems in the construction industry. 
Tatum [ 1987] emphasises that early design decisions which preclude the use of 
desirable construction methods, create major problems with regard to buildability. 
Tatum has identified the occurrence of three general types of problems if attention is 
not given to buildability: 
• Design prepared without construction input may require a construction scope 
greater than that necessary to meet project objectives, 
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• Absence of construction input to design may increase construction difficulty, 
• F allure to involve constructors early in the project increases the risk of 
problems from inadequate design/construction co-ordination or insufficient 
construction planning. 
Ferguson [1989] states that certain factors such as tolerance; material conversion 
methods; handling; repetition of elements and components; and dimensional co-
ordination are basic principles that should be considered during design in order to 
provide a buildable building. He has identified three major factors influencing 
practical assembly and these are: 
• Nature of materials, components, and sub-assemblies 
• Skills of personnel involved 
• Suitability of tools, plant, and equipment 
Choice of materials, components, sub-assemblies, during the conceptual phase of a 
building project, is a decision making process that has vital implications on both the 
cost and duration of any project. It is highly intuitive and relies heavily on past 
experience [Harty and Danaher 1994]. However, in today's world, there is a large 
range of alternative building materials and techniques. It is argued that while these 
have greatly increased the freedom of design, they have, by their very variety, 
increased the difficulty in fmding the most economic solution [Stone 1980]. 
1.3 Research Justification 
A design which provides the most economic building depends to a large extent on 
the client's situation and needs. These needs extend from providing a building that 
fulfils the function for which it is intended, to providing a flexible building that could 
be readily adaptable for different uses as the need arises. The design should also 
provide a safe environment both during construction and throughout the life of the 
building. The building should be designed and built to the highest quality, and should 
provide the most economic maintenance costs. The most important considerations by 
far are the timely completion of a project and the cost of the project from conception 
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to completion. Neither the lowest initial construction cost nor the minimum material 
content necessarily results in the lowest overall cost of a building. A building design 
that can be built easily and quickly, and readily inspected and maintained, is usually 
the lowest cost option. Designers do not always have the time, resources, data, or 
knowledge to conduct a full cost-benefit analysis of alternative methods of 
construction details. Constructors often do not have enough time to prepare 
alternative tenders which are properly evaluated in terms of cost savings obtainable 
from simplified construction methods. Also, the need for alternative designs to be 
thoroughly vetted tends to inhibit innovation because of the potential delay in 
completion of the contract. 
The foregoing evidence indicates that traditional construction practices can often 
encourage problems such as poor communication, poor design, and poor buildability. 
In order to address these problems, there is a need for appropriate mechanisms to 
integrate design and construction activities at the concept stage of design. 
A!Shawi and Underwood [1996] state that the superstructure of buildings pose many 
problems due to the poor integration of design and construction. Ray et al [1996] 
reinforce this and call for particular attention to be paid to buildability during design 
of superstructure and substructure. Although a considerable number of publications 
have emphasised the importance of buildability, little research has been devoted to 
the incorporation of construction expertise at the conceptual design phase. To date, 
few of the published works has addressed fully the question of how the bank of 
construction experience, held by contractors, could be incorporated into the design of 
superstructures to improve buildability. 
This study has identified a need for a mechanism to incorporate buildability 
considerations into the conceptual design phase to improve decision making. The 
research intends to give an impetus to the field of buildability by capturing essential 
construction considerations, and by drawing designers' attention to these. In essence, 
this should contribute to the facilitation of ease of construction. 
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1.4 Aim of the Research 
Latham [1994] emphasised the importance of teamwork in ensuring that clients' 
needs are fully satisfied and recommended that clients, consultants and contractors 
should work collaboratively to achieve value for money. The key aspects to 
achieving clients' satisfaction are cost reductions, timely completion, and quality 
assurance. 
Central to these issues is the integration of the design and construction processes. 
This research seeks to develop a decision support system for integrating knowledge 
and expertise of both processes, and to make these available at an early stage of a 
project's life. The research emphasises the role of Information Technology and the 
management and business issues involved in using new approaches in the integration 
of all activities encountered during a project's life-cycle. The aim of this research is: 
To identify the buildability considerations that influence the choice 
of a structural scheme and to develop an appropriate model to 
enable designers to incorporate these into the conceptual design 
phase. 
1.5 Research Objectives 
The specific objectives of the project are: 
(i) To identify and analyse critical buildability considerations that affect choice 
of structural schemes for building projects. 
(ii) To identify and analyse design parameters affecting the selection of structural 
schemes for building projects. 
(ill) To develop a computerised decision support tool that takes account of both 
the above considerations to aid designers in selecting buildable structural 
schemes. 
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1.6 Research Methodology 
To achieve its objectives, the research was perfonned in three phases. Phase One 
involved reviewing current literature, and consulting domain experts. Phase Two 
comprised conducting a questionnaire survey and formal interviews with designers 
and construction managers. Phase Three entailed data collection from past building 
projects and the development, testing and validating of the neural network models. 
Phase One 
Phase One was aimed at analysing initial observations regarding the three objectives 
developed from the literature review. The following research tasks were completed: 
• A review of current literature to identify activities involved during conceptual 
design and to obtain an insight into the procedures and processes implicated 
during the initial stages of the design process. In addition, the literature review 
identified drawbacks ofthe traditional approaches with regard to reducing 
construction costs, completing projects on time, and maintaining a high standard 
of quality. 
• An overview of buildability was gained and its practical application to various 
stages of a project was assessed. This helped to detennine the suitability of the 
concept of buildability for solving the problem of integration of design and 
construction processes. Conceptual design activities were examined in relation to 
buildability, and this led to the identification of those design activities that would 
readily benefit from buildability; and consequently, the identification of 
associated buildabi!ity factors. 
Phase Two 
In order to evaluate the importance and effectiveness of the fmdings from Phase One, 
the following tasks were pursued: 
• A questionnaire-based industry survey was undertaken to investigate the design 
and buildability factors identified in the first phase. The questionnaire was aimed 
. at obtaining qualitative data from designers and contractors regarding their 
perception of the significance of these factors. 
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• Once data had been obtained from the survey, statistical tests including frequency 
analysis, mean score analysis, coefficient of variation analysis, severity index 
analysis, and Kendall's coefficient of concordance test were conducted using the 
statistical package SPSS. This identified the most important design and 
buildability factors and established their importance and subsequent ranking in 
relation to choice of structural schemes. 
• In-depth semi-structured interviews were held with senior architects, structural 
engineers, and construction managers. The aim of these interviews was to verify 
and validate the results of the statistical analysis. The outcome from the 
discussions conducted in these interviews confirmed the validity of the statistical 
results which enabled the research to progress to the third and fmal stage detailed 
below. 
Phase Three 
The aim of Phase Three was to use the fmdings from the first two phases to develop 
a computer-based tool for incorporating buildability considerations into the selection 
of structural systems at the conceptual design phase. The following tasks were 
performed: 
• The first task was to identify suitable projects from which design and buildability 
information could be extracted. The Building Cost Information Service (BCIS) 
on-line analysis was found to be a valuable source of this information. Three 
types of buildings were chosen and data from these projects were extracted. 
These data were then used in the next stage as outlined below. 
• The second stage was to develop artificial neural network models that incorporate 
' design and buildability information and advice on a suitable form of structural 
schemes for a building. Artificial neural networks were favoured over 
conventional computer systems such as knowledge-based expert systems because 
of their ability to provide solutions based on analogy with previous experience, 
rather than reasoning and computation. Artificial neural networks have the ability 
to learn and generalise from previous examples, to produce meaningful solutions 
to problems even when input data contain errors or are incomplete, and to adapt 
solution over time to compensate for changing circumstances. 
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1.7 Research Achievements 
Solving construction problems such as rework, revisions, cost and time over-runs, 
and safety have become an enduring challenge faced by the construction industry. In 
recent years, the early incorporation of buildability considerations has emerged as an 
effective mechanism for addressing these problems. Since any initiation and 
implementation should start with the designer's commitment, the influential role of 
the designer should be given due attention, particularly at the initial design stages 
when little is known about a project. The main achievements of the research are: 
• This research has found that by concentrating on minimal site and design 
information, approximately 20% of the information available at the 
conceptual design stage, designers have more than 80% chance of selecting a 
buildable structural scheme. 
• The research has established that the complexity of design decisions at the 
early stage of design falls naturally into the artificial neural networks' 
problem domain. 
• The study has resulted in the development of artificial neural network 
models to aid designers in integrating buildability considerations into the 
conceptual design stage. This has given a further impetus to the integration 
of design and construction processes during this critical stage of design. 
1.8 Organisation of the Thesis 
This thesis is organised into nine chapters as illustrated by Figure [1.1]: 
Chapter One is an introductory chapter that details the rationale, aim, objectives, key 
achievements, and methodology of this research project. 
Chapter Two reviews the principles and elements involved in buildability, and 
describes the concepts of buildability applicable to the various stages of a project. It 
focuses particularly on those buildability aspects that should be considered at the 
conceptual phase of the design process. 
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Chapter Three highlights the procedures and processes involved in the building 
design process and describes the relationships between the parties involved at this 
stage. It identifies the various activities involved in conceptual design. It also 
discusses the major decisions made during conceptual design and identifies the 
factors associated with these decisions. 
Chapter Four reviews the use of artificial intelligence in conceptual design. It focuses 
on three forms of artificial intelligence, Expert Systems, Case-Based Reasoning, and 
Artificial Neural Networks. The chapter draws comparisons between these three 
techniques and argues for the suitability of the Artificial Neural Networks' approach 
in addressing the problem of this research. Finally, the chapter concludes with a 
number of applications of the three forms of artificial intelligence to building design. 
Chapter Five presents the statistical analyses performed on the data obtained from 
the questionnaire survey. The initial fmdings obtained from reviewing current 
literature were verified by using appropriate statistical techniques: frequency 
analysis, mean score; severity indices; and Kendall's coefficient of concordance. 
Finally, the chapter discusses design factors and buildability factors that have been 
used in developing the Artificial Neural Networks. 
Chapter Six describes the theory of Artificial Neural Networks, their architectures, 
and working principles. 
Chapter Seven presents and discusses five Artificial Neural Network models that 
have been developed during the course of this research. The purpose of these models 
is to aid the process of selecting buildable structural solutions for building projects. 
The chapter also covers the testing and validation of the models. 
Chapter Eight discusses the fmdings from the three phases of this study, namely, the 
literature review, the questionnaire survey, and the ANN models. 
Chapter Nine presents the main conclusions from this research. It reveals the original 
contribution of the research to knowledge, and suggests some recommendations for 
further development and research. 
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Chapter Two 
BUILDABILITY 
2.1 Introduction 
This chapter introduces the concepts ofbuildability and discusses the arguments 
behind this research. The chapter reviews the principles involved in buildability, and 
describes the concepts applicable to the various stages of a project. The chapter 
focuses particularly on those buildability aspects that should be considered at the 
preliminary design stage. A review of the processes and activities involved at this 
design stage are discussed in detail in the following chapter. 
2.2 What is Buildability? 
Buildability emerged as a new term in the early eighties attracting the attention of 
many industrial and academic organisations [Eidin 1988]. The Construction Industry 
Research and Information Association defined buildability as: 
"The extent to which the design of a building facilitates ease of 
construction, subject to the overall requirements for the completed 
building." [CIRIA 1983] 
Adams [ 1989] scrutinises this definition and suggests that it encompasses two 
important implications: 
• Buildability is not a stagnant concept, but exists on a scale from good to 
bad. Good buildability demands that a design of a building structure or 
other construction project inherently considers the construction phase, 
with emphasis on the method of construction, sequence of work, and the 
way in which these are incorporated into an overall design concept. On the 
other hand, poor buildability implies potential conflict between design and 
construction processes. 
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• Construction has overall requirements that may necessitate the acceptance 
ofless than good buildability. The practicalities of construction are such 
that buildability cannot be the sole aim. Buildability must be weighed 
against other determining criteria such as time, cost, and quality as shown 
in Figure [2.1]. 
The Balance of s 
Figure [2.1]: The Balance of Project Objectives: Buildability versus Cost, Time, Quality 
2.2.1 Guidelines for Good Buildability 
In the past, general topics related to project management and controls addressed the 
issue ofbuildability. It was only in the last decade that the subject gained formal 
recognition. The Construction Industry Research and Information Association 
[CIRIA 1983] embarked upon a major programme to investigate what they regarded 
as the main problems of construction practice. The principal aim of the programme 
was to promote awareness among designers of the significant aspects of design that 
would enable contractors to give clients better value for money. Through 
investigation within the industry, CIRIA identified seven buildability principles. The 
following categories were published as provisional guidelines to understanding the 
concept: 
• Carry out thorough investigation and design. 
• Plan for essential site production requirements. 
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• Plan for a practical sequence of operations and early 
enclosure. 
• Plan for simplicity of assembly and logical trade sequences. 
• Detail for maximum repetition and standardisation. 
• Detail for achievable tolerances. 
• Specify robust and suitable materials. 
2.2.2 Generic Concepts of Buildability 
Further research commissioned by CIRIA [ Adarns 1989] developed and formalised 
the generic concepts ofbuildability. The provisional seven principles were developed 
and expanded into sixteen more definite concepts applicable to the construction of 
buildings. These are listed below as a series of design principles: 
• Investigate thoroughly. • Plan for maximum 
• Consider access at the design repetition/standardisation. 
stage. • Maximise the use of plant. 
• Consider storage at the design • Allow for sensible tolerances. 
stage. • Allow a practical sequence of 
• Design for minimum time below operations • 
ground level. • Avoid return visits by trades. 
• Design for early enclosure. • Plan to avoid damage to work by 
• Use suitable materials • subsequent operations. 
• Design for the skills available. • Design for safe construction. 
• Design for simple assembly. • Communicate clearly. 
Although the above buildability concepts were devised in the late 1980s, the 
underlying concepts ofbuildability are not new. The integration of construction into 
early project phases as an effective means for reducing project cost and duration had 
been formally recognised since the early 1960s. Several reports had been published 
over the last four decades and all had major sections urging the industry to work 
much closer together and involve contractors in design. The following section 
summarises some of the earlier works relating to this aspect. 
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2.3 Buildability in the past 
Gray [1983] reported that since the Second World War there had been many studies 
of the British construction industry, mainly as a result of the disappointing 
performance of the industry. The messages that emerged from all the analyses and 
reports, were that a very sharp division existed between the design team and 
construction team. As a result, clients were not obtaining the best value for money, in 
terms of efficiency with which buildings were constructed [ Adams 1989]. 
The following sections give an overview of concerns and recommendations suggested 
in a number of published reports. 
2.3.1 Lack of Cohesion 
In the early sixties, in a report commissioned by the Ministry of Works, Emmerson 
[1962] criticised the poor performance of the construction industry and described it as 
the only important industry that greatly divides design and construction 
responsibilities. In this report, Emmerson expressed concern about lack of cohesion 
between design and construction processes and poor communication between the 
parties involved. The report discussed a number offactors contributing to the 
inefficiency throughout the construction industry which included: 
1. Lack of adequate preparation of plans, specifications, and design 
drawings before they are put out to tender. 
2. Lack of cohesion, and communication between design and construction 
teams. 
To increase efficiency of building operations and thus achieve client satisfaction, the 
Emmerson Report recommended that ways of improving co-ordination between the 
architect, consultant, and contractor must be sought. 
2.3.2 The Design Team and the Place of the Contractor 
Two years after Emmerson's recommendations, a second report commissioned by the 
Economic Development Committee for building [Banwell 1964] outlined the main 
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problem of the industry, namely that "the various sections of the industry have long 
acted independently". In effect, Banwell echoed Emmerson's concern of the 
separation of design and construction processes. In addition, Banwell drew attention 
to the invaluable input of contractor's knowledge and expertise at an early stage of the 
design process. He stressed that those who continued to regard design and 
construction as separate fields of endeavour were mistaken. The report highlighted 
the following needs: 
• Clients must give sufficient attention at the start of a project to clearly 
defining their requirements. 
• Experiments and investigation into methods of securing early co-operation 
with the contractor, on terms which are satisfactory to client and 
contractor alike, is urgently needed. 
• A review of traditional contractual practices and the roles of professional 
parties and their codes of conduct, in order to improve interdisciplinary 
relationships, should take place. 
2.3.3 The Team in Design and Construction 
In the latter half of the decade, the Economic Development Committee for Building 
appointed a working party to: 
• Examine how far Banwell's recommendations had been 
put into practice, 
• Assess whether enough had been done to meet the 
intentions of the Ban well committee, 
• Establish whether any recommendations were still 
unfulfilled, and 
• Suggest what should be done to fulfil them. 
A report prepared by the working party [NEDO 1967] highlighted that for traditional 
buildings there were doubts whether the contractor was more likely to be brought in 
at the design stage than when the Banwell report was published. Moreover, in system 
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buildings, where the system had been developed by a client, contractors' involvement 
at the design stage was still absent. However, where the contractor had developed the 
system, there was necessarily integration between design and construction. The 
working party recommended that: 
• There was to be more experiment in the early collaboration of 
the contractor in the design team. 
2.3.4/mprovement in Design-Construction Inter-relationships 
The next two decades that followed Emmerson's and Banwell's era witnessed growing 
interest in procurement routes that offered enhancement to design-construction 
relationships. 
Wood [1975] reported some improvement in relationships suggesting that: 
"lhe traditional separation between design and construction was found to 
have diminished with consequent advantages all round Contractors had 
much to offer at the design stage, especially by way of advice on 
constructional implications of design solutions and decisions. Yet, 
methods of procurement were still such that they were brought in too late 
for their advice and experience to be of practical use. The original 
problems still existed". 
Section 2.6.4 of this chapter explains in more detail the various contractual 
arrangements and discusses how these affect design-construction relations and 
particularly buildability considerations. 
2.3.5 Bridging the Gap 
The National Economic Development Council report, Faster Building for Industry 
[1983), presented principal problems associated with the disparity between design and 
construction. The report identified certain needs for bridging the divide between these 
processes. The following statements are summarised from the report: 
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• The general belief that speed costs money is quite unfounded, fast construction is 
possible without penalty to either cost or quality. Responsibilities within the team 
must be clearly defined and, in particular, the client must know who is the team 
leader. 
• Organisation of contractors under traditional procurement procedures can create 
unnecessary complexity for clients. 
• Traditional methods of design and tendering can give good results; however, on 
average, non-traditional techniques tend to be quicker. Within the traditional 
approach, both tendering on bills of approximate quantities and choosing a 
contractor through a negotiated tender, leads to faster progress. 
• It is not the form of contract that is the determining factor in meeting 
requirements of the construction process; it is the attitude of the parties involved. 
The standard forms of contract invoke penalties for delays and offer no incentives 
for efficiency. The industry must look for ways of sharing benefits accrued from 
improved performance. 
• Preparation of design must be directed toward facilitating progress on site. 
• The design must take account ofbuildability, allowing the procurement of 
materials and the performance of different building operations to be planned and 
organised as straightforwardly as possible, so as to result in a minimum of 
disruption. 
• Contributions from specialist consultants, contractors, subcontractors and 
suppliers must be obtained within sufficient time for their effective co-ordination 
and input into the design function. 
• Contractors should not be selected on the basis of price alone; their ability should 
also be assessed. Early recruitment of the contractor, before design is finalised, 
may assist in anticipating site problems and produce a more economic and more 
buildable design. 
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2.3.6 Enabling Improvement 
In a recent report commissioned by the Department of the Environment, Transport 
and the Regions, Sir John Egan [1998] highlights deep concern for the under-
achievement of the construction industry. Egan stresses that the industry has low 
profitability and invests too little in capital, research and development and training. 
Perhaps more crucially, he states that too many of the industry's clients are dissatisfied 
with its overall performance. He identifies five key drivers for improving the 
performance of the industry, these are: committed leardership, a focus on the 
customer, integrated processes and teams, a quality driven agenda, and commitment 
to people. 
One key driver is that of integrating teams and processes. Egan stresses that this can 
be achieved through the notion of design for construction and use. He emphasises that 
the industry must design projects for ease of construction making maximum use of 
standard components and processes. Some key elements in achieving this are: 
1. Supplier and subcontractors have to be fully involved in the 
design team, and that 
2. The experience of completed projects must be fed into the next 
ones. 
The fundamental issue that Egan addresses is that the industry has to develop a 
concept of "design for construction" equivalent to that of "design for manufacture" 
which is a vital part of delivering efficiency and quality in the manufacturing industry. 
The report highlightes that the construction industry has little experience in capturing 
technical information and knowledge from previously completed projects for the 
benefits of new ones. This has been emphasised as a new area for exploration. 
So far, this investigation has concentrated on gaining a better understanding of 
buildability and obtaining an appreciation of its importance and benefits with regard to 
the overall building design in the UK. To widen this understanding, it is important to 
identity how buildability is perceived outside the UK. The following sections review 
the concept of constructability and its relevance to buildability. 
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2.4 Constructability in the US 
In the United States the term 'constructability' has been defined to incorporate a wider 
aspect of the integration of design and construction than the term 'buildability'. 
Constructability was defined by the Constructability Task Force [Constructability: A 
Primer 1986] as: 
"the optimum use of construction knowledge and experience in 
planning, engineering, procurement and field operations to achieve 
overall objective. " 
Based on this definition, researchers in the US have focused on developing 
constructability programs that could be implemented throughout all project phases to 
maximise overall savings [Eidin 1988]. Constructability issues addressed during 
conceptual planning, engineering and procurement, and field operations have been 
identified and discussed by a number of researchers [ Tatum 1987, O'Connor et al 
1987, O'Connor and Davis 1988]. The following sections describe the concepts 
related to constructability during these stages of a project. 
2.4.1 Constructability during Conceptual Planning 
Tatum [1987] identifies three key decisions during conceptual planning that strongly 
influence constructability, these are: 
• developing an overall project plan. 
• site layout and preparation of a plot plan. 
• selection of major construction methods for a project. 
Constructability in project plan; 
Tatum discusses two forms of constructability improvement resulting from 
construction inputs to the project plan. These are: 
• Construction benefits resulted from changes to originally planned sequences and 
schedules for completing major design and procurement tasks. This provided the 
resources necessary to complete construction operations on a schedule which 
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increased construction flexibility. As a result, construction forces could move to 
another part of the work when unexpected restraints prevented the planned work. 
• Technical benefits to construction operations resulted from changes in design 
criteria, approach, requirements, or configuration. These changes either reduced 
the scope of construction or simplified requirements. 
Constructability and site layout; 
Tatum identified two main opportunities for improved constructability in site layout. 
• First, early construction involvement can identifY and avoid, generally with minor 
changes in the original design concept, many types of construction problems 
resulting from the site layout. Benefits include both use of advanced construction 
methods and more efficient construction operations. 
• Second, the industrial and building segments of the construction industry could 
learn from one another. Each segment faces different challenges and uses different 
approaches in site layout. However, many of the concerns and issues are similar, 
these include: 
1. Remote space for storage and fabrication. 
2. Closed-in space for staging materials within the reach of 
lifting equipment. 
3. Access for personnel and materials. 
Despite these similarities, Tatum believes that the approach to site layout on industrial 
and building projects generally differs. The industrial projects perform special studies 
while on the building projects the subcontractors must adapt their plans to the 
available space and access. 
Constructability for selecting major construction methods: 
Tatum argues that construction methods strongly influence both the project plan and 
site layout [Tatum 1987]. He suggests that opportunities for significant cost and 
schedule savings may be lost if either of these key decisions were made without 
consideration of construction methods. For example, transportation and heavy rigging 
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methods depend on site layout, and the use of modularisation requires significant 
changes in the project plan. 
2.4.2 Constructability during Engineering and Procurement 
O'Connor et aJ [1987] identifies seven distinct concepts for incorporating construction 
knowledge and experience during the engineering and procurement phases of 
projects. These focus on the sequencing of design and procurement, scope of design, 
and detailed execution of design as a means of enhancing constructability. They 
emphasise the following objectives: 
1. Design and procurement schedules should be construction-driven. 
2. Designs should be selected to enable efficient construction. 
3. Standardisation of design elements should be used. 
4. Use of modularisation and preassembly, which facilitate handling and 
installation, should be investigated. 
5. Designs should promote accessibility of all resources. 
6. Designs should facilitate construction under adverse environment. 
7. Specifications should be reviewed in detail by owner, designer, and 
constructor personnel. 
It should be noted that the above objectives encompass the generic concepts of 
buildability set out by the Construction Industry Research and Information 
Association, section [2.2.1]. 
2.4.3 Constructability during Field Operations 
O'Connor and Davis [1988] explore ways in which construction knowledge and 
experience can enhance constructability during field operations. They stress that field-
operation constructability is not a repackaging of the basics of construction 
management, that is, control of cost, schedule, quality, safety, and the management of 
materials and manpower. Their research into field operations focuses on the 
development and effective utilisation of innovative field construction methods that 
simplifY construction effort and reduce project costs. Their study has concluded with 
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a single concept, that is: Constructability is enhanced when innovative construction 
methods are utilised. 
The nature of innovative construction methods is diverse. O'Connor and Davis state 
some aspects relating to innovations as follows: 
• sequencing of field tasks. 
• temporary construction materials/systems. 
• hand tools. 
• construction equipment. 
• constructor-optimal preassembly. 
• temporary facilities directly supportive of field methods. 
• post-bid constructor preferences related to layout, design, or 
selection of permanent materials. 
Construction method innovations are numerous and are largely comprised of what are 
considered as 'small' advances. These should not be overlooked or under-valued. 
Collectively, the potential contribution or benefit is substantial [O'Connor and Davis 
1988]. 
2.5 Constructability versus Buildability 
Constructability is regarded as an overall project approach, which when administered 
effectively should optimise planning, design, procurement, construction, and start-up 
phases of an integrated project [ASCE 1991]. By focusing on a project's objectives as 
a whole rather than on functional parts, maximum benefits could be achieved from the 
implementation of a constructability program. This could only happen if a 
constructability program includes knowledgeable and experienced construction 
personnel who will participate in a disciplined and systematic optimisation of the 
planning, design, procurement, construction, and start-up of a project. 
Buildability, on the other hand, focuses solely upon the ease by which a building 
design could be developed into an artefact. Ferguson [1989] regards buildability as 
one of the principle determinants of building design which enables the achievement of 
efficient production of building products. 
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It is note worthy that the comparison between constructability and buildability reveals 
that buildability, as defined in the UK, is only part of the constructability program 
defined in the USA. More precisely, buildability concepts can be closely matched with 
constructability concepts during engineering and procurement. They also resemble 
some elements of constructability during conceptual planning. Those elements, which 
do fall within the definition ofbuildability, will be considered in this study. Other 
constructability elements that contribute to an integrated project approach are outside 
the scope of the current research. 
2.6 Buildability during Conceptual Design 
There is general consensus between researchers in the fields ofbuildability and 
constructability on the benefits resulting from the consideration of these two concepts 
at the outset of a project. This early consideration is crucial in achieving desired 
objectives, such as cost reduction, timely completion, and ease of construction 
[Tatum 1987, El din 1988, CIRIA 1996). 
Increased engineering and construction integration, through the joint action of 
construction personnel and enlightened designers involved early in a project, could 
solve many of the problems that are usually not even recognised [Tatum 1987]. 
Eldin [ 1988] believes that an effective constructability programme begins as early as 
the conceptual design phase. He states that more savings are realised when 
implementing such a programme in the early phases of a project. In addition, El din, 
stresses that a constructability design has a direct bearing on the project's success, and 
therefore, it should be a major factor in evaluating design alternatives. 
A study on the design ofbridges, commissioned by the Construction Industry 
Research and Information Association [Ray et al1996] emphasise the importance of 
considering buildability issues from the outset of a project. The report highlights the 
importance ofbuildability at the conceptual design stage and emphasises that 
designers must take account of it when selecting the most appropriate structural 
solution. Although this report focuses upon buildability issues relating to the design of 
bridges, the underlying concepts also hold for the design of buildings. 
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2. 6.1 Buildability: An Opportunity for Improvement 
There is no doubt that buildability provides a means of improving the overall quality 
of construction projects through enhanced integration of both design and construction 
processes, thus achieving client satisfaction. 
Griffith and Si dwell [ 1995] explain that modem construction clients expect their 
projects to be completed on time, within anticipated budget, and to be of good 
quality. Clients also expect the project to be trouble-free and relatively inexpensive to 
use and maintain. Griffith and Sidwell stress that there are many all-round benefits of 
good constructability; these are measurable not only in cost and time, but also in 
terms of the physiological and psychological gains for the participants in the total 
construction process such as: 
• better design . 
• more effective planning . 
• improved site management. 
0 increased project performance. 
0 improved quality. 
• fewer delays and disruptions . 
0 lower cost of remedial and repeat works. 
0 provision offeedback for future projects. 
0 increased co-operation and discussion. 
Buildability is also regarded as an opportunity to improve decisions made early in a 
project's life. Decisions made at an early stage have the highest influence on total cost 
[Evbuomwan and Anumba 1996, Bishop 1996, Paulson 1995]. It is therefore essential 
to consider buildability at an early stage in a project. The ability to influence project 
cost, and hence achieve value for money for the client, diminishes as the project 
progresses in time. Figure [2.2] illustrates the ability to influence cost in relation to 
the various stages of a project's life. 
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There is no doubt that the maximum benefit to be derived will result when people 
with construction knowledge and experience become involved at the very beginning 
of a project [ASCE 1991]. Tatum identified three general types of problems that can 
be avoided if attention is given to constructability. 
First, design prepared without construction input may require a construction scope 
greater than the minimum necessary to meet project objectives. Working alone, the 
designers cannot be expected to be aware of all local factors and differences in 
construction methods which may influence project scope. 
Second, the absence of construction input to design may increase construction 
difficulty. Again, the designer cannot be fully aware of, for example, the options and 
benefits of construction methods, impacts of access restrictions, ability or inability to 
meet specified tolerances, impact of erection sequences inherent in design 
configuration, or restrictions of craft skills or jurisdiction. Based on experience, the 
contractor or other representative of a construction organisation can identifY potential 
problems in these areas and suggest ways to avoid them. 
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Third, the failure to involve construction early in the project increases the risk of 
problems from inadequate design/construction co-ordination or insufficient 
construction planning. Examples of possible problems include incompatible design 
and construction schedules, missed opportunities for the use of beneficial construction 
methods which influence design, and continuation offamiliar construction technology 
because there is inadequate time to plan and innovate. This results from the habit of 
using a traditional contracting approach or pursuit of expected savings from fixed-
price contracting based on completed design. Without specific steps for prior 
construction involvement, the opportunity for improved buildability is lost. Therefore, 
in order to realise maximum benefits from project objectives, buildability should be 
considered at the earliest stages of a project. 
2.6.2 Buildability and the Designer 
Many researchers agree that designers have influential powers over the successful 
implementation ofbuildability, however, little research has been carried out to 
facilitate this task for the designers. 
A!Shawi and Underwood [1996] explain that designers cannot be held solely 
responsible for the improvement ofbuildability. However, the researchers point out 
that evidence exists to suggest that designers are in a position to play a significant role 
in improving design-construction integration. 
Ferguson [1989] supports the above argument by stressing that designers can 
radically affect the way in which a building is built. Glavinich [1995] believes that 
designers must strive to provide a complete design that allows the builder to use 
resources efficiently in order to deliver an economical project to the owner. 
Over the last two decades, researchers have been investigating guidelines for 
improved buildability during the design phase. Section [2.2.2]Iists a series of aspects 
of practical buildability that were set out by CIRIA [ 1989] to serve as a coherent set 
of design principles. 
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It has to be emphasised at this stage that this research does not attempt to identifY and 
investigate build ability factors as work in this area is mature. However, research into 
the successful implementation ofbuildability is still in its infancy. The literature survey 
reveals that there is no clear understanding of how to incorporate construction 
knowledge as part of the design process. This latter issue has been recently pointed 
out by Egan [1998) who explained that there is little experience in capturing 
construction and technical knowledge and feeding this into new projects. 
The research undertaken in this study has primarily focused upon gaining a better 
understanding of potential methods for capturing the knowledge and expertise implicit 
in completed projects so that these may be fed into new ones. 
2. 6.3 Buildability and the Contractor 
In the previous section, it has been highlighted that, although designers have a crucial 
role to play in improving the integration of design and construction activities, they 
cannot be held solely responsible for it. Major construction considerations have to be 
plarmed by the contractors during the early stages of a project [ ASCE 1991). Within 
an integrated design team, Latham [1994), notes that contractors, subcontractors, and 
sub-subcontractors have design responsibilities in conjunction with designers and 
specialist engineers. 
To facilitate buildability, contractors have to develop their plan to control site-related 
activities and operations and identifY these early, since they may determine how the 
project must be designed. Examples of site activities include construction methods, 
construction sequence and construction equipment. These were explored in more 
detail in Sections [2.4.1 & 2.4.2]. 
2. 6. 4 Buildability and the Contract 
The contractual arrangements available to the client for procuring construction 
projects can be broadly grouped into the following classifications: 
• Traditional contracting 
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• Design and build 
• Management-based methods: 
• Management contracting 
• Construction Management 
• Design and manage 
• Consultant-based project management 
• Contractor-based project management 
The buildability problem was initially considered in regard to the traditional, 
competitive bid, type of contract [Emmerson 1962, Banwell1964]. However, 
although other types of contract, such as JCT Management Contract, attempt to 
incorporate contractor's experience into the design team, the contractor's role 
commences too late during the design process to have the major impact it could have 
done [Gray 1983]. Nevertheless, researchers agree that traditional procurement 
contracts do not make any allowance for contractors to be brought into the design 
stage, whilst alternative procurement methods encourage a contribution to be made 
by contractors at this stage. 
Traditional Contracting 
Traditional contracting has been the popular method ofprocurement for many years. 
The responsibility for design lies with the client's chosen consultants and the 
contractor is selected through a tendering process. 
This method has caused the disintegration of the whole construction process. The 
contractor has no contact with the design team, and hence any views he/she may have 
on simplifYing work will rarely be taken into account. 
Most criticism is directed at the traditional procurement process. It is therefore not 
surprising that buildability efforts are directed to the use of alternative procurement 
methods. However, Griffith and Sidwell [1995] believe that not all alternative 
procurement methods lend themselves exclusively to improving buildability. Instead, 
their use meets with the pursuit of other project priorities such as cost, time, and 
quality. 
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Design and Build; 
The design and build approach generally offers major advantages over other 
procurement methods [Nam and Tatum 1992]. These include: 
I. Close co-operation between design and production from start to finish. 
2. The ability to use fast-track construction methods. 
3. Information can be transferred more rapidly. 
Ferguson [1989] believes that some form of'designlbuild' contract is preferable to 
traditional contracting. He explains that with a form in which the contractor controls 
the design team, or one in which a separate project management team controls both 
designers and contractors, designs can be developed in an integrated environment. 
Rowlinson [1987] reviewed attributes of design-build procurement and concluded 
that it offers opportunities to: 
• improve communication 
• improve buildability 
• overlap design and construction 
Griffith and Sidwell explore the design-build contract a step further and explain how it 
can make a positive contribution towards improving buildability. Table [2.1] shows 
the functional ability of design and build to fulfil buildability aims: 
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Table [2.1) Design-build: functional ability to fulfil the aims of buildability 
Buildability: 
functional aims 
Simplified contractual arrangements 
Integrated design and construction 
Improve communication 
Increased operational efficiency 
Reduced cost 
Increased performance 
Minimal project changes 
Design and Build 
functional ability 
Simplifies contractual arrangements: the 
contract is between the client and the 
contractor, with total responsibility given 
to the contractor; and the contractor is 
responsible for all subcontractors and 
su liers. 
Promotes an integrated design and 
construction team in the form of the main 
contractor. Encourages professionals to 
work towards the real interests of the 
client. 
Client-contractor single link, and 
integration of design with construction 
improve communication between building 
or engineering team members. 
Significant savings in project time are 
possible though overlapping design and 
construction aspects. Pre-construction 
procurement time greatly reduced and 
earlier start on site possible. 
Client knows, within a reasonable degree 
of accuracy, the total financial 
commitment before commencing work on 
site. More rapid procurement also makes 
cost saving. 
Detailed brief, and contractor's proposals 
set out the detailed specifications for 
design workmanship, materials and 
performance. 
Detailed brief reduces likelihood of 
project changes. If variations occur, the 
contractor can respond quickly and 
directly to client. 
Source: Grlffith and Sidwellll995) 
Management-based Contracting: 
This form of procurement places particular emphasis on the 'management of the 
construction process'. The construction works are divided into packages, which are 
undertaken in a series of construction contracts placed by a management organisation, 
with the approval of the client. There are two types of management-based 
contracting, these are: 
I. Management Contracting. 
2. Construction Management. 
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The essential difference between the two forms of management contracts is the 
contractual relationship with trade packages. Whereas in construction management 
the subcontractors are appointed by the client, in management contracting they are 
employed by the main contractor. 
Management-based contracting is intended for complex projects where early 
completion is required and where not all the client's requirements are known at the 
start. It is therefore likely to be a more suitable vehicle for buildability than the JCT 
80 Standard Form of Contract, for example. Yet, even with this contract form, the 
design team is distanced from the contractor. This is contrary to the belief that an 
integrated approach from the earliest stages is necessary if designs are to be buildable 
[Ferguson 1989]. Griffith and Sidwell [1995] believe that this might be true if it were 
not for the fact that, in such systems, while the process emphasises 'management' of 
the construction phase, design input is inferred also, thereby allowing an opportunity 
for buildability to become an integral factor of project formulation. 
Griffith and Sidwell [1995] summarise potential benefits of management-based 
methods in improving buildability as follows: 
• reduced confrontation with manager 
• early appointment of contractor 
• contractor selection being based not purely on cost 
• arrangement in contract packages 
• flexibility in design 
• objective selection of works contractors 
Design and Manage 
The design and manage [Turner 1990) system combines some of the characteristics of 
'design and build' with those of'management'. Turner identifies two common 
variations of design and management procurement: 
1. Contractor-Based. 
2. Consultant-Based. 
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The essential difference between these two forms of design and manage is the 
contractual relationship with trade package. Whereas in contractor-based contracts a 
design and management organisation delivers the project by employing subcontractors 
to design and/or construct the works, in consultant-based contracts a project manager 
acts as a client's agent and hence subcontractors enter into a direct contract with the 
client. 
Griffith and Sidwell [1995] believe that with design-and-manage contracts, there is 
distinct scope for imparting buildability concepts early on in a project. They state that 
the key contributor is the single focus of responsibility and that this aspect can 
increase buildability potential. 
To ensure that clients obtain the approach that will best satisfy buildability 
requirements, a contractual arrangement must be carefully chosen. It must provide the 
best means of integrating design and construction functions and promote buildability 
teamwork in the project. 
2. 7 Barriers to Constructability 
A number of factors that hinder the implementation of constructability has been 
identified [ASCE 1991]. These are: 
• resistance by clients 
• resistance by designers, who view such efforts as an intrusive 
• shortages of qualified personnel 
• training in constructability 
• incentives, priorities, costs. 
Griffith and Sidwell [1995] expand and explain how the above factors act as barriers 
to implementing a constructability program: 
Oient Resistance 
Often, clients who are unable to believe in the benefits of constructability will shy 
away from it. 
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Traditional Building Process 
Tradition is the biggest cause of resistance to the wider use of concepts of 
constructability. Construction disciplines are effectively regarded as isolated 
professions, and contractual parties, in particular designer and contractor, are formally 
separated by the very terms of the traditional contract. 
Qualified Personnel 
It is generally difficult to obtain personnel who have the intrinsic capability, skills and 
desire to improve potential constructability within their projects. 
Training 
The normal training and education patterns of professions are established on a 
discipline basis, with strong tendency to develop individualism within each of the 
disciplines and separation between them. 
Incentives 
Because of the widespread use of traditional procurement, standard forms of contract, 
and traditional tendering, there is little incentive for parties to integrate or operate 
outside their usual remit. 
Project Priorities 
Due to lack of knowledge and understanding of constructability concepts, clients tend 
to regard cost and time as being more important than the integration of project 
phases. 
2.8 Summary 
The separation between design and construction processes has been exposed since the 
early 1960s. A number of studies on the relationships between the various parties in 
the construction industry have concluded that a major change is required to bridge the 
gap between the design and construction phases. This problem has been partially 
resolved by the emergence of various procurement routes rivalling the traditional 
types of contracts that foster hostile relationships between designers and constructors. 
However, recent studies into the present condition of the industry have revealed that 
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the problem persists as strongly as ever. This chronic condition is a result of major 
difficulties encountered by the industry which include: 
• A significant divide between design and construction 
functions, 
• Traditional procurement procedures hinder the involvement 
of contractors at an early stage of a project. Non-traditional 
procurement methods are such that contractors are brought in 
too late for their advice and experience to be of practical use. 
• Over-complex designs do not take account of construction 
sequence, construction methods, and construction costs, 
• No contractor involvement in the design process despite the 
recognition that this involvement would create more efficiency 
and less problems during the construction phase. 
• Lack of qualified personnel and training programmes to 
improve buildability. 
To resolve some of these difficulties, many researchers have encouraged new lines of 
thinking for fostering tighter relationships between designers and constructors. Design 
for construction, constructability, and buildability have been argued to be the way 
forward to improving project objectives such as cost reductions, timely completion, 
and high quality of buildings. 
This chapter has reviewed current knowledge and understanding of the concepts of 
constructability and buildability and highlighted the main issues to be addressed by 
further research in the field ofbuildability. It has been argued that research into the 
implementation ofbuildability is still in its infancy. Indeed very little research has been 
completed in this area. There is a clear need to devise techniques tha~ capture 
technical information, construction expertise and knowledge implicit in previously 
completed projects so that these can be used to inform future projects. 
This research seeks to give further impetus to the implementation ofbuildability 
during the design process. Whilst the study primarily focuses on buildability at the 
conceptual stage of design, one of the objectives of the study is to devise a decision 
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support tool to capture construction knowledge and expertise relevant to this stage. It 
is believed that this is the foundation stone for improving current understanding of 
available techniques that may be used for the implementation ofbuildability. 
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Chapter Three 
An Overview of the Processes and Decisions 
Involved in the Design of Building Projects 
Chapter Three 
AN OVERVIEW OF PROCESSES AND 
DECISIONS INVOLVED IN THE DESIGN OF 
BUILDING PROJECTS 
3.1 Introduction 
In the previous chapter, the generic concepts ofbuildability are presented and the 
importance of considering these concepts at the preliminary design stage is 
highlighted. 
This chapter highlights the procedures and processes involved in the building design 
process and identifies the various activities involved during the conceptual design 
stage. The chapter presents a set of fundamental questions that must be addressed at 
the preliminary structural design stage and draws a comparison between structural 
materials based on key design and buildability attributes. 
Building design encompasses a group of activities which identity the physical and 
subjective attributes of a building. These activities can be described as analytical, 
conceptual, creative, integrative, evaluative, and communicative. Building design is a 
decision making process requiring the identification of and choice between 
alternatives. It is a problem solving process which cannot always be stated 
comprehensively at the outset because of the many contrasting interests that often 
need to be addressed. At the beginning of the process, almost everything about a 
project is unknown and there is only recognition of the need for a facility. During 
design, this need is made more explicit and a solution to that need is made realisable 
in physical form. 
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3.2 Building Projects 
Buildings, unlike manufactured products, have unique characteristics that can be 
summarised as follows Nutt [1988): 
i. They consume land, 
ii. They are fixed in place, 
iii. Have long lives, 
iv. Entail high levels of capital investment, and 
v. Determine the visual quality of the built environment. 
Moreover, most of the output is custom-built to a unique specification and 
geographically widely distributed. Production of a building includes a great variety of 
materials and components supplied by a number of other industries. 
3.2.1 Participants in Building Projects 
Austen and Neale [1986) identifY five major participants involved in most building 
projects: Client; User; Designer; Executor; and Public Authority and Agency. 
The Cltent: may be an individual, such as someone wanting an office development 
built. The term client is generally used for an organisation or an individual who needs 
an end product and has the authority to order and approve it. 
The User: is an organisation or an individual who actually uses the constructed 
facility. 
The Designers: are the Architects and Consultants; such as Structural Engineers, 
Mechanical Engineers, and Electrical Engineers; responsible for translating the 
Client's needs into a set of well defined specifications, drawings and information. 
The Executors: are responsible for physically constructing the end product. In most 
cases executors are private contractors. 
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Public Authorities and Agencies: all buildings must satisfY statutory requirements 
regarding construction standards and safety. These requirements are endorsed by 
bodies such as: district councils, local councils, government bodies, and utility 
organisations. They are referred to as Public Authorities and Agencies. 
3.2.2 Stages of Building Projects 
Austen and Neale [1986] state that the building process can be divided into five 
stages: briefing, design, tendering, construction, and commissioning. 
Briefing 
This is the stage during which Clients' requirements are established. To enable Clients 
to specifY project functions and permissible costs, Architects, Engineers, Quantity 
Surveyors, and other members of the design team assist and interpret Client's wishes 
and provide cost estimates. 
Design 
This stage involves the translation of a brief into specifications and drawings. The 
design team prepares the necessary production information, including working 
drawings and specifications, required to complete all arrangements for obtaining 
tenders. Depending on the nature and complexity of the project, the design team 
usually includes: the Project Manager; Architect; Quantity Surveyor; Structural, 
Mechanical, and Electrical Engineers; Specialists such as Health and Safety Officials, 
and Planners. 
Tendering 
This is the stage at which a suitable Contractor is selected and an acceptable offer 
obtained. At this stage the Client's Project team may be expected to give technical 
support by: providing necessary contract documents; providing a basis for pre-
qualification ofTenderers; checking that tenders are arithmetically correct and 
conforming to tender requirements. 
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Construction 
This stage involves the transfonnation of a design into an artefact. The main 
participants are the Client's project team and Contractor. Direct responsibility for 
construction nonnally rests with the Contractor. It is also usual for Sub-Contractors 
to be directly responsible to Contractors. The Client's project team arranges for 
adequate supervision of the work to ensure adherence to quality standards and 
statutory requirements. 
Commissioning 
The stage after practical completion of construction, in which all outstanding 
contractual obligations are discharged. The activities include: preparing "as-built" 
records; inspecting the building thoroughly and having defects remedied; testing for 
water tightness; testing and adjusting all services; preparing operating instructions and 
maintenance manuals; and settling the final account. 
These stages have been further developed, expanded, and organised into a framework 
referred to as The Process Protocol [Kagioglou et al 1998]. The Process Protocol 
breaks down the design and construction process into 10 distinct phases. These 
phases are grouped into four broad stages, namely Pre-Project, Pre-Construction, 
Construction, and Post Construction: 
Pre-Project 
This stage relates to the strategic business considerations of any potential construction 
project which aims to address a client's need. There are four distinct phases within this 
stage, these are; Demonstrating the need, Conception of need, Outline feasibility, and 
Substantive feasibility study and outline financial authority. Throughout these phases, 
the client's need is progressively defined and assessed with the aim of determining the 
need for a construction project solution, and securing outline financial authority to 
proceed to the next stage, Pre-Construction. 
Pre-Construction 
In this stage, the defined client's need is developed into an appropriate design 
solution, with the aim of delivering approved production infonnation. This stage 
consists of three phases, namely: Outline conceptual design, Full conceptual design, 
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and Co-ordinated -design, procurement and full financial authority. At the end of these 
phases, full financial authority is secured which allows the transition into the next 
stage, Construction. 
Construction 
At this stage, the sole concern is the production of the project solution. This stage is 
broken down into two phases, namely Production information and Construction. 
Post-Construction 
This is the last of the four stages, which aims to continually monitor and manage the 
maintenance needs of the construction facility. As such, it consists of one phase that is 
of Operation and Maintenance. 
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3.2.3 Conceptual Phase of Building Projects 
The conceptual phase of a construction project should ideally involve ten tasks [ Abdul 
Kadir 1996]. These are shown in Table [3 .1]: 
Table [3.1]: Tasks and Task definitions of conceptual pbase of construction projects 
Tasks Definition 
Consents and Pennits Satisfying statutory requirements, regarding construction 
standards and safety, endorsed by Public Authorities and 
Agencies. 
Project Definition Resolution of options during the conceptual phase which 
culminates in statement of client's! owner's requirements. 
Financial Strategy The principal means and methods by which the financial 
requirements of total project delivery are to be satisfied. 
Project Planning Global planning of the whole project including the 
establishment of, and commitment to, defined schedules 
and milestones with built in incentives 
Contract Strategy A strategy that defines relationships, duties, obligations 
and policies which are directed/ engineered towards the 
desired successful total project delivery in accordance 
with Project Planning, Financial Strategy, Project 
Definition and Consents and Permits. 
Project Management The formulation and configuration of the client's 
Organisation management team in accordance with Contract Strategy. 
Construction Philosophy The conceptual approach and method of construction 
that dictates the Design of Permanent Structures and 
Design of Temporary Works. 
Procurement Strategy Strategy for proactive project hardware purchasing 
required to achieve complete project delivery in 
accordance with project schedule. 
Design of Temporary Works The principles of construction practices to realise the 
temporary structures of the project which may or may 
not be part of the permanent structure and reflects 
Construction Philosophy. 
Design of Permanent The conceptual design, preliminary layout and sketches 
Structures outlining the permanent structures so as to fulfil Project 
Definition. 
Source Abdul Kad~r [1996] 
Table [3 .1] reveals an important aspect that should be considered at the conceptual 
phase of a project, that of construction philosophy. Abdul Kadir [ 1996] argues that 
attention must be given to the method of construction to be employed by the 
constructors. He stresses that this has a significant impact on the productivity of site 
resources oflabour, plant, and materials and it greatly affects construction costs and 
construction duration. 
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A number of researchers have ascertained relationships between buildability and site 
productivity. Boussabaine and Kaka [1996] believe that buildability is one of the main 
factors affecting productivity. Ng [1996] established a positive correlation between 
the two. He found that buildability issues considered during design resulted in high 
labour productivity on site. In order to maximise site productivity and reduce 
construction costs and duration, buildability considerations have to be incorporated at 
the earliest stages in the design process. It is this latter aspect, which focuses upon the 
implementation ofbuildability at the conceptual design ·stage, that is of concern in this 
study. 
3.1.4 Design of Building Projects 
Building design is regarded as a reasoning process during which requirements are 
analysed and solutions processed and evaluated against requirements. This reasoning 
is normally associated with the ability to apply "rules of construction" based upon 
production and performance implications. These implications, in turn, relate to the 
materials, components and component assemblies used to construct a building 
[Cornick and Bull1987]. 
Raftery [1991] summarises the dominant characteristics ofbuilding design as follows: 
• it is very complex and possesses a large solution space, 
• the problem to be solved is ill-defined, 
• the process is iterative due to the large amount of interdependency among 
decisions, and 
• the solution reached depends on techniques used and the way in which the 
designer approached the problem. 
Lutton [1995] endorses the above characteristics and adds: 
• Building design is usually broken into small modules, which are then reassembled 
into a whole, and 
• Design "thinking" is recorded successively by drawings and notes. 
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Building design involves heuristic decisions that take account of issues ranging from 
economics to aesthetics. They cover physical issues; human requirements; financial 
implications; contextual matters; and aesthetic issues [Nutt 1988]. Figure [3.1] adapts 
these issues and breaks them into decision areas that need to be addressed in the 
process of building design. 
~ 
Physical 
Issues 
- Space 
-s~rncture 
- SeMces 
DECISIONS OF BUILDING DESIGN 
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Human Finandal Contextual 
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..... Purpo<e 1- Development 
value r- Location 
-u,.. f- Capital r- site 
- Environment '-- Recurrent I... Consbuction 
cost process 
Figure (3.1(: Decisions of Building Design 
Source: Adapted from Nutt [1988( 
3.3 The Design Process 
' Aesthetic Issues 
r Overall form 
:..- Appearance 
The term "Design Process" refers to the act of working and solving a design problem 
[Mackinder and Marvin 1982]. It is a complex process aimed at increasing 
understanding of a project through several attempts to change or to reframe the 
problem. It comprises stages of interpretation, generation, comparison and choice, 
and the process is one of making a selection at each stage [Gray et al1994]. 
Jones [1970] presents a simple model of the design process commonly recognised in 
all fields of design and decision making: 
An ulysis -4----lnformution 
, ..L. 
,,.L., ----1~ Optimum 
Figure [3.2(: A Simple Model ofthe Design Process 
Source: Jones [19701 
46 
Figure [3.2] shows a linear model of the design process that presents the concepts of 
analysis, synthesis, and evaluation. Jones [1970] describes these terms as 'breaking the 
problem into pieces', 'putting the pieces together in a new way', and 'testing to 
discover the consequences of putting the new arrangement into practice'. Table [3.2] 
presents a more formal definition for each concept given by Lawson [1990] together 
with an outline of activities associated with each concept as suggested by Raftery 
[1991]: 
Table [3.2): Definitions and Activities of Concepts within the Design Process 
Concept Definition (Lawson 1990) Activities (Raftery 1991) 
Analysis involves the exploration of • Random list offactors. 
relationships, looking for patterns • Classification of factors . 
in the information available, and • Sources of information . 
the classification of objectives. • Interactions between factors . 
• Performance specifications . 
• Obtaining agreement. 
Synthesis is an attempt to move forward • Creative thinking. 
and create a response to the • Partial solutions. 
problem, it involves generation of • Limits. 
solutions. • Combined solutions. 
• Solution plotting . 
Evaluation a critical appraisal of suggested • Methods of evaluation. 
solutions against the objectives • Evaluation for operation and 
identified in the analysis phase. production. 
· A number of researchers [Jergeas 1989, Jones 1970] believe that this model assumes 
that designers' actions can be rationalised in a way similar to that used by conventional 
computer techniques. These can operate only on the information fed in and can follow 
a planned sequence of analytical, synthetic, and evaluative steps and cycles until the 
best of all possible solutions is recognised. 
Although the model is widely used in describing the basic functions of the design 
process, it has been criticised by a number of researchers [Gray et al1994, Mackinder 
and Marvin 1982] for its linear characteristic. 
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Gray et al [1994] questioned the proposition of a linear sequence of design. They 
argued that a designer thinks laterally, freely across and around boundaries of a 
problem. Therefore, a complex cyclic model is more realistic and representative of the 
process. Mackinder and Marvin [ 1982] reinforce this argument and stress that a 
designer continually jumps backwards and forwards between less and more detailed 
aspects of a design. 
As a process, design involves identifying a problem, and finding a solution to that 
problem. These two activities emerge together rather than one following logically 
upon the other. That is, both problem and solution become clearer as the process 
progresses, which implies that design is less linear than implied by the model shown in 
Figure [3 .2]. 
Generally, design starts with a need [Gray et al 1994, French 1985, Hill1970] and 
ends with a set of drawings and other information that can be used in producing a 
final product. J ones [ 1970] describes design as consisting of three main stages that are 
more applicable to problems of system design than architecture or engineering design. 
These stages are shown in Figure [3.3]: 
Oivcrgr:na: I •I Tronllorno!ion •I Convergence I 
Figure [3.3): Stages of the Design Process 
Source: adapted from Jones [1970) 
The divergence stage aims to de-structure the original brief while identifYing features 
of the design situation that will permit a valuable and feasible degree of change. 
Transformation, on the other hand, is the stage of pattern-making, creativity, and 
inspired guesswork. Finally, the convergence stage involves the reduction of a range 
of options to a single chosen design [Jones 1970]. 
Raftery [ 1991] explains the analysis stage [Figure 3 .2] as a divergent process where 
the problem is explored and a list made of all relevant factors to assist in the definition 
and organisation of problems and sub-problems to be solved. The synthesis stage is a 
convergent process aimed at establishing a range of solutions and clarifYing the points 
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where they fit or do not fit a specification. Furthermore, Raftery suggests that the 
evaluation stage should be aimed at detecting deficiencies in solutions or a solution 
chosen before it becomes prohibitively expensive to correct them. 
3.3.1 Characteristics of the Design Process 
Lawson [1990] describes the characteristics of the design process as follows: 
1 The process is endless 
Since design problems defY comprehensive description 
and offer an inexhaustible number of solutions the 
design process cannot have a finite and identifiable end. 
Hence, searching for a perfect solution is potentially 
endless. 
2 There is no infallibly co"ect process 
In design, the solution is not just the logical outcome of 
the problem, and there is therefore no sequence of 
operations which will guarantee a result. 
3 The process involves finding as well as solving problems 
Design requires identifYing problems as well as 
producing solutions. These processes happen 
simultaneously in a non-sequential manner. The design 
process can therefore be described as one that demands 
the highest levels of creative thinking. 
4 Design inevitably involves subjective value judgement 
Questions about which are the most important 
problems, and which solutions most successfully 
resolve these problems are often value-laden. Answers 
to such questions, which designers must give, are 
therefore frequently subjective. Complete objectivity 
demands dispassionate detachment. Designers being 
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human beings find it hard to remain either dispassionate 
about, or detached from, their work. 
5 Design is a prescriptive activity 
Designers aim to deal with questions such as what 
might be; what could be; and what should be, rather 
than deal with those questions that address what is; 
how; and why. Design is therefore a prescriptive 
activity and a designer may be seen to prescribe or 
create the future rather than understand the present and 
predict the future which is purely a descriptive 
'scientific' process. 
6 Designers work in the context of a need for action 
Design is not an end in itself, and the whole point of the 
design process is that it will result in some action to 
change the enviromnent in some way, whether that be 
by formulation of policies or the construction of 
buildings. 
3.3.2 Design: An Iterative Process 
One of the main characteristics of design is its iterative nature which is largely due to 
its complexity and interdependency of decisions and processes. The design process is 
repetitive since firm decisions cannot be made first time [Gibson 1968]. Gibson 
explains that decisions should be based upon data resulting from the design process 
itself, see Figure [3.4]. 
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START 
RECOGNISE COMPARE EVALUATE 
Recognise needs an 
propose general Check several methods ~ Evaluate results for methods to satisfy and choose best chosen method 
these needs 
ITERATE 
With general method and result defined, 
ask if needs and methods wero COITCctly 
identified at first Correct these factors and 
re-evaluate. Cycle tmtil further changes 
have negligible effect 
F1gure [3.4): Des1gn as an Jterat1ve process 
Source: Gibson [1968) 
RESULTS 
On the other hand, Hill [1970], states that the greatest iteration occurs between 
conceptualisation and analysis. Conceptualisation being the ingenious, innovative, 
creative, and inventive activity that results in the generation of alternative solutions to 
the required goal, and analysis being the evaluation of selected concepts against 
physical laws. Hence, while Gibson suggests an overall iterative nature of the design 
process, Hill emphasises that iteration is at most between Comparison and Evaluation 
stages [Figure 3.4]. 
Gray et al [1994] present a more recent and detailed analysis of the iterative nature of 
design. They view the design process as one of continuous whirling and having two 
iteration parts: 
• the iteration and evaluation within each part 
• the iteration and evaluation between the parts. 
It is believed that at any point it may be necessary to move to another part and 
evaluate it to understand the original problem, and so the process is one of continually 
cycling between and within the parts of the evaluation process. This process of 
continuous iteration is shown in Figure [3.5]. 
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2 W hat ore the different solutions in these 
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J W hi eh of thesesoluUonsarefeosible? 
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for eo m porimn? 
1 W hat ore tht press~ res acting upon it? 
2 W hat are the different ways of respond in~ to these? 
J W hi eh waysw ill be effectlve in terms of getting 
something done? 
4 Con we choosew hat to do now, even if we h<We to 
le<JYe some thin s until later? 
ACTION 
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J W hich of these provide accurate Gssessmentsof the 
relotlve merits of the alternatives? 
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a b03is for a choice? 
Figure [3.5): The continuous whirling process model of design 
Source: reproduced from Gray et al [1994) 
3.4 Design: A Creative, Rational, and Systematic Process 
Jones [1970] argues that a designer working on a problem is engaged simultaneously 
in three types of activity: 
Creativity: a designer is a black box out of which comes a mysterious creative 
leap 
Rationality: a designer is a glass box inside which can be discerned a completely 
explicable rational process. 
Control: a designer is a self-organising system capable of finding short cuts 
across unknown territory. 
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3.4.1 Designers as Black Boxes 
The main characteristics of black box design are summarised by Jones as: 
• The output of the designer is governed not only by inputs received from 
the problem in hand, but also from past problems. Each new task is viewed 
in the light of experience. 
• The capacity to produce outputs relevant to the problem at hand depends 
on being given time to assimilate and manipulate within himself or herself 
images representing the structure of the problem as a whole. During a long 
search for a solution she/he may perceive a new simpler way of structuring 
the problem, Figure [3.6]. 
• Intelligent control over the form in which the problem is fed into the 
human black box is likely to increase the chance of obtaining relevant 
output. 
------1 
I 
I 
kdll.ir:s 
-------
I 
to tnrnll11l illll i~o will, 
trd will irto illll 
Figure [3.6): Design as a black box process 
Source: Jones [1970) 
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3.4.2 Designers as Glass Boxes 
Designers of buildings are commonly envisaged as human computers acting only on 
the information that is fed to them, and then proceeding through a planned sequence 
of analytical, synthetic, and evaluating steps and cycles (For details refer to section 
3.3). After repeating these cycles several times a designer then recognises an optimum 
solution. The main characteristics of glass box design are: 
I. Objectives, variables, and criteria are fixed in advance. 
2. Analysis is completed or at least attempted before solutions are sought. 
3. Evaluation is largely logical. 
4. Strategies are fixed in advance. 
3.4.3 Designers as Self-Organising Systems 
As the designer works with problems, various avenues will be explored as possible 
sources of solution. There are far too many for each to be fully evaluated, so as work 
continues on the central task, the designer needs to constantly enquire whether this 
route is likely to prove fiuitful or not. In fact, there appears to be two choices: 
• Make an arbitrary choice of routes to be explored. 
• Explore all routes and evaluate each proposal 
separately. 
Jones believes that in reality, designers take neither of these choices, but work on 
their problem by dividing design effort into two: 
• that which allows search for a suitable design. 
• that which controls and evaluates the pattern of 
search (strategy control) 
By doing so it is possible to replace blind searching through alternatives with an 
intelligent search that uses both external criteria and the results of partial searches to 
find short cuts through unknown territory. Strategy control seeks to relate the results 
of small pieces of a search to the ultimate objectives even if these are in a state of flux. 
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3.5 Stages of the Design 
Many researchers concerned with building design have identified three stages within a 
design process [Sabouni and AI-Mourad 1997, Manning 1995, Jergeas 1989, Austen 
and Neale 1986]. Austen and Neale and Jergeas have adopted the stages defined by 
the Royal Institute of British Architects (these are discussed later in this section). On 
the other hand, Manning and Sabouni and AI-Mourad have identified slightly different 
versions. Manning divides the phase into three levels: 
Conceptual Level early stages of the design process 
Intermediate Level mid-way stage within the design process 
Detailed Level final stage within the design process. 
Sabouni and AI-Mourad, on the other hand, introduce the following three stages: 
Preliminary Design 
Structural Analysis 
Detailed Design 
Gray et al [1994] divide the design phase into two stages, Concept (Scheme) Design, 
and Engineering Design. They further subdivide the Engineering Design phase into 
detail design by the architect, engineering and other specialist consultants within the 
design team, and detail design by the specialist contractors, e.g. workshop and 
fabrication drawings. 
Until very recently, the most commonly recognised stages of the design process for 
building projects in the UK have been set out in the RIBA plan of work for design 
team operation [RIBA 1973]. The plan of work consists of twelve stages describing 
all the management tasks in a project from the initial contract between client and 
architect to the final completion and handover of building. According to the RIBA, 
the design process comprises three main stages, and these, together with tasks to be 
completed in each stage, are identified in Table [3.3]. 
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Table [3.3): RIB A's Outline Plan of Work for the Design Phase: 
Stage Purpose of Work and Decision Tasks to be Done 
to be Reached 
Outline To detennine general approach Develop the brief Develop 
Proposal to layout, design and, studies on user requirements, 
construction to obtain technical problems, planning, 
authoritative approval of the design and costs, as necessary 
client on the outline proposals to reach decisions. 
and accompanying report. 
Scheme Design To complete the brief and decide Final development of the brief, 
on particular proposals, full design of the project by 
including planning arrangements architect, preliminary design by 
appearance, construction engineers, preparation of cost 
method, outline specification, plan and full explanatory report. 
and cost, and to obtain all Submission of proposals for all 
approvals. approvals. 
Detail Design To obtain a final decision on Full design of every part and 
every matter related to design, component of the building by 
specification, construction, and collaboration of all concerned. 
cost. Complete cost checking of 
designs. 
Source: adapted from [RIBA 1973) 
The RIBA plan of work has been extended by the recent development of the generic 
Process Protocol [Kagioglou 1998], refer to section [3 .2.2]. The Process Protocol 
expands the Outline Proposal stage into four distinct phases: "Demonstrating the 
Need", "Conception ofNeed", "Outline Feasibility", and "Substantive Feasibility 
Study and Outline Financial Authority". It divides Scheme Design into two phases: 
"Outline Conceptual Design" and "Full Conceptual Design". In addition, it develops 
Detail Design into two further phases, "Co-ordinated Design" and "Production 
Information". The Process Protocol has been widely accepted by the industry as the 
tool for mapping the processes involved in a construction project. 
3.6 Total Design Task: 
Manning [1995] divided the total design task of a building into design subsystems 
encompassing the following activities; siting, planning, devising construction, and 
services. He identified the roles and responsibilities of architects and engineers within 
the scope of these subsystems as follows: 
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I. Siting: 
2. Planning: 
choice of site, location of building within the site, modification and 
treatment of the site to seiVe the building's needs (excluding 
financial, legal and other advisers, design professionals directly 
involved in siting individual buildings are: architect, landscape 
architect). 
decisions about orientation and form; spatial, furniture and 
equipment layouts; patterns of circulation within the building 
(design professionals involved are: architect, acoustician) 
3. Construction: determination of structure, enclosing fabric and internal spatial 
divisions of the building; selection of materials and finishes (design 
professionals involved are: architect, structural engineer, 
acoustician) 
4. Services: selection and arrangement of the energy systems to be used and the 
mechanical and electrical equipment for heating, cooling, 
ventilation, lighting and their associated systems of distribution 
(specialist professionals involved are: mechanical and electrical 
engineers, acoustician) 
Furthermore, Manning identifies the principal areas of decisions for each of the 
above-mentioned design subsystems. These decisions are set out in the context of 
design at the following design levels: conceptual, intermediate, and detailed. The 
areas of decisions are summarised in Table [3.4]: 
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Table [3.4): A summary of decision areas of design subsystems in relation to design levels: 
SITING PLANNING CONSTRUCTION SERVICES 
Conceptual Identity alternative Decide general • Devise Select building 
Level possible locations for characteristics constructional services systems 
building within site systems 
Establish general (combination of Select energy/fuel 
Devise alternative massing and image structnral types to be used 
proposals for site framework and 
layout Detennine main building fabric) 
circulation patterns • Detennine principal 
for people, goods and structural 
building services subdivisions of the 
. Detennine building 
overall building 
fonn and plan 
type 
• Detennine 
principal 
separations of 
building fonn 
• Plan space layouts 
for major nnits 
Intermediate Select location for Detennine building Develop construction Select major 
Level building volumes, shapes, systero including mechanical and 
orientations, number, enclosure systero (roofs, electrical equipment 
ModifY site and and height of floors walls, floors) and detennine their 
landscape to increase locations. 
usability and Detennine main Choose principle 
amenities circulation routes for materials Locate entry, exit of 
people and goods major services 
Locate building's Plan general 
entrances, exits for distribution of service 
people, materials, etc. routes from mains to 
rooms and other 
spaces 
Detennine 
dimensions of service 
mains 
Detennine 
environmental 
services control 
svstems 
Detailed Lev Detail site treatment Design layouts of Design constructiooal Select secondary 
individoal room eleroents (partitions, environmental 
spaces in detail floors, ceilings, etc.) services equipment 
Detennine constructional Select, locate 
details switches, controls 
Determine duct 
dimensions, 
construction.~ces 
within ducts 
Layout servicing 
routes within rooms 
to equipment 
Source: Adapted from Mannmg (1995) 
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3. 7 Processes of Structural Design 
Structural design commences with a search for suitable schemes for transferring loads 
in a space to a support or foundation [Maher et a! 1988]. At this stage, decisions are 
made about the physical form of the structure and its components to ensure that the 
structure is fit for its intended purpose. It must satisfY functional specifications, which 
are usually expressed in terms of design rules and criteria, and achieve the desired 
performance with a high degree of safety and serviceability. 
The structural design process consists of three main stages: preliminary design, 
analysis, and detailed design [Fraser 1981, Maher et al1988, Payne 1989]. The 
preliminary stage involves synthesizing a feasible structural configuration that 
provides the intended structural function for the proposed structure. This stage is 
regarded as the most creative stage in structural design [Harty and Danaher 1994]. 
Here, decisions are based on rules of thumb and experience and largely affect the 
quality of a structure much more than subsequent stages. This is because the latter 
stages generally aim to satisfY the constraints imposed by the preliminary design. 
The second stage of structural design, analysis, involves the transformation of the 
feasible structural scheme into a mathematical model to estimate the forces and 
external effects acting on the components of the structure [Maher et a! 1988]. The 
third and last stage, detailed design, involves the proportioning of components such 
that all applicable constraints are satisfied. 
The above description of the structural design process implies a sequential 
progression between the stages but in reality this is not the case. The conceptualize-
analysis-detail cycle is iterative and typical of many design paradigms [Maher et al 
1988]. For example, there may be significant deviations between the properties of 
components assumed at the analysis stage and those determined at the detailed stage 
which would necessitate a re-analysis. The process continues until an optimal design 
is obtained. The iterative nature of design has already been discussed in section [3. 5]. 
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3. 7.1 Preliminary Structural Design 
At this stage designers inevitably work within a set of boundaries and restraints to 
answer a set of fundamental questions [Grew 1995]: 
• What is the purpose of the building? 
• Where is it to be located? 
• What are the loads imposed upon it? 
• What are its dimensions and configuration? 
• What are the materials to be used in its construction? 
The boundaries within which designers work can be divided into internal and external 
constraints [Gray et al 1994]: 
Internal Constraints: 
These are self-imposed through wanting to work in a particular way, or with 
particular materials or technologies. They may limit the range of solutions or may 
present the client with an appealing consistency. 
External Constraints: 
These come from many sources, but essentially fall into three categories: the client's 
needs, the technology and the construction process. The requirements of the building 
brief will place constraints on the designer because of the need to satisfY the demands 
of the client. The nature and location of the site will also play an important part, as 
will any environmental conditions. The medium for expressing and producing designs 
is through technology and the capacity of construction components. Whilst there is an 
enormous range of these with a huge degree of flexibility, there are practical limits to 
the performance of materials available to the designer. Further constraints are 
imposed by the methods of assembly of components. 
Grew (1995] identifies the following typical activities involved in developing a 
conceptual design for a structure, and these are: 
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Building Form 
Multi-storey 
Single storey 
Wide span 
Short span 
Choice of Building Structure 
Braced Frame 
Rigid Frame 
Loadbearing Masonry 
Geometry of Building Structure 
Dimension between columns across width of bay 
Dimension between structure bays 
Total height of building 
Floor to floor height 
Material Choice for Structure 
Steel 
Concrete 
Masonry 
Timber 
A fundamental external constraint to the above activities is that dictated by the 
construction process. The need to consider the construction process at the conceptual 
stage is an important step in reducing construction costs [Evbuomwan and Anumba 
1996, Bishop 1996, Paulson 1995], improving labour productivity [Ng 1996], and to 
achieving project objectives [Ray et a! 1996, Eldin 1988, Tatum 1987]. 
On the other hand, internal constraints may also prove to be costly. The need for 
careful assessment of a building design is all the more necessary today when there is 
such a wide range of alternative building materials and techniques. Stone [1980] 
argues that while these have greatly increased the freedom of design, they have, by 
their very variety, increased the difficulty in finding the most economic solution. The 
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following section elaborates on the problems encountered by designers with regard to 
choice of a suitable structural material for a building. 
3. 7.2 Choice of Structural Frame Material: A Designer's Dilemma 
The initial design process is one that is very complex, requires intuition, use of past 
experience, and often relies on designers' preference in relation to the type of material 
chosen for the structural frame of a building. The complexity of this stage of design 
has not been alleviated by the continuous contest between suppliers of the different 
structural materials in their desire to increase their market share. 
A number of investigations have emerged advocating the use of alternative materials 
in the hope that clients and designers would be convinced by the benefits that each 
material has to offer. The Steel Construction Institute [Todd 1996] led an 
investigation into the benefits and advantages of the use of structural steel over the 
use of concrete. The investigation concluded that: 
Steel frames indisputably offered the fastest form of construction, and will 
remain, the first choice framing material for economic commercial 
buildings of the highest quality. 
The Reinforced Concrete Council [Goodchild 1997] responded to the above claims by 
commissioning a research investigating and promoting the use of concrete in framed 
structures. This investigation resulted in the case for concrete which concluded that: 
In comparison with steel frames, reinforced concrete can save up to 24% in 
frame costs, and 5.5% in overall construction costs. 
Furthermore, the research found that: 
Overall, in-situ concrete-framed buildings generally take no longer to 
construct than steel-framed buildings: indeed they can be faster. 
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It follows that the keen contest between promoters of steel and concrete has not 
assisted clients and their specialist advisors in solving this initial dilemma. Any 
assumption, based on the above findings, leading to preference of one structural 
material over the other would be a naive one since each material offers different 
benefits under different circumstances. Each material has dominant characteristics that 
favour particular situations and designers should therefore be able to think in an 
holistic manner concentrating on the relationship between spatial forms and structural 
systems, paying particular attention to buildability matters. 
The following section presents a comparative analysis between the two structural 
materials based on key design, and buildability attributes. This comparison raises a set 
of questions that have been pursued during the course of this research as will be 
explained in the following section. 
3.8 Structural Materials: A Comparison Between Steel and Concrete 
The principal choice in a building has always been a keen contest between structural 
steel and concrete for the structure [Pritchard 1992]. Although both are competing in 
the same market, their characteristics are remarkably different. 
Steel is essentially manufactured off-site, while concrete is firmly based on-site 
[Glover 1991]. Glover states that with current promotion of off-site manufacturing, it 
would be ingenuous to conclude that steel is better and more desirable than concrete. 
Such conclusion would fail to recognise that each material has dominant 
characteristics that favour particular situations. Table [3.5] presents a comprehensive 
comparison between steel and concrete based on key design, buildability and other 
attributes such as integration ofbuilding services and building environment. 
63 
Table [3.5): Steel or Concrete?: A Comparative Analysis 
Concrete Steel 
Design 
Characteristics 
Spans and Grid Sizes Typical flat slab spans are 6-9m. The unidirectional nature of 
Square columns grids are ideal for steelwork favours rectangular rather 
solid and coffered flat slabs. For than square columns grids. 
ribbed floors the grids are more 
rectangular, !he ribs spanning !he Spans for frames using standard 
longer distance onto solid strips rolled beam sections are similar to 
which span !he shorter distance. concrete flat slabs. 
Longer spans are technically feasible Frames using tapered, haunched or 
but for reinforced concrete the depih trussed beams can achieve spans of 
of construction beyond spans of IOm ISm in !he longer direction wiihout 
adversely affects floor-to-floor increasing normal floor-to-floor 
heights, unless prestressing is height. However, spans in !he shorter 
introduced. direction are normally kept in !he 
range6-9m. 
Stability Alihough reinforced concrete frames For the majority of buildings in !he 
can be designed to be moment UK !he most effective form of 
resisting, for bnildings of significant stability structure is diagonal or K 
height, with flat slab construction this bracing. However, care must be taken 
is not an economic solution unless the in locating !he bracing to ensure that 
spans are small or a beam system is adequate dead load on the 
introduced, such as perimeter beams foundations is available to overcome 
with closer spaced columns. uplift. 
Discrete shear walls around Concentric arrangements of framing 
permanent enclosed spaces, such as are reqnired in simple steel frame 
lifts of stairs, are !he most effective construction. Because these 
and, with proper detailing, are not constraints cannot always be 
critical to construction speed; any satisfied, full moment-resisting 
eccentricity of location of this frames are often used either in 
stability structure can easily be offset conjunction with bracing or as the 
by using !he smaller, but significant, only form of stability. Unless these 
inherent moment-resisting framing structures are kept to the perimeter of 
action of !he slab and columns of the !he bnilding, hence forming a 'tube' 
building. structure, there is a severe penalty to 
pay in beam depth unless the column 
spacing is relatively short. 
Fire Protection Normal reinforced concrete Bare steel frames have very low fire 
construction provides inherent fire resistance. Conventionally, protection 
resistance for a few hours: wiih has been provided by applying spray 
slightly enhanced detailing, coatings, wrappings or casings: the 
resistances in excess of four hours thicknesses are typically l0-20mm 
can be achieved. for normal fire-resistance periods. 
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Buildability Concrete Steel 
Characteristics 
Speed The major constraint on speed of The overall speed of construction is 
concrete construction is the degree of governed by the time it takes to: 
repetition of shuttering and the • procure the steel from the steel 
availability of labour and materials. supplier and prepare fabrication 
Speed is hence a matter of how many drawings. 
people, cranes, and sets of shutters • fabricate the steel elements . 
are available. • deliver to site in an orderly 
sequence. 
Standardisation of details is a major • erect . 
contributor since it aids scheduling • form the concrete floors. 
and provides familiarity for • fire protect the framework . 
operatives. A delay in any of these activities will 
have a direct effect on those that 
Precast concrete frames are credited follow. 
with high speeds of erection, 
however, the design and Standardisation and repetition of 
manufactnring phases are longer than elements and avoidance of design 
for steel. change are essential to success. 
Repetition of These characteristics are desirable in For steel frames these characteristics 
geometry and achieving economic and fast are essential for economy and speed 
element sizes construction particularly shuttering in element design, detailing, and 
and to a lesser extent reinforcement fabrication. 
detailing. However, they are less 
critical for concrete than steel. 
Concrete can deal with complex 
geometry much more easily than 
steelwork. 
Standardisation Less critical than steel construction. In steel construction standardisation 
is essential for economy and for speed 
of design, fabrication and erection, 
particularly in the selection of: 
• element sections 
• connections and fixings for 
following trades such as cladding 
and lifts. 
Skills As concrete construction is a labour- Steel fabrication is well advanced, 
intensive operation, success is very and the most complex building can be 
dependent on the availability of successfully fabricated, albeit at a 
skilled and unskilled labour. price. However, erection skills are not 
so highly developed. 
Source: adapted from Glover [1991). 
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3.9 The Design Questions 
The pressure to improve decisions made during the initial design process has 
increased following recent calls for cost reductions, timely completions, and zero 
defects in building projects. The ability to influence cost is greatest at the earlier 
stages in a project's life. The design process is the first step taken in converting a 
client's brief into an artifact. There are three stages in the design process, initial 
design, analysis, and detailed design. The significance of decisions made at the initial 
design stage is realised since succeeding design tasks (i.e., analysis, and detailed 
design) generally aim at satisfying the constraints imposed during this stage. Initial 
design involves the synthesis of alternative structural systems satisfying limited key 
constraints, and the selection of one system, or at most a few, to be investigated 
further. 
This chapter has presented a literature review on the design process. The nature of the 
design process can be summarised as follows: 
1. The initial design process is very complex and requires intuition, use of past 
experience, and learning, along with the capacity to generalise the experience in 
order to tackle an entirely new situation. 
2. The increasing complexity of structural systems has magnified the importance of 
the preliminary design solution while, at the same time, made the synthesis of 
feasible solutions more difficult. 
3. Due to time constraints, this part of the design process is often allocated the 
minimal oftimes which potentially leads to decisions based on familiarity rather 
than objectivity in selecting feasible structural solutions. 
In the quest to address the above issues two design questions have been raised in this 
study: 
• What factors influence a designer's decision when choosing a 
structural material for a building? 
• What factors should designers take into account before embarking on 
a final choice of a structural material? 
These questions are addressed in Chapters Five and Seven of this thesis. 
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DESIGN 
CHAPTER FOUR 
THE USE OF ARTIFICIAL INTELLIGENCE IN CONCEPTUAL 
DESIGN 
4.0 Introduction 
This chapter reviews the use of artificial intelligence techniques in conceptual design 
and focuses on the techniques applicable to solving design decisions at the 
preliminary design stage. Three of these techniques are discussed, namely 
Knowledge-based Expert Systems; Case-Based Reasoning; and Artificial Neural 
Networks. The chapter draws comparisons between these three forms and argues for 
the suitability of tbe Artificial Neural Networks' approach in addressing the problem 
under investigation in this study. 
Artificial Intelligence [AI] is a multi-disciplinary field that has two major thrusts: 
first, to develop intelligent computer systems to supplement human brain power, and 
second, to help clarify how we reason, learn, understand, and think. It emerged as a 
branch of computer science in the late 1950s along with other branches such as data 
processing and numerical algorithms. During the 1960s and 1970s artificial 
intelligence continued to develop and grow and by the early 1980s commercial 
interests in AI were starting to emerge. AI applications were developed in robotics, 
computer vision, natural language understanding, and expert systems [Medsker & 
Liebowitz 1994]. 
Various forms of Artificial Intelligence have been used to develop solutions to 
design problems tbat are not amenable to conventional computer techniques. The 
preliminary design of a building involves activities and decisions that are heuristic in 
nature and rely more on experience and judgement than on computation [Hardy and 
Danaher 1994]. These design activities and decisions are often based on past 
experience and therefore are subject to qualitative reasoning rather than quantitative 
computations. Many researchers [Elhag and Khosrowshahi 1996, Chao and 
Skibniewski 1994, Kamarthi et a! 1992, Moselhi et a! 1991, Arafat et a! 1991, 
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Shaopei et a! 1991] have investigated the use of various forms of Artificial 
Intelligence for the representation of non-quantitative knowledge that is primarily 
heuristic in nature. In particular, various qualitative design problems have been 
investigated using a number of forms of artificial intelligence. Examples of these 
include: Genetic Algorithms [Maher and Poon 1996], Object-Oriented Modelling 
[Turk et al1994, Yau 1992], and Knowledge-based Engineering [Amirudin 1999]. 
4.1 Knowledge-Based Expert Systems [ES] 
A Knowledge-based Expert System, also known as an Expert System, is defined in 
simple terms, as an intelligent interactive computer program that can play the role of 
a human expert by using heuristic knowledge or rules ofthumb [Adeli 1988]. Adeli 
elucidates an Expert System as the embodiment within a computer of a knowledge-
based component from an expert skill in such a form that the machine can offer 
intelligent advice or take an intelligent decision about a processing function. This can 
be achieved because the system is capable of making reasoned deductions or 
inferences for the user and can explain its line of questioning and can justify its 
conclusions [Shaw 1993]. 
4.1.1 Problem Solving Using Expert Systems 
This section describes the expert system strategies that can be used for design-
problem solving. Problem solving involves the search for a solution. The search 
begins at an initial state of known facts and conditions and ends at a goal state. 
Expert systems use two approaches to problem solving [Maher et a! 1988]: the 
derivation approach, and the formation approach. Depending on the complexity of 
the problem, an expert system may use one or both of these approaches. 
The Derivation Approach: 
This involves deriving a solution that is the most appropriate for the problem at hand 
from a list of pre-defined solutions stored in the knowledge base of the expert 
system. In this approach, the known facts and conditions are used to derive the most 
appropriate goal state. The tactics suitable for the implementation of a derivation 
approach are: Forward Chaining; Backward Chaining; and Mixed Initiative. 
69 
These strategies require the goal states to represent the potential solutions and the 
initial states represent the input data. The use of these strategies requires the 
development of an inference network representing the connections between initial 
states and goal states as shown in Figure [ 4.1]. 
Where: 
Goal State 
Initial State 
Figure [4.1]: Inference network for a derivation problem 
Source: Maher et al [1988] 
Fact 1,2, ... ,7 
Cond. 1,2, .. ,4 
Hyp. 1,2 
known input facts about a problem 
conditions 
Potential solution/Hypothesis 
The Formation Approach 
This involves forming a solution from the eligible solution components stored in the 
knowledge base. In this strategy, the known facts and conditions are combined to 
form a goal-state. The problem solving tactics suitable for the implementation of a 
formation approach are: Problem Reduction; Planning, generating, and testing; and 
Agenda Control. The development of an expert system using one of these tactics 
requires the definition of the components of the solution and a description of how the 
components can be combined. Figure [4.2] illustrates an unconnected graph of 
components. The goal-state does not completely define the solution. Furthermore, the 
goal-state requires the solution path to be known. Maher [1988] argues that these 
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tactics lack a standard implementation tool that employs a strategy appropriate for 
the formation approach. 
Where: 
G Input Conditions 
Level I 
Level 2 
Figure [4.2]: Unconnected graph for a formation problem 
Source: Maher et al [1988] 
Fact 1,2, ... ,7 
Comp. 1,2, .. ,4 
known input facts about a problem 
components 
4.1.2 Applications of Expert Systems in Preliminary Design 
Over the last twenty years, there has been an increasing interest in the use of expert 
systems for solving structural engineering problems. 1n the last decade, numerous 
researchers have explored the application of Expert System technology to the design 
problem domain [Maher 1987, Ghosh and Kalyanaraman 1993]. The use of Expert 
Systems in solving building design problems falls into two categories: systems for 
tackling small totally independent parts of building design, and systems for large 
integrated buildings. By far, most expert systems that have been developed fall into 
the former category [Lutton 1995]. 
Amongst the first generation of expert systems that have been developed for 
preliminary structural design are HI·RISE, FLODER, and LOCATOR [Maher 1987]. 
HI-RISE is an expert system developed to aid the preliminary structural design of 
high rise buildings by generating alternative structural configurations given the space 
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planning of a building. FLODER addresses the decisions made in generating a 
structural grid for a building, and LOCATOR proposes a methodology for generating 
alternative placement schemes for a lateral load resisting system on a given grid. 
EXSEL is an expert system that has been developed for the design of steel structural 
elements [Ghosh and Kalyanaraman 1993]. 
In general, these expert systems apply rule-based representations [examples of these 
are given in section 4.1.1] which are· capable of capturing relationships between 
design features that cannot be formalised as general algorithms. 
4.1.3 Drawbacks of Expert Systems 
Expert Systems rely on a set of rules in the form of "IF ... THEN ... ". The use of 
Expert Systems in complex problems requires onerous rules, many of them quite 
subtle and hard to verify. The rules must be clearly defined because of the 
interdependence of the different factors. For example, one rule may contain a large 
number of antecedents to draw a single conclusion. This can make the rule definition 
extremely difficult, and the chance for error in developing the system becomes very 
large [Messner et a! 1994]. 
Expert systems do not have learning capabilities and therefore are unable to 
generalise the rules and expert skills within their domains for application to an 
entirely new situation [Mukherjee and Deshpande 1995]. Medsker and Liebowitz 
[1994] believe that in spite of over 3000 expert systems used world-wide by 1990, 
ES, in general, has not lived up fully to its promises. They believe that much research 
is needed to resolve issues such as better learning mechanisms. 
Preliminary design of buildings is a very complex process and therefore it is 
impossible and impractical to specify fully all the rules involved. Indeed, the design 
process relies heavily on past experience which is impossible to represent by a set of 
rules [Riesbeck and Schank 1989]. 
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4.2 Case-Based Reasoning [CBR] 
Case-based reasoning is a technique of solving new problems by adapting solutions 
which were used to solve previous ones [Riesbeck and Schank 1989]. It involves the 
development of a case-memory representation of previously solved problems, which 
are retrieved for the solution of similar new problems [Maher and Balachandran 
1994]. The case-memory consists of case descriptions (problems and solutions for 
each case) which are stored in a case base or library of cases. The CBR approach. 
involves matching a new problem against this case library from which one or more 
similar cases are retrieved [Tah et al1998]. This approach is known as the 
decomposition approach. The decomposition approach, as its name suggests, 
decomposes design problems to sub-problems for independent solutions, which can 
then be recomposed to provide an integrated solution. Schmitt [1993] describes this 
approach as consisting of two main parts: case selection and case adaptation. These 
are explained in the following sections. 
4.2.1 Processes of a CBR 
Riesbeck and Schank [1989] explain the processes involved when a problem is 
presented to a case-based reasoner, these are illustrated in Figure [4.1], as follows: 
• The first problem for a CBR system is determining which previous situations are 
similar to the current case. The relevant old solutions have to be labelled and 
organised so that features of input problems can be used to find them. Relevance 
in all but the most trivial domains is usually determined not by the obvious 
features of the input problem, but by abstract relationships between features, and 
absences of features [refer to processes 1&2 in Figure [4.1]]. This stage is 
referred to as the analysis phase and the features used are called indices. 
• The next step is matching the old cases against the input to (a) reject cases that 
are too different from the input situation, and (b) determine which ofthe 
remaining cases is most similar to the input [refer to process 3 in Figure [4.1]]. 
• After a best match has been determined, it must be adapted to fit the situation at 
hand. The adaptation process consists of two parts: determining what is different 
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between the input and the retrieved case, and modifying the solution stored in the 
retrieved case to take those differences into account [refer to process 4 in Figure 
[4.1]]. 
• Finally, there will be times when the selected case mismatches the input to such 
an extent that the case-based reasoner will be unable to make the needed fixes. 
When this happens, the CBR's best plan is to ask a human expert to solve the 
problem and save the answer in the case library for future use [refer to processes 
5&6 in Figure [4.1]]. 
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Figure [4.1]: CBR Flow Chart 
Source: Riesbeck and Schank [1989] 
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Although the application of case-base reasoning to building and structural design is a 
relatively new research topic, several researchers have been exploring its potential 
[Bailey and Smith 1994, Flemming 1994, Maher and Balachandran 1994]. The 
following section, 4.2.2, give an overview of case-based design, and this is followed 
by section 4.2.3 which gives a brief description of some applications. 
4.2.2 Case-Based Design [CBD] 
The application of case-based reasoning to the design of building is often referred to 
as Case-Based Design. This is a case-based reasoning approach to the reuse of 
previous design experience through the storage, retrieval, and adaptation of specific 
design projects [Schmitt 1993, Maher and Balachandran 1994]. It differs from the 
rule-based, expert systems, approach in that it does not attempt to generalise and 
compile the knowledge before the problem is specified [Schmitt 1993]. Cases are 
regarded as storage units of previous efforts and knowledge. These are used in 
solving new problems by adapting, modifying, or combining existing cases. 
4.2.3 Applications of Case-Based Design 
The potential of Case-based design has been explored by a number of researchers. 
Examples of these efforts include: support for the creation and evaluation of new 
designs and their use in a new, but similar context [SEED - Flemming 1994], 
·integration of preliminary architectural and structural design [CADRE- Bailey and 
Smith 1994], design dependent and independent system [CADSYN- Maher and 
Zhang 1991], and structural planning [STRUPLE- Zhao and Maher 1988]. Brief 
descriptions of these applications are given in this section. 
SEED [Flemming 1994] divides the early design stage into tasks or phases, each of 
which is characterised by the type of problem it addresses and the type of solution it 
generates. SEED supports work in each phase by a specific module. Each module 
has: a problem specification component that allows designers to describe and modify 
the problem to be solved, a generation component that actively aids designers in 
finding solutions to the problem specified, and an evaluation component that assists 
designers in the evaluation of solutions according to the constraints and criteria given 
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in the problem specifications. There are three modules, these are: Architectural 
Programming, Schematic Layout Design, and Schematic Configuration Design. 
CADSYN [Maher and Zhang 1991] is a case-based building design system that 
considers architectural space planning, structural design, and services design. The 
system assumes that design problems can be decomposed to independent sub-
problems, which can be solved independently and then recomposed to provide a 
complete solution. 
STRUPLE [Zhao and Maher 1988] uses a database to store structural design 
solutions of existing buildings. The design description of a building includes general 
information, geometric information, architectural specifications, load information, 
floor systems, and foundations systems. When STRUPLE is supplied with the 
description of a new building, it finds a matching structural solution in its library and 
it uses information from this case to plan the structural configuration of the new 
building. 
In essence, the above case-based design systems use the decomposition approach. 
This approach is criticised by Bailey and Smith [1994] who argue that systems that 
use the decomposition approach ignore the interdependence of sub-problems which 
can lead to conflict and looping after re-composition of sub-solutions. Bailey and 
Smith developed an alternative CBD approach that focuses on the representation and 
adaptation of cases rather then their indexing and retrieval as explained below. 
CADRE [Bailey and Smith 1994] is a CBD approach for integrating preliminary 
structural and architectural design. The system focuses on dimensional and 
topological adaptation of geometric models of existing buildings to find solutions for 
new design problems. It uses geometric models of both the structural system and the 
architectural layout of spaces as cases stored in a case library. CADRE allows the 
user to decide which building they would like to adapt by selecting an appropriate 
case. It generates initial dimensional constraints describing both structural and 
architectural abstractions and their relationship to each other are generated 
automatically. The user posts constraints that describe the new design problem. 
CADRE attempts to solve the resulting system of constraints during the dimensional 
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adaptation process. Bailey and Smith argue that this approach ensures that all cases 
used have already achieved integration and that the design process is one of adapting 
the cases to achieve new goals while maintaining the original building features. 
4.2.4 Drawbacks of CBR 
As reflected in the case-based design applications cited above, the case-based 
reasoning approach to structural design is still in its early stages of development. 
Although the systems described above demonstrate the use of case-based design, 
research in this area has not reached a stage where they can be applied to real life 
problems in design [Rapheal and Kumar 1996). A practical case-based system for 
structural design would need several hundreds of design cases from which to reason 
[V oB 1994]. Maher et a! [ 1996) and V oB [ 1994) argue that collection of previous 
design information is a non-trivial task. The main problem in extracting design 
information lies in the way the construction industry communicates project design 
information. The communication is mainly based on drawings which provide 
information about the geometry and material but not on explicit functional or 
behavioural information [Maher 1996). Schmitt [1994) adds that the main 
disadvantages of case-based design are the difficulty of expressing design semantics 
and the problems of CBD in finding truly new solutions. 
4.3 Artificial Neural Networks [ANN] 
Another AI application that has been developing fast and increasingly gaining 
attention and interest is Artificial Neural Networks. An artificial neural network is an 
information-processing system that has certain performance characteristics in 
common with biological neural networks. Artificial neural networks [Fausett 1994] 
have been developed as generalisation of mathematical models of human cognition 
or neural biology based on the assumption that: 
• Information processing occurs at many simple elements 
called neurons. 
• Signals are passed between neurons over connection links. 
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• Each connection link has an associated weight, which, in a 
typical neural net, multiplies the signal transmitted. 
• Each neuron applies an activation function to its net input 
to determine its output signal. 
In general, a neural network is an interconnected web of neurons, with associated 
connection weights, which is typically trained to achieve a desired response. 
[Medsker and Liebowitz 1996]. 
This section gives a brief overview of Artificial Neural Networks and the advantages 
they offer over Expert Systems and Case-Based Reasoning. In addition, the section 
reviews the use of Artificial Neural Networks in conceptual design and describes 
some applications in this area. A detailed description of an ANN, their working 
principles, architectures, and learning paradigms are presented in Chapter Six. 
4.3.1 What is an Artificial Neural Network? 
An ANN is a computational mechanism that is able to acquire, represent, and 
compute a mapping from one multivariate space of information to another, given a 
set of data representing that mapping [Garrett 1994]. In other words, an ANN is an 
information-processing system that gains its problem-solving capabilities by learning 
from a number of input patterns and their associated output patterns. Hegazy et al 
[1994] explain that in training, the networks generalise the knowledge implicit in the 
training examples and become capable of providing solutions to new situations. 
In general, an ANN attempts to simulate the functioning of the human brain by virtue 
of massively parallel processing artificial neurons and a learning rule [Flood and 
Kartam 1994]. This latter feature enables an ANN to explore many competing 
hypotheses simultaneously using massively parallel networks composed of many 
computational elements connected by links with variable weights. 
In computing terms, artificial neural networks have a unique set of characteristics. 
They are not programmed, instead they are trained by being repeatedly shown large 
numbers of examples for the problem under consideration Tarassenko [1998]. 
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Tarassenko summarises the key attributes of artificial neural networks as follows: 
• 
• 
Learning from experience: .neural networks are particularly suited to problems 
. whose solution is complex and difficult to specify, but which provide an 
abundance of data from which a response can be learnt. 
Generalising from examples: a vital attribute of any practical self-learning 
system is the ability to interpolate from a previous learning experience. With 
careful design, a neural network can be trained to give the correct response to 
data that it has not previously encountered. 
• Developing solutions faster, and with less reliance on domain expertise: 
neural networks learn by example, and as long as examples are available and an 
appropriate design is adopted, effective solutions can be constructed far more 
quickly than is possible using traditional approaches, which are entirely 
dependent on experience in a particular field. 
• Computational efficiency: training a neural network is computationally 
intensive, but the computational requirements of a fully trained neural network 
when it is used on test data can be modest. 
• Non-linearity: many other processing techniques are based on the theory of 
linear systems. In contrast, neural networks can be trained to generate non-linear 
mappings and this often gives them an advantage for dealing with complex, real-
world problems. 
4.3.2 Applications of Artificial Neural Networks in Conceptual Building Design 
The initial design process is very complex and requires intuition, use of past 
experience, and learning along with the capacity to generalise the experience in order 
to tackle an entirely new situation. A good initial design model is very important in 
design because it can substantially reduce the number of subsequent analysis and 
design cycles. 
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Most research into the use of artificial neural networks has focused on construction 
management and civil engineering applications. Very few applications have been 
cited in concept design [StructNet- Messner et al1994, Mukherjee and Deshpande 
1995]. 
StructNet [Messner et al199'1] is a neural network that has been developed for 
selecting materials for structural members including beams, columns, and slabs. The 
network analyses 15 parameters of a building project, including short bay dimension, 
long bay dimension, number of bays in the short span, number of bays in the long 
span, and height, and determines the most appropriate structural system for the beam, 
column and slab structural members. The main drawback of StructNet is that it has 
been developed using 12 case projects. By using such a low number in developing a 
neural network, there is a risk of the network over-fitting the data, and memorising 
the exact relationship rather than learning the underlying rules. This results in the 
network being unable to solve new problems. Indeed, Messner et a! reported an 
accuracy of 60% at the testing stage. The low accuracy indicates that the network has 
not learnt a general relationship and that it has merely memorised input/output 
patterns. 
Mukherjee and Deshpande [1995] developed a neural network to model initial design 
of reinforced concrete single beams. The model uses span, live and dead loads, type 
of steel used and the grade of concrete as design inputs. From these, the network 
calculates an optimum depth of a beam, its width, cost per metre, steel area, and 
moment capacity in KN mm. Forty examples were used for training the network, and 
a further 36 examples were used as new problems to test the network. The authors 
generated the training and testing examples from a mathematical optimiser. This 
optimiser, in turn, generates the optimal solution for the given input values. The 
evaluation of this ANN model was based upon a comparison between the output 
generated by the optimiser and the outputs generated by the ANN. When compared 
to the mathematical optimiser, the authors found that the model produced outputs 
differing by up to 17% from the output produced by the mathematical optimiser. 
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4.4 Artificial Neural Networks vs. Expert Systems and Case-Based 
Reasoners 
Expert systems and case-based reasoning are two forms of artificial intelligence that 
have been considered as mechanisms for solving structural design problems. The 
former relies on a rule-based approach of the form "IF A THEN B ", while the latter 
depends on a library of previous cases and adapts solutions of these cases to solve 
new problems. The use of Expert Systems in complex problems requires onerous 
rules, many of them quite subtle and hard to verify. The chain of reasoning is long 
and tenuous. Preliminary design is a very complex process and therefore it is 
impossible and impractical to specify fully all the rules involved. Indeed, the design 
process relies heavily on past experience which is impossible to represent by a set of 
rules [Riesbeck and Schank 1989]. 
Expert systems attempt to capture the domain experts' intelligent behaviour and 
reasoning process utilised in decision making. In this, they attempt to model 
intelligent reasoning and problem solving capabilities of the human brain. This 
approach involves describing behaviours using a set of rules and symbols. However, 
they do so with no regard to the underlying mechanisms producing that behaviour. 
This is the significant advantage of Artificial Neural Networks when compared to 
Expert Systems. 
The use of Case-based Reasoning hinders the search for a truly new solution because 
it is restricted to variations on known situations. For CBR to be practical, several 
hundred cases must be included in the case base. This is an added problem in 
structural design since suitable information is not readily available. In some cases, 
CBD developers must infer design information based on their theoretical 
understanding of, for example, how structural systems behave. 
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4.5 Artificial Neural Networks for Conceptual Structural Design 
Taking into consideration the above drawbacks, this study investigates the potential 
use of artificial neural networks in addressing the research questions. Neural 
computing is only suited to certain types of problems. The nature of conceptual 
design lends itself to a neural network solution. This is because conceptual design is 
a complex process that requires intuition, use of past experience, and rule of thumb. 
The solutions to design problems cannot be explicitly described by an algorithm, a 
set of equations, or a set of rules. However, the attributes and characteristics of 
artificial neural networks suggest that these lend themselves naturally to solving such 
problems. 
Artificial Neural Networks do not describe behaviours but rather imitate them 
[Moselhi et all992]. They attempt to model the human brain in its various functions 
of learning, thinking, storage, and retrieval of information, as well as associative 
recognition [Moselhi et al 1991]. They are particularly superior to expert systems and 
case-based reasoning systems in that they provide timely solutions based primarily 
on analogy with previous experience, rather than reasoning or computation. 
82 
Chapter Five 
Questionnaire Analysis and Results 
Chapter Five 
Questionnaire Analysis and Results 
5.1 Introduction 
A literature review on design concepts and buildability considerations has been 
conducted to identify the factors that affect the choice of structural systems at the 
conceptual stage of design (refer to Chapters Two and Three). Based on the findings 
of this review, a questionnaire survey was designed and distributed amongst 
structural engineers and building constructors to establish the significance and 
ranking order of the factors. One hundred and fifty consultancy companies engaged 
in designing multi-storey buildings were selected from the Directory of Firms 
published by The Institution of Structural Engineers 1995. Additionally, one hundred 
chartered building companies involved in constructing the same types of buildings 
were chosen from the Chartered Building Company's Directory and Handbook 
1996/97 published by the Chartered Institute of Building. Subsequently, a 
questionnaire survey [Appendix A] was sent out to the companies. Data collected 
from these questionnaires were subsequently analysed and the results discussed with 
practising structural engineers and construction managers for verification of the 
outcome of the statistical analyses. In this chapter, the questionnaire survey and the 
results obtained from the statistical analysis will be interpreted and discussed. 
5.2 Statistical Analysis 
5.2.1 Rationale 
Before rationalising the tests used in this analysis, it is necessary to highlight the 
basic insights involved in the selection of appropriate statistics for different 
situations. In statistics, it is evident that methods employed in gathering data and 
scores define and limit the manipulations and operations that are possible in handling 
the scores. 
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There are four types of scales that can be used to obtain scores for any type of 
research: the nominal; ordinal; interval; and ratio scales [Hays 1988, Siege! 1956]. 
The nominal scale is a classificatory scale which, in its simplest form, classifies an 
object, person, or characteristic, and identifies the groups to which various objects 
belong. The ordinal, or ranking, scale is used when the objects in one category of a 
scale are not just different from the objects in other categories of that scale, but they 
stand in some kind of relationship to them, for example, higher, more preferred, 
more difficult, and so on. Both interval and ratio scales have all the characteristics of 
an ordinal scale, but in addition, the distances between any two numbers on the scale 
are of known size. Data measured on either nominal or ordinal scales should be 
analysed by the non-parametric methods, whereas data measured in interval or ratio 
scales may be analysed by parametric methods [Johnson and Bhattacharyya 1996, 
Siegell956]. 
Non-parametric [Johnson and Bhattacharyya 1996] refers to inference procedures 
that do not require the population distribution to be normal or some other form 
specified in terms of parameters. Typically, they utilise simple aspects of the sample 
data, such as the signs of the measurements, order relationships, or category 
frequencies. 
Since the scale used in the questionnaire is an ordinal scale, this implies that a non-
parametric test should be used in the analysis. There are several reasons for using 
non-parametric methods with an ordinal scale [Johnson and Bhattacharyya 1996]: 
• Non-parametric statistical tests are available to treat data which is inherently in 
ranks. 
• Probability statements obtained from most non-parametric tests are exact 
probabilities, regardless of the shape of distribution from which the random 
sample was drawn. 
• Non-parametric tests may be used with samples sizes as small as N = 6. 
• There are suitable non-parametric tests for treating samples made up of 
observations from several different populations. None of the parametric tests 
can handle such data unless unrealistic assumptions are made. 
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Based on the above, two non-parametric tests were performed, frequency analysis, 
and Kendall's Coefficient of Concordance. The following section presents the 
arguments for selecting these two tests. 
5.2.2 The Statistical Tests 
The data obtained from the postal survey was analysed using two statistical methods 
namely: frequency analysis (mean score, and coefficient of variation), and severity 
index analysis. The frequency analysis was applied to examine the percentage of 
ratings on different categories of significance for each factor. The severity index has 
been further used to rank the factors in terms of importance. In order to strengthen 
the results of frequency analysis, the mean score analysis has been performed for 
each one of the variables and coefficients of variations were calculated to compare 
relative variability of different responses. It must be mentioned that ordinal data is 
not isomorphic to arithmetic, thus parametric statistical tests, which use means and 
standard deviations ought not to be used with data in an ordinal scale. However, the 
mean score analysis has been applied to illustrate the overall response in terms of 
significance. 
Kendall's Coefficient of Concordance has been calculated to establish a measure of 
agreement between designers and construction managers in the rankings of factors. 
In total40 responses were analysed comprising of29 questionnaires from designers 
and 11 from construction managers. The following sections will present the results 
obtained from these exercises. 
5.3 Design Factors affecting Choice of Structural Systems 
The following design factors were presented and tabulated in such a way that 
respondents could rate their significance with regard to selecting structural systems; 
both horizontal and vertical: 
Total building height, Number of storeys, Floor to floor height, Type 
of cladding, Bay size, Location of core, Number of additional service 
zones, Degree of servicing required, Type of fire protection required, 
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Type of floor finish required, Degree of sound insulation specified 
Anti-vibration precautions, Ability of building to adapt to multi-
purpose use, Availability of clear space, Requirements for allowance 
for future extensions, Building quality, and Weight of structural 
components. 
Provided with the above-mentioned factors, respondents were asked to indicate the 
significance of these factors with respect to choosing a horizontal and a vertical 
structural system. Respondents were asked to express their views on a four-point 
rating scale as follows: 
1 = extremely insignificant 
2 = insignificant 
3 = significant 
4 = extremely significant 
Essentially, the numbers in this scale have little physical meaning beyond the fact 
that higher scores indicate greater significance of the factors. This type of data is 
called ordinal data, because only the order of the numbers is meaningful. In the 
following sections, a number of suitable non-parametric techniques will be used to 
interpret the results of the survey. 
5.3.1 Frequency Analysis for Design Factors Affecting Choice of Horizontal 
Structural Systems 
The first step in this analysis has been to calculate a mean score for each factor based 
on each respondent's score [detailed statistical calculations are shown in Appendix 
B. I]. For a factor to have some degree of significance, its mean score should be 
greater than the mean score on the four-point scale, which is 2.5. Table [5.1] shows 
the mean score for each of the design factors. From this table, it is clear that 82% of 
the design factors have a mean score higher than the neutral point 2.5. In order to 
establish the degree to which respondents agree with each other, Coefficients of 
Variation (C of V) for each factor have been calculated using Equation [5.1]: 
87 
Equation [5.1]: Computation of Coefficient of Variation 
Where: 
CofV: 
S: 
X: 
s CojV =-*100% 
X 
coefficient of variation 
standard deviation 
mean score of sample 
Table 15.1]: Mean Scores for Design Factors tnnuencing Choice of Horizontal Structural 
Systems: 
Design Factor Mean Score Standard Deviation Coefficient of 
Variation 
Degree of sound 2.821 0.556 19.71 
insulation 
Fire orotection 3.179 0.644 20.26 
Weight of structural 3.042 0.624 20.51 
comoonents 
Bav size 3.462 0.720 20.80 
Location of core 2.590 0.818 21.58 
Availability of clear 3.130 0.694 22.17 
soace 
Tvoe of floor finish 3.042 0.690 22.68 
Building qualitv 2.708 0.624 23.04 
Degree of servicing 2.800 0.764 27.29 
required 
Anti-vibration 2.875 0.797 27.72 
orecautions 
Number of storeys 2.605 0.755 28.98 
Floor to floor hei2:ht 2.615 0.815 31.17 
Adaptability to multi- 2.792 0.884 31.66 
ouroose use 
Additional service 2.462 0.790 32.09 
areas required 
Future extensions 2.542 0.833 32.77 
Total height 2.500 0.862 34.48 
Tvoe of cladding 2.083 0.830 39.85 
Table [5.1] shows that the design factors have coefficients of variation ranging from 
19.71% to 39.85%. Therefore, it can be deduced that the variation of responses 
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regarding factors affecting choice of horizontal structural systems is relatively low 
(with a maximum variation of39.85%). This indicates that there is reasonable 
agreement between all respondents in the significance of the factors. 
5.3.2 Ranking Design-Important Factors in choice of Horizontal Structural 
Systems 
The second stage of this statistical analysis has been to determine the most important 
factors that would be used in developing the Artificial Neural Network model. In 
order to rank the design factors in terms of importance in choosing appropriate 
horizontal systems for a building, results from frequency analysis have been used to 
calculate a severity index for each factor [details of these calculations are presented 
in Appendix 8.5- Table B.5.1]. Equation [5.2] has been used to calculate severity 
indices which are shown in Table [5.2]. The statistical software package SPSS has 
been used for conducting these calculations. 
Equation [5.2]: Computation of Severity Index · 
where: 
S.l. =severity index 
fi = frequency of responses 
Wi = weight for each rating 
n = total number of responses 
(,., ) Z:w, * /; 
S.I. = H * 100% 
n 
The severity indexes were then ranked in order of value, the highest value having a 
rank of I, and the lowest value assigned a rank of 17. From Table [5.2], it can be 
seen that those factors that have a mean score higher than 2.5 maintained a severity 
index between 63.55% and 86.53%. The remaining factors have mean ratings equal 
or less than 2.5 with severity indexes ranging between 52.08% and 62.53%. Table 
[5.2] presents design factors ranked in terms of importance. 
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Table (5.2(: Design Factors Ranked in terms of their Importance in Selecting 
Horizontal Structural Systems 
Design Factor Severity Index SPSSRank 
Bl!J_size 86.53 1 
Fire protection 79.50 2 
Availability of 78.25 3 
clear space 
Type of floor finish 76.05 4 
Weight of 76.03 5 
structural 
components 
Anti-vibration 71.85 6 
precautions 
Degree of sound 70.53 7 
insulation 
Degree of servicing 70.00 8 
required 
Adaptability to 69.78 9 
multi-purpose use 
Building quality 67.70 10 
Floor to floor 65.45 11 
height 
Number of storeys 65.10 12 
Location of core 64.80 13 
Future extensions 63.55 14 
Total height 62.53 15 
Additional service 61.48 16 
areas required 
Type of cladding 52.08 17 
5.3.3 Frequency Analysis for Design Factors Affecting Choice of Vertical 
Structural Systems 
The procedures that have been explained in sections [5.3.1] and [5.3.2] above were 
repeated so as to establish the effect of design factors upon the choice of a vertical 
structural system [refer to Appendix 8.2]. Table [5.3] shows mean scores, standard 
deviations and coefficient of variations computed from the survey forms. From the 
table, it may be noted that 76% of the factors have a mean rating higher than the 
average mean rating of2.5. These maintained coefficients of variation in the range of 
21.68% and 30.80%. The variation in respondents' opinions on the importance of 
these design factors is relatively low, which in turn indicates that there is a relatively 
high agreement between respondents. 
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Table (5.3(: Mean Scores for Design Factors Innuencing Choice of Vertical Structural Systems 
Design Factor Mean Score Standard Coefficient of 
Deviation Variation 
Number of storeys 3.487 0.756 21.68 
Type of claddinl.'( 3.042 0.690 22.68 
Fire nrotection 3.077 0.703 22.85 
Buildin2' aualitv 2.625 0.647 24.65 
Total hei!!ht 3.436 0.852 24.80 
Weight of 3.000 0.780 26.00 
structural 
comnonents 
Floor to floor ~ 3.077 0.807 26.23 
heiJ.'(ht 
Bav size 2.923 0.774 26.48 
Adaptability to 3.083 0.830 26.92 
multi -ournose use 
Future extensions 3.125 0.850 27.20 
Location of core 2.897 0.821 28.34 
Availability of 3.130 0.920 29.39 
clear soace 
Additional service 2.320 0.690 29.74 
areas reauired 
Anti-vibration 2.750 0.847 30.80 
precautions 
Degree of servicing 2.289 0.802 35.04 
reauired 
Degree of sound 2.128 0.833 39.14 
insulation 
Type of floor finish 1.875 0.797 42.51 
5.3.4 Ranking Design-Important Factors in choosing Vertical Structural Systems 
As explained in section 5.3.2, a severity index has been computed for each individual 
factor to weigh its importance and more importantly, to provide a measure by which 
these factors could be ranked in terms of importance relative to each other. Results of 
these computations are presented in Table [5.4] [for more details refer to Appendix 
B.5- Table B.5.2]. 
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Table [5.4[: Design Factors Ranked in terms oftheir Importance in Selecting 
Vertical Structural Systems 
Design Factor Severity Index SPSSRank 
Number of storevs 87.15 1 
Total height 85.90 2 
Availability of 78.23 3 
clear soace 
Future extensions 78.18 4 
Adaptability to 77.08 5 
multi-purpose use 
Floor to floor 79.95 6 
height 
Fire protection 76.93 7 
Tvoe of cladding 76.05 8 
Weight of 75.05 9 
structural comP. 
Bav size 73.03 10 
Location of core 72.45 11 
Anti-vibration 68.78 12 
I orecautions 
Building auality 65.63 13 
Degree of servicing 58.00 14 
required 
Additional service 57.23 15 
areas required 
Degree of sound 53.18 16 
insulation 
Tvoe of floor finish 46.88 17 
Table [ 5 .4] shows that all factors with a mean score higher than 2.5 maintained a 
severity index between and 65.63% and 87.15%. The remaining factors have severity 
indexes ranging between 46.88% and 58%. 
From the table, it is noted that the top three design factors are: number of storeys, 
total height, and availability of clear space. These factors maintained coefficients of 
variation of21.68%, 24.80%, and 29.39% respectively. This indicates that there is 
significantly low variation between the respondents in the importance of these 
factors. This is further supported by the severity indices calculated for these factors, 
which are: 87.15%, 85.90%, and 78.23% respectively. 
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5.4 Buildability Factors Affecting Choice of Structural Systems 
Buildability, as a concept, has been discussed in greater detail in Chapter Two. In 
this section, the analysis of the results from the questionnaire are analysed and the 
following buildability factors relevant to the conceptual design of structures are 
ranked in terms of importance at the conceptual design stage: 
Construction Method, Safety during Construction, Cost of Material, Cost of Plant, 
Cost of Labour, Proximity to Materials' Suppliers, Availability of Plant, 
Availability of Labour, Speed of Construction, Location of Site, Transportation to 
Site, Site Access, Storage Space, Proximity to Adjacent Structures, Availability of 
Working Space, Routing of Services, Standardisation of Components, 
Standardisation of arrangements, Of/site Prefabrication, Weather Conditions, 
Ground Conditions, Requirement for Early Enclosure, Maintenance and 
Durability, Safety during Maintenance. 
Respondents were asked to rate each factor in terms of significance in selecting 
horizontal and vertical structural systems. Frequency analysis and severity indices 
were calculated to establish the most important factors. Results from these analyses 
are discussed in the following sections. 
5.4.1 Frequency Analysis for Buildability Factors Affecting Choice of Horizontal 
Structural Systems 
As stated in the previous section, frequencies - expressed in percentage of responses 
-have been calculated [Appendix B.3]. From these percentages mean scores, standard 
deviations and coefficients of variation have been computed. Table [5.5] summarises 
these calculations. 
Table [5.5] shows that a large number ofbuildability factors achieved a mean rating 
greater than 2.5, with the exception of Location of site, Proximity to materials' 
suppliers, and Weather conditions. The table gives an indication of the differences in 
responses between the respondents. Considering the coefficient of variation, those 
factors that recorded a mean rating of more than 2.5, have maintained coefficients of 
variation in the range of 16% and 34.11%. The variation in respondents' opinions on 
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the importance of these design factors is relatively low, which in turn indicates that 
there is a relatively high agreement between respondents. For the remaining factors 
the coefficients of variation ranged between 32.97and 40.6%. 
Table (5.5(: Mean Scores for Buildability Factors Influencing Choice of Horizontal Structural 
Systems 
Buildability Factor Mean Score Standard Deviation Coefficient of Variation 
Standardisation of 3.100 0.496 16.00 
components 
Speed of construction 3.425 0.594 17.34 
Availability of working 3.308 0.614 18.56 
space 
Safety during 3.480 0.653 18.76 
construction 
Construction method 3.435 0.662 19.27 
Requirement for early 3.025 0.620 20.50 
enclosure 
Offsite prefabrication 3.026 0.628 20.75 
Site Access 3.282 0.686 20.90 
Standardisation of 2.870 0.626 21.81 
arrangements 
Maintenance and 2.975 0.660 22.18 
durability 
Safety during 3.042 0.690 22.68 
maintenance 
Proximity to adjacent 2.900 0.672 23.17 
structures 
Routing of services 2.900 0.672 23.17 
Cost of materials 3.125 0.757 24.22 
Cost of plant 2.825 0.712 25.20 
Cost of labour 2.825 0.747 26.44 
Storage space 2.750 0.742 26.98 
Ease of transportation 2.700 0.758 28.07 
Availability of plant 2.825 0.874 30.94 
Location of Site 2.475 0.816 32.97 
Availability oflabour 2.625 0.868 33.07 
Ground conditions 2.583 0.881 34.11 
Proximity to materials' 2.375 0.897 37.77 
suppliers 
Weather conditions 2.325 0.944 40.60 
5.4.2 Ranking Buildability Factors in terms of importance in selecting Horizontal 
Structural Systems 
Severity indexes have been computed in order to determine the importance of 
buildability factors and to rank them as shown in Table [5.6] [for computational 
details, refer to Appendix B.5- Table B.5.3]. From this table it is seen that Safety 
during construction was ranked the top with a severity index of 87%. There is a 
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strong agreement amongst all respondents of the importance of considering safety at 
the conceptual design stage. This is reflected in the coefficient of variation of merely 
18.76%. Construction method, Speed of construction, Availability ofworkspace, and 
Site Access all maintained high severity indexes which indicates their importance in 
the selection of structural systems. 
Table [5.6]: Buildability Factors Ranked in terms of their Importance in Selecting 
Horizontal Structural Systems 
Buildability Factor Severity Index SPSSRank 
Safety during 87.00 I 
construction 
Construction method 85.88 2 
Speed of construction 85.63 3 
Availability of working 82.70 4 
space 
Site Access 82.05 5 
Cost of materials 78.13 6 
Standardisation of 77.50 7 
components 
Safety during 76.05 8 
maintenance 
Requirement for early 75.63 9 
enclosure 
Offsite prefabrication 75.58 10 
Maintenance and 74.38 11 
durabilitv 
Proximity to adjacent 72.50 12.5 
structures 
Routing of services 72.50 12.5 
Standardisation of 71.73 14 
arrangements 
Cost ofo1ant 70.63 15.5 
Cost of labour 70.63 15.5 
Availability ofp1ant 70.63 15.5 
Storage space 68.75 18 
Ease of transportation 67.50 19 
Availability oflabour 65.63 20 
Ground conditions 64.60 21 
Location 61.88 22 
Proximity to materials' 59.38 23 
suppliers 
Weather conditions 58.13 24 
95 
5.4.3 Frequency Analysis for Buildability Factors Affecting Choice of Vertical 
Structural Systems 
A frequency analysis was conducted to compute mean scores, standard deviations, 
and coefficients of variation to determine the influence of the buildability factors on 
choice of vertical structural systems [Appendix B.4]. Table [5.7] presents findings 
from this analysis: 
Table (5.7(: Frequency Analysis for Buildability-Factors Affecting Choice of Vertical Structural 
Systems 
Buildability Factor Mean Score Standard Deviation Coefficient of Variation 
Srleed of construction 3.425 0.549 16.03 
Availability of working 3.263 0.601 18.42 
snace 
Safety during 3.520 0.653 18.55 
construction 
Standardisation of 2.950 0.552 18.71 
comoonents 
Construction method 3.478 0.665 19.12 
Site Access 3.256 0.677 20.79 
Offsite orefabrication 2.975 0.620 20.84 
Requirement for early 3.200 0.687 21.47 
enclosure 
Maintenance and 3.100 0.672 21.68 
durabilitv 
Proximity to adjacent 3.100 0.672 21.68 
structures 
Safety during 3.167 0.702 22.17 
maintenance 
Cost of materials 3.075 0.694 22.57 
Standardisation of 2.783 0.671 24.11 
arranPements 
Cost oflabour 2.825 0.712 25.20 
Cost ofrllant 2.800 0.723 25.82 
Ground conditions 3.Q42 0.806 26.50 
Availability of olant 2.900 0.778 26.83 
Ease oftransoortation 2.750 0.742 26.98 
Stora.!e snace 2.700 0.758 28.07 
Location 2.475 0.716 28.93 
Availabilitv of labour 2.675 0.829 30.99 
Routiru! of services 2.400 0.778 32.42 
Proximity to materials' 2.400 0.871 36.29 
sunnliers 
Weather conditions 2.375 0.952 40.08 
Table [5.7] reinforces the results obtained in section [5.4.2]. The table shows that 
Speed of construction, Safety during construction, Availability of working space, and 
Site access all maintained a low percentage of coefficient of variation and they all 
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achieved a mean score of more than 2.5. This gives a clear indication of the 
importance of these factors with the implication that they should be used in the 
development of the ANN models. 
5.4.4 Ranking Buildability Factors in terms of importance in selecting Vertical 
Structural Systems 
Table [5.8] presents the ranking ofbuildability factors in terms of importance, based 
on the calculations derived from equation [5.2] [details of these calculations are 
presented in Appendix B.5- Table B.5.4]. From this table it is evident that there is 
little difference in the importance and ranking of buildability factors with relation to 
their effect on horizontal and vertical structural systems. Safety during construction, 
Construction methods, and Speed of construction ranked the top three for both 
situations, also, Availability ofworkspace, and Site access were amongst the most 
important factors in both cases. 
Table f5.8J: Buildability Factors Ranked in terms of their Importance in Selecting 
Vertical Structural Systems 
Buildability Factor Severity Index SPSSRank 
Safety_ during construction 88.00 I 
Construction method 86.95 2 
Speed of construction 85.63 3 
Availabilitv of working space 81.58 4 
Site access 81.43 5 
Requirement for early enclosure 80.00 6 
Safetv during maintenance 79.15 7 
Maintenance and durability 77.50 8.5 
Proximity to adjacent structures 77.50 8.5 
Cost of materials 76.88 10 
Ground conditions 76.03 11 
Offsite prefabrication 74.38 12 
Standardisation of components 73.75 13 
A vailabilitv of plant 72.50 14 
Cost of labour 7o.63 15 
Cost of plant 70.00 16 
Standardisation of arrangements 69.55 17 
Ease of transportation 68.75 18 
Storage space 67.50 19 
Availability of labour 66.88 20 
Location 61.88 21 
Routing of services 60.00 22.5 
Proximity to materials' suppliers 60.00 22.5 
Weather conditions 59.38 24 
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5.5 Kendall's Concordance Test 
The results discussed in section [5.4] have been based on analyses of completed 
surveys received from all respondents (that is structural designers and construction 
managers). Individuals within these two groups provided information based largely 
on their own experiences. However, these experiences are gained from distinct 
disciplines in the construction cycle, viz. the upstream design end and the 
downstream construction phase. It is therefore necessary to conduct a comparative 
analysis to distinguish between the responses of designers and construction 
managers. This is important to establish the extent to which the rankings presented in 
the previous section is similar between the two sets of respondents. 
Kendall's Coefficient of Concordance, W. is a non-parametric statistical test used to 
measure the extent of association amongst several (k) sets ofrankings ofN entities 
[Hays 1988, Siegell956]. The coefficient of concordance ranges in value between 
'0' and '1', with 'zero' indicating no agreement between the two groups and 'one' 
indicating a perfect agreement. It is calculated using equation [5.3] [Siegell956]: 
Equation [5.3]: Computation of Kendall's Coefficient of Concordance 
Where: 
s W=-:----
_!_(N'- N} 
12 
s = sum of squares of deviations of rankings from the mean 
k = number of respondent groups 
N =number of factors (entities) 
In order to calculate Kendall's coefficients of concordance, a full frequency analysis 
similar to that presented in sections [5.3] and [5.4] is conducted for each group of 
respondents. This is necessary to calculate severity indices and identify rankings as 
observed by each group, which in turn is used in measuring the degree of agreement 
between the two groups. These analyses are presented in the following sections. 
98 
5.5.1 Designers versus Contractors: a comparative analysis of the significance of 
design factors 
Prior to the discussion of Kendall's coefficients of concordance, it is necessary to 
provide a brief discussion on the significance and rankings of design and buildability 
factors as observed by the two groups, that is, designers and contractors. Tables [5.9] 
and [5.10] show severity indices and rankings- observed for the two groups of 
respondents - of the design factors affecting choice of horizontal and vertical 
structural systems respectively. 
From Table [5.9], it is evident that there is considerable agreement between 
designers and contractors to the significance of a number of design factors in 
selecting horizontal structural systems, for example, Bay size, Availability of clear 
space, and Degree of fire protection. Equally, there is an agreement on the least 
important factors, for example, Type of cladding, Location of core, and Requirement 
for future extension. On the other hand, respondents disagree on the importance of 
other factors, for example, Total height of building, and Number of storeys. 
Table (5.9(: Severity Indices and Ranking of Design Factors in relation to Selection of 
Horizontal Structural Systems 
Designers Contractors 
Design Factor Severity SPSS Severity SPSS 
Index Rank Index Rank 
Bay size 89.60 1 77.50 4.5 
Availability of clear space 78.85 2 77.50 4.5 
Type of floor finish 78.58 3 72.50 7 
Weight of structural components 78.50 4 72.50 7 
Fire protection 77.58 5 85.00 1 
Anti-vibration precaution 75.03 6 67.50 12.5 
Degree of servicing required 71.65 7 67.50 12.5 
Building quality 71.35 8 62.50 16 
Degree of sound insulation 69.75 9 72.50 7 
Adaptability to multi-purpose use 69.63 10 70.00 9.5 
Floor to floor height 63.80 11 70.00 9.5 
Location of core 63.78 12 67.50 12.5 
Future extensions 62.50 13 65.00 15 
Number of storeys 59.78 14 80.00 2.5 
Additional service areas required 59.50 15 67.50 12.5 
Total height 56.25 16 80.00 2.5 
Type of cladding 50.00 17 55.00 17 
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Similarly, Table [5.10] indicates a strong agreement between designers and 
contractors in ranking significant design factors, for example, Number of storeys, and 
Total height of building, and insignificant factors, for example, Type of floor finish, 
Degree of servicing required, Additional service areas required, and Degree of 
sound insulation. On the other hand, there is considerable disagreement in terms of 
the significance of other factors, for example, Availability of clear space, Location of 
core, and Fire protection. 
Table [5.10[: Severity Indices and Ranking of Design Factors in relation to Selection of Vertical 
Structural Systems 
Designers Contractors 
Design Factor Severity SPSS Severity SPSS 
Index Rank Index Rank 
Anti-vibration precaution 64.28 13 75.00 9.5 
Bay size 74.10 8 68.75 11 
Type of cladding 76.78 5 78.13 7.5 
Availability of clear space 78.93 3 75.00 9.5 
Location of core 75.83 6 65.63 13 
Future extensions 75.03 7 90.63 4 
Fire protection 72.40 11 93.75 2 
Type of floor finish 41.08 17 53.13 17 
Floor to floor height 78.48 4 78.13 7.5 
Total height 82.70 2 93.75 2 
Adaptability to multi-purpose use 73.23 9 84.38 5 
Building quality 66.03 12 65.63 13 
Additional service areas required 57.13 14 59.38 15.5 
Degree of servicing required 55.00 15 59.38 15.5 
Degree of sound insulation 49.95 16 65.63 13 
Number of storeys 84.45 1 93.75 2 
Weight of structural components 73.15 10 81.25 6 
In order to establish the extent by which designers and construction managers agree, 
in holistic terms, it is necessary to compute Kendall's coefficient of concordance. In 
the following section, this will be presented together with an analysis of the level of 
significance of the results. 
Kendall's coefficient of concordance has been computed, using Equation [5.3], to 
find a measure of the relationship between rankings of design factors for each type of 
structural system. In this case, there are two sets ofrankings k=2: designers' ranking, 
and construction managers' ranking. The number of entities N= 17, representing the 
seventeen design factors on which agreement is sought. Since there are two types of 
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structural systems under consideration; horizontal and vertical, it follows that 
Kendall's coefficient of concordance should be computed based on the matrix 
presented in Table [5.11]. 
Table (5.11]: Matrix for the Computation ofKendall's Coefficient of Concordance 
Construction Managers [ k2 I Vertical 
Horizontal Designers [ k1 I 
The following section presents the results of the computations that have been 
described above. 
5.5.2 Agreement on Ranking of Design Factors- Effect of Design Factors upon 
choice of Structural Systems 
Table [5.121 shows that agreement by designers and contractors on the effect of 
design factors upon choice of horizontal systems is relatively weaker than that of 
vertical systems. The coefficient of concordance W calculated for the former is 
0.6734 whilst for the latter it is 0.8362. 
Table (5.12]: Kendall's Coefficient of Concordance- Agreement on Effect of Design Factors 
upon Choice of Structural Systems 
Structural System Coefficient of Chi-Square Degrees of Freedom Significance 
Concordance W 
Horizontal 0.6734 21.5480 16 0.1584 
Vertical 0.8362 26.7586 16 0.0442 
The significance of W can be tested by measuring the probability of occurrence of 
any value as large as the observed value ofW using the chi-square statistic. Table 
[5.12] gives a chi-square value of21.548 which has the probability (p) of occurrence 
under the null hypothesis that the K rankings are unrelated of p<0.2. This indicates 
that the null hypothesis; there is no agreement between designers and contractors, 
has to be rejected at p<0.2. The alternative hypothesis that, there is a significant 
agreement between the two groups is acceptable with confidence limit p>80%. 
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A stronger relationship with regard to design factors affecting vertical systems has 
been established. Kendall's coefficient of concordance W is 0.8362, with a chi-square 
value of 26.7586. This value has a probability of occurrence under the null 
hypothesis, no agreement between designers and contractors, of0.0442. In this case, 
the null hypothesis at the 5 per cent level of significance is rejected (p<0.05). The 
alternative hypothesis is acceptable with confidence limit ofp>95%. 
5.5.3 Designers versus Contractors: a comparative analysis of the significance of 
buildability factors 
Kendall's coefficient of concordance has been calculated to establish the extent of 
agreement between designers and construction managers in the ranking of 
buildability parameters. In this case, there are two sets of rankings k=2 and there are 
twenty-four entities N=24, representing buildability parameters. 
Table [5.13] presents severity indices and rankings of the buildability parameters 
affecting choice of horizontal structural systems as computed for designers and 
construction managers. From this table, it is observed that designers and contractors 
strongly agreed on the significance of Safety during construction, Speed of 
construction, and Availability of clear space, whilst they maintained a reasonably 
close agreement on Construction method, Site access, and Availability of working 
space. In addition, a strong agreement on the insignificant factors has also been 
observed, for example, Ground conditions, Proximity to materials' suppliers, and 
Location of site. However, there was lesser agreement in other factors, for example, 
Requirement for early enclosure, Cost of labour, Availability of labour, and Offiite 
prefabrication. 
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Table [5.13]: Severity Indices and Ranking ofBuildability Factors in relation to Selection of 
Horizontal Structural Systems 
Designers Contractors 
Buildability Factors Severity SPSS Severity SPSS 
Index Rank Index Rank 
Site Access 82.78 4 80.00 7 
Proximity to adjacent structures 72.40 13 72.73 12.5 
Requirement for early enclosure 73.28 11 81.83 5.5 
Ground conditions 67.38 20 61.38 22 
Availability of labour 63.80 22 70.53 15.5 
Cost of labour 68.03 19 77.28 9.5 
Location of site 66.40 21 50.00 23 
Maintenance and durability 75.00 9.5 72.80 11 
Cost of material 75.85 8 84.18 4 
Proximity to materials' suppliers 63.78 23 47.73 24 
Construction method 82.70 5 90.00 1 
Cost of plant 71.58 15 68.25 18 
Availability of plant 71.55 16 68.18 19 
Offsite prefabrication 76.65 7 72.50 14 
Routing of services 72.35 14 72.73 12.5 
Safety during maintenance 75.00 9.5 77.35 8 
Safety during construction 85.73 1 88.63 2.5 
Speed of construction 84.50 2 88.63 2.5 
Standardisation of arrangements 73.08 12 70.00 17 
Standardisation of components 77.60 6 77.28 9.5 
Storage space 68.13 18 70.53 15.5 
Transportation to site 68.95 17 63.63 21 
Weather conditions 55.98 24 63.70 20 
Availability of working space 83.05 3 81.83 5.5 
Table [5.14] presents the severity indices and rankings of the buildability parameters 
affecting the choice of vertical structural systems. In this table, it is apparent that a 
strong agreement exists between the two groups in ranking the most significant 
factors, namely, Safety during construction, Speed of construction, and Construction 
method. A reasonable agreement also exists in ranking Site Access, Safety during 
maintenance, and Maintenance and durability. For less significant items, that table 
shows a strong agreement in the ranking of Location of site, Proximity to materials' 
suppliers, and Storage space. However, it is observed that no agreement exists in the 
cases of Proximity to adjacent structures, Availability of labour, Cost of labour, Cost 
of material, and Cost of plant. 
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Table [5.14[: Severity Indices and Ranking of Buildability Factors in relation to Selection of 
Vertical Structural Systems 
Designers Contractors 
Buildability Factors Severity SPSS Severity SPSS 
Index Rank Index Rank 
Site Access 82.78 3.5 77.50 7 
Proximity to adjacent structures 79.30 6 72.73 14.5 
Requirement for early enclosure 77.60 9 86.35 4 
Ground conditions 77.00 10 75.08 10 
Availability of labour 64.68 21 72.80 12 
Cost of labour 68.05 18 77.28 8.5 
Location of site. 65.50 20 52.28 23 
Maintenance and durability 78.38 8 75.00 11 
Cost of material 74.95 12 81.90 5 
Proximity to materials' suppliers 64.60 22 47.73 24 
Construction method 82.70 5 92.50 2 
Cost of plant 71.55 15 65.98 21 
Availability of plant 72.38 14 72.73 14.5 
Offsite prefabrication 75.00 11 72.73 14.5 
Routing of services 56.03 23 70.45 17 
Safety during maintenance 78.85 7 79.63 6 
Safety during construction 87.43 1 88.63 3 
Speed of construction 82.78 3.5 93.18 1 
Standardisation of arrangements 71.15 16 67.50 20 
Standardisation of components 74.15 13 72.73 14.5 
Storage space 67.20 19 68.25 18.5 
Transportation to site 70.65 17 63.63 22 
Weather conditions 55.98 24 68.25 18.5 
Availability of working space 83.33 2 77.28 8.5 
Kendall's coefficient of concordance is computed in the following section. 
5.5.4 Agreement on Ranking ofBuildability Factors 
Kendall's coefficient of concordance has been computed [refer to Equation [5.3]] to 
establish a measure of the relationship between rankings ofbuildability factors for 
each type of structural system. This computation has been based on the matrix shown 
in Table [5.11]. 
The result of the above is shown in Table [5.15]. The table shows that there is a 
strong agreement between designers and contractors on the effect of buildability 
factors upon choice of horizontal and vertical structural systems. The coefficient of 
concordance W calculated for agreement of effect upon horizontal systems is 0.9192. 
Table [5.15] gives a chi-square value of 42.2852 which has the probability of 
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occurrence under the null hypothesis that the K rankings are unrelated of p<O.O 1. 
This suggests that the null hypothesis; there is no agreement between designers and 
contractors, has to be rejected at the 1 per cent level of significance. The alternative 
hypothesis that, there is a significant agreement between the two groups is acceptable 
with confidence limit p>99%. 
For the effect ofbuildability factors on vertical systems, Kendall's coefficient of 
concordance W is 0.8752, with a chi-square value of 40.2588. This value has a 
probability of occurrence under the null hypothesis; no agreement between designers 
and contractors, of0.0144. In this case, the null hypothesis at the 2 per cent level of 
significance is rejected (p<0.02). The alternative hypothesis is acceptable with 
confidence limit of p>98%. 
Table (5.15(: Kendall's Coefficient of Concordance - Agreement on Effect of Buildability 
Factors upon Choice of Structural Systems 
Structural System Coefficient of Chi-Square Degrees of Freedom Significance 
Concordance W 
Horizontal 0.9192 42.2852 23 0.0084 
Vertical 0.8752 40.2588 23 0.0144 
5.5.5 Agreement between Designers and Contractors 
From the analyses presented in sections [5.5.2] and [5.5.4], it may be concluded that 
there is considerable agreement in the ranking of design factors and buildability 
factors by designers and contractors. The degree of agreement amongst the two 
groups was higher than would occur by chance. In three cases, the null hypotheses 
are rejected at p<0.05, p>O.Ol, p>0.02 and hence the alternative hypotheses are 
accepted with confidence limits ofp>95%, p>95%, and p>98%. In the fourth case, 
the null hypothesis may only be rejected at p<0.2 and hence the alternative 
hypothesis is accepted with a lesser confidence limit ofp>80%. 
105 
5.6 Discussion of Results 
The following sections present the design and buildability factors that have been 
selected for the development of the artificial neural network models. 
5.6.1 Design Factors 
To select the design factors to be used in developing the neural network models, an 
assumption based on the 80:20 Rule [Pareto Law] has been made. This assumes that 
there is an 80% chance of selecting an appropriate structural system for a building by 
concentrating upon the most important 20% of the design factors [these are shown in 
Table [5.16]]. 
Table [5.16]: Top Three Design Factors for Selecting Structural Systems 
Horizontal Structural Systems Vertical Structural Systems 
Design Factor Rank Design Factor Rank 
Bay size I Number of storeys I 
Fire protection 2 Height of building 2 
Availability of clear 3 Availability of clear 3 
space space 
Table [5.16] shows that the most important design factors in selecting horizontal 
structural systems are; Bay size, Fire protection, and Clear space, whilst those 
important in selecting vertical structural systems are; Number of storeys, Height of 
building, and Availability of clear space. 
Inevitably, the 80:20 assumption is limited by the nature of information available to 
designers at the early stage of the design process. In this study, the selection has been 
limited by the source of data from which design information has been extracted. This 
limitation led to the following design factors being considered in the development of 
the model: Number of storeys, and Gross floor area. The source of data and the 
development of the artificial neural networks is discussed in greater detail in Chapter 
Six. 
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5.6.2 Bui/dability Factors 
In contrast to design factors, buildability factors exhibited very little difference in 
terms of importance in choosing horizontal structural systems as opposed to choosing 
vertical structural systems. Table [ 5.17] shows that the top five factors for selecting 
horizontal and vertical systems are identical, with severity indices for these factors 
ranging between 81% and 88%. These factors were selected for developing the 
artificial neural network model: Construction method, Speed of construction, 
Availability of working space, and Site access. 
Table [5.17]: Top Five Buildability Factors 
Horizontal Structural Systems Vertical Structural Systems 
Buildability Factor Rank Buildability Factor Rank 
Safety during I Safety during I 
construction construction 
Construction Method 2 Construction Method 2 
Speed of construction 3 Speed of erection 3 
Availability of working 4 Availability of working 4 
space space 
Site access 5 Site access 5 
Table [ 5.17] shows that the most important factor in selecting structural systems is 
that of Safety during construction. However, this factor has not been included in the 
developments of the models. Its consideration during conceptual design is 
acknowledged as of paramount importance, and that designers should give careful 
consideration to the safety implications of their chosen structural system. The main 
reason for the exclusion of safety is associated with the difficulty of extracting this 
information. By virtue of its nature, safety is complex and commercially sensitive. 
Such information is not readily available in accessible documentation. Indeed the 
consideration of safety during construction is worthy of an extensive research in its 
own right and therefore the inclusion of safety was regarded as beyond the scope of 
this study. 
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5.7 Summary 
A questionnaire survey was distributed amongst structural designers and construction 
managers to establish design and buildability factors affecting the choice of structural 
systems. A frequency analysis has been performed which resulted in the calculation 
of mean scores, standard deviations, and coefficients of variations for each of the 
design and buildability factors included in the survey. The measure of variation, in 
the significance of the factors, between the respondents indicated that whilst there 
were some variations in the responses, overall, this did not exceed 41% for design 
and buildability factors. It was therefore concluded that there was reasonable 
agreement amongst the respondents as to the significance of these factors. Severity 
indices were calculated to establish the ranking order of the factors. Based on these 
factors together with the assumption that 20% of the factors would result in 80% 
chance of selecting a suitable structural system, the following design and buildability 
factors have been selected for inclusion in the development of the artificial neural 
network models. These are: 
• Gross floor area, 
• Number of storeys, 
• Speed of construction, 
• Construction method, 
• Site access, and 
• Availability of working space. 
Kendall's coefficient of concordance has been calculated to establish the extent to 
which structural designers agreed with construction managers in the significance and 
ranking of these factors. This revealed that there was considerable agreement and 
that the degree of agreement was higher than would occur by chance. 
In the following chapter, a description on the working principles, learning 
algorithms, and architectures of artificial neural networks is presented, followed by 
the presentation and discussion on five models that have been developed in this 
study. 
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Chapter Six 
Understanding Artificial Neural Networks 
Chapter Six 
ARTIFICIAL NEURAL NETWORKS (ANNs) 
6.1 Introduction 
Chapter Four has presented the arguments for the use of Artificial Neural Networks 
in addressing the problem of this research. It has been argued that ANNs offer a great 
potential in mapping design decisions that cannot be explicitly described by an 
algorithm, a set of equations, or a set of rules. 
This chapter describes in detail the theories underlying artificial neural networks, 
their architectures, and learning paradigms. The purpose of the chapter is to provide 
an in-depth explanation of the working principles of ANNs. 
Artificial neural networks, or simply neural networks, are computing systems made 
up of a number of simple and highly interconnected processing elements, that process 
information in response to external inputs. The structure of neural networks is based 
on current understanding of biological nervous systems. In general, a network can be 
described by the number of layers; the number of nodes (also called neurons) in each 
layer; the interconnection pattern between the neurons; and the neuron activation 
function. 
Training a neural network typically involves the application of input and 
corresponding output vectors, these are called training examples or a training pair. 
When a set of training examples are presented to a neural network, it learns the 
implicit knowledge, expertise, or rules implied by these examples. Once training is 
complete the network is then ready to provide the desired output for a given input. 
The most notable characteristics of neural networks are their ability for self-
organisation, generalisation, fault tolerance, and massive parallelism. 
110 
6.2 Origins of Artificial Neural Networks 
6.2.1 Biological Neural Networks 
Neural computing is inspired by current understanding of biological neural networks. 
The human brain is composed of more than I 00 different kinds of special cells called 
neurons. Their number is estimated to range from 50 billion to over 100 billion 
[Jenkins 1997, Jain and Mao 1996, Medsker and Liebowitz 1996]. Neurons are 
divided into groups, networks, containing several thousands of neurons that are 
highly interconnected with each other. 
Figure [6.1]: A Biological Neuron 
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Source: Fausett[I994], Jain and Mao [1996] 
A biological neuron, shown in Figure [6.1], is a cell that processes information 
within the human brain. It consists of a cell body called a soma, and two types of out-
reaching tree-like branches: the axon and the dendrites [Jain and Mao 1996]. A 
neuron receives signals from other neurons through its dendrites (receivers) and 
transmits signals generated by its cell body along the axon (transmitter). An axon 
branches into strands, and at the end of each strand, there is a synapse. A synapse is 
an elementary structure and functional unit between two neurons which transmits 
impulses from an axon strand of one neuron to a dendrite of another. Once an 
impulse reaches the synapse's terminal, certain chemicals called neurotransmitters are 
released. The neurotransmitters diffuse across the synaptic gap, to enhance or inhibit, 
depending on the type of the synapse, the receptor neuron's own tendency to emit 
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electrical impulses. Thus a synapse is able to increase or decrease its strength, 
affecting the level of signal propagation, and is said to cause excitation or inhibition 
of a subsequent neuron. 
An artificial neural network is a model that emulates a biological neural network. 
However, this is only a superficial resemblance since knowledge about how the brain 
· works is elementary despite extensive research in neurobiology and psychology 
[Medsker and Liebowitz 1996]. Boussabaine [ 1996] believes that ANN s will most 
likely never be able to duplicate completely the functions of the human brain. 
An ANN may consist of only a few or several thousands of neurons; also called 
processing elements. The size of the network will depend on the complexity of the 
problem. An artificial neuron is analogous to the biological neuron, receiving inputs 
that represent the electrical impulses that the dendrites of biological neurons receive 
from other neurons. The output of an artificial neuron corresponds to a signal sent 
out from a biological neuron over its axon. The following section explains in greater 
detail the conduct of an artificial neural network. 
6.2.2 Fundamentals of an Artificial Neural Network 
Network 
An ANN consists of a collection of interconnected neurons that are often grouped in 
layers. The basic architecture of a layered network is shown in Figure [6.2]. 
Generally, a network is composed of an input layer, an intermediate layer (also called 
a hidden layer), and an output layer. Each layer contains neurons that accept inputs 
and send signals to subsequent layers. 
Input Layer 
Each neuron accepts inputs which are aggregated in some fashion. Each input 
corresponds to a single attribute of a data in the external world. The network can be 
designed to accept sets of input values that are either binary-valued or continuously 
valued. 
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Output Layer 
The output of the network is the solution to the problem. At a particular instant in 
time, inputs to the neuron are summed and the sum is passed to a transfer or 
thresholding function which produces an output. The output signal is then processed 
either by another layer of neurons or as a final output signal. 
Hidden layers 
Intermediate layers do not directly interact with the outside world, however they add 
an internal representation of the problem. This gives the network the ability to deal 
robustly with inherently non-linear and complex problems. 
Weights 
The weights in an ANN express the relative strengths of the various connections that 
transfer data from layer to layer, they express the relative importance of each input to 
a processing element (neuron). The weights also represent the knowledge that is 
encoded into the network. As the network learns, weights are adjusted according to 
the new information fed into it. The objective of training a neural network is to 
establish a set of weights that will correctly interpret all the sets of input values that 
apply to a given problem. Such a set of weights is possible if the number of neurons, 
the architecture, and the corresponding number of weights form a sufficiently 
complex system to provide enough parameters to adjust to produce all the desired 
outputs. 
Summation Function 
Earlier in this section it was mentioned that neurons accept inputs which are then 
aggregated in some way. At a particular instant in time, inputs to a neuron are 
summed and the sum is passed to a transfer, thresholding, function which produces 
an output. The summation function finds the weighted average of all the input 
elements. For example, a simple summation function multiplies each input value (Xj) 
by its weight (Wij) and total them for a weighted sum, Si. The formula for N input 
elements is: 
N 
s; ~ L,wu • Jq 
J·l 
113 
Neurons have simple processing requirements. They monitor the incoming signals 
from other neurons, compute the weighted sums, and determine a corresponding 
signal to send to other neurons. 
Figure [6.2]: Example of an Artificial Neural Network 
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The summation function computes the internal stimulation or activation level of a 
neuron. Based on this level the neuron may or may not produce an output. If the 
activity level is sufficiently high, the neuron is activated and fires. If, on the other 
hand, the activity level is below a threshold, the neuron remains relatively inactive. 
The relationship between the internal activation levels may be either linear or non-
linear. Such relationships are expressed by a transformation function. The selection 
of a specific function is one of the variables considered in choosing a network 
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architecture and learning paradigm. Although many different functions are possible, a 
useful and popular non-linear transfer function that is commonly used is the sigmoid 
function. Its formula is: 
I 
YT~--
1 +e-s 
where YT is the transformation function 
s is the weighted sum of the inputs to the neuron 
The collective action of a neural network is like that of a committee or other group 
making a decision. Individuals interact and affect each other in the process of 
arriving at a group decision. The global average or consensus of the group is more 
significant than an individual opinion and can remain the same even if some 
individuals drop out. Also, a group can have different mechanisms for arriving at the 
collective decision. 
Learning 
The ability to learn is a fundamental trait of intelligence [Jain and Mao 1996]. The 
learning process of an ANN involves updating network architecture and connection 
weights so that a network can efficiently perform a specific task. The network usually 
must learn the connection weights from available training patterns. ANNs' ability to 
automatically learn from examples makes them attractive and exciting. Instead of 
following a set of rules specified by human experts, ANNs learn underlying rules 
(such as input-output relationships) from the given collection of representative 
examples. This is one of the major advantages of neural networks over expert 
systems. 
6.3 NetworkArchitectures 
ANNs' architectures can be grouped into two categories. Figure [6.3] shows typical 
networks for each of these categories, Jain and Mao [1996]. The categories are based 
upon connection patterns between neurons: 
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• feed-forward networks: 
• recurrent (feed-backward) networks: 
no loops exist between layers; 
neurons. 
loops occur because offeedback 
connections. 
Feed-forward networks are described as static because they produce only one set of 
output values rather than a sequence of values from a given input. They lack memory 
in the sense that their response to an input is independent of any previous network 
state. In a multi-layer perceptron; the most common family offeedforward networks, 
neurons are organised into layers that have unidirectional connections between them. 
However, different connectivities yield different network behaviours. 
On the other hand, recurrent, or feedbackward, networks are dynamic systems. So, 
when a network is presented with a new input pattern, neurons compute outputs, and 
because of the feedback loops, the inputs to each neuron are then modified. This 
leads the network to enter a new state. 
Different network architectures are trained using appropriate learning mechanisms 
called algorithms. A learning algorithm is a procedure in which learning rules are 
used for adjusting weights of neurons. The next section provides an overview of 
learning processes within typical neural network architectures. 
Figure [6.3]: A taxonomy of feed-forward and recurrent/feedback network 
architectur~e~s'----------.----....,..----------, 
Sinjr.-lcycr MtJiilcycr Rald Brnis CmrrJiiNe Kdm:n's 
JIT"!irm JIT"!irm fllrlim f!Js f!Jocrks SBM 
Source: Jain and Mao [ 1996] 
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6.4 Learning Paradigms 
An important consideration for ANNs is the appropriate use of paradigms for 
learning. The learning process within an ANN can be viewed as the problem of 
updating network architecture and connection weights so that a network can 
accomplish efficiently a specific task [Jain & Mao 1996]. To understand this process, 
it is important to gain some knowledge of the environment in which a neural network 
operates. This environment is referred to as a learning paradigm. Three basic 
approaches to learning in an ANN exist: supervised, unsupervised, and hybrid. 
6.4.1 Supervised Learning 
In supervised learning, also known as learning with a teacher, a network is provided 
with a set of input patterns for which appropriate outputs are known. Weights are 
determined to allow the network to produce answers as close as possible to the 
known correct answers. A variation on this approach, known as reinforcement 
learning, simply acknowledges for each input trial whether or not the output is 
correct as the network adjusts weights in an attempt to achieve correct results. In 
other words, the network is provided with only an account on the correctness of 
network outputs, not the correct answers themselves. 
6.4.2 Unsupervised Learning 
Unsupervised learning differs from supervised learning in that the former does not 
require a correct answer associated with each input pattern in the training data set. 
The neural network explores the underlying structure in the input data, and organises 
patterns into categories from these correlations. However, the number of categories 
into which the network classifies the inputs can be controlled by varying certain 
parameters in the neural model. The final categories must be examined by a human to 
determine the usefulness of the results and to assign meaning to these [Jain & Mao 
1996, Medsker & Liebowitz 1996]. 
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6.4.3 Hybrid Learning 
Hybrid learning combines supervised and unsupervised learning. Part of the weights 
are usually determined through supervised learning, while the others are obtained 
through unsupervised learning. 
There are a number of different network architectures used in training ANNs using 
one of the learning paradigms discussed above. Some of these architectures were 
presented in Figure [6.3]. Once a learning paradigm and a network architecture have 
been chosen, it is important to consider the type of learning mechanism to be used. 
Different network architectures are trained using appropriate learning mechanisms 
called algorithms. A learning algorithm is a procedure in which learning rules are 
used for adjusting weights of neurons. The next section presents the most well-
known learning algorithms. 
6.5 Learning Algorithms 
There are numerous types of learning algorithms used in training a neural network. 
Each learning algorithm is designed for training a specific architecture. Thus, it is 
· reasonable to assume a particular network architecture when reference is made to any 
learning algorithm. Jain and Mao [1996] summarise the most well known algorithms 
and their associated learning paradigms and architectures. Table [6.1] gives a brief 
description of the tasks that each algorithm performs using one of the three 
paradigms discussed earlier. 
The back-propagation, multi-layer perceptron, learning algorithm has been selected 
for use in this study. This algorithm is based on a relatively simple concept and its 
principles are clear. It has been successfully used in training artificial neural networks 
in a wide range of areas. Amongst these are construction management and civil 
engineering problems. Back-propagation has produced promising results in both 
fields. The main advantage of back-propagation is that it has a powerful and accurate 
association between input and output patterns. It is suitable for static environments 
where inputs do not change over time. For the above reasons, back-propagation has 
been selected as the learning algorithm for training the neural network models that 
will be discussed in Chapter Seven. 
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Table (6.1]: Well-Known learning algorithms 
Paradigm Learning Rule Architecture Learning Task 
A/J!oritltm 
Supervised Error-correction Single or multi- • Perceptron • Pattern 
layer perceptron learning classification 
algorithms • Function 
. Back- approximation 
propagation • Prediction 
• Adaline and • Control 
Mad aline 
Boltzmann Recurrent • Boltzmann • Pattern 
learning classification 
algorithm 
Hebbian Multi-layer feed- • Linear • Data analysis 
forward discriminant • Pattern 
analysis classification 
Competitive Competitive • Learning • Within-class 
vector categorisation 
quantisation • Data compression 
• Pattern 
ART network • ARTMap classification 
• Within-class 
categorisation 
Unsupervised Error-correction Multi-layer feed- • Sammon's • Data analysis 
forward projection 
Hebbian Feed-forward or • Principal • Data analysis 
competitive component • Data compression 
analysis 
• Associative 
Hopfield network • Associative memory 
memory 
learning 
Competitive • Categorisation 
Competitive • Vector • Data compression 
quantisation 
• Categorisation 
Kohonen's SOM • Data analysis 
• Kohonen's 
ART networks SOM • Categorisation 
• ARTl,ART2 
Hybrid Error-correction RBF network • RBF learning • Pattern 
and competitive algorithm classification 
• Function 
approximation 
• Prediction 
• Control 
Source: Jam and Mao (1996) 
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6.6 How do Neural Networks Work? 
The principles by which a neural network works [Fausett 1994] are illustrated by a 
three-layered network using a back-propagation learning algorithm as shown in 
Figure [6.4]. 
Feedfor11 ord 8 ockpropogolion feed-for~ ord 
• connection '11 eights 
___.connections Oconneclions 
Source: Boussabaine [ 1996] 
The phases associated with Neural Networks working procedures are: 
• Information is fed into the network through its input layer. 
• If supervised training is used, a specified target is fed into the 
output layer. 
• During training, the input layer spreads a pattern to all hidden 
neurons and the system is asked to calculate an output value in a 
feedforward way. 
• The hidden neurons transmit their outputs to the output layer 
which in turn calculates a weighted sum and passes it to the output 
neuron to generate a result. 
This result is then compared to the target value (actual output) established at the 
outset of a training session. The difference between the network's output and the 
desired values is a measure of the network's output error. A derivative ofthe error is 
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calculated with respect to the weights and the result is sent back through the system 
to all the hidden neurons. Each hidden neuron calculates a weighted sum of the error 
and all hidden neurons and output-layer neurons change their weights to compensate 
for the corrections. Once the weights have been changed, training starts again. New 
output values are obtained and the cycle continues until a desired result is obtained. 
Once this has been achieved the network is ready for testing and can be used to 
predict the outcome of an input not previously seen by the ANN. An explanation of 
the logistics and mathematics underlying the training of back-propagation is 
presented in the following section. 
6.6.1 Learning with Back-propagation Algorithm 
Back-propagation is the most popular learning algorithm adopted by researchers and 
users of neural networks. It is an iterative gradient algorithm designed to minimise 
the mean square error between the actual output of a multi-layer feed-forward 
perceptron and the desired output [Lippman 1987]. The fundamental mechanism of 
back-propagation is to propagate input values in a feed-forward manner through 
hidden layers of a network to the output layer, and then to propagate errors back from 
the output layer to the input layer. Figure [6.4] showed phases of the working 
principles of back-propagation in a typical three-layered feed-forward network. 
The functioning of the neurons in such a network is illustrated by Figure [6.5], this 
shows a basic back-propagation neuron receiving N inputs (XJ, x2, ... , XN). Each of 
these inputs has an assigned weight factor w. The neuron calculates the sum of 
weighted inputs and bias (or internal offsets) and produces an output n given by the 
following equation: 
n = ~(Wij * Xj)- Oj 
for all j= 1,2, ... ,N, where Wij is the weight from node j to node i, Xj is the output value 
of node j, and Oi is the node threshold value (also called bias, or internal offset). This 
value n then forms the input to a transfer function within the neuron which then 
produces an output to be processed by another layer of neurons or signalled as a final 
output. An example of a transfer function is the standard sigmoid logistic non-linear 
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function f(x), given by the following equation, which generates outputs between 0 
and 1 for a range of neuron input between -oo to + oo. 
f(x) = (1 + e -(J.1x)r1 
where f.1 is a slope parameter. 
Figure [ 6.5): Activities of a neural network neuron 
Input \--- <7uQ?vl= f(n)= IAI + e{JIX)) 
(frgns!erlunction} 
Source: adapted from Lippman [1987], Jain and Mao [1996], Boussabaine [1996] 
The following is a simple explanation of the logistics and mathematical functions 
involved in training a back-propagation algorithm, these principles have been 
adapted from an outline published by Simpson [1994], also refer to Figure [6.6]: 
1. Assign random values in the range of [ +0.1, -0.1] to: 
inter-layer connections between input and hidden layers (Vhi) 
inter-layer connections between hidden and output layers (wij) 
thresholds for each neuron of the hidden layer (0i) 
thresholds for each neuron in the output layer (Bj) 
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Figure [ 6.6]: Topology of elementary back-propagation 
c I Cj 
O"pj lcyN 
t 
' 
Hiil!:n lcyN 
t 
V 
lrpJ lwN 
k k k 
'I 'i 'n 
Source: Simpson [1994] 
2. For each training set of data (pattern pair), (Ak, Ck), k = 1,2, .... ,m, do the 
following: 
a. Transfer Ak's values to the input layer, each value feeding one neuron of this layer. 
Filter the activations of this layer through Vhi and calculate the hidden-layers' 
activation values, neurons in the hidden-layer process these inputs, using the 
logistic sigmoid function f(x) discussed earlier, and produce an output (bi), given 
by the following equation: 
for all i = 1,2, ... ,p, where bi is the activation value of the ith hidden-layer neurons, 0i 
is the ith neuron's threshold, and f(x) is the logistic sigmoid threshold function. 
b. Filter all bi signals produced by the hidden-layer through (wij) to the output layer. 
Neurons in the output layer activates these values and transforms them into a 
sigmoid function. The outcome can be presented by the following equation: 
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for allj = 1,2, ... ,q, where Cj is the activation value ofthejth neuron in the output 
layer, and Bj is the threshold value of the jth neuron. 
c. Compute the discrepancy between the computed output ( cj) and actual output ( cjk) 
using the equation: 
dj = Cj ( 1- Cj) ( Cjk- Cj) 
for all j = 1 ,2, ... ,q, where dj is the jth computed output error. 
d. Calculate the error of each hidden-layer relative to each dj with the equation: 
for all i = 1 ,2, ... ,p, where ei is the ith computed hidden-layer error. 
e. Adjust the hidden-layer to output layer connection weights (wij) using the 
equation: 
for all i = 1,2, ... ,p, and allj = 1,2, ... ,q, where ~Wij is the amount of change made to 
the connection from the ith hidden layer neuron to the jth output- layer neuron, and J.l 
is a positive constant controlling the learning rate. 
f. Adjust the output-layer thresholds as follows: 
for allj = 1,2, ... ,q, where ~8j is the amount of change to the jtli output-layer neuron's 
threshold value. 
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g. Adjust the input-layer to hidden-layer connection weights (vhi) using the equation: 
for all h = 1,2, ... ,n, and all i = 1,2, ... ,p, where LlVhi is the amount of change made to 
the connection from the hth input-layer neuron to the ith hidden-layer neuron, and a 
is a positive constant controlling the learning rate. 
h. Adjust the hidden-layer thresholds (0i) 
for all i = 1,2, ... ,n, where il0; is the amount of change to the ith hidden-layer neuron. 
3. Repeat step (2) until the error correction value dj, for each j = 1 ,2, .... ,p, and each k 
= 1 ,2, .... ,m, is either sufficiently low or zero. 
Back-propagation involves calculating the error at each output unit and changing the 
values of the weights which led to the error. The contribution that each weight makes 
to the error is calculated from the value of the weight and the error on the unit above. 
The weight is then changed so that the error would be slightly smaller if the same 
input-output pair were presented again. 
A derivative of the error (dj) with respect to the activation values is used in changing 
the weights, rather than the absolute error. This means that the error value is 
multiplied by the derivative of the activation function so that the effective change in 
the input to the unit - caused by changing the incoming weights - has the desired 
affect on the output. In other words, we change the unit's input with respect to the 
effect this change will have on its output. The weights affect the unit's output via its 
activation function, rather than doing so directly. 
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This method ofleaming is referred to as gradient descent [Swingler 1996], as it 
involves an attempt to find the lowest point in error space by a process of gradual 
descent along the error surface. An associated problem with gradient descent is that 
of local minima which are dips in error space. An algorithm designed simply to 
always reduce error will not be able to climb out of a local dip to continue its descent 
to the true lowest point. 
The back-propagation algorithm makes use of two parameters which control the rate 
at which learning takes place. A momentum term, which causes the weight changes 
to be affected by the size of the previous weight changes, is used to avoid local 
minima. The learning rate tells the network how slowly to progress. The weights are 
updated by a fraction of the calculated error each time to prevent the network making 
large swings about the best values without ever getting it right. 
6. 6.2 Performance Characteristics of a Back-propagation Algorithm 
The distinguishing feature of a back-propagation algorithm is its powerful capability 
to learn the association between input and output patterns under a static environment. 
Table [6.2], summarises performance characteristics of back-propagation: 
Table [6.2): Performance characteristics of Back-propagation 
Training Time 
Execution Time 
Information Content 
Advantages 
Disadvantages 
Slow 
Fast 
High 
• Powerful and accurate association 
between input and output. 
• Suitable for static environment (input 
does not change with time). 
• Could be trapped in local minima or 
paralyse. 
• Not suitable for real-time 
applications. 
• No incremental learning. 
Source: extracted from Moselhi et al [1992) 
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6.7 Conclusions 
Artificial neural networks are processing information elements that mimic functions 
of the human brain. They consist of processing elements called neurons that are 
arranged in a number of layers; input, output, and hidden. These neurons are highly 
interconnected. They receive information either from the outside world or from other 
neurons. This information is processed by producing an aggregate, then they 
transform the aggregate via a transfer function. If the outcome is sufficiently high the 
neuron fires and produces an output which is then fed to neurons in a succeeding 
layer or to the outside world. The learning process in an artificial network is 
governed by the type oflearning paradigm used, the architecture of the network, and 
the learning algorithm adopted. 
A back-propagation learning algorithm is the most widely used in training networks 
for various applications including construction management and building design. 
This algorithm is designed to minimise the mean square error between actual output 
and desired output in a multi-layer feed-forward perceptron. The fundamental 
principle is that input values are propagated through hidden layers to the output layer, 
and then errors are propagated back from the output layer to the input layer. This 
process involves changing connection weights between neurons in an attempt to 
reduce the error. In this study, the back-propagation algorithm has been adopted as 
the learning algorithm for developing the models under investigation. 
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Chapter Seven 
Artificial Neural Network Models: 
RESULTS 
CHAPTER SEVEN 
Development of Artificial Neural Network (ANN) Models for the 
Selection of Structural Systems 
7.1 Introduction 
In this chapter, results from the analysis of questionnaires discussed in Chapter Five 
are used to provide the basis for developing five artificial neural network (ANN) 
models. Two principal models have been developed to recommend suitable 
horizontal and vertical structural materials for specific design and buildability 
considerations. The first of these models is NoLBOff.Net, this has been developed to 
select suitable flooring and framing systems for framed office buildings. The second 
model, Build.Net, has been developed to cater for a wider choice of building projects, 
namely, offices, hospitals and schools. Two further specialised models have been 
developed: Hoz.Net and Verst.Net. These two models process design and buildability 
data to identify suitable horizontal and vertical structural systems respectively. The 
fifth model, Off.Net takes account ofunframed office buildings constructed ofload-
bearing cavity walls in addition to framed buildings. 
This chapter also discusses the types of building projects used, the source of data, the 
preparation of data for developing the models, and explains the training and testing 
stages of the development of the models. The accuracies of the models are also 
presented and discussed. 
7.2 The Input Factors 
Chapter Five presented the design factors affecting the choice of structural systems 
(section 5.5}, and the buildability/site factors that may influence this choice (section 
5.6). These factors have been presented to structural designers and construction 
managers in a questionnaire format, and data obtained was subsequently analysed to 
rank the factors in terms of their importance in selecting horizontal and vertical 
structural systems. The outcome of this analysis has resulted in the identification of 
design and buildability factors, [Tables [5.16] & [5.17]], that are included in the 
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development of the ANN models which in turn are discussed in this chapter. The 
factors are as follows: 
• Design factors: number of storeys, 
gross floor area. 
• Buildability factors construction method employed, 
speed of construction, 
availability of working space, 
conditions for site access, 
ground conditions. 
Following the identification of factors influencing selection of structural systems and 
materials, the next step in the development of an ANN is to obtain good training 
examples. These can be obtained from various sources, typically, through the 
collection of data from historic construction projects or by producing designs and 
evaluating these on the basis of fixed performance criteria. A major shortcoming of 
the latter approach is that designs would represent one opinion or reflect an 
individual's expertise which in turn introduces subjective and biased outcomes. To 
avoid this potential problem, it is important to obtain training examples from sources 
that contain a wide library of design knowledge and expertise, hence removing 
subjectivity from the data used. In the present work, it has been deemed necessary to 
obtain training examples that represented real projects so that the ANN models 
produced could be based on a range of tried and tested designs representing different 
design schools and approaches which in turn ensure a fair representation of design 
knowledge and expertise. This is necessary to ensure that the developed models 
closely represent real life scenarios and that the neural networks developed are 
trained to extract implicit knowledge representing a wide range of available expertise 
in the industry. The following section discusses the source of training examples in 
more detail. 
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7.3 The BCIS Elemental Analysis 
One of the most challenging aspects of this research was to gain access to existing 
construction projects to extract relevant information required for the development of 
the models. A number ofleading construction companies were approached. Despite 
their genuine efforts and attempts to provide access and information, it was soon 
evident that data was neither readily available for reference, nor was it collectively 
available in a structured and organised manner even within individual organisations. 
This was considered a major obstacle that could lead to potential problems in 
developing accurate models, primarily with respect to the quality of information 
required, and the availability of sufficient numbers of different types of projects. One 
of the recommendations derived from this research deals with the way in which the 
construction industry as a whole needs to tackle the problem of availability of data in 
a consistent and structured manner for future reference. 
Faced with this problem, it was crucial to locate other sources of reliable sets of data 
that would not only permit the research to proceed but also provide sufficient 
meaningful information (i.e. information on design and buildability factors as 
mentioned in the previous section). Elemental Analysis of the Building Cost 
Information Service (BCIS), of the Royal Institution of Chartered Surveyors, was 
examined to ascertain its relevance as a data source. 
The objective of the BCIS, as stated in the BCIS Bulletin Service [1998], is to: 
"provide building and construction cost and price data through a collaborative 
venture for the exchange of information so that subscribers to the service involved in 
design, construction and property can have ready access to the best available data". 
Subscribers, who are building and construction related organisations, undertake to 
provide data from their own experience which is then carefully scrutinised by BCIS 
professional staff for processing, amplification of information, preparation and 
selection of data from all relevant sources, and the generation of data. The BCIS 
publishes information on regular intervals throughout the year. 
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Following an investigation into the BCIS information service, it was realised that the 
Elemental Analysis provided extensive, varying, and representative data of a wide 
range of types of building projects. More crucially, since information supplied to the 
BCIS is scrutinised by professionals to select the best available data, it was regarded 
as the most appropriate source of information for the purposes of this research. The 
Elemental Analysis, although primarily concerned with costing and pricing, provides 
a rich field of information for the aspects of design and buildability addressed in this 
research. 
7.4 Extracting Relevant Data from BCIS Elemental Analyses 
Once this source of information had been identified, it was then necessary to produce 
a mechanism for extracting specific data for selected projects. A standard pro-forma 
was designed for registering data from individual projects. The following sections 
describe the methods used for extracting information from the BCIS and present the 
types of building projects that were used for developing the models. 
7.4.1 Categories of Buildings 
The BCIS Elemental Analyses categorises buildings into 9 areas: 
1. Buildings in connection with civil engineering facilities 
Railway stations, coach and bus stations, car parks, air transport 
terminals, communications buildings, and power stations. 
2. Industrial buildings 
Agricultural buildings such as fish farms; greenhouses; storage 
buildings; and livestock buildings, manufacturing buildings such 
as factories, and storage buildings such as warehouses. 
3. Administrative, commercial, protective service buildings 
Government and law buildings such as administrative buildings; 
county, city, and town halls; local administration buildings, 
offices, commercial buildings such as banks; trading buildings 
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which include commercial developments; retail warehouses; 
department stores; shops, emergency services such as fire 
stations; ambulance stations; police stations, military buildings, 
and prisons. 
4. Health, welfare buildings 
Hospitals, medical/welfare buildings such as clinics; dentists' 
surgeries; blood transfusion facilities, homes for addicts; mentally 
handicapped; children's homes, and animal welfare as in 
veterinary hospitals; and animal clinics. 
5. Recreational buildings 
Refreshment canteens; restaurants; function rooms, entertainment 
dance halls; opera houses; cinemas, social recreation community 
centres; and clubs, aquatic sports, and sport facilities in general.. 
6. Religious buildings 
Includes places of worships such as churches; mission halls; 
temples; and mosques, convents, and funerary buildings. 
7. Educational, scientific, information buildings 
Schools, universities and colleges, scientific laboratories, 
exhibition centres, and information buildings such as libraries. 
8. Residential buildings 
Housing developments, one-off houses, special housing, and 
communal residential buildings such as hotels; barracks; and 
hostels. 
9. Common facilities, other facilities 
Such as circulation facilities, kitchens, public conveniences, and 
cleaning facilities. 
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The decision to select particular types of building projects was based upon two main 
factors. The first is that building projects should provide a range of available 
structural systems, that is, reinforced concrete systems, pre-cast concrete systems, 
structural steel systems, and combinations of the above. The second factor is that 
projects should be primarily medium-rise buildings, although low-rise buildings of 2, 
3, and 4 storeys high would be included. This is necessary to ensure that the projects 
selected provide a range of materials and systems used for both horizontal and 
vertical structural systems. It was therefore decided to concentrate upon three types 
of building projects, namely, offices, hospitals, and schools. These were deemed to 
incorporate a wide variety of building materials as well as a good representation of 
various horizontal and vertical structural systems that would provide sufficient data 
for the development of ANN models. 
7.4.2 Pro-Forma 
To facilitate and speed up the process of extracting information from Elemental 
Analyses, a pro-forma was developed to provide a standardised method for 
registering data. Table [7.1] shows a standard format of a pro-forma that was 
produced for this purpose. It is in tabular format with the first column representing an 
identification number as described in the following section. The second column 
identifies the type of project from which data is extracted. The next 9 columns 
present design and buildability parameters used as inputs to the ANN models, and 
the last 2 columns present types of horizontal structural systems and vertical 
structural systems designed for, and used to built, a project. These columns are 
further explained in the sections below: 
Column 1: BCJS No 
BCIS elemental analysis number 
Each project in the pro-forma is identified by its on-line number. This is important 
when large amounts of data is handled because it ensures that future reference to 
projects can be achieved quickly and efficiently. Moreover, as described in later 
sections of this chapter, it is necessary to put in place a mechanism for checking that 
no projects are replicated particularly when additional projects are acquired (for 
example for testing and verification of ANN models). 
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Column 2: Building Type 
Type of building 
The following classification system was used to distinguish between tbe three types 
of building projects: 
• 1 Office projects 
• 2 School projects 
• 3 Hospital projects 
Columns3, 4 
In these columns information on tbe following design factors were registered as 
shown in Table [7 .1]. 
Design Factors 
• Number of storeys (St) 
• Gross floor area (Fl Ar) 
Columns 5, 6, 7, 8, & 9 
In these columns, data on the following buildability considerations were recorded. 
Buildability Factors 
• Agreed duration for the project (D) 
• Construction method employed (CT) 
• Availability of working space (WS) 
• Conditions for site access (SA) 
• Ground Conditions (GC) 
Columns 10 & 11 
The last two columns in the pro-forma correspond to the types of flooring and 
framing systems designed for a specific project. These were categorised as follows: 
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Horizontal structural systems (FL) 
1 Reinforced concrete floors 
2 Pre-cast concrete floors 
3 Composite floors 
Vertical structural systems (FR) 
1 Reinforced concrete frames 
2 Pre-cast concrete frames 
3 Structural steel frames 
4 Load-bearing walls 
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Table ]7.1]: Snapshot of Standardised Pro-Forma for Data Extraction 
BCIS No Building. Number Gross Floor Duration Construction Availability of Site Ground Floor Frame 
Type of storeys Area (m2) (months) Method Working Space Access Conditions 
(St) (FIAr) (D) (CT) (WS) (SA) (GC) I (Ac. Fl) ICAc. Frl 
10133 1 5 1976 12 2 2 2 2 1 3 
10350 1 3 10400 18 2 3 2 1 1 3 
11956 1 2 160 4 3 3 3 1 2 4 
15308 1 3 22279 16 1 2 3 2 1 1 
15379 1 3 12600 14 1 3 3 1 1 1 
16499 1 8 4150 19 1 2 2 2 1 1 
15914 1 2 476 5 3 3 3 2 2 3 
16326 1 6 2216 11 1 2 1 1 1 1 
14681 1 11 20810 29 1 1 1 2 3 1 
10793 3 3 5732 24 1 3 3 1 1 1 
12277 3 2 1380 10 3 3 2 2 2 3 
12403 3 5 12400 33 1 3 3 1 1 1 
15824 3 2 2491 16 3 2 2 2 2 4 
16948 3 3 4292 18 1 3 3 2 1 1 
10128 3 2 15319 29 1 3 3 2 1 1 
13069 3 4 4300 15 2 2 2 2 1 3 
12842 3 2 646 12 3 2 2 2 2 4 
9527 3 4 7945 26 1 2 2 2 1 1 
11287 2 3 2325 15 2 2 2 2 1 3 
11994 2 2 2003 15 3 3 3 3 2 3 
16318 2 2 720 9 3 2 1 2 2 3 
16166 2 2 473 5 3 3 2 3 2 4 
16654 2 3 5000 18 1 2 2 3 1 3 
13350 2 3 1904 11 3 3 3 2 2 3 
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7.5 Preparation of Data for Neural Networks 
Neural networks have the ability to learn from examples and to generalise 
relationships without making use of any prior knowledge. They bridge the gap 
between understanding individual examples and generalising relationships. For this 
reason, the quality of the data is of paramount importance. 
Biedermann [1997] noted that data pre-processing could result in faster training and 
better performance of networks. Three categories of data preparation are observed by 
Biedermann - data specification, data significance, and data inspection. Data 
specification requires a fundamental understanding of the problem domain and 
parameters necessary to select the appropriate data. Data significance involves 
identifying which variables are significant, possibly by performing a statistical 
analysis, and only including those variables which are significant. For data 
inspection, the data are examined and analysed to ensure a good distribution across 
the problem domain and to determine if, and what type of, pre-processing is 
necessary. 
Both data specification and data significance have been performed and discussed in 
previous Chapters Two, Three, and Five. In this chapter, the focus is on data 
inspection to ensure that projects selected from the BCIS cover a wide range of 
structural systems and hence provide a good distribution across the problem domain, 
see section 7.4.1. Moreover, it follows that the data obtained from the BCIS requires 
substantial transformation and processing before it is used in the development of 
neural network models. In section 7.5 .1 a simple process map is presented to 
illustrate how crude data collated from the projects is transformed into a format 
suitable for use in neural networks. Sections 7.5.2 and 7.5.3 explain each sub-process 
in detail. 
7.5.1 A Simple Process Model for Data Collection and Preparation 
Once data is elicited, it is prepared and transformed from its raw format into one that 
is meaningful to a neural network. Data is converted into either binary or continuous 
formats to prevent problems associated with the magnitude and variability among the 
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input parameters. An example of this is detailed in section [7.5.2]. Figure [7.1] 
illustrates the various stages involved in the transformation of data. 
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7.5.2 Data Scaling and Normalising 
The following factors: number of storeys; gross area; and duration, would pose a bias 
problem to tbe network if they were to be entered in their real-values. If, for 
example, 7 storeys and a gross floor area of 2660 m2 are entered to the network, a 
neuron representing gross floor area will have a considerably higher importance than 
tbat representing number of storeys due to tbe larger numerical value. To remove this 
bias, it is necessary to normalise data into an appropriate scale. In this work, all three 
parameters were scaled to a value between 0 and I based upon minimum and 
maximum values as shown in the normalisation equation [7.1]. 
Equation [7.1]: Normalisation 
Where is tbe actual value of tbe nth training example 
Smin is the minimum input from all training examples 
Smax is the maximum value from all training examples 
Sn is the normalised value of the nth training example 
Table [7.2] presents an example of normalised real-value input data used in tbe 
development of neural network models. It is important to note tbat the various 
models, developed and discussed later in this chapter, differ in design characteristics 
of projects and it is therefore important to view Table [7.2] as an example of a 
normalisation process rather than a generic table used for all models. 
TABLE (7.2]: NORMALISATION OF REAL-VALUE INPUT DETERMINANTS 
Determinant Classification values Normalised values 
Number of storeys Minimum2 0 
Si- Integer (Si-2)/(6) l>Sn>O 
MaximumS I 
Gross Area (m") Minimum 160 0 
Ai- Integer (Ai-160)/(22119) l>An>O 
Maximum 22279 I 
Duration Minimum3 0 
Di- Integer (Di-3)/(21) l>Dn>O 
Maximum24 I 
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7.5.3 Data Coding 
Input Factors 
Factors that have binary values are treated in a different manner than those with real-
values. Input factors such as ground conditions, construction method employed, 
availability of working space, and site access have mutually exclusive components. 
Such factors are presented to the network in the form of a one-of-n encoding. In 
other words, if a component within a factor takes the value of 1, then all the other 
components in that factor must take the value ofO. Table [7.3] presents typical one-
of-n encoding for the integer scale values of the above mentioned determinants. 
TABLE (7.3(: CODED INPUT DETERMINANTS 
Determinant Classification values Coded values 
Ground conditions I good 100 
2 moderate 0 1 0 
3 poor 0 0 I 
Construction Method I temporary 100 
Employed 2 permanent 0 1 0 
3 non 0 0 I 
Availability of working 1 highly restricted 100 
space 2 restricted 0 1 0 
3 unrestricted 001 
Site access conditions 1 highly restricted 1 0 0 
2 restricted 0 1 0 
3 unrestricted 001 
Output Factors 
Output parameters were defined to be the type of structural material to be used in a 
structural system for the flooring systems and frames in a building project. The scope 
for the models was limited to the materials presented in Table [7.4]. From this table, 
it is evident that a one-of-n encoding system was adopted in order to transform the 
data into a format suitable for training the networks. 
142 
Table [7.4[: Coded Output Structural Systems' Materials 
Determinant Classification values Coded values 
Horizontal structural 1 Reinforced concrete 0 
systems 2 Pre-cast concrete 1 
Vertical structural 1 Reinforced concrete 1 0 0 
systems 2 Pre-cast concrete 000 
3 Structural steel 0 1 0 
4 Loadbearing walls 0 0 1 
It is important to note that, at this stage, Table [7 .4] presents a generic coding system 
for the models. Later in this chapter, a full explanation of how this table was adapted 
for individual models together with the reasons for these adaptations is detailed. It is 
also worth noting that only a very few number of projects with pre-cast concrete 
frames were found and therefore these were discarded. 
7.6 Developing Neural Network Models 
So far, this chapter has covered aspects of project selection and data handling in 
preparation for developing neural network models. The following sections present 
and explain a number of models developed in the course of this research. A pilot 
model was developed with the purpose of verifying the suitability of using BCIS 
data. In addition, it was used to investigate the level of accuracies that the conceptual 
models were likely to achieve. The results from this pilot study were very 
encouraging and led to the development of four further models as will be discussed 
in the following sections. 
Typically, the development of neural network models is done in two phases: the first 
phase, the developers' zone, is controlled by a developer in which thresholds are 
determined, architectures are chosen, and data is organised. The second process is an 
internal process that is beyond the control of a developer. In this latter process, 
neural networks map relationships between inputs and outputs in an obscure manner, 
invisible and inaccessible to the outside world. This process is often referred to as the 
black-box process. Understanding the black-box phase is under continuing research 
closely linked with biological research into how a human brain functions. This phase 
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is beyond the scope of the present research. An important aspect of this research is to 
understand how neural network models are developed, and to investigate their 
suitability as tools which assist decision making at the early phases of the design 
process. To this end, the developers' zone is one that will be explored and mapped in 
the following section. This mapping process forms the basis for an informed 
discussion about the particular models developed for this research. 
7.6.1 Mapping the processes associated with the development of neural network 
models 
Chapters Four and Six described underlying theories of neural network models, their 
architectures; and working principles, and reviewed applications of artificial neural 
networks to construction management fields. In this section, an attempt is made to 
map the processes associated with the development of a neural network model, that 
is the developers' zone. Mapping the developers' zone sets the scene for 
understanding how the five neural networks, discussed in the following sections, 
have been developed. It will also provide an invaluable tool for effective application 
of neural networks to other areas in the field of construction management. Figure 
[7.2] illustrates the various stages in developing an artificial neural network. 
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Figure [7.2]: Stages of Developing an ANN model 
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7.6.2 "Off.Net": A Model for Selecting Structural Systems for 
Offices' Projects 
"Off.Net" is a neural network model that has been developed to select structural 
systems for office projects. Forty-four projects were randomly chosen from BCIS's 
elemental analysis. These covered a range of floor structures and frame structures 
namely in-situ reinforced concrete floors, pre-cast concrete floors, composite floors, 
in-situ reinforced concrete columns, structural steel columns, and load bearing walls. 
Office Buildings constructed of pre-cast concrete columns were excluded from this 
analysis because of insufficient number of examples available. The projects were 
wide ranging in terms of their physical characteristics. Table [7 .5] presents the 
boundary values identifying minimum and maximum values for number of storeys, 
gross floor area, and duration, these specify the limits to which the model may be 
applied. These figures were used for normalising the data elicited from the BCIS 
projects as explained in section [7.5.2]. 
Table [7.5[: Boundary Values used for Normalisation of Real Values 
Physical Characteristic Minimum Value Maximum Value 
Number of storeys 2 8 
(integer) 
Gross Floor Area (m") 160 22279 
Duration of Project 3 24 
(months) 
Data Handling and Preparation 
Data from the chosen 44 projects was transformed from their raw form into a format 
suitable for use in developing the network, see section 7.5. The projects were then 
divided into two groups: Group A, consisting of32 projects, were used in the 
development stage for training the neural networks. Group B consisting of the 
remaining 12 projects, were held for testing the accuracy ofthe structure of the 
model. This split was chosen to give approximately 75:25 split oftraining:testing 
representation of data. 
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Learning Algorithm 
Chapter Six discussed various learning paradigms and associated learning algorithms 
used in training neural networks. The three learning approaches in an ANN 
environment, namely supervised, unsupervised, and hybrid learning were presented 
(sections 6.4.1, 6.4.2, and 6.4.3) and numerous types of corresponding learning 
algorithms have been reviewed (section 6.5). In addition, the back-propagation 
algorithm and its working principles have been explained [section 6.6.1]. In back-
propagation (Lippmann 1987), the major factors in controlling the learning of a 
network are the learning rate and the threshold values of different neurons. The 
network is presented with a set of training examples, where each example consists of 
values of the input features and the corresponding values for the output features. The 
network learns from these examples by continuously adjusting the weights of the 
connections of its processing elements until it is able to predict, to within a certain 
tolerance, the correct output for a given input. Once this stage is reached, the weights 
of the connections are held constant and the network can then be used to predict an 
output for a given input corresponding to a new problem. 
Kamarthi et a! [1992] argues that different problems require solutions using different 
neural network learning paradigms and algorithms. In this research, the selection of 
structural systems requires a learning algorithm that can understand the relationship 
between the characteristics of a building design, the condition of a building site and 
the structural form suitable for the building. It can therefore be argued that this is a 
problem of pattern association which can best be served by a neural network that is 
capable of mapping or associating a set of arbitrary input patterns with another set of 
arbitrary output patterns. This requires a supervised learning paradigm and to 
implement this type of supervised training, the back-propagation algorithm was used. 
Architecture ofOff.Net 
A two-layered feed-forward neural network was chosen for mapping the factors that 
affect choice of structural systems with the corresponding choices of structural 
systems. This section describes the network architecture adopted for "Off.Net". 
The general architecture of a two-layered feed-forward network used for this 
research has been presented in Figure [6.2]. Although the processing elements 
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(neurons) are arranged in three layers, this network is referred to as a two-layer 
neural network. This is because all computations take place in the hidden layer, and 
the output layer, with no computations taking place in neurons of the input layer 
[section 6.6]. The neural network is referred to as a feed-forward network because 
the interconnections between the layers are in one direction and they do not form 
feedback loops [section 6.3]. 
Off.Net has 15 input neurons in its input layer representing 7 input factors and 4 
output neurons in the output layer representing the 2 outputs, i.e., type of flooring 
system and type of framing system. The first, second, and third neurons represent 
normalised values for number of storeys, gross floor area, and agreed duration for a 
project respectively. The fourth, fifth, and sixth neurons represent the forming 
method adopted. The seventh; eighth, and ninth neurons represent availability of 
working space. The tenth, eleventh, and twelfth neurons represent accessibility of 
site, and the last three nodes in the input layer represent ground conditions. 
The output layer on the other hand, contained 4 output neurons representing the 2 
outputs, more specifically, type of flooring system and type of framing system. The 
first neuron in this layer represents type of flooring system, in this case 0 stands for 
reinforced concrete floor, whereas 1 stands for pre-cast concrete floor. The last 3 
neurons use the one-in-n encoding for type of frame. 
No fixed rules exist to determine optimal numbers of neurons in hidden layers, and 
researchers revert to choosing an optimum configuration by trial and error. A series 
of networks have been tried and trained under different sets of learning parameters. 
An optimum performance for the network has been achieved using 5 neurons in one 
hidden layer. The following section discusses the development of "Off.Net" in more 
detail. 
Development and Training of "Off.Net" 
The network was developed on a PC platform using "Cortex-Pro" which is a neural 
networks development system produced by UNIST AT Limited. This software is 
DOS based and requires the developer to write the training programme in the 
C language [See Appendix 7 .I]. 
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The normalised values for the number of storeys; gross floor area; and duration, and 
the coded values for construction method; availability of working space; site access; 
and ground conditions were entered into the network. In addition, the corresponding 
materials used for floors and columns were presented to the network. 
Table [7 .6] shows data from 32 examples used to train the network. A learning rate 
of 0.2 and a momentum equal to 0.8 were set to the network. All weights and 
thresholds were then initialised to random values in the range of -0.1 to 0.1. 
Initialisation of weights within this range ensures that a network is not saturated by 
the large values of the weights before learning is complete [Kamarthi et all992]. 
These authors note two important factors for training a network: firstly the learning 
process cannot be started without initialisation of random weights and thresholds, 
and secondly, that no learning takes place in a neural network if all weights are 
initialised with the same value. The initial values are modified during each iteration 
of the training process until they converge to certain steady values and at the end of a 
training process, the knowledge implied by the training patterns is captured in the 
form of weight and threshold values. The network converged at 8500 epochs and 
training was stopped when I 0000 epochs were reached. One epoch represents a 
training cycle in which inputs are fed-forward and transformed into outputs, the 
resulting outputs are then compared with the actual outputs and the root mean square 
error is then propagated back through the connection wires to the hidden layer. This 
process takes place so that weights and thresholds can be continuously modified until 
optimum values for the convergence of a network are achieved. 
149 
Table [7.6]: Normalised and Coded Data Used in Training "Off.Net": 
BCIS St FIAr D CT WS SA GC FL FR 
10345 0.83 0.72 0.90 I 0 0 I 0 0 0 I 0 0 I 0 0 I 
10631 0.83 0.38 1.00 I 0 0 I 0 0 I 0 0 0 I 0 0 I 
10678 0.17 0.00 0.29 I 0 0 I 0 0 I 0 0 I 0 0 0 I 
10740 0.17 0.04 0.33 I 0 0 0 0 I 0 I 0 0 I 0 0 I 
16972 0.00 0.09 0.57 I 0 0 0 I 0 0 I 0 0 I 0 0 I 
15308 0.17 1.00 0.62 I 0 0 0 I 0 0 0 I 0 I 0 0 I 
16499 1.00 0.18 0.76 I 0 0 0 I 0 0 I 0 0 I 0 0 I 
16782 0.00 0.07 0.19 I 0 0 0 0 I 0 0 I 0 0 1 0 1 
10208 0.67 0.20 0.52 0 1 0 1 0 0 1 0 0 1 0 0 0 0 
13611 0.17 0.14 0.62 0 I 0 0 0 I 0 0 I I 0 0 0 0 
11703 0.00 0.05 0.19 I 0 0 0 0 1 0 I 0 0 1 0 0 0 
12267 0.17 0.48 0.52 I 0 0 0 0 I 0 I 0 I 0 0 0 0 
13987 0.17 0.07 0.14 0 0 I 0 I 0 0 0 1 1 0 0 0 0 
10350 0.17 0.46 0.71 0 I 0 0 0 I 0 1 0 1 0 0 0 0 
13572 0.00 0.01 0.38 0 1 0 0 0 I 0 0 I 0 I 0 0 0 
14824 0.00 0.20 0.38 0 I 0 0 0 I 0 0 I 0 1 0 0 0 
10200 0.00 0.05 0.24 0 0 I 0 0 I 0 0 I 1 0 0 I 0 
10308 0.00 0.05 0.19 0 0 I 0 0 I 0 0 I I 0 0 1 0 
12035 0.33 0.08 0.67 0 0 I 0 I 0 0 I 0 I 0 0 1 0 
12203 0.83 0.07 0.52 0 1 0 I 0 0 I 0 0 0 I 0 1 0 
13947 0.17 0.26 0.38 0 0 I 0 I 0 0 I 0 0 1 0 1 0 
16978 0.00 0.02 0.10 0 0 I 0 0 I 0 0 I 0 I 0 1 0 
12854 0.67 0.37 0.81 0 0 I 0 1 0 0 I 0 0 0 I 1 0 
14444 0.17 0.13 0.43 0 0 I 0 0 I 0 0 I 0 1 0 1 0 
10177 0.00 0.00 0.00 0 0 I 0 0 I 0 I 0 0 I 0 I 0 
10327 0.17 0.03 0.24 0 0 I 0 1 0 I 0 0 I 0 0 I 0 
10893 0.17 0.01 0.33 0 0 I 0 1 0 0 I 0 I 0 0 I 0 
14906 0.17 0.02 0.19 0 0 I 0 I 0 0 I 0 I 0 0 I 0 
16969 0.00 0.02 0.14 0 0 I I 0 0 I 0 0 0 I 0 1 0 
12507 0.00 0.01 0.14 0 0 I 0 I 0 0 0 I 0 I 0 I 0 
11956 0.00 0.00 0.05 0 0 1 0 0 I 0 0 1 I 0 0 1 0 
16313 0.00 0.03 0.19 0 0 I I 0 0 0 I 0 I 0 0 I 0 
Evaluation of Performance 
Once the network had been trained, the weights and thresholds were fixed and the 
network could be tested to assess its performance. In testing the trained network, it 
was first desirable to present it with the training examples to determine if it can 
produce good approximations to the known outputs for these data [Jenkins 1997]. 
Biedermann [1997] argues that a well-trained neural network does not necessarily 
perform with 100% accuracy on the training data. If this is achieved, it may be an 
indication that the network has memorised the input-output relation of the training 
data rather than learning a general relationship that can then be applied to new 
examples so that corresponding outputs can be predicted: 
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In evaluating the performance ofOff.Net, it was presented with the 32 projects used 
in the training stage (all projects of Group A). The accuracy of the network was then 
measured by comparing the number of correct predictions to the total number of 
training projects using the following equation: 
Accuracy(%)= (number of projects correctly classified/ total number of projects(* 100 
Off.Net achieved an overall accuracy of90.63%. This level of performance indicates 
that the network has not memorised the relationship between inputs and outputs of 
the training examples as described above. At the same time, it has achieved a high 
accuracy. A more detailed analysis of the performance ofOff.Net when tested using 
the training data is shown in Table [7.7]. The table shows individual accuracies for 
the four types of structural systems used in the training projects. It can be seen from 
the table that the model did achieve a I 00% accuracy for projects with reinforced 
concrete floors and reinforced concrete columns, and for projects with pre-cast 
concrete floors used with structural steel columns. For projects with pre-cast concrete 
floors and loadbearing walls, the accuracy reduced to 87 .5%, and for projects with 
reinforced concrete floors and structural steel columns the accuracy further reduced 
to 75%. 
Table (7.7(: Accuracy of testing individual types of structural systems for Group A projects: 
Number of 
Type of Floor Total Number of 
Correct Accuracy(%) 
and Frame Projects 
Classifications 
0100 8 8 100 
0010 6 8 75 
1010 8 8 100 
1001 7 8 87.5 
Where: 
0 1 0 0 represents a reinforced concrete floor and a reinforced concrete frame. 
0 0 1 0 represents a reinforced concrete floor and a structural steel frame. 
1 0 1 0 represents a pre-cast concrete floor and a structural steel frame. 
1 0 0 1 represents a pre-cast concrete floor and a load bearing wall. 
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The second stage of evaluating the performance of neural network models involves 
presenting new examples or problems to the trained models and evaluating their 
response to these fresh problems. "Off.Net" was presented with Group B projects, the 
12 projects reserved for testing the structure of the model, data from these projects 
are presented in Table [7 .8]. 
Table [7.8]: Normalised and Coded Data Used in Testing "Off.Net": 
BCIS St FIAr D CT WS SA GC FL FR 
10067 0.83 0.11 0.52 I 0 0 I 0 0 I 0 0 I 0 0 0 I 0 0 
10184 0.17 0.22 0.48 I 0 0 0 I 0 0 0 I 0 I 0 0 I 0 0 
10596 0.17 0.05 0.43 I 0 0 0 I 0 0 0 I I 0 0 0 I 0 0 
16326 0.67 0.09 0.38 I 0 0 0 I 0 I 0 0 I 0 0 0 I 0 0 
17103 0.00 0.04 0.14 0 I 0 0 I 0 0 I 0 I 0 0 0 0 I 0 
10133 0.50 0.08 0.43 0 I 0 0 I 0 0 I 0 0 I 0 0 0 I 0 
10387 0.17 0.13 0.29 0 I 0 0 0 I 0 0 I 0 0 I 0 0 I 0 
14025 0.67 0.18 0.57 0 I 0 I 0 0 0 I 0 0 I 0 0 0 I 0 
14295 0.17 0.18 0.38 0 0 I 0 0 I 0 0 I 0 I 0 I 0 I 0 
13808 0.00 0.03 0.14 0 0 I 0 I 0 0 0 I 0 I 0 I 0 I 0 
15758 0.00 0.04 0.29 0 0 I 0 I 0 0 I 0 0 I 0 I 0 I 0 
13506 0.00 0.01 0.14 0 0 I 0 0 I 0 0 I I 0 0 I 0 0 I 
The model accurately selected 9 out of the 12 projects achieving an overall accuracy 
of75%. An analysis similar to that shown in Table [7.7] was performed. This is 
presented in Table [7.9]. The table shows individual accuracies achieved for each 
particular type of structure under investigation. For projects with reinforced concrete 
floors and frames, the model managed to achieve a 100% accuracy selecting this type 
of material in all four cases. For projects with reinforced concrete floors and 
structural steel frames, the accuracy achieved was 75% while for projects with pre-
cast concrete floors and structural steel frames, the accuracy reduced to 66.67%. 
Finally, the model could not classify the one project representing a pre-cast concrete 
floor and a 1oadbearing wall. 
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Table [7.9]: Accuracy of testing individual types of structural systems for Group B projects: 
Number of 
Type of Floor Total Number of 
Correct Accuracy(%) 
and Frame Projects 
Classifications 
0100 4 4 100 
0010 3 4 75 
1010 2 3 66.67 
1001 0 1 0 
Where: 
0 I 0 0 represents a reinforced concrete floor and a reinforced concrete frame. 
0 0 I 0 represents a reinforced concrete floor and a structural steel frame. 
I 0 I 0 represents a pre-cast concrete floor and a structural steel frame. 
I 0 0 I represents a pre-cast concrete floor and a load bearing wall. 
As predicted, the overall accuracy achieved when evaluating the performance of the 
network using new project data was not as high as that achieved when using data 
known to the network. Furthermore, by comparing Tables [7.7] and [7.9], it is clear 
that when testing the model using new project examples, individual accuracies for 
different types of structural systems produced a similar pattern. The model failed to 
classify the one and only project with a pre-cast concrete floor and a loadbearing 
wall. 
At this stage, it was decided to obtain further data from the BCIS in order to validate 
the performance of the model. 
Validation ofOff.Net 
More projects were utilised to validate the performance of "Off.Net" particularly in 
relation to types I 0 1 0 (PC floor/ SS frame), and 1 0 0 1 (PC floor/ loadbearing 
wall). Thirty more office projects were extracted from the BCIS covering the limits 
set out in Table [7 .5] with regard to number of storeys, gross floor area, and duration 
of project (Table [7.10]). 
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Table (7.10): Additional Data used for Validation of "Off.Net" 
BCIS St FIAr D CT ws SA GC FL FR 
15379 0.17 0.56 0.52 I 0 0 0 0 I 0 0 I I 0 0 0 I 0 
14024 0.17 0.23 0.43 I 0 0 0 I 0 0 I 0 0 I 0 0 I 0 
10373 0.17 0.15 0.38 I 0 0 0 0 I 0 I 0 0 I 0 0 0 I 
14920 0.17 0.06 0.48 I 0 0 0 I 0 0 I 0 0 0 I 0 0 I 
17342 0.17 0.17 0.38 I 0 0 0 0 I 0 0 I I 0 0 0 0 I 
12437 0.33 0.09 0.38 0 I 0 I 0 0 0 I 0 I 0 0 0 0 I 
13966 0.00 0.21 0.52 0 I 0 0 0 I 0 0 I 0 I 0 0 0 I 
14452 0.17 0.11 0.43 0 I 0 0 0 I 0 0 I 0 0 I 0 0 I 
14880 0.00 0.04 0.14 0 I 0 0 0 I 0 0 I 0 I 0 0 0 I 
15266 0.17 0.19 0.38 I 0 0 0 I 0 0 I 0 I 0 0 0 0 I 
13734 0.17 0.05 0.48 0 I 0 I 0 0 I 0 0 0 I 0 0 0 I 
10203 0.00 0.08 0.38 0 0 I 0 0 I 0 0 I 0 0 I I 0 I 
16010 0.00 0.11 0.24 0 0 I 0 0 I 0 0 I I 0 0 I 0 I 
10682 0.00 0.04 0.24 0 0 I 0 0 I 0 0 I I 0 0 I 0 I 
11943 0.17 0.03 0.33 0 0 I 0 0 I 0 I 0 0 I 0 I 0 I 
11960 0.00 0.06 0.19 0 0 I 0 0 I 0 0 I I 0 0 I 0 I 
13222 0.00 0.04 0.29 0 0 I 0 0 I 0 0 I 0 I 0 I 0 I 
14308 0.17 0.04 0.14 0 0 I 0 0 I 0 I 0 0 0 I I 0 I 
10210 0.00 0.03 0.24 0 0 I 0 I 0 0 0 I 0 0 I I 0 I 
10198 0.17 0.12 0.29 0 0 I 0 0 I 0 0 I 0 0 I I 0 I 
10880 0.00 0.05 0.29 0 0 I 0 0 I 0 0 I 0 I 0 I 0 I 
12027 0.00 0.01 0.10 0 0 I I 0 0 I 0 0 I 0 0 I 0 I 
12094 0.00 0.01 0.14 0 0 I 0 0 I 0 0 I I 0 0 I 0 I 
12872 0.00 0.10 0.24 0 0 I 0 0 I 0 0 I 0 I 0 I 0 I 
16099 0.17 0.03 0.33 0 0 I 0 I 0 0 I 0 0 0 I I 0 I 
16244 0.00 0.02 0.14 0 0 I 0 0 I 0 0 I 0 I 0 I 0 I 
15914 0.00 0.01 0.10 0 0 I 0 0 I 0 0 I 0 I 0 I 0 I 
11984 0.00 0.06 0.14 0 0 I 0 0 I 0 0 I 0 I 0 I 0 I 
15689 0.00 0.02 0.10 0 0 I 0 I 0 0 I 0 I 0 0 I 0 I 
12193 0.00 0.00 0.14 0 0 I 0 0 I 0 0 I 0 I 0 I 0 0 
After normalising the data and coding it, these new projects were presented to 
"Off.Net" for validation. Off.N et achieved an accuracy of 60%. Overall, when the 
model was presented with a total of forty-two new projects that were not used in the 
training stage, Off.Net achieved an accuracy of 64.29%. Table [7.11] combines both 
testing and validating projects to show the accuracies ofOff.Net for individual types 
of floor and frame combinations. 
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Table [7.11[): Accuracy of testing individual types of structural systems for 42 projects: 
Number of 
Type of Floor Total Number of 
Correct Accuracy(%) 
and Frame Projects 
Classifications 
0100 5 6 83.34 
0010 7 13 53.85 
1010 15 21 71.43 
1001 0 2 0 
From the table, it can be seen that although the model maintained a reasonably high 
accuracy in recognising RC floor/frame and PC floor/SS frame, the accuracy of 
recognising RC floor/SS frame dropped considerably and the model failed to 
recognise PC floor/loadbearing walls projects. The initial and subsequent extraction 
of office data from the BCIS elemental analysis has resulted in the identification and 
selection of all suitable newly built office projects after l/l/90. It was, therefore, 
decided that no further projects would be identified to improve the performance of 
"Off.Net". 
A Concluding Note on "Off.Net" 
This is a model developed to select a suitable structural system for office buildings. 
Data from 74 office projects were extracted from the BCIS elemental analysis. 
Initially, 44 projects were extracted which resulted in 32 projects being used in 
developing the model and the remaining 12 projects used in testing the model. The 
overall accuracy obtained from testing the model using training examples was 
90.63%, whereas that obtained from testing the model with new examples was 75%. 
It was decided that further projects should be obtained to further verify the validity of 
the model. Thirty more projects were extracted from the BCIS, these were presented 
to the model which achieved an accuracy of 60% in identifying the actual structural 
systems used for the buildings. Overall, combining the testing and validating 
projects, the model achieved an accuracy of 64.29%. The accuracy obtained proved 
unsatisfactory and an in-depth analysis was performed to identify the causes. This 
has led to a number of changes and a new model for selecting structural systems for · 
office projects "NoLBOff.Net". The following section presents the results obtained 
from this new model. 
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7.6.3 "NoLBOff.Net" 
Results obtained from Off.Net were scrutinised and analysed to determine the causes 
of the low accuracy achieved and to find ways for improving this accuracy. One 
problem that became apparent from Tables [7.9] and [7.11] is that the model, once 
trained, could not correctly recognise projects with loadbearing wall structures. The 
most probable reason for this failure is due to the limited number of projects built of 
this type of structural material. Only two new project examples were used to validate 
this case, and it was hence unrealistic to generalise that the model could not identify 
this particular type of structure. As explained in the previous section, office projects 
in the BCIS analysis, completed after 1990 were exhausted and hence no new 
projects were identified. Therefore, in the absence of substantial evidence of how the 
model would behave if more loadbearing projects were tested it was decided that a 
further model should be developed excluding the!O loadbearing projects used in 
developing and testing Off.N et. 
So far, the study had attempted to include additional structural materials beside steel 
and concrete. However, the results obtained were not very encouraging. The research 
then focused solely upon the original research objective, that is steel or concrete? 
This dilemma has been discussed in Chapter Three. Here, an attempt has been made 
to provide objective advice on the selection of structural materials according to the 
circumstances of the project, that is, design and buildability considerations. A second 
model artificial neural network was developed "NoLBOff.Net". 
NoLBOff.Net was developed, tested and validated using the same projects that were 
used in the development, testing and validation ofOff.Net, excluding those with 
loadbearing structures. The network also had a similar input architecture and network 
configuration. Maintaining the same projects and configurations would support the 
argument that load-bearing structures caused Off.Net to achieve less than expected 
accuracy. For this network, a split of75% to 25% was used to divide projects into 
training and testing projects. The main difference between the two models lie in the 
coding of the vertical structural system. Excluding loadbearing wall projects meant 
that an adapted coding system was needed. Since there were only two materials used 
in all projects, it was decided to assign a 0 to reinforced concrete frames and a 1 to 
structural steel frames. This meant that a new architecture for the model evolved, 
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containing only two nodes in the output layer compared to four nodes in Off.N et. 
The two neurons represented the type of material used in floors (0 for RC, I for PC) 
and the type of material used in frames (0 for RC, I for SS). 
Developing NoLBOff.Net 
A total of 64 projects were used in developing this model. From these, 48 projects 
were presented to a network at the training stage, and the remaining 16 projects were 
presented to the network once training had stopped. 
It was important before training started to check if the normalisation equation used 
for normalising number of storeys, gross floor area, and duration was still valid. The 
minimum and maximum values for each input variable for every project were 
checked to see if these changed due to the removal of the 10 projects with 
loadbearing structures. At this stage if the minimum and/or maximum values 
changed, then this would be catered for and a re-normalisation process would have 
been done. However, none of the projects removed were boundary projects, that is 
having the minimum or maximum values for any of these design factors. Therefore 
no extra adjustments were needed. 
Table [7.12] shows data from the 48 training examples used to train "NoLBOff.Net". 
A learning rate of 0.2 and a momentum equal to 0.8 were defined to the network. All 
weights and thresholds were then initialised to random values in the range of -0.1 to 
0.1 and a target of 10000 epochs was specified. Training was then started and 
allowed to continue until the specified number of epochs was achieved. 
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Table (7.12(: Normalised and Coded Data from 48 Office Projects used as Training Examples 
BC IS St FIAr D CT ws SA GC FI Fr 
10067 0.83 0.11 0.50 I 0 0 I 0 0 I 0 0 I 0 0 0 0 
10184 0.17 0.22 0.45 I 0 0 0 I 0 0 0 I 0 I 0 0 0 
10345 0.83 0.72 . 0.90 I 0 0 I 0 0 0 I 0 0 I 0 0 0 
10596 0.17 0.05 0.40 I 0 0 0 I 0 0 0 I I 0 0 0 0 
10631 0.83 0.38 1.00 I 0 0 I 0 0 I 0 0 0 I 0 0 0 
10678 0.17 0.00 0.25 I 0 0 I 0 0 I 0 0 I 0 0 0 0 
10740 0.17 0.04 0.30 I 0 0 0 0 I 0 I 0 0 I 0 0 0 
16972 0.00 0.09 0.55 I 0 0 0 I 0 0 I 0 0 I 0 0 0 
15308 0.17 1.00 0.60 I 0 0 0 I 0 0 0 I 0 I 0 0 0 
15379 0.17 0.56 0.50 I 0 0 0 0 I 0 0 I I 0 0 0 0 
16499 1.00 0.18 0.75 I 0 0 0 I 0 0 I 0 0 I 0 0 0 
10200 0.00 0.05 0.20 0 0 I 0 0 I 0 0 I I 0 0 I I 
10203 0.00 0.08 0.35 0 0 I 0 0 I 0 0 I 0 0 I I I 
10208 0.67 0.20 0.50 0 I 0 I 0 0 I 0 0 I 0 0 0 I 
10308 0.00 0.05 0.15 0 0 I 0 0 I 0 0 I I 0 0 I I 
10373 0.17 0.15 0.35 I 0 0 0 0 I 0 I 0 0 I 0 0 I 
16010 0.00 0.11 0.20 0 0 I 0 0 I 0 0 I I 0 0 I I 
10682 0.00 0.04 0.20 0 0 I 0 0 I 0 0 I I 0 0 I I 
13611 0.17 0.14 0.60 0 I 0 0 0 I 0 0 I I 0 0 0 I 
11703 0.00 0.05 0.15 I 0 0 0 0 I 0 I 0 0 I 0 0 I 
11943 0.17 0.03 0.30 0 0 I 0 0 I 0 I 0 0 I 0 I I 
11960 0.00 0.06 0.15 0 0 I 0 0 I 0 0 I I 0 0 I I 
12035 0.33 0.08 0.65 0 0 I 0 I 0 0 I 0 I 0 0 I I 
12203 0.83 0.07 0.50 0 I 0 I 0 0 I 0 0 0 I 0 I I 
12267 0.17 0.48 0.50 I 0 0 0 0 I 0 I 0 I 0 0 0 I 
13222 0.00 0.04 0.25 0 0 I 0 0 I 0 0 I 0 I 0 I I 
13947 0.17 0.26 0.35 0 0 I 0 I 0 0 I 0 0 I 0 I I 
13987 0.17 0.07 0.10 0 0 I 0 I 0 0 0 I I 0 0 0 I 
14295 0.17 0.18 0.35 0 0 I 0 0 I 0 0 I 0 I 0 I I 
14308 0.17 0.04 0.10 0 0 I 0 0 I 0 I 0 0 0 I I I 
14920 0.17 0.06 0.45 I 0 0 0 I 0 0 I 0 0 0 I 0 I 
16978 0.00 0.02 0.05 0 0 I 0 0 I 0 0 I 0 I 0 I I 
17103 0.00 0.04 0.10 0 I 0 0 I 0 0 I 0 I 0 0 0 I 
17342 0.17 0.17 0.35 I 0 0 0 0 I 0 0 I I 0 0 0 I 
10133 0.50 0.08 0.40 0 I 0 0 I 0 0 I 0 0 I 0 0 I 
10210 0.00 0.03 0.20 0 0 I 0 I 0 0 0 I 0 0 I I I 
10198 0.17 0.12 0.25 0 0 I 0 0 I 0 0 I 0 0 I I I 
10880 0.00 0.05 0.25 0 0 I 0 0 I 0 0 I 0 I 0 I I 
10387 0.17 0.13 0.25 0 I 0 0 0 I 0 0 I 0 0 I 0 I 
12027 0.00 0.01 0.05 0 0 I I 0 0 I 0 0 I 0 0 I I 
12094 0.00 0.01 0.10 0 0 I 0 0 I 0 0 I I 0 0 I I 
12437 0.33 0.09 0.35 0 I 0 I 0 0 0 I 0 I 0 0 0 I 
12872 0.00 0.10 0.20 0 0 I 0 0 I 0 0 I 0 I 0 I I 
10350 0.17 0.46 0.70 0 I 0 0 0 I 0 I 0 I 0 0 0 I 
12854 0.67 0.37 0.80 0 0 I 0 I 0 0 I 0 0 0 I I I 
13572 0.00 0.01 0.35 0 I 0 0 0 I 0 0 I 0 I 0 0 I 
13966 0.00 0.21 0.50 0 I 0 0 0 I 0 0 I 0 I 0 0 I 
14025 0.67 0.18 0.55 0 I 0 I 0 0 0 I 0 0 I 0 0 I 
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Evaluation of Performance 
In evaluating the performance ofNoLBOff.Net, it was first presented with the 
training examples. Input parameters from 48 projects (see Table [7.12]) were fed to 
the network, and the resulting outputs were noted. A comparison was made between 
these outputs and the actual flooring and framing materials used. The model 
performed extremely well achieving an accuracy of97.92%. This global accuracy 
was then broken down into individual accuracies to establish whether the model 
achieved an acceptable level of classification capabilities for each structural material. 
Table [7.13] shows that NoLBOff.Net achieved 100% accuracy in categorising 
buildings with reinforced concrete floors and reinforced concrete frames and 
buildings with pre-cast concrete floors and structural steel frames. The model also 
maintained a high level of accuracy, 93.75 %, in classifying buildings with 
reinforced concrete floors used in conjunction with structural steel frames. 
Table (7.13(: Accuracy of testing individual types of structural systems for 48 training examples 
Number of 
Type of Floor Total Number of 
Correct 
and Frame 
00 
01 
11 
Where: 
Classifications 
Projects 
11 11 
15 16 
21 21 
0 0 presents RC Floor and RC Frame 
0 l presents RC Floor and SS Frame 
l l presents PC Floor and SS Frame 
Accuracy(%) 
100 
93.75 
100 
A concern about obtaining maximum accuracy was raised in the previous section. It 
was emphasised that a network could memorise the input-output relationship instead 
of mapping and learning it. It was therefore necessary to eradicate this by testing the 
model with new examples to· ascertain that a general relationship had been learnt. 
This led to the second step in evaluating the performance ofNoLBOff.Net. Sixteen 
new projects were used to test the accuracy of the network, Table [7.14]. Inputs from 
these projects were fed to the network and the corresponding outputs were recorded. 
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Table [7.14]: Sixteen Projects Used for Testing NoLBOff.Net 
BCIS St FIAr D CT WS SA GC Fl Fr 
16326 0.67 0.09 0.35 I 0 0 0 I 0 I 0 0 I 0 0 0 0 
16782 0.00 0.07 0.15 I 0 0 0 0 I 0 0 I 0 0 I 0 0 
14024 0.17 0.23 0.40 I 0 0 0 I 0 0 I 0 0 I 0 0 0 
13808 0.00 0.03 0.10 0 0 I 0 I 0 0 0 I 0 I 0 I I 
14452 0.17 0.11 0.40 0 I 0 0 0 I 0 0 I 0 0 I 0 I 
14824 0.00 0.20 0.35 0 I 0 0 0 I 0 0 I 0 I 0 0 I 
14880 0.00 . 0.04 0.10 0 I 0 0 0 I 0 0 I 0 I 0 0 I 
15266 0.17 0.19 0.35 I 0 0 0 I 0 0 I 0 I 0 0 0 I 
16099 0.17 0.03 0.30 0 0 I 0 I 0 0 I 0 0 0 I I I 
16244 0.00 0.02 0.10 0 0 I 0 0 I 0 0 I 0 I 0 I I 
15758 0.00 0.04 0.25 0 0 I 0 I 0 0 I 0 0 I 0 I I 
15914 0.00 0.01 0.05 0 0 I 0 0 I 0 0 I 0 I 0 I I 
11984 0.00 0.06 0.10 0 0 I 0 0 I 0 0 I 0 I 0 I I 
13734 0.17 0.05 0.45 0 I 0 I 0 0 I 0 0 0 I 0 0 I 
14444 0.17 0.13 0.40 0 0 I 0 0 I 0 0 I 0 I 0 I I 
15689 0.00 0.02 0.05 0 0 I 0 I 0 0 I 0 I 0 0 I I 
When these outputs were compared with the actual structural materials used for the 
projects, it was found that the model correcting classified structural materials for 
thirteen projects hence achieving an accuracy of 81.25%. This is a very satisfactory 
accuracy which demonstrates that the network had not memorised input-output 
relationships for the training examples, and that it had learnt this relationship and 
was able to generalise in order to solve new examples. This high testing accuracy 
also supported the argument that by using only 20% of design and buildability 
considerations, information that is in essence available at the conceptual design 
stage, there is more than 80% chance that designers can make the right choice of 
structural materials. Further analysis to the testing results revealed individual 
accuracies for each structural material combination. These are presented in Table 
[7.15]. 
Table [7.15]: Accuracy of testing individual types of structural systems for 42 projects: 
Type of Floor Number of Total Number of Correct 
and Frame 
00 
01 
1 1 
Where: 
Classifications Projects 
2 3 
3 5 
8 8 
0 0 presents RC Floor and RC Frame 
0 1 presents RC Floor and SS Frame 
1 1 presents PC Floor and SS Frame 
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Accuracy(%) 
66.67 
60 
100 
Table [7.15] shows that for reinforced concrete floors and reinforced concrete frames 
the accuracy of the model was 66.67%, and for a combination of reinforced concrete 
floors used in conjunction with structural steel frames an accuracy of 60% was 
achieved. The highest accuracy maintained by the model was that for the 
combination of pre-cast concrete floors and structural steel frames I 00% accuracy. 
A Concluding Note on "NoLBOfT.Net" 
This model has been developed to select a suitable structural system for office 
buildings. Data from 64 office projects were extracted from the BCIS elemental 
analysis. Forty-eight projects were used to develop the model and the remaining 
sixteen projects were held for testing the model. The overall accuracy obtained from 
evaluating the model using training examples was 97.92%, whereas that obtained 
from testing the model with new examples was 81.25%. These levels of accuracies 
were deemed to be very good, therefore, the network structure, configuration, and 
architecture were saved. 
The following section discusses further developments to "NoLBOff.Net" in order to 
broaden its applicability to other types of building projects. 
7.6.4 "Build.Net": A Model for Selecting Structural Systems for Building Projects 
The third stage in the development of neural network models aims to broaden the 
applicability ofNoLBOff.Net to include additional types of building projects more 
specifically, hospital and school projects. "Build.Net" is a neural network model that 
has been developed to select structural systems based upon data obtained from 
offices, hospitals, and schools' projects. Data from twenty-one schools and twelve 
hospitals were extracted and used together with data from 26 offices selected 
randomly from the database of office projects used in previous models. These 
projects not only covered a variety of building types, but also within each building 
type they covered a range of floor structures and frame structures namely in-situ 
reinforced concrete floors, pre-cast concrete floors, composite floors, in-situ 
reinforced concrete columns, and structural steel column. Very few buildings were 
designed using pre-cast concrete frames therefore these buildings were excluded due 
to insufficient number of examples. 
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Data Handling and Preparation 
Data was handled and prepared in the same manner as that described in section 
[7.5.1]. The projects were then divided into two groups: Group A, consisting of30 
projects, was used in the development stage for training the neural networks. Group 
B consisting of the remaining 29 projects, was held for testing the accuracy of the 
structure of the model. This split was chosen to give approximately 50:50 split of 
training: testing representation of data. The training examples, group A, consisted of 
13 office projects; 11 schools; and 6 hospitals, whereas testing examples, group B, 
consisted of the remaining 13 offices, 10 schools, and 6 hospitals. 
Architecture of Build.Net 
Build.N et has 18 input neurons in its input layer representing 8 input factors and 2 
output neurons in the output layer representing the 2 outputs, more specifically, type 
of flooring system and type of framing system. The first, second, and third neurons 
represent the type of building coded as follows: 
Type of Building Code 
Office 100 
School 010 
Hospital 001 
The fourth, fifth, and sixth neurons represent normalised values for number of 
storeys, gross floor area, and agreed duration for a project respectively. The seventh, 
eighth, and ninth neurons represent forming method adopted. The tenth, eleventh, 
and twelfth neurons represent availability of working space. The thirteenth, 
fourteenth, and fifteenth neurons represent accessibility of site, and the last three 
nodes in the input layer represent ground conditions. 
The output layer on the other hand, contained 2 output neurons representing the 2 
outputs, more specifically, type of flooring system and type of framing system. The 
first neuron in this layer represents type of flooring system, in this case 0 stands for 
reinforced concrete floor, whereas 1 stands for pre-cast concrete floor. The second 
neuron represents the type of frame used, in which case 0 stands for reinforced 
concrete frame, and 1 stands for structural steel frame. 
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Development and Training of "Build.Net" 
This model differs from the previous two models in one significant way. The neural 
network is not only required to learn a general relationship between design and 
buildability input factors and the corresponding types of floor and frame, it is also 
required to learn this relationship within the context of a particular type of building. 
Therefore, inputs to the neural network increased by 3 nodes which are required to 
define the type of building under examination. The normalised values for number of 
storeys; gross floor area; and duration, and the coded values for construction method; 
availability of working space; site access; and ground conditions were presented to 
the network. In addition, the corresponding materials used for floors and columns 
were presented. 
Table [7.16] shows normalised and coded data from 30 examples used to train the 
network. A learning rate of 0.2 and a momentum equal to 0.8 were defined for the 
network. All weights and thresholds were then initialised to random values in the 
range of -0.1 to 0.1. This network required a far smaller number of iterations to 
converge than previous networks, as it converged at 1500 epochs. Training was 
stopped when 2500 epochs were reached. 
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Table (7.16(: BCIS Projects Normalised and Coded for Training "Build.Net": 
BCIS BT St Fl D CT ws SA GC Ac Ac 
Ar Fl Fr 
10880 I 0 0 0.00 0.04 0.14 0 0 I 0 0 I 0 0 I 0 I 0 I I 
14025 I 0 0 0.67 0.17 0.36 0 I 0 I 0 0 0 I 0 0 I 0 0 I 
14452 I 0 0 0.17 0.10 0.25 0 I 0 0 0 I 0 0 I 0 0 I 0 I 
14824 I 0 0 0.00 0.19 0.21 0 I 0 0 0 I 0 0 I 0 I 0 0 I 
14880 I 0 0 0.00 0.03 0.04 0 I 0 0 0 I 0 0 I 0 I 0 0 I 
15266 I 0 0 0.17 0.18 0.21 I 0 0 0 I 0 0 I 0 I 0 0 0 I 
15379 I 0 0 0.17 0.56 0.32 I 0 0 0 0 I 0 0 I I 0 0 0 .o 
16099 I 0 0 0.17 0.02 0.18 0 0 I 0 I 0 0 I 0 0 0 I I I 
15758 I 0 0 0.00 O.o3 0.14 0 0 I 0 I 0 0 I 0 0 I 0 I I 
16326 I 0 0 0.67 0.08 0.21 I 0 0 0 I 0 I 0 0 I 0 0 0 0 
11984 I 0 0 0.00 0.05 0.04 0 0 I 0 0 I 0 0 I 0 I 0 I I 
13734 I 0 0 0.17 0.04 0.29 0 I 0 I 0 0 I 0 0 0 I 0 0 I 
14024 I 0 0 0.17 0.22 0.25 I 0 0 0 I 0 0 I 0 0 I 0 0 0 
14729 0 I 0 0.00 0.30 0.32 0 I 0 0 0 I 0 0 I 0 I 0 0 I 
15155 0 I 0 0.00 0.02 0.25 0 0 I 0 0 I 0 0 I 0 I 0 I I 
15292 0 I 0 0.17 0.02 0.18 0 0 I 0 0 I 0 0 I 0 I 0 I I 
15439 0 I 0 0.00 0.01 0.14 0 0 I 0 I 0 0 I 0 0 0 I I I 
15298 0 I 0 0.00 0.06 0.11 0 0 I 0 I 0 0 I 0 I 0 0 I I 
16889 0 I 0 0.00 0.01 0.07 0 0 I 0 0 I 0 I 0 I 0 0 I I 
16318 0 I 0 0.00 0.01 0.14 0 0 I 0 I 0 I 0 0 0 I 0 I I 
16654 0 I 0 0.17 0.21 0.46 I 0 0 0 I 0 0 I 0 0 0 I 0 I 
13350 0 I 0 0.17 0.07 0.21 0 0 I 0 0 I 0 0 I 0 I 0 I I 
16201 0 I 0 0.00 0.05 0.11 0 0 I 0 I 0 0 I 0 I 0 0 I I 
16651 0 I 0 0.00 0.05 O.Q? 0 0 I 0 I 0 0 I 0 I 0 0 I I 
13069 0 0 I 0.33 0.18 0.36 0 I 0 0 I 0 0 I 0 0 I 0 0 I 
13352 0 0 I 0.17 0.25 0.46 0 0 I 0 0 I 0 I 0 I 0 0 I I 
15491 0 0 I 0.00 0.13 0.25 0 0 I 0 0 I 0 0 I I 0 0 I I 
11429 0 0 I 0.17 0.19 0.68 I 0 0 0 I 0 0 I 0 0 I 0 0 0 
16432 0 0 I 0.00 0.02 0.21 I 0 0 0 I 0 0 I 0 I 0 0 0 0 
9527 0 0 I 0.33 0.34 0.75 I 0 0 0 I 0 0 I 0 0 I 0 0 0 
Evaluation of Performance 
As with previous networks, the first stage of evaluating Build.Net's performance was 
to present it with the training examples. Hence inputs from 30 projects were fed to 
the network which was then required to select appropriate flooring and framing 
systems. The network achieved an overall accuracy of I 00% with the network being 
able to identify structural systems used for each individual project. Earlier in this 
chapter (section 7.6.4) it was noted that a model that performs with 100% accuracy 
on training patterns carries a potential risk of memorising the input-output relation of 
the training data. If this were to be the case, the model would perform poorly on new 
examples because its generalisation capabilities would have been disabled. 
Therefore, it was imperative to prove that Build.Net had learnt a general relationship 
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between inputs and outputs by testing it against new examples covering a wide range 
of input and output features. 
The second stage of evaluating the performance ofBuild.Net was a crucial stage that 
would determine the validity of the model. Inputs from 29 new examples were 
presented (Table [7 .17]) to the model and the model's responses were noted. 
Table !7.17): Data from 29 Projects utilised in Testing "Build.Net": 
BCIS BT St Fl D CT ws SA GC Ac Ac 
Ar .FI .Fr 
10133 I 0 0 0.50 0.07 0.25 0 I 0 0 I 0 0 I 0 0 I 0 0 
10198 I 0 0 0.17 0.11 0.14 0 0 I 0 0 I 0 0 I 0 0 I I 
10387 I 0 0 0.17 0.12 0.14 0 I 0 0 0 I 0 0 I 0 0 I 0 
12094 I 0 0 0.00 0.00 0.04 0 0 I 0 0 I 0 0 I I 0 0 I 
12437 I 0 0 0.33 0.09 0.21 0 I 0 I 0 0 0 I 0 I 0 0 0 
10350 I 0 0 0.17 0.46 0.46 0 I 0 0 0 I 0 I 0 I 0 0 0 
13572 I 0 0 0.00 0.00 0.21 0 I 0 0 0 I 0 0 I 0 I 0 0 
13966 I 0 0 0.00 0.20 0.32 0 I 0 0 0 I 0 0 I 0 I 0 0 
15308 I 0 0 0.17 1.00 0.39 I 0 0 0 I 0 0 0 I 0 I 0 0 
16244 I 0 0 0.00 0.01 0.04 0 0 I 0 0 I 0 0 I 0 I 0 I 
16499 I 0 0 1.00 0.17 0.50 I 0 0 0 I 0 0 I 0 0 I 0 0 
15914 I 0 0 0.00 0.00 0.00 0 0 I 0 0 I 0 0 I 0 I 0 I 
16782 I 0 0 0.00 0.06 0.07 I 0 0 0 0 I 0 0 I 0 0 I 0 
10741 0 I 0 0.00 0.02 0.36 0 0 I 0 0 I 0 I 0 0 I 0 I 
10795 0 I 0 0.00 0.18 0.75 0 0 I 0 0 I 0 0 I 0 I 0 I 
11287 0 I 0 0.17 0.09 0.36 0 I 0 0 I 0 0 I 0 0 I 0 0 
11994 0 I 0 0.00 0.07 0.36 0 0 I 0 0 I 0 0 I 0 0 I I 
11071 0 I 0 0.17 0.13 0.46 0 0 I 0 I 0 0 I 0 0 0 I I 
11770 0 I 0 0.17 0.14 0.64 0 0 I 0 I 0 0 I 0 0 0 I I 
14843 0 I 0 0.00 0.03 0.14 0 0 I 0 I 0 0 I 0 0 I 0 I 
15031 0 I 0 0.00 0.15 0.36 0 0 I 0 I 0 0 I 0 0 I 0 I 
16082 0 I 0 0.00 0.07 0.29 0 I 0 0 0 I 0 0 I 0 I 0 0 
16160 0 I 0 0.00 0.13 0.46 0 I 0 0 I 0 0 I 0 I 0 0 0 
10793 0 0 I 0.17 0.24 0.68 I 0 0 0 0 I 0 0 I I 0 0 0 
12277 0 0 I 0.00 0.04 0.18 0 0 I 0 0 I 0 I 0 0 I 0 I 
12403 0 0 I 0.50 0.55 1.00 I 0 0 0 0 I 0 0 I I 0 0 0 
16443 0 0 I 0.00 0.32 0.68 I 0 0 0 0 I 0 0 I I 0 0 0 
16948 0 0 I 0.17 0.18 0.46 I 0 0 0 0 I 0 0 I 0 I 0 0 
10128 0 0 I 0.00 0.68 0.86 I 0 0 0 0 I 0 0 I 0 I 0 0 
When these outputs were compared with the desired outputs, Build.N et 
accomplished an accuracy of89.66%. Table [7.18] shows a breakdown of accuracies 
obtained for the three different types of building projects. 
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Table (7.18): Accuracy achieved by Build.Net at testing stage 
Type of Code for Number of Total Accuracy 
Building Building Correct Number of (%) 
Project Type Classifications Projects 
Office 100 11 13 84.62 
School 010 8 9 88.89 
Hospital 001 6 6 100 
As shown in the above table, Build.Net maintained high accuracies in selecting floor 
and frame combinations for offices, schools, and hospitals with accuracies of 
84.62%, 88.89%, and 100% respectively. This performance has once more reinforced 
the initial assumption that over 80% accuracy could be achieved if designers 
concentrate their efforts upon 20% of design and buildability considerations 
available to them at the initial stages of the design process. 
Validation of "Build.Net" 
Build.Net was validated using thirty-six new office projects shown in Table [7.19]. 
Design and buildability inputs were first normalised and coded according to the 
minimum and maximum values used for normalising the training and testing 
examples. The network attained an accuracy of83.34% in selecting structural 
systems. 
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Table (7.19]: Data from 36 Office Projects utilised in Validating "Build.Net": 
BCIS St Fl D CT ws SA GC Ac Ac SI. SI. 
Ar .FI .Fr Fl Fr 
10210 0.00 0.02 0.11 0 0 I 0 I 0 0 0 I 0 0 I I I I I 
12872 0.00 0.09 0.11 0 0 I 0 0 I 0 0 I 0 I 0 I I I I 
12854 0.67 0.37 0.54 0 0 I 0 I 0 0 I 0 0 0 I I I I I 
13808 0.00 0.02 0.04 0 0 I 0 I 0 0 0 I 0 I 0 I I I I 
14444 0.17 0.12 0.25 0 0 I 0 0 I 0 0 I 0 I 0 I I I I 
15689 0.00 0.01 0.00 0 0 I 0 I 0 0 I 0 I 0 0 I I I I 
10067 0.83 0.10 0.32 I 0 0 I 0 0 I 0 0 I 0 0 0 0 0 0 
10184 0.17 0.21 0.29 I 0 0 0 I 0 0 0 I 0 I 0 0 0 0 0 
10200 0.00 0.04 0.11 0 0 I 0 0 I 0 0 I I 0 0 I I I I 
10203 0.00 0.07 0.21 0 0 I 0 0 I 0 0 I 0 0 I I I I I 
10208 0.67 0.19 0.32 0 I 0 I 0 0 I 0 0 I 0 0 0 I 0 I 
10308 0.00 0.04 0.07 0 0 I 0 0 I 0 0 I I 0 0 I I I I 
10345 0.83 0.72 0.61 I 0 0 I 0 0 0 I 0 0 I 0 0 0 0 0 
10373 0.17 0.14 0.21 I 0 0 0 0 I 0 I 0 0 I 0 0 I 0 0 
10596 0.17 0.04 0.25 I 0 0 0 I 0 0 0 I I 0 0 0 0 0 0 
16010 0.00 0.11 0.11 0 0 I 0 0 I 0 0 I I 0 0 I I I I 
10631 0.83 0.38 0.68 I 0 0 I 0 0 I 0 0 0 I 0 0 0 0 0 
10682 0.00 0.03 0.11 0 0 I 0 0 I 0 0 I I 0 0 I I I I 
10740 0.17 0.03 0.18 I 0 0 0 0 I 0 I 0 0 I 0 0 0 0 0 
13611 0.17 0.13 0.39 0 I 0 0 0 I 0 0 I I 0 0 0 I 0 I 
11703 0.00 0.04 0.07 I 0 0 0 0 I 0 I 0 0 I 0 0 I 0 0 
11943 0.17 0.02 0.18 0 0 I 0 0 I 0 I 0 0 I 0 I I I I 
11960 0.00 0.05 0.07 0 0 I 0 0 I 0 0 I I 0 0 I I I I 
12035 0.33 0.07 0.43 0 0 I 0 I 0 0 I 0 I 0 0 I I I I 
12203 0.83 0.06 0.32 0 I 0 I 0 0 I 0 0 0 I 0 I I 0 I 
12267 0.17 0.48 0.32 I 0 0 0 0 I 0 I 0 I 0 0 0 I 0 I 
13222 0.00 0.03 0.14 0 0 I 0 0 I 0 0 I 0 I 0 I I I I 
13947 0.17 0.25 0.21 0 0 I 0 I 0 0 I 0 0 I 0 I I I I 
13987 0.17 0.06 0.04 0 0 I 0 I 0 0 0 I I 0 0 0 I I I 
14295 0.17 0.17 0.21 0 0 I 0 0 I 0 0 I 0 I 0 I I I I 
14308 0.17 0.03 0.04 0 0 I 0 0 I 0 I 0 0 0 I I I I I 
14920 0.17 0.05 0.29 I 0 0 0 I 0 0 I 0 0 0 I 0 I 0 I 
16972 0.00 0.08 0.36 I 0 0 0 I 0 0 I 0 0 I 0 0 0 0 0 
16978 0.00 0.01 0.00 0 0 I 0 0 I 0 0 I 0 I 0 I I I I 
17103 0.00 0.03 0.04 0 I 0 0 I 0 0 I 0 I 0 0 0 I I I 
17342 0.17 0.16 0.21 I 0 0 0 0 I 0 0 I I 0 0 0 I 0 0 
A Concluding Note on "Build.Net" 
Build.Net has been developed to select structural systems for different types of 
buildings. Three types of buildings were included namely; office buildings; hospital 
buildings; and schools. The aim was to widen the applicability of the model as well 
as to learn from input/output relations for a wider range of buildings. To this extent, 
26 offices, 21 schools, and 12 hospitals were split approximately 50:50. The first half 
of each type of building was used in developing Build.Net whereas the second half 
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was used for testing the model. Upon evaluating the model's performance using 
training examples, it was found that the model achieved an accuracy of 100%. There 
was initially concern about the generalisation capabilities of the model, since it was 
feared that the network might have memorised input/output relationships rather than 
mapping and learning these relationships. It was therefore essential to monitor the 
model's behaviour when presented with new examples. Input from testing examples 
which included, 13 office projects, 10 school projects, and 6 hospital project were 
fed to the model, which achieved an overall accuracy of 89.66%. It was realised that 
further examples needed to be used to further validate the model and 36 office 
projects were used for this purpose. Build.Net maintained a reasonably high accuracy 
of83.34%. 
Artificial neural networks have demonstrated a high degree of accuracy in their 
application to the problem of selecting structural materials based on very few design 
and buildability consideration. These models can be applied at the earliest stages of 
the design process when little information is available to the designers. As 
demonstrated by Build.N et, this reliability is not confined to a particular type of 
building therefore expanding the problem domain for designers. In the following 
sections, two specialised models will be discussed. These have been developed for 
the selection of structural material for horizontal structural systems (Hoz.Net) and 
vertical structural systems (Verst.Net) respectively. 
7.6.5 "Hoz.Net": A neural network mode/for selecting horizontal structural 
systems 
"Hoz.Net" had been developed for the selection of horizontal structural materials for 
three types of building projects, offices; schools; and hospitals. Development and 
testing of the model were based on 78 projects extracted from the BCIS with 
primarily reinforced concrete floors; pre-cast concrete floors; or a composite floor 
featuring permanent formwork. A further 44 office projects were used to validate the 
accuracy of the model. Twenty-two office projects, twenty-three school projects, and 
fourteen hospital projects were used in training the model. The remaining seven 
office projects, eight school projects, and 4 hospital projects were used at the testing 
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stage. The projects covered a wide range of building features with minimum and 
maximum boundaries as shown in the following table: 
Minimum Value Maximum Value 
Number of storeys 2 8 
Gross floor area (m2) 160 22279 
Agreed duration of project 4 33 
(months) 
Data Handling and Preparation 
Data from the above mentioned projects were normalised, coded, and divided into 
training and testing examples. Fifty-nine projects were randomly selected for the 
development stage of the model and the remaining nineteen projects were held for 
the testing stage. This gave an approximate split of75:25 training to testing. 
Architecture of Hoz.Net 
A two-layered feed-forward neural network was chosen for mapping the factors that 
affect choice of structural systems with the corresponding choices of structural 
systems. This section describes the network architecture adopted for "Hoz.Net". 
Hoz.Net has 18 input neurons in its input layer representing 8 input factors and 1 
output neuron in the output layer representing the type of flooring system used in a 
building. 
The first, second, and third neurons represent the type of building coded as follows: 
Type of Building Code 
Office 100 
School 010 
Hospital 001 
The fourth, fifth, and sixth neurons represented normalised values for number of 
storeys, gross floor area, and agreed duration for a project respectively. The seventh, 
eighth, and ninth neurons represented the forming method adopted. The tenth, 
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eleventh, and twelfth neurons represented the availability of working space. The 
thirteenth, fourteenth, and fifteenth neurons represented accessibility of site, and the 
last three nodes in the input layer represented ground conditions. 
The output layer contained one output neuron representing the type of horizontal 
structural material, with 0 being reinforced concrete floor, and I being pre-cast 
concrete floor. Composite floors are identified by the input factor relating to 
construction method, if this was a permanent formwork, the output would indicate 
that floor was composite and classified either as RC composite floor or PC composite 
floor. 
Development and Training of "Hoz.Net" 
Table [7.20] shows data from 59 training examples used to train the network. A 
constant learning rate of0.2 and a constant momentum equal to 0.8 were defined to 
the network. All weights and thresholds were then initialised to random values in the 
range of -0 .I to 0.1. The network converged at 1500 epochs but training was 
continued until 2000 epochs were reached. This allowed the developer to verify 
whether the network would exhibit any further reductions in the 'Root Mean Square 
Error' beyond the converging point. 
Table (7.20(: 59 Training Projects used in the Development of "Hoz.Net" 
BCIS BT St FIAr D CT WS SA GC Ac 
Fl 
10133 I 0 0 0.50 0.08 0.28 0 I 0 0 I 0 0 I 0 0 I 0 0 
10198 I 0 0 0.17 0.12 0.17 0 0 I 0 0 I 0 0 I 0 0 I I 
10880 I 0 0 0.00 0.05 0.17 0 0 I 0 0 I 0 0 I 0 I 0 I 
10387 I 0 0 0.17 0.13 0.17 0 I 0 0 0 I 0 0 I 0 0 I 0 
12094 I 0 0 0.00 0.01 0.07 0 0 I 0 0 I 0 0 I I 0 0 I 
12437 I 0 0 0.33 0.09 0.24 0 I 0 I 0 0 0 I 0 I 0 0 0 
12507 I 0 0 0.00 0.01 0.07 0 0 I 0 I 0 0 0 I 0 I 0 I 
10350 I 0 0 0.17 0.46 0.48 0 I 0 0 0 I 0 I 0 I 0 0 0 
11956 I 0 0 0.00 0.00 0.00 0 0 I 0 0 I 0 0 I I 0 0 I 
13572 I 0 0 0.00 0.01 0.24 0 I 0 0 0 I 0 0 I 0 I 0 0 
13966 I 0 0 0.00 0.21 0.34 0 I 0 0 0 I 0 0 I 0 I 0 0 
14025 I 0 0 0.67 0.18 0.38 0 I 0 I 0 0 0 I 0 0 I 0 0 
14452 I 0 0 0.17 0.11 0.28 0 I 0 0 0 I 0 0 I 0 0 I 0 
14824 I 0 0 0.00 0.20 0.24 0 I 0 0 0 I 0 0 I 0 I 0 0 
14880 I 0 0 0.00 0.04 0.07 0 I 0 0 0 I 0 0 I 0 I 0 0 
15266 I 0 0 0.17 0.19 0.24 I 0 0 0 I 0 0 I 0 I 0 0 0 
15308 I 0 0 0.17 1.00 0.41 I 0 0 0 I 0 0 0 I 0 I 0 0 
15379 I 0 0 0.17 0.56 0.34 I 0 0 0 0 I 0 0 I I 0 0 0 
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SI 
Fl 
0 
I 
I 
0 
I 
0 
I 
0 
I 
0 
0 
0 
0 
0 
0 
0 
0 
0 
16099 I 0 0 0.17 0,03 0.21 0 0 I 0 I 0 0 I 0 0 0 I 
16313 I 0 0 0.00 0.03 0.10 0 0 I I 0 0 0 I 0 I 0 0 
16244 I 0 0 0.00 0.02 0.07 0 0 I 0 0 I 0 0 I 0 I 0 
15758 I 0 0 0.00 0.04 0.17 0 0 I 0 I 0 0 I 0 0 I 0 
10741 0 I 0 0.00 0.04 0.38 0 0 I 0 0 I 0 I 0 0 I 0 
10795 0 I 0 0.00 0.19 0.76 0 0 I 0 0 I 0 0 I 0 I 0 
11287 0 I 0 0.17 0.10 0.38 0 I 0 0 I 0 0 I 0 0 I 0 
11994 0 I 0 0.00 0.08 0.38 0 0 I 0 0 I 0 0 I 0 0 I 
11071 0 I 0 0.17 0.14 0.48 0 0 I 0 I 0 0 I 0 0 0 I 
11770 0 I 0 0.17 0.15 0.66 0 0 I 0 I 0 0 I 0 0 0 I 
14729 0 I 0 0.00 0.31 0.34 0 I 0 0 0 I 0 0 I 0 I 0 
14843 0 I 0 0.00 0.04 0.17 0 0 I 0 I 0 0 I 0 0 I 0 
14861 0 I 0 0.00 0.05 0.07 0 0 I 0 I 0 0 I 0 I 0 0 
15031 0 I 0 0.00 0.15 0.38 0 0 I 0 I 0 0 I 0 0 I 0 
15155 0 I 0 0.00 0.03 0.28 0 0 I 0 0 I 0 0 I 0 I 0 
15292 0 I 0 0.17 0.03 0.21 0 0 I 0 0 I 0 0 I 0 I 0 
15439 0 I 0 0.00 0.02 0.17 0 0 I 0 I 0 0 I 0 0 0 I 
15298 0 I 0 0.00 0.07 0.14 0 0 I 0 I 0 0 I 0 I 0 0 
16082 0 I 0 0.00 0.08 0.31 0 I 0 0 0 I 0 0 I 0 I 0 
16240 0 I 0 0.00 0.02 0.28 0 0 I 0 I 0 0 I 0 I 0 0 
16657 0 I 0 0.00 0.02 0.07 0 0 I 0 0 I 0 0 I 0 0 I 
16889 0 I 0 0.00 0.02 0.10 0 0 I 0 0 I 0 I 0 I 0 0 
16496 0 I 0 0.00 0.07 0.28 0 0 I 0 I 0 0 I 0 0 I 0 
16318 0 I 0 0.00 0.03 0.17 0 0 I 0 I 0 I 0 0 0 I 0 
16166 0 I 0 0.00 0.01 0.03 0 0 I 0 0 I 0 I 0 0 0 I 
16654 0 I 0 0.17 0.22 0.48 I 0 0 0 I 0 0 I 0 0 0 I 
13350 0 I 0 0.17 0.08 0.24 0 0 I 0 0 I 0 0 I 0 I 0 
10793 0 0 I 0.17 0.25 0.69 I 0 0 0 0 I 0 0 I I 0 0 
12277 0 0 I 0.00 0.06 0.21 0 0 I 0 0 I 0 I 0 0 I 0 
12403 0 0 I 0.50 0.55 1.00 I 0 0 0 0 I 0 0 I I 0 0 
16443 0 0 I 0.00 0.33 0.69 I 0 0 0 0 I 0 0 I I 0 0 
15824 0 0 I 0.00 0.11 0.41 0 0 I 0 I 0 0 I 0 0 I 0 
16948 0 0 I 0.17 0.19 0.48 I 0 0 0 0 I 0 0 I 0 I 0 
10128 0 0 I 0.00 0.69 0.86 I 0 0 0 0 I 0 0 I 0 I 0 
13069 0 0 I 0.33 0.19 0.38 0 I 0 0 I 0 0 I 0 0 I 0 
14243 0 0 I 0.00 0.02 0.28 0 0 I I 0 0 0 I 0 0 I 0 
13352 0 0 I 0.17 0.25 0.48 0 0 I 0 0 I 0 I 0 I 0 0 
15491 0 0 I 0.00 0.14 0.28 0 0 I 0 0 I 0 0 I I 0 0 
16646 0 0 I 0.00 0.02 0.17 0 0 I 0 I 0 0 I 0 0 I 0 
16165 0 0 I 0.00 0.14 0.38 0 0 I 0 0 I 0 I 0 I 0 0 
10924 0 0 I 0.00 0,03 0.17 0 0 I I 0 0 I 0 0 0 I 0 
Evaluation of Performance 
As with all previous networks, Hoz.N et was tested using the training examples and 
then presented with new examples to evaluate its performance in its generalisation 
capabilities. Fifty-nine training patterns were presented to the network which 
achieved a I 00% accuracy. With this maximum accuracy, it was imperative to 
ascertain whether a poor performance by the network when presented with new 
examples would indicate that the network had memorised input-output patterns. It 
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was essential to confirm that this was not the case. The model was then tested using 
19 new examples as presented in Table [7.21]. 
Table (7.21]: Data from 19 Projects utilised in Testing "Hoz.Net": 
BCIS BT St FIAr D CT ws SA GC Ac 
12203 I 0 0 0.83 0.07 0.34 0 I 0 I 0 0 I 0 0 0 I 0 
15914 I 0 0 0.00 0.01 0.03 0 0 I 0 0 I 0 0 I 0 I 0 
16326 I 0 0 0.67 0.09 0.24 I 0 0 0 I 0 I 0 0 I 0 0 
16782 I 0 0 0.00 0.07 0.10 I 0 0 0 0 I 0 0 I 0 0 I 
11984 I 0 0 0.00 0.06 0.07 0 0 I 0 0 I 0 0 I 0 I 0 
13734 I 0 0 0.17 0.05 0.31 0 I 0 I 0 0 I 0 0 0 I 0 
14024 I 0 0 0.17 0.23 0.28 I 0 0 0 I 0 0 I 0 0 I 0 
16290 0 I 0 0.00 0.03 0.28 0 0 I 0 I 0 0 I 0 0 0 I 
16112 0 I 0 0.00 0.01 0.10 0 0 I 0 I 0 0 I 0 I 0 0 
16160 0 I 0 0.00 0.14 0.48 0 I 0 0 I 0 0 I 0 I 0 0 
16201 0 I 0 0.00 0.06 0.14 0 0 I 0 I 0 0 I 0 I 0 0 
16684 0 I 0 0.00 0.03 0.14 0 0 I 0 I 0 0 I 0 I 0 0 
16636 0 I 0 0.00 0.05 0.21 0 0 I 0 I 0 I 0 0 0 0 I 
16651 0 I 0 0.00 0.06 0.10 0 0 I 0 I 0 0 I 0 I 0 0 
16375 0 I 0 0.00 0.04 0.21 0 0 I 0 I 0 I 0 0 0 I 0 
11429 0 0 I 0.17 0.19 0.69 I 0 0 0 I 0 0 I 0 0 I 0 
16432 0 0 I 0.00 0.03 0.24 I 0 0 0 I 0 0 I 0 I 0 0 
12842 0 0 I 0.00 0.02 0.28 0 0 I 0 I 0 0 I 0 0 I 0 
9527 0 0 I 0.33 0.35 0.76 I 0 0 0 I 0 0 I 0 0 I 0 
Based on previous experience with the networks discussed earlier in this chapter, it 
was expected that the model would achieve a reasonably high accuracy. Indeed, 
Hoz.Net achieved 94.74% accuracy when tested with the new testing patterns. The 
model was further validated using data from 44 new office projects. 
Validation of "Hoz.Net" 
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Input data from 44 office projects were presented to the model. This is to establish if 
the accuracy obtained during the testing stage could be maintained. Table [7.22] 
shows that the network identified 43 horizontal structural material correctly giving an 
accuracy of97.73%. 
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Table [7.22[: 44 Validation projects for "Hoz.Net" 
BCIS St FIAr D CT ws SA GC Ac SIF 
Fl I 
10210 0.00 0.03 0.14 0 0 I 0 I 0 0 0 I 0 0 I I I 
12027 0.00 0.01 0.03 0 0 I I 0 0 I 0 0 I 0 0 I I 
12872 0.00 0.10 0.14 0 0 I 0 0 I 0 0 I 0 I 0 I I 
12854 0.67 0.37 0.55 0 0 I 0 I 0 0 I 0 0 0 I I I 
13808 0.00 0.03 0.07 0 0 I 0 I 0 0 0 I 0 I 0 I I 
13506 0.00 0.01 0.07 0 0 I 0 0 I 0 0 I I 0 0 I I 
14444 0.17 0.13 0.28 0 0 I 0 0 I 0 0 I 0 I 0 I I 
15689 0.00 0.02 0.03 0 0 I 0 I 0 0 I 0 I 0 0 I I 
10067 0.83 0.11 0.34 I 0 0 I 0 0 I 0 0 I 0 0 0 0 
10184 0.17 0.22 0.31 I 0 0 0 I 0 0 0 I 0 I 0 0 0 
10200 0.00 0.05 0.14 0 0 I 0 0 I 0 0 I I 0 0 I I 
10203 0.00 0.08 0.24 0 0 I 0 0 I 0 0 I 0 0 I I I 
10208 0.67 0.20 0.34 0 I 0 I 0 0 I 0 0 I 0 0 0 0 
10308 0.00 0.05 0.10 0 0 I 0 0 I 0 0 I I 0 0 I I 
10327 0.17 0.03 0.14 0 0 I 0 I 0 I 0 0 I 0 0 I I 
10345 0.83 0.72 0.62 I 0 0 I 0 0 0 I 0 0 I 0 0 0 
10373 0.17 0.15 0.24 I 0 0 0 0 I 0 I 0 0 I 0 0 0 
10596 0.17 0.05 0.28 I 0 0 0 I 0 0 0 I I 0 0 0 0 
16010 0.00 0.11 0.14 0 0 I 0 0 I 0 0 I I 0 0 I I 
10631 0.83 0.38 0.69 I 0 0 I 0 0 I 0 0 0 I 0 0 0 
10678 0.17 0.00 0.17 I 0 0 I 0 0 I 0 0 I 0 0 0 0 
10682 0.00 0.04 0.14 0 0 I 0 0 I 0 0 I I 0 0 I I 
10740 0.17 0.04 0.21 I 0 0 0 0 I 0 I 0 0 I 0 0 0 
13611 0.17 0.14 0.41 0 I 0 0 0 I 0 0 I I 0 0 0 0 
10893 0.17 0.01 0.21 0 0 I 0 I 0 0 I 0 I 0 0 I I 
11703 0.00 0.05 0.10 I 0 0 0 0 I 0 I 0 0 I 0 0 0 
11943 0.17 0.03 0.21 0 0 I 0 0 I 0 I 0 0 I 0 I I 
11960 0.00 0.06 0.10 0 0 I 0 0 I 0 0 I I 0 0 I I 
12035 0.33 0.08 0.45 0 0 I 0 I 0 0 I 0 I 0 0 I I 
12193 0.00 0.00 0.07 0 0 I 0 0 I 0 0 I 0 I 0 I I 
16499 1.00 0.18 0.52 I 0 0 0 I 0 0 I 0 0 I 0 0 0 
12267 0.17 0.48 0.34 I 0 0 0 0 I 0 I 0 I 0 0 0 0 
13222 0.00 0.04 0.17 0 0 I 0 0 I 0 0 I 0 I 0 I I 
13947 0.17 0.26 0.24 0 0 I 0 I 0 0 I 0 0 I 0 I I 
13987 0.17 0.07 0.07 0 0 I 0 I 0 0 0 I I 0 0 0 I 
14295 0.17 0.18 0.24 0 0 I 0 0 I 0 0 I 0 I 0 I I 
14308 0.17 0.04 0.07 0 0 I 0 0 I 0 I 0 0 0 I I I 
14906 0.17 0.02 0.10 0 0 I 0 I 0 0 I 0 I 0 0 I I 
14920 0.17 0.06 0.31 I 0 0 0 I 0 0 I 0 0 0 I 0 0 
16969 0.00 0.02 0.07 0 0 I I 0 0 I 0 0 0 I 0 I I 
16972 0.00 0.09 0.38 I 0 0 0 I 0 0 I 0 0 I 0 0 0 
16978 0.00 0.02 0.03 0 0 I 0 0 I 0 0 I 0 I 0 I I 
17103 0.00 0.04 0.07 0 I 0 0 I 0 0 I 0 I 0 0 0 0 
17342 0.17 0.17 0.24 I 0 0 0 0 I 0 0 I I 0 0 0 0 
A further analysis was performed to determine the level of accuracy for individual 
types of building projects. These were calculated using 63 projects comprising all of 
the testing projects and all of the validating projects. The accuracies achieved are 
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presented in Table [7.23]. This shows that Hoz.Net performed remarkably well 
achieving accuracy of 98.04%, I 00%, and I 00% in classifying types of structural 
material for floors for offices, hospitals, and schools respectively. 
Table (7.23(: Accuracy achieved by Hoz.Net for selecting structural materials for the given types 
of building projects 
Type of Code for Number of Total Accuracy 
Building Building Correct Number of (%) 
Project Type Classifications Projects 
Office lOO 49 51 96.08% 
Hospital 010 8 8 lOO% 
School 0 0 l 4 4 lOO% 
A Concluding Note on "Hoz.Net" 
This model has been developed to select a suitable horizontal structural material for 
office; school; and hospital projects. Data from 78 projects including offices, 
schools, and hospital buildings were used in developing and testing the model. The 
model achieved a 100% accuracy when presented with training examples. 
Furthermore, the model achieved an accuracy of94.74% when presented with 19 
testing examples. Additional office projects were used to validate these accuracies, 
and inputs from 44 office projects were presented to the model. The overall accuracy 
obtained from this validation is 97.73%. Hoz.Net achieved a remarkable accuracy for 
individual types of building projects. It has been shown that for the 63 projects used 
at the testing and validation stages, the network achieved 96.08%, 100%, and 100% 
in classifying structural materials for offices, schools, and hospitals respectively. 
The following section presents the second specialised network investigating the use 
of artificial neural networks in the classification of vertical structural schemes. 
7.6.6 "Verst.Net": A Mode/for Selecting Vertical Structural Systems for Building 
Projects 
Verst.N et is the second specialised model that has been developed for selecting 
vertical structural systems for office, school, and hospital projects. Design and 
buildability data were extracted from fifty-nine office; twenty-one school; and eleven 
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hospital projects. All projects had either structural steel or in-situ reinforced concrete 
as the vertical structural material. 
Data Handling and Preparation 
The design and buildability parameters were transformed from their raw nature into a 
suitable format for training and testing the neural network. This was done by coding 
binary values and by normalising real-value in a manner identical to that described in 
sections [7.5.1, 7.5.2, 7.5.3]. The projects were then divided into two groups: Group 
A contained fifty-seven projects, representing approximately 60% of the total 
projects. These consisted of thirty offices, eighteen schools, and nine hospitals. The 
projects were used in the development stage of Verst.Net. Group B contained the 
remaining twenty-nine offices, three schools, and two hospitals totalling thirty-four 
projects which represented 40% of the total projects. These were held for testing the 
accuracy of the model. 
Architecture ofVerst.Net 
Verst.Net has 15 input neurons in its input layer representing 7 input factors and 1 
output neuron in the output layer representing the structural material of the frame of 
the building. For the input layer, the first, second, and third neurons represent the 
type of building coded as follows: 
Type of Building Code 
Office 100 
School 010 
Hospital 001 
The fourth, fifth, and sixth neurons represent normalised values for number of 
storeys (St), gross floor area (Fl Ar), and agreed project duration (D) respectively. 
The seventh, eighth, and ninth neurons represent availability of working space (WS). 
The tenth, eleventh, and twelfth neurons represent accessibility to site (SA) and the 
thirteenth, fourteenth, and fifteenth neurons represent the ground conditions (GC) of 
the site. The single neuron in the output layer represents the type of structural 
material of the frame (Ac. Fr). This is coded as follows: 
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0 reinforced concrete frame. 
1 structural steel frame. 
Development and Training of "Verst.Net" 
Table [7 .24] shows normalised and coded data from 57 training examples used to 
train the network. A learning rate of 0.2 and a momentum equal to 0.8 were defined 
to the network. All weights and thresholds were then initialised to random values in 
the range of -0.1 to 0.1. 
Table [7.24): 57 Training Projects used in the Development of "Verst.Net" 
BCIS Type of St Fl D WS SA GC AC. SI. 
Building Ar Fr Fr 
10067 I 0 0 0.83 0.11 0.32 I 0 0 I 0 0 I 0 0 0 0 
10184 I 0 0 0.17 0.22 0.29 0 I 0 0 0 I 0 I 0 0 0 
10345 I 0 0 0.83 0.72 0.61 I 0 0 0 I 0 0 I 0 0 0 
10596 I 0 0 0.17 0.05 0.25 0 I 0 0 0 I I 0 0 0 0 
10631 I 0 0 0.83 0.38 0.68 I 0 0 I 0 0 0 I 0 0 0 
10678 I 0 0 0.17 0.00 0.14 I 0 0 I 0 0 I 0 0 0 I 
10740 I 0 0 0.17 0.03 0.18 0 0 I 0 I 0 0 I 0 0 I 
16972 I 0 0 0.00 0.09 0.36 0 I 0 0 I 0 0 I 0 0 0 
15308 I 0 0 0.17 1.00 0.39 0 I 0 0 0 I 0 I 0 0 0 
15379 I 0 0 0.17 0.56 0.32 0 0 I 0 0 I I 0 0 0 0 
16499 I 0 0 1.00 0.18 0.50 0 I 0 0 I 0 0 I 0 0 0 
16326 I 0 0 0.67 0.09 0.21 0 I 0 I 0 0 I 0 0 0 0 
10793 0 0 I 0.17 0.25 0.68 .0 0 I 0 0 I I 0 0 0 0 
12403 0 0 I 0.50 0.55 1.00 0 0 I 0 0 I I 0 0 0 0 
16443 0 0 I 0.00 0.33 0.68 0 0 I 0 0 I I 0 0 0 0 
16948 0 0 I 0.17 0.18 0.46 0 0 I 0 0 I 0 I 0 0 0 
10128 0 0 I 0.00 0.68 0.86 0 0 I 0 0 I 0 I 0 0 0 
11429 0 0 I 0.17 0.19 0.68 0 I 0 0 I 0 0 I 0 0 0 
10200 I 0 0 0.00 0.04 0.11 0 0 I 0 0 I I 0 0 I I 
10203 I 0 0 0.00 0.08 0.21 0 0 I 0 0 I 0 0 I I I 
10208 I 0 0 0.67 0.19 0.32 I 0 0 I 0 0 I 0 0 I I 
10308 I 0 0 0.00 0.05 0.07 0 0 I 0 0 I I 0 0 I I 
10373 I 0 0 0.17 0.14 0.21 0 0 I 0 I 0 0 I 0 I I 
16010 I 0 0 0.00 0.11 0.11 0 0 I 0 0 I I 0 0 I I 
10682 I 0 0 0.00 0.04 0.11 0 0 I 0 0 I I 0 0 I I 
13611 I 0 0 0.17 0.14 0.39 0 0 I 0 0 I I 0 0 I I 
11703 I 0 0 0.00 0.04 0.07 0 0 I 0 I 0 0 I 0 I I 
11943 I 0 0 0.17 0.02 0.18 0 0 I 0 I 0 0 I 0 I I 
11960 I 0 0 0.00 0.05 0.07 0 0 I 0 0 I I 0 0 I I 
12035 I 0 0 0.33 0.08 0.43 0 I 0 0 I 0 I 0 0 I I 
12203 I 0 0 0.83 0.06 0.32 I 0 0 I 0 0 0 I 0 I I 
12267 I 0 0 0.17 0.48 0.32 0 0 I 0 I 0 I 0 0 I I 
13222 I 0 0 0.00 0.03 0.14 0 0 I 0 0 I 0 I 0 I I 
13947 I 0 0 0.17 0.26 0.21 0 I 0 0 I 0 0 I 0 I I 
13987 I 0 0 0.17 0.06 0.04 0 I 0 0 0 I I 0 0 I I 
14295 I 0 0 0.17 0.17 0.21 0 0 I 0 0 I 0 I 0 I I 
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10360 0 I 0 0.00 0.05 0.25 0 I 0 I 0 0 0 0 I I I 
10741 0 I 0 0.00 0.03 0.36 0 0 I 0 I 0 0 I 0 I I 
10795 0 I 0 0.00 0.19 0.75 0 0 I 0 0 I 0 I 0 I I 
11287 0 I 0 0.17 0.09 0.36 0 I 0 0 I 0 0 I 0 I I 
11994 0 I 0 0.00 0.08 0.36 0 0 I 0 0 I 0 0 I I I 
11071 0 I 0 0.17 0.14 0.46 0 I 0 0 I 0 0 0 I I I 
11770 0 I 0 0.17 0.14 0.64 0 I 0 0 I 0 0 0 I I I 
14729 0 I 0 0.00 0.30 0.32 0 0 I 0 0 I 0 I 0 I I 
14843 0 I 0 0.00 0.04 0.14 0 I 0 0 I 0 0 I 0 I I 
15031 0 I 0 0.00 0.15 0.36 0 I 0 0 I 0 0 I 0 I I 
15155 0 I 0 0.00 0.03 0.25 0 0 I 0 0 I 0 I 0 I I 
15024 0 I 0 0.00 0.00 0.04 0 I 0 I 0 0 I 0 0 I I 
15292 0 I 0 0.17 0.02 0.18 0 0 I 0 0 I 0 I 0 I I 
15439 0 I 0 0.00 0.02 0.14 0 I 0 0 I 0 0 0 I I I 
15298 0 I 0 0.00 0.06 0.11 0 I 0 0 I 0 I 0 0 I I 
16082 0 I 0 0.00 0.07 0.29 0 0 I 0 0 I 0 I 0 I I 
16889 0 I 0 0.00 0.02 0.07 0 0 I 0 I 0 I 0 0 I I 
16318 0 I 0 0.00 0.02 0.14 0 I 0 I 0 0 0 I 0 I I 
12277 0 0 I 0.00 0.05 0.18 0 0 I 0 I 0 0 I 0 I I 
13069 0 0 I 0.33 0.18 0.36 0 I 0 0 I 0 0 I 0 I I 
13352 0 0 I 0.17 0.25 0.46 0 0 I 0 I 0 I 0 0 I I 
Evaluation of Performance 
The first stage in evaluating the performance ofVerst.Net had been to present it with 
all training examples used in its development. Inputs from 57 projects were fed to the 
network and the resulting outputs were noted. When the generated outputs (SI. Fr) 
were compared to the actual outputs (Ac. Fr), that is, types of frame material used for 
each project, the network achieved an accuracy of96.49%. Table [7.24] highlights 
the two projects which the network was unable to select the actual structural material 
used for the frame of the two buildings. 
The second stage in testing Verst.Net had been to present it with new examples to 
establish if it could maintain a high level of accuracy. Inputs from 34 projects were 
presented to the network. These represented twenty-nine offices, three schools, and 
two hospitals as shown in Table [7.25]. The selected structural material for the 
frames of these buildings were noted and compared with the actual materials used. 
The network achieved an accuracy of 85.29%. 
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Table 17.251: Data from 34 Projects utilised in Testing "Verst.Net": 
BCIS BT St Fl D ws SA GC A c. SI. 
Ar Fr Fr 
14024 I 0 0 0.17 0.23 0.25 0 I 0 0 I 0 0 I 0 0 I 
16432 0 0 I 0.00 0.03 0.21 0 I 0 0 I 0 I 0 0 0 I 
9527 0 0 I 0.33 0.35 0.75 0 I 0 0 I 0 0 I 0 0 0 
14308 I 0 0 0.17 0.04 0.04 0 0 I 0 I 0 0 0 I I I 
14920 I 0 0 0.17 0.05 0.29 0 I 0 0 I 0 0 0 I I I 
16978 I 0 0 0.00 0.02 0.00 0 0 I 0 0 I 0 I 0 I I 
17103 I 0 0 0.00 0.03 0.04 0 I 0 0 I 0 I 0 0 I I 
17342 I 0 0 0.17 0.16 0.21 0 0 I 0 0 I I 0 0 I I 
10133 I 0 0 0.50 0.08 0.25 0 I 0 0 I 0 0 I 0 I I 
10210 I 0 0 0.00 0.02 0.11 0 I 0 0 0 I 0 0 I I 0 
10198 I 0 0 0.17 0.11 0.14 0 0 I 0 0 I 0 0 I I I 
10880 I 0 0 0.00 0.05 0.14 0 0 I 0 0 I 0 I 0 I I 
10387 I 0 0 0.17 0.12 0.14 0 0 I 0 0 I 0 0 I I I 
12027 I 0 0 0.00 0.00 0.00 I 0 0 I 0 0 I 0 0 I I 
12094 I 0 0 0.00 0.01 0.04 0 0 I 0 0 I I 0 0 I I 
12437 I 0 0 0.33 0.09 0.21 I 0 0 0 I 0 I 0 0 I I 
12872 I 0 0 0.00 0.09 0.11 0 0 I 0 0 I 0 I 0 I I 
10350 I 0 0 0.17 0.46 0.46 0 0 I 0 I 0 I 0 0 I I 
12854 I 0 0 0.67 0.37 0.54 0 I 0 0 I 0 0 0 I I 0 
13572 I 0 0 0.00 0.00 0.21 0 0 I 0 0 I 0 I 0 I I 
13966 I 0 0 0.00 0.20 0.32 0 0 I 0 0 I 0 I 0 I I 
14025 I 0 0 0.67 0.18 0.36 I 0 0 0 I 0 0 I 0 I I 
13808 I 0 0 0.00 0.02 0.04 0 I 0 0 0 I 0 I 0 I 0 
16099 I 0 0 0.17 0.02 0.18 0 I 0 0 I 0 0 0 I I I 
16244 I 0 0 0.00 0.02 0.04 0 0 I 0 0 I 0 I 0 I I 
15758 I 0 0 0.00 0.03 0.14 0 I 0 0 I 0 0 I 0 I I 
15914 I 0 0 0.00 0.01 0.00 0 0 I 0 0 I 0 I 0 I I 
11984 I 0 0 0.00 0.06 0.04 0 0 I 0 0 I 0 I 0 I I 
13734 I 0 0 0.17 0.05 0.29 I 0 0 I 0 0 0 I 0 I I 
14444 I 0 0 0.17 0.12 0.25 0 0 I 0 0 I 0 I 0 I I 
15689 I 0 0 0.00 0.01 0.00 0 I 0 0 I 0 I 0 0 I I 
16654 0 I 0 0.17 0.21 0.46 0 I 0 0 I 0 0 0 I I I 
13350 0 I 0 0.17 0.07 0.21 0 0 I 0 0 I 0 I 0 I I 
16160 0 I 0 0.00 0.14 0.46 0 I 0 0 I 0 I 0 0 I I 
Validation of "Verst.Net" 
The final stage in evaluating the perfonnance ofVerst.Net had been to present the 
network with further new examples to ascertain the accuracy levels achieved from 
the training and testing examples. Eight new projects were extracted and relevant 
data from five offices, two schools, and one hospital were presented to the network 
as shown in Table [7 .26). When presented with these unfamiliar projects the model 
maintained an accuracy of 87.5%. This level of accuracy has reinforced the validity 
of the model as it achieved well above 80% chance of selecting appropriate structural 
materials for the vertical structural system for both the testing and validation stages. 
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Table 17.26]: Data from 8 Projects utilised in Validating "Verst.Net": 
BCIS BT St Fl D ws SA GC A c. SI. 
Ar Fr Fr 
16782 I 0 0 0.00 0.07 0.07 0 0 I 0 0 I 0 0 I 0 I 
14452 I 0 0 0.17 0.10 0.25 0 0 I 0 0 I 0 0 I I I 
14824 I 0 0 0.00 0.20 0.21 0 0 I 0 0 I 0 I 0 I I 
14880 I 0 0 0.00 0.03 0.04 0 0 I 0 0 I 0 I 0 I I 
15266 I 0 0 0.17 0.19 0.21 0 I 0 0 I 0 I 0 0 I I 
16201 0 I 0 0.00 0.06 0.11 0 I 0 0 I 0 I 0 0 I I 
16651 0 I 0 0.00 0.05 0.07 0 I 0 0 I 0 I 0 0 I I 
15491 0 0 I 0.00 0.13 0.25 0 0 I 0 0 I I 0 0 I I 
Accuracy levels for individual types of building projects were also calculated for the 
testing and validation projects. These are presented in Table [7.27]. It follows from 
the table that V erst.N et sustained a high accuracy in selecting structural materials for 
office and school projects, 85.29% and 100% respectively. It also achieved an 
accuracy of 66.67% for selecting structural material for hospital projects. 
Table (7.27]: Accuracy achieved by Verst.Net at testing stage 
Type of Code for Number of Total Accuracy 
Building Building Correct Number of (%) 
Project Type Classifications Projects 
Office 100 29 34 85.29% 
School 010 5 5 100% 
Hospital 001 2 3 66.67% 
A Concluding Note on "Verst.Net" 
Verst.N et has been developed to select structural materials for frames for three types 
of buildings namely; offices; hospitals; and schools. Ninety-one projects consisting 
of fifty-nine offices, twenty-one schools, and eleven hospitals were used to develop 
and test Verst.N et. The network was trained using approximately 60% of the total 
number of projects, and its performance was initially evaluated using these training 
examples. The network achieved an accuracy of96.49%. The network was 
subsequently presented with the remaining 40% of projects to test its performance 
when fed with new and unfamiliar examples. Inputs from twenty-nine office projects, 
three school projects, and two hospital projects were fed to the model and an 
accuracy of 85.29% was achieved. To ascertain and validate the levels of accuracy 
achieved by the network, further five office projects, two school projects, and one 
hospital project were identified. Inputs from these projects were presented to the 
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network and the network's outputs were noted and compared to the desired outputs. 
This comparison showed that the network sustained a high accuracy of 87 .5%. 
Further analysis was performed to determine whether the network achieved 
acceptable levels of accuracy for each type of building project. It was found that the 
best performance of the model was achieved in selecting structural materials for 
school projects. For this, the model maintained 100% accuracy. For office and 
hospital projects, the model sustained high accuracy levels achieving 85.29% and 
66.67% respectively. 
7.7 Further Validation of the Models 
The initial validation of the five artificial neural network models was based on the 
evaluation of the accuracy of the models. The accuracy of each model was measured 
by calculating the ratio of correctly classified projects to the total number of projects. 
This validation process involved three stages: validation using the training projects, 
validation using the testing projects, and validation using validation projects. The 
results obtained from these three stages were presented and discussed in sections 
[7.6.2, 7.6.3, 7.6.4, 7.6.5, 7.6.6]. 
In addition to evaluating the performance of the models based on accuracy, it was 
important to substantiate their performance in terms of other validation determinants, 
namely, consistency, generality, and sensitivity. Boussabaine et al [1999] argue that 
only when these important features are verified can neural networks be accepted as 
satisfactory models. The following sections present the findings of this stage of 
validation. 
7. 7.1 Consistency 
Artificial neural networks are regarded as consistent networks if repeated executions 
with the same data lead to the same output [Boussabaine et al 1999]. The five models 
were repeatedly presented with the training data, testing data, and validation data, 
and the results produced by the models were identical in each case. It can therefore 
be concluded that all five models can be classified as extremely consistent. 
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7. 7.2 Generality 
The generality of neural networks is measured in terms of their ability to be used 
with a wide range of new similar problems. Both "Off.Net" and "NoBBOff.Net" 
were developed for selecting structural systems for office buildings and therefore it 
would be inappropriate to classify these two models in terms of generality. However, 
within their intended field of use, and based on the boundary values used for number 
of storeys, gross floor area, and duration of projects (Table [7.5]), it could be 
deduced that the models apply to a wide range of office buildings and hence justify a 
reasonable degree of generality. 
Similarly, it could be argued that both "Hoz.Net" and "Verst.Net" do not exhibit the 
feature of generality since these two models were developed for selecting structural 
materials for horizontal and vertical structural systems respectively, and are thus 
highly specialised. Nevertheless, "Hoz.Net" and "Verst.Net" were developed to 
address a wide range of building types namely: offices, hospitals, and schools. 
Furthermore, the projects used in the development of both models covered a wide 
range of building features including a diverse range of number of storeys, gross floor 
area, and duration of project. Thus, it is reasonable to argue that these two models are 
applicable to a wide range of projects and hence they feature generality. 
"Build.net", on the other hand, is a model that could be classified as highly general in 
terms of its applicability to new situations. The model was developed for selecting 
horizontal and vertical structural systems for offices, hospitals, and schools. In 
addition, and similar to all the other models, it covered an extensive range of number 
of storeys, gross floor area, and duration of projects. Therefore, in terms of 
generality, "Build.Net" can be used with a range of new, diverse, but similar 
problems. 
7. 7.2 Sensitivity 
A neural network model is regarded as highly sensitive if the results obtained from 
the network vary considerably with changes in any of the input parameters. 
Sensitivity to an input parameter is measured by varying that parameter 
incrementally, holding all other parameters constant and observing the output results 
[Boussabaine et all999] .. 
181 
Two of the developed networks, "Build.net" and "Hoz.net", were tested for their 
sensitivity to changes in gross floor area and duration of project. Each of these input 
parameters was increased by 30% and 50% and changes in the outputs of the models 
were observed and compared with the original results obtained. The sensitivity of the 
models was based on the "Testing Projects" shown in Tables [7.17] and [7.21]. The 
outputs from both models did not change with variation in the input parameters. This 
is to be expected since the selection of structural systems is highly subjective. It can 
therefore be deduced that the models show no signs of sensitivity to input 
parameters. 
7.8 Conclusions 
This chapter presented five artificial neural network models that have been 
developed during the course of this research. Data for developing these models were 
extracted from previously completed building projects compiled and classified by the 
Building Cost Information Service (BCIS) of the Royal Institution of Chartered 
Surveyors. Design and Buildability-related information was extracted form this 
database, and data was used in various combinations and formats to develop the five 
models. 
Off.Net is an artificial neural network developed for selection of structural systems 
for office projects. The model has been trained using 32 office projects. When tested 
using these training examples, the model achieved an accuracy of90.63%. The 
model was then tested using fresh examples which had not been used in its 
development. An accuracy of the order of75% was obtained. Off.Net has performed 
reasonably well but further validation of performance was sought. This resulted in 30 
new projects used to assess the model's performance, an accuracy of 64.29 was 
obtained. A breakdown of this accuracy revealed that although the model performed 
well in selecting reinforced concrete and structural steel frame, it failed to recognise 
projects with loadbearing walls. It was decided to remove all projects with 
loadbearing walls from the data due to insufficient number of examples. This led to 
the development ofNoLBOff.Net discussed below. 
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NoLBOff.Net is an artificial neural network developed for selection of structural 
systems excluding projects built with loadbearing wall structures. Forty-eight office 
projects were used to develop the model and sixteen projects were reserved for 
testing its structure. The model was highly accurate in selecting structural systems; 
when presented with training examples it achieved an accuracy of 97.92%, and when 
presented with new examples at the testing stage, it obtained an accuracy of 81.25%. 
Build.Net was a result of an attempt to widen the applicability ofNoLBBOff.Net to 
include other types of building projects besides office buildings. A number of school 
and hospital projects were extracted from the BCIS and used with the office projects 
in order to develop Build.Net which primarily attempts to select Steel or Concrete as 
the structural material for a building. Thirty projects from the three types of buildings 
were used in developing the model and twenty-nine were reserved for testing 
purposes. When tested against the training examples already known to the model, it 
achieved an accuracy of I 00%. Concern was raised as to whether this model learnt 
the underlying relationships between inputs and outputs or whether it merely 
memorised these relationships. This concern stems from the fact that if a model does 
not learn and map relationships but only memorise these, then the generalisation 
capabilities of the model would diminish resulting in an unreliable tool. However, 
when tested using 29 ne:.v examples, the model achieved a high accuracy of 89.66%. 
The model was further validated using 36 office projects and an accuracy of 83.34% 
was obtained. 
Hoz.Net is a model developed for selecting structural materials for floors. Fifty-nine 
training examples representing office; school; and hospital projects were presented to 
the network. Nineteen projects were reserved for the testing stage. An accuracy of 
100% was obtained when testing the model with the training example. This means 
that the model correctly selected structural materials for floors for all fifty-nine 
projects. Performance of the network was tested using new examples which were not 
used in its development. Nineteen testing examples were fed into the model which 
maintained a high accuracy of94.74%. The model was further validated by 
presenting to it data from forty-four office projects. The accuracy obtained reached 
97.73%. Testing and validating examples were grouped and an accuracy of96.83% 
was achieved. 
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Verst.Net has been developed to select structural materials for the vertical structural 
systems for office, hospital, and school projects. Fifty-seven projects comprising 30 
offices, 18 schools, and 9 hospitals have been used to develop the network. To 
determine whether it has mapped and learnt the input-output relationships, it has 
been presented with the training examples. The network obtained an accuracy of 
96.49%. To determine whether it is has a generalisation capability, the model has 
been presented with 34 new examples comprising 29 offices, 3 schools, and 2 
hospitals. A comparison between the chosen and the actual structural materials used 
in the frame of these buildings has been made. This has resulted in an accuracy of 
85.29% which proves that the model has learnt a general relationship and is able to 
generalise so that new examples could be solved. 
The following chapter summarises and discusses the research findings from the 
literature review, the questionnaire survey, and the five artificial neural network 
models developed as part of this study. 
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Chapter Eight 
Description of Work and Main Findings 
Chapter Eight 
Description of Work and Main Findings 
8.1 Introduction 
This study set out to develop a decision support tool for use during the initial design 
process to aid designers in the selection of structural systems for buildings. The 
quality of a structure is mostly determined during the initial design stage since 
subsequent design stages (i.e., structural analysis, and detailed design) generally aim 
at further developing and satisfying constraints imposed at this stage. The research 
addressed two prime issues: 
• The dilemma of which structural material to choose in what 
circumstances, and 
• The methodology that would allow such choices to be made in time and 
objectively. 
In this chapter, the above two issues are discussed from three perspectives. Firstly, 
the chapter discusses key findings from the literature review. The literature review 
covered three areas namely: 
• Buildability: this has been argued to be a major factor in reducing 
construction costs and producing construction-friendly designs; 
• The design process: the literature review has covered the entire 
design process. However, particular emphasis has been placed on the 
initial stage of this process; and 
• Artificial neural network: this is a novel approach in artificial 
intelligence. The literature has been reviewed to gain an 
understanding of the technique and to highlight its application to 
building design. 
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Secondly, the chapter discusses findings from a questionnaire survey distributed 
amongst design consultancies and building contractors to identify design and 
buildability factors that are critical to the choice of structural materials. 
Thirdly, it discusses how findings from the above two investigative exercises have 
contributed to the development of five artificial neural network models for selecting 
structural materials. 
8.2 Findings from the Literature 
8.2.1 Buildability 
An important external constraint of the initial design process faced by designers is 
associated with the construction and assembly of materials and components on site. 
The literature provides ample evidence that most problems incurred during a 
project's life are directly associated with the separation of design and construction 
processes. This not only proves very costly to the construction industry and clients of 
the construction industry, but it is also the major cause of hostile relationships 
between all parties in the industry [Chapter Two]. In the last four decades, several 
reports and studies have addressed the problems of poor relationships between 
designers and constructors and have suggested ways for improving these 
relationships, mitigating hostility, and generally improving the performance of the 
construction industry [section 2.2]. Despite all attempts, it has been found that the 
U.K construction industry has a long way to go before designers view their designs 
from the constructors' perspective, and constructors fully impart their knowledge and 
expertise at the earliest stages of the design process. 
Two main issues have been highlighted in Chapter Two: 
I Producing construction-friendly designs is a major contribution to cost 
reduction, hence buildability should be a major factor in evaluating design 
alternatives, 
2 Benefits from introducing a buildability strategy during design can only be 
realised if this strategy is implemented at the outset of the design process. 
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The Bui/dabilitv Question: 
The quest for improving the quality of decisions made in the selection of structural 
systems cannot ignore the importance of the effects of these decisions on how the 
systems will be assembled on site. The question that arises here is how production 
requirements can be met not only during the whole design process, but also, most 
importantly, at the initial design stage. Hence, the first question of this study has 
been addressed as follows: 
• How can buildability be taken forward, addressed, and implemented at the 
initial design stage? 
Chapter Two has presented a review of the literature on buildability to gain a 
thorough understanding of the concepts ofbuildability and to identify the issues that 
should be considered by designers at an early stage in the design of a building. 
Moreover, it has been necessary to identify the concepts that play an important role 
in the selection of structural systems. One key finding from the literature review has 
been the identification of buildability concepts that must be addressed at the various 
stages of the design process. These concepts have been presented and discussed in 
section [2.1.2] and are re-iterated below: 
• Investigate site thoroughly 
• Consider access to and within site at the design stage 
• Consider storage of materials at the design stage 
• Design for minimum time below ground level 
• Design for early enclosure 
• Use suitable materials 
• Design for the skills available 
• Design for simple assembly 
• Plan for maximum repetition/standardisation 
• Maximise the use of plant 
• Allow for sensible tolerances 
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• Allow for a practical sequence of operations 
• Avoid return visits by trades 
• Plan to avoid damage to work by subsequent operations 
• Design for safe construction 
• Communicate clearly 
Some of these concepts are applicable at the initial design stage whereas others are 
applicable at later stages in the design. The answer to the buildability question has 
been addressed by identifYing the concepts applicable to initial design and, more 
specifically, to the selection of suitable structural materials. A detailed discussion 
about these factors is presented in section [8.3.2].' The second part of the buildability 
question dealing with means of implementation ofbuildability during initial design is 
discussed in section [8.2.3]. 
8.2.2 The Initial Design Process 
The pressure to improve decisions made at the initial design process has increased 
following recent calls for cost reductions, timely completions, and zero defects in 
building projects. As has been argued in Chapters Two and Three, the ability to 
influence cost is greatest at the earlier stages of a project's life. The design process is 
the first step taken in converting a client's brief into an artifact. There are three stages 
in the design process, initial design, analysis, and detailed design. The significance of 
decisions made at the initial design stage is realised since succeeding design tasks 
(i.e. analysis, and detailed design) generally aim at satisfying the constraints imposed 
during this formative stage. Initial design involves the synthesis of alternative 
structural systems satisfying limited key constraints, and the selection of one system, 
or at most a few, to be investigated further. Despite the importance of this stage, 
which is a stepping stone for subsequent stages, it is often allocated minimal time by 
designers who in general are more likely to choose design options that are familiar to 
them rather than those representing a new line of thinking [Maher 1987]. 
In Chapter Three a literature review explaining the design process has been presented 
and key issues on the intricate nature of the initial design process have been 
highlighted as follows: 
189 
I. The initial design process is very complex and requires intuition, use of past 
experience, and learning, along with the capacity to generalise the experience to 
tackle entirely new situations. 
2. The increasing complexity of structural systems has magnified the importance of 
the preliminary design solution while, at the same time, made the synthesis of 
feasible solutions more difficult. 
3. Due to time constraints, this part of the design process is often allocated the 
minimal of times which potentially leads to decisions based on familiarity rather 
than objectivity. 
What can be done? 
This study has presented a new approach in considering the three issues highlighted 
above: 
I. Design knowledge and experience exist implicitly in design solutions, 
representing different design schools, which have been tried and tested in 
successful construction projects. This knowledge and expertise can be extracted 
and made available so that designers can make timely and informed decisions. 
This should allow designers to learn from other experiences, and exercise 
objectivity in their chosen designs. 
2. During the early stages ofthe design process, little is known about a project. The 
only information available to a designer is the requirement of an end product. 
There is therefore a need to make maximum use of available information, at this 
stage, to enhance the quality of decisions taken. This can be achieved by 
optimising available information to generate design decisions to suit the 
constraints of a project. This study has been based on the hypothesis that 20% of 
design information available at this stage can result in an 80% chance of selecting 
the appropriate structural solution for a project. 
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3. It is during the initial stages of the design process that the creativity of architects 
and engineers is needed. Time restrictions reduce the chances of developing 
imaginative and creative designs [Maher 1987]. It is therefore essential to 
provide designers with decision making tools that can save valuable time so that 
the majority of this time can be spent in developing creative design solutions for 
chosen structural materials. 
The Design Questions: 
In the quest to provide practical solutions to the issues highlighted above, this study 
has formulated two design questions to which answers have been pursued. 
• What influences a designer's decision when choosing a structural material 
for a building? 
This question has largely been answered by reference to literature. Designers rely 
primarily on past experience and heuristic decisions during preliminary design. 
Moreover, designers are more likely to choose design options that are familiar to 
them than those representing a new approach. However, this modus operandi limits 
the knowledge-base and experience of designers to a range of familiar buildings that 
become benchmarks for the work of designers in the future, irrespective of their 
perceived success. 
This research has set out to widen the knowledge base of designers through the 
collection of building designs that had been generated by numerous designers and 
design offices. The Building Cost Information Service (BCIS) on-line elemental 
analysis has been found to be the most suitable source for extracting implicit 
knowledge representing different design schools. 
• What factors should designers take into account before finally choosing a 
structural material? 
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This question has set the foundation stone for the study and the quest for an answer 
centred on two aspects: 
1. What designers think they should consider when faced with 
a client's brief and requested to produce a design for a 
building, 
2. What they should do to produce a design that contributes to 
cost reduction, timely completion, and zero defects. 
To develop decision-making tools to assist designers in the choice of structural 
materials for buildings, it has been important to understand current practices to 
identify areas and ways for improvement. Whilst Chapter Three has reviewed the 
literature for a explanation ofthe design process in general, it has also identified the 
activities associated with the initial design process [section 3.9.2]. Typical activities 
and decisions involved in developing a conceptual design for a structure are 
summarised as follows: 
• Define the purpose of the building 
• Decide on the building form 
• Choose a building structure 
• Plan the geometry of building structure 
• Plan the layout of a building 
• Decide on the building appearance 
• Choose a structural material 
Albeit the above activities are purely design-related, they inevitably are subject to 
internal and external constraints. Internal constraints are mostly self-imposed through 
wanting to work in a particular way, or with particular materials that could limit the 
range ofsolutions as discussed in the previous research question. Conversely, 
external constraints arise from clients' needs, the technology adopted, and the 
construction process. The requirements of the building brief place constraints on the 
designer, this is due to the need for satisfying the demands of the client. Methods of 
assembly of components play an important part. However, designers often lack 
knowledge and understanding ofthe various technologies used by constructors. It is 
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believed that this problem can be solved through improving educational and training 
schemes for designers. Although this is acknowledged as an important part of 
conceptual design, the implementation of such programmes of study is beyond the 
scope of this study. The nature and location of a site will inevitably play an important 
part in developing a conceptual design for a structure. These latter factors, dealing 
with site production requirements, have reinforced the importance of introducing 
builadability concepts at the initial stages of design as discussed in the previous 
section. 
8.2.3 Artificial Neural Networks: An Informed Choice? 
Computers have been used extensively in structural design. This technology has had 
a significant impact in three areas: namely, structural analysis, detailed design, and 
drafting. These applications are only of real benefit at the later stages of design when 
generally the overall form of the structure is well defined. As described in Chapter 
Two, pressure to improve the quality of decisions made during the initial design 
process is being promoted by recent calls for 30% reduction in construction costs. 
Substantial cost reductions can be realised if appropriate design decisions are taken 
at the onset of a project's life. Research has found that these decisions have the 
greatest potential to influence the final cost of a project. 
This chapter has so far discussed the design and buildability issues that can 
contribute to improved initial design decisions. The following discussion 
concentrates on the technology that can be used to aid such decisions. 
The Technologv Question: 
In this research, Artificial Neural Network models have been developed as tools to 
enable designers to make instantaneous decisions on the type of structural material 
most suitable for a building. This study has been partially directed towards 
examining whether artificial neural networks can be applied to represent heuristic 
design knowledge and buildability requirements in the quest for buildable structural 
systems. 
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The following question is the final key question addressed in this research: 
• Is an artificial neural network a suitable mechanism for implementing 
buildability at the initial design stage? 
In the past few years, the application of artificial neural networks have emerged as a 
problem-solving technique with capabilities suited to many civil engineering and 
construction management problems. In general, artificial neural networks are applied 
to problems exhibiting input-output relationships. These problems are often too 
complex to model mathematically, or difficult to solve using traditional procedural 
computing approaches. Designers performing structural design rely on many forms 
of knowledge, e.g. textbooks, heuristic, and/or practical experience. Of these, 
knowledge which can be expressed algorithmically, such as for structural analysis 
and optimisation, lends itself well to traditional procedural approaches to computer 
automation. Indeed, the use of computer automation in structural design has been 
dominant in these areas. However, conceptual design is heuristic in nature and relies 
more on experience and judgement than computation and thus traditional computer 
methods are unsuited for its nature. The suitability of artificial neural networks has 
been part of the investigation in this research. The study addresses the use of ANNs 
to extract heuristic design knowledge from a set of examples for subsequent uses 
during the conceptual design of building structures. 
Artificial neural networks, in essence, emulate their biological counterparts and are 
based on models of how a human brain functions. Neural networks gain their 
problem-solving capabilities by learning from a number of input patterns 
(representing different problem encounters) and their associated output patterns 
(representing the conclusions or decisions). They are capable of generalising the 
knowledge implicit in the training examples and become competent in providing 
solutions to new situations. 
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8.3 The Questionnaire 
Chapter Five has presented the results and analysis of a questionnaire survey 
distributed amongst design consultancies engaged in designing multi-storey 
commercial, industrial, and educational buildings and contractors engaged in 
constructing the same types of buildings. 
The questionnaire included two discrete sections. The first dealt with buildability 
factors affecting choice of structural systems, whilst the second dealt with the effect 
of design factors on choice of structural systems. Respondents were asked to indicate 
the significance of 24 buildability and 17 design parameters in choosing horizontal 
and vertical structural systems. 
A case for using non-parametric statistical methods was presented in section [5.4] 
and, as a result, two non-parametric tests were performed namely; frequency analysis 
and Kendall's Coefficient of Concordance. The frequency analysis was applied to 
examine the percentage of ratings on different categories of significance. From these 
percentage of ratings further computations were made to calculate severity indices 
which in turn were used to rank the factors in terms of importance. The following 
sections explain the rationale for choosing the factors to be used in developing the 
ANN models. 
8.3.1 Design Factors 
One part of the questionnaire dealt with design factors that could be considered when 
selecting structural systems. These included seventeen design factors as identified 
from the literature: 
Total building height; Number of storeys; Floor to floor height; Type of 
cladding; Bay size; Location of core; Number of service zones; Degree of 
servicing required; Type of fire protection required; Type of floor finish 
required; Degree of sound insulation specified; Anti-vibration precautions; 
Adaptability of building for multi-purpose use; Availability of clear space; 
Allowance for future extensions; Overall quality of building; and Weight of 
components. 
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Having identified these factors, the next step was to decide which vvere suitable for 
inclusion in the ANN models. Many researchers emphasise that at the early stages of 
design only partial, often incomplete information is available from which to generate 
spatial forms of buildings and examine potential structural systems [Chapter Three]. 
Therefore, any model to be developed for selecting structural systems should 
appreciate these problems and respond to limitations in availability of information at 
this stage. The factors were ranked in terms of importance [section 5.5.2] and the top 
20% of design factors were identified. An assumption based on the 80:20 Rule 
[Pareto Law] was made. This takes account of the nature of information available to 
designers at the early stage of the design process and assumes that 20% of design 
factors results in an 80% chance of choosing a suitable structural system for a 
building. Therefore, the top three design factors considered by respondents to be of 
significance in choosing structural systems were considered. These are presented in 
Table [8.1]: 
Table 18.1 ]: Top Three Design Factors for Selecting Structural Systems 
Horizontal Structural Systems Vertical Structural Systems 
Design Factor Rank Design Factor Rank 
Bay size I Number of storeys 1 
Fire protection 2 Height of building 2 
Clear space 3 Clear space 3 
Table [8.1] shows that availability of clear space is an important design consideration 
when designing horizontal and vertical structural systems. Yet, this factor is not 
available in the information provided by the Building Cost Information Service on-
line analysis. However, clear space is a partial component of the gross floor area, and 
therefore this latter information has been included in the model. Similarly, bay sizes, 
fire protection, and the total height of building were all discarded due to lack of 
information. The design factors that were taken into account in developing the model 
were, number of storeys, and the gross floor area. Following the development of the 
five ANN models, it was apparent that all models achieved reasonable accuracies, 
and maintained over 80% accuracy in the testing stage. 
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8.3.2 Buildability Factors 
As part of this study, the literature has been surveyed to gain a comprehensive 
understanding of the concepts ofbuildability, its relevance to the various stages of 
the design process, and the benefits of its consideration at the earliest stages of 
.. design. The importance of buildability and the merits obtained from its 
implementation have been discussed in Chapter Two. One key outcome from the 
literature survey is the identification of twenty-four buildability factors that are 
considered to be of relevance to the conceptual design stage. These are listed as 
follows: 
Construction technique/method; Safety during construction; Cost of 
material; Cost of plant; Cost of labour; Proximity to materials' suppliers; 
Availability of plant; Availability of labour; Speed of construction; 
Location of site; Transportation to site; Site access; Storage space; 
Proximity to adjacent structures; Availability of working space; Routing of 
services; Standardisation of components; Offsite prefabrication; Weather 
conditions; Ground conditions; Requirement for early enclosure; 
Maintenance and durability; Safety during construction; and 
Standardisation of arrangements. 
Respondents were asked to indicate the significance of each of these factors in terms 
of selecting horizontal and vertical structural systems. These responses were 
analysed and ranked to identify the top 20% of factors which are presented in Table 
[8.2]: 
Table 18.21: Too Five Buildability Factors 
Horizontal Structural Systems Vertical Structural Systems 
Buildability Rank Buildability Rank 
Factor Factor 
Safety during 1 Safety during 1 
construction construction 
Construction 2 Construction 2 
Method Method 
Speed of erection 3 Speed of erection 3 
Availability of 4 Availability of 4 
working space working space 
Site access 5 Site access 5 
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Table [8.2] shows that the top five buildability factors to be considered in the design 
of horizontal and vertical structural systems are identical and that these factors do not 
differ in their ranking, in terms of importance, between the two structural systems. 
More importantly, the table reveals that respondents to the survey placed significant 
emphasis on buildability factors that are related to site production requirements. This 
endorses findings from UK literature, [section 2.2.6], urging designers to design for 
safe construction, design for simple and effective assembly, allow a practical 
sequence of operations, and consider access at the design stage. Moreover, it 
endorses findings from American literature [section 2.3.1], calling for improved 
constructability in site layout by raising concerns that include access for personnel 
and materials, close-in space for staging materials within the reach of lifting 
equipment and also benefits such as use of advanced construction methods and more 
efficient construction operations. 
The survey also revealed [Tables [5.8] and [5.10]] that less emphasis was placed on 
buildability issues relating to standardisation of arrangements and components, 
repetition, availability and cost of resources. Despite the importance of these factors, 
this finding was not regarded as a limitation in the outcome of the survey. 
Conversely, these buildability considerations are essential for the execution of 
detailed design and therefore should be considered later on in the design process. 
It follows from the above discussion that the factors presented in Table [8.2] would 
be included in the development of any ANN model for selecting structural systems. 
However, one factor, safety during construction, was not included in the models. Its 
consideration during conceptual design is acknowledged as being of paramount 
importance, and it is acknowledged that designers should give careful thought to the 
implications of their chosen structural system upon construction safety. The main 
reason for the exclusion is that safety during construction is appreciated as a very 
complex and sensitive subject that merits extensive research in its own right. In 
addition, the BCIS does not include a measure for safety. Therefore, research into 
safety was regarded as beyond the scope of the present study. 
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8.4 Development of Artificial Neural Network Models 
This study has presented a new approach, using an artificial neural network, for 
initial design. The role of ANNs in solving initial design problems has been 
demonstrated through the development of ANN models for selecting structural 
systems for building projects. In this study, five artificial neural network models 
have been developed for selecting structural systems based on 20% of design 
information and buildability information being generally available at the initial 
design stage of a building project. All models developed, with the exception of one, 
maintained an accuracy of over 80%. The results presented in Chapter Seven have 
verified that artificial neural networks can be trained to learn design, buildability and 
structural systems relationships implicit in previous design solutions. The results 
have also shown that by concentrating on merely 20% of design and buildability 
information, designers can achieve an 80% chance of choosing appropriate structural 
systems for a building. 
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Chapter Nine 
Conclusions and Recommendations for 
Further Work 
' 
Chapter Nine 
Conclusions and Recommendations for Further Work 
9.1 Introduction 
The purpose of this chapter is to summarise the key conclusions with reference to the 
specific research objectives identified in Chapter One. The chapter also presents the 
original contribution of the thesis to current knowledge. In addition, consideration 
will be given to further developments to the ANN models so that they can be put to 
practical use. 
9.2 Research Objectives 
Prior to the presentation of the conclusions, it is appropriate to reiterate the three 
research objectives previously presented in Chapter One: 
(i) To identify and analyse critical buildability considerations that affect the 
choice of structural schemes for building projects. 
(ii) To identify and analyse key design parameters affecting the selection of 
structural schemes for building projects. 
(iii) To develop a computerised decision support tool that takes account of both of 
the above considerations to aid designers in the selection ofbuildable 
structural schemes. 
In broad terms, the structure of the thesis has followed these objectives. The first 
objective was addressed in Chapters Two and Five, the second was addressed in 
Chapters Three and Five. Finally, the fourth objective was addressed in Chapters 
Four, Six and Seven. 
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9.3 Conclusions 
The artificial neural network models described in this thesis have been developed as 
'proof-of-concept' to demonstrate that artificial neural networks can be successfully 
applied to the implementation ofbuildability considerations at the preliminary 
structural design stage. It has been demonstrated that the 'state-of-the-art' Artificial 
Intelligence technique is most suitable for capturing construction knowledge and 
expertise to aid early design decisions. 
The main conclusions from this research are sub-divided in accordance with the three 
objectives of the study [sections 1.5 and 9.2]. 
9.3.1 To identify and analyse critical buildability considerations that affect the 
choice of structural schemes for building projects: 
• This research has established that, at the initial stages of the design process, 20% 
of construction-related information can achieve over 80% chance of selecting 
buildable structural schemes. Therefore, designers need to concentrate their effort 
and invest their time in these factors which in this study were found to be the 
following site-related issues: safety on site, construction methods, site access, 
availability of working space, speed of construction. 
• The five models developed in this study incorporate buildability parameters that 
are strictly site-related. The models not only advise designers on appropriate 
structural materials under given design conditions, but also encourage designers 
to contemplate the 'buildability' of their chosen structural scheme at an early 
stage in the design process. This approach should constitute the stepping stone in 
the implementation ofbuildability throughout the design process which in turn 
should result in lower construction costs. 
Additional conclusions 
• Construction knowledge and expertise is implicit in successfully completed 
building projects. This knowledge can be extracted and used in early design 
decisions for better integration of design and construction phases 
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• Despite much research, the design/construction gap still remains. Although the 
generic concepts of buildability have emerged during the last decade, their full 
implementation during conceptual design is yet to be realised. 
• Knowledge and expertise can be extracted and used to develop decision aids for 
use by designers throughout the design process. Sources of information such as 
the Building Cost Information Services are useful references of implicit 
construction knowledge. Its potential in this respect should be fully exploited. 
• Additional benefits of the implementation ofbuildability can be realised if the 
American definition of and approach to constructability is adopted. This calls for 
the consideration of constructability throughout a project's life, from inception to 
completion. 
9.3.2 To identify and analyse key design parameters affecting the choice of 
structural schemes 
• At the early stages in the design cycle, little is known about a project. Therefore, 
information that is available should be maximised to develop buildable structural 
schemes. Seventeen design factors were identified. Following a detailed 
statistical analysis two factors were chosen to develop the ANN models. These 
are: gross floor area, and number of storeys. 
• The survey conducted in this research has found that, despite common 
conception, there is a compatibility of views between designers and contractors, 
particularly, in relation to buildability considerations at the conceptual design 
stage. This can only aid and enhance the integration of design and construction 
processes and hence contribute to the successful implementation ofbuildability. 
• This research has highlighted the importance of the very first decisions to the cost 
of a project. It has been shown that almost 80% of the costs of a building project 
are committed by the initial20% of decisions taken during the life of a project. 
Since most of these decisions relate to initial design, it is inevitable that any 
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substantial cost reductions must be achieved through improving the quality of 
decisions made at the initial design stages. 
9.3.3 To develop a computerised decision support tool that takes account of both 
of the above considerations to aid designers in the selection of buildable 
structural schemes 
o This study has shown that the complexity of design decisions at the early stages 
of design falls within the artificial neural networks' problem domain. The initial 
design process is very complex and requires intuition, use of past experience, and 
learning along with the capacity to generalise the experience in order to tackle an 
entirely new situation. Artificial neural networks map complex and fuzzy 
relations between inputs and outputs, learn the underlying concepts, and 
generalise to produce meaningful solutions to new situations. They are suitable 
for problems that cannot be solved by conventional computational methods. 
o At the conceptual design stage, information is often partial, incomplete, and 
inaccurate, and therefore any attempt to develop decision support tools for this 
stage should take the above characteristics into consideration. Artificial neural 
networks are capable of generalising the knowledge implicit in the training 
examples and become capable of providing solutions to new situations, even if 
only incomplete data are available. No conventional computer technique offers 
this significant capability. 
o The models developed as part of this study allow the generation of an expeditious 
solution for given sets of design and buildability constraints. Once information is 
entered into one of the developed models (a process that takes a few minutes) a 
recommendation of which structural scheme to choose is generated 
instantaneously. Thus, valuable design time is released allowing designers the 
opportunity to invest available time in performing other equally important design 
tasks. 
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9.4 Original Contribution to Knowledge 
This research lays the foundation for eliciting technical information and for 
extracting construction knowledge and expertise from previously completed projects 
with the prime aim of feeding these into future ones. This is key to answering current 
calls for developing a concept of "design for construction". At present, there is 
evidence that the construction industry has little expertise in this area [Egan 1998]. 
The research demonstrates that sources of information such as the Building Cost 
Information Service provide valuable information, in addition to elemental cost 
analysis, in terms of design and site-related information. This information can be 
used effectively to integrate design with construction. This novel approach is a vital 
part of delivering efficiency and quality of building projects. 
This research establishes that minimal design and construction information is 
sufficient for accurate design decisions to be made at the early stages of a project's 
life. In addition, the study highlights the importance of early design decisions to site 
operations. 
This study applies a state-of-the-art form of artificial intelligence to map the 
relationship between design information, construction expertise and site knowledge 
with the types of structural schemes used in a building project. The Artificial Neural 
Network models that have been developed during the course of this study incorporate 
design and site-related information that have been extracted from tried and tested 
real-life building projects. 
Finally, the thesis demonstrates that the nature of preliminary structural design 
problems fall naturally into the Artificial Neural Network problem domain. 
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9.5 Recommendations for Further Research 
The recommendations for further research fall into two main parts as shown in the 
following sections: 
9.5.1 Further research work related to the genera/field of study 
Further research work is required to advice clients, designers, and contractors on the 
benefits of implementing a buildability programme at the outset of the design stage. 
Research in this area should concentrate on the following directions: 
• A Cost/Benefit Buildability Analysis is required to quantify the financial gains to 
all parties involved in a construction project. This research should focus on 
removing the barriers to the implementation ofbuildability [Chapter Two, section 
[2. 7]] particularly with regard to informing reluctant clients of the potential 
benefits of a buildability programme in terms of cost reductions, timely 
completion, and high quality of buildings. 
• A framework for capturing 'lessons-learned' from each construction project is 
needed to ensure that good design practice is stored and endorsed in future 
projects and malpractice is avoided. 
• Tools for assessing the buildability of designs at the preliminary design stage and 
at the detailed design stage are urgently needed to provide timely advice for 
designers on buildability matters. Such tools should ensure that construction 
rework and remedial work is eliminated at an early stage in a project. 
• The construction industry faces a serious problem oflack of readily available 
data in a manner that is consistent and structured to enable quick and trouble-free 
reference and extraction of information. It is therefore recommended that 
research into data-handling, data-storage, and data-retrieval at every stage in a 
project is conducted so that current methods of data treatment in the construction 
industry could be improved. 
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9.5.2 Further development to the ANN models 
The five artificial neural network models trained and tested during the course of this 
research have been developed as 'proof-of-concept' and further developments will be 
required to bring them into practical use. The target areas for further development are 
discussed below: 
• An intuitive user-friendly interface environment should be developed for ease-of-
use and for effective application to real life situations. 
• The current models are limited to three building types, offices; hospitals; and 
schools. The models can be extended and re-trained to include other types of 
buildings thus expanding its applicability. 
• The input information used for developing the models does not include aspects 
such as total cost of fabrication. Inclusion of cost information will enable 
decisions to be made based on cost effective structural schemes in addition to 
construction-friendly buildable schemes. 
• The models could be linked to other computer systems used at conceptual design 
stage, detailed structural analysis, and drafting stages. This will contribute to the 
development of an integrated design environment where each system can act as 
receiver and provider of information to other systems. 
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Appendix A 
Questionnaire Survey 
A.l Covering Letter 
Mr David Kenneth Ramshaw 
Contest Melbourne Weeks 
92 Lichfield Street 
Tarn worth 
Staffordshire 
B797QF 
6th June 1997 
Dear Mr Ramshaw 
Direct Line: 01509 263 171 ext 
4143 
Fax: 01509 223981 
Email: t.rn.ballal @lboro.ac.uk 
Survey on: Significance of Buildability upon Choice of Structural Systems for 
Building Projects 
I would appreciate your help and need a few minutes of your time. I am seeking your 
views and opinions about buildability concepts, which when considered at an early 
stage ofthe design process, could lead to promoting construction-friendly designs. 
The purpose of this questionnaire is to: 
• Validate design factors and establish whether or not these are used in 
selecting a structural system at an early stage of structural design for 
building projects. 
• Validate buildability factors and establish whether or not these are 
considered when choosing a structural system for a building project. 
• Establish a relationship between significant design parameters and 
buildability parameters, and the interaction between these during initial 
stages of structural design. 
Most of the questions can be answered with a check mark or a brief phrase of two or 
three words. Please be assured that your responses will be held in strict confidence 
and used only to secure knowledge on buildability during initial stages of 
structural designs. 
Your response is important. The accuracy of study depends heavily upon your 
response to assure that the views and opinions reflect current practices within the 
construction industry. 
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Your prompt co-operation and participation in this important survey is appreciated. 
Please take a few minutes today to complete the questionnaire and return it in the 
envelope provided as soon as possible. If you would like to receive a copy of the 
outcome of this research please enclose a complimentary note including your name 
and address. 
Yours sincerely 
Tabarak Ballal 
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Appendix A.2: Questionnaire 
Introduction: General Information 
I. What types of New Building Projects does your organisation undertake? 
Commercial 0 Industrial 0 
Hospitals 0 Civil Engineering 0 
Other (please specify) 0 
2. What is the average number of commercial projects your organisation bids for per year: 
Traditional 
Construction Management 
Other (please specify) 
0 
0 
0 
Design & Build 
Management Contracting 
3. What is the average number of commercial projects won per year? 
Traditional 
Construction Management 
Other (please specify) 
0 
0 
0 
Design & Build 
Management Contracting 
4. What is the range of building projects' cost does your organisation undertakes? 
Less than £500,000 
£2m -£10m 
Over£50m 
0 
0 
0 
£500,000- £2m 
£10m- £50m 
5. Please indicate your level of experience in designing commercial construction sites? 
0 
0 
0 
0 
0 
0 
Less than 5 years 0 5 to 10 years 0 
Over I 0 years 0 
6. How many Industrial buildings have you worked on in the last 10 years? 
None 0 1-5 0 
5-10 0 10-20 0 
More than 20 0 
7. What was your main role in these projects? 
Concept Designer 
Detailed Designer 
Name of Respondents (optional): 
Position: 
Company Name and Address: 
0 
0 
Designer on Site 
Other (please specify) 
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0 
0 
Section One: Effect of Design on Choice of Structural Systems 
Please indicate the significance of the following Design factors with respect to 
choosing a horizontal structural system and a vertical structural system for a multi-
storey building project. 
Please include any other design factors, under Other Factors, which you feel are 
relevant indicating their significance in the choice of a structural system. 
Please tick one box only per factor for each structural system. An example is given. 
1 extremely insignificant 
2 insignificant 
3 significant 
4 extremely significant 
Factor Horizontal Structural Vertical Structural System 
System 
DESIGN SIGNIFICANCE SIGNIFICANCE 
1 2 3 4 1 2 3 4 
Example: Design Factor V V 
Total Building Height 
No of Storeys 
Floor to floor height 
Type of cladding 
Bay Size 
Location of Core 
No of additional service zones 
Degree of servicing required 
Fire protection requirements 
Type of Floor finish selected 
Sound Insulation 
Anti-vibration precautions 
Adaptability to multipurpose 
use 
Availability of clear space 
Future extensions 
Building quality 
Weight of structural components 
Other Factors . - .. - -- .. -- -- -~ 
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Section Two: Effect of Buildability on Choice of Structural Systems 
Please indicate the significance of the following Buildability, defined as "designing 
for ease of construction", factors with respect to choosing a horizontal structural 
system and a vertical structural system for a multi-storey building. Please include any 
other buildability factors, under Other Factors, which you feel are relevant, 
indicating their significance in the choice of a structural system. Please tick one box 
only per factor for each structural system. 
1 extremely insignificant 
2 insignificant 
3 significant 
4 extremely significant 
Factor Horizontal Structural Vertical Structural System 
System 
BUIWABILITY SIGNIFICANCE SIGNIFICANCE 
1 2 3 4 1 2 3 4 
Example: Buildability Factor t/ t/ 
Construction Technique/method 
Safety during construction 
Cost of Materials 
Cost of Plant 
Cost of Labour 
Proximity to Materials' Supplier 
Availability of Plant/crane on sit 
Availability of Labour 
Speed of Construction/erection 
Location of Site (urban, rural) 
Ease of Transportation to Site 
Site Access-e.g. restricted 
Storage Space 
Proximity to adjacent structures 
Working Space- e.g. confined 
Routing of Services 
Standardisation of Components 
Offsite Prefabrication 
Weather Conditions 
Ground conditions 
Requirement for Early Enclosur 
Maintenance and Durability 
Safety during maintenance 
Other Factors? 
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Comments 
Please include any additional factors and/or comments you may have: 
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Appendix B 
STATISTICAL ANALYSIS 
Appendix B.l 
Frequency Analysis for Design Factors Affecting 
Choice of Horizontal Structural Systems 
Statistics 
N 
Valid Missina Mean 
Anti-vibration 
24 Precautions 16 2.88 
Bay Size 39 1 3.46 
Type of Cladding 24 16 2.08 
Availability of Clear 23 17 3.13 Space 
Location of Core 39 1 2,59 
Future Extensions 24 16 2.54 
Fire Protection 39 1 3.18 Requirements 
Type of Floor Finish 24 16 3.04 Selected 
Floor-Floor Height 39 1 2.62 
Total Building Height 38 2 2.50 
Loading 16 24 3.25 
Adaptability to 24 16 2.79 multi-purpose use 
Building Quality 24 16 2.71 
Number of other 39 Service Shafts 1 2.46 
Degree of Servicing 
25 15 2.80 Required 
Sound Insulation 39 1 2.82 
Number of Storeys 38 2 2.61 
Thermal Insulation 16 24 2.31 
Weight of 
24 16 3.04 Components/Materials 
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Std. 
Deviation 
.80 
.72 
.83 
.69 
,82 
.83 
.64 
.69 
.81 
.86 
.86 
.88 
.62 
.79 
.76 
.56 
.75 
.79 
.62 
Anti-vibration Precautions 
Valid extremely 
insignificant 
insignificant 
significant 
extremely 
significant 
Total 
Missing missing 
Total 
value 
Total 
Bar Chart 
601 
so1 
40 
30 
20 
r:l 
Frequency Percent 
1 2.5 
6 15.0 
12 30.0 
5 12.5 
24 60.0 
16 40.0 
16 40.0 
40 100.0 
Valid Cumulative 
Percent Percent 
4.2 4.2 
25.0 29.2 
50.0 79.2 
20.8 100.0 
100.0 
extremely insignific 
insignificant 
significant 
extremely significan 
Anti-vibration Precautions 
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Valid 
Missing 
Total 
Bay Size 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 
insignificant 1 
insignificant 2 
significant 14 
extremely 22 significant 
Total 39 
missing 1 value 
Total 1 
40 
Bar Chart 
extremely insignific 
insignificant 
Bay Size 
2.5 2.6 2.6 
5.0 5.1 7.7 
35.0 35.9 43.6 
55.0 56.4 100.0 
97.5 100.0 
2.5 
2.5 
100.0 
significant 
extremely significan 
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Type of Cladding 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid extremely 
7 17.5 29.2 29.2 insignificant 
insignificant 8 20.0 33.3 62.5 
significant 9 22.5 37.5 100.0 
Total 24 60.0 100.0 
Missing missing 
16 40.0 value 
Total 16 40.0 
Total 40 100.0 
Bar Chart 
extremely insignific insignificant significant 
Type of Cladding 
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Valid 
Missing 
Total 
50 
40 
30 
20 
c 10 
Q) 
(.) 
.... 
Q) 
Availability of Clear Space 
Frequency Percent 
insignificant 4 10.0 
significant 12 30.0 
extremely 
7 17.5 significant 
Total 23 57.5 
missing 
17 42.5 value 
Total 17 42.5 
40 100.0 
Bar Chart 
o.. o.J...._ _ 
insignificant significant 
Availability of Clear Space 
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Valid Cumulative 
Percent Percent 
17.4 17.4 
52.2 69.6 
30.4 100.0 
100.0 
extremely significan 
Location of Core 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid extremely 
4 10.0 10.3 10.3 insignificant 
insignificant 12 30.0 30.8 41 .0 
significant 19 47.5 48.7 89.7 
extremely 
4 10.0 10.3 100.0 significant 
Total 39 97.5 100.0 
Missing missing 
1 2.5 value 
Total 1 2.5 
Total 40 100.0 
Bar Chart 
60 .------------------------------------------------, 
40 
30 
20 
c 10 
Q) 
~ 
Q) 
D... 0 
extremely insignific 
insignificant 
Location of Core 
significant 
extremely significan 
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Valid extremely 
insignificant 
insignificant 
significant 
extremely 
significant 
Total 
Missing missing 
value 
Total 
Total 
Bar Chart 501 
40i 
30 
20 
- 10 c 
(!) 
e 
(!) 
a.. o..___--' 
Future Extensions 
Valid Cumulative 
Frequency Percent Percent Percent 
2 5.0 8.3 8.3 
10 25.0 41 .7 50.0 
9 22.5 37.5 87.5 
3 7.5 12.5 100.0 
24 60.0 100.0 
16 40.0 
16 40.0 
40 100.0 
extremely insignific 
insignificant 
sign 1cant 
extremely significan 
Future Extensions 
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Fire Protection Requirements 
Valid 
Missing 
Total 
50 
40 
30 
20 
c 10 
Q) 
(.) 
'-
Q) 
Frequency 
insignificant 5 
significant 22 
extremely 
12 significant 
Total 39 
missing 
1 value 
Total 1 
40 
Bar Chart 
D... 0"----' 
insignificant 
Percent 
12.5 
55.0 
30.0 
97.5 
2.5 
2.5 
100.0 
significant 
Fire Protection Requirements 
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Valid Cumulative 
Percent Percent 
12.8 12.8 
56.4 69.2 
30.8 100.0 
100.0 
extremely significan 
Type of Floor Finish Selected 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 5 12.5 20.8 20.8 
significant 13 32.5 54.2 75.0 
extremely 6 15.0 25.0 100.0 significant 
Total 24 60.0 100.0 
Missing missing 16 40.0 value 
Total 16 40.0 
Total 40 100.0 
Bar Chart 
·or 
50 
40 
30 
20 
...... 10 c 
Q) 
(.) ,_ 
Q) 
CL 0 
insignificant significant extremely significan 
Type of Floor Finish Selected 
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Valid extremely 
insignificant 
insignificant 
significant 
extremely 
significant 
Total 
Missing missing 
value 
Total 
Total 
Bar Chart 601 
soi 
40 
20 
c 10 
Q) 
(.) 
..... 
Q) 
a. 0 ......__ _ 
Floor-Floor Height 
Valid Cumulative 
Frequency Percent Percent Percent 
4 10.0 10.3 10.3 
11 27.5 28.2 38.5 
20 50.0 51 .3 89.7 
4 10.0 10.3 100.0 
39 97.5 100.0 
1 2.5 
1 2.5 
40 100.0 
extremely insignific 
insignificant 
significant 
extremely significan 
Floor- Floor Height 
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Valid extremely 
insignificant 
insignificant 
significant 
extremely 
significant 
Total 
Missing missing 
value 
Total 
Total 
Bar Chart 
50 -
40 ~ 
30 
20 
- 10 c 
Q) 
~ 
Q) a.. o __ _ 
Total Building Height 
Valid Cumulative 
Frequency Percent Percent Percent 
4 10.0 10.5 10.5 
16 40.0 42.1 52.6 
13 32.5 34.2 86.8 
5 12.5 13.2 100.0 
38 95.0 100.0 
2 5.0 
2 5.0 
40 100.0 
extremely insignific 
insignificant 
significant 
extremely significan 
Total Bui lding Height 
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Loading 
Valid Cumulative 
Freg_uenQY Percent Percent Percent 
Valid 
Missing 
Total 
50 
40 
30 
20 
.... 10 
c 
Q) 
extremely 1 insignificant 
insignificant 1 
significant 7 
extremely 
7 significant 
Total 16 
missing 
24 value 
Total 24 
40 
Bar Chart 
~ oL 
extremely insignific 
insignificant 
Loading 
2.5 6.3 6.3 
2.5 6.3 12.5 
17.5 43.8 56.3 
17.5 43.8 100.0 
40.0 100.0 
60.0 
60.0 
100.0 
significant 
extremely significan 
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Adaptability to multi-purpose use 
Valid extremely 
insignificant 
insignificant 
significant 
ext remely 
significant 
Total 
Missing missing 
Total 
..... 
c 
Q) 
() 
.... 
Q) 
value 
Total 
Bar Chart 
40 -
30 
20 
10 
CL 0 ...__ __ 
Valid 
Frequency Percent Percent 
1 2.5 4.2 
9 22.5 37.5 
8 20.0 33.3 
6 15.0 25.0 
24 60.0 100.0 
16 40.0 
16 40.0 
40 100.0 
significant 
Cumulative 
Percent 
4.2 
41 .7 
75.0 
100.0 
extremely insignific 
insignificant extremely significan 
Adaptability to multi-purpose use 
236 
Building Quality 
Valid Cumulative 
Freauencv Percent Percent Percent 
Valid insignificant 9 22.5 37.5 37.5 
significant 13 32.5 54.2 91 .7 
extremely 
2 5.0 8.3 100.0 significant 
Total 24 60.0 100.0 
Missing missing 
16 40.0 value 
Total 16 40.0 
Total 40 100.0 
Bar Chart 
60~ 
so j 
40 
30 
201 
..... 10 c 
Q) 
() 
...... 
Q) 
0... 0 
insignificant significant extremely significan 
Building Quality 
237 
Number of other Service Shafts 
Valid extremely 
insignificant 
insignificant 
significant 
extremely 
significant 
Total 
Missing missing 
value 
Total 
Total 
Bar Chart 601 
soi 
40 
30 
20 
c 10 
Q) 
(.) 
.._ 
Q) 
CL o ...__~ 
Val id 
Frequency Percent Percent 
5 12.5 12.8 
13 32.5 33.3 
19 47.5 48.7 
2 5.0 5.1 
39 97.5 100.0 
1 2.5 
1 2.5 
40 100.0 
significant 
Cumulative 
Percent 
12.8 
46.2 
94.9 
100.0 
extremely insignific 
insignificant extremely significan 
Number of other Service Shafts 
238 
Degree of Servicing Required 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 10 25.0 40.0 40.0 
significant 10 25.0 40.0 80.0 
extremely 
5 12.5 20.0 100.0 significant 
Total 25 62.5 100.0 
Missing missing 
15 37.5 value 
Total 15 37.5 
Total 40 100.0 
Bar Chart 
50r 
40 
30 j 
20j 
..... 
10 
c 
<1> 
() 
..... 
<1> 
a.. 0 
insignificant significant extremely significan 
Degree of Servicing Required 
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Sound Insulation 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 10 25.0 25.6 25.6 
significant 26 65.0 66.7 92.3 
extremely 
3 7.5 7.7 100.0 significant 
Total 39 97.5 100.0 
Missing missing 1 2.5 value 
Total 1 2.5 
Total 40 100.0 
Bar Chart 
80 
70 
60 
50 
40 
30 
20 
-c 
Cl> 
0 
..... 
10 
Cl> 
a... 0 
insignificant significant extremely significan 
Sound Insulation 
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Number of Storeys 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid extremely 
2 5.0 5.3 5.3 insignificant 
insignificant 15 37.5 39.5 44.7 
significant 17 42.5 44.7 89.5 
extremely 
4 10.0 10.5 100.0 significant 
Total 38 95.0 100.0 
Missing missing 
2 5.0 value 
Total 2 5.0 
Total 40 100.0 
Bar Chart 
SOr------------------------------------------------, 
30 
20 
..... 10 
c 
Q) 
0 
..... 
Q) 
o.... o...__ __ _ 
extremely insignific 
insignificant 
Number of Storeys 
significant 
extremely significan 
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Thermal Insulation 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid extremely 
3 18.8 18.8 insignificant 7.5 
insignificant 5 12.5 31 .3 50.0 
significant 8 20.0 50.0 100.0 
Total 16 40.0 100.0 
Missing missing 
24 60.0 value 
Total 24 60.0 
Total 40 100.0 
Bar Chart 
60 ~-----------------------------------------------, 
extremely insignific insignificant significant 
Thermal Insulation 
242 
Weight of Components/Materials 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 4 10.0 16.7 16.7 
significant 15 37.5 62 .5 79.2 
extremely 
5 12.5 20.8 100.0 significant 
Total 24 60.0 100.0 
Missing missing 
16 40.0 value 
Total 16 40.0 
Total 40 100.0 
Bar Chart 
70 
60 
50 
40 
30 
20 
-c 10 Q) 
(.) 
'-
Q) 
D... 0 
insignificant significant extremely significan 
Weight of Components/Materials 
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Appendix B.2 
Frequency Analysis for Design Factors Affecting 
Choice of Vertical Structural Systems 
Statistics 
N 
Valid Missing Mean 
Anti-vibration 
24 Precautions 16 2.75 
Bay Size 39 1 2.92 
Type of Cladding 24 16 3.04 
Availability of Clear 
23 17 3.13 Space 
Location of Core 39 1 2,90 
Future Extensions 24 16 3.13 
Fire Protection 
39 1 3.08 Requirements 
Type of Floor Finish 
24 16 1.88 Selected 
Floor-Floor Height 39 1 3.08 
Total Building Height 39 1 3.44 
Loading 15 25 3.13 
Adaptabil ity to 
24 16 3.08 multi-purpose use 
Building Quality 24 16 2.63 
Number of other 38 Service Shafts 2 2.29 
Degree of Servicing 
25 15 2.32 Required 
Sound Insulation 39 1 2.13 
Number of Storeys 39 1 3.49 
Thermal Insulation 16 24 1.81 
Weight of 
24 16 3.00 Components/Materials 
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Std. 
Deviation 
.85 
.77 
.69 
.92 
,82 
.85 
.70 
.80 
.81 
.85 
.64 
.83 
.65 
.80 
.69 
.83 
.76 
.83 
.78 
Valid 
Missing 
Total 
Anti-vibration Precautions 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 
insignificant 2 5.0 8.3 8.3 
insignificant 6 15.0 25.0 33.3 
significant 12 30.0 50.0 83.3 
extremely 4 10.0 16.7 100.0 significant 
Total 24 60.0 100.0 
missing 16 40.0 value 
Total 16 40.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
significant 
extremely significan 
Anti-vibration Precautions 
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Bay Size 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid extremely 
insignificant 
insignificant 
significant 
extremely 
significant 
Total 
Missing missing 
value 
Total 
Total 
Bar Chart 
601 
SO J 
40 
30 
20 
c 10 
Q) 
~ 
Q) a.. o __ _ 
2 
7 
22 
8 
39 
1 
1 
40 
extremely insignific 
insignificant 
Bay Size 
5.0 5.1 5.1 
17.5 17.9 23.1 
55.0 56.4 79.5 
20.0 20.5 100.0 
97.5 100.0 
2.5 
2.5 
100.0 
significant 
extremely significan 
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Valid 
Missing 
Total 
40 
30 
20 
c 10 
Ql 
() 
.... 
Ql 
insignificant 
significant 
extremely 
significant 
Total 
missing 
value 
Total 
Bar Chart 
Type of Cladding 
Frequency Percent 
5 12.5 
13 32.5 
6 15.0 
24 60.0 
16 40.0 
16 40.0 
40 100.0 
D... 0-'----
insignificant significant 
Type of Cladding 
247 
Valid Cumulative 
Percent Percent 
20.8 20.8 
54.2 75.0 
25.0 100.0 
100.0 
extremely significan 
Valid 
Missing 
Total 
Availability of Clear Space 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 
1 2.5 4.3 4.3 insignificant 
insignificant 5 12.5 21.7 26.1 
significant 7 17.5 30.4 56.5 
extremely 
10 25.0 43.5 100.0 significant 
Total 23 57.5 100.0 
missing 
17 42.5 value 
Total 17 42.5 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
significant 
extremely significan 
Availabi lity of Clear Space 
248 
Valid 
Missing 
Total 
Location of Core 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 
insignificant 2 5.0 5.1 5.1 
insignificant 9 22.5 23.1 28.2 
significant 19 47.5 48.7 76.9 
extremely 
9 22.5 23.1 100.0 significant 
Total 39 97.5 100.0 
missing 
1 2.5 value 
Total 1 2.5 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
significant 
extremely significan 
Location of Core 
249 
Valid extremely 
insignificant 
insignificant 
significant 
extremely 
significant 
Total 
Missing missing 
Total 
value 
Total 
Bar Chart 
501 
I 
40J 
20 ~ 
I 
r:L 
Future Extensions 
Valid Cumulative 
Frequency Percent Percent Percent 
1 2.5 4.2 4.2 
4 10.0 16.7 20.8 
10 25.0 41 .7 62.5 
9 22.5 37.5 100.0 
24 60.0 100.0 
16 40.0 
16 40.0 
40 100.0 
extremely insignific 
insignificant 
significant 
extremely significan 
Future Extensions 
250 
Fire Protection Requirements 
Valid 
Missing 
Total 
50 
40 
30 
20 
c 10 
Cl> 
() 
..... 
Cl> 
insignificant 
significant 
extremely 
significant 
Total 
missing 
value 
Total 
Bar Chart 
a.. o.._ __ 
Frequency 
8 
20 
11 
39 
1 
1 
40 
insignificant 
Percent 
20.0 
50.0 
27.5 
97.5 
2.5 
2.5 
100.0 
significant 
Fire Protection Requirements 
251 
Valid Cumulative 
Percent Percent 
20.5 20.5 
51.3 71.8 
28.2 100.0 
100.0 
extremely significan 
Type of Floor Finish Selected 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid extremely 
9 22.5 37.5 37.5 insignificant 
insignificant 9 22.5 37.5 75.0 
significant 6 15.0 25.0 100.0 
Total 24 60.0 100.0 
Missing missing 
16 40.0 value 
Total 16 40.0 
Total 40 100.0 
Bar Chart 
extremely insignific insignificant significant 
Type of Floor Finish Selected 
252 
Valid 
Missing 
Total 
50 
40 
30 ~ 
20 
c 10 
Q) 
~ 
Q) 
a_ 0 
Floor-Floor Height 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 2 5.0 5.1 5.1 insignificant 
insignificant 5 12.5 12.8 17.9 
significant 20 50.0 51.3 69.2 
extremely 
12 30.0 30.8 100.0 significant 
Total 39 97.5 100.0 
missing 1 2.5 value 
Total 1 2.5 
40 100.0 
extremely insignific 
insignificant 
significant 
extremely significan 
Floor-Floor Height 
253 
Total Building Height 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid extremely 
3 insignificant 7.5 7.7 7.7 
significant 13 32.5 33.3 41 .0 
extremely 
23 57.5 59.0 100.0 significant 
Total 39 97.5 100.0 
Missing missing 
1 2.5 value 
Total 1 2.5 
Total 40 100.0 
Bar Chart 
70 
60 
50 
40 
30 
20 
-c 10 Q) 
(.) 
'-
Q) 
a_ 0 
extremely insignific significant extremely significan 
Total Bui lding Height 
254 
Loading 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 2 5.0 13.3 13.3 
significant 9 22.5 60.0 73.3 
extremely 4 10.0 26.7 100.0 significant 
Total 15 37.5 100.0 
Missing missing 25 62.5 value 
Tota l 25 62.5 
Total 40 100.0 
Bar Chart 
70 ~---------------------------------------------. 
60 
50 
40 
30 
~ ::L ~ 
Q) 
Cl.. 0 
insignificant significant extremely significan 
Loading 
255 
Adaptability to multi-purpose use 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 7 17.5 29.2 29.2 
significant 8 20.0 33.3 62.5 
extremely 9 22.5 37.5 100.0 significant 
Total 24 60.0 100.0 
Missing missing 16 40.0 value 
Total 16 40.0 
Total 40 100.0 
Bar Chart 
40.------------------------------------------------, 
insignificant significant extremely significan 
Adaptability to multi-purpose use 
256 
Valid extremely 
insignificant 
insignificant 
significant 
extremely 
significant 
Total 
Missing missing 
value 
Total 
Total 
Bar Chart 
701 
60 
50 
40 
30 
20 
-~ 10 
e 
Q) 
a... 0 
Building Quality 
Valid Cumulative 
Frequency Percent Percent Percent 
1 2.5 4.2 4.2 
8 20.0 33.3 37.5 
14 35.0 58.3 95.8 
1 2.5 4.2 100.0 
24 60.0 100.0 
16 40.0 
16 40.0 
40 100.0 
extremely insignific 
insignificant 
significant 
extremely significan 
Building Quality 
257 
Number of other Service Shafts 
Valid extremely 
insignificant 
insignificant 
significant 
extremely 
significant 
Total 
Missing missing 
value 
Total 
Total 
Bar Chart 
601 
so J 
40 
30 
20 
c 10 
Q) 
~ 
Q) 
a.. o.._ __ 
Valid 
Frequency Percent Percent 
5 12.5 13.2 
20 50.0 52.6 
10 25.0 26.3 
3 7.5 7.9 
38 95.0 100.0 
2 5.0 
2 5.0 
40 100.0 
significant 
Cumulative 
Percent 
13.2 
65.8 
92.1 
100.0 
extremely insignific 
insignificant extremely significan 
Number of other Service Shafts 
258 
Degree of Servicing Required 
Val id Cumulative 
Frequency Percent Percent Percent 
Valid extremely 2 5.0 8.0 8.0 insignificant 
insignificant 14 35.0 56.0 64.0 
significant 8 20.0 32.0 96.0 
extremely 
1 2.5 4.0 100.0 significant 
Total 25 62.5 100.0 
Missing missing 
15 37.5 value 
Total 15 37.5 
Total 40 100.0 
Bar Chart 
601 
50 
40 
30 
20 
c 10 
Q) 
(.) 
..... 
Q) 
0... 0 
extremely insignific 
insignificant 
Degree of Servicing Required 
significant 
extremely significan 
259 
Valid extremely 
insignificant 
insignificant 
significant 
extremely 
significant 
Total 
Missing missing 
value 
Total 
Total 
Bar Chart 
50 -
40 
30 
20 
...... 10 
c 
Q) 
(.) ,_ 
Q) 
a.. o~-~ 
Sound Insulation 
Valid Cumulative 
Frequency Percent Percent Percent 
9 22.5 23.1 23.1 
18 45.0 46.2 69.2 
10 25.0 25.6 94.9 
2 5.0 5.1 100.0 
39 97.5 100.0 
1 2.5 
1 2.5 
40 100.0 
extremely insignific 
insignificant 
significant 
extremely significan 
Sound Insulation 
260 
Valid 
Missing 
Total 
70 
60 
50 
40 
30 
20 
-~ 10 
(.) 
'-Q) 
a_ 0 
Number of Storeys 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 
1 2.5 2.6 2.6 insignificant 
insignificant 3 7.5 7.7 10.3 
significant 11 27.5 28.2 38.5 
extremely 
24 60.0 61.5 100.0 significant 
Total 39 97.5 100.0 
missing 
1 2.5 value 
Total 1 2.5 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
significant 
extremely significan 
Number of Storeys 
261 
Thermal Insulation 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid extremely 7 43.8 43.8 insignificant 17.5 
insignificant 5 12.5 31.3 75.0 
significant 4 10.0 25.0 100.0 
Total 16 40.0 100.0 
Missing missing 
24 60.0 value 
Total 24 60.0 
Total 40 100.0 
Bar Chart 
50 ~-----------------------------------------------, 
20 
r:L 
extremely insignific insignificant significant 
Thermal Insulation 
262 
Valid 
Missing 
Total 
Weight of Components/Materials 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 2.5 4.2 4.2 insignificant 1 
insignificant 4 10.0 16.7 20.8 
significant 13 32.5 54.2 75.0 
extremely 6 15.0 25.0 100.0 significant 
Total 24 60.0 100.0 
missing 16 40.0 value 
Total 16 40.0 
40 100.0 
Bar Chart 
significant extremely insignific 
insignificant extremely significan 
Weight of Components/Materials 
263 
Appendix B.3 
Frequency Analysis for Buildability Factors 
Affecting Choice of Horizontal Structural Systems 
Statistics 
N 
Valid Missinq Mean 
Site Access 39 1 3.28 
Proximity to 
40 0 2.90 Adjacent Structures 
Requirement for 
40 0 3.03 early Enclosure 
Ground Conditions 24 16 2.58 
Availability of Labour 40 0 2.63 
Cost of Labour 40 0 2.83 
Location of Site 40 0 2.48 
Maintenance and 
40 0 2.98 Durability 
Cost of Materials 40 0 3.13 
Proximity to Materials' 
40 0 2,37 Suppliers 
Construction 
23 Technique/Method 17 3.43 
Cost of Plant 40 0 2.83 
Avai lability of Plant 40 0 2.83 
Offsit Prefabrication 39 1 3.03 
Routing of Services 40 0 2.90 
Safety During 
24 16 3.04 Maintenance 
Safety During 
25 15 3.48 Construction 
Speed of 
40 0 3.43 Construction/Erection 
Standardisation of 
23 Arrangements 17 2.87 
Standardisation of 
40 Components 0 3.10 
Storage Space 40 0 2.75 
Transportation to Site 40 0 2.70 
Weather Conditions 40 0 2.33 
Working Space 39 1 3.31 
264 
Std. 
Deviation 
.69 
.67 
.62 
.88 
.87 
.75 
.82 
.66 
.76 
,90 
.66 
.71 
.87 
.63 
.67 
.69 
.65 
.59 
.63 
.50 
.74 
.76 
.94 
.61 
Site Access 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 5 12.5 12.8 12.8 
significant 18 45.0 46.2 59.0 
extremely 16 40.0 41 .0 100.0 significant 
Total 39 97.5 100.0 
Missing missing 1 2.5 value 
Total 1 2.5 
Total 40 100.0 
Bar Chart 
so~ 
40 -
30 
20 
insignificant significant extremely significan 
Site Access 
265 
Proximity to Adjacent Structures 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 11 27.5 27.5 27.5 
significant 22 55.0 55.0 82.5 
extremely 7 17.5 17.5 100.0 significant 
Total 40 100.0 100.0 
Total 40 100.0 
Bar Chart 
60.----------------------------------------------, 
insignificant significant extremely significan 
Proximity to Adjacent Structures 
266 
Requirement for early Enclosure 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 7 17.5 17.5 17.5 
significant 25 62.5 62.5 80.0 
extremely 8 20.0 20.0 100.0 significant 
Total 40 100.0 100.0 
Total 40 100.0 
Bar Chart 
70 
60 
50 
40 
30 
20 
...... 
c 10 Q) 
u 
..... 
Q) 
0... 0 
insignificant significant extremely significan 
Requirement for early Enclosure 
267 
Valid 
Missing 
Total 
Ground Conditions 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 2 5.0 8.3 8.3 insignificant 
insignificant 10 25.0 41 .7 50.0 
significant 8 20.0 33.3 83.3 
extremely 4 10.0 16.7 100.0 significant 
Total 24 60.0 100.0 
missing 
16 40.0 value 
Total 16 40.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
significant 
extremely significan 
Ground Conditions 
268 
Valid 
Total 
Availability of Labour 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 
insignificant 3 7.5 7.5 7.5 
insignificant 16 40.0 40.0 47.5 
significant 14 35.0 35.0 82.5 
extremely 
7 17.5 17.5 100.0 significant 
Total 40 100.0 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
significant 
extremely significan 
Availability of Labour 
269 
Valid 
Total 
70 
60 
50 
40 
30 
20 
-~ 10 
~ 
Q) 
a_ 0 
Cost of Labour 
Frequency Percent 
extremely 2 5.0 insignificant 
insignificant 9 22.5 
significant 23 57.5 
extremely 
6 15.0 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Cost of Labour 
Valid Cumulative 
Percent Percent 
5.0 5.0 
22.5 27.5 
57.5 85.0 
15.0 100.0 
100.0 
significant 
extremely significan 
270 
Valid 
Total 
30 
20 
c 10 
Q) 
(.) 
.... 
Q) 
0... 0 
Location of Site 
Frequency Percent 
extremely 3 7.5 insignificant 
insignificant 20 50.0 
significant 12 30.0 
extremely 5 12.5 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Location of Site 
Valid Cumulative 
Percent Percent 
7.5 7.5 
50.0 57.5 
30.0 87.5 
12.5 100.0 
100.0 
significant 
extremely significan 
271 
Valid 
Total 
60 
50 
40 
30 
20 
..... 
~ 10 
(.} 
..... 
(].) 
0... 0 
Maintenance and Durability 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 1 2.5 2.5 2.5 insignificant 
insignificant 6 15.0 15.0 17.5 
significant 26 65.0 65.0 82.5 
extremely 7 17.5 17.5 100.0 significant 
Total 40 100.0 100.0 
40 100.0 
Bar Chart 
significant extremely insignific 
insignificant extremely significan 
Maintenance and Durability 
272 
Valid 
Total 
Cost of Materials 
Frequency Percent 
extremely 
2 5.0 insignificant 
insignificant 3 7.5 
significant 23 57.5 
extremely 
12 30.0 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Cost of Materials 
Valid Cumulative 
Percent Percent 
5.0 5.0 
7.5 12.5 
57.5 70.0 
30.0 100.0 
100.0 
significant 
extremely significan 
273 
Valid 
Total 
Proximity to Materials' Suppliers 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 
6 15.0 15.0 15.0 insignificant 
insignificant 18 45.0 45.0 60.0 
significant 11 27.5 27.5 87.5 
extremely 
5 12.5 12.5 100.0 significant 
Total 40 100.0 100.0 
40 100.0 
Bar Chart 
significant extremely insignific 
insignificant extremely significan 
Proximity to Materials' Suppliers 
274 
Construction Technique/Method 
Valid 
Missing 
Total 
50 
40 
30 
20 
c 10 
Q) 
() 
..... 
Q) 
Freauencv 
insignificant 2 
significant 9 
extremely 
12 significant 
Total 23 
missing 
17 value 
Total 17 
40 
Bar Chart 
Cl.. o.l_ __ 
insignificant 
Percent 
5.0 
22.5 
30.0 
57.5 
42.5 
42.5 
100.0 
significant 
Construction Technique/Method 
275 
Valid Cumulative 
Percent Percent 
8.7 8.7 
39.1 47.8 
52.2 100.0 
100.0 
extremely significan 
Valid 
Total 
Cost of Plant 
Frequency Percent 
extremely 
1 2.5 insignificant 
insignificant 11 27.5 
significant 22 55.0 
extremely 6 15.0 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Cost of Plant 
Valid Cumulative 
Percent Percent 
2.5 2.5 
27.5 30.0 
55.0 85.0 
15.0 100.0 
100.0 
significant 
extremely significan 
276 
Availability of Plant 
Frequency Percent 
Valid extremely 
3 7.5 insignificant 
insignificant 10 25.0 
significant 18 45.0 
extremely 9 22.5 significant 
Total 40 100.0 
Total 40 100.0 
Bar Chart 501 
401 
30 
20 
- 10 
c 
Q) 
u 
.... 
Q) 
Cl.. 0 
extremely insignific 
insignificant 
Avai lability of Plant 
Valid Cumulative 
Percent Percent 
7.5 7.5 
25.0 32.5 
45.0 77.5 
22.5 100.0 
100.0 
significant 
extremely significan 
277 
Offsit Prefabrication 
Frequency 
Valid insignificant 
significant 
extremely 
significant 
Total 
Missing missing 
value 
Total 
Total 
Bar Chart 701 
60i 
so-
40 
30 
-~ 10 
2 
Q) 
CL Q.._, --
insignificant 
Offsit Prefabrication 
7 
24 
8 
39 
1 
1 
40 
Percent 
17.5 
60.0 
20.0 
97.5 
2.5 
2.5 
100.0 
significant 
278 
Valid Cumulative 
Percent Percent 
17.9 17.9 
61 .5 79.5 
20.5 100.0 
100.0 
extremely significan 
Valid 
Total 
Routing of Services 
Freauencv Percent 
extremely 
1 insignificant 2.5 
insignificant 8 20.0 
significant 25 62.5 
extremely 
6 15.0 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Routing of Services 
Val id Cumulative 
Percent Percent 
2.5 2.5 
20.0 2.2.5 
62.5 85.0 
15.0 100.0 
100.0 
significant 
extremely significan 
279 
Safety During Maintenance 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 5 12.5 20.8 20.8 
significant 13 32.5 54.2 75.0 
extremely 
6 15.0 25.0 100.0 significant 
Total 24 60.0 100.0 
Missing missing 16 40.0 value 
Total 16 40.0 
Total 40 100.0 
Bar Chart 
60 .----------------------------------------------, 
40 
30 
20 
c 10 
Q) 
(.) 
..... 
Q) 
a.. o...__ __ _ 
insignificant significant 
Safety During Maintenance 
280 
extremely significan 
Valid 
Missing 
Total 
50 
40 
30 
20 
c 10 
Q) 
(.) 
..... 
Q) 
Safety During Construct ion 
Frequency Percent 
insignificant 2 5.0 
significant 9 22.5 
extremely 
14 35.0 significant 
Total 25 62.5 
missing 
15 37.5 value 
Total 15 37.5 
40 100.0 
Bar Chart 
o.. o..._ __ 
insignificant significant 
Safety During Construction 
281 
Val id Cumulative 
Percent Percent 
8.0 8.0 
36.0 44.0 
56.0 100.0 
100.0 
extremely significan 
Speed of Construction/Erection 
Valid 
Total 
50 
40 
30 
20 
c 10 
Q) 
() 
'-
Q) 
Frequency 
insignificant 2 
significant 19 
extremely 19 significant 
Total 40 
40 
Bar Chart 
o... o~ _ _, 
insignificant 
Percent 
5.0 
47.5 
47.5 
100.0 
100.0 
significant 
Speed of Construction/Erection 
282 
Valid Cumulative 
Percent Percent 
5.0 5.0 
47.5 52.5 
47.5 100.0 
100.0 
extremely significan 
Standardisation of Arrangements 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 6 15.0 26.1 26.1 
significant 14 35.0 60.9 87.0 
extremely 3 7.5 13.0 100.0 significant 
Total 23 57.5 100.0 
Missing missing 
17 42.5 value 
Total 17 42.5 
Total 40 100.0 
Bar Chart 
70 
601 
50 
40 
30 
20 
...... 
c 10 Q) 
(.) 
.... 
Q) 
Cl.. 0 
insignificant significant extremely significan 
Standardisation of Arrangements 
283 
Standardisation of Components 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 3 7.5 7.5 7.5 
significant 30 75.0 75.0 82.5 
extremely 
7 17.5 17.5 100.0 significant 
Total 40 100.0 100.0 
Total 40 100.0 
Bar Chart 
insignificant significant extremely significan 
Standardisation of Components 
284 
Valid 
Total 
Storage Space 
Frequency Percent 
extremely 1 2.5 insignificant 
insignificant 14 35.0 
significant 19 47.5 
extremely 6 15.0 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Storage Space 
Valid Cumulative 
Percent Percent 
2.5 2.5 
35.0 37.5 
47.5 85.0 
15.0 100.0 
100.0 
significant 
extremely significan 
285 
Valid 
Total 
Transportation to Site 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 
2 5.0 5.0 5.0 insignificant 
insignificant 13 32.5 32.5 37.5 
significant 20 50.0 50.0 87.5 
extremely 
5 12.5 12.5 100.0 significant 
Total 40 100.0 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
significant 
extremely significan 
Transportation to Site 
286 
Weather Conditions 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid extremely 10 25.0 25.0 25.0 insignificant 
insignificant 10 25.0 25.0 50.0 
significant 17 42.5 42.5 92.5 
extremely 
3 7.5 7.5 100.0 significant 
Total 40 100.0 100.0 
Total 40 100.0 
Bar Chart 
50 ~-----------------------------------------------. 
30 
- 10 c 
Q) 
() 
..... 
Q) 
a.. o...__ _ _.J 
extremely insignific 
insignificant 
Weather Conditions 
significant 
extremely significan 
287 
Working Space 
Valid Cumulative 
Freauencv Percent Percent Percent 
Valid insignificant 3 7.5 7.7 7.7 
significant 21 52.5 53.8 61 .5 
extremely 
15 37.5 38.5 100.0 significant 
Total 39 97.5 100.0 
Missing missing 
1 2.5 value 
Total 1 2.5 
Total 40 100.0 
Bar Chart 
60 
50 
40 
30 
20 
- 10 c 
Q) 
(.) 
..... 
Q) 
a.. 0 
insignificant significant extremely significan 
Working Space 
288 
Appendix B.4 
Frequency Analysis for Buildability Factor Affecting 
Choice of Vertical Structural Systems 
Statistics 
N Std. 
Valid Missing Mean Deviation 
Site Access 39 1 3.26 .68 
Proximity to 
40 0 3.10 .67 Adjacent Structures 
Requirement for 40 0 3.20 .69 early Enclosure 
Ground Conditions 24 16 3.04 .81 
Availability of Labour 40 0 2.68 .83 
Cost of Labour 40 0 2.83 .71 
Location of Site 40 0 2.48 .72 
Maintenance and 
.67 Durability 40 0 3.10 
Cost of Materials 40 0 3.08 .69 
Proximity to Materials' 40 0 2,40 ,87 Suppliers 
Construction 23 Technique/Method 17 3.48 .67 
Cost of Plant 40 0 2.80 .72 
Availability of Plant 40 0 2.90 .78 
Offsit Prefabrication 40 0 2.98 .62 
Routing of SeNices 40 0 2.40 .78 
Safety During 
24 16 3.17 .70 Maintenance 
Safety During 
25 15 3.52 .65 Construction 
Speed of 
40 0 3.43 .55 Construction/Erection 
Standardisation of 
23 17 2.78 .67 Arrangements 
Standardisation of 
40 0 2.95 Components .55 
Storage Space 40 0 2.70 .76 
Transportation to Site 40 0 2.75 .74 
Weather Conditions 40 0 2.38 .95 
Working Space 38 2 3.26 .60 
289 
Site Access 
Valid Cumulative 
Frequency Percent Percent Perce nt 
Valid insignificant 5 12.5 12.8 12.8 
significant 19 47.5 48.7 61 .5 
extremely 
15 37.5 38.5 100.0 significant 
Total 39 97.5 100.0 
Missing missing 
1 2.5 value 
Total 1 2.5 
Total 40 100.0 
Bar Chart 
60 
50 
40 
30 
20 
..... 10 c 
Q) 
(.) 
.._ 
Q) 
0... 0 
insignificant significant extremely significan 
Site Access 
290 
Proximity to Adjacent Structures 
Valid 
Total 
50 
40 
30 
20 
c 10 
(!) 
(.) 
'-(!) 
Frequency Percent 
insignificant 7 17.5 
significant 22 55.0 
extremely 
11 27.5 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
CL o.l-__ 
insignificant significant 
Proximity to Adjacent Structures 
291 
Valid Cumulative 
Percent Percent 
17.5 17.5 
55.0 72.5 
27.5 100.0 
100.0 
extremely significan 
Requirement for early Enclosure 
Valid 
Total 
50 
40 
30 
20 
c 10 
(I) 
0 
.... 
(I) 
Frequency 
insignificant 6 
significant 20 
extremely 
14 significant 
Total 40 
40 
Bar Chart 
o... o..._ __ 
insignificant 
Percent 
15.0 
50.0 
35.0 
100.0 
100.0 
significant 
Requirement for early Enclosure 
292 
Valid Cumulative 
Percent Percent 
15.0 15.0 
50.0 65.0 
35.0 100.0 
100.0 
extremely significan 
Ground Conditions 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 7 17.5 29.2 29.2 
significant 9 22.5 37.5 66.7 
extremely 8 20.0 33.3 100.0 significant 
Total 24 60.0 100.0 
Missing missing 
16 40.0 value 
Total 16 40.0 
Total 40 100.0 
Bar Chart 
insignificant significant extremely significan 
Ground Conditions 
293 
Valid 
Total 
Availability of Labour 
Frequency Percent 
extremely 
2 5.0 insignificant 
insignificant 16 40.0 
significant 15 37.5 
extremely 
7 17.5 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Availability of Labour 
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Valid Cumulative 
Percent Percent 
5.0 5 .0 
40.0 45.0 
37.5 82.5 
17.5 100.0 
100.0 
significant 
extremely significan 
Valid 
Total 
Cost of Labour 
Frequency Percent 
extremely 
insignificant 1 2.5 
insignificant 11 27.5 
significant 22 55.0 
extremely 
6 15.0 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Cost of Labour 
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Valid Cumulative 
Percent Percent 
2 .5 2.5 
27.5 30.0 
55.0 85.0 
15.0 100.0 
100.0 
significant 
extremely significan 
Valid 
Total 
Location of Site 
Frequency Percent 
extremely 
insignificant 2 5.0 
insignificant 20 50.0 
significant 15 37.5 
extremely 
3 7.5 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Location of Site 
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Valid Cumulative 
Percent Percent 
5.0 5.0 
50.0 55.0 
37.5 92.5 
7.5 100.0 
100.0 
significant 
extremely significan 
Valid 
Total 
Maintenance and Durability 
Frequency Percent 
extremely 
insignificant 1 2.5 
insignificant 4 10.0 
significant 25 62.5 
extremely 
10 25.0 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Maintenance and Durability 
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Valid Cumulative 
Percent Percent 
2.5 2 .5 
10.0 12.5 
62.5 75.0 
25.0 100.0 
100.0 
significant 
extremely significan 
Valid 
Total 
Cost of Materials 
Frequency Percent 
extremely 
insignificant 1 2.5 
insignificant 5 12.5 
significant 24 60.0 
extremely 
10 25.0 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Cost of Materials 
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Valid Cumulative 
Percent Percent 
2.5 2.5 
12.5 15.0 
60.0 75.0 
25.0 100.0 
100.0 
significant 
extremely significan 
Valid 
Total 
Proximity to Materials' Suppliers 
Valid Cumulative 
Frequency Percent Percent Percent 
extremely 
5 12.5 12.5 12.5 insignificant 
insignificant 19 47.5 47.5 60.0 
significant 11 27.5 27.5 87.5 
extremely 
5 12.5 12.5 100.0 significant 
Total 40 100.0 100.0 
40 100.0 
Bar Chart 
significant extremely insignific 
insignificant extremely sign ifican 
Proximity to Materials' Suppliers 
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Construction Technique/Method 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 2 5.0 8.7 8.7 
significant 8 20.0 34.8 43.5 
extremely 
13 32.5 56.5 100.0 significant 
Total 23 57.5 100.0 
Missing missing 
17 42.5 value 
Total 17 42.5 
Total 40 100.0 
Bar Chart 
insignificant significant extremely significan 
Construction Technique/Method 
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Valid 
Total 
Cost of Plant 
Frequency Percent 
extremely 
1 insignificant 2.5 
insignificant 12 30.0 
significant 21 52.5 
extremely 6 15.0 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Cost of Plant 
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Valid Cumulative 
Percent Percent 
2.5 2.5 
30.0 32.5 
52.5 85.0 
15.0 100.0 
100.0 
significant 
extremely significan 
Valid 
Total 
Availability of Plant 
Frequency Percent 
extremely 
insignificant 1 2.5 
insignificant 11 27.5 
significant 19 47.5 
extremely 
9 22.5 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Availab ility of Plant 
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Valid Cumulative 
Percent Percent 
2.5 2 .5 
27.5 30.0 
47.5 77.5 
22.5 100.0 
100.0 
significant 
extremely significan 
Offsit Prefabrication 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 8 20.0 20.0 20.0 
significant 25 62.5 62.5 82.5 
extremely 
7 17.5 17.5 100.0 significant 
Total 40 100.0 100.0 
Total 40 100.0 
Bar Chart 
70 
60 
50 
40 
30 
20 
..... 
c: 10 Q) 
(.) 
..... 
Q) 
a.. 0 
Oftsit Prefabrication 
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Valid 
Total 
Routing of Services 
Frequency Percent 
extremely 
insignificant 5 12.5 
insignificant 16 40.0 
significant 17 42.5 
extremely 
2 5.0 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Routing of Services 
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Valid Cumulative 
Percent Percent 
12.5 12.5 
40.0 52.5 
42.5 95.0 
5.0 100.0 
100.0 
significant 
extremely significan 
Valid 
Missing 
Total 
50 
40 
30 
20 
c 10 
Q) 
() 
.... 
Q) 
Safety During Maintenance 
Frequency Percent 
insignificant 4 10.0 
significant 12 30.0 
extremely 
8 20.0 significant 
Total 24 60.0 
missing 
16 40.0 value 
Total 16 40.0 
40 100.0 
Bar Chart 
o.... o...__ _ 
insignificant significant 
Safety During Maintenance 
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Valid Cumulative 
Percent Percent 
16.7 16.7 
50.0 66.7 
33.3 100.0 
100.0 
extremely significan 
Safety During Construction 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 2 5.0 8.0 8.0 
significant 8 20.0 32.0 40.0 
extremely 
15 37.5 60.0 100.0 significant 
Total 25 62.5 100.0 
Missing missing 
15 37.5 value 
Total 15 37.5 
Total 40 100.0 
Bar Chart 
70 
60 
50 
40 
30 
20 
..... 
c 10 Q) 
(.) 
'-Q) 
0.... 0 
insignificant significant extremely significan 
Safety During Construction 
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Speed of Construction/Erection 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 1 2.5 2.5 2.5 
significant 21 52.5 52.5 55.0 
extremely 
18 45.0 45.0 100.0 significant 
Total 40 100.0 100.0 
Total 40 100.0 
Bar Chart 
insignificant significant extremely significan 
Speed of Construction/Erection 
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Standardisation of Arrangements 
Valid 
Missing 
Total 
50 
40 
30 
20 
c 10 
Q) 
~ 
Q) 
Frequency 
insignificant 8 
significant 12 
extremely 
3 significant 
Total 23 
missing 
17 value 
Total 17 
40 
Bar Chart 
o... o...__ _ 
insignificant 
Percent 
20.0 
30.0 
7.5 
57.5 
42.5 
42.5 
100.0 
significant 
Standardisation of Arrangements 
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Valid Cumulative 
Percent Percent 
34.8 34.8 
52.2 87.0 
13.0 100.0 
100.0 
extremely significan 
Standardisation of Components 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 7 17.5 17.5 17.5 
significant 28 70.0 70.0 87.5 
extremely 
5 12.5 12.5 100.0 significant 
Total 40 100.0 100.0 
Total 40 100.0 
Bar Chart 
80~--------------------------------------------~ 
insignificant significant extremely significan 
Standardisation of Components 
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Valid 
Total 
30 
20 
- 10 
c 
Q) 
~ 
Storage Space 
Freouencv Percent 
extremely 
2.5 insignificant 1 
insignificant 16 40.0 
significant 17 42.5 
extremely 6 15.0 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
cf oL_l•••-
extremely lnsignific 
insignificant 
Storage Space 
3 10 
Valid Cumulative 
Percent Percent 
2.5 2.5 
40.0 42.5 
42.5 85.0 
15.0 100.0 
100.0 
significant 
extremely significan 
Valid 
Total 
Transportation to Site 
Frequencv Percent 
extremely 2.5 insignificant 1 
insignificant 14 35.0 
significant 19 47.5 
extremely 
6 15.0 significant 
Total 40 100.0 
40 100.0 
Bar Chart 
extremely insignific 
insignificant 
Transportation to Site 
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Valid Cumulative 
Percent Percent 
2.5 2.5 
35.0 37.5 
47.5 85.0 
15.0 100.0 
100.0 
significant 
extremely sign ifican 
Weather Conditions 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid extremely 9 2.2.5 22.5 22.5 insignificant 
insignificant 11 27.5 27.5 50.0 
significant 16 40.0 40.0 90.0 
extremely 4 10.0 10.0 100.0 significant 
Total 40 100.0 100.0 
Total 40 100.0 
Bar Chart 
50 ,------------------------------------------------, 
30 
20 
- 10 
c 
Q) 
(.) 
.._ 
Q) 
a.. 0 .~.__ __ --J 
extremely insignific 
insignificant 
Weather Conditions 
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significant 
extremely significan 
Working Space 
Valid Cumulative 
Frequency Percent Percent Percent 
Valid insignificant 3 7.5 7.9 7.9 
significant 22 55.0 57.9 65.8 
extremely 
13 32.5 34.2 100.0 significant 
Total 38 95.0 100.0 
Missing missing 
2 5.0 value 
Total 2 5.0 
Total 40 100.0 
Bar Chart 
70 
60 
50 
40 
30 
20 
-c 10 Q) 
(.) 
'-
Q) 
CL 0 
insignificant significant extremely significan 
Working Space 
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Appendix B.5 
Calculations of Severity Indices 
Severity Indices are calculated using the following equation: 
where: 
S.l. =severity index 
fi = frequency of responses 
Wi = weight for each rating 
n = total number of responses 
S.J.=.>....::;=::...' --...L*100% 
n 
The above equation is divided into two parts: 
Part One: 
wi, this the weight assigned to each rating in the ordinal scale and is calculated by 
the following equation: 
wi= (Rating in scale) I (Number of points in a scale) 
Wt = l/4 = 0.25 
Wz = 2/4 = 0.5 
WJ=3/4=0.75 
w4 =4 /4 = 1 
Part Two: 
(fi /n) * 100%, this part is calculated by SPSS and is termed "Valid Percentage" 
(refer to Appendix B.4). 
Example: 
An example for the calculation of the severity index is given below: 
Effect of "Site Access" in the selection of vertical stmctural systems: 
Extremely Insignificant = 2 Significant = 3 Extremely 
insignificant = 1 significant = 4 
Valid 0 12.8 48.7 38.5 
Percentage 
Severity Index= (0.25* 0+ 0.5*12.8 + 0.75*48.7 + 1 *38.5) = 81.43% 
Tables [B.5.1-B.5.4] show valid percentages for each factor together with the 
calculations for severity indices as described above. 
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Table [B.S.l]: Calculation of Severity Indices For Design Factors Affecting 
Choice of Horizontal Structural Systems 
Design Factor Valid Percentages Severity 
"fdn * 100%" Index 
Anti-vibration precaution 4.2 25 50 20.8 71.85 
Bay size 2.6 5.1 35.9 56.4 86.53 
Type of cladding 29.2 33.3 37.5 0 52.08 
Availability of clearspace 0 17.4 52.2 30.4 78.25 
Location of core 10.3 30.8 48.7 10.3 64.80 
Future extensions 8.3 41.7 37.5 12.5 63.55 
Fire protection 0 12.8 56.4 30.8 79.50 
Type of floor finish 0 20.8 54.2 25 76.05 
Floor to floor heiqht 10.3 28.2 51.3 10.3 65.45 
Total height 10.5 42.1 34.2 13.2 62.53 
Adaptability to multi-purpose 4.2 37.5 33.3 25 69.78 
use 
Buildinq quality 0 37.5 54.2 8.3 67.70 
Deqree of servicinq required 12.8 33.3 48.7 5.1 61.48 
Additional service areas 0 40 40 20 70.00 
required 
Degree of sound insulation 0 25.6 66.7 7.7 70.53 
Number of storeys 5.3 39.5 44.7 10.5 65.10 
Weight of structural 0 16.7 62.5 20.8 76.03 
components 
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Table [B.5.2]: Calculation of Severity Indices for Design Factors Affecting 
Choice of Vertical Structural Systems 
Design Factor Valid Percentages Severity 
"f;/ n * 100%" Index 
Anti-vibration precaution 8.3 25 50 16.7 68.78 
Bay size 5.1 17.9 56.4 20.5 73.03 
Type of cladding 0 20.8 54.2 25 76.05 
Availability of clearspace 4.3 21.7 30.4 43.5 78.23 
Location of core 5.1 23.1 48.7 23.1 72.45 
Future extensions 4.2 16.7 41.7 37.5 78.18 
Fire protection 0 20.5 51.3 28.2 76.93 
Type of floor finish 37.5 37.5 25 0 46.88 
Floor to floor height 5.1 12.8 51.3 30.8 76.95 
Total heiqht 7.7 0 33.3 59 85.90 
Adaptability to multi-purpose 0 29.2 33.3 37.5 77.08 
use 
Building quality 4.2 33.3 58.3 4.2 65.63 
Deqree of servicing required 13.2 52.6 26.3 7.9 57.23 
Additional service areas 8 56 32 4 58.00 
required 
Degree of sound insulation 23.1 46.2 25.6 5.1 53.18 
Number of storeys 2.6 7.7 28.2 61.5 87.15 
Weight of structural 4.2 16.7 54.2 25 75.05 
components 
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Table [8.5.3]: Calculation of Severity Indices For Buildability Factors Affecting 
Choice of Horizontal Structural Systems 
Buildability Factor Valid Percentages Severity 
"f1/ n * 100%" Index 
Site Access 0 12.8 46.2 41 82.05 
Proximity to adjacent 0 27.5 55 17.5 72.50 
structures 
Requirement for early 0 17.5 62.5 20 75.63 
enclosure 
Ground conditions 8.3 41.7 33.3 16.7 64.60 
Availability of labour 7.5 40 35 17.5 65.63 
Cost of labour 5 22.5 57.5 15 70.63 
Location of site 7.5 50 30 12.5 61.88 
Maintenance and 2.5 15 65 17.5 74.38 
durability 
Cost of materials 5 7.5 57.5 30 78.13 
Proximity to materials' 15 45 27.5 12.5 59.38 
suppliers 
Construction 0 8.7 39.1 52.2 85.88 
technique/method 
Cost of plant 2.5 27.5 55 15 70.63 
Availability of plant 7.5 25 45 22.5 70.63 
Offsite prefabrication 0 17.9 61.5 20.5 75.58 
Routing of services 2.5 20 62.5 15 72.50 
Safety during 0 20.8 54.2 25 76.05 
maintenance 
Safety during 0 8 36 56 87.00 
construction 
Speed of 0 5 47.5 47.5 85.63 
construction/erection 
Standardisation of 0 26.1 60.9 13 71.73 
arrangements 
Standardisation of 0 7.5 75 17.5 77.50 
components 
Storage space 2.5 35 47.5 15 68.75 
Transportation to site 5 32.5 50 12.5 67.50 
Weather conditions 25 25 42.5 7.5 58.13 
Working space 0 7.7 53.8 38.5 82.70 
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Table [B.5.4]: Calculation of Severity Indices For Buildability Factors Affecting 
Choice of Vertical Structural Systems 
Buildability Factor Valid Percentages Severity 
"ftl n * 100%" · Index 
Site Access 0 12.8 48.7 38.5 81.43 
Proximity to adjacent 0 17.5 55 27.5 77.50 
structures 
Requirement for early 0 15 50 35 80.00 
enclosure 
Ground conditions 0 29.2 37.5 33.3 76.03 
Availability of labour 5 40 37.5 17.5 66.88 
Cost of labour 2.5 27.5 55 15 70.63 
Location of site 5 50 37.5 7.5 61.88 
Maintenance and durability 2.5 10 62.5 25 77.50 
Cost of materials 2.5 12.5 60 25 76.88 
Proximity to materials' 12.5 47.5 27.5 12.5 60.00 
suppliers 
Construction 0 8.7 34.8 56.5 86.95 
technique/method 
Cost of plant 2.5 30 52.5 15 70.00 
Availability of plant 2.5 27.5 47.5 22.5 72.50 
Offsite prefabrication 0 20 62.5 17.5 74.38 
Routing of services 12.5 40 42.5 5 60.00 
Safety during maintenance 0 16.7 50 33.3 79.15 
Safety during construction 0 8 32 60 88.00 
Speed of construction/erection 0 2.5 52.5 45 85.63 
Standardisation of 0 34.8 52.2 13 69.55 
arrangements 
Standardisation of 0 17.5 70 12.5 73.75 
components 
Storage space 2.5 40 42.5 15 67.50 
Transportation to site 2.5 35 47.5 15 68.75 
Weather conditions 22.5 27.5 40 10 59.38 
Working space 0 7.9 57.9 34.2 81.58 
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APPENDIXC 
PROGRAMMES 
Appendix C.l 
Programme for "Off.Net" 
float learnrate = 0.2, error 
let momentum = 0.8 
int iterations = 10000, i, j 
defpan progpan 
button "Build","gosub build_everything" 
button "Learn", "gosub learn" 
button "Edit Tp", "panel_tp_edit" 
butgap 
button "Done", "poppan" 
pushpan progpan 
end 
build_ everything: 
gridsize 1,15 
nodetype INPUT_NODE_TYPE 
makegrid input 
nodetype BACKPROP _NODE_ TYPE 
gridsize 1,5 
makegrid hidden 
gridsize 1,4 
makegrid output 
gridsize I, I 
makegrid bias 
set_node_output first_node (bias),! 
connecttype ALL_TO_ALL 
wiretype BACKPROP _WIRE_ TYPE 
connect input,hidden 
connect hidden,output 
connect bias, hidden 
connect bias, output 
rand_ weights -0.1 ,0.1 
layer_define hidden, output 
tp_clarnp input 
tp_target output 
tp_load "equall.dat" 
graph_default_range 0, 0, float(iterations ), I 
graph_default_axislabel "Iterations", "Error" 
makegraph errorgraph 
learn: 
graph_clear 
for i = I to iterations 
for j = first_training_pat to last_training_pat 
tp_present j 
layered_update 
draw grids 
let error= rrnsdt (output) 
320 
plot float (i), error, RED 
batchbplearn Ieamrate 
nextj 
batch_ wire_mod 
next i 
return 
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Appendix C.2 
Programme for "NoLBOff.Net" 
float Jearnrate = 0.2, error 
Jet momentum = 0.8 
int iterations = I 0000, i, j 
defpan progpan 
button "Build"," gosub build_everything" 
button "Learn", "gosub learn" 
button "Edit Tp", "panel_tp_edit" 
butgap 
button "Done", "poppan" 
pushpan progpan 
end 
build_everything: 
gridsize 1,15 
nodetype INPUT_NODE_TYPE 
makegrid input 
nodetype BACKPROP _NODE_ TYPE 
gridsize I ,5 
makegrid hidden 
gridsize I ,2 
makegrid output 
gridsize I, I 
makegrid bias 
set_ node_ output first_node (bias),! 
connecttype ALL_TO_ALL 
wiretype BACKPROP _WIRE_ TYPE 
connect input,hidden 
connect hidden,output 
connect bias, hidden 
connect bias, output 
rand_ weights -0.1 ,0.1 
Jayer_define hidden, output 
tp_clarnp input 
tp_target output 
tp_Joad "NOBBI.dat" 
graph_default_range 0, 0, float( iterations), 1 
graph_default_axislabel "Iterations", "Error" 
makegraph errorgraph 
learn: 
graph_clear 
for i = I to iterations 
for j = first_training__pat to Jast_training__pat 
tp _present j 
Iayered_update 
draw grids 
Jet error= rmsdt (output) 
322 
plot float (i), error, RED 
batchbplearn learnrate 
nextj 
batch_ wire_mod 
nexti 
return 
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Appendix C.3 
Programme for "Build.Net" 
float Jearnrate = 0.2, error 
Jet momentum = 0.8 
int iterations = 10000, i, j 
defpan progpan 
button "Build"," gosub build_everything" 
button "Learn", "gosub learn" 
button "Edit Tp", "panel_tp_edit" 
but gap 
button "Done", "poppan" 
pushpan progpan 
end 
build_everything: 
gridsize 1,18 
nodetype INPUT_NODE_TYPE 
makegrid input 
nodetype BACKPROP _NODE_ TYPE 
gridsize 1,5 
makegrid hidden 
gridsize 1,2 
makegrid output 
gridsize 1,1 
makegrid bias 
set_node_output first_node (bias),! 
connecttype ALL_TO_ALL 
wiretype BACKPROP _ WffiE_TYPE 
connect input,hidden 
connect hidden,output 
connect bias, hidden 
connect bias, output 
rand_ weights -0.1,0.1 
Jayer_define hidden, output 
tp_clamp input 
tp_target output 
tp_load "flfr3.txt" 
graph_default_range 0, 0, float(iterations ), 1 
graph_default_axislabel "Iterations", "Error" 
makegraph errorgraph 
learn: 
graph_clear 
for i = 1 to iterations 
for j = first_training_pat to last_training_pat 
tp_present j 
Jayered_update 
draw grids 
Jet error= rrnsdt (output) 
324 
plot float (i), error, RED 
batchbplearn Iearnrate 
nextj 
batch_wire_mod 
nexti 
return 
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Appendix C.4 
Programme for "Hoz.Net" 
float Jearnrate = 0.2, error 
let momentum = 0.8 
int iterations = 10000, i, j 
defpan progpan 
button "Build","gosub build_everything" 
button "Learn", "gosub learn" 
button "Edit Tp", "panel_tp_edit" 
but gap 
button "Done", "poppan" 
pushpan progpan 
end 
build_everything: 
gridsize 1,18 
nodetype INPUT_NODE_TYPE 
makegrid input 
nodetype BACKPROP _NODE_ TYPE 
gridsize 1,5 
makegrid hidden 
gridsize 1, 1 
makegrid output 
gridsize 1, 1 
makegrid bias 
set_node_output first_node (bias),! 
connecttype ALL_TO_ALL 
wiretype BACKPROP _WIRE_ TYPE 
connect input,hidden 
connect hidden,output 
connect bias, hidden 
connect bias, output 
rand_ weights -0.1 ,0.1 
layer_define hidden, output 
tp_clamp input 
tp_target output 
tp_load "PhD099.dat" 
graph_default_range 0, 0, float(iterations ), 1 
graph_default_axislabel "Iterations", "Error" 
makegraph errorgraph 
learn: 
graph_ clear 
for i = 1 to iterations 
for j = first_training_pat to Jast_training_pat 
tp_present j 
layered_update 
draw grids 
Jet error= rrnsdt (output) 
326 
plot float (i), error, RED 
batchbplearn learnrate 
nextj 
batch_ wire_mod 
nexti 
return 
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Appendix C.S 
Programme for "Verst.Net" 
float learnrate = 0.2, error 
let momentum= 0.8 
int iterations = t 0000, i, j 
defpan progpan 
button "Build" ,"gosub build_ everything" 
button "Learn", "gosub learn" 
button "Edit Tp", "panel_tp_edit" 
but gap 
button "Done", "poppan" 
pushpan progpan 
end 
build_everything: 
gridsize I, 15 
nodetype INPUT_NODE_TYPE 
makegrid input 
nodetype BACKPROP _NODE_ TYPE 
grid size I ,5 
makegrid hidden 
gridsize I, I 
makegrid output 
grid size I ,I 
makegrid bias 
set_node_output first_node (bias),! 
connecttype ALL_ TO _ALL 
wire type BACKPROP _WIRE_ TYPE 
connect input,hidden 
connect hidden,output 
connect bias, hidden 
connect bias, output 
rand_ weights -0.1 ,0.1 
layer_define hidden, output 
tp_clamp input 
tp_target output 
tp_load "frame.dat" 
graph_default_range 0, 0, float(iterations), I 
graph_default_axislabel "Iterations", "Error" 
makegraph errorgraph 
learn: 
graph_ clear 
fori = I to iterations 
for j = first_training_pat to last_training_pat 
tp_present j 
layered_ update 
drawgrids 
let error= rrnsdt (output) 
plot float (i), error, RED 
batchbplearn learnrate 
nextj 
batch_ wire_mod 
nexti 
return 
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