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Abstract
The field of femtochemistry seeks to comprehend the fundamental underlying mech-
anisms of the interaction between light and molecules and to study the ultrafast
timescales on which these processes occur. In particular, the photoresistance of bio-
logically relevant molecules to potential damage caused by absorption of ultraviolet
radiation is of great interest. The so called “building blocks” of life use ultrafast
non-radiative relaxation pathways for the dissipation of the high excess UV energy
as vibrational energy into the surroundings, which is the key of their photoprotective
function. The use of a “bottom-up” methodology for such investigations is applied to
understand basic model UV chromophores, which are molecular sub-units of various
bio-molecules such as, for example, the DNA bases and the melanin pigmentation
system.
The photophysics of the basic model chromophores, indole and the aniline derivatives
N,N-dimethylaniline and 3,5-dimethylaniline, were investigated in the gas phase to
understand the link between their molecular structure, the ultrafast non-adiabatic
dynamics and thus their potential photoprotection function. This study was done
with the powerful time-resolved photoelectron imaging (TRPEI) technique, which
provides temporal, energy- and angle-resolved information related to the non-adiabatic
relaxation dynamics operating within each molecular system. TRPEI is a highly dif-
ferential pump-probe spectroscopic technique providing a detailed picture of the un-
derlying processes, since it is sensitive to both electronic and nuclear motion within
the molecule.
The observation of the complete dynamical process using the TRPEI method is how-
ever restricted by the energy of the utilised probe pulse. For this reason the spec-
troscopic technique was improved with the integration of a newly built femtosecond
vacuum ultraviolet (VUV) light source. The VUV laser pulses are generated in a
four wave frequency mixing process in third order nonlinear media, such as noble
gases. First results from this instrument are presented for the butadiene molecule.
The combination of the new VUV laser light and the already powerful spectro-
scopic technique enables, in principle, the detection of the complete non-radiative
relaxation process of a large variety of molecular systems.
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CHAPTER 1. INTRODUCTION
Chapter 1
Introduction
Life is fragile but resistant, due to nature’s creativity and innovations. Understand-
ing the fundamental interactions and reactions of important biological molecules
to sunlight, in particular ultra violet (UV) radiation, is crucial to ultimately un-
derstanding the evolution of life on planet earth. The absorption of UV light by
organic molecules can cause potentially harmful reactions to biomolecular systems,
since the high energy of UV photons provides access to molecular decay pathways
that are otherwise inaccessible. These harmful reactions, including bond breaking,
can lead eventually to harmful mutations [4, 5, 6]. Thus over billions of years of
evolution, nature has chosen certain molecules as the so called “building blocks of
life” which include, for example, the DNA bases, the melanin pigmentation system,
various amino acids, and phenylpropanoids in plants [6, 7]. They are extremely effi-
cient at dissipating this potentially harmful UV radiation on an ultrafast time scale
as harmless heat into the surrounding environment via non-destructive pathways.
Due to their photoprotective function these photostable molecules are one of natures
great innovations.
A fundamental question one may ask of biomolecular systems is: “What is intrin-
sically special about them and how do they achieve the photostability and photo-
protection?” The ultrafast photodynamics of these polyatomic molecules is key to
the deactivation mechanisms, which involve complex intramolecular redistribution
processes of charge and vibrational energy. These processes include radiationless
transitions, internal conversion, isomerization, proton and electron transfer and in-
tersystem crossing [8, 9, 10, 11]. Of particular interest to the work described in this
thesis, internal conversion is based on the non-adiabatic coupling between differ-
ent electronic potential energy surfaces leading to the formation of so called “con-
ical intersections”, which mediate the relaxation dynamics. The coupling between
the electronic and the nuclear degrees of freedom results in the break down of the
Born-Oppenheimer approximation, which allows the definition of electronic and vi-
brational energy states due to the adiabatic separation of electronic and nuclear
motions. This will be expanded upon in Chapter 2.
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The observation and investigation of the highly complex and ultrafast relaxation
mechanisms in polyatomic molecules in “real time” require highly developed fem-
tosecond time-resolved spectroscopy techniques. The development of the first laser
by Maiman in 1960 [12] and the generation of the first femtosecond pulses from a
Ti:Sapphire laser in 1991 by Sibbett and co-workers [13] enabled the evolution of
the required temporal resolution for these spectroscopic studies.
The development of femtosecond spectroscopic methods to study time-resolved non-
adiabatic molecular dynamics in the gas-phase was pioneered by Prof. Ahmed Ze-
wail and co-workers, resulting in the award of the Nobel Prize 1999 in Chemistry
[14, 15, 16]. Some of the primary questions that the field of Femtochemistry seeks
to answer are: Firstly, “How and on what time scale is incident energy redistributed
among the various degrees of freedom of a molecular system?” Secondly, “How and
with what speed do reactants turn into products connected via individual quantum
states?” Thirdly, “What are the specific nuclear motions that drive the dynamics
via transition states and on what time scale do they operate?” [16].
In the scope of this work the “reactant” is a molecular system absorbing a UV pho-
ton, which will then undergo a certain ultrafast deactivation process. This might be
an efficient rapid non-radiative decay process resulting in the photostability of the
bio-molecule. In order to study this dynamical process, femtosecond time-resolved
spectroscopic techniques require a “pump” and a “probe” pulse. Here the first ul-
trafast laser pulse starts the reaction by generating a nonstationary state, known as
a wave packet, and therefore defining a reference time labelled “time zero”. The sec-
ond ultrafast laser pulse probes the temporal evolution of this created wave packet
by projecting onto a final set of states [17]. There has been a variety of pump-probe
techniques which have been developed, such as transient absorption spectroscopy
and nonlinear optical spectroscopy in condensed phase, as well as laser-induced flu-
orescence, resonant multiphoton ionisation and H-atom photofragment translational
spectroscopy in the gas phase [18, 19]. Each of these experimental techniques pro-
vide different information which complement each other to reveal the full dynamical
processes.
In this work, the gas-phase time-resolved photoelectron imaging (TRPEI) tech-
nique is used to investigate the nonadiabatic dynamical processes in small poly-
atomic molecules, some of which provide good starting approximations to chro-
mophores found in larger biomolecules. This state-of-the-art pump-probe spectro-
scopic method is very well suited for the dynamical studies of molecular systems,
since it can observe electronic configurations and vibrational dynamics with its
highly differential temporal, energy and angle-resolved information. TRPEI is used
to study the photophysics of model biomolecular systems in order to understand the
link between their structure, their dynamical behaviour and thus (in principle) their
photoprotective function. In the time-resolved spectroscopic experiments the probe
11
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pulse generates a free electron via photoionisation, which exhibits time dependent
kinetic energy and an angular distribution.
In addition to the aforementioned highly differential information provided by TR-
PEI, this spectroscopic technique possesses further advantages. Using photoionisa-
tion as a probe is advantageous since the ionisation of any molecular state partic-
ipating in the dynamical relaxation process is always ensured based on symmetry
arguments of the outgoing photoelectron (i.e. there are no “dark” states in the
ionisation process). Furthermore, the detection of charged particles, such as elec-
trons or ions, is very sensitive [18]. The experimental principles of TRPEI will be
explained in detail in Chapter 2 and the practical infrastructure and considerations
are outlined in Chapter 3. Chapters 4 and 5 will then present in depth analysis of
TRPEI data obtained from the model biological chromophores aniline and indole,
respectively.
Reactants Products 
“Chemical Arrow” 
Figure 1.1: The “chemical arrow” symbolising the evolution of reactants towards
products along the connecting reaction coordinates.
Despite the fact that TRPEI is a highly differential technique, its “view” along
the reaction coordinate (illustrated in Figure 1.1) is often restricted by the probe
photon energy. For a transition between a given initial and final electronic state the
transition strength is governed, in part, by the square of the overlap between the
associated vibrational wavefunctions (the so-called Franck-Condon factor). In the
case of photoionisation, the probe photon may lack sufficient energy to sample the
region of the ionisation continuum that gives rise to large Franck-Condon factors.
As such, no significant photoionisation signal is observed. A specific example of this
is in the ionisation of a highly vibrationally excited electronic ground state formed
via non-adiabatic relaxation from energetically higher lying electronic states. So, in
order to map the whole dynamical process (including any ground state recovery), a
high energy photon in the deep UV is the preferred choice. Generating the so called
vacuum ultra violet (VUV) radiation with nonlinear optical processes was a crucial
part of this work and will be discussed in detail in Chapter 6. The existing time-
resolved spectrometer was enhanced by building a new VUV light source, which can
be used as a pump or a probe pulse for the experiment depending on the molecular
system of interest. This opens up several new avenues of experimental investigation
that will be outlined along with an overall summary of the thesis in Chapter 7.
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CHAPTER 2. THE FOUNDATIONS OF ULTRAFAST MOLECULAR PHYSICS
2.1 Excited state landscape and molecular tran-
sitions
The complex dynamical mechanisms operating in polyatomic molecules following UV
excitation lie at the very heart of molecular physics and quantum chemistry. Here
it is of great interest to understand how the energy partitioning within a molecular
system is influenced by electronic and nuclear changes. Certain reaction coordi-
nates of the molecule determine the potential energy landscape and therefore also
molecular transitions. In the quantum mechanical formulation the time-independent
Schro¨dinger-Equation allows one to determine the molecular potential energy.
HˆΨ(r,R) = EΨ(r,R) (2.1)
Here Hˆ is the full Hamiltonian of the molecular system, Ψ(r,R) is the whole molec-
ular wavefunction dependent on the electronic and nuclear coordinates r and R,
respectively. The eigenvalue E is the total energy of the molecular system.
Unfortunately it is not analytically possible to solve the Schro¨dinger-Equation for a
system bigger then two particles. For this reason the well known Born-Oppenheimer
approximation (BOA) can be used to separate the motions of the electrons from the
nuclei.
2.1.1 Born-Oppenheimer approximation and molecular or-
bitals
The simple but powerful approximation, established by Max Born and J. Robert
Oppenheimer in 1927 [20], assumes that the electronic motion is extremely fast
compared to nuclear motion, due to their great mass difference (mp ∼= 1836 · me
[21]). The derivation of the BOA outlined in this section can be found in textbooks,
such as [22], and only a short summary is provided here. The Hamiltonian Hˆ in
Equation 2.1 can be written as a sum of the kinetic energy operator of the electrons
Tˆe, the nuclei TˆN and the potential energy operator of the system Vˆ .
Hˆ = Tˆe(r) + TˆN(R) + Vˆ (r; R) (2.2)
The electrons can instantaneously react to any change in the nuclei geometry R,
therefore the electronic energy Ee(R) is only parametrically dependent on the nu-
clear motion and the total wavefunction Ψ(r,R) can be written as the product of
the electronic ψe(r; R) and the nuclear ψN(R) wavefunction.
Ψ(r,R) = ψe(r; R) · ψN(R) (2.3)
14
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The nuclear wave function is a product of the vibrational and rotational wavefunc-
tions. If the total wave function formulation in Eq. 2.3 is substituted into the
Schro¨dinger-Equation, it follows:
HˆψeψN = ψN Tˆeψe + ψeTˆNψN + Vˆ ψeψN +W = EψeψN . (2.4)
The term W is a quantity containing mixed kinetic energy terms, since the electronic
wave function depends on the nuclear coordinates. In the adiabatic approximation
this term is zero, it only plays a role in non-adiabatic effects, where electronic
states influence each other. This so-called breakdown of this approximation will be
discussed below.
On the basis of Equation 2.4 the electronic Schro¨dinger-Equation can be written for
fixed nuclear coordinates as
Tˆeψe + Vˆ ψe = Ee(R)ψe (2.5)
Here Vˆ is the Coulomb potential originating from the nuclei at fixed coordinates.
The eigenvalue of this electronic equation Ee(R) is the contribution to the total
energy of the molecule comprising the kinetic energy of the electrons, the electron
nuclei Coulomb interaction energy and the nuclei repulsive Coulomb potential energy
at fixed nuclei distances [22].
The solutions of the electronic Schro¨dinger-Equation evaluated at different nuclear
coordinates results in a potential energy surface (PES) of a polyatomic molecule
based on its nuclear geometry. For this reason the Born-Oppenheimer approximation
allows the description of molecular structure as well as the observation of nuclear
trajectories. By substituting Equation 2.5 with the calculated eigenvalue Ee(R) into
Equation 2.4, the nuclei Schro¨dinger-Equation can be obtained
TˆNψN + EeψN = EψN (2.6)
The eigenvalue E is the total energy of the molecular system based on the BOA.
Solving this equation enables one to study the vibrational and rotational motion of
the nuclei, thus the BOA provides the foundation for the investigation of molecular
dynamics.
The eigenfunctions ψe of Equation 2.5 are the electronic wavefunctions of the molecule
called the molecular orbitals. These molecular orbitals can be expressed as a linear
combination of atomic orbitals (LCAO) within the system, which are the basis set
for the calculation.
ψe =
∑
i
ciφi (2.7)
In Equation 2.7 linear combinations of the atomic wavefunctions can interfere con-
structively (in phase), which means that electron density is accumulated in the
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internuclear space. The result is a bonding molecular orbital, which can exhibit a σ
or a pi character. If the atomic waves are out of phase causing destructive interfer-
ence, the electronic density will be close to zero in the internuclear region causing
a repulsion of the nuclei. This is called an anti-bonding molecular orbital, which
can be either a σ∗ or a pi∗ orbital. The creation of non-bonding molecular orbitals
occurs, if the phases of the contributing atomic orbitals cancel to zero. In that case
the generated MO neither stabilises nor destabilises the molecule. In Figure 2.1 the
basic ideas of the formation of molecular orbitals are displayed [23].
Figure 2.1: Fundamental idea of molecular orbital generation using the linear
combination of atomic orbitals [23].
For bigger polyatomic molecules, the molecular orbitals become increasingly com-
plex. Nevertheless these orbitals can be assigned with labels, such as σ or pi due
to symmetry arguments. Within the scope of this work the molecule indole has
been studied using time-resolved photoelectron imaging, which is discussed in detail
in Chapter 5. To illustrate the idea in Figure 2.2 the molecular orbitals of indole
are displayed and were calculated at fixed nuclei coordinates in the ground state
minimum geometry. On the left hand side of Figure 2.2 the pi bonding molecular
16
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orbitals are shown exhibiting an extended area of in phase wavefunctions. On the
right hand side of the picture the anti-bonding orbitals are displayed, calculated at
the same nuclei coordinated configuration. The whole shape of the molecular orbital
comprises more nodes, which is a signature of destructive interference of the wave-
functions leading to a repulsion of the nuclei. The label pipi∗ denotes a transition
between a pi bonding orbital to a pi∗ anti-bonding orbital. This then defines the
excited state label as shown in Figure 2.2. The figure also contains the values of
the oscillator strength, a quantity that describes the probability of electronic dipole
transition between the energy states.
Figure 2.2: Bonding (left side) and antibonding (right side) molecular orbitals of
Indole in the minimum energy nuclei configuration [24].
2.1.2 Franck-Condon principle and vibronic transitions
An electronic transition between two energy states, caused by i.e. the absorption of
a photon, leads to the redistribution of the electronic wavefunction. Based on this
electronic redistribution the nuclei experience a different coulomb interaction, which
causes a geometry change of the nuclei resulting in vibrational (and rotational) mo-
tion of the molecule.
In the framework of the Born-Oppenheimer approximation the potential energy sur-
face of the ground state S0 and the electronic exited state S1 are dependent on the
internuclear separation R as plotted in Figure 2.3. Each electronic state exhibits
several vibrational states ν, with ν ′′ defining the initial and ν ′ the final vibrational
state of the transition, displayed in Figure 2.3.
17
CHAPTER 2. THE FOUNDATIONS OF ULTRAFAST MOLECULAR PHYSICS
The combination of electronic and vibrational transitions are called vibronic tran-
sitions and can be explained with the Franck-Condon principle. Based on the large
mass difference of electrons and nuclei, a electronic transition takes place instanta-
neously at a rigid nuclear geometry from an initial equilibrium energy state |′′ν ′′〉
to a final exited state |′ν ′〉 and is symbolised by a vertical transition in Figure 2.3.
Once the electronic wavefunction reaches its final distribution and the transition is
complete, the former frozen nuclei wavefunction starts to readjust causing a vibra-
tional motion of the molecule.
Figure 2.3: The quantum mechanical Franck-Condon principle showing the highest
transition probability for the biggest vibronic wavefunction overlap between the initial
ground state and the final exited state [25].
The Franck-Condon principle specifies that the highest transition probability occurs
at the biggest wavefunction overlap between the initial and final state. This can be
quantum mechanically described with the electric dipole transition moment of the
vibronic ground and excited state, with the electric dipole moment oparator µˆ that
is based on the position of the electrons and nuclei.
µˆ = µˆe + µˆN (2.8)
18
CHAPTER 2. THE FOUNDATIONS OF ULTRAFAST MOLECULAR PHYSICS
Based on the Born-Oppenheimer approximation and the specific calculated elec-
tronic wavefunctions for each different nuclear geometry, the total electric dipole
transition moment can be written as:
〈′ν ′|µ |′′ν ′′〉 =
∫
ψ∗ν′
(∫
ψ∗′µψ′′dτe
)
ψν′′dτN . (2.9)
Here the factors are integrated over the electronic dτe and nuclear dτN coordinates.
To a reasonable approximation the transition moment is independent of the nuclear
geometry and therefore the electronic integral can be expressed with a constant µ′′′
and Equation 2.9 can be written in the following way:
〈′ν ′|µ |′′ν ′′〉 = µ′′′S(ν ′, ν ′′). (2.10)
The propensity rules for electronic transitions are based on µ′′′ . S(ν
′, ν ′′) is called
the Franck-Condon factor and the relative intensities for vibrational transitions are
proportional to the square of the Franck-Condon integral.
S(ν ′, ν ′′) =
∫
ψ∗ν′ψν′′dτN (2.11)
2.1.3 Jablonski diagram and relaxation processes
In polyatomic molecules the photophysical processes that may occur after absorp-
tion of a photon, accompanied by the aforementioned vibronic transition, manifest
themselves in a variety of possible relaxation pathways. Here radiative as well as
non-radiative pathways and bond dissociation are possibilities to dissipate the ab-
sorbed excess energy, and these compete on various time scales with each other.
In biologically important molecules, the “building blocks of life”, nature has chosen
non-radiative and non-dissociative relaxation solutions in order to stabilise the sys-
tem upon radiation impact. The nature of photostability and thus photoprotection
is an open question in molecular physics and is discussed within the scope of this
thesis. As such, the driving relaxation processes for photoprotection have to occur
on ultrafast timescales to out-compete any potentially harmful mechanisms.
The Jablonski diagram, displayed in Figure 2.4, shows a model molecular system
with the electronic ground state S0 of singlet character exhibiting vibrational energy
levels (grey lines). Several electronic excited energy states with their vibrational en-
ergy levels of singlet multiplicity S2 and S1 as well as of triplet multiplicity T1 are
also depicted in the diagram.
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Figure 2.4: Jablonski diagram illustrating the possible relaxation pathways of a
molecule after initial absorption of a photon with the energy hνex [26]. The molecule
can emit energy hνem via fluorescence after internal conversion (kic) and/or IVR.
Phosphorescence can occur after intersystem crossing (kisc) to a triplet state.
Absorption
The initial starting point of the relaxation processes discussed within the scope
of this work is the absorption of a UV photon of energy hνex from the equilibrium
electronic ground state S0 (vibrational energy level ν
′′ = 0) to an energetically higher
lying electronic state on a ultrafast timescale < 10−15 s. This process is symbolised
with the blue arrows in Figure 2.4 and occurs on a sub-femtosecond timescale,
based on the Born-Oppenheimer approximation. In heteroaromatic biomolecules
the absorption of visible/ultraviolet light takes place at chromophores. Typical
examples are carbonyl-, nitro-groups and carbon-carbon double bonds, where the
electronic transition takes place from a bonding n-orbital or a pi-orbital to a non-
bonding pi∗-orbital. These are called the npi∗ or pipi∗ transitions, which will be used
throughout this work. An example of the pipi∗ electronic transition in indole can be
seen in Figure 2.2. In the laboratory this process is realised with the “pump” pulse
of the pump-probe spectroscopic technique, which starts the dynamical process and
defines time zero.
Non-radiative decay
Intramolecular Vibrational Redistribution - Once the molecular system is sit-
uated in its electronical and vibrational excited state, the energy may be dissipated
non-radiatively on that electronic energy surface via intramolecular vibrational re-
distribution (IVR). The small vertical wavy arrows symbolise the energy and pop-
ulation flow from a higher vibrational energy level to the lowest one on the same
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electronic energy potential [27, 28]. IVR is a very fast non-radiative relaxation pro-
cess and occurs at a timescale of 10−14−10−11s depending on the molecular system.
Since energy has to be conserved, the arrows symbolise a redistribution and not
an energy loss across the vibrational modes. In nature’s biomolecules these vibra-
tional modes are coupled to the solvent (i.e. water molecules) and the energy is
transformed into harmless heat within the surroundings.
Internal Conversion - An important relaxation process for photostabilisation of
organic biomolecules is internal conversion (IC), where vibrational levels of different
electronically excited states couple together on a ultrafast timescale of 10−14−10−11
s allowing a radiation-free energy and population transfer back to the electronic
ground state of the molecular system [29]. The non-adiabatic coupling between two
vibronic energy levels is dependent on their energy difference and in the special case
the two energy levels become degenerate. This coupling between two potential en-
ergy surfaces forms conical intersections (CI), areas of (near) energetic degeneracy,
that are responsible for the ultrafast relaxation processes in biomolecules. These CI
cause the breakdown of the adiabatic separation of the Born-Oppenheimer approx-
imation, which will be discussed in detail in Section 2.2.
Intersystem Crossing - Non-radiative energy and population transfer between
two electronic states of different multiplicity is normaly “spin-forbidden”, since the
conservation of total angular momentum has to be satisfied. In certain cases inter-
system crossing (ISC) from a singlet excited energy state S1 to a triplet state T1 (see
Figure 2.4) becomes possible due to molecular spin-orbit coupling in the presents of
heavy atoms, like sulphur and phosphor [30]. The timescales for ISC of 10−8− 10−3
s are considerably slower then the other non-radiative processes.
Radiative decay
After the initial absorption of photon energy into a electronic and vibrational excited
state and the subsequent intramolecular vibrational redistribution to the lowest vi-
brational level, the molecule can release energy in form of fluorescence and return
into its electronic ground state. The spontaneously emitted photon energy matches
the energy difference between the two electronic states S1 and S0, as symbolised with
green arrows in Figure 2.4. The emitted photon energy by fluorescence is usually
smaller than the absorbed photon energy, since the IVR process dissipated already
energy in the form of vibration into the surrounding. The timescale of the radiative
decay within the same spin manifold is on the order of 10−9 − 10−7s [31, 32].
Phosphorescence is another radiative decay process by which the molecule can re-
lease its absorbed excess energy. In this case the molecular system is situated in a
excited triplet state after ISC. It relaxes back into the singlet electronic ground state
on a timescale of 10−4 − 10−1 s by emitting a photon of the energy corresponding
to the T1 and S0 energy difference [31].
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2.2 Conical intersections and wave packet
dynamics
The temporal evolution of excited states of polyatomic molecules is significantly
complex, since it comprises intricate coupling between electronic and nuclear mo-
tion. This non-adiabatic coupling of the formerly adiabatically separated electronic
and nuclear degrees of freedom, results in the breakdown of the Born-Oppenheimer
approximation. As a consequence, ultrafast non-radiative decay processes can occur
on a timescale of femtoseconds allowing the relaxation of the molecular system into
its equilibrium ground state or a energetically lower excited state.
In more detail, the photochemical reactions of polyatomic molecules progress on
multidimensional energy states. In the Born-Oppenheimer picture an electronic en-
ergy state and the nuclear motion associated with it are relatively isolated from all
other electronic states. For this reason small nuclear perturbations cause only minor
perturbations in the electronic energy.
If electronic states get in close energetic proximity, any small nuclear change leads
to a drastic qualitative change in the electronic distribution, which can result in
a simultaneous electronic coupling between the electronic energy states. These
states become energetically degenerate. In polyatomic molecules a certain set of
nuclear motions can linearly lift the degeneracy of two multidimensional energy
states around the area of equal energy. This is called a conical intersection and can
be defined by these two nuclear motions, which form the branching space or g-h-
space. [33, 34]. The nonadiabatic coupling vector hSiSj is responsible for the break-
down of the Born-Oppenheimer approximation (by defining the coupling between
two electronic states) and can be written as [35]
hSiSj =
〈
ψe,i
∣∣∣∣ ∂∂R
∣∣∣∣ψe,j〉 , (2.12)
where R are the nuclear coordinates and |ψe,i〉 is the electronic wave function for the
Si electronic state at a fixed nuclear geometry. The integral is performed with only
the electronic coordinates. The function of this coupling vector is the generation
of off-diagonal elements of the nuclear kinetic energy operator, which facilitates
electronic transitions [36, 37]. Using the electronic part of the Hamiltonian Hˆe,
Equation 2.12 can be written as
hSiSj = (Ej − Ei)−1
〈
ψe,i
∣∣∣∣∣∂Hˆe∂R
∣∣∣∣∣ψe,j
〉
. (2.13)
Here Ei and Ej are the electronic energies of state Si and Sj, respectively.
22
CHAPTER 2. THE FOUNDATIONS OF ULTRAFAST MOLECULAR PHYSICS
The second vector, which is responsible for lifting the degeneracy in the area of a
conical intersection, is the energy difference gradient gSiSj and is defined as [35]
gSiSj =
∂
∂R
(
〈ψe,i| Hˆe |ψe,i〉 − 〈ψe,j| Hˆe |ψe,j〉
)
. (2.14)
Conical intersections are not single points of energetic degeneracy, but an infinite
number of points or seams [38]. This subspace has got 3N − 8 degrees of freedom,
with 3N − 6 being the internal degrees of freedom of the molecular system. The
seam is, at first approximation, perpendicular to the branching space. Figure 2.5
shows the three potential energy states in cytosine that form conical intersection in
the branching space defined by the aforementioned branching vectors g and h. The
intersection between two electronic energy surfaces, i.e. S1 and S0, form a cone-like
structure that can clearly be seen here.
Figure 2.5: Sketch of multiple electronic states S2, S1 and S0 and the common
conical intersections in the g-h branching space [38]. By way of example, the conical
shape of the S1/S0 intersection is clearly visible.
The prominence of conical intersections for radiationless nonadiabatic molecular re-
laxation is well known, but their mechanisms still not fully understood. E. Teller
investigated the important role of CI already in 1937 [39]. He showed that fast non-
radiative decay can be mediated by conical intersections using a classical approach
for the analysis of nuclear motion.
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Time-resolved spectroscopic experiments of isolated molecular systems rely on the
preparation of an initially coherent wave packet, which dynamically evolves in time
and the detection of its nonstationary superposition states. The wave packet creation
is dependent on the frequencies and amplitudes of the pump pulse, a broadband
femtosecond laser pulse, which excites an initial set of eigenstates [40, 41].
The wave packet |Ψ(t)〉 is a linear combination of time-independent exact molecular
eigenstates |ψn〉 and can be expressed as
|Ψ(t)〉 =
∑
n
Ane
−i(Ent/~+φn) |ψn〉 . (2.15)
The exact eigenstates |ψn〉 are the solutions to the time-dependent Schro¨dinger-
Equation and are, by definition, stationary [40]. Once the pump pulse is temporally
over and the excitation process is terminated, the wave packet can progress freely
on the potential energy surface.
The dynamical evolution of the wave packet is expressed by the time-dependent
phase e−i(Ent/~+φn), which contains the energy of the eigenstate En and the initial
phase φn at the time of preparation. The amplitudes An for each individual eigen-
state |ψn〉 are for an isolated molecule normally time-independent, since no couplings
occur between the states. However, the exact solutions of the Schro¨dinger-Equation
are usually not known and the simplified Born-Oppenheimer wavefunctions are used
to express the wave packet.
Following excitation of the molecule from the electronic ground state in the vertical
Frank-Condon region, the wave functions will cause constructive interference and
generate a localised vibrational wave packet, as can be seen in Figure 2.6 [42]. The
time-dependent phase of the wave functions leads to a change in the local construc-
tive interference, resulting in a dynamical motion of the wave packet on the potential
energy surface along a critical reaction coordinate RAX−H . In the case of a relatively
isolated electronic state the dephasing and rephasing of a wave packet motion was
observed on very fast fs-timescales by A. Stolow and co-workers. These dynamical
processes are called revivals [43, 44]. A very famous example of a wavepacket revival
was done by Zewail on NaI [16].
In general, as the wave packet explores the potential energy surface the coupling
between vibrational states results in the intramolecular redistribution of the wave
packet, as mentioned in the previous section. During the dynamical process the BO-
eigenstates can also couple non-adiabatically, which leads to the temporal evolution
of the amplitudes An [40]. Here population and energy is transferred between the
interacting states, which takes place in particular at the aforementioned conical in-
tersections [34, 45, 46]. In Figure 2.6 these nonadiabatic molecular dynamics of the
wave packet are shown occuring between a bound 1pipi∗ state and a dissociative 1piσ∗
state along the reaction coordinate. A second conical intersection between the 1piσ∗
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excited state and the electronic ground state S0 completes the radiationless decay
pathway. This will be discussed in more detail in Section 2.4. It can be concluded
that the dynamical energy conversion process in polyatomic molecules is extremely
complex and involves intramolecular vibrational distribution, internal conversion on
a ultrafast timescale and in some cases also dissociation along certain reaction co-
ordinates.
Along the whole relaxation pathway the nonstationary superposition state of the
initial prepared wave packet can be, theoretically, observed with a suitable probe
pulse (also preferably in the fs regime). The primary aim of the TRPEI experiment
is to learn more about which nuclear motions are important for bringing molecules
to conical intersections and which motions are effectively “spectators” to these pro-
cesses.
Figure 2.6: Sketch of electronic ground state S0, electronic excited states
1pipi∗ and
1piσ∗ and cation state DN and the conical intersections CI between the electronic
states. By way of example, the wave packet motion during an evolution time ∆t is
taking place on the higher excited state surface [42].
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2.3 Photoionisation and observables
Time-resolved photoelectron imaging is a highly differential pump-probe spectro-
scopic technique that uses photoionisation to remove an electron from the previously
excited molecule. The time, energy and angle resolved information that is provided
by the spectroscopic imaging measurement yields a great deal of insight about the
studied molecular system, which provides the great advantage to disentangle the
highly complex and potentially coupled dynamical information.
The probe pulse can be delayed with respect to the pump pulse, which initially
prepares the wave packet. For this reason the excited state dynamics can be studied
on a fs time scale. The investigated electronic states are coupled by the probe pulse
to specific final ionic states, with the biggest vibrational Franck-Condon overlap
between them [18]. Under the assumption of a pertubative light matter interaction
(weak field regime) the time dependent photoionisation matrix element dif (t) can
be expressed as
di,f (t) = 〈Ψf (R, r); Ψe−(k,R, r)| µˆ · Eprobe |Ψi(R, r, t)〉
=
∑
n
Ane
−i(Ent/~+φn) 〈Ψf ; Ψe− | µˆ · Eprobe |ψn〉 (2.16)
Here µˆ is the dipole operator, which acts together with the incident radiation field
Eprobe on the N-electron initial state Ψi(R, r, t). The (N-1) final state is Ψf (R, r),
removed by one electron, and the ejected electron can be characterised by the wave
vector k and wavefunction Ψe−(k,R, r). An, En and φn are the wavepacket parame-
ters amplitude, energy and phase, which have been described in the previous section.
As already outlined, the dynamical behaviour of the wavepacket motion can be ex-
tremely complex. Further simplification can be done using the Born-Oppenheimer
picture, where the electronic motion can be separated from the vibrational motion
of the molecule. Equation 2.16 can be now written with the initial wavefunction ψeα
of the electronic state α and the initial vibrational wavefuntion ψνα . The final ionic
states are described with ψeα+ and ψνα+.
di,f (t) = 〈ψeα+ψνα+; Ψe−| µˆ · Eprobe |ψeαψνα(t)〉 . (2.17)
Upon non-adiabatic coupling of two electronic states and the energy and popula-
tion transfer from one vibronic state α to another vibronic state β, the splitting of
the wave packet and its dynamical behaviour can be mapped from these two initial
states onto two final ionic states α+ and β+, respectively.
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The complementary ionisation correlations are defined as the Koopman’s correla-
tions (Type I) [47] and Equation 2.17 changes to
di,f (t) =
∑
eα,να
Aeα,να(t)e
−i(Eeα,να t/~+φeα,να ) 〈ψνα+|ψνα〉 〈ψeα+; Ψe−| µˆ · Eprobe |ψeα〉
+
∑
eβ ,νβ
Aeβ ,νβ(t)e
−i(Eeβ,νβ t/~+φeβ,νβ )
〈
ψνβ+
∣∣ψνβ〉 〈ψeβ+; Ψe−∣∣ µˆ · Eprobe ∣∣ψeβ〉
(2.18)
This complex looking matrix element and the theoretical approach of photoionisa-
tion can be explained with the corresponding observables, visualised in Figure 2.7.
The observed photoelectron intensity I(E,∆t) is dependent on the kinetic energy
of the electrons and the temporal delay between the pump and the probe pulse [47].
Figure 2.7: Explanation of Koopmans correlations Type I by the means of non-
adiabatic molecular dynamics of a linear polyene, decatetraene DT, studied with
time-resolved photoelectron spectroscopy. The initially excited S2 state undergoes
internal conversion to the vibrationally excited electronic state S1. Individual pho-
toionisation of both states reveals the dynamical process of both states in a spectrally
resolved manner [47].
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In Figure 2.7 the time-resolved photoelectron spectroscopic study of a linear polyene,
decatetraene DT, is visualised with the energy level diagram [47]. Here the non-
adiabatic coupling of the initially excited S2 electronic state takes place on an ultra-
fast timescale. The dynamical process of internal conversion from S2 to the higher
vibrationally excited S1 electron state can be interrogated at different pump-probe
delay times via the photoionisation process. The propensity rules for ionisation are
S2 → D0 + e−(1) and S1 → D1 + e−(2) [47]. This projection onto the ionisation
continuum is called the Koopmans correlation Type I. It can be clearly seen that
both excited states evolve on similar timescales. Therefore a simple ion yield mea-
surement would not be able to decode all the dynamical information.
The TRPES technique provides both the time and energy resolved information
about the participating excited states, dependent on the kinetic energy Ekin,e− of
the ejected photoelectron. This can be obtained by the subtraction of the ionisation
state energy D0 or D1 from the total provided energy of the pump and the probe
pulse Epump + Eprobe.
In addition, Koopmans correlations Type II are defined as the photoionisation from
two electronic excited states α and β to the same cation electronic state. This is
defined as corresponding ionisation correlations and is more explicitly described in
[48]. Also in the Type II case, the temporal information of the non-adiabatic molec-
ular dynamics can be disentangled from the spectral information. Here the internal
conversion from an energetically higher lying electronic state α to a vibrationally
excited lower lying electronic state β can be detected by purely the vibrational
propensities [18].
Time-resolved photoelectron imaging provides, in addition to the temporal and en-
ergy resolved information, also angle-resolved information. This is based on the
complex wavefunction Ψe− of the outgoing electron after ionisation. So far it has
been treated like a simple weighting factor in the time and energy resolved data
[18]. For polyatomic molecules the photoelectron wavefunction is highly complex,
correlated to the energy and angular momentum and defines the photoelectron an-
gular distribution (PAD) of the TRPEI experiment [49]. The general formula for
the intensity I of the PAD, based on symmetry arguments [50], can be written as
[51]
I(θ, φ) =
Lmax∑
L=0
L∑
M=−L
βLMYLM(θ, φ) (2.19)
Here spherical harmonic functions are expressed by YLM and βLM are the anisotropy
expansion parameters. Both variables are dependent on L, the rank and M , the
order of the spherical harmonic. βLM is in general dependent on the dynamics of
the photoionisation, the experimental probe (energy and polarisation of the pulse)
and the orbital geometry of which the electron originated from [51].
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In the lab frame the maximal number Lmax is double the number of photons of
the overall pump + probe ionisation process. A linearly polarised (1 + 1′) pump-
probe ionisation measurement (for which Lmax = 4) simplifies photoelectron angular
distribution analysis, as a couple of assumptions can be made. Based on reflection
symmetry, the values for L have to be even. The φ angle dependence vanishes for
cylindrical symmetry, which results in M being restricted to a value of zero. These
symmetry considerations are valid when both linear pump and probe polarisation
vectors are parallel. Equation 2.19 can therefore be simplified to
I(θ) =
∑
L=0,2,4
βLPL(cos(θ)) (2.20)
Here θ defines the angle between the ejected photoelectron direction and the lab-
oratory frame z axis, which is given here by the polarisation direction of the laser
pulses. As mentioned before, the angular distribution exhibits a cylindrical symme-
try around the z axis. The harmonic wavefuntion YL0 ∝ PL(cos(θ)), with PL(cos(θ))
being the Legendre polynomials in cos(θ) [40].
The PADs originating from ionisation of polyatomic molecules, which have various
contributing molecular orbitals to the dynamical process, can be quite complex and
convoluted. Nevertheless the temporal evolution of the PAD as a function of pump-
probe delay still provides a powerful signature of the electronic dynamics that a
given system of interest undergoes. The detection of the PAD will be expanded
upon in more detail in Section 3.3.3.
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2.4 Photoprotection - the role of piσ∗ states
Over the last decades the underlying photochemical mechanisms of bio-molecules
became of increasing interest in the field of femtochemistry. The aim is to reveal
and understand why DNA bases, melanins and amino acids are extremely resistant
to potential damage caused by UV radiation impact. Life on earth is dependent
on sunlight, nevertheless high exposure of biological systems to UV light can result
in damaging effects, such as genetic mutations. In particular, the photoprotective
function of DNA, that is defining the genetics of living organisms, was developed over
the course of billions of years of evolution. Another example of nature’s adaptation
to environmental conditions is eumelanin, a pigment that determines the human skin
and hair colour. Although UV sunlight is necessary for photosynthesis of vitamin D,
eumelanin acts as the body’s front line defence system against the potential harmful
processes induced by UV radiation [52, 53]. In order to understand the underlying
operating defence mechanisms in e.g. eumelanin, the field of ultrafast molecular
physics seeks to study the photophysical processes of its base molecule, indole. The
non-adiabatic dynamics in indole are studied in detail in Chapter 5.
In general, the role of the molecular sub-units of biological systems were the focus of
comprehensive experimental and theoretical research studies over recent years. Here
a “bottom up” methodology of investigation has been used to primarily understand
the photoresistant function of basic model UV chromophores. Figure 2.8 illustrates
this idea of the stepwise exploration of biologically relevant molecules and excellent
overviews of the research can be found in [42, 54]. The photoprotective function
is dependent on the molecular structure and the photophysical dynamics, such as
the efficient conversion of excess UV energy into vibrational energy that can be
dissipated as heat into the surroundings.
The role of piσ∗ states as a mediator for ultrafast non-radiative decay processes
for photoexcited electronic states back to the ground state was first theoretically
investigated by Sobolewski and Domcke [55, 56, 57]. The piσ∗ states, which are
dissociative along a specific X-H bond extension coordinate, are found in a variety
of molecular UV chromophores. For example, the calculated energy states along
the aforementioned reaction coordinate in phenol, indole and pyrrole are displayed
in Figure 2.8, showing the piσ∗ states. Usually the optically “bright” states of
the molecular systems, e.g. pipi∗ states, are excited upon UV photon absorption.
These states can couple non-adiabatically to the repulsive piσ∗ states, forming a
conical intersection and facilitating energy and population transfer. A second CI
between the piσ∗ states and the electronic ground state S0 potentially enables the
efficient and ultrafast non-radiative transfer of energy back to the equilibrium state.
One key element to comprehend the complex photoprotective functions of biological
important systems is the understanding of these piσ∗ states.
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Figure 2.8: Illustration of a “bottom-up” approach from model UV chromophores
to DNA and proteins to investigate their dynamical behaviour and therefore the
photostability of the molecular systems. A key feature of the photoprotection might
be the piσ∗ states. The bottom half of the picture shows the calculated energy cuts of
phenol, indole and pyrrole as a function of X-H nuclear stretching coordinate. All
three molecules exhibit a piσ∗/S0 CI, mediating potential ultrafast relaxation pathways
[42].
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2.5 Nonlinear optics
The field of nonlinear optics explores the physical phenomena caused by intense light
modifying the optical properties within a material. In 1961 Franken et al. discovered
the effect of second harmonic generation [58], shortly following the demonstration
of the first laser by Maiman in 1960 [12]. The term “nonlinear” optics pertains
to the response of a dielectric medium under the influence of an applied intense
optical field. The comprehensive work by Boyd, summarised in the book “Nonlinear
Optics”, is recommended to the interested reader, since most of the theory in this
section originates from it [59].
The concept of the optical nonlinearity can be mathematically described with the
dipole moment per unit volume, also called the polarisation P(t) of a medium, which
is in the presence of a electromagnetic field with an electric field strength E(t). If the
intensity of the applied optical field is low, the induced polarisation can be described
with the well known linear relationship, where the vacuum permittivity 0 and the
linear susceptibility χ(1) are the proportionality constants.
P(t) = 0χ
(1)E(t) (2.21)
The utilisation of a strong laser field with a high intensity causes a nonlinear optical
response of a medium and its polarisation is now dependent on higher order terms
of the electrical field strength E(t). Based on this, Equation 2.21 has to be extended
expressing P(t) as a power series of E(t).
P(t) = 0
[
χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + . . .
]
≡ P(1)(t) + P(2)(t) + P(3)(t) + . . .
(2.22)
In this equation χ(2) and χ(3) are the second- and third-order nonlinear optical sus-
ceptibilities. Typically P(2)(t) and P(3)(t) are much smaller than the linear polari-
sation P(1)(t). Higher order terms (n > 3) are small and therefore rarer, since they
would require an intensity much greater than the damage threshold of most media.
Due to this they have a negligible contribution to the polarisation of a material.
2.5.1 Second order nonlinear processes
This section will cover the second order nonlinear processes which are important
within the scope of this work, such as second harmonic generation (SHG) and also
sum and difference frequency mixing (SFM and DFM). The second order nonlinear
susceptibility, χ(2), is only non zero for materials that possess a non-centrosymmetric
crystal structure. Nonlinear media such as gases, liquids and amorphous solids are
centrosymmetric and, as a result, have a vanishing second order nonlinearity.
It can be mathematically shown that using a crystal with a centre of symmetry
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P(E) = −P(−E) and a finite electric field leads to a vanishing nonlinear suscepti-
bility χ(2).
P(E) = χ(2)E(t)2 = −P(−E) = −χ(2)E(t)2 ⇒ χ(2) = 0 (2.23)
On this basis χ(2) nonlinear effects are only present in non-centrosymmetic media.
Second harmonic generation
The simplest example of a nonlinear optical process is second harmonic generation,
which is illustrated in Figure 2.9.
Figure 2.9: Sketch of second harmonic generation in a non-centrosymmentric
crystal with its corresponding energy level diagram, where the solid line is the atomic
ground state and the dashed lines symbolise virtual energy states.
In this sketch the incoming laser light can be expressed with its electric field strength
E(t) = Ee−iωt + c.c. (2.24)
The second order nonlinear polarisation P(2)(t) of the non-centrosymmentric mate-
rial can be written accordingly using Eq. 2.22 and Eq. 2.24.
P(2)(t) = 20χ
(2)E · E∗ + (0χ(2)E2e−i2ωt + c.c.) . (2.25)
It can be seen that the P(2)(t) is composed of two terms. The first one is a frequency
independent component, which just adds a static field in the nonlinear crystal and
is called optical rectification. The second term contains a frequency component of
2ω and can be understood as the source of the second harmonic radiation. Equation
2.25 is applicable to lossless and dispersionless media only.
In a particle interaction picture, shown on the right hand side of Figure 2.9, SHG
can be described as a exchange of photons in a single quantum mechanical mech-
anism. The destruction or absorption of two photons of a fundamental frequency
ω takes place simultaneously with the creation of one photon of the frequency 2ω.
Figure 2.9 shows the process that occurs from an atomic ground level to two virtual
levels symbolised by the dashed lines.
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The process of second harmonic generation is used in different applications, e.g.
doubling the fundamental frequency of an Nd:YAG laser or in autocorrelation mea-
surements. In the scope of this thesis SHG was used to convert the fundamental
output of the Ti:Sapphire laser output from 800 nm to 400 nm, which is then used
in further frequency mixing processes in order to access otherwise unavailable fre-
quencies. These processes are described in detail subsequently.
General frequency mixing
In a generalised second order nonlinear process, two waves of frequencies ω1 and ω2
can interact within the χ(2) nonlinear crystal resulting in multiple different frequency
mixing effects. In this case the electric field strength is
E(t) = E1e
−iω1t + E2e−iω2t + c.c. (2.26)
The generalised second order term of the nonlinear polarisation is
P(2)(t) = 20χ
(2)E(t)2 (2.27)
Combining Equations 2.26 and 2.27 shows all components of the nonlinear polari-
sation
P(2)(t) = 0χ
(2)E21e
−2iω1t + c.c. (SHG)
+ 0χ
(2)E22e
−2iω2t + c.c. (SHG)
+ 20χ
(2)E1 · E2e−i(ω1+ω2)t + c.c. (SFM)
+ 20χ
(2)E1 · E∗2e−i(ω1−ω2)t + c.c. (DFM)
+ 20χ
(2) (E1 · E∗1 + E2 · E∗2) (OR)
(2.28)
The first two terms in Equation 2.28 are the second harmonic generation (SHG) of
the first frequency at ω1 and of the second at frequency at ω2, respectively. The
third and the forth term describe the processes of sum and difference frequency gen-
eration (SFM and DFM). The fifth term is the previously mentioned direct current
electric field within the medium, called optical rectification (OR).
Normally only one of the aforementioned nonlinear optical processes will take place
inside a nonlinear crystal and produce radiation with a significant intensity. This is
based on the fact that each of these created output signals also requires a specific
phase-matching condition in order to build up to a measurable intensity. The con-
cept of phase-matching will be explained below in Section 2.5.2.
In both sum frequency generation and difference frequency generation, two distinct
input frequencies ω1 and ω2 interact with the nonlinear χ
(2) material producing a
third optical field at a frequency of ω3 due to the conservation of energy. The sec-
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ond order nonlinear polarisation in Equation 2.28 can be expressed with following
notation
P(2)(t) =
∑
n
P(ωn)e
−iωnt. (2.29)
Consequently SFG and DFG can be written with the following convenient expres-
sions respectively:
P(ω1 + ω2) = 20χ
(2)E1 · E2 (2.30)
P(ω1 − ω2) = 20χ(2)E1 · E∗2. (2.31)
Sum frequency generation uses two incoming pump frequencies ω1 and ω2 that in-
duce, within the nonlinear χ(2) medium, an oscillating field of a new frequency, ω3,
equal to the sum of the incident frequencies. This concept is shown in the top half of
Figure 2.10. Here, the right hand side explains the process with the photon picture,
where the two incoming photons get absorbed by the material while a third photon
is simultaneously emitted. SFG can be used to generate tunable ultraviolet laser
light, which is used in many spectroscopic techniques.
Figure 2.10: Sketch of SFG and DFG in a non-centrosymmentric crystal with its
corresponding energy level diagram, where the solid line is the atomic ground state
and the dashed lines symbolise virtual energy states.
Difference frequency generation is, at first glance quite similar to SFG, since the
process also involves two incoming frequencies producing a third outgoing frequency.
Thus, this time it is the difference between ω1 and ω2 in order for energy to be
conserved.
However, DFG has one significant difference that can be explained with the photon
energy level picture on the right hand side in Figure 2.10. In case of DFG, one
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pump photon, of frequency ω1, is absorbed to a high virtual energy level. This
energy level decays instantaneously by emitting two photons with frequencies ω2
and ω3, stimulated by the presence of the second photon at ω2. This nonlinear
process is therefore also called optical parametric amplification (OPA).
Optical parametric amplification
The purpose of optical parametric amplification is to amplify a seed input wave at
ω2, which is called the signal, by pumping the nonlinear material with a pump wave
at a frequency of ω1. The latter of these fields pumps the crystal with the required
energy for the amplification of the seed wave. Since conservation of energy has to
be satisfied, a third frequency ω3 is generated, which is called the idler.
The process of OPA is used in the scope of this work to convert the fundamental fre-
quency of the Ti:sapphire laser into a tunable infrared wave, which can be frequency
converted into a tunable ultraviolet wave using several nonlinear processes.
2.5.2 Phase matching
In order for efficient nonlinear processes (such as those described above) to occur the
conservation of both energy and momentum must be maintained. In this photon
interaction picture, ~ω is the energy and ~k is the momentum of an individual
photon of frequency ω and wavevector k.
n∑
i=1
~ωi = ~ωn+1 (2.32)
n∑
i=1
~ki = ~kn+1 (2.33)
A constant phase relationship between the incoming interacting waves and the out-
coming, generated wave has to be achieved. This can be explained by the means of
the elementary example of SHG. The incoming electric field travelling in z-direction
can be represented with a plane wave approximation described in Eq. 2.24:
E(z, t) = Eie
−iωit + c.c., with Ei = Aieiki·z. (2.34)
The wavevector is defined as
|ki| = niωi
c0
. (2.35)
Where chromatic dispersion is present in media, the group velocities of the pump and
the second harmonic waves will be different leading to a phase mismatch between
the contributing k-vectors in SHG, which can be described using Eq. 2.33
∆k = k2 − 2k1. (2.36)
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In order for efficient SHG to take place, both waves have to travel in phase for a
certain coherence length Lc, which means that ∆k ≈ 0 or very close to zero. The
phase matching is achieved in most cases with the utilisation of birefringent optical
nonlinear crystals [60], which directly compensate for the dispersion. Mathemat-
ically it can be described such that the extraordinary refractive index, ne, of the
wave with the frequency ω equals the ordinary refractive index, no, of the wave of
frequency 2ω, while both waves travel collinearly at an angle θ with respect to the
optical axis through the crystal [61].
ne(θ, ω) = no(2ω) (2.37)
This is a type I mixing process, since the two incoming waves possess the same po-
larisation direction and the generated outcoming wave is polarised in perpendicular
direction (SHG using type I: e-e-o waves).
Figure 2.11: Sketch of efficient SHG in a nonlinear birefringent crystal. The
incoming extraordinary wave of frequency ω travels at an angle θ with respect to the
optical axis matching the velocity of the generated ordinary wave of frequency 2ω
[61].
There are many different types of phase matching. For second order nonlinear pro-
cesses the two conditions used within this work were type I and type II. A type II
second order nonlinear process uses two perpendicular polarised collinear propagat-
ing waves to generate a third wave with the same polarisation as the first one (i.e.
SFM using Type II: o-e-o waves). The most commonly used nonlinear crystals for
second order nonlinear phenomena are β barium borate (BBO), potassium dihydro-
genphosphate (KDP), lithium triborate (LBO) and lithium niobate (LiNbO3).
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2.5.3 Third order nonlinear processes
Third order nonlinear processes occur in all types of optical media, also in a variety
of centrosymmetric materials such as solids, liquids and gases. It’s still dependent
on the spatial symmetry (as it arises from the crystal structure), but it does not
disappear like the χ(2) nonlinearity for centrosymmetric media. On the condition
that the intensity of the optical field is high enough, the third order nonlinearity
is the lowest non-vanishing order in the aforementioned media and gives rise to
a range of nonlinear phenomena. By way of example are the four wave mixing
processes that enable efficient frequency conversion performed throughout my PhD
work and explained in detail in Chapter 6. Further examples of third order nonlinear
phenomena, such as the Kerr effect, will be mentioned briefly hereafter since they
are used for many photonic devices including the mode locking of femtosecond laser
and optical compression.
Four wave mixing - the general case
The four wave mixing (FWM) process is a χ(3) nonlinear process, where three in-
cident laser waves of frequencies ω1, ω2 and ω3 create a fourth laser wave of the
frequency ω4 = ω1 ± ω2 ± ω3. The third order nonlinear polarisation is defined in
Eq. 2.22 as the nonlinear response of a χ(3) medium
P(3)(t) = 0χ
(3)E3(t) (2.38)
produced by the incident electric field strength, which is composed of three frequency
components
E(r, z, t) = E1e
−iω1t + E2e−iω2t + E3e−iω3t + c.c., with Ei = Aieikiz (2.39)
Calculating the third order nonlinear polarisation results in 44 different frequency
components, if the positive and the negative frequencies are viewed to be distinct and
can be expressed with the complex amplitudes for each of the different frequencies:
P(3)(t) =
∑
n
P(ωn)e
−iωnt. (2.40)
In accordance with this work, only some of the processes will be explained in detail
such as the four wave difference frequency mixing (FWDFM) process, which is
utilised for the fifth harmonic generation of the Ti:Sapphire laser (λ = 160 nm).
This third order nonlinear process can be expressed with the according complex
amplitude used in Equation 2.40
P(ω4 = 2ω1 − ω2) = 30χ(3)E21 · E∗2 (2.41)
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In this FWDFM process the fundamental frequency and the third harmonic fre-
quency interact with each other within the nonlinear medium thereby producing
radiation at the fifth harmonic frequency. This will be explained in detail in Chap-
ter 6.
Furthermore, other third order nonlinear phenomena can occur in a FWFM process
such as the special case of third harmonic generation where a fourth wave of the
frequency 3ωi is created by three incident interacting waves of the same fundamental
frequency ωi. This can be described with one of the polarisation terms of Equation
2.40.
P(3ωi) = 0χ
(3)E3i (2.42)
Additionally the initial pump wave ωi can also be influenced by intensity dependent
effects caused by itself or other present waves and expressed with the following
polarisation amplitude
P(ωi) = 0χ
(3)
(
3Ei · E∗i + 6Ej · E∗j + 6Ek · E∗k
)
Ei (2.43)
It can be seen that the product of the electric field strength with its complex con-
jugate leads to a intensity dependent manipulation of the initial wave Ei. These
intensity dependent third order nonlinear effects are called Kerr effects. The first
term on the right hand side expresses the influence of the self-manipulation of the
initial wave and result in the processes of “self phase modulation” and “self focus-
ing”. The second and third terms illustrate the intensity influence of the other pump
wave (either Ej or Ek) onto the first wave Ei, this phenomena is known as “cross
phase modulation”.
Nonlinear Kerr effect phenomena
The χ(3) nonlinearity also gives rise to an intensity dependent refractive index, n.
This modulation of n is called the optical Kerr effect and is caused by a driving laser
of high intensity. The refractive index, n, is defined in the presence of this intense
laser field in the following way:
n = n0 + n2I (2.44)
Here n0 is the normal linear refractive index, that is dominant at low laser intensities.
The nonlinear refractive index n2 can be expressed with third order susceptibility
χ(3)
n2 =
3
2n200c
χ(3) (2.45)
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and the intensity I of the driving wave is defined as
I =
1
2
n00c|E|2 (2.46)
The optical Kerr effect leads to several intensity dependent third order nonlinear
phenomena. Self phase modulation (SPM) is caused by the time-dependant change
in the refractive index n. The pump wave, an initially transform limited Gaussian,
experiences a intensity dependent phase shift Φ(t) as a function of propagation
distance, L.
Φ(t) =
ω
c
n2I(t)L, (2.47)
which leads to a spectral broadening of the pump pulse
∆ω =
ω
c
n2L
I0
τ
, (2.48)
with I0 being the intensity of the laser pulse and τ representing the pulse duration
[62]. Cross phase modulation (XPM) is based on the same principles, but now the
phase modulation of a second pulse with different characteristics (i.e. frequency,
polarisation) is based on the refractive index change due to the intensity of the first
pump pulse. Self focusing of a Gaussian beam occurs due to the transverse intensity
profile I(r) influencing the nonlinear refractive index change in the same way, based
on Equation 2.44. The maximal refractive index change occurs in the region of
highest intensity at r = 0, resulting in the so called Kerr lensing. This is relevant
to the principles of femtosecond laser operation, which will be discussed in Section
3.1.1.
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Chapter 3
The experimental techniques -
useful tools in the lab
This chapter comprises the key tools used throughout my PhD work and explains
the method of data processing and analysis. Time-resolved photoelectron imaging
is a comprehensive experimental technique consisting of several highly developed
parts.
The optical setup includes the laser source for the “pump” and “probe” beams
of the spectroscopic method, a titanium-sapphire femtosecond pulsed laser. This
laser light is partitioned into several beam lines with nonlinear crystals for the fre-
quency up-conversion. It also pumps two optical parametric amplifiers (OPA) and
a high harmonic box generating the third and fourth harmonic frequencies of the
fundamental laser output in the ultraviolet spectral region. Furthermore, an optical
compressor is utilised for the re-creation of ultrashort fs pulses.
The photoelectron spectrometer consisting of a source and a main vacuum chamber
(which are separately pumped) is the other key tool in the lab. Within the main
chamber, ion optics composed of specially designed electrodes ensure the perfect
velocity map imaging (VMI) of electrons or ions onto the detector after ionization
by the UV laser light. An image accumulated over many laser shots providing infor-
mation about energy and angular distribution of the charged particles is recorded
at different “pump-probe” time delays. This series of images is then processed and
analysed with software built in Matlab. Each of the above steps will be expanded
upon in detail.
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3.1 Optical tools
Advanced spectroscopic techniques such as TRPES benefited enormously from the
development in femtosecond laser technology (see Section 3.1.1) based on the real-
isation of several general requirements. In nature most molecular systems involved
in photobiological processes absorb in the wavelength range of the electromagnetic
solar spectrum from around 140 nm - 400 nm. In the laboratory these wavelength
are generated with nonlinear optical processes like harmonic generation, frequency
mixing and parametric generation and therefore the laser output pulse energy has to
be high enough to begin with in order to drive these nonlinear processes. The theory
of nonlinear processes is described in Section 2.5. Another important requirement
for time-resolved spectroscopic experiments is the reliable and stable operation of
the laser system over many hours. The reasons for this are the general potentially
low signal levels of one photoelectron spectrum and the need to obtain spectra at
different time delays with the same photon energy to begin with. Hence accumula-
tion of data to improve statistics is affected by any fluctuations, such as laser power
and temperature. The laser setup, which was used for most of the experiments, is
shown in Figure 3.1 including the laser system, two optical parametric amplifiers
(OPA) and the important optical elements such as nonlinear crystals, mirrors and
prisms for the compression of ultrashort pulses.
Figure 3.1: Schematic of the femtosecond laser setup in our lab including the
Ti:sapphire oscillator and amplifier with both respective pump lasers, two optical
parametric amplifiers (OPA, TOPAS) and the most important optics used for non-
linear frequency conversion and pulse compression.
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Since most of the molecular systems of interest absorb in the visible (VIS) and ultra-
violet (UV) electromagnetic spectral region, but every molecule has got its unique
absorption spectrum, an infrared (IR) laser output can be exploit to begin with.
This IR pulse can be frequency converted to almost any requested VIS to UV pulse
via nonlinear processes such as second/third harmonic generation (SHG/THG) or
sum/difference frequency mixing (SFM/DFM) (explained in detail in Section 2.5).
These UV pulses are compressed using single pass configuration prisms before they
are used as a pump and probe beams in the VMI spectrometer (see subsection 3.1.3).
3.1.1 Femtosecond lasers
Since the first successful optical laser was invented by Theodore Mainman in 1960
the techniques in this research area have developed rapidly [63]. Today pulsed
laser systems with a pulse duration in the femtosecond domain are commercially
available. There are several options to generate an ultrashort femtosecond pulse, for
instance with gas lasers using active mode locking, dye lasers (of which the so-called
colliding pulse mode-locked (CPM) dye laser is a popular example), or solid state
lasers working with different types of mode locking techniques [64, 65].
In our lab ultra-short laser pulses are achieved with a Ti:sapphire laser using a
modelocked oscillator and chirped-pulsed amplifier. The titanium-sapphire laser has
got a sapphire crystal (Al2O3) doped with titanium ions Ti
3+ as its active medium,
the spectroscopic properties of which are well understood [66].
A regeneratively amplified solid state Ti:Sapphire laser system from Spectra Physics
is used to generate ultrafast femtosecond laser pulses in the infrared wavelength
regime. The Ti:Sapphire oscillator (Spectra Physics, Tsunami) is pumped by a 5
W Nd:YVO4 diode-pumped laser (Spectra Physics, Millennia Pro) and produces an
output power of 0.4 W, a central wavelength of 800 nm with a pulse duration of 50
fs and a repetition rate of 80 MHz, which is used to seed the regenerative amplifier
(Spectra Physics, Spitfire). The Spitfire, which is pumped by a 20 W Nd:YLF laser
(Spectra Physics, Empower), generates an output power of 4 W operating with a
repetition rate of 1 kHz, a pulse duration of 50 fs and a central wavelength of 800
nm (see Figure 3.1).
The following sections explain the underlying physical principles responsible for the
efficient operation of the Ti:Sapphire oscillator and amplifier of the whole laser
system.
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Titanium-sapphire oscillator
Mode locking and Kerr effect
The creation of ultrafast femtosecond laser pulses requires a broad bandwidth and
intra cavity mode locking. The longitudinal modes in a continuous wave (cw) laser
are independent of each other due to cavity fluctuations unlike in a pulsed laser
where the longitudinal modes are locked in phase. This locked phase relationship
between the modes leads to constructive interference at their peaks and a reduction
of random fluctuations creating a single circulating pulse within the cavity.
In case of the Ti:Sapphire laser a passive self mode locking technique based on the
Kerr effect can be used. Here the gain medium acts due to Kerr lensing as an arti-
ficial saturable absorber [13, 67, 68].
The optical Kerr effect occurs when intense laser light propagates through a nonlin-
ear media, such as a crystal, and is an intensity dependant nonlinear modification of
the refractive index with ∆n = n2I, where ∆n is the modification, n2 the nonlinear
refractive index and I the optical intensity, as described in Section 2.5.3. This non-
linear effect leads to a phase delay between the more intense peak of the Gaussian
beam and the less intense wings outside of the optical axis, which can be compared
to a optical lens. This results in the deformation of the wavefronts and therefore the
self-focusing of the laser beam. Only the high intensity pulsed laser beam experi-
ences the self-focusing effect shown in Figure 3.2. The initiation of Kerr lens mode
locking, caused by power fluctuations inside the cavity that are high enough for the
nonlinear focusing effect to occur, allows just the focused light to pass through the
aperture and therefore the amplification of phase locked modes.
Figure 3.2: Sketch of the nonlinear optical Kerr effect originating due to intensity
dependent nonlinear modification of the refractive index in a amplifying nonlinear
media. The distortion of the wavefronts and the self-focusing effect are the results
and can be seen here.
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Titanium-sapphire amplifier
Group velocity dispersion
In ultrafast optics dispersion in space and time of ultrashort laser pulses plays a
major role, which is called angular dispersion and chirp respectively and will be
explained hereafter. Optical dispersive devices can alter the temporal duration of
a ultrashort laser pulse, whereas the spectrum in the frequency domain remains
unchanged. This characteristic is called group velocity dispersion (GVD) and is
defined as the derivative of the inverse group velocity vg with respect to the angular
frequency ω [59, 69].
GVD =
d
dω
1
vg
=
d
dω
(
dk
dω
)
(3.1)
In Equation 3.1 the parameter k(ω) stands for the frequency-dependent wavenumber.
The group velocity vg is defined as
vg =
(
dk
dω
)−1
=
vphase(
1 + ω
n
dn
dω
) (3.2)
Since the refractive index n is more commonly thought of in terms of the wavelength,
the group velocity vg can be calculated by using the vacuum wavelength λ0 =
2pic0
ω
,
the refractive index n and the phase velocity vphase =
c0
n
:
vg =
c0
n− λ0 dndλ0
(3.3)
Different wavelength components of an ultrashort laser pulse propagate with distinct
velocities through dispersive materials based on its wavelength dependent refractive
index n. Thus the group velocity dispersion, which is defined as the group delay
dispersion per unit length, can be expressed dependent of the wavelength λ0:
GVD =
λ30
2pic20
d2n
dλ20
(3.4)
For an ultrashort transform-limited Gaussian laser pulse (used as a seed beam in
the chirped pulse amplification setup described below) the fundamental relationship
between its pulse duration dt and bandwidth dν is given by:
dν × dt > 0.441 (3.5)
This transform limited laser pulse that travels though a “normal” dispersive medium
experiences a positive chirp, which means that the longer wavelength components
propagate faster than the shorter wavelengths (red faster then blue) within the same
laser pulse. On the contrary, a negative chirped laser pulse has been propagating
through a medium with “anomalous” dispersion causing longer wavelengths to prop-
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agate slower then the faster ones (red slower then blue). Group velocity dispersion is
used for the generation of high power femtosecond laser pulses created with chirped
pulse amplification [70].
Chirped pulse amplification
For numerous time-resolved experiments and for nonlinear intensity driven processes
the pulse energy provided by the Ti:Sapphire oscillator is not sufficient. For this
reason the pulse energy has to be amplified, which proves to be difficult with the
pulse energy simultaneously being to high for any amplifying gain medium. The
solution is the so-called chirped pulse amplification (CPA) technique that is accom-
plished in three steps, which are firstly the stretching of the temporally short and
transform limited laser pulse, secondly the amplification of the chirped pulse and
thirdly the compression of the pulse as close as possible to its initial temporal du-
ration. The amplification and subsequent recompression of an optical chirped laser
pulse was firstly demonstrated by Donna Strickland and Gerard Mourou in 1985
[71]. By means of Figure 3.3 all three steps will be explained in detail hereafter.
Figure 3.3: Sketch of chirped pulse amplification setup with the three steps of pulse
stretching with a dispersive grating pair, pulse amplification and pulse compression,
realised with reverse chirping. [72]
The chirped-pulsed amplifier is used to magnify the pulse energy of the ultrashort
laser pulse from the oscillator by inserting the pulse into the amplifier cavity with
an optical high-speed switch, called a Pockels cell and releasing the pulse after
it has been efficiently amplified to a high intensity. In order to avoid damage of
the optics inside the amplifier, direct amplification of the femtosecond pulse has to
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be circumvented. The aforementioned chirped-pulse technique uses three steps to
generate the high pulse energy.
Firstly, the initial femtosecond pulse is stretched in time due to group velocity
dispersion within the laser pulse, that has been explained in detail before. This
chirp allows the energy to distribute over a larger time duration resulting in a lower
peak fluence. This is accomplished utilising dispersive optics like a pair of optical
gratings, that chirp the original seed pulse up to 104 times from the femto- to the
pico-second regime. This optically chirped pulse has got a sufficiently reduced peak
fluence to enter the optical amplifying medium.
Secondly, this pulse is amplified in the Ti:sapphire crystal, which is the key optical
element of the chirped-pulsed amplifier. This amplifying medium is pumped by the
frequency doubled Nd:YLF laser in order to accumulate energy. Thereafter the low
intensity chirped laser pulse is inserted and locked in the amplifier cavity. Here
the pulse travels for many resonator round trips until its intensity is amplified to a
certain threshold and finally it is released out of the amplifying resonator. Capture
and release of the laser pulse in and out of the cavity is done by the aforementioned
Pockels cell, an electro-optical high-speed switch, and a broadband polariser. A high
voltage applied to the birefringent crystal of the Pockels cell can turn it into a λ/4
or a λ/2 waveplate and therefore alter the polarisation of the laser pulse [73].
Thirdly, the chirped and amplified laser pulse experiences a reverse dispersion and
therefore a recompression to its initial temporal duration using a pair of optical
gratings. The requirements for the compressor gratings are to match the dispersive
properties of the stretching optics and to account for potential unwanted residual
nonlinear effects introduced by chromatic dispersion in the amplifying medium. [74,
75].
3.1.2 Nonlinear optical processes
The fundamental physical principles of several second and third order nonlinear
processes have been discussed in detail in section 2.5. Here the nonlinear optical
tools used in this work, such as the high harmonics box and the optical parametric
amplifiers, along with their physical processes will be described from a technical
point of view.
High harmonic box
The third and fourth harmonic of the fundamental Ti:sapphire laser output with 800
nm wavelength is generated with the optical setup displayed in Figure 3.4. The p-
polarised 800 nm input beam is separated by the first beam splitter BS1. A majority
of the beam intensity (80%) is reflected at BS1 and changes its polarisation to s-
type by passing through a λ/2 wave plate. Half of this s-polarised 800 nm beam
travels through a 29◦ cut BBO crystal, which is used to generate p-polarised 400
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nm laser light in a second harmonic generation (SHG) nonlinear process. The SHG
is explained explicitly in section 2.5. The p-polarised 400 nm beam frequency mixes
with the remaining 20% of the initial p-polarised 800 nm beam (reflected of a double
mirrored translation stage) within a second 44.3◦ cut BBO crystal producing a s-
polarised 267 nm beam in a third harmonic generation (THG) process. This latter
267 nm laser pulse can be utilised as a UV pump or probe beam in time-resolved
photoelectron spectroscopy studies (after its polarisation is rotated to p-type). In
the indole study it was used as a pump pulse as described in section 5.1.2.
Figure 3.4: Third and forth harmonic generation of the fundamental laser wave-
length using home-built high harmonic box.
The s-polarised third harmonic can, alternatively, be frequency mixed with the re-
maining s-polarised 800 nm beam in a 64.7◦ cut BBO crystal to generate p-polarised
200 nm laser light in a fourth harmonic generation (FHG) process. This new 200
nm output can equally be used as a pump or a probe pulse in a spectroscopic mea-
surement.
For each nonlinear mixing process it is crucial that both laser pulses are spatially
and temporally overlapped, therefore it is necessary to finely control and match the
length of both beam pathways using translation stages.
The second challenge is the positive chirp of the laser pulses as they are travel-
ling through material such as beam splitters and nonlinear crystals. The temporal
lengthening of the pulse results in the reduction of its peak intensity and degrades
the frequency conversion efficiency of the nonlinear process. Based on this reason all
optics are chosen with an optimal performance/thickness ratio. The BBO crystals
have a thickness of 0.5 mm (SHG), 0.1 mm (THG) and 0.1 mm (FHG) to reduce the
walk-off between the laser pulses. Furthermore the beam splitters are 3 mm thick
and the wave plate has got a thickness of 0.8 mm in order to minimise dispersion.
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Optical parametric amplifier
Two optical parametric amplifiers, the OPA 800C (Spectra Physics) and the TOPAS
Prime-U (Light Conversion), were used in the lab to generate tunable femtosecond
UV laser pulses. The OPA setup uses several nonlinear processes, such as generation
of white light continuum, DFG, SFM and SHG.
Starting with the generation of tunable IR amplifier frequencies a supercontinuum
is created by focusing a part of the fundamental laser output onto a strong nonlinear
material. The generated light exhibits a very broad spectral bandwidth, hence it
is called white light generation [76]. A part of this broad spectrum is subsequently
amplified in a difference frequency generation process or OPA using the fundamental
frequency of the laser as the pump field within the nonlinear medium. This DFG
creates a signal and an idler frequency in the tunable near IR spectral region.
Subsequently both generated frequencies are again combined with the fundamental
laser frequency and can be used in SFG and SHG nonlinear processes to generate
tunable UV laser light, which is utilised as a “pump” or a “probe” beam in the
time-resolved spectroscopy technique.
3.1.3 Compression of ultrashort pulses
Normal optical dispersion of a ultrashort laser pulse can be caused by the usage of
mirrors and lenses, or even purely propagation through air itself. It results in the
redder wavelengths travelling faster then bluer ones. This positive “chirp” can be
compensated by using a prism compressor, which introduces negative dispersion due
to the fact that longer wavelengths have to travel over a longer distance through
the prisms than shorter wavelengths and are effectively slowed down. An original
positive dispersed pulse can, in principle, be compressed to its transform limit after
passing through a pair of prisms, as shown in Figure 3.5.
Figure 3.5: Compression of an incoming positive “chirped” laser pulse with a
prism compressor to its transform limit.
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3.2 Photoelectron imaging spectrometer
The general observables in a photoelectron spectroscopy measurement are the dis-
tribution of the electron kinetic energy, the photoelectron angular distribution and
the scalar and vector correlations between the electron distributions. Time-resolved
photoelectron imaging spectroscopic techniques are firstly advantageous, because a
2D position sensitive detection enables the simultaneous measurement of the pho-
toelectron kinetic energy and its angular distribution, and secondly are in demand
due to their detection sensitivity and easy implementation [77, 78, 79].
3.2.1 Vacuum system design
In addition to the laser, the other key tool of the experimental setup in our lab is
the state-of-the-art photoelectron spectrometer, which uses the velocity map imag-
ing (VMI) technique and consists of two differentially pumped ultra-high vacuum
chambers. A detailed sketch of the machine with all its important components is
shown in Figure 3.6.
The source chamber at the bottom of the apparatus is connected to the main inter-
action chamber, which is mounted on top of it. They are both individually evacu-
ated utilising two separate turbomolecular pumps from Edwards Vacuum (2200 l/s
and 480 l/s respectively). These are backed by two rotary pumps (Edwards M40
and M28). The source and the main chamber operate under normal conditions at
ultra-high vacuum with base pressures on the order of 10−8 mbar and 10−9 mbar
respectively. Both can be separated or connected with a 1 mm skimmer (Beam
Dymanics Inc) mounted on a translatable gate-valve assembly [81]. This is an ex-
tremely advantageous approach due to two main reasons. The liquid or solid sample
that is mounted within the source chamber (as described in more detail below) can
be easily refilled by venting of the bottom chamber. Meanwhile the main interaction
chamber, separated by the gate-valve, remains under ultra-high vacuum at a base
pressure of pbase = 1 × 10−9mbar, which protects the sensitive equipment within
it and circumvents the time consuming bake-out of the upper chamber before the
start of a new experiment. The time scale for a sample replacement and subsequent
restart of the data acquisition is consequently substantially reduced to ∼ 2 hours
(as compared to approximately one day without the valve).
Liquid or solid samples are placed in a cartridge mounted directly within a Even-
Lavie (E-L) pulsed valve that is situated in the source chamber [82, 83]. During valve
operation the base pressure rises to the order of 10−6 mbar in the source chamber.
This high intensity, pulsed supersonic molecular beam valve with a 150 µm diam-
eter conical nozzle brings the sample into gas phase by operating a solenoid driver
at 1 kHz that raises the temperature of the valve considerably, therefore heating
the sample itself. The temperature of the valve is controlled by a Neslab RTE-110
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Figure 3.6: A sketch of the femtosecond photoelectron imaging spectrometer with
all the important key tools, used to collect the experimental data. It consists of the
source chamber at the bottom and the main interaction chamber containing the ion
optics shielded by a mu-metal cylinder at the top. The detector assembly comprises
a MCP and phosphor plate and a CCD camera. Some additional details like vacuum
pumps, bake-out lamps and vacuum feedthroughs are not displayed here for reasons
of clarity [80]. Please see additional information in the main text.
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closed loop chiller that uses a refrigerant of 50:50 water and ethylene glycol and is
connected to a copper cooling block surrounding the E-L valve body [80]. A carrier
gas (such as helium with a backing pressure of 1 to 5 bar, depending on the sample)
then flows over the heated molecular sample and every millisecond a gas pulse is
produced of a pulse duration ∼ 20 - 25 µs, by the molecular beam value, undergo-
ing a translational and internal cooling via a supersonic expansion into the source
chamber.
Depending on physical properties such as vapour pressure and absorption/ ioniza-
tion cross-section of the molecular sample, an external bubbler can be used as a
alternative with a bigger reservoir than the cartridge, which is then connected via
stainless steel tubing directly to the pulsed E-L valve. The advantages of this con-
figuration are longer lasting samples due the larger sample storage volume and the
reduced exchange time between two samples since only the bubbler and the tubing
need ventilation while the complete source chamber remains under vacuum. Like-
wise in the setup described above a carrier gas picks up the molecular sample, but
this time it flows first into the input of the bubbler and on its way out it carries
along the molecules of interest towards the pulsed valve and the source chamber.
Figure 3.7: This scheme shows a supersonic expansion of a high pressure gas.
The lower part of the picture shows a graph of the velocity distribution of room-
temperature ammonia in the box and in the supersonic expending beam. Here the
velocity distribution is narrowed due to the utilisation of a narrow distributed carrier
gas [84].
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Once passed through the skimmer the molecules of interest within the carrier gas
enter the main interaction chamber. The skimmer is designed to allow only the cold-
est part of the expanding sample to transit through. Figure 3.7 is an illustration
of the supersonic expansion of a high pressure gas into the vacuum. It takes place
due to the frequent collision of molecules and the adiabatic cooling of all degrees
of freedom in the expansion region [84]. The result is a cool gas mixture of sample
molecules and the carrier noble gas, which reduces the chance of cluster formation of
the molecules. Here a carrier gas with a high ionisation energy, such as He, should
be selected in order to prevent a confusion with the resulting photoelectrons of the
molecules of interest.
As soon as the upwards propagating molecular beam is inside the main chamber
between the ion optic set-up (explained in detail below), it is intersected at 90◦ with
the two co-propagating “pump” and “probe” laser beams, which enter the interac-
tion chamber through a 2.0 mm thick CaF2 entrance window on the left hand side
in Figure 3.6 at the same height as the ion optics. The temporal delay between
both laser pulses is precisely controlled utilising a motorised linear translation stage
(Physik Instrumente, M-403.62S) and home-built data acquisition software (MAT-
LAB, the Math-Works Inc., R2007b). The first UV laser pulse resonantly excites
the molecules and the second pulse ionises them in a so called (1+1′) ionisation pro-
cess. The resultant photoelectrons are generated between the repeller and extractor
electrodes of the electrostatic lens assembly, which are optimized for velocity map
imaging (VMI) of photoelectrons [85].
These nascent and expanding electron spheres experience a strong electric field,
which projects them onto a microchannel plate (MCP) detector, where they induce
a electron avalanche on a phosphorescent screen that is detected by a CCD cam-
era. The recorded 2D image comprises both energy- and angle-resolved information,
which can be extracted from the 2D projection of a 3D distribution of recoil velocity
vectors that are measured. Hereafter VMI, the particle detection and particle image
reconstruction technique are explained in greater detail in the following sections.
3.2.2 Velocity map imaging and detection
The state-of-the-art 2D imaging technique is photoelectron velocity map imaging
[85, 86], which is a variant of the photofragment imaging method [87] and builds on
simple techniques like photolysis mapping, originally demonstrated in 1967 [88].
The main advantages of VMI are twofold. Firstly, it has the potential to measure
the full 3D velocity distribution of ejected charged particles (ions or electrons) in a
single image. Here all velocities, hence energies, can be mapped simultaneously onto
the detector plane and all particles with the same velocity vector will be mapped to
the same point on the detector. Secondly, several processes can be involved in the
creation of charged particles such multiphoton ionisation, photofragmentation, pho-
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toelectron imaging and reaction product imaging. Here the VMI detection method
shows its great potential due to its wide range of applications. Based on these
reasons velocity map imaging is a highly valuable detecting method in the field of
molecular reaction dynamics.
In 1997 Eppink and Parker have shown with their work the advantages of combining
ion lens optics and 2D detection [85]. This new velocity map imaging technique now
provides essential improvements over other common 2D detection methods using
grid electrodes. A comparison between the two methods is shown in Figure 3.8,
where O+ ions were detected resulting from photodissociation of molecular oxygen.
Figure 3.8: (a) O+ ions detected with a repeller R and a fine mesh grid G and
the sketch of the grid electrodes geometry showing the flight path of the charged
particles. (b) Same detected O+ ions this time with VMI using ion optics, repeller
R and extractor E, to map the charges with the same velocity vector on the same
point on the detector D (shown is the sketch) [85].
The charged particles measured with a fine mesh grid are shown in Figure 3.8(a),
where the detected image, although using a just one grid with very fine wire spacing,
lacks resolution. The reasons are, on the one hand, trajectory deflections as particles
pass through the grid and, on the other hand, blurring effects which originate from
the non-point source geometry (because every point in the ionization volume can
be treated like a point source). These problems can be solved by using open lens
electrodes mapping the charges onto the detector, shown in Figure 3.8(b). In this
assembly three electrodes, the repeller R, extractor E and an grounded one, are
used to create a correctly focused ion image (see Figure 3.8(b)). Here the voltage
ratio of repeller and extractor VE/VR is crucial and the focusing is not dependent
on m/q, the mass-charge ratio [85]. Based on the energy conservation principle and
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the initial well defined conditions, the kinetic energy of the charged particles can be
described with the following equation:
1
2
mv2 = qVR (3.6)
As a result the time-of-flight (TOF) t of the particles, that are released into a field
free drift tube of length l, is directly proportional to the repeller voltage VR and it
can be used to identify the mass of the particles.
t = l
√
m/(2qVR) (3.7)
Assuredly the improvements of the detection quality with the VMI method can be
seen in Figure 3.8(b), where well defined concentric rings can be allocated conclu-
sively to several different dissociation pathways. The radius r of the rings depends
on the expansion speed v and the time of flight t of the charges and can be defined
as
r = Nvt (3.8)
with N being a magnification factor, that is related to the laser focus, the lens
geometry and the length of the flight tube and can be calibrated for the whole
recorded image. Consequently the kinetic energy can be also written as:
Ekin =
1
2
mv2 =
1
2
m
[ r
Nt
]2
(3.9)
In addition, the laser polarisation was chosen to be vertical in both images in Figure
3.8, for this reason a reconstruction of the full 3D distribution utilising the inverse
Abel transformation was possible. This will be discussed in more detail in Section
3.3.
In Figure 3.9 (a) the VMI method is illustrated in greater detail with extensive
presentation of the equipotential surface between the repeller, extractor and the
ground electrode and the simulated ion trajectories resulting from a fixed “focal
length” of the ion optics VE/VR = 0.75 [85]. This focusing effects originates from
the open electrode geometry creating the curved equipotential landscape. The laser,
that propagates in the y-direction, creates charged electrons and ions with a (1 + 1′)
ionisation process in the middle of the repeller and the extractor electrodes. Due
to the big ionisation volume the particles are born at different positions (see Figure
3.9 (c)). Although created in various places, the charges with the same direction
and velocity will reach the same spot on the detector surface. Figure 3.9 (d) shows
position 1, 2 and 3 in the plane of detection corresponding to three distinct ejection
angles 0◦/180◦ (x-direction), 45◦/135◦ and 90◦ (y-direction) respectively (see Figure
3.9 (b)). Looking at Equations 3.6 and 3.9 the great advantage of this lens set-up
becomes clear, since the charges trajectories purely depend on the repeller voltage
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VR versus kinetic energy release. Hence if other parameters like particle masses or
total size of setup are modified, the shape of trajectories stay the same.
Figure 3.9: (a) This illustration shows the ion lenses (repeller, extractor, ground),
their equipotential surfaces and the simulated ion trajectories [85] following correctly
calibrated velocity map imaging. (b - d) show enlargements of picture (a). Particles
initially originating from different positions (c) will be mapped onto the same point
in the detector plane (d), if they have the same velocity vector.
In our lab, the lens assembly that was used is shown in Figure 3.10 and consists
of two main electrodes on the bottom and three additional ones (C - E), which
were grounded in the photoelectron imaging experiments but offer the possibility
of “dc slice imaging” measurements in ion detection mode [89]. In this set-up the
first and second electrodes are the repeller and the conical extractor between which
the molecules and the UV light pulses interact and create both electrons and ions.
Depending on the polarity of the electrostatic lens assembly either electrons or ions
will be accelerated along the time-of-flight tube towards the detector.
Two crucial features allow an optimised velocity mapping of the particles. Firstly,
the extractor electrode is construed conically and maps off-axis ejected charges more
effectively to the detector compared to flat and parallel electrodes. Hence this
conical geometry greatly reduces coma lens error aberrations [90]. Secondly, the
protruding margins of both repeller and extractor act like a potential barrier by
shielding the insulating components between the electrodes from electric charges in
order to prevent the accumulation of point-charge build up and an resulting field
distortion. It is important to protect the generated photoelectrons from external
magnetic fields, which was done with a double layer of mu-metal shielding along
the time-of-flight axis, the base plate on which the ion optics are mounted and the
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the “end-cap” in the front of the detector. Furthermore, it is equally important to
prevent any stray electric fields to artificially effect the measurements. Hence all
surfaces within the instrument, that are conceivably exposed to generated charges,
were coated with colloidal graphite (Acheson Colloids, Aerodag G).
Figure 3.10: Illustration of the imaging electrode assembly used in our experiments
is shown here, where the details are displayed in mm. The optimum VMI conditions
where found for a applied voltage ratio of VB/VA ∼ 0.78 [80].
Finally, the detector assembly is positioned at the end of the time-of-flight tube and
is composed of 40 mm dual microchannel plate (MCP), which is a many channel
electron multiplier, backed up by a P47 phosphor screen that luminesces after the
electron avalanche impact. This light is then detected by a monochrome CCD
camera (The imaging Source, DMK 21BF04) with a 640 × 480 pixel array. The
recorded images are transferred to a PC running acquisition software at 30 frames/s.
The data collection is fully automated, which is made possible using home-built
software based on MATLAB (The Math-Works Inc, version 7.4.0, 2007a) and a
motorised translation stage for a precise overlap of the pump and probe laser beam
(definition of time zero) or producing a delay between the two pulses. Furthermore,
at each delay point a time-independent one colour signal resulting from the pump
and probe respectively may be recorded and used for background subtraction from
the two colour pump-probe signal. Two automated shutters SH05 and controllers
TSC001 (Thorlabs) made this data acquisition possible.
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3.3 Data processing
The overall time-resolved photoelectron imaging setup is summarised in Figure 3.11.
Here the molecular sample passes the electrode assembly undergoing a subsequent
excitation/ionisation process due to the pump and probe laser pulses. The laser po-
larisation of the two pulses has to be linear and parallel to the detector plane. This
is crucial for the image reconstruction (described below) that requires cylindrical
symmetry for the matrix inversion method. The charged particles, generated due to
ionisation, expand as so called “Newton spheres” in the TOF tube and get mapped
by the detector assembly. A two dimensional projection of the three dimensional
particle distribution is recorded as a raw image.
Figure 3.11: TRPEI setup with expanding particle distribution after (1 + 1′) ion-
isation by UV laser pulses and sketch of particle reconstruction method [91].
3.3.1 Particle image reconstruction
In order to reconstruct the original particle velocity distribution, originated from
a photoionisation of photodissociation process, a reconstruction method has been
applied [80], which uses a matrix inversion method similar to the one applied by Cho
and Na [92] and the further developed method by Sussman [93]. The comparison
between other reconstruction methods is described in a comprehensive work by
Whitaker and co-workers in [94, 95].
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The reconstruction method makes use of the assumption that the charge distribution
is cylindrically symmetric along the axis parallel to the 2D detector plain. This
assumption is valid due to the utilisation of linear polarised pump and probe pulse
with a polarisation E-field vector orientation parallel to the 2D detector plane. Based
on this, the three dimensional distribution I(x, y, z) ≡ I(ρ, z) of ions or electrons
is a cylindrical distribution with radius ρ and altitude along symmetry axis z [80].
The 2D image projection at the detector plane (y, z) is given by
P (y, z) =
∫
I(ρ, z)dx (3.10)
with the use of cylindrical coordinates ρ2 = x2 + y2 and dx = ρdρ/
√
ρ2 − y2. On
this basis the 2D projection on the detector in Equation 3.10 can be expressed with
P (y, z) =
∫ ∞
y
I(x, y, z)ρdρ√
ρ2 − y2 (3.11)
As such the 3D charge particle distribution I(x, y, z) may be reconstructed from
P (y, z) using the inverse Abel transformation
I(ρ, z) = − 1
4pi
∫ R
r
∂yP (y, z)√
ρ2 − y2dy (3.12)
The application of this method has the disadvantage that the partial derivative
in the numerator causes noise along the centre line of the reconstructed image.
Furthermore most reconstruction methods are relatively slow in terms of processing
time. Optimisation work on the matrix inversion approach has be done and was
published in [80]. Here the particle distribution I(ρ, z) is considered as a discrete
distribution Iij by the partitioning of the xy-plane. Here segments, dependent on ρ
and y, are used to describe the area with maximum radius i and j as the maximal
segment value y, which is displayed in Figure 3.12.
Figure 3.12: Partitioned area for Abel inversion with segments of Aij [80].
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The area of each segment is defined as Aij and can be expressed for the specific case
of i = j as:
Aij =
∫ i
i−1
∫ √i2−y2
0
dxdy (3.13)
For all other segment areas the expression is:
Aij =
∫ i
i−1
∫ √i2−y2
√
(j−1)2−y2
dxdy (3.14)
The utilisation of the segment areas allows the 2D data projection on the detector
plane for large values of x to be written as P = 2AI and therefore the final 3D
particle distribution obtained from the inverse Abel transformation is given by
I =
1
2
A−1P. (3.15)
The great advantage of using the segmentation inversion method is the enhancement
in processing time, which can be potentially implemented in real-time imaging and
can be also used to handle large data sets is a reasonable time frame. The processing
time of this applied method is 100 times faster than the polar onion peeling method
developed by Roberts et al. [96].
3.3.2 Analysis of energy resolved information
Time-resolved photoelectron imaging provides the simultaneous measurement of en-
ergy and angle resolved information in a single two dimensional image. The charged
particles with the same velocity vector (in this case electrons) are mapped to the
same point on the detector plane. Based on this, the pixels, which define the radius
of the detected rings, can be converted into velocity or energy space. The technique
of velocity mapping and image detection was explained in detail in Section 3.2.2.
In Figure 3.11 the reconstructed, Abel inverted image corresponds to the central
slice of a 3D “Newton sphere” and has to be weighted by the factor R sin θ in order
to obtain the full intensity distribution as a function of velocity, kinetic energy of
the electron Ekin,e or Rydberg binding energy ERyd. The kinetic energy Ekin,e is
quadratically dependent on the radius of the recorded rings (see Equation 3.9). The
Rydberg binding energy ERyd is the energy which is needed to remove an electron
from an excited electronic state.
The temporal information of the pump-probe spectroscopy technique is established
by recording a series of images at different temporal delays between the pump
and the probe pulse. In the following section a simple molecular example, N,N-
Dimethylisopropylamine (DMIPA) taken from [97], is chosen to illustrate the data
analysis.
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Figure 3.13 shows a series of Abel inverted data images, which are one-colour back-
ground subtracted prior to image reconstruction. The linear polarisation direction
of the laser pulses are vertical in the images. At negative delay times the probe
pulse arrives before the pump pulse and therefore ideally no two-colour signals will
be recorded. At ∆t = 0 both pulses arrive at the same time and the involved energy
dependent data features (exited energy states) begin to evolve in time, as can be
seen in Figure 3.13.
Figure 3.13: (1 + 1′) photoelectron images after Abel inversion of DMIPA [91].
The time-dependent series of photoelectron data images has to be weighted with the
aforementioned factor R sin θ in order to obtain the total energy and time depen-
dent photoelectron spectrum of the molecular system, shown in Figure 3.14. Each
photoelectron image corresponds to a cut at a specific pump-probe delay time.
Figure 3.14: Total 3D photoelectron spectrum of the molecular system DMIPA
dependent on the Rydberg binding energy and the delay time between pump and
probe pulse [97]. The pump-probe delay is on a lin/log scale.
In order to analyse the temporal behaviour of the spectral features in the 3D photo-
electron spectrum, the data is fitted with the standard Levenberg-Marquardt global
fitting function, depending on the energy E and the delay time ∆t:
S(E,∆t) =
[
n∑
i=1
Ai(E) · Pi(∆t)
]
⊗ g(∆t) (3.16)
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Here Ai(E) are the decay associated photoelectron spectrum of the i
th data channel,
g(∆t) represents the Gaussian cross-correlation function of the pump and probe
pulses. The time dependant population Pi(∆t) is a series of exponential decay
functions, which all originate from ∆t = 0:
Pi(∆t) = exp
(
−∆t
τi
)
(3.17)
The quantity n is the number of exponential functions used in the global fit, which
depends on the data set of each specific molecule.
The Levenberg-Marquardt global fitting routine generates a series of transients that
may be plotted as a function of time, as can be seen in Figure 3.15. In the example
two exponential functions are used to fully describe the photoelectron spectrum of
Figure 3.14.
Figure 3.15: Time dependent functions of two electronic states contributing to the
dynamical process in DMIPA [91]. The blue circles are the data points, the red and
green curve are the two individual exp. functions and the blue curve is the overall
fit.
On the left hand side of Figure 3.15 the short lived feature at a lower binding energy
is plotted and just one exponential function is sufficient to map the decay of the
particular temporal evolution of a electronic state. This is set to be the decay time
of this state.
On the right hand side of Figure 3.15, the long lived feature at higher binding energy
is plotted against pump probe delay time and here two exponential functions are
needed to fully fit the data. The longer time constant maps correctly the falling
tail of the transient, while the same short time constant of the first state is needed
to map the rise time of the second longer lived energy state. This is realised with
a negative amplitude of the short time constant, which is effectively subtracted in
the fit from the transient. This is an excellent example where the decay time of one
state matches the rise time of the other state, resulting in a sequential dynamics of
both states, where population and energy is transferred.
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The amplitudes Ai(E) of each decay constant of the Levenberg-Marquardt global
fitting function can be plotted against energy as shown in Figure 3.16. In this figure
the two features are spectrally resolved from each other and since all fit functions
originate from ∆t = 0, the already observed negative feature symbolises sequential
dynamics from one vibronic state to an other.
In general, the technique of time-resolved photoelectron imaging provides the tem-
poral information and also the ability to spectrally separate dynamical processes via
the decay associated spectra, which are potentially convoluted in just a transient
data set, since they may occur on similar time scales. This approach allows eas-
ier interpretation of complicated non-adiabatic dynamical behaviour in molecular
systems.
Figure 3.16: Decay associated spectrum showing the amplitudes of two decaying
states dependent on the energy in DMIPA [91].
3.3.3 Analysis of angle resolved information
The TRPEI technique provides, in addition to the energy- resolved information, also
important insights about the electronic character of the dynamically involved energy
states and therefore the shape of the molecular orbitals of which the ionised electrons
originated from. In some cases the different dynamical processes of polyatomic
molecules produce photoelectrons with similar energy and temporal behaviour. The
investigation of the photoelectron anisotropy distribution evolves as a function of
energy and delay time and is therefore a powerful tool to entangle the underlying
photophysical mechanisms.
The PAD can be explained as an interference of different partial waves that is
dependent on scattering phase and the amplitude of the angular momentum coupling
(e.g. ∆l = ±1) and the overlap integral of initial excited and final cation state.
Hence the PAD contains direct information about the photoelectron energy and
the electronic structure of the initial and final electronic state. In Figure 3.17 this
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concept can be explained by a simple picture, where an electron is ionised with
a linear polarised photon from an excited state (s-orbital). Due to Koopman’s
correlations, the excited state of the molecule is mapped onto a final cation state
with same electronic structure, therefore the wavefunction of the outgoing electron
is a p-function in order to conserve angular momentum. If the initial excited orbital
is p-shaped the outgoing partial waves can be s- or d-functions (due to ∆l = ±1).
The aforementioned interference effects in the PAD, depending on the scattering
phases of partial waves, lead to a more complex form of the total wavefunction of
the ejected electron.
Figure 3.17: Sketch of angle-resolved detection method [18, 91].
The photoelectron angular distribution, previously discussed in Section 2.3 and de-
fined by Equation 2.20, can be now specified for the (1 + 1′) ionisation process with
linear polarised light in the TRPEI measurement.
I(E,∆t, θ) =
β0(E,∆t)
4pi
(1 + β2(E,∆t)P2(cos(θ)) + β4(E,∆t)P4(cos(θ))) (3.18)
The parameters in this equation are the above defined nth-order anisotropy param-
eters βn and Pn(cos(θ)) is the n
th-order Legendre polynomial. The β0 parameter
relates to the intensity. The dynamical evolution of the PAD is in some cases of
greater interest than the absolute value of β itself, since the time dependence is a
signature of the non-adiabatic coupling between two electronic excited states. This
temporal evolution of the anisotropy parameters can help to establish a more com-
plete picture about the overall relaxation processes in molecules of interest.
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Chapter 4
Observation of multi-channel
non-adiabatic dynamics in aniline
derivatives
In this chapter the deactivation mechanisms operating in the aniline derivatives
N,N- dimethylaniline (N,N-DMA) and 3,5- dimethylaniline (3,5-DMA) are presented
following excitation at 240 nm, and investigation with time-resolved photoelectron
imaging. The findings have been published in M. M. Zawadzki et al., Observation
of multi-channel non-adiabatic dynamics in aniline derivatives using time-resolved
photoelectron imaging Faraday Discuss., 194, 185-208, 2016 [2].
Aniline, such as other model chromophores, has critical reaction coordinates that
drive the non-adiabatic relaxation dynamics. The photochemical dynamics study of
site-selective methylated aniline derivatives allows a sophisticated comparison with,
and provides new insights into, the existing literature reported for aniline at similar
wavelengths.
The energy- and angle-resolved results obtained from the highly differential TRPEI
technique reveal new dynamical information about the lower lying excited states and
their dynamical behaviour. The first two electronic excited states have been studied
previously at an excitation wavelength of 250 nm. The work, presented in this
chapter, looks energetically and dynamically further into the excited landscape of the
aniline derivatives. Especially the fate of the 2pipi∗ excited state is of great interest
and it can be stated that it is not non-adiabatically coupling to the energetically
lower S1(pipi
∗) state or the S2(3s/piσ∗) Rydberg/valence state.
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4.1 Introduction
4.1.1 The history of aniline and its derivatives
In a variety of biological molecular systems, including DNA bases, amino acids and
phenylpropanoids in plants, aromatic amines are a common structural component
[98]. Based on this fact, the investigation and full comprehension of the physical
and chemical functionality of these heteroaromatic sub-components within the larger
biomolecules is of great importance.
After ultraviolet light absorption, this class of molecules exhibits an especially low
fluorescence quantum yield, resulting from the very efficient radiationless relaxation
dynamics from the electronic excited states to the ground state. The ultraviolet
part of the solar spectrum is potentially harmful to living organisms, therefore the
proficiency of chromophores to transform the UV energy via non-radiative and ul-
trafast non-adiabatic pathways into vibrational energy is of great interest.
Various studies find increasing evidence that so-called mixed Rydberg/valence states
are correlated with these non-adiabatic couplings between electronic and vibrational
degrees of freedom, resulting in a extremely efficient pathway for excess energy
dissipation into the molecular surrounding. In their recent reviews Ashfold and
co-workers as well as Roberts and Stavros published extensive overviews of non-
adiabatic interactions related with mixed Rydberg/valence states in a broad range
of biomolecular systems [99, 100].
“Photostability” of biomolecules has evolved as a crucial characteristic of early life
3.5 billion years ago, due to the fact that the surface of the earth was exposed to
much higher UV radiation levels due to the not fully developed atmosphere [101].
The simplest aromatic amine is aniline, which is an excellent example of a model
system to study and understand the relationship between chemical structure, non-
adiabatic dynamics and the photoprotective function of bigger and biologically rel-
evant molecules. Thus, it comes as no surprise that aniline has been experimentally
and theoretically studied extensively over the past decade with various methodolo-
gies [102]-[110]. Included in this list of literature are the time-resolved photoelectron
imaging studies done by Townsend and co-workers, where the dynamical evolution of
gas-phase aniline was investigated following UV excitation at 273 nm - 266 nm [105]
and furthermore at 250 nm [110]. The latter report investigates N,N-dimethylaniline
(N,N-DMA) and 3,5-dimethylaniline (3,5-DMA) in addition to aniline. These species
are structurally similar and displayed in Figure 4.1 alongside their UV vapour phase
absorption spectra recorded at room temperature.
The potential of site-selective methylation is the ability to reveal additional dy-
namical information about molecular systems, while maintaining or just marginally
changing the spectroscopic properties, such as small red-shifts of absorption bands.
The advantages of this approach are used to obtain new insights into the relaxation
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pathways and the interplay between the energetically lower lying excited states of
aniline and its derivatives, since in the literature there has been no final consensus
about the operating dynamical mechanisms in these molecules. Hereafter, a history
of the photophysics in aniline and its derivatives will be presented. This mainly
focuses on the literature of experimental and theoretical studies performed around
240 nm absorption wavelength, based on the relevance for the present study in this
chapter.
Figure 4.1: UV vapour phase absorption spectra of N,N-dimethylaniline and 3,5-
dimethylaniline was recorded with a commercial bench-top spectrophotometer (Shi-
madzu UV-2550) at room temperature. The chemical structures of both molecules
and the equivalent absorption data for aniline is included for comparison. The pump
and probe wavelengths of the TRPEI measurement presented in this chapter are in-
dicated with vertical dashed lines. [2]
Based on previous studies, the absorption spectrum and the contributing electronic
states are well known in the energy region between 4 eV and 6 eV [111, 112, 113, 114].
Here the dominant two bands correspond to the excitations from the ground state
to the first two optically bright pipi∗ states. In aniline these bands are located at 4.35
eV (285 nm) and 5.39 eV (230 nm). In both N,N-DMA and 3,5-DMA the electronic
states are a little lower in energy. Hence the excitation to the first pipi∗ excited state
in N,N-DMA is 4.25 eV (292 nm) and in 3,5-DMA it is 4.27 eV (290 nm). The
absorption maximum of the second pipi∗ state is 5.16 eV (240 nm) and 5.27 eV (235
nm) respectively [110].
In this energy region a low-lying S2(3s/piσ
∗) state has also been observed utilising a
(2 + 2) resonance enhanced multiphoton ionisation technique. This is energetically
located between the two pipi∗ states at around 4.6 eV [115]. The assignment of the 3s
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Rydberg contribution to the S2 state in aniline was also reported based on a quan-
tum defect δ calculation. In general, quantum defect numbers for 3s Rydberg states
lie between the values 0.9 and 1.2, based on theoretical calculations. The value for
this particular S2 excited state was calculated to be δ = 0.912, which confirms the
3s Rydberg contribution to the overall excited state [115, 116]. Furthermore, the
existence of 3s Rydberg states in aniline and derivatives have been also reported in
a similar energy region [117, 118, 119].
Theoretical studies of piσ∗ states in similar molecular systems, such as phenol, per-
formed by Sobolewski and Domcke describe an intramolecular charge transfer path-
way via the intersection between the piσ∗ state with a energetically bound pipi∗ state
at relatively short X-H distances and a second intersection at longer X-H distances
of piσ∗ with the electronic ground state S0 [120]. Based on these findings, Ebata et
al. proposed a strong coupling between S2(3s/piσ
∗) and S1(pipi∗) [115].
The critical reaction coordinates in aniline for the overall relaxation process after UV
absorption have been indicated in the literature to be the stretching motion along
the N-H coordinate and the aromatic ring structure deformation [102, 104, 121]. In
N,N-DMA and 3,5-DMA, just as in aniline, the first two energetically excited elec-
tronic singlet states can be attributed to S1(pipi
∗) and S2(3s/piσ∗) based on previous
work [110].
Instead of just piσ∗, the more correct label 3s/piσ∗ is used throughout this work to
illustrate the the mixed Rydberg/valence character of the overall S2 excited state.
In the Franck-Condon region S2 predominantly consists of 3s Rydberg character,
whereas at extended N-H bond distances (or N-CH3 in N,N-DMA) the nature of the
state evolves into a repulsive piσ∗ valence character.
After single photon absorption with a wavelength of 250 nm, only the two energeti-
cally lowest lying excited states are directly populated in the Franck-Condon region.
A time resolved photoelectron imaging study on aniline, N,N-DMA and 3,5-DMA
has been reported by Townsend and co-workers at this wavelength [110] and will be
now summarised, since it is important for the experimental findings of this work.
After initial excitation with 250 nm, in aniline and N,N-DMA the population of
S2(3s/piσ
∗) decays rapidly via two different and competing pathways. On the one
hand, ultrafast internal conversion to the S1(pipi
∗) excited state occurs in < 100 fs
and/or on the other hand direct fission of the N-H stretching bond (in aniline) and
N-CH3 bond (in N,N-DMA) also takes place. In the 3,5-DMA molecule, however,
no significant internal conversion to the S1(pipi
∗) excited state can be detected. The
reason is the methylation of double bond ring system, which slows down the ring
deformation motion and therefore increases the time scale of the molecule to reach
the conical intersection between S2(3s/piσ
∗) and S1(pipi∗). This is why the significant
relaxation pathway in 3,5-DMA following 250 nm excitation is N-H bond dissocia-
tion. In this study it was also ascertained that all three molecular systems possess
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a very similar electronic energy states. In Figure 4.1 a pronounced absorption peak
at 240 nm can be ascribed to the second pipi∗ excited state. Since there have been
several Rydberg states discovered sitting energetically below this second pipi∗ state,
it will be just designated 2pipi∗ in order to prevent confusion in the energy state
ordering [110, 114]. No work has been done on the aniline derivatives to the best of
our knowledge, other than the aforementioned TRPEI study [110], some UV-visible
spectra work on N,N-DMA [111, 122] and a theoretical investigation using CASSCF
to calculate excited state energies [113]. The photophysical studies undertaken in
aniline in general and specifically around the excitation of 240 nm will be sum-
marised.
In a H (Rydberg) atom photofragment translational spectroscopic study Ashfold
and co-workers explored H atom loss in aniline along the N-H stretching coordinate
of the S2(3s/piσ
∗) excited state after UV light absorption [102]. A variety of mecha-
nisms responsible for H atom loss were studied over a range of excitation wavelengths
293.9 nm ≥ λphot ≥ 193.3 nm. A stepwise decrease in the wavelength gave rise to a
significant feature in the total kinetic energy release (TKER) spectra at 240 nm to
230 nm that is assigned to the direct excitation onset of the 2pipi∗ electronic state.
The following non-adiabatic mechanisms were proposed to explain high kinetic en-
ergy H atom yields. On the one hand, relaxation dynamics via a 2pipi∗/S2(3s/piσ∗)
conical intersection might occur or, on the other hand, a subsequent non-adiabatic
decay through 2pipi∗/S1(pipi∗) and S1(pipi∗)/S2(3s/piσ∗) CIs is the suggested mech-
anism. Furthermore, the conical intersection between 2pipi∗ and the S0 electronic
ground state was the explanation for the lower energy TKER data, where this CI is
acting as a competing decay pathway for population loss from 2pipi∗ potential energy
surface.
Longarte and co-workers investigated ultrafast relaxation dynamics in jet-cooled ani-
line with a time-resolved ion-yield study in the wavelength region between 294 nm
to 234 nm [109]. The population of the 2pipi∗ electronic state was observed at around
240 - 235 nm following similar decay pathways to the ones suggested by Ashfold and
co-workers. This work also concluded that the population transfer from the 2pipi∗
potential energy surface to S2(3s/piσ
∗) seems to be a minor channel.
An ultrafast time-resolved velocity map imaging study of UV photoexcited aniline
detecting total kinetic energy release H-atoms undertaken by Stavros and co-workers
likewise confirms the direct excitation from the electronic ground state to the 2pipi∗
state at 240 nm [121]. Based on the detection of ultrafast N-H bond fission the study
concluded internal conversion from the 2pipi∗ potential energy surface to S1(pipi∗)
takes place via an out of plane motion and a subsequent population transfer to the
S2(3s/piσ
∗) state, which is dissociative along the N-H coordinate.
In the energy region close to 240 nm, a comprehensive time-resolved photoelectron
imaging investigation of aniline has been done by Fielding and co-workers. The
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initial work found a dominant and very efficient non-radiative decay pathway where
energy relaxes from the originally excited 2pipi∗ electronic state on a time scale of 116
fs back to the S0 ground state. No coupling of 2pipi
∗ to either S2(3s/piσ∗) or S1(pipi∗)
was observed [106, 123]. However, in a later experimental [103] study they sug-
gest (based on extensive theoretical work [104]) a non-adiabatic population transfer
from the directly excited 2pipi∗ state in the Franck-Condon region to the S0 electronic
ground state via a three-state conical intersection including 2pipi∗, S2(3s/piσ∗) and
S1(pipi
∗). Interestingly, in deuterated d7-aniline the conclusion of the non-radiative
decay pathway of the 2pipi∗ excited state remained to be the ultrafast coupling with
the electronic ground state via the 2pipi∗/S0 conical intersection.
The TRPEI studies presented in this chapter, which are supported by theoretical
calculations, bring new information about the non-adiabatic dynamics operating in
the aniline derivatives, especially about the role of the 2pipi∗ electronic excited state
in the overall relaxation. Since aniline has been investigated extensively at 240 nm,
this work is concentrating on the double methylated systems N,N-dimethylaniline
and 3,5-dimethylaniline, which are specifically chosen to manipulate the critical re-
action coordinates involving N-X bond streching (X = H or CH3) and deformation
of the aromatic ring system (see Figure 4.2), while maintaining the other physical
properties [102, 121]. In order to circumvent any proximity or symmetry effects
changing the NH2 group geometry according to the aromatic ring system 3,5-DMA
is chosen for the current study.
NH
2
N NH
2
Figure 4.2: The chemical structures of aniline, N,N-dimethylaniline and 3,5-
dimethylaniline.
4.1.2 Experimental details
In Chapter 3 an extensive overview is given of all key elements used in the time-
resolved photoelectron imaging technique. In this Section specific details of the
aniline derivatives measurement are provided. The ultra short laser pulses gener-
ated by the 1 kHz Ti:sapphire laser system with a central wavelength of 800 nm
(FWHM = 30 nm) are frequency converted into UV pump and probe beams with
two optical parametric amplifier systems (Spectra Physics, OPA-800c and TOPAS
Prime-U).
The pump beam was generated with two consecutive nonlinear optical processes.
Initial frequency mixing the fundamental 800 nm laser beam with the OPA signal
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beam generates 480 nm and subsequent frequency doubling results in a final pump
pulse of 240 nm with a pulse energy of ∼ 0.5 µJ. A sequential twice frequency dou-
bling process of the TOPAS signal beam output is generating the 308 nm probe
pulse with a pulse energy of ∼ 1.6 µJ.
For the second harmonic generation, as well as the frequency mixing processes, thin
β-barium borate (BBO) crystals were utilised as nonlinear media. After passing
through two single-pass prism compressors (fused silica and CaF2) the UV pump
and probe pulses are combined on a dichroic mirror before being focused with a 25
cm fused silica lens into the main interaction vacuum chamber of the TRPEI spec-
trometer. As described in detail in Chapter 3, the temporal delay between the two
UV pulses is realised with a PC-controlled, motorised linear translation stage. The
probe wavelength of 308 nm is selected to guarantee no unwanted “probe-pump”
signal towards negative time delays to occur.
The aniline derivative samples were purchased from Sigma-Aldrich (N,N-DMA -
99% and 3,5-DMA - 98%) and without further purification the liquid samples are
soaked on filter paper and placed into the cartridge of the 1 kHz pulsed molecular
beam valve, behind a exit nozzle (d = 150 µm). The carrier gas in this experiment
was helium at 1 bar, that flows over and mixes with the molecular sample in the
valve, the temperature of which was regulated to be 45 ◦C.
The gas molecule mix undergoes a supersonic expansion after entering the source
chamber and subsequently passes through a 1.0 mm diameter skimmer into the main
interaction chamber, where the two parallel propagation UV beams intersect at 90◦
with the molecular beam in the region between the repeller and lens electrodes. This
electrostatic lens assembly is magnetically shielded by mu-metal and optimised for
velocity map imaging (for further details please see Section 3.2.2). The photoelec-
trons are created by a (1 + 1′) resonant ionisation process, get accelerated along
a time-of-flight tube and were spatially collected with a 40 mm MCP/P47 phos-
phor screen detector in combination with a CCD camera (640 × 480 pixels). The
whole dataset of photoelectron images is recorded repeatedly at incrementally var-
ied pump-probe delay positions covering -300 fs to +500 fs in 25 fs linear increasing
time steps and +500 fs to +50 ps in 7 exponential steps. With every repetition a
one-colour pump and a one-colour probe photoelectron image is detected in order
to background subtract it from the two-colour images.
Before data collection the parameters such as the pulsed valve timing conditions are
carefully chosen in ion detection mode to provide cluster free molecular samples. For
optimally compressed laser pulses a cross correlation of 130 ± 10 fs was determined
by measuring the non-resonant two-colour (1 + 1′) ionisation signal of pyrrole. The
pyrrole data was also used to energy calibrate the spectrometer.
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4.2 Experimental findings
4.2.1 Time-resolved photoelectron spectra
For both molecular systems, N,N-dimethylaniline and 3,5-dimethylaniline, a series of
photoelectron images at selected delay times between the pump (240 nm) and probe
(308 nm) pulses of the (1 + 1′) photoionisation process are displayed in Figure 4.3.
The images, recorded at very short delay times for both molecules, contain a narrow
and highly anisotropic outer ring feature, which peaks along the laser polarisation
direction (vertical with respect to Figure 4.3). The outer signal is decaying on a fast
time scale, where the inner part is longer lived.
Figure 4.3: Here the (1 + 1′) photoelectron images of N,N-DMA and 3,5-DMA
are shown at selected pump-probe time delays following 240 nm excitation and 308
nm ionisation. The data has been background subtracted by time-invariant pump-
alone and probe-alone images and 4-fold symmetrised. Both laser beams have got a
vertical polarisation direction with respect to the images. Furthermore the processed
data is displayed on the left half of the images, which was gained by applying the
Abel matrix inversion.
After data processing of the complete sets of recorded images (correct energy cali-
bration, pixel weighting and the rapid Abel matrix inversion method) the 3D time-
resolved photoelectron spectra are obtained and plotted in Figure 4.4. In Section
3.3 the processing of results is described in more detail. In Figure 4.4 the time
axis is (as mentioned in the previous section) on a mixed linear/logarithmic scaling.
The comparison of both TRPEI spectra reveals a common long-lived feature that
is located in the low kinetic energy region up to ∼ 0.8 eV. Furthermore, the data
for both N,N-dimethylaniline and 3,5-dimethylaniline look at first very similar, thus
there are also additional extremely short lived features in the higher kinetic energy
region, although the relative peak intensities vary between the two molecules. The
total appearance of the spectra are comparable to the previously recorded data fol-
lowing 250 nm excitation [110], however the shape of the high kinetic energy peaks
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differs marginally in shape. This can be explained due to the direct excitation to
the 2pipi∗ state. A detailed discussion will follow later on in this chapter.
Figure 4.4: Time-dependent photoelectron spectra of N,N-DMA and 3,5-DMA with
a 240 nm excitation and a 308 nm ionisation. The temporal axis is linear until +500
fs and logarithmic between +500 fs and +50 ps and the energy axis is partitioned in
0.025 eV energy bins.
The total photon energy Etot in this TRPEI measurement of aniline derivatives is a
summation of the pump energy Epump = 5.17 eV (=̂ 240 nm) and probe energy Eprobe
= 4.02 eV (=̂ 308 nm) and is calculated to be Etot = 9.19 eV. On the basis of the
energy conservation principle the maximum kinetic energy Ekin,e− an electron can
gain after the ionisation process is the total photon energy Etot subtracted from the
ionisation potential IP of the molecule. The adiabatic D0(pi
−1) ionisation potentials
of N,N-DMA and 3,5-DMA are 7.12 eV [124] and ∼7.2 eV [125] respectively. These
IPs are determined by band edges of low-resolution He (I) photoelectron spectra,
therefore they were revised with a high resolution laser based measurement obtained
from a 8 resonance-enhanced multiphoton ionization (REMPI) spectra. The new
averaged adiabatic D0(pi
−1) IPs are 7.26 ± 0.05 eV for N,N-DMA and 7.48 ± 0.05
eV for 3,5-DMA [110]. Using Equation 4.1
Ekin,e− = (Epump + Eprobe)− IPad (4.1)
the maximum photoelectron kinetic energy cutoff can be calculated to be 1.93 eV
(N,N-DMA) and 1.71 eV (3,5-DMA). These calculated values are in good agree-
ment with the TRPEI measurement for both molecules in Figure 4.4. The time-
resolved photoelectron spectra of both molecular systems are fitted with the global
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Levenberg-Marquardt method in order to determine the temporal evolution of the
participating excited states. In Equation 4.2 the 2D fit function S(E,∆t) is shown:
S(E,∆t) =
[
4∑
i=1
Ai(E) · Pi(∆t)
]
⊗ g(∆t) (4.2)
Here Ai(E) represents the decay associated photoelectron spectrum of the i
th data
channel, g(∆t) represents the Gaussian cross-correlation function of the pump and
probe pulses. The time dependant population, Pi(∆t), is given by a series of expo-
nential decay functions, which all originate from ∆t = 0:
Pi(∆t) = exp
(
−∆t
τi
)
(4.3)
Figure 4.5 shows examples the data from 3,5-DMA with the associated 2D global
fit and the residuals, that are obtained by subtracting the fit from the raw data.
Figure 4.5: The time-dependent photoelectron spectra of 3,5-DMA (after 240 nm
excitation and 308 nm ionisation) as well as the fit of the 3,5-DMA data set with
the related residuals are plotted in the same way as above. The fit is in very good
agreement with the 3,5-DMA data on the basis of the small amplitude residuals.
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Here the good quality of the fit and the excellent agreement with the data can be
seen, as illustrated by the smooth surface of the residuals. In order to fit the TRPEI
data of N,N-DMA and 3,5-DMA satisfactorily, four exponential decay functions τ1
- τ4 are required in both cases. Here it is worth mentioning that a total number
of just three exponents were needed to properly fit the TRPEI data at a excitation
wavelength of 250 nm [110].
The global Levenberg-Marquardt fit provides relative amplitudes of each ith ex-
ponential decay as a function of photoelectron kinetic energy. The so-called de-
cay associated spectra (DAS) for both molecules are shown in Figure 4.6. Field-
ing and co-workers also reported four time constants for aniline at similar excita-
tion wavelengths that are comparable to the experimental findings reported here
[103, 106, 107].
In Figure 4.6, at high photoelectron kinetic energies > 0.8 eV the spectrum is dom-
inated by the DAS amplitudes of τ1 and τ2.
Figure 4.6: Decay associated spectra for both molecules obtained from the global
multi-exponential fit. Uncertainties are given with 1σ and the data are partitioned
into 0.025 eV energy bins.The vertical arrows indicate the maximum photoelectron
kinetic energy cut-offs based on the central pump and probe wavelengths and the
adiabatic IPs = 7.26 eV for N,N-DMA and 7.48 eV for 3,5-DMA.
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In both molecular systems the τ1 lifetime is extremely short, being essentially zero
within the experimental instrument response and resulting in a Gaussian fit com-
ponent. The second time constant τ2 is slightly longer with 120 fs for N,N-DMA
and 110 fs for 3,5-DMA and displays itself with a mixed amplitude feature in both
cases. A narrow, large τ2 DAS amplitude at 1.2 eV and 0.95 eV for N,N-DMA and
3,5-DMA respectively is superimposed with a broader smaller amplitude spanning
a larger energy region.
The lower kinetic energy region of both molecular systems in Figure 4.6 has got
just three significant contributions, which are the τ2−4 DAS amplitudes. In the
N,N-DMA molecule the τ2 time constant shows negative amplitude between 0.0 eV
- 0.5 eV, whereas in 3,5-DMA there is no negative contribution of τ2 throughout the
whole spectrum. In general the spectrum of the τ2−4 time constants for N,N-DMA
and 3,5-DMA obtained from 240 nm excitation is very similar to the τ1−3 DAS plots
of both molecules after 250 nm excitation [110] shown in Figure 4.7.
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Figure 4.7: The graph shows the decay associated spectra for N,N-DMA and 3,5-
DMA obtained from a global fit to both data sets with a excitation wavelength of 250
nm presented in the literature [110]. Data is partitioned into 0.025 eV energy bins.
The τ1−3 time constants correspond to the τ2−4 constants in the 240 nm excitation
data.
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The comparison of Figure 4.6 and Figure 4.7 allows assignment of the τ2−4 DAS am-
plitudes in Figure 4.6 according to the previous data of 250 nm excitation. As such
the τ2 time constant is the decay of the mixed Rydberg/valence S2(3s/piσ
∗) state, τ3
describes the intramolecular vibrational redistribution (IVR) on the S1(pipi
∗) energy
surface and lastly τ4 describes the long decay lifetime of the S1(pipi
∗) valence state.
The difference in the 240 nm excitation data of N,N-DMA and 3,5-DMA is the
additional time constant τ1, that appears as a Gaussian in the fit. This τ1 DAS
contribution happens to have no significant interaction with the other observed dy-
namical processes represented by the τ2−4 time constants. Thus τ1 can be assigned
to the extremely fast decay of the 2pipi∗ state, which is populated in both molecular
systems due to the 240 nm pump wavelength. An in-depth discussion will be pre-
sented in Section 4.4 later in this chapter.
As described above, the total provided photon energy Etot is 9.19 eV (Epump+Eprobe).
As a consequence the D1(pi
−1) cation state of N,N-DMA and 3,5-DMA with D1(pi−1)
vertical ionisation energies of 9.00 eV and 8.55 eV respectively, can be in principle
reached and observed in the TRPEI data. However, the population of the S2(3s/piσ
∗)
and S1(pipi
∗) excited states after 240 nm excitation is well above their energetic ori-
gins, so based on Franck-Condon arguments on vibrational overlap between the
excited state and the ion state the conclusion is a lower propensity for D1(pi
−1) ion-
isation using a 308 nm probe wavelength. From the point of view of total provided
photon energy, one could expect to detect the D1(pi
−1) ionisation signal originating
from the excited 2pipi∗ state, which is prepared close to its electronic origin. The
fact that neither in the N,N-DMA data and nor in the 3,5-DMA data a positive τ1
DAS amplitude is recorded in the low photoelectron kinetic energy region leads to
the conclusion that the D1(pi
−1) ion state possesses a different geometry than the
ion ground state D0(pi
−1), because the Franck-Condon factors of the excited 2pipi∗
state and the D1(pi
−1) ion state must be quite different from each other.
4.2.2 Photoelecton angular distribution
The dynamical behaviour of the photoelectron angular distributions (PADs) in the
recorded TRPEI data of both molecules individually provides further important
information about the temporal evolution of the electronic states. As described in
detail in the literature [51, 126] the time-resolved evolution of the PAD following a (1
+ 1′) ionisation process using parallel linear polarised laser pulses can be described
by a function of the photoelectron kinetic energy E, the pump-probe delay time ∆t
and the angle θ between the laboratory frame z axis and the ejection direction of
the photoelectron.
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The mathematical description of the PAD intensity is given by Equation 4.4, where
σ(E,∆t) is the time-dependent photoelectron energy distribution, Pn(cosθ) are the
terms of the nth-order Legendre polynomials and β2 and β4 are the well-known
anisotropy parameters.
I(E,∆t, θ) =
σ(E,∆t)
4pi
[1 + β2(E,∆t)P2(cosθ) + β4(E,∆t)P4(cosθ)] (4.4)
In Figure 4.3 a vertical line going completely through the images via their central
points defines the angle θ = 180◦. The time-resolved results of the performed fit of
the TRPEI data using Equation 4.4 are shown in Figure 4.8.
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Figure 4.8: Anisotropy parameters β2 and β4 are shown as a function of pump-
probe delay ∆t averaged over the 0.05 - 0.70 eV photoelectron kinetic energies region
following 240 nm excitation/308 nm ionization of N,N-DMA and 3,5-DMA. The
time scale is linear up to + 500 fs and logarithmic from + 500 fs onwards. The
anisotropy fit was performed to the non-averaged TRPEI data, that is partitioned
into 0.025 eV energy bins. The error bars are one standard deviation. The small
inserted plots, taken from literature [110], show the dynamical behaviour of β2 data
following 250 nm excitation and are displayed for comparison purposes. The grey
line is the time-resolved signal intensity over the same energy region of the spectrum.
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The transients of β2 and β4 for both molecular systems show a clear time-dependent
variation and are obtained by averaging over the low photoelectron kinetic energy
region between 0.05 - 0.70 eV, where the long lived (≥ 100 ps) TRPEI signals are
detected. It is valid to average the PAD transients, because for both molecules the
temporal behaviour of both β2 and β4 parameters is consistent within this selected
energy region. Thus the reason for averaging the data is to improve the statistics in
the displayed PADs.
In Figure 4.8 the anisotropy parameter β2 shows a clear and fast rise in both
molecules at very short times. In N,N-DMA the rise time is ∼ 100 fs, which is
somewhat faster than ∼ 250 fs in 3,5-DMA. The dynamical evolution of β2 is differ-
ent in both molecular systems from that time point onwards. The β2 parameter of
N,N-DMA exhibits a plateau after the initial rise and subsequently shows a small
decrease after ∼ 1 ps. In 3,5-DMA on the other hand, β2 shows a second increase
on a longer time scale, reaching a maximum value after 2 ps resulting in a plateau
that remains for > 50 ps.
The temporal evolution of the anisotropy parameter β4 of both systems is also plot-
ted in Figure 4.8. In N,N-DMA the behaviour of β4 matches that seen for β2 with
the only small difference being that the first plateau of β2 appears to be resolved into
two separate peaks in the same time frame. In 3,5-DMA an initial fall is recorded
on a time scale of ∼ 200 fs (similar time scale as the rise of β2 in the same molecule).
The further temporal evolution of β4 in 3,5-DMA matches the dynamical behaviour
of β2.
Figure 4.9 displays the β2 parameter following excitation of 250 nm allowing the
direct relation to the dynamics of β2 in the current 240 nm excitation data [110].
N,N-Dimethylaniline
0 0.5 1 10 100
Pump-probe delay (ps)
3,5-Dimethylaniline
0 0.5 1 10 100
Pump-probe delay (ps)
b
2
Figure 4.9: Anisotropy parameters β2 are plotted as a function of pumpprobe delay
∆t averaged over the 0.05 - 0.80 eV (N,N-DMA) and 0.05 - 0.65 eV (3,5-DMA)
photoelectron kinetic energies region following 250 nm excitation. The time scale is
linear up to + 500 fs and logarithmic from + 500 fs onwards. The data is partitioned
into 0.025 eV energy bins. The error bars are one standard deviation. Taken from
[110]
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The comparison of both β2 transients, in Figure 4.8 and 4.9 reveals that both in
N,N-DMA and in 3,5-DMA there is an additional feature superimposed over the
time dependent curve of the longer excitation wavelength 250 nm. As was the case
with the DAS data of both molecules, the additional temporal component in the
PADs is assigned to the dynamical process related to the 2pipi∗ excited state.
It is also worth mentioning that the photoelectron signals at higher kinetic energies
(< 0.8 eV) in both molecules exhibit a extremely short life time and as a result no
reliable information about their temporal evolution can be extracted.
The photoelectron angular distribution is also dependent on the kinetic energy E and
consequently the β2 and β4 parameters are plotted as a function of the photoelectron
energy E in a region at a pump-probe time delay of ∆t = 0 in Figure 4.10. The
grey solid line in the background displays the respective photoelectron spectrum
averaged over the time scale ∆t close to zero.
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Figure 4.10: Anisotropy parameters β2 and β4 are shown as a function of pho-
toelectron kinetic energy at zero pump-probe delay (data points) following 240 nm
excitation/308 nm ionization of N,N-DMA and 3,5-DMA. The PADs are superim-
posed over the corresponding photoelectron spectrum (grey line). The time scale is
linear up to + 500 fs and logarithmic from + 500 fs onwards. The error bars are
one standard deviation.
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In N,N-DMA as well as in 3,5-DMA the photoelectron spectra contain a clear sharp
peak, at 1.2 eV and 0.95 eV, respectively. This distinct feature is also observed in
the τ2 decay associated spectra of both molecules at the same kinetic energies shown
in Figure 4.6. The anisotropy parameter β2 displays a comparatively high value and
simultaneously a small β4 value is observed in the aforementioned energy region for
both molecules. These characteristics are strong evidence of the 3s Rydberg contrib-
uton in the mixed S2(3s/piσ
∗) Rydberg/valence excited state and will be discussed
in more detail later in Section 4.4.
The energy dependant PAD data of N,N-DMA also reveals a rapid and distinct
increase in both anisotropy parameters β2 and β4 in the kinetic energy region close
to 1.7 eV. This is possibly a signature of an ionisation signal from a higher lying
Rydberg state, which is probably a excited state with a 3p Rydberg component, as
seen in the theory later in this chapter. The corresponding photoelectron spectrum
(grey line) indicates no apparent strong signature of a Rydberg state implying no
significant population to this excited electronic state. An other explanation for the
missing signature could be a very small ionisation cross of this state. The fact that
the PAD is detecting the presence of the state shows the great advantages of the
powerful time-resolved photoelectron imaging technique.
It is known that the 2pipi∗ state possesses a relative diffuse character and is energeti-
cally located above multiple electronically excited Rydberg states, which have been
investigated formerly [110, 114]. The electronic population of the 2pipi∗ excited state
is more dominant than of the S1(pipi
∗) state based on the bigger oscillator strength
associated with 2pipi∗. This is in good agreement with the absorption spectra shown
in Figure 4.1 at the beginning of this chapter.
4.3 Theoretical framework
The equation of motion (EOM) coupled cluster theory with single and double sub-
stitutions in conjunction with an aug-cc-pVDZ basis set was utilised to calculate
potential energy surface cuts along the N-CH3 and the N-H stretching coordinate
for N,N-DMA and 3,5-DMA respectively.
The calculations along these coordinates were chosen specifically due to the key
importance in the overall non-adiabatic dynamics driven by those coordinates [102,
121, 127].
A B3LYP optimisation with a aug-cc-pVTZ basis set in the Cs symmetry was used
to calculate the equilibrium S0 geometries and the vertical oscillator strengths are
calculated with fully relaxed linear response transition densities. The Gaussian 09
program was used throughout in all calculations [128].
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All calculated results including the vertical excitation energies and the oscillator
strengths are displayed in Table 4.1 and are in very good agreement with the theo-
retical calculated results of these quantities shown in literature [110].
Table 4.1: EOM-CCSD/aug-cc-pVDZ vertical excitation energies (∆E) and oscil-
lator strengths (f) obtained for N,N-DMA and 3,5-DMA, along with corresponding
state assignments. The p manifold is heavily mixed with orbitals directed away from
the x, y and z molecular axes. As such, no specific assignments are given.
∆E [eV] (CCSD) a f (CCSD)
N,N-Dimethylaniline
1A′ S0 b 0 -
1 1A′ S2(3s/piσ∗) 4.55 0.0231
1 1A′′ S1(pipi∗) 4.59 0.0406
2 1A′ 3p 5.14 0.0007
2 1A′′ 3s 5.17 0.0145
3 1A′ 3p 5.41 0.0119
4 1A′ 2pipi∗ 5.49 0.2441
3,5-Dimethylaniline
1A′ S0 b 0 -
1 1A′ S1(pipi∗) 4.68 0.0247
1 1A′′ S2(3s/piσ∗) 4.80 0.0034
2 1A′ 3s 5.49 0.0089
2 1A′′ 3p 5.55 0.0004
3 1A′ 2pipi∗ 5.65 0.1135
4 1A′ 3p 5.92 0.0037
a Aug-cc-pVDZ basis set for response properties
b S0 geometries from B3LYP/aug-cc-pVTZ optimisation in Cs symmetry
In Figure 4.11 potential energy cuts are shown for the S0 ground state and multiple
electronic excited singlet states. As can be clearly seen in both molecular systems,
all electronic states are bound along the bond stretching coordinate apart from the
special case of S2(3s/piσ
∗). The potential energy curve of this electronically excited
state comprises a small energetic potential barrier before it develops a dissociative
asymptotic character. As a consequence the direct N-CH3/N-H bond fission along
this dissociative coordinate is possible in both molecules upon 240 nm excitation.
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A conical intersection between the mixed S2(3s/piσ
∗) Rydberg/valence state and the
electronic S0 ground state is also expected and has been shown by the different com-
putational complete active space self-consistent field (CASSCF) method, referring
to the very similar molecular system aniline [121].
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Figure 4.11: Calculated potential energy cuts of the S0 ground state and sev-
eral low-lying electronically excited singlet states along the NH stretching coordi-
nate in 3,5-DMA and the N-CH3 stretching coordinate in N,N-DMA using EOM-
CCSD/aug-cc-pVDZ. The p manifold is heavily mixed with orbitals directed away
from the x, y and z molecular axes. As such, no specific assignments are given.
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4.4 Discussion
The results of the decay associated spectra and the photoelectron angular distribu-
tion presented in Section 4.2 were obtained from TRPEI data recorded at a exci-
tation wavelength of 240 nm. In N,N-dimethylaniline as well as 3,5-dimethylaniline
the dynamical behaviour is composed of two components. Firstly, the relaxation
pathways of S2(3s/piσ
∗) and S1(pipi∗) (already active at 250 nm excitation) and sec-
ondly an additional dynamical feature, which is ascribed to the energetic onset of
240 nm excitation to 2pipi∗ and its temporal evolution. This is strongly supported
by the DAS data, where the spectral characteristics of the τ2−4 time constants show
remarkable similarities for both excitation wavelengths 240 nm and 250 nm in N,N-
DMA and 3,5-DMA. Moreover, the PADs provide additional evidence, since after
240 nm excitation the temporal development of the β2 anisotropy parameter shows a
superposition of the characteristics observed at 250 nm and a new dynamical feature.
As a result, firstly the temporal evolution of the first two electronically excited states
S2(3s/piσ
∗) and S1(pipi∗) will be explained and secondly the role of the energetically
higher lying 2pipi∗ state and its non-adiabatic dynamics will be discussed.
4.4.1 Dynamics of the first two electronic excited states
The DAS time constants τ2, τ3 and τ4 shown in Figure 4.6 of both molecular systems
can be attributed to specific electronic states and their dynamical behaviour is based
on the comparison with the DAS time constants τ1−3 from an earlier TRPEI study
at 250 nm, as displayed in Figure 4.7 [110]. In the first instance, all three decay
constants exhibit the same spectral and temporal behaviour and absolute energetic
peak positions, both for the molecular systems under study and the different exci-
tation wavelengths. This being the case, the τ3 and τ4 spectra can be interpreted
as direct ionisation from the S1(pipi
∗) state, since the two time constants and their
spectral shapes are remarkably similar at both excitation wavelengths 240 nm and
250 nm. In N,N-DMA and 3,5-DMA, the τ3 DAS is representing a subsequent ultra-
fast intramolecular vibrational redistribution (IVR) on the time scale of 1.5 ± 0.3
ps and 2.1 ± 0.3 ps, respectively. Ultrafast IVR was previously observed in S1(pipi∗)
of chlorobenzene as well as in S0 of benzene and difluorobenzene and plays a role in
excited electronic states with excitation clearly above the state origin, as it is the
case for S1(pipi
∗) [110, 129, 130]. The τ4 DAS describes the overall decay of S1(pipi∗)
with 150 ± 20 ps in N,N-DMA and 100 ± 20 ps in 3,5-DMA. The final fate of the
S1(pipi
∗) excited state can not be determined within the scope of this experiment, but
due to previous work several options are feasible including intersystem crossing to
energetically lower lying triplet states [131], fluorescence [132] or population transfer
back to the electronic ground state S0 [104, 121].
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The τ2 DAS shown in Figure 4.6 describes the temporal decay of the S2(3s/piσ
∗)
excited state, with an observed decay time of 120 ± 20 fs in N,N-DMA and 110 ±
20 fs in 3,5-DMA. In both molecules the τ2 DAS exhibits specific characteristics at
photoelectron kinetic energies > 0.8 eV such as a superposition of a narrow spec-
tral peak (at 1.2 eV in N,N-DMA and 0.95 eV in 3,5-DMA) on a broader spectral
background of lower amplitude. The same behaviour has been observed previously
in these systems at the excitation wavelength of 250 nm. This narrow and sharp
peak is linked with a relatively high anisotropy parameter β2 and simultaneously a
low β4 value, as depicted in Figure 4.10. The broader feature, on the contrary, is
associated with a low value for both anisotropy parameter β2 and β4.
Theoretical calculations support the view of an S2 excited state with 3s Rydberg
character in the vertical Franck-Condon region and piσ∗ valence character at longer
N-X bond distances in both molecular systems (in N,N-DMA X = H and in 3,5-DMA
X = CH3). Figure 4.12 shows the excited-state second-moment of the electronic
charge distribution ∆ 〈r2iso〉 in aniline as a function of N-H distance (left side) and
in N,N-DMA dependent on N-CH3 distance (right side) with respect to the ground
state size and geometry.
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Figure 4.12: Evolution of the excited-state second-moment of the electronic charge
distribution ∆ 〈r2iso〉 with respect to the ground state S0 as a function of N-H distance
in aniline and N-CH3 distance in N,N-DMA. Note that both plots are displaying
slightly different ranges in ∆ 〈r2iso〉 and bond distances. The aniline data is taken
from literature [110] and the N,N-DMA is from this present study [2].
In their comprehensive review, Reisler and Krylov state that energetically low-lying
Rydberg and valence states can be distinguished by ∆ 〈r2iso〉, which is the difference
between the 〈r2iso〉 values for the excited states and the ground state [133]. ∆ 〈r2iso〉
provides a measure of the spatial extent of electronic density in the excited states
with respect to the ground state and therefore allows the comparison of different
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electronic states independent of the overall molecular size. Characteristic values of
∆ 〈r2iso〉 for excited valence states, that contain n, pi∗ or σ∗ are less than 1A˚2, since
they are very similar to the ground state geometry. However, 3s and 3p Rydberg
states exhibit values of ∆ 〈r2iso〉 up to 12A˚2 [133].
In Figure 4.12 the decrease of ∆ 〈r2iso〉 is displayed very clearly in aniline, where at
short distances a pronounced Rydberg character is visible and upon N-H bond ex-
tension the valence character of that mixed excited state becomes more prominent.
The right hand side of Figure 4.12 shows the same trend in N,N-DMA although the
decrease is not as distinctive. Overall this evolution takes place on an extremely
short time scale, which can be not temporally resolved within this TRPEI study.
In a spectrally averaged manner, however, it is most certainly possible to see this
evolution of the S2 excited state character with the current TRPEI setup. The 3s
Rydberg element within the mixed excited state is responsible for the narrow and
sharp peak at 1.2 eV and 0.95 eV for N,N-DMA and 3,5-DMA, respectively, in the
DAS (see Figure 4.6). This arises from the strong tendency for diagonal ionisation.
In addition to this the s-orbital character exhibits a high β2 parameter due to the
well-defined orbital angular momentum and a low β4 value based on the lack of
inherent alignment of a mostly s-orbital feature (see Figure 4.10).
At more extended bond distances, the piσ∗ valence character of the S2 excited state
dominates, which is based on the decrease of diagonal ionisation propensity resulting
in a broader and lower amplitude feature of the τ2 DAS. Likewise the anisotropy
parameter β2 is reduced in the energy dependant PAD as a consequence of the less
well defined orbital angular momentum. This can be seen in the higher photoelec-
tron kinetic energy region of the DAS and the PAD at > 0.8 eV.
Hereafter the features of both molecules in the lower kinetic energy region < 0.8 eV
will be discussed. The decay associated spectra in the lower energy region are very
similar apart from one prominent difference in the τ2 DAS. In N,N-DMA it reveals
a negative amplitude until 0.55 eV, while the amplitude for 3,5-DMA in that energy
region is zero. All exponential decay functions, described in Equation 4.3 and used
to globally fit the TRPEI data using Equation 4.2, originate from pump-probe delay
∆ t = 0. As a consequence, the negative amplitude in the τ2 DAS in N,N-DMA
is persuasive evidence for a sequential dynamical process between two electronic
states.
Mathematically this can be interpreted as a necessary summation of the negative
short-lived τ2 DAS amplitude to the sequential long-lived DAS amplitudes in the
same low energy region, since the later mentioned τ3/4 time constants do not really
originate from zero and represent the ionisation from the S1(pipi
∗) excited state.
Physically the negative amplitude describes the non-adiabatic coupling of S2(3s/piσ
∗)
and S1(pipi
∗) and the concomitant population loss from the higher lying excited state
via internal conversion, as discussed in Chapter 3.
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The missing negative amplitude in 3,5-DMA means the absence of this dynamical
non-adiabatic coupling and suggests instead a different, yet also extremely fast de-
cay process is responsible for population loss from the S2(3s/piσ
∗) potential energy
surface. Using the TRPEI technique does not allow one to track the alternative
pathway of the S2(3s/piσ
∗) Rydberg/valence state. Nevertheless a direct N-H fission
along the dissociated reaction coordinate is expected and this assertion is strength-
ened by detection of ultra fast H-atom release in the very similar system aniline
using complimentary detection methods like H atom photofragment translational
spectroscopy [102] and time-resolved velocity map imaging [121].
Moreover, the theoretical calculated potential energy cut of the S2(3s/piσ
∗) excited
state along the NH stretching coordinate in 3,5-DMA and N-CH3 in N,N-DMA (see
Figure 4.11) clearly reveals the dissociative character. Thus, the calculations sup-
port the argument for the fragmentation pathway in 3,5-DMA on the one hand and
suggest, on the other hand, that this dissociation pathway is an additional decay
option in N,N-DMA next to the internal conversion to the energetically lower lying
S1(pipi
∗) excited state. The methylation of the original molecule aniline proves to
be a good method of gaining new dynamical insights. Exciting with 240 nm is well
above the small potential barrier present along the reaction coordinate and the two
competing pathways are still active in N,N-DMA. In S1(pipi
∗), however, the methy-
lation slowed down the time scale for internal conversion considerably, so H atom
loss is the dominant process.
The highly differential TRPEI approach provides, in addition to the DAS data also
information about the photoelectron angular distribution of the involved excited en-
ergy states. The physical meaning of non-adiabatic coupling between two different
states is the intermixture of their vibronic or purely electronic nature, which can be
measured in the time dependent development of their photoelectron angular distri-
bution [18, 134, 135]. In this present study of the excited electronic states in the
two aniline derivates following 240 nm excitation the dynamical evolution of their
PADs is a convolution of two overlapping processes. These are, firstly, the com-
ponent already observed at a 250 nm excitation wavelength and, secondly, a new
behaviour resulting from the newly excited 2pipi∗ state. The dynamical evolution
of the anisotropy parameters β2 and β4 for both molecules, as described above in
Section 4.2.2, are shown in Figure 4.8. Since the PAD in this Figure is summed over
the low photoelectron kinetic energy region, it is a direct reflection of the electronic
S1(pipi
∗) excited state evolution. The geometry change of this state due to for ex-
ample the approach of a conical intersection and therefore the change of electronic
character will effect the β2 and β4 parameters.
After comparing the temporal evolution of the anisotropy parameter β2 following
240 nm excitation (see Figure 4.8) with the 250 nm data (see Figure 4.9), it is clear
that at both excitation wavelengths the molecules approach the S2(3s/piσ
∗)/S1(pipi∗)
87
CHAPTER 4. NON-ADIABATIC DYNAMICS IN ANILINE DERIVATIVES
conical intersection while changing their molecular geometry. In both molecules,
and at both excitation wavelengths, β2 exhibits an increase, however the rise time
in N,N-DMA with ∼ 150 fs is clearly faster than the rise in 3,5-DMA with ∼ 1.5 ps.
The quicker rise time in N,N-DMA can be explained due to two competing decay
pathways: internal conversion and bond fission, which are happening on the same
ultrafast time scale, since the τ2 decay lifetime associated with S2(3s/piσ
∗) is 120
fs. Based on this it can be stated that both channels are open and active. On the
contrary in 3,5-DMA, the methylation of the aromatic ring structure increases the
time scale to reach the geometry of the S2(3s/piσ
∗)/S1(pipi∗) CI drastically, therefore
the faster bond fission process is the only dominant decay process. In Figure 4.13
the decay processes in NN-DMA and 3,5-DMA are displayed with the associated
time constants.
Figure 4.13: Sketch of energy decays of the three electronic excited states in N,N-
DMA and 3,5-DMA after 240 nm excitation.
4.4.2 2pipi* dynamics and comparison with aniline
In Section 4.2.1 the τ1 DAS shown in Figure 4.6 has already been associated with
the ionisation from the 2pipi∗ valence state, which decays extremely quickly on a
time scale beyond the resolution of the experimental setup. The Gaussian τ1 decay
constant extracted from the fit of the TRPEI data is plotted against photoelectron
kinetic energy in Figure 4.6 and exhibits positive DAS amplitudes throughout the
entire spectrum. As discussed above, negative amplitudes in a certain energy re-
gion indicate non-adiabatic coupling between two electronic states. The fact that
in Figure 4.6 the τ1 DAS in the lower kinetic energy region of both molecules,
N,N-DMA and 3,5-DMA, shows no negative amplitude implies that 2pipi∗ is not
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transferring population to either S2(3s/piσ
∗) or S1(pipi∗). This result is remarkable
since the case is different in aniline, the very similar base molecule, where the re-
laxation pathway is calculated to include a three state 2pipi∗/S2(3s/piσ∗)/S1(pipi∗)
conical intersection [104]. Experimental evidence for population transfer from 2pipi∗
to S2(3s/piσ
∗)/S1(pipi∗) was found after 238 nm excitation [103].
In N,N-DMA and 3,5-DMA the missing negative τ1 DAS amplitude in the low ki-
netic energy region can be explained with the help of the photoelectron angular
distribution data shown in Figure 4.8. Here both anisotropy parameters β2 and β4
exhibit two distinct temporal evolutions, one of which originates from the molecular
geometry accessing the S2(3s/piσ
∗)/S1(pipi∗) CI. The second evolution may therefore
be connected to the different geometry of the S1(pipi
∗) state connecting to the 2pipi∗
state via an different conical intersection. The time scales for the geometry change
in both molecules to reach this 2pipi∗/S1(pipi∗) CI is relatively fast, being ∼ 250 fs
in N,N-DMA and ∼ 350 fs in 3,5-DMA. Nevertheless they are much longer than
the recorded 2pipi∗ lifetime, which is not resolvable within the scope of the TRPEI
measurement.
The following conclusions can be drawn for this aforementioned analysis. Firstly,
the internal conversion pathway from 2pipi∗ to S1(pipi∗) and/or S2(3s/piσ∗), although
in general electronically accessible and therefore possible, is not active in both
molecules, because this decay process is not able to kinetically compete with the
operating mechanisms, such as direct dissociation. Secondly, following 240 nm exci-
tation the two low lying S2(3s/piσ
∗) and S1(pipi∗) excited states have to be populated
directly in the Franck-Condon region.
In aniline, in contrast to the situation mentioned above, the non-adiabatic decay
pathway of 2pipi∗ to S1(pipi∗) takes place to some extent at similar excitation wave-
lengths. Here it is interesting to note that in fully deuterated d7-aniline the overall
dynamical processes are very similar to the one observed in N,N-DMA, so also here
no non-adiabatic population transfer from 2pipi∗ to S1(pipi∗) or S2(3s/piσ∗) is observed
[103]. The vibrational time scales in the molecular systems dictate very crucially
which 2pipi∗ decay pathway becomes the dominant one. Moreover, measurements of
aniline at 240 nm excitation have shown no temporal evolution of the β2 anisotropy
parameter in the low kinetic energy region (0.2 - 0.4 eV) [136]. This is an additional
argument for the proposed kinetic mechanisms in aniline of temporally being able
to access the conical intersection geometry between 2pipi∗ and S2(3s/piσ∗)/S1(pipi∗)
on an ultrafast time scale much shorter than the temporal resolution of the present
experiment. Hence internal conversion is now becoming an active decay pathway
for the population on the 2pipi∗ potential energy surface, also observed following 250
nm excitation [110].
If population on the 2pipi∗ surface is reducing via internal conversion to S1(pipi∗)
and/or S2(3s/piσ
∗) the molecules have to undergo a significant geometry change re-
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quiring motion of the NH2 group out of the ring plane and distortion of the aromatic
ring system suggested by the three state conical intersection in aniline [104] and the
S1(pipi
∗)/2pipi∗ CI proposed by Stavros and co-workers [108]. The aforementioned
kinetics operating in N,N-DMA and 3,5-DMA are in agreement with the literature,
since site-selective methylation slows down both described geometry changes, which
bring the molecules to the conical intersections. On this basis, the 2pipi∗ state has to
decay via a different pathway than internal conversion to S2(3s/piσ
∗)/S1(pipi∗), such
as the barrierless decay pathway using conical intersections connecting the 2pipi∗
state with the electronic ground state S0, as suggested by Fielding and co-workers
[104].
Since geometry changes in the molecules (e.g. out of plane motion of the NH2 group
and considerable aromatic ring distortion) affect the dynamical processes, it is sur-
prising that no significant difference in the 2pipi∗ decay life time could be observed
in the different molecular systems N,N-DMA, 3,5-DMA and aniline. The latter of
which has a measured 2pipi∗ lifetime of 50 ± 10 fs [103]. These ultrafast lifetimes of
the three molecules, may in principle different from each other, but are too fast to
observe with the current TRPEI setup.
As a result it can be concluded that internal conversion from the 2pipi∗ excited state
directly to the S0 ground state is a possible relaxation pathway, but another mech-
anism may be also actively involved in the electronic state decay dynamics. Theo-
retical excited state calculations for N,N-DMA and 3,5-DMA, shown in Table 4.1,
reveal the existence of several Rydberg states lying energetically above S2(3s/piσ
∗)
and just below 2pipi∗ in the Franck-Condon region. For the purpose of generating a
correctly modelled aniline absorption spectrum, the coupling interactions between
these Rydberg states and the 2pipi∗ state have to be included in the simulation [114].
It is therefore more than plausible that these electronic state interactions might play
a role in the population decay of the 2pipi∗ state.
A piece of evidence for the contribution of the Rydberg states to the overall dynam-
ical processes can be seen in Figure 4.10, where the anisotropy parameters β2 and
β4 are plotted vs. photoelectron kinetic energy at a pump-probe delay time ∆t = 0,
shown is section 4.2.2. In N,N-dymethylaniline at high kinetic energies, where the
2pipi∗ state is located energetically, the β2 and β4 parameters exhibit both a high
value. This can be caused by a Rydberg state with a p character and should be
investigated in future studies.
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4.5 Conclusion
The highly differential time-resolved photoelectron imaging technique provides com-
prehensive insights in the numerous non-adiabatic pathways operating in the ani-
line derivatives N,N-dimethylaniline and 3,5-dimethylaniline after 240 nm excitation.
This site selective methylation method is supported by ab initio calculations of state
properties in N,N-DMA and 3,5-DMA. These molecules are an excellent basis in a
“bottom up” approach to understand the dynamical processes linked to the photo-
protective function of bigger biological chromophores.
In this present study several electronic excited states are energetically accessible fol-
lowing 240 nm excitation and their dynamical evolution is observed. In N,N-DMA
the mixed S2(3s/piσ
∗) Rydberg/valence state decays through two competing routes,
which are, on the one hand, internal conversion to the longer lived S1(pipi
∗) valence
state and, on the other hand, direct bond fission along the N-CH3 reaction coordi-
nate.
A different picture is painted in the case of 3,5-DMA. Here the only active decay
pathway is direct dissociation along the N-H coordinate. The methylation of the
aromatic ring alters the relative time scales of the two pathways in a way that inter-
nal conversion is slowed down too much to compete kinetically with the dissociation
pathway. This statement is greatly underpinned by the temporal evolution of the
PADs.
Furthermore, in both molecular systems the energetically higher lying 2pipi∗ valence
state seems not to undergo non-adiabatic coupling with the other excited S2(3s/piσ
∗)
or S1(pipi
∗) states. Instead it is assumed that the 2pipi∗ excited state is either directly
internally converting on a ultrafast time scale to the electronic S0 ground state (as
observed in aniline) or decaying via an other relaxation pathway. Further investi-
gation of the multiple Rydberg states (which are energetically just below the 2pipi∗
state) might be a key factor and provide more information about the overall relax-
ation dynamics.
In conclusion it can be seen that site-selective methylation in combination with the
highly differential measurement technique provides new and extensive information
about the molecular systems under study.
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Chapter 5
Time-resolved photoionization
spectroscopy of mixed
Rydberg-valence states in indole
In this chapter new experimental insights into non-adiabatic relaxation dynamics in
gas-phase indole using time resolved photoelectron imaging are presented and were
published in the paper M. M. Zawadzki et al., Time-resolved photoionization spec-
troscopy of mixed Rydberg-valence states: indole case study. Phys.Chem.Chem.Phys.,
17, 26659, 2015 [1].
The highly differential spectroscopic technique provides energy and angle-resolved
information and reveals subtle details of the complex interplay of several low-lying
electronic excited states accessible at a photo-excitation wavelength of 267 nm and
258 nm. Particularly the fate of the mixed Rydberg-valence 3s/piσ∗ state was stud-
ied, which correspond to the electronic states with a dissociative valence character.
Here the experimental data, in combination with various ab initio calculations using
both coupled cluster and density functional methods, show a population residing on
the 3s/piσ∗ excited state surface at large N-H bond distances for a comparatively
long time period before a dissociation and/or an internal conversion process proceed.
Moreover, this chapter addresses some important general information about the na-
ture of mixed Rydberg-valence excited states, such as their spectral fingerprints,
the detection sensitivity in photoionization measurements and more generally their
significance in vibronic relaxation in small model-chromophore systems.
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5.1 Introduction
5.1.1 The indole case study - what happened so far
Indole is the base chromophore in many bio-molecules of interest such as the nucleic
acid bases adenine, guanine, aromatic amino acids like tryptophan and eumelanin
the pigment in human skin hair and retina [137]. The latter was found to be present
already in the Jurassic period [138]. All these molecular systems are the “build-
ing blocks” of life and the body’s front line defence system against the potentially
damaging effects of the ultraviolet radiation using a non-radiative decay mechanism
[139, 140]. As such it is of great interest to study and understand the physical
processes and dynamical evolution in photoexcited indole in order to subsequently
understand the physical mechanisms of larger bio-molecular systems.
The absorption spectrum of a molecular system such as indole is an important piece
of evidence for their electronic landscape. In Figure 5.1 the low resolution UV ab-
sorption spectrum in the spectral region from 200 nm to 320 nm is shown [141].
One can observe a broad peak spanning from 220 nm to about 280 nm, which orig-
inates mainly from the absorption to the 1La excited state. Its electronic origin,
although hard to be observed directly, is stated to be located at 273 nm [142, 143].
The narrow peak localised between 280 nm and 295 nm is a signature of the lower
situated 1Lb excited state, the electronic origin of which is known in the literature at
283.8 nm [144, 145]. 1La and
1Lb are the historical labels by the Platt nomenclature
for the two 1pipi∗ valence states with a 1A′ symmetry [146].
Figure 5.1: The graph shows a gas phase absorption spectrum of indole. From 230
nm onwards the spectrum was four times magnified for clarity purposes. [24]
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The reason for the slight deviation of the 1Lb peak position from the literature value
can be explained with significant hot-band contributions that can occur in a higher
temperature present in the absorption sample cell of the experiment [24]. Finally,
the band below 220 nm in the spectrum can be attributed to the absorption of higher
lying 1pipi∗ valence states 1Bb and 1Ba [141, 147].
Next to these optically “bright” electronic excited states in the wavelength region
between 200 nm to 300 nm, which are shown in the absorption spectrum in Figure
5.1, exists another electronic excited state, with a mixed 3s/piσ∗ Rydberg/valence
character. In indole this state is optically “dark” and is dissociative along the N-
H bond coordinate [148]. It has 1A′′ symmetry and the electron density of its 3s
Rydberg character is localised on the N-H group, with a node along the N-H bond
length [148, 149].
An excited electronic state is essentially optically “dark” for single photon absorp-
tion, if its transition from the ground state S0 carries little or no oscillator strength.
In Table 5.1 the oscillator strengths f for the first three excited 1Lb,
1La and 3s/piσ
∗
states are shown as well as the calculated vertical excitation energies in eV. Here it
is obvious that the two 1pipi∗ valence states exhibit a far greater oscillator strength f ,
than the 3s/piσ∗ state and are therefore optically “bright”. Sobolewski and Domcke
calculated the oscillator strengths for the Rydberg/valence state to be 3× 10−5 by
[148], so even lower than the value in Table 5.1.
Table 5.1: A list of the calculated vertical excitation energies (in eV) for indole.
Theory: coupled cluster response theory in conjunction with an aug-cc-pVDZ one-
electron basis set. Also the oscillator strengths f are listed and obtained from LR-
CCSD. [24]
State E [eV] E [eV] f
LR-CCSD CCR(3)
1pipi∗ 1Lb (1A′) 4.823 4.762 0.0280
1pipi∗ 1La (1A′) 5.241 5.117 0.1018
1piσ∗NH (
1A′′) 5.046 5.017 0.0022
Although these Rydberg/valence states hold only little or no oscillator strength for
single photon absorption, their repulsive character potentially provides a fast and
efficient route for a non-radiative decay pathway in aromatic molecules back to the
S0 electronic ground state. For this reason they have been implicated in playing
an important role in “photostability” and are of great interest within the chemical
dynamics community [99, 100, 150].
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The potential energy functions of the S0 ground state and the first excited electronic
states have a distinctive dependence on the N-H bond distance and are plotted in
Figure 5.2. The graph clearly shows the bound nature of the 1La and
1Lb potential
energy functions in terms of the in-plane detachment of the H-atom on the N-H
group. The energy curve of the 3s/piσ∗ state reveals a dissociative feature along the
N-H stretching coordinate due to the repulsive 1piσ∗ character of the overall excited
state [120]. Unlike in the literature, where the whole excited state is just called 1piσ∗,
the more accurate label 3s/piσ∗ substantiates the mixed Rydberg/valence character
at short/long N-H bond lengths respectively.
Figure 5.2: Energy cut along the N-H coordinate in indole obtained using EOM-
CCSD theory with a basis set aug-cc-pVDZ. [24]
The electronic properties of indole have been well studied in the gas phase with var-
ious spectroscopic techniques. After initial excitation in the energy region 285 nm
- 220 nm both 1pipi∗ states are populated, though the 1La is primarily excited based
on its bigger oscillator strength. Hereinafter an extremely fast internal conversion
from the 1La state via two parallel decay mechanisms takes place on a sub-100 fs
time scale [24]. On the one hand, energy can be transferred to the lower lying 1pipi∗
singlet state through a conical intersection (CI) that connects the 1La state with this
1Lb state via different Herzberg-Teller active modes [151, 152]. On the other hand, a
non-adiabatic relaxation can take place to the mixed 3s/piσ∗ Rydberg/valence state.
This is possible, because the potential energy function of the 3s/piσ∗ state crosses
the functions of the 1pipi∗ states, forming a conical intersection located along the
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N-H bond stretching coordinate. The formation of the CI is symmetry allowed in
the planar system if out-of-plane vibrational modes of A′′ symmetry are taken into
account and is located at around 5 eV (248 nm) above the S0 ground state [153]. At
an extended N-H bond distance the potential energy curve of the 3s/piσ∗ state forms
a CI with the S0 ground state potential allowing an ultrafast internal conversion to
S0 to occur, as has been extensively studied computationally by Sobolewski and
Domcke [153].
Alternative to the ground state recovery, N-H bond fission can take place directly on
the 3s/piσ∗ energy surface, depending on the excitation energy. The lack of observed
vibronic structure in the absorption spectrum above the 1La origin may be reasoned
in parts with the aforementioned ultrafast decay from the 1La state via the 3s/piσ
∗
state. The review by Reisler and Krylov from 2009 shows an excellent overview of
the Rydberg valence interactions [154].
In the literature there has been some inconsistency in the conclusions about the role
and fate of the 3s/piσ∗ state. Zwier and co-workers studied the hydride stretch in in-
dole and its derivatives between 284 nm and 273 nm using excited state fluorescence-
dip infrared spectroscopy [155]. It was concluded that the 1piσ∗ state was not the
main relaxation pathway due to the lack of significant change in the N-H stretching
frequency relative to S0. In other observed indole derivates, however, the
1piσ∗ state
was proven to be involved.
A femtosecond time-resolved spectroscopic analysis of indole by Radolff and co-
workers examined photoions and photoelectrons in coincidence at excitation wave-
lengths of 263 nm and 250 nm [156]. A fast internal conversion to the 1piσ∗ state
was not detected, because a long lifetime of over several hundred ps of the initially
excited 1pipi∗ states was observed. The conclusion was no significant connection to
the 1piσ∗ state is present at these wavelengths.
Zewail and co-workers [157] also concluded that 1piσ∗ plays no strong role in the
relaxations dynamics in indole after investigating the photoexcited molecule at 267
nm with ultrafast electron diffraction. They argued that the initially excited 1La
state decays on a timescale of 6.3 ps and is depopulated by the lower lying triplet
channels via intersystem crossing (ISC). The T1(
3pipi∗) state should be responsible
for any H-atom loss. The symmetry and parity rule normally predicts long time
scales for ISC in a planar geometry, but the authors explain the very short time
scale for ISC in indole with the vibronic couplings with the non-planar geometry of
the T2(
3pipi∗) state.
In contrast to these findings, other experimental and theoretical scientists found
strong evidence for the important role of 1piσ∗ states. Lee and co-workers investi-
gated the photodissocitation of indole at 193 nm and 248 nm with the multimass
ion imaging technique under collision free conditions [158]. They recorded a two-
component photofragment translational energy distribution at both wavelengths and
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assigned the high kinetic energy component to direct dissociation pathway along the
1piσ∗ state. It was populated through the initially excited 1pipi∗ states - the 1La state
at 248 nm and the 1Ba/
1Bb states 193 nm. The low energy component is the result
of the internal conversion to the highly vibrationally excited S0 ground state, also
called the “hot” ground state.
Ashfold and co-workers did another important experimental study of fragmentation
dynamics in indole after excitation at 193 nm and between 240 nm and 286 nm util-
ising H Rydberg atom photofragment translational spectroscopy [159]. Additional
to the findings of Lee and co-workers [158], they found an energetic threshold for the
high kinetic energy H atom dissociation channel at excitation wavelengths shorter
than 263 nm. This H-atom detachment takes place on the dissociative 1piσ∗ sur-
face along the N-H bond. Ashfold and co-workers also detected low kinetic energy
H-atoms that were generated by a unimolecular decay of the “hot” ground state
molecule.
The fate of the 3s/piσ∗ state was also of great interest for Townsend and co-workers
in a recent time-resolved photoelectron spectroscopy (TRPES) study [24], where
the relaxation dynamics of indole after 249 nm and 273 nm excitation were inves-
tigated. A key finding of this work, as described in detail above, was that at both
wavelengths the same parallel relaxation of the initially populated 1La state is taking
place decaying either via the 1Lb or 3s/piσ
∗ state.
The two techniques, time-resolved photoelectron spectroscopy and photofragment
translational spectroscopy, are a great example for complementary tools with their
unique observables that can be associated to the same underlying physical processes.
In the particular example of indole, the evidence of the high kinetic H atoms after
N-H bond fission at shorter wavelengths than 263 nm can be combined with the with
the TRPES data enableing to assign specific features to the 3s/piσ∗ state. These
special features were also observed in the TRPES spectra at 273 nm, which is be-
low the H atom fragment onset, and it was concluded that the relaxation pathway
via the 3s/piσ∗ state must be still active, although the decay pathway could not be
explicitly determined.
A more recent study by Longarte and co-workers measured the relaxation dynamics
of the isolated indole molecule with femtosecond time-resolved ionisation [160]. The
ion-yield traces were measured after UV excitation in the region between 283 nm
to 243 nm. The monitored results also concluded excitation takes place to the 1pipi∗
valence states, although mainly to 1La with subsequent parallel exponential decay
via 1Lb or 3s/piσ
∗. The relaxation pathway via the mixed Rydberg/valence state
was, however, just observed for excitation wavelengths above 263 nm, that is in
agreement with the H atom elimination threshold in reference [159].
Lindh and co-workers presented a unconstrained theoretical approach to the pho-
tophysics of indole confirming the presence of a conical intersection between the
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two “bright” 1pipi∗ valence states 1La and 1Lb via a barrierless decay pathway in the
Franck-Condon region [137]. Lastly, a very recent study using photoionisation and
fragmentation pump-probe spectroscopy was conducted by Ullrich and co-workers
studying indole after 200 nm excitation. Due to the high pump energy the higher
lying 1Bb electronic excited state is initially populated and undergoes very fast inter-
nal conversion to the 1La state. The subsequent dynamics, although slightly faster
due to the shorter excitation wavelength, are the same as in the studies described
above. So here the parallel decay process to either 1Lb or 3s/piσ
∗ is concluded.
The motivation to investigate photoexcited indole with the time-resolved photoelec-
tron imaging technique at pump wavelengths of 267 nm and 258 nm (below and
above the onset threshold for H-atom elimination) was to understand the fate of the
mixed 3s/piσ∗ Rydberg/valence state. The results of the additional angle-resolved
data provided by TRPEI in this chapter give new insights to the dynamical evolution
of this state. The experimental results from this very differential spectroscopic tool
are supported by information of theoretical ab initio calculations about the 3s/piσ∗
state properties.
5.1.2 Experimental details
The experimental setup with all its important components used to collect the data
is described in detail in Chapter 3. This section summarises the important details
and describes the specific configurations for the indole experiment.
The molecular sample indole with a purity of 99% was purchased from Sigma-
Aldrich. In order to introduce the sample into the source chamber of the differen-
tially pumped photoelectron spectrometer it is positioned into the cartridge inside
the pulsed molecular beam valve [82]. A carrier gas pressure of 5 bar helium is
utilised to enable indole to pass trough a skimmer with a diameter of 1.0 mm and
into the main interaction chamber. Here the molecular beam was intersected at
90◦ with two collinear propagating UV laser beams leading to a (1 + 1′) ionisation
process of indole, where 267 nm or 258 nm were chosen as pump and 300 nm as a
probe wavelength. The reason for a 300 nm probe is the lack of resonant absorption
of indole in this spectral region, as shown in Figure 5.1. An evolving “probe-pump”
signal in the negative temporal direction can be circumvented guaranteeing a “clean”
experiment. This probe wavelength was generated by taking a part of the 800 nm
fundamental output of a regeneratively amplified Ti:sapphire laser system, seeding
it into a optical parametric amplifier (Light Conversion, TOPAS Prime-U) and dou-
bling the output frequency twice with two thin β-barium borate (BBO) crystals.
The fundamental physics of these nonlinear optical processes is described in Section
3.1.2. The result is a probe beam with a wavelength of 300 nm and a pulse energy
of ∼ 2 µJ. A single-pass fused silica prism compressor is utilised to shorten the tem-
poral duration of the laser pulse after dispersion due to passing though material.
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The two different pump wavelengths that are used to study dynamical behaviour
upon different excitation are produced as follows. The 267 nm beam was generated
in a third harmonic generation process using a portion of the 800 nm fundamental
laser output and seeding it into the high harmonics box that is equipped with a pair
of thin β-barium borate (BBO) crystals (shown and explained in Figure 3.4). The
generation of the other pump wavelength 258 nm also uses two steps, where firstly
a separate fraction of the 800 nm fundamental laser output is sum-frequency mixed
with the signal beam from a second optical parametric amplifier (Spectra Physics,
OPA-800C) in a thin BBO crystal and secondly this light in the visible spectral
energy region is frequency doubled with another BBO crystal producing the UV
laser light. In both cases the pulse energy of the pump beams is attenuated to 1.2
mJ. Material dispersion is compensated using a single pass calcium fluoride prism
compressor to ensure a short fs pulse.
For every time-resolved measurement an accurate temporal delay between pump
and probe is needed and is realised in our setup with a precisely operating linear
translation stage, which can be automatically controlled with a PC. As mentioned
above, pump and probe pulse are co-propagating into the main interaction chamber
having been previously combined on a thin dichroic mirror and focussed with a 25
cm fused silica lens into the spectrometer.
Inside the vacuum chamber, between the electrostatic electrodes repeller and lens,
which are optimised for velocity-map imaging, the (1 + 1′) photoionisation process
of indole occurs releasing electrons with specific velocity vectors, a signature of the
electronic excited states they originate from. These photoelectrons are detected with
a 40 mm MCP/P47 phosphor screen detector, that is used in combination with a
CCD camera (640 × 480 pixels).
The pump-probe signal crosscorrelation (CC) that defines the temporal resolution
of the experiment can be optimised by systematically adjusting the length of both
prism compressors in each beam line. In this experiment a CC of 120 ± 10 fs is
detected by recording the non-resonant (1 + 1′) photonionisation signal of pyrrole,
which was also used for energy calibration of the spectrometer [161]. To insure a
pure indole monomer detection the spectrometer was changed over to ion detection
mode to ensure that no clusters are present in the molecular beam before switching
back to photoelectron data collection.
After the system was fully optimised, the translation stage was repeatedly moved in
linear pump-probe time delays of 50 fs between -400 fs to +500 fs and from there in
9 exponential steps up to +20 ps. After the two-colour signal collection at each time
step a photoelectron image of a one-colour timeinvariant pump and probe signal was
detected and used for background subtraction.
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5.2 Experimental findings
5.2.1 Time-resolved photoelectron spectra
An overview of representative (1+1′) photoelectron images at different pump-probe
delay times ∆t with a 258 nm excitation and a 300 nm ionization wavelength is
shown in Figure 5.3. These images are the result of a couple of processing steps
such as subtraction of one colour pump and one colour probe background signal
from the original data and four fold symmetrisation. The right hand side of the
last data image also shows the rapid Abel matrix inverted data. This inversion
technique is described in detail in Section 3.3. The direction of pump and probe
laser polarisation is vertical regarding the images.
0.0 0.5 1.0
-100 fs 0 fs 50 fs 500 fs 20 ps100 fs
Figure 5.3: The figure shows a processed sequence of (1 + 1′) photoelectron images
at different pumpprobe time delays ∆t in indole after excitation at 258 nm and
ionization at 300 nm. Here the images are already background subtracted by the
pump and probe one colour signal and four fold symmetrised.
The time-resolved photoelectron spectra of both pump wavelengths (258 nm and
267 nm) are displayed in Figure 5.4 and are generated from a whole set of the fully
background substracted and matrix inverted photoeletron images in each case.
The total energy Etot is the sum of the pump energy Epump = 4.81 eV (258 nm) or
4.64 eV (267 nm) and the probe energy Eprobe = 4.13 eV (300 nm) and is calculated
to be 8.94 eV and 8.77 eV, respectively. Since energy has to be conserved, the kinetic
energy of electron Ekin,e− after ionisation can be calculated with Equation 5.1:
Ekin,e− = (Epump + Eprobe)− IPad (5.1)
Here IPad is the adiabatic ionisation potential for the D0(pi
−1) cation ground state
in indole, which is 7.76 eV [162, 163, 164]. The vertical IPv is known to be 7.9 eV
[165, 166]. Consequently the maximum kinetic energy of the electron Ekin,e− is 1.18
eV (with a 258 nm pump pulse) and 1.01 eV (with 267 nm) and is respectively the
cut-off energy in both photoelectron spectra in the top half of Figure 5.4.
Here the typical 3D spectrum is plotted as a function of kinetic energy Ekin,e− parti-
tioned into 0.05 eV energy bins and as a function of pump-probe delay times with a
linear/logarithmic scale changing at +500 fs. The intensity in each spectrum is nor-
malised with respect to the highest data point. Despite the different signal-to-noise
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levels, both spectra show hardly any differences in their spectral and dynamical be-
haviour. As a consequence, in the 258 nm as well as the 267 nm data, a long-lived
pronounced feature is present in the lower kinetic energy region, whereas in the re-
gion between 0.8 eV to 1.0 eV a very short-lived peak with a much lower intensity
can be detected. In the intermediate energy region a decaying signal with a slightly
longer life-time is superimposed and will be also discussed hereafter.
Figure 5.4: In the top half of the figure the time-dependent photoelectron spectra of
indole are shown following excitation at 258 nm and 267 nm and ionisation at 300
nm. The energy axis is binned into 0.05 eV energy steps and the time axes is linear
up until +500 fs and from there logarithmic in positive temporal direction. The data
was normalised with respect to the highest data point in each spectrum. The lower
part of the figure shows the standard Levenberg-Marquardt global fit to the 258 nm
data and the corresponding residuals.
The time constants τi of the contributing electronic excited states and their de-
cay associated photoelectron spectra (DAS) in the photoelectron data S(E,∆t) are
determined with the standard Levenberg-Marquardt global fit function, where the
data is 2D fitted dependent on the Ekin,e− and the pump-probe delay time ∆t, as
explained in Section 3.3:
S(E,∆t) =
[
3∑
i=1
Ai(E) · exp
(
−∆t
τi
)]
⊗ g(∆t) (5.2)
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Each i th function is convoluted with the experimental Gaussian cross correlation
g(∆t) and fixed to originate from ∆t = 0. The fit of the 258 nm TRPEI data are
shown in the lower part of Figure 5.4. The corresponding residuals are plotted to
confirm the very good quality of the performed fit. In Equation 5.2 Ai(E) is the
DAS of the ith data channel with a associated exponential decay function Pi(∆t).
Pi(∆t) = exp
(
−∆t
τi
)
(5.3)
This mathematical approach shows the relative amplitude of each time constant
as a function of photoelectron kinetic energy Ekin,e− and the data was satisfactory
fitted with three exponential decay functions, which are plotted in Figure 5.5. The
resultant time constants for the 258 nm spectra are τ1 = 110±10 fs, τ2 = 0.9±0.1 ps
and τ1 = 120± 10 fs, τ2 = 1.0± 0.1 ps for the 267 nm data. In both cases the third
time constant τ3 is extremely long and can be considered a step function within the
temporal observation window. The maximum (1 + 1′) photoelectron kinetic energy
cut-off, that is calculated above with Equation 5.1, is marked with vertical arrows in
Figure 5.5 and indeed no significant signal can be observed from this point towards
higher energies (no observation of a (1 + 2′) ionisation signal).
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Figure 5.5: The decay associated spectra are plotted for 258 nm and 267 nm pump
wavelength and calculated using the global fit function (see Equation 5.2) to the time-
dependent photoelectron spectra from Figure 5.4. The values for 1σ uncertainties
are ±10 fs and ±0.1 ps for τ1 and τ2 respectively. The vertical arrows indicate the
maximum photoelectron kinetic energy cut-off.
A detailed discussion will be presented in Section 5.4 of this chapter, however a few
important features of the decay associated spectra in Figure 5.5 shall be listed now.
Firstly, the maximum τ1 peak position for both excitation wavelength 258 nm and
267 nm is located at ∼ 0.8 eV. This peak position for the shortest time constant
τ1 has been previously detected for 273 nm and 249 nm excitation [24]. In the UV
energy region there have been published several absorption band studies in crys-
talline indole [167] as well as in indole doped polymer films [168]. On the basis of
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this strong evidence the τ1 peak can be assigned to a diagonal ionisation from the
mainly prepared 1La excited state.
Secondly, in the kinetic energy region up until 0.6 eV the τ1 decay associated spec-
trum shows for both measurements a negative feature, which is a persuasive sign
of sequential dynamics from the 1La excited state to the
1La state, as illustrated
in Section 3.3.2. Thirdly, the middle time constant τ2 has got no amplitude in the
lower energy region (0.0 - 0.3 eV).
5.2.2 Photoelecton angular distribution
Time-resolved photoelectron imaging is a powerful technique and additional dynami-
cal information can be gained by analysing the time-dependence of the photoelectron
angular distribution (PAD) of a (1 + 1′) ionisation utilising two parallel linear po-
larised laser pulses. The intensity I of the PAD is a function of the kinetic energy of
the electron Ekin,e− and the pump-probe time delay ∆t in terms of the anisotropy
parameters β2 and β4 and can be written as:
I(E,∆t, θ) =
σ(E,∆t)
4pi
[1 + β2(E,∆t)P2(cosθ) + β4(E,∆t)P4(cosθ)] (5.4)
In this equation σ(E,∆t) describes the time-dependent electron energy distribu-
tion, a vertical line trough the centre point visible in Figure 5.3 defines θ = 180◦
and Pn(cosθ) are the nth-order Legendre polynomials.
The parameters β2 and β4 are used, because indole was excited with one and ionised
with an other photon originating from linear polarised laser pulses. After applying
the fit function in Equation 5.4 to the indole data, β4 can be determined to be zero
within the statistical noise over all spectral regions for both excitation wavelengths
258 nm and 267 nm.
The results of the PAD fit for β2 as a function of kinetic energy, pump-probe delay
time and pump wavelength are plotted in Figure 5.6. The temporal evolution of
β2 as a function of pump-probe delay is plotted in Figure 5.6(a-c). Here the β2
parameter of each pump wavelength was averaged respectively over the kinetic en-
ergy regions (a) 0.05 - 0.30 eV, (b) 0.30 - 0.70 eV and (c) 0.70 - 0.95 eV, because
within each energy region the value of β2 is consistent. These specific regions in
Figure 5.6 are also chosen on the basis of decay associated spectra (see Figure 5.5),
where region (a) shows just the amplitudes of τ1 (negative) and τ3 (positive), (b) is
dominated by the positive amplitude of τ2 and region (c) contains a big portion of
the positive amplitude of τ1.
In Figure 5.6(a) a clear very fast rise in the β2 data for both wavelengths can be
observed followed by a saturation towards later times, reaching a plateau. The rise
time constants can be ascertained with rising exponential fits to 140 ± 30 fs (258
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nm) and 90± 30 fs (267 nm) and assigned to the τ1 constant, when compared with
the corresponding DAS fits.
In the high kinetic energy region displayed in Figure 5.6(c) the β2 parameter under-
goes a quick change from relative high to low values and the two exponential decay
constants are calculated to 120±40 fs (258 nm) and 140±50 fs (267 nm). This time
scale of this rapid fall matches the rise times in Figure 5.6(a) and will be discussed
later in Section 5.4.
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Figure 5.6: This figure shows the behaviour of the anisotropy parameter β2.
(a-c) Here β2 is averaged over a specific kinetic energy region and displayed for both
pump wavelengths of 258 nm and 267 nm as a function of pump-probe delay time.
Like in the photoelectron spectra the timescale is linear until +500 fs and logarithmic
from +500 fs to +20 ps. The fits to obtain the data were conducted in a angular
region between 5◦ ≤ θ ≤ 90◦ to circumvent uncertainties, which might originate
from the noise in the central line of the Abel-inverted images. Subfigure (c) shows
β2 just until 250 fs, because the data is just significantly high in this kinetic energy
region. (d) β2 is ploted together at zero pump-probe delay with the intensity of the
photoelectron spectrum (grey line) as a function of electron kinetic energy. All error
bars indicate one standard deviation.
Figure 5.6(b) displays the β2 data in the region of 0.30 - 0.70 eV. This proves to be
more complex, since at small delay times one can observe a fast decrease of the signal
very similar to the one in the high energy region (see Figure 5.6(c)). Nevertheless
the evolution of β2 undergoes a subsequent rise with increasing delay time. Due to
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these overlapping rising and falling signals no absolute and reliable calculation of
decay times can be performed, however, it can be stated that β2 reaches a plateau
in ∼ 1 ps. This time constant is significantly longer than the rise time in Figure
5.6(a) and might be compared to the τ2 decay constant received from the DAS fits
for both wavelengths.
The β2 parameter for 258 nm excitation at ∆t = 0 is plotted in Figure 5.6(d). Also
included is the corresponding photoelectron spectrum (grey line) against kinetic
energy. The value of β2 remains relatively constant and small (< 0.45) throughout
the whole energy region up to the high-energy signal cut-off. The study of β2 for
258 nm excitation shows similar behaviour.
5.3 Theoretical framework
State properties vs. N-H bond extension
In this section theoretical investigations are presented in order to support the ex-
perimental obtained data and its discussion. Some important former theoretical ab
initio calculations on indole are summarized in Section 5.1.1, such as excited state
energies and oscillator strengths and potential energy cuts along the N-H stretching
coordinate [24].
Here the evolution of excited state properties in indole as a function of the N-H
bond extension are computationally investigated and plotted in Figure 5.7. For the
calculation linear response coupled cluster (LR-CC) theory (aug-cc-pVDZ basis),
with the exponential cluster expansion truncated at singles and doubles, i.e., LR-
CCSD is used as well as equation of motion coupled cluster theory (EOM-CCSD)
to determine the character of the excited states at each particular geometry. The
result for the excitation spectrum for both theories is the same, whilst the transition
properties are minorly improved with LR-CCSD.
The initial ground state geometry of indole is calculated using density functional
theory optimization (B3LYP/aug-cc-pVDZ) from Gaussian09 [128]. Dalton2015 is
utilised to calculate all excited state properties [169, 170].
In order to comprehend the differences between pure valence states such as pipi∗
and mixed Rydberg/valence states such as 3s/piσ∗ in indole and also the differences
within these mixed states itself one has to study, additionally, their electronic state
properties. Each excited state is a composite of several electronic contributions, how-
ever the concise state label is given by the dominant contributor. In Figure 5.7(a)
the normalized EOM-CCSD right eigenvector amplitudes for the orbital transition
in relation to the 3s/piσ∗ contribution to the whole Rydberg/valence state is de-
picted. The value decreases from 0.62 at 1.01 A˚ to 0.36 at 1.4 A˚.
The specific evolution of the un-normalised LCAO (Linear Combination of Atomic
Orbitals) coefficient magnitude for the un-contracted nitrogen 3s basis function in-
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side the 3s/piσ∗ state is plotted in Figure 5.7(b). Note that the it is not the whole
S2 Rydberg/valence state, but just the main 3s/piσ
∗ state contribution. Here the
Rydberg magnitude falls by a factor of ∼ 2.5 over the same N-H bond distance
than in the previous plot. Consequently, this drop clearly visualizes the substan-
tial reduction of 3s Rydberg character and the augmentation of valence character
within the excited state as the N-H bond extends. This evolution is very similar to
previously reported in aniline [110] and likely to be of greater importance in similar
molecular systems with mixed Rydberg/valence states.
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Figure 5.7: Here the various electronic state properties in indole for the S0 (black),
1La (green),
1Lb (red) and 3s/piσ
∗ (blue) states as a function of N-H bond extension
are plotted. (a) Normalized EOM-CCSD right eigenvector amplitude for the 3s/piσ∗
state, (b) un-normalized LCAO coefficient of the un-contracted nitrogen 3s basis
function within the 3s/piσ∗ state, (c) isotropic invariant of the excited-state second-
moment of the electronic charge distribution with respect to the ground state S0, and
(d) isotropic electronic polarizability volume. Note that the predicted S0 equilibrium
NH bond length is 1.02 A˚ and the pipi∗ and 3s/piσ∗ states cross at ∼ 1.2A˚. See main
text for more details.
As already discussed in Chapter 4 the extent of the isotropic invariant of the second-
moment electronic charge distribution tensor ∆〈r2iso〉 with respect to the ground state
S0 is a very good parameter to characterise the excited Rydberg state, as described
in the literature by Reisler and Krylov [133]. The change of the ∆〈r2iso〉 parameter
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depending of N-H bond extension for all three excited states 1La,
1Lb and 3s/piσ
∗ is
plotted in Figure 5.7(c).
This average of the trace of the second moment tensor can be calculated for each
given electronic state with this equation:
〈r2iso〉 =
1
3
(〈x2〉+ 〈y2〉+ 〈z2〉) (5.5)
The typical calculated ∆〈r2iso〉 values for valance states are around 1 A˚2, for 3s Ry-
dberg states on the other hand values are an order of magnitude higher [133]. This
can be clearly seen in Figure 5.7(c), where the isotropic invariant of the second-
moment electronic charge distribution tensor ∆〈r2iso〉 is smaller than 1.5 A˚2 for the
two excited pipi∗ states at all N-H bond distances. The blue curve in this plot corre-
sponding to the 3s/piσ∗ state clearly shows a different behaviour, where ∆〈r2iso〉 falls
significantly from 15.5 A˚
2
to 4.1 A˚
2
over the investigated N-H bond length.
This is a very important result, for it shows that the Rydberg character of the
mixed 3s/piσ∗ state drops rapidly and significantly with bond extension. Based on
this reduction the physical properties of this mixed state will also change dramati-
cally. A relevant example of this property evolution is that in a simple atomic-like
approximation the single-photon ionization of a 3s Rydberg character in the vertical
Franck-Condon (FC) region would lead to photoelectron partial waves of primarily
p character. This would manifest itself as a peaking along the laser polarisation axis
in the experimental recorded VMI images and resulting in a high β2 value close to 2.
Moreover, the Rydberg state character appears as a narrow peak in the photoelec-
tron spectrum due to the great propensity for diagonal ionisation from this state.
The narrow peak is a distinct and useful tool to identify the 3s/piσ∗ state, which can
be clearly seen in the ionisation from the S2 state in aniline, see Chapter 4 [110].
In indole this strong peaked feature in the 3s/piσ∗ state is not present in the ob-
served photoelectron spectrum in Figure 5.4. In contrast to aniline the 3s/piσ∗ state
in indole is only populated indirectly via non-adiabatic decay at already extended
N-H bond distances. Once the distance is enlarged the characteristic features of the
3s Rydberg character can not be observed anymore due to its significant reduction
and the simultaneously growing σ∗ valance character within the 3s/piσ∗ state.
At last in Figure 5.7(d) the isotropic polarisability volume (α¯) for each electronic
state is displayed and can be calculated using the trace of the electronic polarisability
tensor:
α¯ =
1
3
(αxx + αyy + αzz) (5.6)
The α¯ values for the S0 ground state (black) and the two pipi
∗ excited states 1La
(green) and 1Lb (red) are broadly constant over the bond distance in Figure 5.7(d)
and it is worth mentioning that the values for 1La and S0 with ∼ 16A˚3 is bigger than
the value for 1Lb with ∼ 3A˚3. In contrast to the aforementioned constant polaris-
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ability volumes the α¯ values for the 3s/piσ∗ state (blue) is dramatically decreasing
with increasing N-H bond length, which is again a signature of the change from the
3s Rydberg towards the σ∗ valence character within the excited state itself.
Photoionization cross-section vs. isotropic polarizability vol-
ume
Time-resolved studies of polyatomic molecules investigate population and energy
transfer from initially prepared electronic states to final photoproducts by using pho-
toionisation of reactants performed with state-of-the-art spectroscopy techniques.
Due to the complexity of these molecular systems, many non-adiabatic decay path-
ways between the different electronic states can be energetically accessible and ac-
tive. However, each of those contributing states along the reaction coordinates has
a significantly different ionisation cross-sections and accordingly a distinct detection
sensitivity, which is furthermore also dependent on the contributing Franck-Condon
factors and influenced by the molecular alignment originating from the excitation of
pump pulse.
Time-resolved photoelectron imaging is a powerful and highly differential technique
to study the complex intramolecular mechanisms and the subtle details of the vari-
ous non-adiabatic pathways. Nevertheless even with those state-of-the-art measure-
ments it is very challenging to examine qualitatively much less quantitatively the
photoproduct branching ratios of the various decay pathways. Also theoretical ap-
proaches to calculate the ionisation cross-section of excited states in bio-molecules
like indole are very demanding and up until now not very reliable. This being
the case it is desirable to find elementary connections between the photoionisation
cross-section and physical properties that are a comparatively easy computationally
result.
Vallance and co-workers have found and calculated a robust correlation between
ground state electron impact ionisation and isotropic electronic polarisability vol-
ume [171]. They combined the experimentally determined ground state ionisation
cross-section with calculated electronic polarisability volume for 27 molecular sys-
tems [171, 172]. Since this is a good approach to at least qualitatively understand
the relative branching ratios of the non-adiabatic decay pathways, the isotropic po-
larisability volume of 10 more molecules is theoretically investigated in this study.
Here the computationally extracted values are compared to a new quantity taken
from experimental works - their photoionisation cross-section. The correlation be-
tween those two quantities for all 37 molecules at a photon energy of 11.5 eV is
visualised in Figure 5.8. The dataset visualises linear behaviour that can be fitted
with a correlation factor of 0.93. This clear link might be reasoned with the fact that
both polarisability volume and photoionisation cross section are similar dependent
on the electronic dipole matrix.
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In the context of the present indole study the polarisability volume was computa-
tionally calculated for both 1La and
1Lb valence states and for the mixed 3s/piσ
∗
Rydberg/valence state. This is plotted in Figure 5.7. The polarisability volume,
plotted against N-H bond distance, shows an order of magnitude difference between
the pure valence states and the mixed state at short distances, where the Rydberg
character of 3s/piσ∗ is dominant. Initially, not taking Franck-Condon factors or ex-
cited state alignments into consideration, the basic conclusion can be drawn that
the ionisation cross section of the Rydberg contribution of the 3s/piσ∗ state is at
least an order of magnitude bigger than the one of 1La and
1Lb at the ground state
geometry.
Based on no experimental measured evidence of the Rydberg features of the 3s/piσ∗
state in the indole data, it can be concluded that 3s/piσ∗ is only populated via non-
adiabatic relaxation dynamics at extended N-H bond. This manifests itself in the
reduced 3s/piσ∗ DAS amplitude that originates from the valence character of the
excited state.
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Figure 5.8: Ground state photoionisation cross-section (at 11.5 eV) vs. isotropic
polarisability volume for 37 small molecules.
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5.4 Discussion
The results of the decay associated spectra analysis for both pump wavelengths 267
nm and 258 nm shown in Figure 5.5 are very similar to each other. The decay
lifetimes and the related shapes and positions of the spectral characteristics in the
DAS plot are also in good agreement with previously recorded TRPES data of in-
dole at 273 nm and 249 nm [24]. Here the time-resolved photoelectron spectrum of
gas-phase indole was measured with a magnetic bottle spectrometer and therefore
marginal variations in the relative peak amplitude might be resulting from the en-
ergy dependent transmission efficiency between the two used techniques.
In Figure 5.5 a positive amplitude feature of the τ1 DAS can be seen in the region
> 0.6 eV. Based on the various studies of band composition in this spectral region
performed on crystalline indole [167], indole on polymer films [168] and indole in
propylene glycol glass [173] this positive feature of the decay time constant τ1 can
be attributed to the directly excited 1La state.
In the lower kinetic energy region < 0.6 eV the τ1 DAS displays a pronounced
negative amplitude for both excitation wavelengths. Negative features in the de-
cay associated spectrum are a consequence of the fitting procedure applied to the
photoelectron data, where all exponential decay functions originate from time zero
(pump-probe delay). Here the negative amplitude in the τ1 DAS is correcting for the
positive amplitude corresponding to the longer lived fearture of τ3 in the low kinetic
energy region at small pump-probe delay times, because it does not really originate
from time zero. The compensation with the negative amplitudes is clear evidence
for sequential dynamics taking place in the molecular system. In this particular
case it shows in the low kinetic energy region < 0.6 eV the non-adiabatic popu-
lation transfer from the initially prepared 1La state to the energeticly lower lying
1Lb. This process has been theoretically studied and supports these experimental
findings [24, 137, 151].
On the grounds of the studies outlined above the τ3 DAS can be assigned to the
1Lb
state, which proves to have a long lifetime based on the experimentally determined
long decay constant τ3. Since the amplitudes in the lower energy region, especially
between 0.05 - 0.3 eV (where just the τ1 and τ3 DAS amplitude are present) do not
exactly match each other, it has to be concluded that the 1Lb state is additionally
populated directly in the Franck-Condon region besides the population growth fol-
lowing electronic relaxation from 1La. In the case of 267 nm pump DAS spectra this
direct excitation of the energetically lower 1pipi∗ valence state is more compelling,
because of the relative smaller negative τ1 amplitude compared to the 258 nm pump
case. It can be also reasoned with supporting absorption band decomposition stud-
ies carried out in indole in solid matrices [173].
In addition to the already outlined evidences for the electronic coupling between
the two 1pipi∗ valence states 1La/1Lb, the angle-resolved data of the time-resolved
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photoelectron imaging method provides further confirmation for the non-adiabatic
dynamics. The temporal evolution of this photoelectron angular distribution (PAD)
proves to be sensitive to changes in the excited state electronic character, as illus-
trated in the literature for a range of molecular systems [24, 134, 135, 174].
In order to interpret the temporal evolution of the PADs it is judicious to look at
specific energy regions in the DAS plot. In both DAS plots in Figure 5.5 three
distinct and already mentioned regions (see Section 5.2.2) can be found. In the low
kinetic energy region between 0.05 - 0.3 eV, the τ2 spectrum has an amplitude of
zero. Consequently, the whole temporal development of the anisotropy parameter β2
of the photoelectron is purely based on the temporal evolution of the electronic 1Lb
state character. This fast temporal rise of β2 is observed for both pump wavelengths
and plotted in Figure 5.6(a), where an exponential fitted rise time of ∼ 100 fs can
determined.
In addition to this result a very fast decaying signal for β2 in the energy region
between 0.70 - 0.95 eV is detected, where the only contributing amplitude of the
DAS is given by the τ1 component that is attributed to the decay of the
1La excited
state. Here a fast exponential decay time of β2 in this high kinetic energy region
with ∼ 100 fs is observed. This is compatible with the rise time of β2 in the low
energy region. As a consequence, strong electronic 1La/
1Lb coupling can be con-
cluded, leading to ultrafast decay of the initially prepared 1La state with subsequent
population increase in 1Lb following electronic relaxation.
Hereafter the experimental information obtained about the τ2 DAS time constant is
described. The lifetimes of τ2 for the 267 nm and the 258 nm pump wavelengths are
extracted from the fit of the photoelectron data to be 1.0 ps and 0.9 ps respectively.
In Figure 5.9 the τ2 lifetimes of this experiment and the ones from the literature [24]
are displayed against the photon energy of the excitation pulse. This graph shows
a clear linear fall of the τ2 lifetime taking the two additional data points from the
previous TRPES measurement of 1.2 ps (273 nm) and 0.7 ps (249 nm) into account.
Formally the τ2 DAS time constant was found to be corresponding to the decay of
the 3s/piσ∗ state, that was non-adiabatically populated from the directly excited 1La
state on an ultrafast timescale of less then 100 fs. This decay is a competing process
to the ultrafast population transfer from 1La to
1Lb described earlier.
In the H atom photofragment translational spectroscopy study by Ashfold and co-
workers, an energetic offset for direct N-H bond breaking along the 3s/piσ∗ potential
energy curve was recorded to be 263 nm [159]. On the basis of this result the pump
wavelengths 258 nm and 267 nm used in this TRPEI study was chosen to excite
indole above and below this onset threshold respectively to ultimately understand
the role and fate of the 3s/piσ∗ state. The assumption for the experimental re-
sults was to record a difference in the time-resolved photoelectron spectra for both
wavelength, since below the energetic onset the pathway along the 3s/piσ∗ potential
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energy landscape should be energetically inaccessible. The actual recorded data of
indole in this present investigation, however, shows no difference between the two
pump energies. In the case of 258 nm excitation one would at least expect that some
population on the 3s/piσ∗ surface the would follow the dissociation pathway along
the N-H bond. Detecting the same spectral features for 267 nm excitation is at first
unexpected. In the previous TRPES study ([24]) this observation was explained by
assuming that the activation energy, which had to overcome a small potential hill on
the 3s/piσ∗ surface along the N-H bond length, was not high enough and that other
decay pathways must be open. Two objective arguments indicate otherwise. For
one, a conical intersection at very short N-H bond distances connecting the 3s/piσ∗
state to an other electronic state was not found. A second reason against the as-
sumption of an energetic switch from below the potential barrier to above it and
therefore a fully open channel is the linear fall of the τ2 lifetime with rising pump
photon energy, shown in Figure 5.9.
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Figure 5.9: Exponential decay lifetime τ2 are plotted as a function of pump exci-
tation energy used in this experiment (blank rhombus) and from the literature [24]
(filled rhombus).
In this context, an additional supporting argument disproving the potential barrier
hypothesis is the missing features of the 3s Rydberg component from the overall
mixed Rydberg/valence state (both in the τ2 DAS and in the PAD). At short N-H
bond distances the 3s Rydberg character is dominant in the overall electronic state,
which is supported by theoretical calculations shown in Figure 5.7. This Rydberg
state gives rise to an energetically narrow photoelectron feature in the corresponding
DAS, as seen in other molecules like aniline [174] and leads to a high positive β2
anisotropy value in the same energy region. The fact that neither of these features
can be detected at either of the investigated pump wavelength leads to the conclu-
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sion that the original estimated barrier hight of the 3s/piσ∗ along the N-H coordinate
must be corrected to lower values. Based on this strong evidence and the fact that
all spectral features in the three DAS obtained at 267 nm and 258 nm are identical,
it can be validated that for both excitation wavelengths above and below the N-H
fission threshold of 263 nm the 3s/piσ∗ state is only populated via a non-adiabatic
process at extended N-H bond distances.
It is now of interest to understand the H atom photofragmentation process in the
context of the data from the complimentary TRPEI study. The current explana-
tion for the wavelength dependent propensity for direct N-H bond separation is the
speed and rate with which the electronic wavepacket samples and eventually leaves
the conical intersection connecting the 3s/piσ∗ state with the electronic S0 ground
state. In the literature this CI is theoretically well established to be located at
large N-H bond distances > 1.8 A˚[148, 150, 153]. If the motion of the wavepacket
transversing the CI is increasing due to the rise in photon energy, non-adiabatic
population transfer to S0 is becoming less likely and leads to an enhanced probabil-
ity for direct N-H bond fission.
It is worth mentioning that the long τ2 decay lifetime of ∼ 1 ps, which is too long
for a pure N-H vibration mode, can be not fully explained with this simple picture.
In the very recent literature, however, similar “long” lifetimes for the 3s/piσ∗ state
have been observed that are compatible with the measured timescales for H-atom
detachment in photoexcited indole at 250 - 260 nm [175, 176]. This is also in agree-
ment with the isotropic H atom recoil findings resulting from N-H bond dissociation
along the 3s/piσ∗ surface [159].
Another explanation for the origin of the τ2 DAS lifetime (rather than the population
of 3s/piσ∗) might be an ultrafast intramolecular vibrational redistribution (IVR) on
the 1Lb excited state surface. In other aromatic molecular systems IVR processes
have been reported on a sub-ps time scale in the literature [80, 105, 110, 129, 130].
It is also true that this study is done > 2150 cm−1 above the 1Lb origin [177] and
therefore higher than the determined IVR thresholds in other similar molecules [178].
Moreover, several studies observing ultrafast IVR have found no link to a significant
temporal change in the PAD data [80, 105, 110, 179].
The β2 values of indole for both excitation wavelengths in the photoelectron energy
region between 0.3 - 0.7 eV show a ∼ 1 ps rise time (in Figure 5.6(b)). Since IVR
does not cause a dynamical change in the PAD, the dynamical increase in β2 must
be a signature of the decaying 3s/piσ∗ state contributing to the whole PAD in this
middle energy region. Based on this result it can be definitively concluded that the
τ2 DAS ∼ 1 ps is the decay constant of the 3s/piσ∗ excited state for both pump
wavelengths.
In summary, and on the basis of the comprehensive experimental and theoretical
present studies in this chapter one can summarise that the initial population, the
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dynamical process and ultimate fate of the 3s/piσ∗ excited state in indole is as fol-
lows. First, 3s/piσ∗ is populated non-adiabatically at extended N-H bond distances
(not in FC region) via the optically “bright” and initially (in the Franck-Condon
region) excited 1La valence state. After this population transfer, the further path-
way is determined by the overall photon energy in the molecular system affecting
the wavepacket dynamics in the region of the conical intersection connecting 3s/piσ∗
and S0. At a pump wavelength of 258 nm the molecule experiences N-H bond fis-
sion and/or relaxation to the ground state and at 267 nm it most likely undergoes
internal conversion to S0.
The long τ2 decay lifetime of 3s/piσ
∗ (∼ 1 ps) might be explained with a popula-
tion firstly circulating in the upper conical part of the CI between 3s/piσ∗ and S0
at extended N-H bond distance before continuing to relax via one of the suggested
pathways. Comparable behaviour has been previously reported in the A˜ state dis-
sociation of ammonia [180, 181] and another supporting analogy from the recent
literature is the “roaming” mechanism [182, 183].
The eventual fate of the 3s/piσ∗ can not be determined conclusively without ex-
tensive computational dynamical multi-state simulations. However, also due to the
detection sensitivity debate it can be stated that although the amplitude of τ2 DAS
for 3s/piσ∗ is relatively little based on small polarisability volume and the disadvan-
tageous FC factors for ionisation, the mixed 3s/piσ∗ Rydberg/valence state might
nevertheless play an important role in the relaxation process in UV excited indole.
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5.5 Conclusion
The experimental study of gas-phase indole was conducted with the highly differen-
tial time-resolved photoelectron imaging technique using a (1 + 1′) excitation (258
nm or 267 nm) and ionisation (300 nm) process and was supported by theoretical
ab initio calculations. The comprehensive and complimentary energy- and angle-
resolved data of indole reveals new details about the dynamical physical processes
that are potentially responsible for the photostability of the molecule.
Initially the 1La valence state is populated by direct one-photon absorption undergo-
ing a subsequent ultrafast decay process of ∼ 100 fs. Two competing non-adiabatic
pathways are energetically possible, to the energetically lower lying and long lived
1Lb valence state or to the mixed 3s/piσ
∗ Rydberg/valence state, which has a decay
lifetime of ∼ 1 ps. On the latter potential energy surface population remains on
the upper cone of the CI at extended N-H bond distances for a relatively long time,
before indole dissociates an H atom and/or relaxes into the electronic ground state.
The theoretical calculations of this study support, on the one hand, the complex
experimental results and their interpretation by revealing the drastic change in elec-
tronic character of the 3s/piσ∗ Rydberg/valence state with N-H bond extension. On
the other hand they address the challenges of spectroscopic detection of highly mixed
Rydberg/valence states generally in a wide range of molecules. As a consequence,
investigating these mixed electronic states with less differential spectroscopic tech-
niques and determine their total relevance in the overall relaxation dynamics has to
be done with great care in order to fully understand the photostability and protec-
tion function of “model-chromophore” systems.
Finally, these aforementioned experimental challenges to determine the ultimate
fate of the Rydberg/valence states can be solved by mapping the full dynamical
relaxation process to the electronic ground state. This is possible if time-resolved
photoelectron imaging is performed using a higher energetic photon to probe also
the non-adiabatic relaxation to S0. The generation of these so called “vacuum ultra
violet” (VUV) high energy photons is done in a challenging four wave frequency mix-
ing (FWFM) process in noble gases and the results of the endeavours are explained
in details in Chapter 6.
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Chapter 6
Generation of vacuum ultraviolet
light - the new tool in the lab
This chapter presents the generation and characterisation of new light source in
the laboratory - the fifth harmonic frequency of the Ti:Sapphire laser. Firstly, the
fundamental underlying third order nonlinear processes of the vacuum ultraviolet
(VUV) light generation will be described in detail. Here four wave frequency mixing
in noble gases was deployed to create VUV laser pulses. Secondly, the construction of
the newly built interaction gas cell and vacuum chamber will be explained. This was
used for the VUV light generation, characterisation and propagation into the main
interaction chamber of the existing TRPEI spectrometer. The highest frequency
conversion efficiency of the VUV light was achieved in a non-collinear beam geometry
of both pump beams. Furthermore the first results of photoelectron imaging in
combination with the new light source will be outlined at the end of this chapter,
which demonstrates the functionality and the performance of the new tool in the
laboratory.
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6.1 Motivation
Time-resolved photoelectron imaging unites the possibility of measuring the tem-
poral evolution of molecular energy states, by simultaneously mapping all their
characteristics by collecting spectral and angular resolved information. This can be
obtained by detecting the recoiling photoelectrons after excitation and ionisation
with two pump and probe femtosecond laser pulses. Nevertheless, this highly dif-
ferential spectroscopic technique is limited by the energy of the probe pulse which
restricts the observation of the full dynamical process from reactants to final prod-
ucts. The vibrational transition strength between the ground state and the excited
state of the molecular system is defined by the overlap of the vibrational wavefunc-
tions of these two states. The square of the pure vibrational overlap integral is
called the Franck-Condon factor [184] (a detailed description of the Franck-Condon
principle can be found in chapter 2). These vibrational transitions are dependent on
the pulse energy leading to the potential restricted view of the TRPES technique.
An example of this is displayed in Figure 6.1
Figure 6.1: TRPES data (colour-map intensity plot) from 1,3-butadiene obtained
at two different probe intensities, namely in a) 350 nJ of a 267 nm probe pulse
for a (1 + 1′) process and in b) 2.5 µJ for a (1 + 2′) process. [Spectra recorded by
D.Townsend]
The TRPES spectrum is plotted as a function of pump-probe time delay in fs and
the photoelectron kinetic energy in electron volts (eV). In Figure 6.1 (a) and (b)
the TRPES spectrum from 1,3-butadiene is acquired by using a 200 nm pump pulse
of energy 20 nJ to excite the molecule from the electronic ground state, S0, to the
electronic excited state, S2. The difference between the two obtained spectra is the
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pulse energy in the 267 nm probe pulse. In Figure 6.1(a) the spectrum was recorded
with a lower pulse energy of E = 350 nJ, leading to a photoelectron spectrum, which
only shows the fast (< 100 fs) non-adiabatic decay of the S2 excited state and is
unable to map the S1 excited state, into which the S2 state couples. Although the
energy of the 267 nm probe pulse (4.64 eV) is high enough to ionise the S1 excited
state in principle, the Franck-Condon (FC) overlap of the S1 state, which is highly
vibrationally excited, and the accessible vibrational levels of the first cation state
D0, is very small. As a result, the probability of a transition between S1 and D0 is
negligible. The dominating (1 + 1′) process from the ground state, across S2, to D0
is illustrated in Figure 6.2 with the arrows a) by showing a good FC overlap due to
the same vibrational wavefunctions.
Figure 6.2: Sketch of the Franck-Condon principle leading to the transitions be-
tween electronic states displayed by vertical arrows. The schematic vibrational wave-
functions are shown in red. For simplicity reasons, a stationary state representation
is used in place of a wavepacket picture.
In Figure 6.1(b) the TRPES spectrum was acquired with a higher pulse energy of
E = 2.5 µJ, leading to more spectral features due to the significant increase of the
two photon absorption probability of the 267 nm probe pulse. The (1 + 2′) process,
illustrated with the arrows b) in Figure 6.2, allows ionization to a higher vibronic
state in the cation D0 from the highly vibrational excited state S1, leading to the
display of the temporal evolution of S1 in the spectral region between 1.7 - 3.4 eV.
Also, the long lived electronic ground state is now visible in the energy region below
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0.5 eV, with a matching rise time compared to the decay time of the S1 excited
state. In 1,3-butadiene, the cross-section for a two photon ionization is sufficiently
high to result in the (1+2′) process, which allows the whole dynamical process from
reactants to products to be revealed. The cross-section for a two photon ionization
is relatively weak compared to a one photon absorption leading to low signal levels
in the requested spectral area. Another argument against the use of (1 + 2′) process
is the possibility of spectrally overlapping the signals of the two processes which
then leads to difficulties in the data analysis. Based on these reasons, the use of a
femtosecond vacuum ultraviolet (fs VUV) photon for the probe pulse in the TRPES
setup is essential. With a fs VUV pulse, a measurement of the complete dynamical
“landscape” would be possible with the simultaneous advantage of the bigger one
photon absorption cross-section. The use of these higher photon probe energies
opens up the possibilities to examine a diverse range of new molecules.
6.2 VUV light generation in isotropic media
The fifth harmonic generation (FHG) of the fundamental frequency ω of a Ti:sapphire
laser uses a specific case of four wave frequency mixing (FWFM). In Section 2.5 the
fundamental principles of nonlinear optical effects such as frequency conversion and
phase matching based on the conservation of energy and momentum have been
discussed. The third order nonlinear principles now outlined in this section are ex-
tensively described in the book “Nonlinear optical parametric processes in liquids
and gases” by J. Reintjes [185] and were previously studied by Bjorklund in 1975
[186]. The interested reader is directed to this body of literature for further infor-
mation.
The propagation of a light wave passing through a nonlinear optical medium can
be described with the well-established wave equation, which is derived from the
Maxwell equations under the assumption of a vanishing magnetic polarisation [59]
∇2E(r, z, t)− r
c2
∂2
∂t2
E(r, z, t) =
1
0c2
∂2
∂t2
P(r, z, t) (6.1)
This wave equation shows that the nonlinear response of the medium P(r, z, t) acts
like a source term. Here, a light wave with different frequency components of an
electric field strength E(r, z, t), defined in Equation 2.39, travels through an optical
medium inducing a polarisation that leads to the generation of electromagnetic
radiation at a new frequency. This nonlinear process is the well known four wave
frequency mixing.
Four wave difference frequency mixing is a special case of FWFM, which is utilised
for the fifth harmonic generation. Here three incoming waves of the frequencies
3ω (λTH = 267 nm) and ω (λFF = 800 nm) interact in a χ
(3) nonlinear process,
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generating a fourth wave of the frequency 5ω. Since energy has to be conserved
the FWDFM process can be explained with the sum of two photons of energy 3ω
subtracted by one photon energy of ω creating a new photon with the energy of 5ω
(λFH = 160 nm).
~(2ωTH − ωFF) = ~ωVUV (6.2)
Considering the quasistatic approximation, the behaviour of the amplitude envelope
of the generated field can be expressed as
∇2⊥AVUV + 2ikVUV
∂AVUV
∂z
= −4piω
2
VUV
c2
P(ωVUV)e
−i∆kVUVz (6.3)
Here AVUV is the electric field amplitude and kVUV is the wave vector. The corre-
sponding nonlinear polarisation amplitude, P(ωVUV), for the FWDFM process can
be expressed with the electric field strength defined in Equation 2.39
P(ωVUV = 2ωTH − ωFF) = 30χ(3)E2THE∗FF (6.4)
and is quadratically dependent on the electric field strength of the third harmonic
ETH and linearly dependent on the electric field at the fundamental frequency EFF.
The intensity IVUV of the generated vacuum ultraviolet radiation for an incident
plane wave can be written as
IVUV =
72pi4
n2THnFFnVUVλ
2
VUVc
220
|χ(3)|I2THIFF
L2sin2(∆kL/2)
(∆kL/2)2
(6.5)
Equation 6.5 clearly shows that the generated VUV intensity, IVUV, is a function
of the χ(3) of the nonlinear medium and is quadratically dependent on the third
harmonic input intensity, ITH, and linearly dependent on the intensity of the fun-
damental wave IFF. Furthermore it is quadratically dependent on the interaction
length L of the two beams if a perfect phase matching condition is achieved. The
wave vector mismatch of the contributing waves is defined by ∆k, which is
∆k = kVUV − (2kTH − kFF) (6.6)
For the plane wave solution, ∆k has to be zero, which leads to the phase matching
condition of the FWDFM nonlinear process
nVUV
λVUV
=
2nTH
λTH
− nFF
λFF
(6.7)
and based on this, to an intensity maximisation of the generated vacuum ultraviolet
radiation. In a variety of applications, such as the example of FWDFM in nonlinear
media, the use of focused Gaussian beams is favoured over the collimated beam
approach. This offers the advantage of the significant enhancement of the frequency
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conversion due to the higher intensities along the interaction length L. Further-
more, with the plane wave solution, which is a good approximation for collimated
waves, dictates that maximum conversion efficiency is realised only for perfect phase
matching, i.e. when ∆k = 0.
In the general case of FWFM with focused beams this condition is not a necessity
any longer. The focused beam gains an additional phase shift by passing through
the focus, which is the so-called “Gouy phase shift” [187, 188]. This phase is defined
as
φG(z) = − arctan z
zR
, (6.8)
whereby z = 0 is the position of the beam waist and zR is the Rayleigh length. This
length, zR, is defined as the distance from the beam waist, w0, in the propagation
direction over which the beam radius increases by a factor of
√
2 [189]
zR =
piw20
λ0
n(λ). (6.9)
The Rayleigh length is also dependent on the refractive index n(λ). It can be seen
by Equation 6.8 that a Gaussian beam passing through the focus from z = −∞ to
∞ obtains a phase shift of φG = pi.
In the nonlinear FWFM process waves of different frequencies, such as the incident
and the generated waves, will experience a phase shift based on dispersion and the
“Gouy phase shift”, which causes a phase mismatch, ∆k. The conversion efficiency
of the four wave frequency mixing can be maximised if both effects compensate
for each other. For the special case of four wave difference frequency mixing, the
generated power, PVUV, of the newly created wave was calculated in great detail by
Bjorklund in 1975 [186] and summarised by J. Reintjes [185]. It will be just recited
here:
PVUV =
18nVUV
c220
k20k
2
THkFF
k′n2THnFF
|χ(3)|2P2THPFF|F2|2 (6.10)
By comparison with Equation 6.5 (intensity of the generated wave, that is based
on the plane wave approximation) a lot of similarities can be observed. The VUV
power here is derived from the non-depleted pump approximation and is dependent
on the contributing wave vectors, k0 = ωVUV/c and k
′ = 2kTH − kFF. PTH and PFF
are the respective input powers of the third harmonic and fundamental waves which
interact in the χ(3) nonlinear medium. F2 is the efficiency function that is defined by
a phase matching integral. In the case of FWDFM with tightly focused beams, this
phase matching condition is the same as in the plane wave approximation namely
∆k = 0, if collinear propagating incident waves are considered.
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6.3 The new tool in the lab - VUV light
The up-conversion of the fundamental frequency output of a Ti:sapphire laser sys-
tem has been of increasing interest in recent years since a variety of pump-probe
spectroscopic techniques use UV and VUV pulses to study a range of molecular sys-
tems. Previously, the frequency conversion from the infrared to the ultraviolet (or
even vacuum ultraviolet) was achieved using nonlinear optical crystals and gases.
Sum frequency generation in a BBO crystal (largest birefringence) is just possible
down to 189 nm due to its transparency [190]. Frequency conversion with low in-
tensity is possible down to 166 nm in different nonlinear optical crystals such as
KB5O8 · 4H2O (KB5) [191]. The creation of shorter wavelengths are restricted by
the transparency of the optical crystals.
Generation of higher harmonics of the fundamental frequency of a Ti:sapphire laser
in gases were produced and published in the literature. The fifth harmonic was
created, with a pulse energy in the nano joule regime, within an argon filled cell by
Fuss and co-workers [192]. Noack and co-workers were able to enhance the energy
conversion of the FHG up to micro joules [193, 194, 195, 196].
In this section a new tool is presented for the laboratory (based on the work on
Noack and co-workers) - VUV laser pulses generated in a FWDFM process in an
argon filled gas cell and utilised as pump or probe beam for the spectroscopic mea-
surements. The generation of VUV requires high input intensities of the TH and the
FF wave, as can be seen in Eq. 6.5 and 6.10, whilst also requiring the suppression
of other third order nonlinear effects that would quench the frequency conversion of
the VUV wave.
6.3.1 Generation of the third harmonic
The efficient generation of vacuum ultraviolet radiation, in this particular case the
fifth harmonic of the Ti:sapphire laser of wavelength λ = 160 nm, requires an in-
tense UV laser radiation of 3ω frequency. This third harmonic field should be created
efficiently while simultaneously maintaining the short pulse duration of the funda-
mental pump. The theoretical principles of second and third harmonic generation
are explained in section 2.5.1. The experimental setup used for the third harmonic
generation is displayed in Figure 6.3 and comprises of a combination of four optical
elements.
Firstly, the fundamental p-polarised wave ω (λFF = 800 nm) passes through a 0.5
mm thick BBO crystal, which is AR-coated for 400 - 800 nm. The crystal is manu-
factured with a θ = 29◦ cut with respect to its optical axes for a maximised second
harmonic generation conversion efficiency. The efficiency amounts to 35% of the
fundamental pump wave, which was confirmed experimentally. The created wave
at 2ω (λSH = 400 nm) is s-polarised, since it was generated in a Type I nonlinear
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Figure 6.3: Setup of third harmonic generation using four specific optical com-
ponents. SHG is generated in the first nonlinear optical crystal. The calcite plate
functions as a group velocity delay compensator between the fundamental and the
second harmonic wave. The waveplate rotates both polarisations to be parallel and
in order to increase the frequency conversion of the third harmonic generation in a
type I mixing process within the second BBO crystal.
process (o + o = e). Both waves are spatially co-propagating, since spacial walk-off
can be neglected here. In Figure 6.3 the ω beam and 2ω beams are drawn slightly
offset from each other for illustrative purposes.
A calcite plate (CP) then acts as a group velocity delay compensator between the
fundamental and the second harmonic waves. Calcite is a negative uniaxial crys-
tal with a high birefringence, where the group velocity, vo, of the ordinary wave
is greater than the group velocity, ve, of the extraordinary wave [197]. The coarse
adjustment of the group velocity delay compensation is achieved by carefully select-
ing the thickness of the calcite plate (d = 2.0 mm) and the fine adjustment is done
choosing the correct incidence angle with respect to the propagation direction of the
waves. Consequently, the CP compensates the velocity delay caused by the other
optical components.
The third component is a zero-order dual waveplate (WP), which acts as a λ/2-plate
for 800 nm and a λ-plate for 400 nm. Thus it rotates the polarisation of the fun-
damental wave by 90◦ and by 180◦ for the second harmonic. Both waves therefore
co-propagate with the same polarisation direction.
The third harmonic wave is generated in a 0.1 mm thick BBO crystal which is cut for
a Type I phase matched interaction angle of θ = 44◦. The created third harmonic
has a wavelength of λ = 267 nm and is p-polarised. This will become necessary
for the generation process of the p-polarised fifth harmonic in argon, used as the
isotropic nonlinear medium.
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6.3.2 Generation of the fifth harmonic
The Ti:sapphire laser system used for the four wave difference frequency mixing
process of the fifth harmonic is presented in section 3.1.1. In this FWDFM process,
which is explained in detail in Section 6.2, two waves of the third harmonic and
one of the fundamental frequency are mixed in order to create a fourth wave with a
frequency, 5ω corresponding to a wavelength of λ = 160 nm.
Since nitrogen absorbs electromagnetic radiation of wavelengths λ ≤ 190 nm, the
newly created 160 nm laser light needs to travel in argon, or under vacuum con-
ditions, within a new built vacuum chamber. The experimental setup for the fifth
harmonic generation is displayed in Figure 6.4, where the laser system, the impor-
tant optical components and the photoelectron spectrometer are sketched.
Figure 6.4: Experimental setup of the VUV generation comprising the laser sys-
tem, the nonlinear optical processes and the TRPEI spectrometer. The laser output
is split into three parts of different initial intensities. The first one is used for a THG
Type II generation, where the 267 nm pulse is compressed with a pair of prisms and
used as a “probe” pulse for TRPEI. The second beam is telescoped down and fre-
quency converted to 267 nm with the THG kit described in Section 6.3.1 and focused
into the argon-filled gas cell. The third beam is focused into the same cell, after trav-
elling through a translations stage, used for optimisation of temporal overlap of the
TH and the FF participating in the VUV pulse generation in the FWDFM process.
Characterisation tools within the new vacuum chamber allow the investigation of the
created fifth harmonic wave, before it enters the TRPEI spectrometer as a “pump”
wave.
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The Ti:sapphire laser output of pulse duration 55 fs, repetition rate 1 kHz and
pulse energy 4 mJ, is split into three beam paths of different energies. Two parts of
the output are used for the VUV generation, whilst the other one functions as the
second beam for the pump-probe TRPEI spectrometer. The latter beam, displayed
in Figure 6.4 in the front, has a pulse energy of 0.4 mJ (and is called the “red beam
line”). This 800 nm beam is been focused through a Type I BBO crystal for SHG
and subsequently travels through a second BBO crystal optimised for Type II THG,
as described above. After recollimation, the pulse travels through a prism pair for
optimal pulse compression and, ultimately, maximisation of the TRPEI signal of
the molecular sample. The UV beam is focused with a lens (FL) into the VMI
interaction chamber after having passed through two optics on a translation stage,
which optimise the temporal overlap between the two femtosecond pulses of the
TRPEI experiment. As mentioned above the main energy of the laser output is
divided in two beam paths used for the FWDFM process that generates the fifth
harmonic. In Figure 6.4 the middle beam path (called the “gold beam line”) uses
50% of the fundamental laser output, so Epulse(800 nm) = 2 mJ, to generate 267 nm
with the THG kit, described in detail in Section 6.3.1. Before passing through the
nonlinear optical crystals the fundamental beam is telescoped down in a ratio 3:1
using a mirror telescope (TM1: CC = 3 m and TM2: CX = 1 m). This generated
third harmonic is then focused with a lens, FLTH = 0.5 m, into the argon filled gas
cell passing through a 1 mm CaF entrance window, in order to frequency mix with
a “fresh” 800 nm fundamental beam.
The last beam path is called the “silver beam line” and is the third part of the
fundamental laser output with a pulse energy of Epulse(800 nm) = 1.6 mJ. This 800
nm pulse travels through a 2:1 ratio reducing lens telescope and is focused with
a lens, FLFF = 0.6 m, into the interaction gas cell, where the fifth harmonic is
generated. In this “silver beam line”, a translation stage with two mirrors is used to
optimise the temporal delay between the two pump pulses of the FWDFM nonlinear
process.
The telescope ratios and focal lengths of the lenses were chosen for two reasons.
Firstly, the mirror telescope optimises the THG in the “gold line”, since the power
is important for the FHG, which is quadratically dependent on it. Secondly the focal
lengths of the telescope mirrors and the lenses were carefully selected to maximise
the generation of the 160 nm pulse. As this is dependent on the interaction lengths
of the two pump pulses of frequencies 3ω (“gold beam line”) and ω (“silver beam
line”), which depends on the Rayleigh lengths of both input beam. The focused
diameter of the fundamental beam is calculated to be 110 µm and 85 µm for the
third harmonic.
Both beams generate a filamentation within the region of their foci, which is a few
cm in length. Once both beams are spatially and temporally perfectly overlapped,
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the filamentation region increases in length and intesity due to the interaction of
the two beams, causing frequency conversion to occur. The newly generated fifth
harmonic pulse 5ω travels alongside the two pump pulses, 3ω and ω, through the
0.5 mm CaF2 exit window of the gas cell and into the newly built vacuum chamber.
This is sketched in Figure 6.4 and displayed larger and from the top down in Figure
6.5. The whole VUV vacuum chamber is pumped with a turbomolecular pump
from Edwards Vacuum that is backed with a rotary pump. In Figure 6.4 it is nicely
shown that the vacuum chamber is separated from the gas cell with a window. The
argon filled gas cell is separately pumped, this is very convenient due to the radical
reduction of the evacuation time.
Figure 6.5: Technical drawing of the newly designed and built VUV Chamber with
all the characterisation tools and the important optical components within the cham-
ber. The solid line beam paths represent the situation during a pump probe TRPEI
measurement. The dashed lines are alternative beam pathways for characterisation
purposes of the fifth harmonic pulse. The spectrum and the power of the VUV pulse
can be recorded by moving the corresponding translation stages into the beam path.
Vacuum pumps and tubing are not displayed based on overview reasons.
In the four wave difference frequency mixing nonlinear process, focused input beams
are used, because perfect phase matching cannot be achieved with collimated beams.
With the aid of the aforementioned Gouy phase, defined in Equation 6.8, the k-vector
mismatch due to dispersion can be compensated for. After the generation region,
the VUV beam, alongside the two pump beams, diverge in the VUV chamber and
hit the first optic. This is a curved mirror, custom coated for 155 - 160 nm, which
only reflects the VUV pulse and collimates it simultaneously.
A second mirror then focuses the VUV beam into the TRPEI spectrometer directly
in between the ion optics within the main interaction chamber (see Section 3.2).
Before the fifth harmonic reaches the spectrometer it gets reflected off of a third
126
CHAPTER 6. GENERATION OF VACUUM ULTRAVIOLET LIGHT
optic, which acts as a combiner of the VUV pulse and another UV pulse travelling
through the optic in a perpendicular geometry directly into the spectrometer. These
are the two pulses that are needed as “pump” and “probe” pulses in the time re-
solved measurement performed in the spectrometer. A sketch of the VUV chamber,
attached to the main interaction chamber of the spectrometer, can be seen in Figure
6.6. The chamber at the front is the VUV chamber, where the fifth harmonic enters
from the diagonal top right hand side.
Figure 6.6: Sketch of the VUV chamber attached to the main interaction chamber
of the TRPEI spectrometer.
Inside the VUV chamber (see Figure 6.5) there are two motorised mini translation
stages. The first one holds a pick-off mirror into an argon purged VUV/UV spec-
trometer VS7550 from Resonance Ltd with a spectral resolution of λ/∆λ = 1200.
Another pick-off mirror, and a VUV power meter (XR-16-G VUV energy probe)
from Star Tech Instruments, are mounted on the second translation state, which
is combined with a standard oscilloscope GW Instek with 70 MHz and 1 Gsa/s.
The mirror directs the beam to a mirco USB camera, which was used for finding a
rough spatial overlap of both “pump” and “probe” beam. The fine tuning was done
with the TRPEI spectrometer itself in spatial focusing mode. The dashed lines in
Figures 6.4 and 6.5 symbolise the alternative fifth harmonic beam pathways within
the chamber.
6.3.3 Ultrashort VUV pulse generation - a closer look
The fifth harmonic generation, as previously mentioned, is performed through the
aforementioned filamentation in gases using the four wave difference frequency mix-
ing process. In the presence of a high laser intensity causing the creation of filament,
several nonlinear processes can occur.
The phase matching condition is related to the dispersion in the nonlinear medium
(argon), which is based on the refractive index of the medium. The intensity de-
pendent nonlinear refractive indices n2, defined in Equation 2.45, is based on the
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temperature and the pressure of the gas used as nonlinear medium. A pressure de-
pendent measurement of the nonlinear refractive index n2 in several inert gases, in-
cluding argon, was done by Bo¨rzso¨nyi et al. who quote n2 = 19.4±1.9×10−19cm2/W
at p = 1 bar [198]. An earlier theoretical study by the same group investigated the
dispersion of 800 nm pulses in gases related to the nonlinear refractive index. This
is defined by the Sellmeier coefficients (B1, B2, C1 and C2), the temperature T of
the gas and its pressure p [199].
n2(λ, p, T )− 1 = p
p0
· T0
T
·
[
B1λ
2
λ2 − C1 +
B2λ
2
λ2 − C2
]
p0,T0
(6.11)
In Equation 6.11 the parameter λ is the vacuum wavelength, the pressure was p0
= 1 bar and the temerature was T0 = 273 K. In order to compensate for the dis-
persion in argon and achieve phase matching for the nonlinear FWDFM process,
high intensity focused laser beams are used for the fifth harmonic generation with
the aid of filamentation in the third order nonlinear gas dependent on the pressure
regime [200, 201]. Here, three pressure regimes could be identified and examined
in this study. The low pressure regime of p . 1 atm is dictated by plasma effects
and defocusing. The high pressure regime of p & 1 atm is dominated by high in-
tensity nonlinear effects, such as self-focusing and its collapse due to group velocity
dispersion. In the transitional pressure regime both phenomena of plasma effects
and self-focusing result in a stabilised pulse propagation over a longer distance.
In 2006 Theberge et al. successfully performed FWDFM during filamentaion of
near-infrared and infrared laser pulses in air using the aforementioned effects in the
plasma. Here, the phenomena of intensity clamping and nonlinear phase locking
effects were used for the generation of a stable pulse, with a good quality mode
[202]. The desired goal for four wave mixing processes (in our case fifth harmonic
generation) is to perform stable frequency conversion during filamentation in this
above mentioned intermediate pressure regime. Here, a dynamical quasi equilibrium
is governed by the interaction between the intensity dependent optical Kerr effect
and low-density plasma phenomena. Specifically, the high intensity ultrashort laser
pulse self focuses inside the third order nonlinear medium causing plasma formation,
which then induces a defocusing of this particular laser pulse. This phenomena is
called intensity clamping and this alternating self-and defocusing results in an ex-
tended filamentation length. [200, 202, 203].
In our results of the FHG in argon, this extended region of a bright filament is
observed, when both femtosecond pump pulses are spatially and temporally over-
lapped. If both pulses exhibit a slight delay or spatial display two weak filaments can
be observed, which are shorter in length. Moreover, a phase locking effect providing
phase matching over a long pulse propagation length in the third harmonic genera-
tion, is predicted to occur in all other third order nonlinear processes including four
wave frequency mixing [204].
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6.4 Characterization and Optimization of fifth har-
monic
The efficiency of the fifth harmonic generation is dependent on several parameters
discussed above, that, when optimised, will lead to the highest VUV pulse energy.
Figure 6.7 shows the recorded VUV spectrum generated with the FWDFM process
in argon using the newly designed experimental setup that is described above. The
spectrum was recorded with the VUV spectrometer from Resonance ltd. The set-
tings for the optimal VUV data acquisition are a grating angle of -13 deg and the
aperture and slit were adjusted according to the incoming intensity of the generated
fifth harmonic.
Figure 6.7: Recorded VUV spectrum of the fifth harmonic that was generated in
the FWDFM nonlinear process using the third harmonic and the fundamental of the
laser output. A Gaussian fit is applied to the data with a central wavelength of λ =
161.7 nm and a FWHM = 1.75 nm.
In Figure 6.7 it can be seen, that the generated fifth harmonic pulse exhibits a
Gaussian form in the spectral domain. The central wavelength, λ0, can be extracted
from the fit centred at 161.7 nm with a full width at half maximum FWHM = 1.75
nm. Under the assumption that the generated VUV pulse is transform limited, the
τVUV = ∆t, for a Gaussian pulse shape with the time-bandwidth product K = 0.441
can be calculated with
∆t ≥ K · λ
2
0
c ·∆λ using ∆ν ·∆t ≥ K (6.12)
On the basis of the VUV spectrum in Figure 6.7 and considering the best case
scenario of a transform limited pulse, the pulse duration (transform-limited) of the
generated fifth harmonic is calculated with Equation 6.12 to be τVUV = 22 fs.
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Another piece of evidence for the short pulse duration can be taken from the funda-
mental pump pulse (λ = 800 nm), which is generating the higher harmonics. Figure
6.8 shows the measured autocorrelation signal of the fundamental pump beam, that
was recorded with a single shot auto correlator and the ACore acquisition software.
The FWHM of the curve is 84.5 fs (provided during the measurement by the soft-
ware) and combined with the deconvolution factor for a Gaussian pulse, DGauss =
1√
2
the pulse duration τ can be calculated with
τ = FWHM ·DGauss (6.13)
Here the 800 nm fundamental pulse has a pulse duration τFF of 59.7 fs.
Figure 6.8: Recorded autocorrelation signal of the 800 nm input beam of the THG
and subsequent FHG with a single shot auto correlator and the ACore acquisition
software. The temporal duration of the Gaussian pulse can be calculated to τFF =
59.7 fs.
The product of the envelopes of the pump pulses τFF determines the FWHM and
therefore the temporal duration of the generated fifth harmonic. Starting from an
simple example of the second harmonic generation, the Gaussian envelope function
of both fundamental waves has to be multiplied with each other. This results in a
relationship between the temporal duration of the SH and the FF pulse
τSH =
τFF√
2
(6.14)
This relationship shows, that the multiplication of two Gaussian pulses leads to
a new Gaussian pulse with a more narrow temporal width. For the fifth harmonic
generation, two third harmonic pulses and a pulse at the fundamental wavelength are
used in the FWDFM nonlinear process. On this basis, the total number of Gaussian
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envelope functions is seven and the temporal duration of the fifth harmonic can be
rated using a modification to Equation 6.14
τVUV =
τFF√
7
(6.15)
The temporal duration of the VUV pulse can be calculated using Equation 6.15 and
the results of the measured autocorrelation signal in Figure 6.8 under the assumption
that all pulses exhibit similar temporal durations. To this first approximation the
result is τVUV =
59.7fs√
7
= 22.6 fs. This value of 22.6 fs is in very good agreement
with the above calculated transform limited pulse duration τVUV = 22 fs of the fifth
harmonic. For the results discussed above, the assumption was made that the all
the fundamental input pulses exhibit the measured temporal duration of ∼ 60 fs,
since τ could not be recorded and verified for the third harmonic pump pulse.
6.4.1 Collinear four wave frequency mixing
The fifth harmonic wave can be generated in a beam geometry where both pump
beams travel collinearly and focus at the same spot in the argon filled gas tube. The
phase matching conditions can be optimised by choosing suitable focusing conditions
and input peak powers of both pump beams combined with the correct pressure ad-
justment in the argon gas cell.
The experimental results in this section where obtained with the focusing conditions
and the experimental setup described in Section 6.3.2, except for the “silver beam
line”. Here, the 800 nm input beam was not telescoped down, but instead two win-
dows were used to control the chirp and therefore optimise the pulse compression
as the compressor position of the regenerative amplifier was set for maximal THG
power output. The input fundamental beam possesses a focus diameter of dFF =
55 µm and a Rayleigh range of LR,FF = 6.1 mm. The input pulse energy of the
fundamental wave was determined to EFF = 700 µJ. The parameters for the third
harmonic input beam are a focused diameter of dTH = 46 µm, a Rayleigh range of
LR,TH = 12.6 mm and a pulse energy ETH = 96 µJ.
As explained above in Section 6.3.3, the pressure regime has to be selected ac-
cordingly to the focusing conditions in order to balance the high pressure physical
mechanisms such as intensity induced self focusing, normal GVD and multiphoton
ionisation with the low pressure effects like plasma defocusing and tunneling ionisa-
tion [200, 205]. In a single component gas such as argon the increase of frequency
conversion efficiency varies monotonically according to the tightness of the beam
focus [185]. A pressure dependent study of the frequency conversion efficiency was
done by measuring the pulse energy of the generated VUV pulse as a function of
the pressure within the gas cell. The input parameters were constant throughout
the measurement, and the fundamental beam and the third harmonic beam were
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focused at the same spot and temporally overlapped. Figure 6.9 shows the results
of the collinear pressure dependent VUV generation in the nonlinear medium argon.
Figure 6.9: Pulse energy of the generated fifth harmonic in nJ plotted over the
argon pressure in mbar. This measurement was conducted in a collinear FWFM
geometry of the two pump beams.
The pulse energy of the generated VUV beam was determined by measuring the
VUV power with a power meter combined with a standard digital storage oscillo-
scope (see Section 6.3.2). From the measured and background subtracted voltage,
V , the generated VUV power can be calculated by also using the resistance R =
15000 Ω and the detector responsivity Rres = 0.005
A
W
for 160 nm.
PVUV =
V
R ·Rres (6.16)
The VUV energy can be ascertained with this power, PVUV, and the repetition
rate of the laser, which was set to 1 kHz. Figure 6.9 displays a fast rise in the lower
pressure regime, where the interaction between the pulses and nonlinear material in-
creases with increasing pressure. The optimum conversion efficiency in the collinear
input beam geometry is found at p = 32 mbar. During the measurement a clear
filamentation in both pump beams can be observed, which increases in length up
to 10 cm if both pump beams are overlapped in space and time. This observation
is a signature of the so called intensity clamping or alternating self-and defocusing
effect [200, 202, 203]. The critical power, Pcr, for self focusing can be calculated for
a Gaussian pulse dependent on the applied pressure in the following way:
Pcr =
3.77 · λ20
8pin0n2
(6.17)
In Equation 6.17, λ0 is the vacuum wavelength and n0 and n2 the linear and non-
linear refractive index, respectively. For argon, n0 = 1.000357 and the nonlinear
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refractive index n2 = 1.27 ·10−23 m2W·bar [206]. The critical pressure for the fundamen-
tal and the third harmonic waves are Pcr(FF) ∼= 200 GW and Pcr(TH) ∼= 20 GW,
respectively. The actual input peak powers of both beams in this collinear experi-
ment are calculated with each pulse energy EFF and ETH to be PFF,peak ∼= 10 GW
and PTH,peak ∼= 3 GW. It can be seen that both the input peak powers are below
the threshold for self focusing, which might be the reason for the low conversion
efficiency and therefore the low pulse energy. Nevertheless it can be assumed that a
balancing effect, such as self focusing, also takes place in this lower pressure regime
due to the observation of the extended filamentation.
6.4.2 Noncollinear four wave frequency mixing
Noncollinear four wave frequency mixing can be used in order to increase the effi-
ciency of the third order nonlinear process in isotropic media. Here, the noncollinear
phase matching makes use of the actual vector properties of the involved waves with
their wavevectors kVUV, kTH, kFF and their vectorial mismatch ∆k [185].
∆k = kVUV − (2kTH − kFF) (6.18)
The Gouy phase shift that is experienced by focused beams leads to the minimi-
sation of the wave vector mismatch ∆k, as described in Section 6.4.1. However in
the presence of normal dispersion a fully vanishing wavevector mismatch cannot be
achieved. It is therefore advantageous to introduce an angle between the two pump
beams and therefore a noncollinear propagation geometry, as shown in Figure 6.10.
Figure 6.10: Wave vector diagram for perfect noncollinear phase matching con-
dition with positive dispersion. Here the geometry between the two input waves, the
fundamental ω and the third harmonic 3ω and the generated fifth harmonic 5ω has
no wave vector mismatch ∆k.
In this wavevector diagram the k-vectors of the fundamental and the third harmonic
wave propagate in different directions defined by the angle θ1 between them. The
second angle, θ2, defines the difference of propagation direction between the fifth
and the third harmonic.
Where dispersion is present, a mismatch between the k-vectors generally occurs.
In order to achieve perfect phase matching the correct pressure has to be found
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for a certain set of angles. In other words both of the phase matching angles, θ1
and θ2, are dependent on the type of gas, the pressure, the temperature and the
wavelength of the incident beams. These angles are defined within the small angle
limit by Equation 6.19 and 6.20 and are dependent on the refractive indices n and
wavelengths λ of the contributing waves [185].
θ1 =
(
(nVUV/λVUV)
2 − [(2nTH/λTH)− (nFF/λFF)]2
2nTHnFF/(λTHλFF)
) 1
2
(6.19)
θ2 =
(
(nFF/λFF)
2 − [(2nTH/λTH)− (nVUV/λVUV)]2
2nTHnVUV/(λTHλVUV)
) 1
2
(6.20)
A study by Noack and co-workers shows the pressure dependency of the noncollinear
phase matching angle in mrad, displayed in Figure 6.11 [207]. Here, for each given
angle the pressure was adjusted to obtain maximal VUV intensity.
The curve is dependent on the focusing conditions of the fundamental and the third
harmonic waves which are somewhat different to the parameters presented in this
chapter. Nevertheless the graph is a good guideline for experimental measurements
and it clearly shows, that with increasing pressure the phase matching angle between
the fundamental and the third harmonic has to rise as well. The insert shows the
pressure dependent VUV intensity at a given phase matching angle of 15 mrad [207].
Figure 6.11: The phase matching angle between the two incident beams is plotted
over the pressure of argon used as a nonlinear medium in the FWDFM process [207].
The insert shows the VUV generation for a noncollinear angle of 15 mrad.
The experimental approach to achieve phase matching for the nonlinear FWDFM
process is to alter the pressure within the gas cell filled with argon whilst simul-
taneously maintaining a constant angle between the two incident waves of fixed
wavelengths, 267 nm and 800 nm.
In order to set the small phase matching angle θ1 between the incident beams cor-
rectly, basic trigonometry was utilised with the known separation, 2s, of the middle
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points of the two beam spots at the entrance window of the cell and the distance,
d, from that point to the focus.
θ1 = 2α = 2 tan
(s
d
)
(6.21)
The noncollinearly generated VUV pulse was realised with an experimental setup
that is described in Section 6.3.2. Due to the phase matching angle, the interaction
length Leff of the fundamental and the third harmonic wave is reduced. It can be
assumed that in the plane wave approximation Leff is indirectly proportional to the
phase matching angle.
The input parameters for the fundamental wave are a focus diameter dFF = 110 µm,
a Rayleigh length of LR,FF = 24 mm and an input pulse energy EFF = 1 mJ. The
incident third harmonic wave of a pulse energy ETH = 170 µJ has got a focus diame-
ter of dTH = 57 µm and a Rayleigh length of LR,TH = 18 mm. A pressure dependent
measurement of the VUV pulse energy generated in a noncollinear FWDFM geom-
etry was conducted at two different fixed phase matching angles and compared with
the collinear pulse energy curve. The results are plotted in Figure 6.12.
Figure 6.12: Pressure dependent measurement of the VUV pulse energy generated
in a collinear geometry (black) and noncollinear geometry of the two input beams at
a phase matching angle θ1 = 12.5 mrad (red) and θ1 = 22.6 mrad (blue).
In the noncollinear geometrical setup, the focused input pulses produce maximal
frequency conversion if they are directly spatially overlapped at their foci and arrive
at the same time at this position (temporal overlap). In this case there is a specific
pressure matching condition for the chosen angle θ1 between the two beams. In
Figure 6.12 the maximum VUV generation at θ1 = 12.5 mrad is achieved at an
argon pressure of p = 350 mbar. The VUV pulse energy was measured to be EVUV
= 300 nJ. The second measurement, that was performed at an angle of θ1 = 22.6
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mrad, resulted in a generated VUV pulse energy of EVUV = 273 nJ at a gas pressure
of p = 577 mbar. The graph clearly shows that higher pulse energies of the fifth
harmonic can be generated using the noncollinear FWFM process compared to the
collinear geometry. This is due to the fact that total phase matching condition is
achieved at higher gas pressures and that the conversion efficiency is quadratically
dependent on the number of argon atoms N or, equivalently, the gas pressure p
[207].
IVUV ∝ N2|χ(3)|2 I
2
THIFFL
2sinc2(∆kL/2)
n2THnFFλ
2
VUV
(6.22)
The asymmetric pressure behaviour of the VUV pulse energy in Figure 6.12 can be
explained with the quadratic pressure dependence (with a wavevector mismatch ∆k
= 0) in Equation 6.22 and has been previously observed in the literature [207].
In the third order nonlinear medium, argon, the fifth harmonic can be generated
not only by four wave difference frequency mixing (ωVUV = 2ωTH −ωFF ), but also
with sum frequency mixing (ωVUV = ωTH + 2ωFF ). Based on phenomenological
evidence the observed intensity of the VUV pulse is more strongly dependent on the
third harmonic intensity than on the fundamental input intensity. Based on this
fact, it can be concluded that the fifth harmonic is generated with the nonlinear
difference frequency mixing process.
It is also important to consider the pressure regime where phase matching is achieved
in argon for the given angles. The critical power for self focusing to occur at a
gas pressure of p = 500 mbar is calculated with Equation 6.17 to be Pcr(FF) ∼=
15 GW and Pcr(TH) ∼= 2 GW. The actual input peak powers of the fundamental
PFF,peak ∼= 17 GW and the third harmonic PTH,peak ∼= 5 GW are above this self
focusing threshold. During the FHG in the noncollinear geometry, a clear bright
filament can be observed, that is shorter in length that the one in the collinear case
but is, however, slightly more intense. Based on the comparison of critical power
and input power of both incident waves it is evident that the balancing effect of
the intensity dependent Kerr focusing and the low pressure plasma defocusing is
controlling the VUV frequency generation [202].
Further optimisation of the third harmonic generation resulted in a pulse energy ETH
= 220 µJ. Using this new optimised third harmonic and the same input pulse energy
of the fundamental wave of EFF = 1 mJ in the FWFM process a new record of the
VUV pulse energy could be achieved. At a phase matching angle θ1 = 17.7 mrad and
a gas pressure of p = 422 mbar the highest fifth harmonic pulse energy was measured
to be EFH = 613 nJ. The energy of this generated VUV pulse is sufficient to use it
as a pump or a probe pulse to perform time-resolved spectroscopic experiments.
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6.5 Combination of the new light source and TR-
PEI spectrometer
The time-resolved photoelectron spectrometer was augmented with the implemen-
tation of the novel femtosecond vacuum ultraviolet (VUV) light source. The func-
tionality and performance of the combined VUV plus TRPEI imaging technique
was investigated and preliminary experimental data from xenon and butadiene are
presented.
The general experimental setup, which was used for the measurement of both
molecules, is outlined in detail in Chapter 3. The newly generated femtosecond
VUV laser pulse of λpump = 160 nm was used as a pump beam for the excitation of
the systems under study. A second fs UV pulse of λprobe = 267 nm was utilised for
the ionisation process.
In principle, the experiment was conducted with the experimental setup that is dis-
played in Figure 6.4 with a minor change inside the VUV vacuum chamber. The
pathway geometry inside the VUV chamber, as shown in Figure 6.5, was altered by
changing the focusing mirror (FM) from a long focal length to a shorter one (fFM =
10 cm). Thus, the position of the mirror had to be changed as well and it is located
now at the other end of the main vacuum chamber of the VMI spectrometer. The
laser beam pathway for the fifth harmonic (λpump = 160 nm) now runs through the
VMI interaction chamber and hits the focusing mirror, which then back-focuses the
pump beam onto the molecular sample. The beam pathway of the third harmonic
(λprobe = 267 nm) also changed in the same way.
TRPEI measurement of xenon
The noble gas xenon was measured in a two-colour (1 + 1′) photoionisation process
in order to evaluate the performance and calibrate the spectrometer.
Figure 6.13 shows the recorded xenon photoelectron image accumulated over a range
of pump-probe time delays from ∆t = -150 fs to 150 fs in 25 fs steps. The ioni-
sation potential IPXe of xenon is 12.13 eV [208] and the total energy provided by
the pump and the probe pulse is Etot = Epump + Eprobe = 7.75 eV + 4.64 eV =
12.39 eV. The bright ring in Figure 6.13 corresponds to the two-colour signal, with
the radius size being proportional to the kinetic energy of the ionised electrons
Ekin,e− = Etot − IPXe.
The faint outer ring in the photoelectron image of xenon is generated by the small
one-colour signal originating from three photon ionisation of the 267 nm probe pulse.
The total energy provided by three 267 nm photons is Etot,1colour = 3 ·Eprobe = 13.2
eV.
Both ionisation processes are non-resonant, which means that the transition from
the initial ground state to the final cation state occurs without an intermediate ex-
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cited electronic state. Based on this the xenon two-colour (1 + 1′) photoionisation
image can be used as a calibration for the system response and a cross-correlation
measurement of pump and probe pulse.
Figure 6.13: Summation of (1 + 1′) photoelectron images of xenon over a range
of pump-probe time delays from ∆t = -150 fs to 150 fs following 160 nm excitation
and 267 nm ionisation.
The time-resolved photoelectron spectra of xenon can be obtained from the com-
plete set of photoelectron images at different pump-probe delay times ∆t applying
the rapid matrix Abel inversion method (described in Section 3.3). This xenon 3D
spectrum is plotted against photoelecton kinetic energy and pump-probe time delay
in Figure 6.14.
Figure 6.14: Time-dependent photoelectron spectrum of xenon dependent on the
electron kinetic energy and the pump-probe time delay obtained with 160 nm excita-
tion and 267 nm ionisation. This data set is used for characterisation of the VUV
pulse and for system calibration purposes in order to be able to analyse further data.
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The time-dependent photoelectron spectrum of xenon can be used to characterise
the performance of the spectrometer, because the two-colour (1+1′) photoionisation
process is non-resonant. The utilisation of the spectrometer in a non-resonant con-
figuration enables a type of frequency-resolved optical gating (FROG) measurement,
where detection of the cross-correlation of two laser pulses is spectrally resolved. In
Figure 6.14 a FROG-type measurement between the pump pulse of λpump = 160
nm and the probe pulse of λprobe = 267 nm was conducted. In an ideal case, one
well-characterised laser pulse is used in order to measure the properties of the second
pulse. In the xenon experiment the characteristics, such as pulse durations of both
laser pulses, are not fully known. However the pulse duration of the probe pulse
(267 nm) was compressed with an external prism pair by maximising the one-colour
ionisation signal levels of xenon. The xenon data exhibits, as can be seen in Figure
6.14, a small spectral tilt. Since the 267 nm pulse was optimally compressed, the
tilt is a signature of a slight chirp in the 160 nm pulse.
From the time dependent photoelectron spectrum in Figure 6.14 the intensity in the
low kinetic energy region was plotted against pump-probe delay, which can be seen
in Figure 6.15. Since the xenon data shows a non-resonant photoionisation signal, it
has to be fitted with a Gaussian function. The extracted full width at half maximum
FWHM = 210 fs and corresponds to the convolution of both pump and probe pulse
durations.
Figure 6.15: Transient of xenon summed over the low kinetic energy region from
0.05 eV to 0.50 eV, which was fitted with a Gaussian function with a full width at
half maximum of 210 fs.
As the exact pulse duration of the probe pulse (267 nm) is unknown, no absolute
value for the pulse duration can be extracted. However, it can be assumed that the
fs VUV laser pulse is getting a chirp after the generation process. The CaF2 window
between gas cell and VUV vacuum chamber introduces a small positive chirp to the
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VUV pulse, but the bigger contribution to the chirp most likely originates from the
collimation mirror inside the VUV vacuum chamber. Although the reflectivity of
the mirrors was optimised for 160 nm, the group velocity dispersion of the CaF2
mirror substrate leads to the chirp in the pulse.
Improvements to the setup can be done with the optimisation of the beam path
geometry and the minimisation of the angle of incidence at each mirror used in the
VUV vacuum chamber.
TRPEI measurement of butadiene
A proof-of-concept study was undertaken by investigating the molecular system 1,3-
butadiene. It is a good prototype of conjugated molecules and an excellent starting
point for a performance test for the newly implemented VUV light source in combi-
nation with the TRPEI spectrometer. Its optical absorption spectrum of butadiene
was studied in the ultraviolet spectrum [209, 210, 211] and its ionisation potential
is 9.08 eV [212].
The first and preliminary results of (1 + 1′) photoionised 1,3-butadiene following a
160 nm excitation and a 267 nm ionisation step are displayed hereafter. In Figure
6.16 the summation of (1 + 1′) photoelectron images is shown in a pump-probe time
delays region at ∆t = 0 fs. The data was created by subtracting the one-colour
pump alone and one-colour probe alone background from the overall recorded sig-
nal. It exhibits a bright intensity inner ring, which corresponds to lower kinetic
energy electrons and a pair of larger, less intense rings that are a signature of faster
photoelectrons.
Figure 6.16: Summation of (1 + 1′) photoelectron images of butadiene in the
pump-probe time delays region at ∆t = 0 fs following 160 nm excitation and 267 nm
ionisation.
After background subtraction the rapid Abel inversion, described in detail in Section
3.3, was applied to the photoelectron image of butadiene. The time-resolved and
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kinetic energy dependent photoelectron spectrum is plotted and displayed in the
top half of Figure 6.17. The bottom half of Figure 6.17 shows the 2D Levenberg-
Marquardt fit to the butadiene data set using one exponential function convoluted
with the Gaussian cross-correlation. The fitting routine is explained in detail in
Section 3.3.2. The dashed lines in the spectrum and the fit symbolise the (1 + 1′)
photoionisation cut-off energy of the 160 nm pump pulse and the 267 nm probe
pulse. The total energy provided by both photons is Etot = Epump + Eprobe = 7.75
eV + 4.64 eV = 12.39 eV. The maximal electron kinetic energy in a (1 + 1′) process
is calculated with Ekin,e− = Etot − IPB = 12.39 eV - 9.08 eV = 3.31 eV.
Figure 6.17: Time-dependent photoelectron spectrum of butadiene dependent on
the electron kinetic energy and the pump-probe time delay obtained with 160 nm
excitation and 267 nm ionisation. The data was fitted with a single exponential
2D global fit function. The fit is displayed below the data set and the dashed lines
represent the (1 + 1′) photoionisation energy cut-off.
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The spectrum of butadiene exhibits, over the whole electron kinetic energy range,
ultra fast decaying signals. Using an excitation wavelength of 160 nm a manifold
of several excited states can be excessed up to the 3d/pi or even the 4p/pi electronic
state [210]. The weak intensity signal, which extends until the (1 + 1′) photoioni-
sation cut-off energy, is a signature of the projection to the D0 ground state of the
butadiene cation. The strong intensity signal at low kinetic energies is originating
from projections to energetically higher lying excited cation states of the butadiene
(D1 and D2). The reason for the intense signal might be a higher projection propen-
sity from the electronic excited states of the neutral molecule to the excited cation
states based on Franck-Condon arguments and this should be investigated further.
The high intensity feature in the low electron kinetic energy region between 0.05 eV
and 0.50 eV and the corresponding single exponential fit are plotted against pump-
probe delay time in Figure 6.18. A time constant of τ = 120 fs could be extracted,
despite the relatively long cross-correlation of the measurement. It has previously
been shown that time constants of approximately half the cross-correlation value
may be reliably extracted from mono-exponential fits to transient data [213].
Figure 6.18: Time-dependent section of butadiene summed over the low kinetic
energy region from 0.05 eV to 0.50 eV. A single exponential lifetime of τ = 120 fs
could be extracted from the 2D global fit applied to the data.
Overall, the butadiene data presented above provides as successful first demonstra-
tion of a TRPEI measurement using our newly developed VUV light source. Future
work will begin to exploit the VUV capability further and some possible avenues of
investigation will be discussed briefly in Chapter 7.
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6.6 Conclusion
The goal was to design and construct a compact femtosecond vacuum ultraviolet
light source, which can be used for time-resolved spectroscopic measurements.
The generation of fs VUV laser pulses is conducted in a nonlinear medium with a
third order nonlinearity χ(3) using a four wave frequency mixing process. In this
work the generation of the fifth harmonic of wavelength λFH = 160 nm from a
Ti:sapphire laser was produced by frequency mixing the fundamental wave (λFF =
800 nm) and the third harmonic (λTH = 267 nm) in the noble gas argon used as a
nonlinear medium. For this purpose a gas cell for the nonlinear interaction process
and an attached completely new VUV vacuum chamber, containing optics and di-
agnostic tools, were designed and built within the scope of this work.
At first the VUV pulse was generated in a FWFM process with a collinear geometry.
Here both pump pulses (fundamental and third harmonic) were co-propagating and
focused into the interaction region. The conversion efficiency of the generated VUV
pulse depends on the intensities of both pump beams and also on the pressure and
the temperature of the nonlinear gas. The maximum pulse energy of 160 nJ of the
VUV pulse in this configuration was achieved at p = 32 mbar.
In order to enhance the conversion efficiency of the VUV pulse a non-collinear ge-
ometry of both input pulses was chosen, to avoid wavevector mismatch of all beams
and establish perfect phase matching. The phase matching is achieved for higher
pressures of the nonlinear medium argon, which enhances the frequency conversion
process. A maximal VUV pulse energy of EFH = 613 nJ was generated at a phase
matching angle of θ1 = 17.7 mrad and a gas pressure of p = 422 mbar. This VUV
energy is sufficient to conduct TRPEI experiments in combination with the newly
generated VUV laser source.
In order to demonstrate the functionality and the performance of the combined VUV
light source and the time-resolved photoelectron imaging spectrometer the noble gas
xenon was investigated with a pump wavelength of λpump = 161 nm and a probe
wavelength of λprobe = 267 nm. Here a cross correlation of 210 fs was measured.
Furthermore, as a proof-of-concept study, the conjugated molecule butadiene was
investigated using the new VUV laser light as a pump pulse to study higher lying
excited states and a lifetime of 120 fs was determined.
Conclusively, it can be stated that the successful implementation of this new fs VUV
light source enables the study of a variety of different molecular systems. Using the
VUV pulse as a probe in the TRPEI technique allows us to potentially detect the
full dynamical relaxation process of molecules back to their electronic ground state,
and this will be the subject of future work within the group.
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Chapter 7
Summary and Outlook
7.1 General conclusions
In this thesis, the nonadiabatic molecular dynamics of model chromophores, which
form the basis of biologically important molecular systems, were investigated with ul-
trafast nonlinear optics in conjunction with photoelectron imaging spectroscopy. In
order to comprehend the photoprotective function of DNA, eumelanin and biomolecules,
the dynamical processes and physical functionality of the basic heteroaromatic molecules
have to be first understood. This “bottom up” methodology is often used in the
femtochemistry community and was part of this work.
The molecule aniline is an excellent starting point, since it is a constituent part
of three out of the four nuclear bases of DNA and has been therefore widely in-
vestigated in recent years. Nevertheless open questions about its excited state dy-
namics remain and therefore its potential photoresistivity is not fully understood.
The chemical structure of a molecular system is responsible for the dynamical op-
erating mechanism, because it defines the critical coordinates that drive the non-
radiative relaxation process. Hence, site-selective methylation of a molecule is a use-
ful tool to gain additional in depth information about the dynamical process. The
non-adiabatic relaxation pathways in the derivatives of aniline, N,N-dimethylaniline
(N,N-DMA) and 3,5-dimethylaniline (3,5-DMA), have been thoroughly studied with
time-resolved photoelectron imaging. Upon 240 nm excitation several electronic ex-
cited states in both molecules are energetically accessible and are populated in the
Franck-Condon region, such as the 2pipi∗, S2(3s/piσ∗) and S1(pipi∗) states. Due to the
structural difference of both molecules, the temporal evolution and the fate of the
participating electronic states are not the same. The critical relaxation coordinates
that dominate the non-adiabatic state coupling in both molecules are the distortion
of the molecular ring-system and N-X bond stretching. In N,N-DMA the S2(3s/piσ
∗)
excited state decays via two pathways, which are internal conversion due to non-
adiabatic coupling with the S1(pipi
∗) state and direct bond fission. In 3,5-DMA
this S2(3s/piσ
∗) state just decays via direct dissociation, because of the structural
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changes on the aromatic ring-system that effectively slow down the non-adiabatic
coupling mechanism. The energetically higher lying 2pipi∗ excited state decays on
an ultrafast timescale without the interaction of the other involved states.
Much like aniline, the relaxation dynamics of the base molecule indole were stud-
ied within the scope of this thesis. Indole is particularly interesting since it is the
aromatic sub-component of many bio-molecules, like two DNA bases, amino acids
and the pigment eumelanin, which are all extremely photoresistant. Specifically
eumelanin is the body’s front line defence system against potential harmful UV ra-
diation, therefore it is of great interest to understand the underlying temporal decay
mechanisms in the base chromophore indole. Next to the relaxation dynamics of
the pipi∗ excited states, the role of the (3s/piσ∗) excited state in indole is of particu-
lar significance. These dissociative piσ∗ states were the focus of many experimental
and theoretical investigations, since they supposedly mediate the non-radiative de-
cay pathway back to the molecular ground state. Utilising the highly differential
pump-probe TRPEI approach, which provides time-, energy- and angle-resolved in-
formation, the ultrashort non-adiabatic dynamics and the population transfer from
the energetically higher lying pipi∗ excited state to the (3s/piσ∗) state and the sec-
ond, lower lying pipi∗ state were analysed. However, the ultimate fate of the (3s/piσ∗)
state remains unclear, since the pulse energy of the employed probe pulse restricts
the detection of the full dynamical process.
In order to be able to study the complete relaxation pathway back to the electronic
ground state of a molecular system, a new ultrafast vacuum ultraviolet light source
has been built in the laboratory and combined with the TRPEI spectrometer. These
ultrashort laser pulses of the new light source were created in a nonlinear four wave
frequency mixing process in noble gas with a high third order nonlinearity. Here
the input frequencies involved the fundamental (λFF = 800 nm) and third harmonic
(λTH = 267 nm) frequency of a Ti:Sapphire laser system. At first a collinear geome-
try between the two input pulses were used for the generation process in a gas filled
cell. The generation efficiency of the outcoming fifth harmonic frequency was de-
pendent on the pressure and the temperature of the noble gas within the home built
cell. In order to increase the energy conversion efficiency of the generated VUV
pulse, the FWFM process was changed to a non-collinear geometry of the input
waves. Here, perfect phase matching was achieved at higher gas pressures, which
enhanced the frequency conversion. The highest vacuum ultraviolet light generation
using the FWFM nonlinear process was achieved using an argon pressure p = 422
mbar and a phase matching angle θ1 = 17.7 mrad. This yielded an efficient fifth
harmonic freuqency pulse with a wavelength λFH = 161 nm and pulse energy EFH =
613 nJ. This energy was sufficient to perform time-resolved photoelectron imaging
experiments. The functionality and performance of the combined TRPEI spectrom-
eter with the newly developed VUV light source was evaluated with the noble gas
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xenon that was also used for calibration purpose and a proof-of-concept study on
the molecule 1,3-butadiene was performed. Summarising, the novel state-of-the-art
spectroscopic technique including the fs vacuum ultraviolet light source opens pos-
sibilities to study molecular photophysics on a larger dimension. New insight to
the full non-adiabatic dynamical process of biomolecules as well as their “molecular
structure - dynamics - protection function” relationship can be revealed.
7.2 Future directions
The work in this thesis explored how modifications in molecular structure as well
as changes of the excitation energies influenced the overall relaxation dynamics of
molecular systems. This newly gained insights and the availability of the newly
designed and build femtosecond vacuum ultraviolet light source in combination with
the TRPEI spectroscopic technique opens new possibilities to study and understand
a variety of different biologically relevant model molecules.
7.2.1 Important biomolecular model systems
Future spectroscopic TRPEI measurements, employing the fs VUV laser pulse as a
pump step, can examine important molecular systems of interest such as diethylether
(DEE) and tetrahydrofuran (THF), shown in Figure 7.1. The molecular structure
of THF is comparable to ribose, which is a part of DNA [214]. Hence a detailed
understanding about the dynamical mechanisms of these molecules is of great in-
terest, which is motivated once again by the photoresistance of the molecules after
ultraviolet light absorption.
Figure 7.1: Structural formula of diethylether (DEE) and tetrahydrofuran (THF)
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Equally interesting is the study of ultrafast dynamics in acetylacetone (chemi-
cal name: 2,4-pentanedione), which exhibits keto - enol tautomerim. Its common
molecular form in the gas phase is the enolic acetylacetone and the its stability orig-
inates from the intramolecular H-bond, which is abundant in many biomolecules
[215]. Hence acetylacetone is an excellent starting point for the study of intramolec-
ular H-atom transfer, which is a common and important reaction pathway mediated
by UV excitation.
Figure 7.2: Keto-enol tautomerism of Acetylacetone
7.2.2 Novel optical and spectroscopic techniques
Further directions for the diversification of the spectroscopic technique is the per-
formance of TRPEI with tunable VUV light. The general feasibility of tunable fs
VUV pulses was demonstrated by Noack and co-workers [196]. A generation and
implementation of tunable fs pulses in the vacuum ultraviolet spectral region can
be done with the current experimental setup. The four wave sum- or difference
frequency mixing process in a third order nonlinear gas can be used to generate
fs-VUV laser pulses of wavelengths λ = 112 - 164 nm. The input pump pulses
of this nonlinear FWFM process are the tunable output of an OPA (wavelength
range: signal 1.1 - 1.6 µm or idler 1.6 - 2.6 µm) combined with frequency converted
UV pulses (wavelength range: 273 - 260 nm, second order nonlinear processes in
crystals). The pulse energy of the tunable fs VUV pulses is below the one photon
ionisation potential of most molecular systems of interest and will therefore allow
the complete study of their complex dynamical behaviour. Another efficient way of
generating tunable deep-ultraviolet radiation is the utilisation of hollow-core crystal
fibres, which enable pressure adjusted normal and anomalous dispersion [216]. Their
ability to generate gas-based radiation of enormous tunablility, from near infrared
to vacuum ultraviolet light, and the subsequent utilisation of the tunable generated
radiation with spectroscopic techniques, potentially offers a great improvement over
our current approach.
In order to further facilitate the “bottom up” methodology of investigation of bi-
ologically relevant molecules, these bigger systems have to be efficiently put into
the gas-phase. Laser induced acoustic desorption (LIAD) is a alternative method of
preparing molecules with a low vapour pressure from the solid-phase into the gas-
phase [217, 218]. Here a solid molecular sample is coated on the front surface of a
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thin metal foil. These molecules desorb from this surface, due to laser pulses hitting
the back surface of this foil. Subsequently the pure molecular systems can be studied
using a time-of-flight experiment or a particle imaging spectroscopic technique.
An extremely differential spectroscopic method to investigate the complete photodis-
sociation process of polyatomic molecules is the photoelectron-photoion coincidence
technique (PEPICO). In the photoionisation process of molecules, two types of par-
ticles are generated, which are cationic photofragments and photoelectrons. The
intrinsic properties of both species are correlated and the energy and angular distri-
bution of the electrons and the ions will be observed as a function of pump-probe
delay [219, 220]. The utilisation of the PEPICO technique with new light sources in
the UV and VUV spectral region provide, in principle, the detection of the complete
non-adiabatic process of the molecular system.
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