Abstract. Given a complex orthosymplectic superspace V , the orthosymplectic Lie superalgebra osp(V ) and general linear algebra gl N both act naturally on the coordinate super-ring S(N ) of the dual space of V ⊗ C N , and their actions commute. Hence the subalgebra S(N ) osp(V ) of osp(V )-invariants in S(N ) has a gl N -module structure. We introduce the space of super Pfaffians as a simple gl Nsubmodule of S(N ) osp(V ) , give an explicit formula for its highest weight vector, and show that the super Pfaffians and the elementary (or 'Brauer') OSp(V )-invariants together generate S(N ) osp(V ) as an algebra. The decomposition of S(N ) osp(V ) as a direct sum of simple gl N -submodules is obtained and shown to be multiplicity free. Using Howe's (gl(V ), gl N )-duality on S(N ), we deduce from the decomposition that the subspace of osp(V )-invariants in any simple gl(V )-tensor module is either 0 or 1-dimensional. These results also enable us to determine the osp(V )-invariants in the tensor powers V ⊗r for all r.
Introduction
In [8, 9] , we established the first and second fundamental theorems (FFT and SFT) of invariant theory for the orthosymplectic supergroup. The FFT in particular tells us that the invariants of the orthosymplectic supergroup all arise, in some appropriate sense, from the bilinear form defining the supergroup. We continue the study here to develop the invariant theory for the orthosymplectic Lie superalgebra.
This research was supported by the Australian Research Council.
1
It is well-known that the invariant theory of the orthogonal Lie algebra, or special orthogonal group, is more intricate than that of the orthogonal group. Consider for example the actions of the complex orthogonal group O(m) and its Lie algebra so(m) on the m-th tensor power of M = C m . There exists an so(m)-module homomorphism det : C −→ M ⊗m where C is the trivial so(m)-module, given by the composition C ∼ −→ ∧ m M ֒→ M ⊗m . This determinant map is also an O(m)-module homomorphism, but C then needs to be thought of as the non-trivial 1 dimensional O(m)-representation. The image of det is then not an O(m)-invariant, but a pseudo O(m)-invariant in the sense that g(det) = det(g) det for any g ∈ O(m), where det(g) is the determinant of g as an m × m matrix. Then for all r(≥ m), the subspace of so(m)-invariants in M ⊗r is "generated" by the determinant map and the pull-back of the bilinear form defining O(m) (see e.g., [1, Appendix F] ).
We study here the analogous question for the orthosymplectic Lie superalgebra. The main issue is to understand those invariants of the orthosymplectic Lie superalgebra, which are not invariants of the orthosymplectic supergroup. We show in this work that to generate all osp-invariants, just one invariant of osp is required, which is not an invariant of the orthosymplectic supergroup OSp. This is the super Pfaffan. In references [13, 14] , Sergeev anticipated the existence of a super Pfaffian, which is such an invariant. However, the super Pfaffian remained somewhat mysterious, as the arguments for its existence in [13, 14] were abstract.
By using integration over the supergroup in the Hopf superalgebraic setting [11, 12] , we described in [9] a construction for the super Pfaffian, which is quite appealing conceptually. In principle the construction allows one to compute the super Pfaffian, but even in small dimensions, it is quite nontrivial to derive an explicit expression for it this way, see Example 3.10 below. The aims of the present paper are to gain a better understanding of the super Pfaffian, and to present a proof of its sufficiency for generation of all invariants of osp.
We now briefly describe the main results of the paper. Let V be a complex superspace with sdim (V ) = (m|2n), regarded as the natural module for the orthosymplectic Lie algebra osp(V ) (see [9, §2.4] for details), and let S(N) be the coordinate ring of the dual space of V ⊕N ≃ V ⊗ C C N , the sum of N copies of V . Then S(N) admits commuting actions of osp(V ) and gl N , and hence the subalgebra S(N) osp(V ) of osp(V )-invariants is a gl N -module. Theorems 2.5 and 4.3 describe the decomposition of S(N) osp(V ) as a gl N -module; specifically, we determine the simple submodules and show that they all have unit multiplicity. The highest weight vector of each simple submodule is obtained. These theorems imply Corollary 5.3, which shows that dim(V λ ) osp(V ) ≤ 1 for any simple tensorial gl(V )-module V λ , and gives the necessary and sufficient conditions on the highest weight λ for equality to hold.
We introduce the space Γ(N) of super Pfaffians in S(N) osp(V ) (see Definition 4.2); this is a simple gl N -submodule. Theorem 3.5 proves the formula (3.5) for the highest weight vector of Γ(N), which generates the entire space of super Pfaffians as gl N -module. The formula is simple and explicit, which renders transparent the invariance properties of the super Pfaffians under the action of the orthosymplectic Lie superalgebra. It plays a crucial role in the proof of Theorem 4.5. Theorem 4.5 is the first fundamental theorem (FFT) of invariant theory for the orthosymplectic Lie superalgebra osp(V ). It states that the super Pfaffians and the elementary invariants of the orthosymplectic supergroup (see Remark 2.2) generate all invariants of the orthosymplectic Lie superalgebra acting on the superalgebra S(N). This is analogous to the case of the orthogonal Lie algebra, but the super Pfaffians in the current context are more complicated than the determinant.
The results on S(N) may be interpreted in terms of the tensor powers V ⊗N , leading to a thorough understanding of the subspace
The key results are given in Theorem 5.2 and Corollary 5.7. There has been much interest in recent years in studying endomorphism algebras of Lie superalgebras and Lie supergroups, and our results may also be interpreted in terms of these associative algebras of endomorphisms. The FFT for OSp(V ) asserts [8] that the endomorphism algebra End OSp(V ) (V ⊗r ) is a quotient of the Brauer algebra of degree r with parameter m − 2n, where sdim (V ) = (m|2n). Now End OSp(V ) (V ⊗r ) is contained as a proper subalgebra in End osp(V ) (V ⊗r ). One can deduce from Corollary 5.7 the additional endomorphisms needed. It would be very worthwhile to better understand the structure of End osp(V ) (V ⊗r ).
2. Invariants of the orthosymplectic supergroup
is the even (resp. odd) subspace. Let (e 1 , e 2 , . . . , e m ) and (e m+1 , . . . , e m+2n ) be the standard bases for C m and C n respectively and call B = (e 1 , e 2 , . . . , e m ; e m+1 , . . . , e m+2n ) the standard basis of V . Endow V with an even non-degenerate supersymmetric bilinear form ( , ), and write κ = (κ ij ) with (e i , e j ) = κ ij for all i, j. We shall choose the basis B so that κ = I m 0 0 η with η = 0 I n −I n 0 and I r being the r × r identity matrix. Then we have the evaluation mapĈ :
, and co-evaluation mapČ :
In terms of the basis elements, we havě
Denote by osp(V ) the orthosymplectic Lie superalgebra on V defined with respect to this bilinear form. The restriction of the bilinear form to V0 (resp. V1) is symmetric (resp. skew symmetric), thus we have the corresponding orthogonal group O(V0) and symplectic group Sp(V1). Let OSp(V ) be the Harish-Chandra super pair (OSp(V ) 0 , osp(V )), where OSp(V ) 0 = O(V0) × Sp(V1). Then OSp(V ) can be regarded as the orthosymplectic supergroup, as explained in [3] .
It is clear that both the evaluation and co-evaluation maps are OSp(V )-invariant. Fix a positive integer N. Let V N = V ⊗ C N , where C N is purely even. Denote by S(N) the coordinate ring of (V N )
, and we have
, and we have a surjective homomorphism of
which is the identity on S((V N )0) and is the projection to the constant term (or augmentation map) on ∧((V N )1). For any f ∈ S(N), we call π(f ) its leading term. There are commuting actions of gl(V ) and gl N (and also of GL(V ) and GL N ) on V N = V ⊗ C N , which naturally extend to S(N). A version of Howe duality [4] (also see [2] ) states that as a gl(V ) × gl N -module,
where L µ (resp. V µ ) is the simple module for gl N (resp. gl(V )) with highest weight µ = (µ 1 , µ 2 , . . . ), and the sum is over all partitions µ of length ≤ N lying in the (m, 2n)-hook. The length of a partition µ is the largest integer k such that µ k = 0, and µ is within the (m, 2n)-hook if µ m+1 ≤ 2n. Note that the decomposition (2.3) is multiplicity free, that is, the multiplicity of each simple gl(V ) × gl N -submodule is one. This result will be used repeatedly.
The gl(V ) (resp. GL(V )) action restricts to an action of the orthosymplectic Lie superalgebra osp(V ) (resp. orthosymplectic supergroup OSp(V )) on S(N). It is easy to see that S((V N )0) is an OSp(V ) 0 -module with trivial Sp((V )1)-action, and π is an OSp(V ) 0 -module homomorphism.
To explain our computations explicitly, we take cordinates as follows: let f 1 = (1 0 0 . . . 0), f 2 = (0 1 0 . . . 0), . . . , f N = (0 0 . . . 0 1) be the standard basis of C N . Then S(N) is the tensor product of the polynomial algebra in the even variables x i t = e i ⊗ f t (1 ≤ i ≤ m and 1 ≤ t ≤ N) and the Grassmann (i.e. exterior) algebra generated by the odd variables θ µ t = e m+µ ⊗ f j for 1 ≤ µ ≤ 2n, 1 ≤ t ≤ N. Remark 2.1. In this notation, the 'leading term map' π satisfies π(x i t ) = x i t and π(θ µ t ) = 0, for all i, t, µ. 2.1.1. Some notation. For t = 1, . . . , N, write
this is an ordered basis of the subspace
We remark that for any supercommutative superalgebra Λ (e.g., the infinite Grassmann algebra in [9] ), Λ⊗ C S(N) may be regarded as the ring of polynomial functions
Let Q(N) = (q ij ) be the N × N matrix with the (t, s)-entry given by (2.4)
where tr denotes the transpose of a matrix. This definition is equivalent to
, whereČ is the co-evaluation map andČ(1) is given by (2.1). AsČ (1) is OSp(V )-invariant, q st is an OSp(V )-invariant in S(N) for any s, t.
For a = 1, . . . , m + 2n, let
With this notation, the actions of osp(V ) and of gl N on S(N) may be described as follows.
The action of the orthosymplectic Lie superalgebra osp m|2n on S(N) is realised by the differential operators J ab , defined as follows [16] : 
Note that since the E tt are just Euler operators, the subspaces S k 1 ,...,k N (N), which are the homogeneous components of S(N) with respect to the Z N + -grading of S(N), are the weight spaces of this gl N module, and the homogeneous Z + -graded subspaces are eigenspaces of E = N t=1 E tt . Evidently, the gl N -action on S(N) preserves the Z + -grading.
It is easy to show that the Laplacian operators ∂ It follows [1, Appendix F] that OSp(V ) 0 acts on the invariants of osp(V ), and we have
∀g ∈ OSp(V ) 0 }; this space will be referred to as the space of pseudo invariants of OSp(V ). Note that both S(N)
OSp(V ) and S(N) OSp(V ),det are semi-simple gl N -submodules of S(N).
Remark 2.2. For i, j = 1, 2, . . . , N, we have defined in (2.4) the quadratic elements q ij of S(N). It follows from the FFT of invariant theory for the orthosymplectic supergroup [9] that the subalgebra S(N) OSp(V ) is generated as superalgebra by these quadratic elements q ij , which will be referred to as the elementary OSp(V )-invariants.
It follows from the block nature of κ and (2.4) that the quadratic OSp(V )-invariants q ij may be expressed as q ij = p ij + φ ij , where
A simple computation shows that p ij and φ ij are OSp(V ) 0 -invariant, and that
Fix N > 0, and for each k with 1 ≤ k ≤ N, we form the k × k-matrices
ji is the determinant of the matrix obtained by removing the i-th row and j-th column from Q(k).
Proof. The proof of these formulae is straightforward, so we provide a sketch, leaving details to the reader. Equation (2.10) is easily verified by direct computation. Applying m+2n b=1 κ ab ∂ bj to (2.10) and summing over a from 1 to m + 2n, we obtain
This leads to (2.11) taking into account the following formulae:
. This together with (2.11) yields (2.12). Equation (2.13) follows from (2.10) immediately. For any r ≤ k, we haveQ(k + 1) r,k+1 = − k s=1 q k+1,sQ (k) sr , and it then follows from (2.13) thatQ(k+1) r,k+1 = − 1 2 E k+1,r (D(k)). Using this in the Laplace expansion of D(k+1) along its last column, we arrive at (2.14).
It follows from (2.13) that Given any N-tuple of nonnegative integers (ℓ 1 , ℓ 2 , . . . , ℓ N ), we let
It is clear that such λ comprise all even partitions of length ≤ N (i.e., those where all rows have even length). Define
Since the operators E ij are derivations of S(N), the element D λ , if nonzero, is a highest weight vector of gl N with weight λ. We next have
Proof. The superalgebra S(N) is freely generated as supercommutative superalgebra by the even generators X i t (1 ≤ i ≤ m) and the odd generators X i t (m + 1 ≤ i ≤ m + 2n). We may therefore consider the homomorphism of supercommutative superalgebras
defined by sending the generators, arranged in the matrix X, (see (2.5)) to the elements of the matrix m 2n
To investigate the image of the matrix Q(k) under R, set
We will prove the theorem by examining properties of D λ under the map R. Let d be the length of λ (i.e., the largest i such that
where
By iterating (2.12), we obtain the formula
This leads to
We note crucially that C(k, ℓ) = 0, if k > m and ℓ ≤ n. Thus
, and hence D λ = 0. This completes the proof.
With the help of Lemma 2.4, we can decompose S(N)
OSp(V ) with respect to the gl N -action.
Theorem 2.5. The subalgebra of OSp(V )-invariants in S(N) has the following multiplicity free decomposition as a gl N -module
where L λ is the simple gl N -module with highest weight λ, and the sum is over all partitions λ of length ≤ N all of whose parts are even and satisfy the condition
By the FFT for OSp(V ) [9] , S(N)
OSp(V ) is generated as superalgebra by the elementary invariants q ij (1 ≤ i, j ≤ N). Then the linear span of the elementary invariants is a simple
It is well known (see, e.g., [6, §7.8, Example (c)]) that S(S 2 (C N )) is multiplicity free and contains all the simple modules associated with even partitions of length ≤ N. But it follows from Lemma 2.4 that if µ is an even partition such that V µ appears as a submodule of S(N), then dim(V µ ) OSp(V ) = 1. This proves the first assertion, while the second one has already been proved.
Having understood the invariants of OSp(V ), we now turn to the study of the space of pseudo invariants of the orthosymplectic supergroup.
Constructions of a super Pfaffian
Throughout this section, we take N of the last section to be equal to m, and write S = S(m), P = P (m), Q = Q(m) and Φ = Φ(m). In this case, we have the m × m-matrix X = (x i j ), and it is clear that P = X t X. Let ∆ = det X.
] be the localisation of S at ∆. The leading term homomorphism π (see (2.2), Remark 2.1) extends uniquely to a superalgebra homomorphism π :
, which we still denote by π, and which respects the OSp(V ) 0 -action defined below.
Lemma 3.1. The OSp(V ) action on S extends uniquely to the localisation S[∆ −1 ]. The action is described explicitly as follows. Let Y ∈ osp(V ), g ∈ OSp(V ) 0 and
Proof. The elements of the Lie superalgebra osp(V ) as realised by (2.6) act naturally on S[∆ −1 ] as Z 2 -graded derivations, and formula (3.1) follows. The extended
which yields (3.2).
Since
Hence there is an element ζ ∈ ker(π) such that det Q = ∆ 2 + ζ, and ζ is nilpotent. Therefore, we may define an element
An elementary computation leads to
The element ∆F is a pseudo invariant for OSp(V ). Specifically, for any Y ∈ osp(V ) and g ∈ OSp(V ) 0 , we have Y (∆F ) = 0, and g(∆F ) = det(g)∆F.
Proof. Since det Q is in S OSp(V ) , it follows from the Z 2 -graded derivation property of any
¿From the formula for F given above, clearly gF = F . It follows from (3.2) that g(∆F ) = det(g)∆F for any g ∈ OSp(V ) 0 .
We note that ∆F ∈ S unless n = 0. In fact, Then
Thus ξ(∆) = t, and we may extend ξ to ξ :
Moreover a simple calculation shows that
, where Λ = Λ(θ 1 , . . . , θ 2n ) is the exterior algebra on j Cθ j . Thus each of its elements has a unique expansion i∈Z t i ξ i , with ξ i ∈ Λ. But from the right hand side of equation (3.4) the coefficient of t
Moreover from the explicit formula for ν given above, ν n = 0. Hence if k < n, ξ(∆F (det Q) k ) is not in S(W ). It follows that ∆F (det Q) k ∈ S, proving the first statement.
As for the second, note that since ζ = det Q − ∆ 2 is nilpotent, there is a positive integer N such that ζ N +1 = 0. Then
This proves the existence of the desired N 0 .
We shall see in Section 3.2 that the N 0 in Lemma 3.3 is equal to n.
Definition 3.4. Define the element Ω by
This Ω will be referred to as a super Pfaffian.
For the moment, we know only that Ω ∈ S[∆ −1 ], but subject to the above assertion about N 0 , we now have the following result. Proof. All the statements of the theorem follow directly from the definition of Ω and Lemma 3.2, except the claim that Ω ∈ S. This will be shown after we establish Theorem 3.11. 
Note that this is indeed an element of S.
3.2.
A second construction of the super Pfaffian. We review the construction of a pseudo invariant given in [9] , and show that it coincides with Ω up to a sign. We write G = OSp(V ), G 0 = OSp(V ) 0 , and g = osp(V ), and denote by U(g) the universal enveloping superalgebra of g. Any unexplained notation appearing in this subsection can be found in [9, 11, 12] .
Let U(g) 0 be the finite dual Hopf superalgebra of U(g). Any locally finite U(g)-module M may be regarded as a right U(g) 0 -comodule with the structure map
Here m, m 0 ∈ M, m 1 ∈ U(g) 0 , and , is the pairing between U(g) 0 and U(g). It was shown in [12] (also see [11] ) that there exists a nontrivial left and right g-invariant integral :
Next observe that in the gl(V ) × gl N Howe duality (2.3) on S(N), the simple highest weight gl(V )-module V λ may be taken to be defined with respect to the standard Borel subalgebra b of gl(V ) spanned by the matrix units E ab (1 ≤ a ≤ b ≤ m + 2n) relative to the basis B. Given V λ ⊂ S(N), let
these are respectively the top and bottom components of V λ with respect to the Z-grading of U(gl(V )) defined by deg(gl(V ) ±1 ) = ±1. Both subspaces are gl(V )0-modules, so we may consider their respective subspaces (V (1) Let V λ ⊂ S(N) be a simple gl(V )-submodule which is typical, and assume that there exists a nonzero δ 0 that belongs to either
Now we return to the special case S = S(m). Fix some order of the elements θ µ j , and form the product Π = µ,j θ µ j according to the chosen order. Then Π is uniquely defined up to a sign. It is in the top degree component of the Grassmann algebra.
Theorem 3.9. Let δ 0 = ∆Π. Then δ 0 is a lowest weight vector, which satisfies the properties required by both parts of Lemma 3.8, and hence I S (δ 0 ) is a nonzero pseudo invariant of OSp(V ).
The integral on U(g) 0 can be described more explicitly [11, 12] . Let p : U(g) 0 −→ U(g0) 0 be the restriction map induced by the natural Hopf superalgebra embedding U(g0) −→ U(g). There exists a unique (left and right) g0-invariant integral 0 : U(g0) 0 −→ C such that 0 1 = 1, thus we have the composition map 0 p : U(g) 0 −→ C, which can be regarded as an element of (U(g) 0 ) * . Consider Z = U(g)/U(g)g0 as a g-module, and let Z g be its invariant submodule. It was shown in [12] (and in [11] for various cases) that dim Z g = 1. Fix a generator z + U(g)g0 of Z g . Let ν : U(g) −→ (U(g) 0 ) * be the superalgebra embedding defined for any x ∈ U(g) by ν(x)(a) = (−1)
[a][x] a(x) for all a ∈ U(g) 0 . Then := ν(z) 0 p, which is independent of the representative z chosen for z + U(g)g0. This leads to the following formula (see [8, Definition 7.3] )
Let us take a PBW basis for U(g) such that generators of g0 appear to the right of those of g1. Then the representative z of z + U(g)g0 can be expressed as a sum of basis elements involving only elements of g1. We regard z as in U(gl(V )) via the embedding g ⊂ gl(V ), and decompose it into a sum of elements which are weight vectors with respect to the adjoint action of gl(V )0 ∼ = gl m (C) ⊕gl 2n (C). If we denote by z + the element with the highest weight in the decomposition of z as a sum of weight vectors, we have z + ∈ ∧ 2mn gl(V )1, where gl(V )1 is the span of E i,m+ν with 1 ≤ i ≤ m and 1 ≤ ν ≤ 2n. Then z + is equal to the product of all E i,m+ν in any given order, up to a nonzero scalar multiple c. We shall choose z so as to make c = ±1. Note that gz + = det(g) 2n z + for all g ∈ GL((V )0) × GL((V )1). The leading term π(I S (δ 0 )) of I S (δ 0 ) is z + (δ 0 ), which is a highest weight vector of the simple gl(V )-submodule of S containing δ 0 . Up to a sign, it is given by
Note that I S (δ 0 ) is even and homogeneous of degree m(2n + 1). 
In view of [11, Theorem 4] , we let γ = J 3 J 4J 4J 3 , then I S (δ 0 ) = −γ(δ 0 ) with
We now work out the explicit expression of I S (δ 0 ) as an element of S.
and
We have
It is a matter of putting up with the pain of doing the tedious and lengthy computations to show that Ω
Combining (3.8) and (3.9), we obtain
Note that all the four terms on the right hand side are invariant with respect to the even subalgebra g0 = so 2 ⊕ sp 2 . In fact, z 1z1 , θ Proof. By the first fundamental theorem of invariant theory for the orthosymplectic supergroup G proved in [9] , the subalgebra S G of G-invariants is generated by the elements q ij (i ≤ j). Let p ij | i ≤ j be the subalgebra of S generated by p ij with i ≤ j. Note that this in fact is the polynomial algebra C[p ij | i ≤ j], as can be seen in many ways , e.g., by using the second fundamental theorem of invariant theory for O(V0). We have π(
. This implies that S G is the polynomial algebra C[q ij | i ≤ j], and we have the algebra isomorphism
Consider Ω = I S (δ 0 ) given in Theorem 3.9. We have Ω 2 ∈ C[q ij | i ≤ j], and by (3.7), ι(
and this implies that
Ω Ω is either 1 or −1. Hence Ω is equal to Ω = ∆F (det Q) n up to sign, completing the proof.
Proof of Theorem 3.5. Since I S (δ 0 ) belongs to S by construction, and coincides with Ω up to a sign by the above theorem, we immediately arrive at Theorem 3.5.
The following theorem will be generalised to S(N) for arbitrary N in Theorem 4.5. Its proof is much easier than that of the general case. by Ω and the elementary invariants q ij (i, j = 1, 2, . . . m) .
Proof. Consider a highest weight vector A ∈ S
OSp(V ),det . Then by the invariant theory of SO(V0), there exists D λ such that π(A) = ∆π(D λ ). Thus
and hence ΩA = D λ+(2n+1)ωm . This leads to A = ∆F D λ . Now apply the arguments in the proof of part (2) of Lemma 3.3 to A. Setting p ij = δ ij for i, j < m, and p km = p mk = t 2 δ km for all k, we easily see that A is non-singular as t → 0 only if D λ satisfies ℓ m ≥ n. In this case, A = ΩD µ with µ i = λ i − 2n. Since Ω is an gl(V0)-invariant, every vector in the gl(V0)-submodule generated by A = ΩD µ is of the form Ωf for some f in the submodule generated by D µ . This completes the proof.
It follows that
S osp(V ) = S OSp(V ) ⊕ ΩS OSp(V ) as an S OSp(V ) -module.
Pseudo invariants of the orthosymplectic supergroup
The following result is an easy consequence of the invariant theory of the orthogonal and symplectic Lie algebras [1] .
Proof. By the invariant theory of osp(V )0 = so(V0) × sp(V1) [1] , the subspace of osp(V )0-invariants in S(k) for k < m is generated by the elements p ij and φ ij . It follows that there exist no pseudo OSp(V )-invariants in this case, and the lemma is proved.
4.1.
Decomposition of the space of pseudo invariants. Now we fix N ≥ m. Then the super Pfaffian Ω = ∆F D(m) n belongs to S(N), and is a highest weight vector of gl N with weight (2n + 1)ω m . Let Γ(N) be the simple gl N -submodule of S(N) generated by Ω; this is a direct summand in S(N) and is of dimension It is an immediate consequence of Theorem 3.5 that Γ(N) consists of pseudo invariants of the orthosymplectic supergroup, that is, it is a subspace of S(N)
OSp(V ),det . Hence from the Howe decomposition (2.3), we have
Theorem 4.3. For any N ≥ m, the subspace of pseudo OSp(V )-invariants in S(N) has the following multiplicity free decomposition as a gl N -module:
where the sum is over all weights λ = ω m + N i=1 2ℓ i ω i with ℓ i ∈ Z + such that λ m+1 ≤ 2n and λ m ≥ 2n + 1.
Proof. The Howe duality decomposition (2.3) requires that λ be a partition of length ≤ N within the (m, 2n)-hook. Let A be a gl N highest weight vector in S(N)
OSp(V ),det . Then ΩA is a highest weight vector in S(N)
OSp(V ) , and by weight considerations, it must be equal to a nonzero scalar multiple of D(m) n+1 D µ for some
Hence A = c∆F D µ for some scalar c = 0. This shows that S(N)
OSp(V ),det is multiplicity free as a gl N -module.
The weight λ of A automatically satisfies all the conditions of the theorem, except for λ m = µ m + 1 ≥ 2n + 1. We claim that if µ m < 2n, then A can not be an element of S(N). To prove this, we apply the method used in the proof of Lemma 2.4. Using (2.22), we obtain
where ℓ m = µ m /2. The scalar C(µ) is nonzero by reasoning like that which leads to (2.23). The claim now follows if we can show thatÃ ∈ S(N). To see this, consider the superalgebra homomorphism ξ :
, where the square root is understood as a Taylor polynomial in φmm t 2 . We now have Let us make some preparations for the proof of this theorem. We claim that the highest weight vectors in Corollary 4.4 can all be expressed in terms of elements of Γ(N) and q ij . This claim clearly implies the theorem. Let
The following fact is straightforward. Thus our problem reduces to proving the above claim for the elements of Ξ ′ . This will be done by further reducing the problem to one in the skew invariant theory of sp(V1), that is, invariant theory in the setting of Grassmann algebras ∧(V1⊗C s ). The main facts of the theory are collected in [15, §3] , which can also be easily deduced from Theorem 2.5. Consider S(N) for N = s + m, and recall the specialisation homomorphism R : S(N) −→ Λ s defined by (2.17). The following result is a special case of Theorem 2.5. sp(V1) of invariants is generated by the elements φ ij = R(q ij ) with m + 1 ≤ i, j ≤ N. As a gl s -module,
whereL λ is the simple gl s -module with highest weight λ, and the sum is over all even partitions λ of lengths ≤ s satisfying the condition λ 1 ≤ 2n. Furthermore, the highest weight vector ofL λ is
Denote by L(B) the simple gl N -module generated by the highest weight vector B ∈ Ξ ′ , and let Q be the liner span of the elements q ij (1 ≤ i, j ≤ N). Then L(B)Q is a semi-simple gl N -module. We let T r(L(B)Q) be the minimal submodule which contains every simple submodule of L(B)Q that is isomorphic to some L(A) with A ∈ Ξ ′ . Recall from (2.18) that the matrix Ψ(N) has entries φ ij (m + 1 ≤ i, j ≤ N). We shall also denote the span of its entries by Ψ(N).
For any A ∈ Ξ ′ , its specialisation R(A) ∈ Λ s is an sp(V1) highest weight vector. We denote byL(R(A)) the sp(V1)-submodule of Λ s generated by R(A).
Proof. Consider the set of simple gl N -submodules in L(B) ⊗ Q defined by
and the set of simple gl s -submodules inL(R(B)) ⊗ Ψ(N) given bỹ
It follows from the Littlewood-Richardson rules for gl N and gl s that K andK are in canonical bijection via the map L λ →L ν with ν = (λ m+1 , . . . , λ N ). The highest weight vector of any simple module in K is of the form
for some k > m, and scalars b i and b ij (depending on k). The corresponding simple gl s -module inK has highest weight vector
that is, A = M(C) andÃ = M Λs (C), where M and M Λs denote the products in S(N) and Λ s respectively of the highest weight vectors. ThenÃ = R(A) as all R(q ir ) = 0 if i ≤ m < r. Hence A = 0 ifÃ = 0.
With the above preparations, we now prove the theorem.
Proof of Theorem 4.5. It remains only to show that the highest weight vectors given by Corollary 4.4 can all be expressed in terms of elements of Γ(N) and q ij . We will do this by induction on the size of the highest weights, where the size of a partition
The size of any weight of Ξ is not less than m(2n + 1). If the size of the weight is m(2n + 1), the corresponding vector in Ξ is Ω (see Definition 3.5) . If the size of the weight is m(2n+2)+2, the corresponding vector in Ξ ′ is A = ∆F D(m+1)D(m) n−1 . Using (2.14), we obtain
There is also one vector in Ξ\Ξ ′ with a weight of size m(2n + 1) + 2, which is in Γ(N)S(N) OSp(V ) by Assertion 4.6. This starts the induction. For any integer ℓ ≥ 0, let W 2ℓ be the homogeneous subspace of S(N)
OSp(V ),det of degree m(2n+1)+2ℓ. Similarly, letW 2ℓ be the homogeneous subspace of (Λ s ) sp(V1) of degree 2ℓ. ThenW 2ℓ+2 =W 2ℓ Ψ(N) since it follows from Corollary 4.7 that (Λ s )
is generated by Ψ(N). By Assertion 4.8, corresponding to each gl s -highest weight vectorÃ inW 2ℓ+2 with weight ν = (ν 1 , ν 2 , . . . , ν s ) (which must be even), there exists a gl N -highest weight vector A ∈ W 2ℓ Q such thatÃ = R(A), where the weight of A is given by λ = (2n + 1, . . . , 2n + 1 .7), that is, the weight spaces in S(N) of the gl Nalgebra. In particular, the space of weight (1, 1, . . . , 1) will be called the zero gl Nweight space, which is given by Denote by D µ the zero gl N -weight space of the simple gl N -module L µ . By considering the zero gl N -weight spaces of (2.3), we obtain the following multiplicity free decomposition
Recall the Schur-Weyl duality between the general linear superalgebra gl(V ) and the symmetric group Sym N on V ⊗N . By decomposing V ⊗N into direct sum of simple U(gl(V )) ⊗ CSym N -submodules, and comparing the decomposition with (5.2), we see that D µ is the simple Sym N -module associated with the partition µ of N, and the sum in (5.2) is over all such µ that µ m+1 ≤ 2n.
Remark 5.1. This implies the known fact [5] that the zero gl N -weight space of the simple gl N -module L µ forms a simple Sym N -module isomorphic to that associated with the partition µ of N.
Consider the osp(V )-invariants on the right hand side of (5.2). The following result is an immediate consequence of Theorems 2.5 and 4.3 . Theorem 5.2. As a CSym N -module, the subspace V ⊗N osp(V ) of osp(V )-invariants in V ⊗N decomposes into the direct sum of two submodules,
which have the following multiplicity free decompositions:
(1) V ⊗N OSp(V ) = µ D µ , where the sum is over all partitions µ of N which are even and satisfy µ m+1 ≤ 2n; and We have the following result. Furthermore, Γ 0 is contained in the harmonic subspace of V ⊗rc .
Proof. The first part of the corollary follows from part (2) of Theorem 5.6 and equation (5.3) . For any i = j, we haveĈ ij (Γ 0 ) ⊂ V ⊗(rc−2) OSp(V ),det = 0 by part (1) of Theorem 5.6. Hence Γ 0 is harmonic.
