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Abstract
The goal of predictive sparse coding is to learn a representation of examples as sparse linear
combinations of elements from a dictionary, such that a learned hypothesis linear in the new
representation performs well on a predictive task. Predictive sparse coding algorithms recently
have demonstrated impressive performance on a variety of supervised tasks, but their general-
ization properties have not been studied. We establish the first generalization error bounds for
predictive sparse coding, covering two settings: 1) the overcomplete setting, where the number
of features k exceeds the original dimensionality d; and 2) the high or infinite-dimensional set-
ting, where only dimension-free bounds are useful. Both learning bounds intimately depend on
stability properties of the learned sparse encoder, as measured on the training sample. Conse-
quently, we first present a fundamental stability result for the LASSO, a result characterizing
the stability of the sparse codes with respect to perturbations to the dictionary. In the over-
complete setting, we present an estimation error bound that decays as O˜(
√
dk/m) with respect
to d and k. In the high or infinite-dimensional setting, we show a dimension-free bound that is
O˜(
√
k2s/m) with respect to k and s, where s is an upper bound on the number of non-zeros in
the sparse code for any training data point.
Keywords: Statistical learning theory, Luckiness, Data-dependent complexity, Dictionary
learning, Sparse coding, LASSO
1 Introduction
Learning architectures such as the support vector machine and other linear predictors enjoy strong
theoretical properties (Steinwart and Christmann, 2008; Kakade et al., 2009), but a learning-
theoretic understanding of many more complex learning architectures is lacking. Predictive methods
based on sparse coding recently have emerged which simultaneously learn a data representation via
a nonlinear encoding scheme and an estimator linear in that representation (Bradley and Bagnell,
2009; Mairal et al., 2012, 2009). A sparse coding representation z ∈ Rk of a data point x ∈ Rd
is learned by representing x as a sparse linear combination of k atoms Dj ∈ Rd of a dictionary
D = (D1, . . . , Dk) ∈ Rd×k. In the coding x ≈
∑k
j=1 zjDj , all but a few zj are zero.
Predictive sparse coding methods such as Mairal et al. (2012)’s task-driven dictionary learning
recently have achieved state-of-the-art results on many tasks, including the MNIST digits task.
Whereas standard sparse coding minimizes an unsupervised, reconstructive `2 loss, predictive sparse
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coding seeks to minimize a supervised loss by optimizing a dictionary and a linear predictor that
operates on encodings to that dictionary. There is much empirical evidence that sparse coding can
provide good abstraction by finding higher-level representations which are useful in predictive tasks
(Yu et al., 2009). Intuitively, the power of prediction-driven dictionaries is that they pack more
atoms in parts of the representational space where the prediction task is more difficult. However,
despite the empirical successes of predictive sparse coding methods, it is unknown how well they
generalize in a theoretical sense.
In this work, we develop what to our knowledge are the first generalization error bounds for
predictive sparse coding algorithms; in particular, we focus on `1-regularized sparse coding. Maurer
and Pontil (2010) and Vainsencher et al. (2011) previously established generalization bounds for
the classical, reconstructive sparse coding setting. Extending their analysis to the predictive setting
introduces certain difficulties related to the richness of the class of sparse encoders. Whereas in
the reconstructive setting, this complexity can be controlled directly by exploiting the stability of
the reconstruction error to dictionary perturbations, in the predictive setting it appears that the
complexity hinges upon the stability of the sparse codes themselves to dictionary perturbations.
This latter notion of stability is much harder to prove; moreover, it can be realized only with addi-
tional assumptions which depend on the dictionary, the data, and their interaction (see Theorem
1). Furthermore, when the assumptions hold for the learned dictionary and data, we also need to
guarantee that the assumptions hold on a newly drawn sample.
Contributions We provide learning bounds for two core scenarios in predictive sparse coding:
the overcomplete setting where the dictionary size, or number of learned features, k exceeds the
ambient dimension d; and the infinite-dimensional setting where only dimension-free bounds are
acceptable. Both bounds hold provided the size m of the training sample is large enough, where
the critical size for the bounds to kick in depends on a certain notion of stability of the learned
representation. The core contributions of this work are:
1. Under mild conditions, a stability bound for the LASSO (Tibshirani, 1996) under dictionary
perturbations. (Theorem 1)
2. In the overcomplete setting, a learning bound that is essentially of order
√
dk
m +
√
s
λµs(D)
,
where each sparse code has at most s non-zero coordinates. The term 1µs(D) is the inverse
s-incoherence (see Definition 1) and is roughly the worst condition number among all linear
systems induced by taking s columns of D. (Theorem 3)
3. In the infinite-dimensional setting, a learning bound that is independent of the dimension of
the data; this bound is essentially of order 1µ2s(D)
√
k2s
m . (Theorem 4)
The stability of the sparse codes are absolutely crucial to this work. Proving that the notion
of stability of contribution 1 holds is quite difficult because the LASSO is not strongly convex in
general. Consequently, much of the technical difficulty of this work is owed to finding conditions
under which the LASSO is stable under dictionary perturbations and proving that when these
conditions hold with respect to the learned hypothesis and the training sample, they also hold with
respect to a future sample.
For convenience, we have collected all of the various notation of this paper in a glossary in
Appendix G.
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1.1 The predictive sparse coding problem
Let P be a probability measure over BRd × Y, the product of an input space BRd (the unit ball of
Rd) and a space Y of univariate labels; examples of Y include a bounded subset of R for regression
and {−1, 1} for classification. Let z = (z1, . . . , zm) be a sample of m points drawn iid from P ,
where each labeled point zi equals (xi, yi) for xi ∈ BRd and yi ∈ Y. In the reconstructive setting,
labels are not of interest and we can just as well consider an unlabeled sample x of m points drawn
iid from the marginal probability measure Π on BRd .
The sparse coding problem is to represent each point xi as a sparse linear combination of k basis
vectors, or atoms D1, . . . , Dk. The atoms form the columns of a dictionary D living in a space of
dictionaries D := (BRd)k, for Di = (D1i , . . . , Ddi )T in the unit `2 ball. An encoder ϕD can be used
to frame `1 sparse coding:
ϕD(x) := arg min
z
‖x−Dz‖22 + λ‖z‖1; (1)
hence, encoding x as ϕD(x) amounts to solving a LASSO problem. The reconstructive `1 sparse
coding objective is then
min
D∈D
Ex∼Π‖x−DϕD(x)‖22 + λ‖ϕD(x)‖1,
Generalization bounds for the empirical risk minimization (ERM) variant of this objective have
been established. In the infinite-dimensional setting, Maurer and Pontil (2010) showed1 that with
probability 1− δ over the training sample x:
sup
D∈D
PfD − PxfD ≤ k√
m
(
14
λ
+
1
2
√
log (16m/λ2)
)
+
√
log(1/δ)
2m
(2)
where fD(x) := minz∈Rk ‖x − Dz‖22 + λ‖z‖1. This bound is independent of the dimension d and
hence useful when d  k, as in general Hilbert spaces. They also showed a similar bound in
the overcomplete setting where the k is replaced by
√
dk. Vainsencher et al. (2011) handled the
overcomplete setting, producing a bound that is O
(√
dk/m
)
as well as fast rates of O(dk/m), with
only logarithmic dependence on 1λ .
Predictive sparse coding, introduced by Mairal et al. (2012), minimizes a supervised loss with
respect to a representation and an estimator linear in the representation. Let W be a space of
linear hypotheses with W := rBRk , the ball in Rk scaled to radius r. A predictive sparse coding
hypothesis function f is identified by f = (D,w) ∈ D ×W and defined as f(x) = 〈w,ϕD(x)〉. The
function class F is the set of such hypotheses. The loss will be measured via l : Y × R → [0, b],
b > 0, a bounded loss function that is L-Lipschitz in its second argument.
The predictive sparse coding objective is2
min
D∈D,w∈W
E(x,y)∼P l(y, 〈w,ϕD(x)〉) +
1
r
‖w‖22; (3)
1To see this, take Theorem 1.2 of Maurer and Pontil (2010) with Y = {y ∈ Rk : ‖y‖1 < 1λ} and
T = {T : Rk → Rd : ‖Tej‖ ≤ 1, j ∈ [k]}, so that ‖T ‖Y ≤ 1λ .
2While the focus of this work is (3), formally the predictive sparse coding framework admits swapping out the
squared `2 norm regularizer on w for any other regularizer.
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In this work, we analyze the ERM variant of (3):
min
D∈D,w∈W
1
m
m∑
i=1
l(yi, 〈w,ϕD(xi)〉) + 1
r
‖w‖22. (4)
Because this objective is not convex and global optimizers are not known, a priori we cannot say
whether the optimal hypothesis or a nearly optimal hypothesis will be returned by any learning
algorithm. However, we can and will bet on certain sparsity-related stability properties holding
with respect to the learned hypothesis and the training sample. Consequently, all the presented
learning bounds will hold uniformly not over the set of all hypotheses but rather potentially much
smaller random subclasses of hypotheses. Additionally, the presented bounds will be algorithm-
independent3, although certainly algorithm design can influence the observed stability of the learned
hypothesis and hence the best learning bound that applies a posteriori.
Encoder stability Defining the encoder (1) via the `1 sparsity-inducing regularizer (sparsifier)
is just one way of designing an encoder. The choice of sparsifier seems to be pivotal both from
an empirical perspective and a theoretical one. Bradley and Bagnell (2009) used a differentiable
approximate sparsifier based on the Kullback-Leibler divergence (true sparsity may not result).
The `1 sparsifier ‖ · ‖1 is the most popular and notably is the tightest convex lower bound for the
`0 “norm”: ‖x‖0 := |{i : xi 6= 0}| (Fazel, 2002). Regrettably, from a stability perspective the `1
sparsifier is not well-behaved in general. Indeed, due to the lack of strict convexity, each x need
not have a unique image under ϕD. It also is unclear how to analyze the class of mappings ϕD,
parameterized by D, if the map changes drastically under small perturbations to D. Hence, we
will begin by establishing sufficient conditions under which ϕD is stable under perturbations to D.
2 Conditions and main results
In this section, we develop several quantities that are central to the statement of the main results.
Throughout this paper, let [n] := {1, . . . , n} for n ∈ N. Also, for t ∈ Rk, define supp(t) := {i ∈ [k] :
ti 6= 0}.
Definition 1 (s-incoherence) For s ∈ [k] and D ∈ D, the s-incoherence µs(D) is defined as the
square of the minimum singular value among s-atom subdictionaries of D. Formally,
µs(D) =
(
min {ςs(DΛ) : Λ ⊆ [k], |Λ| = s}
)2
,
where ςs(A) is the s
th singular value of A.
The s-incoherence can used to guarantee that sparse codes are stable in a certain sense.
We now introduce some key parameter-and-data-dependent properties. The first property re-
gards the sparsity of the encoder on a sample x = (x1, . . . , xm).
Definition 2 (s-sparsity) If every point xi in the set of points x satisfies ‖ϕD(xi)‖0 ≤ s, then
ϕD is s-sparse on x. More concisely, the boolean expression s-sparse(ϕD(x)) is true.
3Empirically we have observed that stochastic gradient approaches like the one in Mairal et al. (2012) perform
very well.
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This property is critical as the learning bounds will exploit the observed sparsity level over the
training sample. The following collection of properties also will be useful.
Definition 3 (s-margin) Given a dictionary D and a point xi ∈ BRd , the s-margin of D on xi is
margins(D,xi) := maxI⊆[k]
|I|=k−s
min
j∈I
{
λ− ∣∣〈Dj , xi −DϕD(xi)〉∣∣}.
The sample version of the s-margin is the maximum s-margin that holds for all points in x, or the
s-margin of D on x:
margins(D,x) := minxi∈x
margins(D,xi).
The importance of these s-margin properties flows directly from the upcoming Sparse Coding
Stability Theorem (Theorem 1). Intuitively, if the s-margin of D on x is high, then there is a set of
(k− s) inactive atoms that are poorly correlated with the optimal residual x−DϕD(x), and hence
these atoms are far from being included in the set of active atoms. More formally, margins(D,xi)
is equal to the (s+ 1) th smallest element of the set of k elements {λ− |〈Dj , xi −DϕD(xi)〉|}j∈[k].
Note that if ‖ϕD(xi)‖0 = s, we can use the (s + ρ)-margin for any integer ρ ≥ 0. Indeed, ρ > 0
is justified when ϕD(xi) has only s non-zero dimensions but for precisely one index j
∗ outside the
support set |〈Dj∗ , xi−DϕD(xi)〉| is arbitrarily close to λ. In this scenario, the s-margin of D on xi
is trivially small; however, the (s+ 1)-margin is non-trivial because the max in the definition of the
margin will remove j∗ from the min’s choices I. Empirical evidence shown in Section 6 suggests
that even when ρ is small, the (s+ ρ)-margin is not too small.
Sparse coding stability The first result of this work is a fundamental stability result for the
LASSO. In addition to being critical in motivating the presented conditions, the result may be of
interest in its own right.
Theorem 1 (Sparse Coding Stability) Let dictionaries D, D˜ ∈ D satisfy µs(D), µs(D˜) ≥ µ
and ‖D − D˜‖2 ≤ ε for some µ > 0, and let x ∈ BRd . Suppose that there exists an index set
I ⊆ [k] of k − s indices such that for all i ∈ I:
|〈Di, x−DϕD(x)〉| < λ− τ (5)
for ε ≤ τ
2λ
43
. (6)
Then the following stability bound holds:
‖ϕD(x)− ϕD˜(x)‖2 ≤
3ε
√
s
λµ
.
Furthermore, if ε = τ
′2λ
43 for τ
′ < τ , then for all i ∈ I:∣∣∣〈D˜i, x− D˜ϕD˜(x)〉∣∣∣ ≤ λ− (τ − τ ′) .
Thus, some margin, and hence sparsity, is retained after perturbation.
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Condition (5) means that at least k − s inactive atoms in the coding ϕD(x) do not have too
high absolute correlation with the residual x − DϕD(x). We refer to the right-hand side of (6)
as the permissible radius of perturbation (PRP) because it indicates the maximum amount of
perturbation for which the theorem can guarantee encoder stability. In short, the theorem says
that if problem (1) admits a stable sparse solution, then a small perturbation to the dictionary will
not change the fact that a certain set of k − s atoms remains inactive in the new solution. The
theorem further states that the perturbation to the solution will be bounded by a constant factor
times the size of the perturbation, where the constant depends on the s-incoherence, the amount
of `1-regularization, and the sparsity level.
The proof of Theorem 1 is quite long, and so we leave all but the following high-level sketch to
Appendix A.
Proof sketch: First, we show that the solution ϕD˜(x) is s-sparse and, in particular, has support
contained in the complement of I. Second, we reframe the LASSO as a quadratic program (QP).
By exploiting the convexity of the QP and the fact that both solutions have their support contained
in a set of s atoms, simple linear algebra yields the desired stability bound. In our view, the first
step is much more difficult than the second. Our strategy for the first step has four planks:
(1) optimal value stability: The two problems’ optimal objective values are close; this is an
easy consequence of the closeness of D and D˜.
(2) stability of norm of reconstructor: The norms of the optimal reconstructors (DϕD(x)
and D˜ϕD˜(x)) of the two problems are close. We show this using optimal value stability
and
(x−DϕD(x))TDϕD(x) = λ‖ϕD(x)‖1, (7)
the latter of which can be shown via convex duality Osborne et al. (2000).
(3) reconstructor stability: The optimal reconstructors of the two problems are close. This
fact can be shown to be a consequence of stability of norm of reconstructor, using the
`1 norm’s convexity and the equality (7).
(4) preservation of sparsity: The solution to the perturbed problem also is supported on the
complement of I. To show this, it is sufficient to show that the absolute correlation of each
atom D˜i (i ∈ I) with the residual in the perturbed problem is less than λ. This last claim is a
relatively easy consequence of reconstructor stability.
Although we do not make use of it in this work, under considerably stronger conditions, we can
achieve a similar stability bound with a far smaller PRP.
Theorem 2 (Restricted Stability4) Let dictionaries D, D˜ ∈ D satisfy µs(D), µs(D˜) ≥ µ and
‖D − D˜‖2 ≤ ε for some µ > 0, and let x ∈ BRd . Suppose that there exist τ > 0 and s ∈ [k]
satisfying:
(i) ‖ϕD(x)‖0 ≤ s, (8)
(ii) |(ϕD(x))j | > τ for all j ∈ suppϕD(x), (9)
(iii) |〈Dj , x−DϕD(x)〉| < λ− τ for all j /∈ suppϕD(x); (10)
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for ε ≤ τµs+µ
λ +
√
s+ µ
. (11)
Then the supports of the optimal solutions are identical:
supp(ϕD(x)) = supp(ϕD˜(x)) ,
and the following stability bound holds:
‖ϕD(x)− ϕD˜(x)‖2 ≤
ε
µ
(√
s
λ
+ 1
)
.
Theorem 2 applies provided that every non-zero coefficient of ϕD(x) has magnitude bounded
above zero and every unused atom is far from being brought into the optimal solution in the sense of
(10) (note this inequality is identical to (5). The conditions of Theorem 2 are more demanding than
those of Theorem 1 because in the former, there is exactly one choice of the inactive set I, namely,
[k] \ suppϕD(x). If this choice does not yield sufficient margin, we are out of luck. Nevertheless,
when the conditions of the Theorem 2 do hold, the PRP’s dependence on the margin-like property
τ is considerably reduced from quadratic in Theorem 1 to only linear in Theorem 2. Although the
PRP now depends on s and µ, both of these properties often are well-behaved (a small s is desired
and typically leads to a large µ), whereas τ is a wild-card on which minimum dependence is desired.
Proof sketch: Our strategy is to show that there is a unique solution to the perturbed problem,
defined in terms of the optimality conditions of the LASSO (see conditions L1 and L2 of (Asif and
Romberg, 2010)), and this solution has the same support as the solution to the original problem.
As a result, the perturbed solution’s proximity to the original solution is governed in part by a
condition number µ of a linear system of s variables.
2.1 Main results
The following notation will aid and abet the below results and the subsequent analysis. Recall that
the loss l is bounded by b and L-Lipschitz in its second argument. Also recall that F is the set of
predictive sparse coding hypothesis functions f(x) = 〈w,ϕD(x)〉 indexed by D ∈ D and w ∈ W.
For f ∈ F , define l(·, f) : Y × Rd → [0, b] as the loss-composed function (y, x) 7→ l(y, f(x)). Let
l ◦ F be the class of such functions induced by the choice of F and l. A probability measure P
operates on functions and loss-composed functions as:
Pf = E(x,y)∼P f(x) Pl(·, f) = E(x,y)∼P l(y, f(x)).
Similarly, an empirical measure Pz associated with sample z operates on functions and loss-
composed functions as:
Pzf =
1
m
m∑
i=1
f(xi) Pzl(·, f) = 1
m
m∑
i=1
l(yi, f(xi)).
Finally, when provided a training sample z, the hypothesis returned by the learner will be
referred to as fˆz. Note that fˆz is random, but fˆz becomes a fixed function upon conditioning on z.
4In the previous version of this paper (Mehta and Gray, 2012), the Theorem 1 of the current paper did not exist
and the Theorem 2 of this paper was labeled as Theorem 1.
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Classically speaking, the overcomplete setting is the modus operandi in sparse coding. In this
setting, an overcomplete basis is learned which will be used parsimoniously in coding individual
points. The next result bounds the generalization error in the overcomplete setting. The O˜(·)
notation hides log(log(·)) terms and assumes that r ≤ mmin{d,k}.
Theorem 3 (Overcomplete Learning Bound) With probability at least 1− δ over
z ∼ Pm, for any s ∈ [k] and any f = (D,w) ∈ F satisfying s-sparse(ϕD(x)) and
m >
387
margins(D,x)
2λ
,
the generalization error (P − Pz)l(·, f) is
O˜
b
√
dk logm+ log 1δ
m
+
b
m
(
dk log
1
margin2s(D,x) · λ
)
+
L
m
(
r
√
s
λµs(D)
) . (12)
Note that this bound also applies to the particular hypothesis fˆz = (Dˆz, wˆz) learned from the
training sample.
Often in learning problems, we first map the data implicitly to a space of very high dimension
or even infinite dimension and use kernels for efficient computations. In these cases where d  k
or d is infinite, it is unacceptable for any learning bound to exhibit dependence on d. It is possible
to untether the analysis from d by using the s-margin of the learned dictionary Dˆz on a second,
unlabeled sample. In the infinite-dimensional setting, the following dimension-free learning bound
holds.
Theorem 4 (Infinite-Dimensional Learning Bound) With probability at least 1 − δ over a
labeled m-sample z ∼ Pm and a second, unlabeled sample x′′ ∼ Πm, if an algorithm learns
hypothesis fˆz = (Dˆz, wˆz) such that ϕDˆz is s-sparse on (x ∪ x′′), µ2s(fˆz) > 0, and
m ≥ 43
margin2s(Dˆz,x ∪ x′′) · λ
,
then the generalization error (P − Pz)l(·, fˆz) is
O˜
 L√
m
(
rk
√
s
µ2s(fˆz)
)
+ b
√
(k2 + log 1δ ) logm
m
+
L
m
(
r
√
s
λµs(fˆz)
) . (13)
2.2 Discussion of Theorems 3 and 4
The results highlight the central role of the stability of the sparse encoder. The presented bounds are
data-dependent and exploit properties relating to the training sample and the learned hypothesis.
Since k ≥ d in the overcomplete setting, an ideal learning bound has minimal dependence on
k. The 1m term of the learning bound for the overcomplete setting (12) exhibits square root
dependence on both the size of the dictionary k and the ambient dimension d. It is unclear whether
further improvement is possible, even in the reconstructive setting. The two known results in the
reconstructive setting were established first by Maurer and Pontil (2010) and later by Vainsencher
8
et al. (2011), as mentioned in the Introduction. The infinite-dimensional setting learning bound
(13) is dimension free, with linear dependence on k, square root dependence on s, and inverse
dependence on the 2s-incoherence µ2s(fˆz). While both bounds exhibit dependence on the sparsity
level s, the sparsity level appears to be much more significant in the infinite-dimensional setting.
Let us compare these bounds to the reconstructive setting, starting with the overcomplete
regime. The first term of (12) matches the slower of the rates shown by Vainsencher et al. (2011)
for the unsupervised case. Vainsencher et al. also showed fast rates of dkm (plus a small fraction of
the observed empirical risk), but in the predictive setting it is an open question whether similar fast
rates are possible. The second term of (12) represents the error in approximating the estimator via
an (ε = 1m)-cover of the space of dictionaries. This term reflects the stability of the sparse codes
with respect to dictionary perturbations, as quantified by the Sparse Coding Stability Theorem
(Theorem 1). The reason for the lower bound on m is that the ε-net used to approximate the
space of dictionaries needs to be fine enough to satisfy the PRP condition (6) of the Sparse Coding
Stability Theorem. Hence, both this lower bound and the second term are determined primarily
by the Sparse Coding Stability Theorem, and so with this proof strategy the extent to which the
Sparse Coding Stability Theorem cannot be improved also indicates the extent to which Theorem
3 cannot be improved.
Shifting to the infinite-dimensional setting, Maurer and Pontil (2010) previously showed the
generalization bound (2) for unsupervised (`1-regularized) sparse coding. Comparing their result
to (13) and neglecting regularization parameters, the dimension-free bound in the predictive case is
larger by a factor of
√
s
µ2s(fˆz)
. It is unclear whether either of the terms in this factor are avoidable in
the predictive setting. At least from our analysis, it appears that the
√
s
µ2s(fˆz)
factor is the price one
pays for encoder stability. Critically, encoder stability is not necessary in the reconstructive setting
because stability in loss (reconstruction error) requires only stability in the norm of the residual to
the LASSO problem rather than stability in the value of the solution to the problem. Stability of
the norm of the residual is readily obtainable without any of the incoherence, sparsity, and margin
conditions used here.
Remarks on conditions One may wonder about typical values for the various hypothesis-and-
data-dependent properties in Theorems 3 and 4. In practical applications of reconstructive and
predictive sparse coding, the regularization parameter λ is set to ensure that s is small relative to
the dimension d. As a result, both incoherences µs(D) and µ2s(D) for the learned dictionary can
be expected to be bounded away from zero. A sufficiently large s-incoherence certainly is necessary
if one hopes for any amount of stability of the class of sparse coders with respect to dictionary
perturbations. Since our path to reaching Theorems 3 and 4 passes through the Sparse Coding
Stability Theorem (Theorem 1), it seems that a drastically different strategy needs to be used if it
is possible to avoid dependence on µs(D) in the learning bounds.
A curious aspect of both learning bounds is their dependence on the s-margin term margins(D,x).
Suppose that a dictionary is learned which is s-sparse on the training sample x, and s is the lowest
such integer for which this holds. It may not always be the case that the s-margin is bounded away
from zero because for some points a small collection of inactive atoms may be very close to being
brought into the optimal solution (the code); however, we can instead use the (s + ρ)-margin for
some small positive integer ρ for which the (s + ρ)-margin is non-trivial. In Section 6, we gather
empirical evidence that such a non-trivial (s + ρ)-margin does exist, for small ρ, when learning
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predictive sparse codes on real data. Hence, there is evidence that predictive sparse coding learns
a dictionary with high s-incoherence µs(D) and non-trivial s-margin margins(D,x) on the training
sample, for low s.
If one entertains a mixture of `1 and `2 norm regularization, λ1| · ‖1 + 12λ2‖ · ‖22, as in the elastic
net (Zou and Hastie, 2005), fall-back guarantees are possible in both scenarios. For small values
of λ2, this regularizer induces true sparsity similar to the `1 regularizer. A considerably simpler,
data-independent analysis is possible in the overcomplete setting with a final bound that essentially
just trades µs(D) for the `2 norm regularization parameter λ2. In the infinite-dimensional setting,
a simpler non-data-dependent analysis using our approach would only attain a bound of the larger
order k
3/2
λ2
√
m
.
3 Tools
As before, let z be a labeled sample of m points (an m-sample) drawn iid from P . In addition, let
z′ be a second labeled m-sample drawn iid from P . In the infinite-dimensional setting, we also will
make use of an unlabeled m-sample x′′ drawn iid from the marginal Π. Also, an epsilon-cover will
be used to refer to the concept of an ε-cover but not any specific cover. All epsilon-covers of spaces
of dictionaries use the metric induced by the operator norm ‖ · ‖2.
3.1 Symmetrization by ghost sample for random subclasses
The next result is essentially due to Mendelson and Philips (2004); it applies symmetrization by a
ghost sample for random subclasses. Our main departure is that we allow the random subclass to
depend on a second, unlabeled sample x′′.
Lemma 1 (Symmetrization by Ghost Sample) Let F(z,x′′) ⊂ F be a random subclass which
can depend on both a labeled sample z and an unlabeled sample x′′. Recall that z′ is a ghost sample
of m points. If m ≥ ( bt)2, then
Przx′′
{∃f ∈ F(z,x′′), (P − Pz)l(·, f) ≥ t}
≤ 2Prz z′x′′
{
∃f ∈ F(z,x′′), (Pz′ − Pz)l(·, f) ≥ t
2
}
.
For completeness, this lemma is proved in Appendix C. This symmetrization lemma will be applied
in both the overcomplete and infinite-dimensional settings to shift the analysis from large deviations
of the empirical risk from the expected risk to large deviations of two independent empirical risks:
in the overcomplete setting the lemma will be specialized as Proposition 1, and in the infinite-
dimensional setting the lemma will be adapted to Proposition 2.
3.2 Rademacher and Gaussian averages and related results
Let σ1, . . . , σm be independent Rademacher random variables distributed uniformly on {−1, 1},
and let γ1, . . . γm be independent Gaussian random variables distributed as N (0, 1). Denote the
collections by σ = (σ1, . . . , σm) and γ = (γ1, . . . , γm). Given a sample of m points x, define the
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conditional Rademacher and Gaussian averages of a function class as
Rm|x(F) =
2
m
Eσ sup
f∈F
m∑
i=1
σif(xi) and Gm|x(F) =
2
m
Eγ sup
f∈F
m∑
i=1
γif(xi).
respectively.
Lemmas 2 and 3 below are used near the end of the proof of Theorem 7 of the infinite-dimensional
setting, when shifting the analysis from the Gaussian complexity of a loss-composed function class
to the Rademacher complexity of the original function class. From Meir and Zhang (2003, Theorem
7), the loss-composed conditional Rademacher average of a function class F is bounded by the scaled
conditional Rademacher average:
Lemma 2 (Rademacher Loss Comparison Lemma) For every function class F , m-sample x,
and l which is L-Lipschitz continuous in its second argument:
Rm|z(l ◦ F) ≤ LRm|x(F).
Additionally, from Ledoux and Talagrand (1991, a brief argument following Lemma 4.5), the
conditional Rademacher average of a function class F is bounded up to a constant by the conditional
Gaussian average of F :
Lemma 3 (Rademacher-Gaussian Average Comparison Lemma) For every function class
F and sample of m points x:
Rm|x(F) ≤
√
pi
2
Gm|x(F).
The next relation is due to Slepian (1962):
Lemma 4 (Slepian’s Lemma) Let Ω and Γ be mean zero, separable Gaussian processes5 in-
dexed by a set T such that E (Ωt1 − Ωt2)2 ≤ E (Γt1 − Γt2)2for all t1, t2 ∈ T . Then E supt∈T Ωt ≤
E supt∈T Γt.
Slepian’s Lemma essentially says that if the variance of one Gaussian process is bounded by the
variance of another, then the expected maximum of the first is bounded by the expected maximum
of the second. This lemma will be used in the proof of Theorem 6 to bound the Gaussian complexity
of an analytically difficult function class via a bound on the Gaussian complexity of a related but
analytically easier function class.
We also will make use of the following bounded differences inequality due to McDiarmid (1989),
in order to shift the analysis in the proof of Theorem 7 to the Rademacher complexity of a certain
function class:
Theorem 5 (McDiarmid’s Inequality) Let X1, . . . , Xm be random variables drawn iid accord-
ing to a probability measure µ over a space X . Suppose that a function f : Xm → R satisfies
sup
x1,...,xm,x′i∈X
∣∣f(x1, . . . , xn)− f(x1, . . . , xi−1, x′i, xi+1, . . . , xm∣∣ ≤ ci
for any i ∈ [m]. Then
PrX1,...,Xn
{
f(X1, . . . , Xn)− Ef(X1, . . . , Xn) ≥ t
} ≤ exp(−2t2/ m∑
i=1
c2i
)
.
5{Ωt}t∈T is a Gaussian process with index set T if the collection is jointly Gaussian in the sense that every finite
linear combination of the variables is Gaussian.
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Figure 1: Proof flowchart for the Overcomplete Learning Bound (Theorem 3).
4 Overcomplete setting
The overcomplete setting is classically the more popular regime, and in this setting useful learning
bounds may exhibit dependence on both the dimension d and the dictionary size k. At a high
level, our strategy for the overcomplete case learning bound is to construct an epsilon-cover over a
subclass of the space of functions F := {f = (D,w) : D ∈ D, w ∈ W} and to show that the metric
entropy of this subclass is of order dk. The main difficulty is that an epsilon-cover over D need not
approximate F to any degree, unless one has a notion of encoder stability. Our analysis effectively
will be concerned only with a training sample and a ghost sample, and it is similar in style to the
luckiness framework of Shawe-Taylor et al. (1998). If we observe that the sufficient conditions for
encoder stability hold true on the training sample, then it is enough to guarantee that most points
in a ghost sample also satisfy these conditions (at a weaker level). Figure 1 exhibits the high-level
flow of the proof of Theorem 3.
4.1 Useful conditions and subclasses
Let x˜ ⊆η x indicate that x˜ is a subset of x with at most η elements of x removed. This notation
is identical to Shawe-Taylor et al. (1998)’s notation from the luckiness framework.
Our bounds will require a crucial PRP-based condition that depends on both the learned dic-
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tionary and the training sample:
margins(D,x) ≥ ι(λ, µ, ε) for ι(λ, µ, ε) =
√
387ε
λ
.
For brevity we will refer to ι with its parameters implicit; the dependence on ε, λ, and µ will not
be an issue because we first develop bounds with these quantities fixed a priori. Lastly, for µ > 0
define Dµ := {D ∈ D : µs(D) ≥ µ} and Fµ := {f = (D,w) ∈ F : D ∈ Dµ}.
4.2 Learning bound
The following proposition is simply a specialization of Lemma 1 with x′′ taken as the empty set
and F(z,x′′) := {f ∈ Fµ :
[
margins(D,x) > ι
]}.
Proposition 1 If m ≥ ( bt)2, then
Prz
{∃f ∈ Fµ, [margins(D,x)) > ι] and ((P − Pz)l(·, f) > t)}
≤ 2Prz z′
{∃f ∈ Fµ, [margins(D,x) > ι] and ((Pz′ − Pz)l(·, f) > t/2)} .
In the RHS of the above, let the event whose probability is being measured be
J :=
{
z z′ : ∃f ∈ Fµ,
[
margins(D,x) > ι
]
and (Pz′ − Pz)l(·, f) > t/2)
}
.
Define Z as the event that there exists a hypothesis with stable codes on the original sample, in
the sense of the Sparse Coding Stability Theorem (Theorem 1), but more than η = η(m, d, k,D,x, δ)
points6 of the ghost sample whose codes are not guaranteed stable by the Sparse Coding Stability
Theorem:
Z :=
{
z z′ : ∃f ∈ Fµ,
[
margins(D,x) > ι
]
and
(
@ x˜ ⊆η x′
[
margins(D, x˜) >
1
3margins(D,x)
]) } .
Our strategy will be to show that Pr(J) is small by use of the fact that
Pr(J) = Pr(J ∩ Z¯) + Pr(J ∩ Z) ≤ Pr(J ∩ Z¯) + Pr(Z),
a strategy which thus far is similar to the beginning of Shawe-Taylor et al.’s proof of the main
luckiness framework learning bound (see Shawe-Taylor et al., 1998, Theorem 5.22). We now show
that each of Pr(Z) and Pr(J ∩ Z¯) is small in turn.
The imminent Good Ghost Lemma shadows Shawe-Taylor et al. (1998)’s notion of probable
smoothness and provides a bound on Pr(Z).
Lemma 5 (Good Ghost) Fix µ, λ > 0 and s ∈ [k]. With probability at least 1 − δ over an
m-sample x ∼ Pm and a second m-sample x′ ∼ Pm, for any D ∈ Dµ for which ϕD is s-sparse on
x, at least m− η(m, d, k,D,x, δ) points x˜ ⊆ x′ satisfy [margins(D, x˜) > 13margins(D,x)], for
η(m, d, k,D,x, δ) := dk log
3096
margin2s(D,x) · λ
+ log(2m+ 1) + log
1
δ
.
6We use the shorthand η = η(m, d, k,D,x, δ) for conciseness.
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Figure 2: Visualization of the proof of the Good Ghost Lemma (Lemma 5). Best seen in color.
Proof: Figure 2 illustrates the proof. By the assumptions of the lemma, consider an arbitrary
dictionary D satisfying µs(D) ≥ µ and s-sparse(ϕD(x)). The goal is to guarantee with high
probability that all but η points of the ghost sample are coded by ϕD with s-margin of at least
1
3margins(D,x).
Let ε =
( 1
3
margins(D,x))
2·λ
43 , and consider a minimum-cardinality ε-proper cover D′ of Dµ. Let D′
be a candidate element of D′ satisfying ‖D−D′‖2 ≤ ε. Then the Sparse Coding Stability Theorem
(Theorem 1) implies that the coding margin of D′ on x retains over two-thirds the coding margin
of D on x; that is,
[
margins(D
′,x) > 23margins(D,x)
]
.
Furthermore, we can and will show that most points from the ghost sample satisfy
[
margins(D
′, ·) >
14
2
3margins(D,x)
]
. Let FmargD := {fmargD,τ |τ ∈ R+} be the class of threshold functions defined via
fmargD,τ (x) :=
{
1; if margins(D,x) > τ,
0; otherwise.
Since the VC dimension of the one-dimensional threshold functions is 1, it follows that the VC(FmargD ) =
1. By using the VC dimension of FmargD and the standard permutation argument of Vapnik and
Chervonenkis (1968, Proof of Theorem 2), it follows that for a single, fixed element of D′, with
probability at least 1 − δ at most log(2m + 1) + log 1δ points from a ghost sample will violate the
margin inequality in question. Hence, by the bound on the proper covering numbers provided by
Proposition 3 (see Appendix F), we can we can guarantee for all candidate members D′ ∈ D′ that
with probability 1− δ at most
η(m, d, k,D,x, δ) = dk log
3096
margin2s(D,x) · λ
+ log(2m+ 1) + log
1
δ
points from the ghost sample violate the s-margin inequality. Thus, for arbitrary D′ ∈ D′ satisfying
the conditions of the lemma, with probability 1− δ at most η(m, d, k,D,x, δ) points from the ghost
sample violate
[
margins(D
′, ·) > 23margins(D,x)
]
.
Finally, consider the at least m − η(m, d, k,D,x, δ) points in the ghost sample that satisfy[
margins(D
′, ·) > 23margins(D,x)
]
. Since ‖D′ − D‖2 ≤ (
1
3
margins(D,x))
2·λ
43 , the Sparse Coding Sta-
bility Theorem (Theorem 1) implies that these points satisfy
[
margins(D, ·) > 13margins(D,x)
]
.
It remains to bound Pr(J ∩ Z¯).
Lemma 6 (Large Deviation on Good Ghost) Define$ := t/2−
(
2Lβ + bηm
)
and β := ελ
(
1 + 3r
√
s
µ
)
.
Then
Pr(J ∩ Z¯) ≤
(
8(r/2)1/(d+1)
ε
)(d+1)k
exp(−m$2/(2b2)).
Equivalently, the difference between the loss on z and the loss on z′ is greater than $+2Lβ+ bηm
with probability at most
(
8(r/2)1/(d+1)
ε
)(d+1)k
exp(−m$2/(2b2)).
Proof: Let goodghost represent the condition that all but at most η points in the ghost sample
x′ satisfy
[
margins(D, ·) > 13margins(D,x)
]
(and hence are “good”), and let badghost be true if
and only if goodghost is false.
First, note that the event J ∩ Z¯ is a subset of the event
R :=
zz′ :
∃f ∈ Fµ,
[
margins(D,x) > ι
]
and(∃x˜ ⊆η x′, [margins(D, x˜) > 13margins(D,x)])
and ((Pz′ − Pz)l(·, f) > t/2)
 .
To see this, suppose that zz′ ∈ J∩Z¯. Since zz′ ∈ J , there is a particular f = (D,w) in Fµ satisfying[
margins(D,x) > ι
]
and (Pz′ −Pz)l(·, f) > t/2. Since zz′ ∈ Z¯, there is no function in Fµ satisfying
both
[
margins(D,x) > ι
]
and badghost. But since the particular f satisfies
[
margins(D,x) > ι
]
,
it cannot also satisfy badghost; thus, the particular f satisfies goodghost.
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Bounding the probability of the event R is equivalent to bounding the probability of a large
deviation (i.e. ((Pz′ − Pz)l(·, f) > t/2)) for the random subclass:
F˜(x,x′) :=
{
f ∈ Fµ :
[
margins(D,x) > ι
]
and(∃x˜ ⊆η x′, [margins(D, x˜) > 13margins(D,x)])
}
.
Let Fε = Dε × Wε, where Dε is a minimum-cardinality proper ε-cover of Dµ and Wε is a
minimum-cardinality ε-cover of W. It is sufficient to bound the probability of a large deviation
for all of Fε and to then consider the maximum difference between an element of F˜(x,x′) and its
closest representative in Fε. Clearly, for each f = (D,w) ∈ F˜(x,x′), there is a f ′ = (D′, w′) ∈ Fε
satisfying ‖D − D′‖2 ≤ ε and ‖w − w′‖2 ≤ ε. If ε is sufficiently small, then for all but η of the
points xi in the ghost sample (and for all points xi of the original sample) it is guaranteed that
|〈w,ϕD(xi)〉 − 〈w′, ϕD′(xi)〉| ≤
∣∣〈w − w′, ϕD(xi)〉∣∣+ ∣∣〈w′, ϕD(xi)− ϕD′(xi)〉∣∣
≤ ε
λ
+ r
3ε
√
s
λµ
=
ε
λ
(
1 +
3r
√
s
µ
)
= β,
where the second inequality follows from the Sparse Coding Stability Theorem (Theorem 1). Triv-
ially, for the rest of the points xi in the ghost sample there is a coarse guarantee that ‖ϕD(xi) −
ϕD′(xi)‖2 ≤ 2λ . Hence, on the original sample:
1
m
m∑
i=1
∣∣l(yi, 〈w,ϕD(xi)〉)− l(yi, 〈w′, ϕD′(xi)〉)∣∣ ≤ Lβ,
and on the ghost sample:
1
m
m∑
i=1
∣∣l(y′i, 〈w,ϕD(x′i)〉)− l(y′i, 〈w′, ϕD′(x′i)〉)∣∣
≤ L
m
∑
i good
∣∣〈w,ϕD(xi)〉 − 〈w′, ϕD′(xi)〉∣∣+ 1
m
∑
i bad
∣∣l(y′i, 〈w,ϕD(x′i)〉)− l(y′i, 〈w′, ϕD′(x′i)〉)∣∣
≤ Lβ + bη
m
,
where good denotes the at least m − η points of the ghost sample for which the Sparse Coding
Stability Theorem (Theorem 1) applies, and bad denotes the complement thereof. To conclude the
above argument, the difference between the losses of f and f ′ on the double sample will be at most
2Lβ + bηm .
Now, if ν is the absolute deviation between the loss of f on the original sample versus its loss
on the ghost sample, then the absolute deviation between the loss of f ′ = (D′, w′) on the original
sample and the loss of f ′ on the ghost sample must be at least
ν −
(
2Lβ +
bη
m
)
.
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Consequently, if ν > t/2, then the absolute deviation between the loss of f ′ on the original sample
and the loss of f ′ on the ghost sample must be at least t/2−
(
2Lβ + bηm
)
. To bound the probability
of R it therefore is sufficient to control
Prz z′
{
∃f = (D′, w′) ∈ Dε ×Wε, (Pz′ − Pz)l(·, f) > t/2−
(
2Lβ +
bη
m
)}
.
We first handle the case of a fixed f = (D′, w′) ∈ Dε ×Wε. Applying Hoeffding’s inequality to
the random variable l(yi, f(xi))− l(y′i, f(x′i)), with range in [−b, b], yields:
Prz z′ {(Pz′ − Pz)l(·, f) > $} ≤ exp(−m$2/(2b2)),
for $ := t/2−
(
2Lβ + bηm
)
. By way of a proper covering number bound of Dε×Wε (see Proposition
4) and the union bound, this result can be extended over all of Dε ×Wε:
Prz z′
{∃f = (D′, w′) ∈ Dε ×Wε, (Pz′ − Pz)l(·, f) > $}
≤
(
8(r/2)1/(d+1)
ε
)(d+1)k
exp(−m$2/(2b2)).
The bound on Pr(J ∩ Z¯) now follows.
The stage is now set to prove Theorem 3; the full proof is in Appendix D.
Proof sketch (of Theorem 3): Proposition 1 and Lemmas 5 and 6 imply that
Prz
{∃f ∈ Fµ, [margins(D,x) > ι] and ((P − Pz)l(·, f) > t)}
≤ 2
(8(r/2)1/(d+1)
ε
)(d+1)k
exp(−m$2/(2b2)) + δ
 .
Let s ∈ [k] and µ > 0 be fixed a priori. Setting ε = 1m in the above, elementary manipulations
can show that provided m > 387
margins(D,x)
2λ
, with probability at least 1 − δ over z ∼ Pm, for
any f = (D,w) ∈ F satisfying µs(D) ≥ µ and
[
margins(D,x) > ι
]
, the generalization error
(P − Pz)l(·, f) is bounded by:
2b
√
2((d+ 1)k log(8m) + k log r2 + log
4
δ )
m
+
4L
m
(
1
λ
(
1 +
3r
√
s
µ
))
+
2b
m
(
dk log
3096
margin2s(D,x) · λ
+ log(2m+ 1) + log
4
δ
)
.
It remains to distribute a prior across the bounds for each choice of s and µ. To each choice
of s ∈ [k] assign prior probability 1k . To each choice of i ∈ N ∪ {0} for 2−i ≤ µ assign prior
probability (i+ 1)−2. For a given choice of s ∈ [k] and 2−i ≤ µ we use δ(s, i) := 6
pi2
1
(i+1)2
1
kδ (since∑∞
i=1
1
i2
= pi
2
6 ). The theorem now follows.
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Figure 3: Proof flowchart for the Infinite-Dimensional Learning Bound (Theorem 4).
5 Infinite-dimensional setting
In the infinite-dimensional setting learning bounds with dependence on d are useless. Unfortunately,
the strategy of the previous section breaks down in the infinite-dimensional setting because the
straightforward construction of any epsilon-cover over the space of dictionaries had cardinality that
depends on d. Even worse, epsilon-covers actually were used both to approximate the function
class F in ‖ · ‖∞ norm and to guarantee that most points of the ghost sample are good provided
that all points of the training sample were good (the Good Ghost Lemma (Lemma 5)).
These issues can be overcome by requiring an additional, unlabeled sample — a device often
justified in supervised learning problems because unlabeled data may be inexpensive and yet quite
helpful — and by switching to more sophisticated techniques based on conditional Rademacher
and Gaussian averages. After learning a hypothesis fˆz from a predictive sparse coding algorithm,
the sparsity level and coding margin are measured on a second, unlabeled sample x′′ of m points7.
Since this sample is independent of the choice of fˆz, it is possible to guarantee that all but a very
7The cardinality matches the size of the training sample z purely for simplicity.
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small fraction ( ηm =
log 1
δ
m ) of points of a ghost sample z are good with probability 1 − δ. In the
likely case of this good event, and for a fixed sample, we then consider all possible choices of a set
of η bad indices in the ghost sample; each of the
(
m
η
)
cases corresponds to a subclass of functions.
We then approximate each subclass by a special ε-cover that is a disjoint union of a finite number
of special subclasses; for each of these smaller subclasses, we bound the conditional Rademacher
average by exploiting a sparsity property. The proof flowchart in Figure 3 shows the structure of
the proof of Theorem 4.
5.1 Symmetrization and decomposition
The proof of the infinite-dimensional setting learning bound Theorem 4 depends critically on
Lemma 9, a lemma which is non-trivial only for dictionaries with non-zero 2s-incoherence. The
s-incoherence also will continue to play an important role, as it did in the overcomplete setting.
Therefore, rather than wielding the deterministic subclass Fµ of the previous section, we will work
with a deterministic subclass with lower bounded s-incoherence and lower bounded 2s-incoherence.
Let µ∗ = (µ∗s, µ∗2s) ∈ R2+ and define the deterministic subclass
Fµ∗ =
{
f = (D,w) ∈ F : (µs(D) ≥ µ∗s) and (µ2s(D) ≥ µ∗2s)
}
.
The next result is immediate from Lemma 1, taking the random subclass F(·) to be
F(z,x′′) :=
{
{fˆz} ∩ {f ∈ Fµ∗ :
[
margins(D,x ∪ x′′) > τ
]}
.
Proposition 2 If m ≥ ( bt)2, then
Przx′′
{
fˆz ∈ Fµ∗
[
margins(Dˆz,x ∪ x′′) > τ
]
and
(
(P − Pz)l(·, fˆz) ≥ t
) }
(14)
≤ 2Prz z′x′′
{
fˆz ∈ Fµ∗
[
margins(Dˆz, (x ∪ x′′)) > τ
]
and
(
(Pz′ − Pz)l(·, fˆz) ≥ t2
) }
.
Now, observe that the probability of interest can be split into the probability of a large deviation
happening under a “good” event and the probability of a “bad” event occurring:
Prz z′x′′
{
fˆz ∈ Fµ∗
[
margins(Dˆz,x ∪ x′′) > τ
]
and
(
(Pz′ − Pz)l(·, fˆz) ≥ t2
) }
= Prz z′x′′
 fˆz ∈ Fµ∗
[
margins(Dˆz,x ∪ x′′) > τ
]
and
(
∃ x˜ ⊆η x′
[
margins(Dˆz, x˜) > τ
])
and
(
(Pz′ − Pz)l(·, fˆz) ≥ t2
) 
+ Prz z′x′′
 fˆz ∈ Fµ∗
[
margins(Dˆz,x ∪ x′′) > τ
]
and
(
@ x˜ ⊆η x′
[
margins(Dˆz, x˜) > τ
])
and
(
(Pz′ − Pz)l(·, fˆz) ≥ t2
) 
≤ Prz z′
{
∃f ∈ Fµ∗ ,
[
margins(Dˆz,x) > τ
]
and
(
∃ x˜ ⊆η x′
[
margins(Dˆz, x˜) > τ
])
and
(
(Pz′ − Pz)l(·, f) ≥ t2
) }
+ Prx′x′′
{
fˆz ∈ Fµ∗
[
margins(Dˆz,x
′′) > τ
]
and
(
@ x˜ ⊆η x′
[
margins(Dˆz, x˜) > τ
]) }
.
Of the two probabilities summed in the last line, we treat the first in the next subsection. To
bound the second one, note that for each choice of x, fˆz is a fixed function. Hence, it is sufficient
to select η such that, for any fixed function f = (D,w) ∈ F , this second probability is bounded by
δ. The next lemma accomplishes this bound:
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Lemma 7 (Unlikely Bad Ghost) Let f = (D,w) ∈ F be fixed. If η = log 1δ , then
Prx′x′′
{ [
margins(D,x
′′) > τ
]
and
(
@ x˜ ⊆η x′
[
margins(D, x˜) > τ
]) } ≤ δ.
Proof sketch: The proof just uses the same standard permutation argument as in the proof of the
Good Ghost Lemma (Lemma 5).
5.2 Rademacher bound in the case of the good event
We now bound the probability of a large deviation in the (likely) case of the good event. Denote
by Fµ∗(x) the intersection of the deterministic subclass Fµ∗ with the random subclass of functions
for which the Sparse Coding Stability Theorem (Theorem 1) kicks in with constants (µ∗s, s, τ):
Fµ∗(x) :=
{
f ∈ Fµ∗ :
[
margins(D,x) > τ
]}
.
This is the “good” random subclass. Similarly, let Fµ∗,η(x) denote the “mostly good” (or “all-but-
η-good”) random subclass:
Fµ∗,η(x) :=
{
f ∈ Fµ∗ : ∃ x˜ ⊆η x
[
margins(D, x˜) > τ
]}
.
Recall that σ1, . . . , σm are independent Rademacher random variables.
Lemma 8 (Symmetrization by Random Signs)
Prz z′
{ ∃f ∈ Fµ∗ , [margins(D,x) > τ] and (∃ x˜ ⊆η x′ [margins(D, x˜) > τ])
and
(
(Pz′ − Pz)l(·, f) ≥ t2
) }
≤ Prz,σ
{
sup
f∈Fµ∗ (x)
1
m
m∑
i=1
σil(yi, f(xi)) ≥ t
4
}
+ Prz,σ
{
sup
f∈Fµ∗,η(x)
1
m
m∑
i=1
σil(yi, f(xi)) ≥ t
4
}
.
Proof: From the definitions of the random subclasses Fµ∗(·) and Fµ∗,η(·), the left hand side in the
lemma is equal to
Prz z′
{
sup
f∈Fµ∗ (x)∩Fµ∗,η(x′)
1
m
m∑
i=1
(
l(y′i, f(x
′
i))− l(yi, f(xi))
) ≥ t
2
}
.
Now, by a routine application of symmetrization by random signs this is equal to
Przz′,σ
{
sup
f∈Fµ∗ (x)∩Fµ∗,η(x′)
1
m
m∑
i=1
σi(l(y
′
i, f(x
′
i))− l(yi, f(xi))) ≥
t
2
}
≤ Prz,σ
{
sup
f∈Fµ∗ (x)
1
m
m∑
i=1
σil(yi, f(xi)) ≥ t
4
}
+ Prz,σ
{
sup
f∈Fµ∗,η(x)
1
m
m∑
i=1
σil(yi, f(xi)) ≥ t
4
}
.
Since the good random subclass Fµ∗(x) is just the all-but-0-good random subclass Fµ∗,0(x), it
is sufficient to bound the second term of the last line above for arbitrary η ∈ [m]. For fixed z, the
randomness of the subclass is annihilated and the above supremum over Fµ∗,η(x) is a conditional
Rademacher average. Bounding this conditional Rademacher average will call for a few results on
the Gaussian average of a related function class.
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First, note that for any D ∈ D, the dictionary D can be factorized as D = US, where all
U ∈ U ⊂ Rd×k satisfy the isometry property UTU = I, and S lives in a space S := (BRk)k of lower-
dimensional dictionaries (Maurer and Pontil, 2010). Consider a particular choice of S ∈ S, linear
hypothesis w ∈ W, and m-sample x. The subclass of interest will be those functions corresponding
to U ∈ U such that the encoder ϕUS is s-sparse on x. It turns out that the Gaussian average of
this subclass is well-behaved.
Recall that γ = (γ1, . . . γm) where the γi are iid standard normals.
Theorem 6 (Gaussian Average for Fixed S and w) Let S ∈ S, s ∈ [k], and x be a fixed
m-sample. Denote by Ux the particular subclass of U defined as:
Ux :=
{
U ∈ U : s-sparse(ϕUS(x))
}
.
Then
Eγ sup
U∈Ux
2
m
m∑
i=1
γi〈w,ϕUS(xi)〉 ≤ 4rk
√
2s
µ2s(S)
√
m
. (15)
The proof of this result uses the following lemma that shows how the difference between the
feature maps ϕUS and ϕU ′S can be characterized by the difference between U and U
′. Define the
s-restricted 2-norm of S as ‖S‖2,s := sup{t∈Rn:‖t‖=1,| supp(t)|≤s} ‖St‖2.
Lemma 9 (Difference Bound for Isometries) Let U,U ′ ∈ U be isometries as above, S ∈ S,
and x ∈ BRd . If ‖ϕUS(x)‖0 ≤ s and ‖ϕU ′S(x)‖0 ≤ s, then
‖ϕUS(x)− ϕU ′S(x)‖2 ≤ 2‖S‖2,2s
µ2s(S)
‖(U ′T − UT )x‖2.
Proof sketch: The proof uses a perturbation analysis of solutions to linearly constrained positive
definite quadratic programs (Daniel, 1973), exploiting the sparsity of the optimal solutions to have
dependence only on ‖S‖2,2s and µ2s(S) rather than ‖S‖2 and µk(S).
Proof (of Theorem 6): Define a Gaussian process Ω, indexed by U , by ΩU :=
∑m
i=1 γi〈w,ϕUS(xi)〉.
Our goal is to apply Slepian’s Lemma (Lemma 4) to bound the expectation of the supremum of Ω,
which depends on ϕUS , by the expectation of the supremum of a Gaussian process Γ which depends
only on U .
Eγ (ΩU − ΩU ′)2 = Eγ
(
m∑
i=1
γi 〈w,ϕUS(xi)〉 −
m∑
i=1
γi 〈w,ϕU ′S(xi)〉
)2
=
m∑
i=1
(〈w,ϕUS(xi)− ϕU ′S(xi)〉)2
≤ r2
m∑
i=1
‖ϕUS(xi)− ϕU ′S(xi)‖2 (16)
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Applying the result from Lemma 9, we have
Eγ (ΩU − ΩU ′)2 ≤ r2
m∑
i=1
‖ϕUS(xi)− ϕU ′S(xi)‖2
≤
(
2r‖S‖2,2s
µ2s(S)
)2 m∑
i=1
∥∥∥(U ′T − UT )xi∥∥∥2
2
=
(
2r‖S‖2,2s
µ2s(S)
)2 m∑
i=1
k∑
j=1
(〈U ′ej , xi〉 − 〈Uej , xi〉)2
=
(
2r‖S‖2,2s
µ2s(S)
)2
Eγ
( m∑
i=1
k∑
j=1
γij〈U ′ej , xi〉
)
−
(
m∑
i=1
k∑
j=1
γij〈Uej , xi〉
)2
= Eγ (ΓU − ΓU ′)2
for ΓU :=
2r‖S‖2,2s
µ2s(S)
m∑
i=1
k∑
j=1
γij〈Uej , xi〉.
By Slepian’s Lemma (Lemma 4), Eγ supU ΩU ≤ Eγ supU ΓU . It remains to bound Eγ supU ΓU :
µ2s(S)
2r‖S‖2,2sEγ supU ΓU =Eγ supU
m∑
i=1
k∑
j=1
γij〈Uej , xi〉
=Eγ sup
U
k∑
j=1
〈Uej ,
m∑
i=1
γijxi〉
≤Eγ sup
U
k∑
j=1
‖Uej‖‖
m∑
i=1
γijxi‖
=kEγ ‖
m∑
i=1
γi1xi‖
≤k
√√√√Eγ ‖ m∑
i=1
γi1xi‖2
=k
√√√√Eγ 〈 m∑
i=1
γi1xi,
m∑
i=1
γi1xi
〉
= k
√√√√ m∑
i=1
‖xi‖2 ≤ k
√
m.
Hence,
Eγ sup
U∈U
2
m
m∑
i=1
γi〈w,ϕUS(xi)〉 ≤ 4r‖S‖2,2sk
µ2s(S)
√
m
≤ 4rk
√
2s
µ2s(S)
√
m
,
where we used the fact that ‖S‖2,2s ≤
√
2s (see Lemma 14 in Appendix E for a proof).
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We present the pie`ce de re´sistance of this section:
Theorem 7 (Rademacher Average of Mostly Good Random Subclasses)
Prz,σ
{
sup
f∈Fµ∗,η(x)
1
m
m∑
i=1
σil(yi, f(xi)) ≥ t
4
}
≤
(
m
η
)(
8(r/2)1/(k+1)
ε
)(k+1)k
exp(−mt23/(2b2)),
for t3 :=
t
4
− Lε
λ
(
3r
√
s
µ∗s
+ 1
)
− 2L
√
pirk
√
s
µ∗2s
√
m
− 2bη
m
.
Proof: As before, each dictionary D ∈ D will be factorized as D = US for U an isometry in U
and S ∈ S = (BRk)k. Let Sε be a minimum-cardinality proper ε-cover (in operator norm) of
{S ∈ S : µs(S) ≥ µ∗s, µ2s(S) ≥ µ∗2s}, the set of suitably incoherent elements of S.
Recall that the goal is to control the Rademacher complexity of Fµ∗,η(x). Our strategy will be to
control this complexity by controlling the complexity of each subclass from a partition of Fµ∗,η(x).
For an arbitrary f = (D,w) ∈ F , let an index i be good if and only if [margins(D,xi) > τ], and
let an index be bad if and only if it is not good. Consider a fixed m-sample z and the occurrence
of a set of m − η good indices8. There are N := (mη ) ways to choose this set of indices. We can
partition Fµ∗,η(x) into N subclasses F1µ∗,η(x), . . . ,FNµ∗,η(x) such that for all functions in a given
subclass, a particular set of m− η indices is guaranteed to be good. To be precise, we can choose
distinct good index sets Γ1, . . . ,ΓN , each of cardinality m− η, such that for each Γj , if i ∈ Γj then
all f = (D,w) in F jµ∗,η satisfy
[
margins(D,xi) > τ
]
.
Since the F jµ∗,η(x) form a partition, we can control the complexity of Fµ∗,η(x) via:
sup
f∈Fµ∗,η(x)
m∑
i=1
σil(yi, f(xi)) = max
j∈[N ]
sup
f∈Fj
µ∗,η(x)
m∑
i=1
σil(yi, f(xi)).
To gain a handle on the complexity of each subclass F jµ∗,η(x), we will approximate the subclasses
as follows. For each j ∈ [N ], define an ε-neighborhood of F jµ∗,η(x) as
F¯ jµ∗,η(x) :=
{
f = (US′, w′) : ‖S − S′‖ ≤ ε, ‖w − w′‖ ≤ ε,
S ∈ S, w ∈ W, (US,w) ∈ F jµ∗,η(x)
}
;
note that the ε neighborhood is taken with respect to S and w but not U . Also, let Wε be a
minimum-cardinality ε-cover of W and define an infinite-cardinality epsilon-cover of F :
Fε :=
{
f = (US′, w′) ∈ F : U ∈ U , S′ ∈ Sε, w′ ∈ Wε
}
.
Finally, taking the intersection of F¯ jµ∗,η(x) with Fε yields the F jµ∗,η(x)-approximating subclass,
a disjoint union of subclasses equal to ⋃
S′∈Sε,w′∈Wε
F j,S′,w′µ∗,η (x)
8Each of the remaining indices can be either good or bad.
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for
F j,S′,w′µ∗,η (x) := F jµ∗,η(x) ∩
{
f ∈ F : f = (US′, w′) : U ∈ U} .
To show that this disjoint union is a good approximator for F jµ∗,η(x), for each j ∈ [N ] and
arbitrary σ ∈ {−1, 1}m we compare
sup
f∈Fj
µ∗,η(x)
1
m
m∑
i=1
σil(yi, f(xi)) and max
S′∈Sε,w′∈Wε
sup
f∈Fj,S′,w′
µ∗,η (x)
m∑
i=1
σil(yi, f(xi)).
Without loss of generality, choose j = 1 and take Γ1 = [m− η]. If f is in F1µ∗,η(x), it follows that
there exists an f ′ in the disjoint union
⋃
S′∈Sε,w′∈Wε F
1,S′,w′
µ∗,η (x) such that
1
m
m∑
i=1
σi
∣∣l(yi, 〈w,ϕD(xi)〉)− l(yi, 〈w′, ϕD′(xi)〉)∣∣
≤ L
m
(
m−η∑
i=1
σi
∣∣〈w,ϕD(xi)〉 − 〈w′, ϕD′(xi)〉∣∣
)
+
1
m
m∑
i=m−η+1
σi
∣∣l(yi, 〈w,ϕD(xi)〉)− l(yi, 〈w′, ϕD′(xi)〉)∣∣
≤ Lε
λ
(
3r
√
s
µ∗s
+ 1
)
+
bη
m
,
where the last line is due to the Sparse Coding Stability Theorem (Theorem 1).
Therefore, for any σ ∈ {−1, 1}m it holds that
sup
f∈Fµ∗,η(x)
1
m
m∑
i=1
σil(yi, f(xi))
≤ max
j∈[N ]
max
S′∈Sε,w′∈Wε
sup
f∈Fj,S′,w′
µ∗,η (x)
1
m
m∑
i=1
σil(yi, f(xi)) +
Lε
λ
(
3r
√
s
µ∗s
+ 1
)
+
bη
m
.
Thus, the approximation error from using the disjoint union is small (it is O( 1m) if ε =
1
m).
It remains to control the complexity of the approximating subclass. From the above, for fixed
z:
Prσ
{
sup
f∈Fµ∗,η(x)
1
m
m∑
i=1
σil(yi, f(xi)) ≥ t
4
}
≤ Prσ
 maxj∈[N ]
S′∈Sε,w′∈Wε
sup
f∈Fj,S′,w′
µ∗,η (x)
1
m
m∑
i=1
σil(yi, f(xi)) ≥ t
4
− Lε
λ
(
3r
√
s
µ∗s
+ 1
)
− bη
m

≤ N
(
8(r/2)1/(k+1)
ε
)(k+1)k
·
max
j∈[N ]
S′∈Sε,w′∈Wε
Prσ
 sup
f∈Fj,S′,w′
µ∗,η (x)
1
m
m∑
i=1
σil(yi, f(xi)) ≥ t
4
− Lε
λ
(
3r
√
s
µ∗s
+ 1
)
− bη
m
 .
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Now, from McDiarmid’s inequality (Theorem 5), for any fixed j ∈ [N ], S′ ∈ Sε and w′ ∈ Wε,
Prσ
 sup
f∈Fj,S′,w′
µ∗,η (x)
1
m
m∑
i=1
σil(yi, f(xi)) > Eσ sup
f∈Fj,S′,w′
µ∗,η (x)
1
m
m∑
i=1
σil(yi, f(xi)) + t1

is at most exp(−mt21/(2b2)).
To make the above useful, let us get a handle on the Rademacher complexity term
Eσ sup
f∈Fj,S′,w′
µ∗,η (x)
1
m
m∑
i=1
σil(yi, f(xi)).
Without loss of generality, again take j = 1 and Γ1 = [m− η]. Then
Eσ sup
f∈Fj,S′,w′
µ∗,η (x)
1
m
m∑
i=1
σil(yi, f(xi))
≤ Eσ1,...,σm−η
 sup
f∈Fj,S′,w′
µ∗,η (x)
1
m
m−η∑
i=1
σil(yi, f(xi))

+ Eσm−η+1,...,σm
 sup
f∈Fj,S′,w′
µ∗,η (x)
1
m
m∑
i=m−η+1
σil(yi, f(xi))

≤ Eσ1,...,σm−η
 sup
f∈Fj,S′,w′
µ∗,η (x)
1
m
m−η∑
i=1
σil(yi, f(xi))
+ bηm .
Now, Theorem 6, the Rademacher Loss Comparison Lemma (Lemma 2), and the Rademacher-
Gaussian Average Comparison Lemma (Lemma 3) imply that
Eσ sup
{U∈U :s-sparse(ϕUS(x))}
1
m
m−η∑
i=1
σil
(
yi, 〈w,ϕUS(xi)〉
) ≤ √m− η
m
2L
√
pirk
√
s
µ2s(S)
≤ 2L
√
pirk
√
s
µ2s(S)
√
m
,
and hence
Prσ
 sup
f∈Fj,S′,w′
µ∗,η (x)
1
m
m∑
i=1
σil(f(xi)) >
2L
√
pirk
√
s
µ∗2s
√
m
+
bη
m
+ t1
 ≤ exp(−mt21/(2b2)).
Combining this bound with the fact that the bound is independent of the draw of z and applying
Proposition 4 (with d set to k) to extend the bound over all choices of j, S′, and w′ yields the final
result.
For the case of η = 0, let
t2 :=
t
4
− Lε
λ
(
3r
√
s
µ∗s
+ 1
)
− 2L
√
pirk
√
s
µ∗2s
√
m
.
It is now possible to prove the generalization error bound for the infinite-dimensional setting.
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Proof (of Theorem 4): Since Fµ∗(x) is equivalent to Fµ∗,0(x), Lemma 8 and Theorem 7 imply that
Prz z′
{ ∃f ∈ Fµ∗ , [margins(D,x) > τ] and (∃ x˜ ⊆η x′ [margins(D, x˜) > τ])
and
(
(Pz′ − Pz)l(·, f) ≥ t2
) }
≤
(
8(r/2)1/(k+1)
ε
)(k+1)k (
exp(−mt22/(2b2)) +
(
m
η
)
exp(−mt23/(2b2))
)
≤ 2
(
m
η
)(
8(r/2)1/(k+1)
ε
)(k+1)k
exp(−mt23/(2b2)),
and consequently the full probability (14) in Proposition 2 can be upper bounded (using η = log 1δ )
as:
Przx′′
{
fˆz ∈ Fµ∗ ,
[
margins(Dˆz, (x ∪ x′′)) > τ
]
and
(
(P − Pz)l(·, fˆz) ≥ t
) }
≤ 4
(
m
log 1δ
)(
8(r/2)1/(k+1)
ε
)(k+1)k
exp(−mt23/(2b2)) + 2δ.
After some elementary manipulations and choosing ε = 1m , we nearly have the final learning
bound. Let µ∗s, µ∗2s > 0, s ∈ [k], and m ≥ 43τ2λ be fixed a priori. With probability at least 1− δ over
a labeled m-sample z ∼ Pm and a second, unlabeled m-sample x′′ ∼ Πm, if an algorithm learns
hypothesis fˆz = (Dˆz, wˆz) from z such that µ2s(Dˆz) ≥ µ∗2s, µs(Dˆz) ≥ µ∗s, s-sparse(ϕDˆz(x∪x′′)), and[
margins(Dˆz,x ∪ x′′) > τ
]
all hold, then the generalization error (P − Pz)l(·, fˆz) is bounded by:
8L
√
pirk
√
s
µ∗2s
√
m
+ b
√
8
(
(k + 1)k log(8m) + k log r2 + (logm+ 1) log
4
δ + log 2
)
m
+
1
m
(
4L
λ
(
3r
√
s
µ∗s
+ 1
)
+ 8b log
4
δ
)
.
Making this bound made adaptive to the incoherences, sparsity level, and margin on z and x′′
yields the following final result. With probability at least 1 − δ over a labeled m-sample z ∼ Pm
and a second, unlabeled sample x′′ ∼ Πm, if an algorithm learns hypothesis fˆz = (Dˆz, wˆz) such
that ϕDˆz is s-sparse on (x ∪ x′′), µ2s(fˆz) > 0, and
m ≥ 43
margin2s(Dˆz,x ∪ x′′) · λ
,
then the generalization error (P − Pz)l(·, fˆz) is bounded by:
16L
√
pirk
√
s
µ2s(fˆz)
√
m
+ b
√
8
(
(k2 + k) log(8m) + k log r2 + (logm+ 1) log
7αk
δ + log 2
)
m
+
1
m
(
4L
λ
(
6r
√
s
µs(fˆz)
+ 1
)
+ 8b log
7αk
δ
)
,
for α =
(
log2
(
4
µs(fˆz)
)
log2
(
4
µ2s(fˆz)
))2
.
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Figure 4: The s-margin for predictive sparse coding trained on the USPS training set, digit 4
versus all, for three settings of λ. Clockwise from top left: 50 atoms, 100 atoms, 200 atoms, and
400 atoms. The sparsity level (maximum number of non-zeros per code, taken across all codes of
the training points) is indicated by the dots.
6 An empirical study of the s-margin
We now establish some empirical evidence that the s-margin is well away from zero even when s
is only slightly larger than the observed sparsity level. We performed experiments on two separate
digit classification tasks, from the USPS dataset and the MNIST dataset LeCun et al. (1998). In
both cases, we employed the single binary classification task of the digit 4 versus all the other digits,
and for both datasets all the training data was used. Predictive sparse coding was trained as per
the stochastic gradient descent approach of Mairal et al. (2012).
The results for USPS and MNIST are shown in Figures 4 and 5 respectively. Each data point
(an image) was normalized to unit norm. In all plots, it is apparent that when the minimum
sparsity level is s (indicated by the colored dots on the x-axis of the plots), there is a non-trivial
(s+ρ)-margin for ρ a small positive integer. Using the 2s-margin when s-sparsity holds may ensure
that there is a moderate margin for only a constant factor increase to s.
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Figure 5: The s-margin for predictive sparse coding trained on the MNIST training set, digit 4
versus all, for three settings of λ. Clockwise from top left: 50 atoms, 100 atoms, 200 atoms, and
400 atoms. The sparsity level (maximum number of non-zeros per code, taken across all codes of
the training points) is indicated by the dots.
7 Discussion and open problems
We have shown the first generalization error bounds for predictive sparse coding. The learning
bounds in Theorems 3 and 4 are intimately related to the stability of the sparse encoder, and
consequently the bounds depend on properties that depend both on the learned dictionary and
the training sample. Using the techniques of this work, in the infinite-dimensional setting it is
unclear whether one can achieve the encoder stability guarantees without measuring properties of
the encoder on an independent, unlabeled sample. It is an important open problem whether there is
a generalization error bound for the infinite-dimensional setting which does not rely on the second
sample. Additionally, the PRP condition in the Sparse Coding Stability Theorem (Theorem 1)
appears to be much stronger than what should be required. We conjecture that the PRP should
actually be O(ε) rather than O(
√
ε). If this conjecture turns out to be true, then the number of
samples required before Theorems 3 and 4 kick in would be greatly reduced, as would be the size
of many of the constants in the results.
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While this work establishes upper bounds on the generalization error for predictive sparse
coding, two things remain unclear. How close are these bounds to the optimal ones? Also, what
lower bounds can be established in each of the settings? If the conditions on which these bounds
rely are of fundamental importance, then the presented data-dependent bounds provide motivation
for an algorithm to prefer dictionaries for which small subdictionaries are well-conditioned and to
additionally encourage large coding margin on the training sample.
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A Proof of Sparse Coding Stability Theorem
The flow of this section is as follows. We first establish some preliminary notation and summa-
rize important conditions. Several lemmas are then presented to support a key sparsity lemma.
This sparsity lemma establishes that the solution to the perturbed problem is sparse provided the
perturbation is not too large. Finally, the sparsity of this new solution is exploited to bound the
difference of the new solution from the old solution. This flow is embodied by the proof flowchart
in Figure 6.
Sparse Coding 
Stability Theorem 
(Theorem 1)
Preservation of 
Sparsity Lemma 
(Lemma 13)
Lemma 14
Optimal Value 
Stability Lemma 
(Lemma 10)
Stability of Norm of 
Reconstructor Lemma 
(Lemma 11)
Reconstructor 
Stability Lemma 
(Lemma 12)
Figure 6: Proof flowchart for the Sparse Coding Stability Theorem (Theorem 1).
A.1 Notation and assumptions
Let α and α˜ respectively denote the solutions to the LASSO problems:
α = arg min
z
1
2
‖x−Dz‖22 + λ‖z‖1 α˜ = arg min
z
1
2
‖x− D˜z‖22 + λ‖z‖1.
First, let’s review the optimality conditions for the LASSO (Asif and Romberg, 2010, conditions
30
L1 and L2):
〈Dj , x−Dα〉 = sign(αj)λ if αj 6= 0,
|〈Dj , x−Dα〉| < λ otherwise.
Note that the above optimality conditions imply that if αj 6= 0 then
|〈Dj , x−Dα〉| = λ.
Assumptions
The statement of the Sparse Coding Stability Theorem (Theorem 1) makes the following assump-
tions:
(A1) - Closeness D and D˜ are close, as measured by operator norm:
‖D˜ −D‖2 ≤ ε.
(A2) - Incoherence There is a µ > 0 such that, for all J ⊆ [k] satisfying |J | = s:
σmin(DJ) ≥ µ.
(A3) - Sparsity with margin For some fixed τ > 0, there is a I ⊆ [k] with |I| = k − s such
that for all i ∈ I:
|〈Di, x−Dα〉| < λ− τ.
Consequently, all i ∈ I satisfy αi = 0.
A.2 Useful observations
Let v∗D be the optimal value of the LASSO for dictionary D:
v∗D = minz
1
2
‖x−Dz‖22 + λ‖z‖1
=
1
2
‖x−Dα‖22 + λ‖α‖1
Likewise, let
v∗
D˜
=
1
2
‖x− D˜α˜‖22 + λ‖α˜‖1
The first observation is that the values of the optimal solutions are close:
Lemma 10 (Optimal Value Stability) If ‖D − D˜‖2 ≤ ε, then∣∣∣v∗D − v∗D˜∣∣∣ ≤ ελ.
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Proof: The proof is simple:
v∗
D˜
≤ 1
2
‖x− D˜α‖22 + λ‖α‖1
=
1
2
‖x−Dα+ (D − D˜)α‖22 + λ‖α‖1
≤ 1
2
(
‖x−Dα‖22 + ‖x−Dα‖2‖(D − D˜)α‖2 + ‖(D − D˜)α‖22
)
+ λ‖α‖1
≤ 1
2
‖x−Dα‖22 + λ‖α‖1 +
1
2
(
ε
λ
+
( ε
λ
)2)
≤ v∗D +
ε
λ
for ελ ≤ 1. A symmetric argument shows that v∗D ≤ v∗D˜ + ελ .
The second observation shows that the norms of the optimal reconstructors are close.
Lemma 11 (Stability of Norm of Reconstructor) If ‖D − D˜‖2 ≤ ε, then∣∣∣‖Dα‖22 − ‖D˜α˜‖22∣∣∣ ≤ 2ελ .
Showing this is more involved than the previous observation.
Proof: First, we claim (and show) that
(x−Dα)TDα = λ‖α‖1. (17)
The proof of the claim comes directly from Osborne et al. (2000, circa (2.8)) To see (17), consider
the equivalent dual problem for the LASSO (for appropriate choice of t):
minimize
z
1
2
‖x−Dz‖22
subject to ‖z‖1 ≤ t.
The Lagrangian is
L(z, λ) = 1
2
‖x−Dz‖22 − λ(t− ‖z‖1),
and the subgradient with respect to z is
∂zL(z, λ) = −DT (x−Dz) + λv,
where vj = 1 if zj > 0, vj = −1 if zj < 0, and vj ∈ [−1, 1] if zj = 0. From the definition of v, it
follows that
vT z = ‖z‖1.
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At an optimal point α, ∂zL(α, λ) = 0, and hence
DT (x−Dα) = λv
m
(x−Dα)TD = λvT
⇓
(x−Dα)TDα = λvTα
m
(x−Dα)TDα = λ‖α‖1,
as claimed.
Now, we use the fact that the values of the optimal solutions are close (Lemma 10):∣∣∣v∗D − v∗D˜∣∣∣ ≤ ελ.
But v∗D is just
1
2
〈x−Dα, x−Dα〉+ λ‖α‖1 = 1
2
〈x−Dα, x−Dα〉+ 〈x−Dα,Dα〉
=
1
2
〈x, x−Dα〉 − 1
2
〈x−Dα,Dα〉+ 〈x−Dα,Dα〉
=
1
2
(〈x, x−Dα〉+ 〈x−Dα,Dα〉)
=
1
2
〈x+Dα, x−Dα〉
=
1
2
(‖x‖22 − ‖Dα‖22) .
Consequently, ∣∣∣∣12 (‖x‖22 − ‖Dα‖22)− 12 (‖x‖22 − ‖D˜α˜‖22)
∣∣∣∣ ≤ ελ
and hence ∣∣∣‖Dα‖22 − ‖D˜α˜‖22∣∣∣ ≤ 2ελ .
Finally, we prove stability of the optimal reconstructor. Rather than showing that ‖Dα− D˜α˜‖22
is O(ε), it will be more convenient for later purposes to prove the following roughly equivalent
result.
Lemma 12 (Reconstructor Stability) If ‖D − D˜‖2 ≤ ε, then
‖Dα−Dα˜‖22 ≤
26ε
λ
.
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Proof: Let α′ := 12(α + α˜). From the optimality of α, it follows that vD(α) ≤ vD(α′), or more
explicitly:
1
2
‖x−Dα‖22 + λ‖α‖1 ≤
1
2
‖x−Dα′‖22 + λ‖α′‖1. (18)
First, note that
∣∣∣‖Dα˜‖22 − ‖D˜α˜‖22∣∣∣ ≤ 5ελ , because∣∣∣‖Dα˜‖22 − ‖D˜α˜‖22∣∣∣ ≤ 2 ∣∣∣〈Dα˜, (D˜ −D)α〉∣∣∣+ ‖(D˜ −D)α˜‖22
≤ 2‖Dα˜‖2‖D˜ −D‖2‖α˜‖2 +
(
‖D˜ −D‖2‖α˜‖2
)2
≤ 2
(
1 +
ε
λ
) ε
λ
+
( ε
λ
)2
≤ 5ε
λ
,
assuming ε ≤ λ. Combining this fact with Lemma 11,
∣∣∣‖Dα‖22 − ‖D˜α˜‖22∣∣∣ ≤ 2ελ , yields∣∣‖Dα‖22 − ‖Dα˜‖22∣∣ ≤ 7ελ .
By the convexity of the 1-norm, the RHS of (18) obeys:
1
2
∥∥∥∥x−D(α+ α˜2
)∥∥∥∥2
2
+ λ
∥∥∥∥α+ α˜2
∥∥∥∥
1
≤ 1
2
∥∥∥∥x− 12(Dα+Dα˜)
∥∥∥∥2
2
+
λ
2
‖α‖1 + λ
2
‖α˜‖1
=
1
2
(
‖x‖22 − 2〈x,
1
2
(Dα+Dα˜)〉+ 1
4
‖Dα+Dα˜‖22
)
+
λ
2
‖α‖1 + λ
2
‖α˜‖1
=
1
2
‖x‖22 −
1
2
〈x,Dα〉 − 1
2
〈x,Dα˜〉+ 1
8
(‖Dα‖22 + ‖Dα˜‖22 + 2〈Dα,Dα˜〉)+ λ2 ‖α‖1 + λ2 ‖α˜‖1
≤ 1
2
‖x‖22 −
1
2
〈x,Dα〉 − 1
2
〈x,Dα˜〉+ 1
4
‖Dα‖22 +
1
4
〈Dα,Dα˜〉+ λ
2
‖α‖1 + λ
2
‖α˜‖1 + 7
8
ε
λ
≤ 1
2
‖x‖22 −
1
2
〈x,Dα〉 − 1
2
〈x,Dα˜〉+ 1
4
‖Dα‖22 +
1
4
〈Dα,Dα˜〉+ 1
2
〈x−Dα,Dα〉+ 1
2
〈x− D˜α˜, D˜α˜〉+ 7
8
ε
λ
≤ 1
2
‖x‖22 −
1
2
〈x,Dα〉 − 1
2
〈x,Dα˜〉+ 1
4
‖Dα‖22 +
1
4
〈Dα,Dα˜〉+ 1
2
〈x,Dα〉 − 1
2
‖Dα‖22 +
1
2
〈x,Dα˜〉 − 1
2
‖Dα‖22
+
(
7
8
+
3
2
)
ε
λ
which simplifies to
1
2
‖x‖22 −
3
4
‖Dα‖22 −
1
2
〈x,Dα〉 − 1
2
〈x,Dα˜〉+ 1
4
〈Dα,Dα˜〉+ 1
2
〈x,Dα〉+ 1
2
〈x,Dα˜〉+ 19
8
ε
λ
=
1
2
‖x‖22 −
3
4
‖Dα‖22 +
1
4
〈Dα,Dα˜〉+ 19
8
ε
λ
.
34
Now, taking the (expanded) LHS of (18) and the newly derived upper bound of the RHS of
(18) yields the inequality:
1
2
‖x‖22 − 〈x,Dα〉+
1
2
‖Dα‖22 + λ‖α‖1
≤ 1
2
‖x‖22 −
3
4
‖Dα‖22 +
1
4
〈Dα,Dα˜〉+ 19
8
ε
λ
.
which implies that
− 〈x,Dα〉+ 1
2
‖Dα‖22 + λ‖α‖1
≤ −3
4
‖Dα‖22 +
1
4
〈Dα,Dα˜〉+ 19
8
ε
λ
.
Replacing λ‖α‖1 with 〈x−Dα,Dα〉 yields:
− 〈x,Dα〉+ 1
2
‖Dα‖22 + 〈x,Dα〉 − ‖Dα‖22
≤ −3
4
‖Dα‖22 +
1
4
〈Dα,Dα˜〉+ 19
8
ε
λ
,
implying that
1
4
‖Dα‖22 ≤
1
4
〈Dα,Dα˜〉+ 19
8
ε
λ
.
Hence,
‖Dα‖22 ≤ 〈Dα,Dα˜〉+
19
2
ε
λ
.
Now, note that
‖Dα−Dα˜‖22 = ‖Dα‖22 + ‖Dα˜‖22 − 2〈Dα,Dα˜〉
≤ ‖Dα‖22 + ‖Dα˜‖22 − 2‖Dα‖22 + 19
ε
λ
≤ ‖Dα‖22 + ‖Dα‖22 − 2‖Dα‖22 + 26
ε
λ
= 26
ε
λ
.
A.3 The sparsity lemma
We now prove that the solution to the perturbed problem is sparse for sufficiently small ε.
Lemma 13 (Preservation of Sparsity) Under Assumptions (A1)-(A3), if
τ ≥ ε
(
1 +
1
λ
)
+
√
26ε
λ
,
then α˜i = 0 for all i ∈ I.
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Proof: Let i ∈ I be arbitrary. To prove that α˜i = 0, it is sufficient to show that∣∣∣〈D˜i, x− D˜α˜〉∣∣∣ < λ,
since α˜i is hence zero.
First, note that∣∣∣〈D˜i, x− D˜α˜〉∣∣∣ = ∣∣∣〈Di + D˜i −Di, x− D˜α˜〉∣∣∣
≤
∣∣∣〈Di, x− D˜α˜〉∣∣∣+ ‖D˜i −Di‖2‖x− D˜α˜‖2
≤
∣∣∣〈Di, x− D˜α˜〉∣∣∣+ ε (since ‖x‖2 ≤ 1)
and ∣∣∣〈Di, x− D˜α˜〉∣∣∣ = ∣∣∣〈Di, x− (D + D˜ −D)α˜〉∣∣∣
≤ |〈Di, x−Dα˜〉|+
∣∣∣〈Di, (D˜ −D)α˜〉∣∣∣
≤ |〈Di, x−Dα˜〉|+ ‖Di‖2‖D˜ −D‖2‖α˜‖2
≤ |〈Di, x−Dα˜〉|+ ε
λ
.
Hence, ∣∣∣〈D˜i, x− D˜α〉∣∣∣ ≤ |〈Di, x−Dα˜〉|+ ε(1 + 1
λ
)
,
and so it is sufficient to show that
|〈Di, x−Dα˜〉| < λ− ε
(
1 +
1
λ
)
.
Now,
|〈Di, x−Dα˜〉| = |〈Di, x−Dα˜+Dα−Dα〉|
≤ |〈Di, x−Dα〉|+ |〈Di, Dα−Dα˜〉|
< λ− τ + ‖Di‖2‖Dα−Dα˜‖2
< λ− τ +
√
26ε
λ
, (19)
where (19) is due to Lemma 12. Consequently, it is sufficient if τ is chosen to satisfy
λ− τ +
√
26ε
λ
≤ λ− ε
(
1 +
1
λ
)
,
yielding:
τ ≥ ε
(
1 +
1
λ
)
+
√
26ε
λ
.
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A.4 Proof of Sparse Coding Stability Theorem
Proof (of Theorem 1): Recall that ϕD(x) is the unique optimal solution to the problem
min
z∈Rk
1
2
‖x−Dz‖22 + λ1‖z‖1.
If not for `1 penalty, in standard form, the quadratic program is
min
z∈Rk
zTDTDz − zT (2Dx) + λ1‖x‖1
Similarly, let Q˜(·) be the objective using D˜ instead of D. Denoting z¯ :=
 zz+
z−
, an equivalent
formulation is
minimize
z¯∈R3k
Q(z¯) :=
1
2
z¯T
(
DTD 0k×2k
02k×k 02k×2k
)
z¯ − 1
2
z¯T
((
2DT
02k×d
)
x
)
+ λ1(0
T
k 1
T
2k)z¯
subject to z+ ≥ 0k z− ≥ 0k z − z+ + z− = 0k.
For optimal solutions z¯∗ :=
 z∗z+∗
z−∗
 and t¯∗ :=
 t∗t+∗
t−∗
 of Q and Q˜ respectively, from Daniel
(1973), we have
(u¯− z¯∗)T∇Q(z¯∗) ≥ 0 (20)
(u¯− t¯∗)T∇Q˜(t¯∗) ≥ 0 (21)
for all u¯ ∈ R3k. Setting u¯ to t¯∗ in (20) and u¯ to z¯∗ in (21) and adding (21) and (20) yields
(t¯∗ − z¯∗)T (∇Q(z¯∗)−∇Q˜(t¯∗)) ≥ 0,
which is equivalent to
(t¯∗ − z¯∗)T (∇Q˜(t¯∗)−∇Q˜(z¯∗)) ≤ (t¯∗ − z¯∗)T (∇Q(z¯∗)−∇Q˜(z¯∗)) (22)
Here,
∇Q(z) = 1
2
(
DTD 0k×2k
02k×k 02k×2k
)
z − 1
2
(
2DT
02k×d
)
x+ λ1
(
0k
12k
)
.
After plugging in the expansions of ∇Q and ∇Q˜ and incurring cancellations from the zeros, (22)
becomes
(t∗ − z∗)T D˜T D˜(t∗ − z∗) ≤ (t∗ − z∗)T
(
(DTD − D˜T D˜)z∗ + 2(D˜ −D)Tx
)
(23)
≤ (t∗ − z∗)T (DTD − D˜T D˜)z∗ + 2‖t∗ − z∗‖2‖(D˜ −D)Tx‖2
≤ (t∗ − z∗)T (DTD − D˜T D˜)z∗ + ‖t∗ − z∗‖2(2ε)
(24)
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Let us gain a handle on the first term. Note that D˜ = D + E for some E satisfying ‖E‖2 ≤ ε.
Hence,
(t∗ − z∗)T (DTD − D˜T D˜)z∗
=
∣∣(t∗ − z∗)T (ETD +DTE + ETE)z∗∣∣
≤ ∣∣(t∗ − z∗)TETDz∗∣∣+ ∣∣(t∗ − z∗)TDTEz∗∣∣+ ∣∣(t∗ − z∗)TETEz∗∣∣
≤ ‖t∗ − z∗‖2
(
‖E‖2‖Dz∗‖2 + ‖D(t∗ − z∗)‖2 ‖Ez∗‖2 + ‖t∗ − z∗‖2‖E‖22‖z∗‖2
)
≤ ‖t∗ − z∗‖2
(
ε
√
s
λ
+
ε
√
s
λ
+
ε2
λ
)
≤ ‖t∗ − z∗‖2 3ε
√
s
λ
,
where the last step follows because if ‖z∗‖0 ≤ s, then Lemma 14 in Appendix E implies that
‖Dz∗‖2 ≤
√
s‖z∗‖2 (and ‖z∗‖2 ≤ ‖z∗‖1 ≤ 1λ).
Now, observe from Lemma 13 that ‖t∗ − z∗‖0 ≤ s. Combining this result with the fact that D˜
has s-incoherence lower bounded by µ implies the desired result:
‖t∗ − z∗‖2 ≤ 3ε
√
s
λµ
.
B Proof of Restricted Stability Theorem
Proof (of Theorem 2): For convenience, define A := suppϕD(x), let α be equal to (ϕD(x))A, and
define the scaled sign vector ζ := λ sign(α). Our strategy will be to show that, for some ∆ ∈ Rs,
the optimal perturbed solution ϕD˜(x) satisfies (ϕD˜(x))A = α + ∆ and (ϕD˜(x))Ac = 0, where
Ac := [k] \ A.
From the optimality conditions for the LASSO (e.g. see optimality conditions L1 and L2 of Asif
and Romberg (2010)), it is sufficient to find ∆ such that
〈D˜j , x− D˜A(α+ ∆)〉 = ζj if j ∈ A,∣∣∣〈D˜j , x− D˜A(α+ ∆)〉∣∣∣ < λ otherwise.
We proceed by setting up the linear system and characterizing the solution vector ∆:
D˜TA(x− D˜A(α+ ∆)) = ζ
Solve for ∆−−−−−−−→ ∆ = (D˜TAD˜A)−1(D˜TA(x− D˜Aα)− ζ).
Since D˜ = D + E for ‖E‖2 ≤ ε,
D˜TA(x− D˜Aα) = (DA + EA)T (x− (DA + EA)α)
= DTA(x−DAα)−DTAEAα+ ETA(x− (DA + EA)α)
= ζ −DTAEAα+ ETA(x− (DA + EA)α),
and so the solution for ∆ can be reformulated as
∆ = (D˜TAD˜A)
−1(−DTAEAα+ ETA(x− (DA + EA)α)).
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Now,
‖∆‖2 ≤ ‖D˜TAD˜A)−1‖2(‖DTAEAα‖2 + ‖ETA(x− (DA + EA)α)‖2)
≤ 1
µ
(
ε
√
s
λ
+ ε)
=
ε
µ
(√
s
λ
+ 1
)
.
For y ∈ Rs, let yk×1 be the extension to Rk satisfying (yk×1)A = y and (yk×1)Ac = 0. For
(α+∆)k×1 to be optimal for lasso(λ, D˜, x), (α+∆)k×1 must satisfy the two optimality conditions
and ∆ must be small enough such that sign consistency holds between α and (α+∆) (i.e. sign(αj) =
sign(αj + ∆j) for all j ∈ [s]).
We first check the optimality conditions. The first optimality condition is equivalent to
〈D˜j , x− D˜A(α+ ∆)〉 = λ for j ∈ A;
this condition is satisfied by construction. The second optimality condition is equivalent to∣∣∣〈D˜j , x− D˜A(α+ ∆)〉∣∣∣ < λ for j /∈ A.
But for j /∈ A,∣∣∣〈D˜j , x− D˜A(α+ ∆)〉∣∣∣ = |〈Dj + Ej , x− (DA + EA)(α+ ∆)〉|
= |〈Dj , x−DAα〉 − 〈Dj , DA∆〉+ 〈Ej , x− (DA + EA)(α+ ∆)〉 − 〈Dj , EA(α+ ∆)〉|
< λ− τ + ε
√
s
µ
(√
s
λ
+ 1
)
+ ε+
ε
λ
= λ− τ + ε
( s
λ +
√
s
µ
+
1
λ
+ 1
)
,
and so this condition is satisfied provided that
ε
( s
λ +
√
s
µ
+
1
λ
+ 1
)
≤ τ.
Now, we check sign consistency. Clearly sign consistency holds over Ac. It remains to check
that it holds over A. Observe that
‖∆‖∞ ≤ ‖∆‖2 ≤ ε
µ
(√
s
λ
+ 1
)
.
Hence, sign consistency holds provided that
|αi| > ε
(
1
µ
(√
s
λ
+ 1
))
.
All the above constraints are satisfied if τ satisfies
ε
( s
λ +
√
s
µ
+
1
λ
+ 1
)
≤ τ.
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C Proof of Symmetrization by Ghost Sample Lemma
Proof (of Lemma 1): Replace F(σn) from the notation of Mendelson and Philips (2004) with
F(z,x′′). A modified one-sided version of (Mendelson and Philips, 2004, Lemma 2.2) that uses
the more favorable Chebyshev-Cantelli inequality implies that, for every t > 0:(
1− 4 supf∈F Var(l(·, f))
4 supf∈F Var(l(·, f)) +mt2
)
Przx′′
{∃f ∈ F(z,x′′), (P − Pz)l(·, f) ≥ t}
≤Prz z′x′′
{
∃f ∈ F(z,x′′), (Pz′ − Pz)l(·, f) ≥ t
2
}
.
As the losses lie in [0, b] by assumption, it follows that supf∈F Var(l(·, f)) ≤ b
2
4 . The lemma follows
since the left hand factor of the LHS of the above inequality is at least 12 whenever m ≥
(
b
t
)2
.
D Proofs for overcomplete setting
Proof (of Theorem 3): Proposition 1 and Lemmas 5 and 6 imply that
Prz
{ ∃f ∈ Fµ, [margins(D,x) > ι]
and ((P − Pz)l(·, f) > t)
}
≤ 2
(8(r/2)1/(d+1)
ε
)(d+1)k
exp(−m$2/(2b2)) + δ
 .
Equivalently,
Prz
{ ∃f ∈ Fµ, [margins(D,x) > ι]
and
(
(P − Pz)l(·, f) > 2
(
$ + 2Lβ + bη(m,d,k,ε,δ)m
)) }
≤ 2
(8(r/2)1/(d+1)
ε
)(d+1)k
exp(−m$2/(2b2)) + δ
 .
Now, expand β and η and replace δ with δ/4:
Prz

∃f ∈ Fµ,
[
margins(D,x) > ι
]
and
(P − Pz)l(·, f) > 2
(
$ + 2Lε 1λ
(
1 + 3r
√
s
µ
)
+
b(dk log 3096
margin2s(D,x)·λ
+log(2m+1)+log 4
δ
)
m
) 
≤ 2
(
8(r/2)1/(d+1)
ε
)(d+1)k
exp(−m$2/(2b2)) + δ
2
.
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Choosing δ4 =
(
8(r/2)1/(d+1)
ε
)(d+1)k
exp(−m$2/(2b2)) yields
Prz

∃f ∈ Fµ,
[
margins(D,x) > ι
]
and
(P − Pz)l(·, f) > 2
 $ + 2Lε 1λ
(
1 + 3r
√
s
µ
)
+
b(dk log 3096
margin2s(D,x)·λ
+log(2m+1)+(d+1)k log ε
8(r/2)1/(d+1)
+m$
2
b2
)
m


≤ 4 ·
(
8(r/2)1/(d+1)
ε
)(d+1)k
exp(−m$2/(2b2)),
which is equivalent to
Prz

∃f ∈ Fµ,
[
margins(D,x) > ι
]
and
(P − Pz)l(·, f) > 2
 $ + 2Lε 1λ
(
1 + 3r
√
s
µ
)
+
b(dk log 3096
margin2s(D,x)·λ
−(d+1)k log 8
ε
+k log 2
r
+log(2m+1)+m$
2
b2
)
m


≤ 4 ·
(
8(r/2)1/(d+1)
ε
)(d+1)k
exp(−m$2/(2b2)),
Let δ (a new variable, not related to the previous incarnation of δ) be equal to the upper bound,
and solve for $, yielding:
$ = b
√
2((d+ 1)k log 8ε + k log
r
2 + log
4
δ )
m
and hence
Prz

∃f = (D,w) ∈ Fµ,
[
margins(D,x) > ι
]
and
(P − Pz)l(·, f) > 2
 b
√
2((d+1)k log 8
ε
+k log r
2
+log 4
δ
)
m + 2Lε
1
λ
(
1 + 3r
√
s
µ
)
+
b(dk log 3096
margin2s(D,x)·λ
+log(2m+1)+log 4
δ
)
m


≤ δ,
If we set ε = 1m , then provided that m >
387
margin2s(D,x)·λ :
Prz

∃f ∈ Fµ,
[
margins(D,x) > ι
]
and
(P − Pz)l(·, f) > 2
 b
√
2((d+1)k log(8m)+k log r
2
+log 4
δ
)
m +
2L
m
(
1
λ(1 +
3r
√
s
µ )
)
+
b
m
(
dk log 3096
margin2s(D,x)·λ + log(2m+ 1) + log
4
δ
)


≤ δ.
It remains to distribute a prior across the bounds for each choice of s and µ. To each choice
of s ∈ [k] assign prior probability 1k . To each choice of i ∈ N ∪ {0} for 2−i ≤ µ assign prior
probability (i+ 1)−2. For a given choice of s ∈ [k] and 2−i ≤ µ we use δ(s, i) := 6
pi2
1
(i+1)2
1
kδ (since∑∞
i=1
1
i2
= pi
2
6 ). Then, provided that
m >
387
margins(D,x)
2λ
,
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the generalization error (P − Pz)l(·, f) is bounded by:
2b
√√√√√√2
(
(d+ 1)k log(8m) + k log r2 + log
2pi2
(
log2
4
µs(D)
)2
k
3δ
)
m
+
2b
m
dk log 3096
margin2s(D,x) · λ
+ log(2m+ 1) + log
2pi2
(
log2
4
µs(D)
)2
k
3δ

+
4L
m
(
1
λ
(1 +
6r
√
s
µs(D)
)
)
.
E Infinite-dimensional setting
Proof (of Lemma 7): Recall that η = log 1δ . Suppose, as in the event being measured, that there is
no subset of the ghost sample x′ of size at least η such that the τ -level s-margin condition holds
for the entire subset. Equivalently, there is a subset of at least η points in the ghost sample x′
that violate the τ -level s-coding margin condition. From the permutation argument, if no point of
x′′ violates
[
margins(D, ·) > τ
]
, then the probability that over η = log 1δ points of x
′ will violate[
margins(D, ·) > τ
]
is at most δ.
Proof (of Lemma 9): By definition, ϕUS(x) = arg minz∈Rk ‖x−USv‖2+λ‖z‖1. Note that arg minz∈Rk ‖x−
USz‖2 = arg minz∈Rk ‖UTx − UTUSz‖2 = arg minz∈Rk ‖UTx − Sz‖2, where the first equality
follows because any x in the complement of the image of U will be orthogonal to USz, for
any z; hence, it is sufficient to approximate the projection of x onto the range of U . Thus,
ϕUS(x) = arg minz∈Rk ‖UTx − Sz‖22 + λ‖z‖1. It will be useful to apply a well-known reformu-
lation of this minimization problem as a quadratic program with linear constraints. Denoting
z¯ := z¯ := (zT z+
T
z−T )T , an equivalent formulation is
minimize
z¯∈R3k
QU (z¯) := z¯
T
(
STS 0k×2k
02k×k 02k×2k
)
z¯ − z¯T
((
2STUT
02k×d
)
x
)
+ λ(0Tk 1
T
2k)z¯
subject to z+ ≥ 0k z− ≥ 0k z − z+ + z− = 0k,
For optimal solutions z¯∗ :=
 z∗z+∗
z−∗
 and t¯∗ :=
 t∗t+∗
t−∗
 of QU and QU ′ respectively, from
Daniel (1973), we have
(u¯− z¯∗)T∇QU (z¯∗) ≥ 0 (25)
(u¯− t¯∗)T∇QU ′(t¯∗) ≥ 0 (26)
for all u¯ ∈ R3k. Setting u¯ to t¯∗ in (25) and u¯ to z¯∗ in (26) and adding (25) and (26) yields
(t¯∗ − z¯∗)T (∇QU (z¯∗)−∇QU ′(t¯∗)) ≥ 0,
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which is equivalent to
(t¯∗ − z¯∗)T (∇QU ′(t¯∗)−∇QU ′(z¯∗)) ≤ (t¯∗ − z¯∗)T (∇QU (z¯∗)−∇QU ′(z¯∗)). (27)
Here, ∇QU (z) =
(
STS 0k×2k
02k×k 02k×2k
)
z −
(
2STUT
02k×d
)
x + λ
(
0k
12k
)
. After plugging in the
expansions of ∇QU and ∇QU ′ and incurring cancellations from the zeros, (27) becomes
(t∗ − z∗)T (STSt∗ − 2STU ′Tx− STSz∗ + 2STU ′Tx)
≤ (t∗ − z∗)T (STSz∗ − 2STUTx− STSz∗ + 2STU ′Tx),
which reduces to
(t∗ − z∗)TSTS(t∗ − z∗) ≤ 2(t∗ − z∗)TST (U ′T − UT )x.
Since both t∗ and z∗ are s-sparse, wherever we typically would consider the operator norm
‖S‖2 := sup‖t‖=1 ‖St‖2, we instead need only consider the 2s-restricted operator norm ‖S‖2,2s.
Note that (t∗ − z∗)TSTS(t∗ − z∗) ≥ µ2s(S)‖t∗ − z∗‖22, which implies that
‖t∗ − z∗‖22 ≤
2
µ2s(S)
‖t∗ − z∗‖‖S‖2,2s‖(U ′T − UT )x‖
and hence
‖t∗ − z∗‖2 ≤ 2‖S‖2,2s
µ2s(S)
‖(U ′T − UT )x‖2.
Lemma 14 If S ∈ (BRk)k, then ‖S‖2,s ≤
√
s.
Proof: Define SΛ as the submatrix of S that selects the columns indexed by Λ. Similarly, for t ∈ Rk
define the coordinate projection tΛ of t.
sup
{t:‖t‖=1,| supp(t)|≤s}
‖St‖2
= min
{Λ⊆[k]:|Λ|≤s}
sup
{t:‖t‖=1,supp(t)⊆Λ}
‖SΛtΛ‖2
= min
{Λ⊆[k]:|Λ|≤s}
sup
{t:‖t‖=1,supp(t)⊆Λ}
∥∥∥∥∥∑
ω∈Λ
tωSω
∥∥∥∥∥
2
≤ min
{Λ⊆[k]:|Λ|≤s}
sup
{t:‖t‖=1,supp(t)⊆Λ}
∑
ω∈Λ
|tω|‖Sω‖2
≤ min
{Λ⊆[k]:|Λ|≤s}
sup
{t:‖t‖=1,supp(t)⊆Λ}
∑
ω∈Λ
|tω|
≤ min
{Λ⊆[k]:|Λ|≤s}
sup
{t:‖t‖=1,supp(t)⊆Λ}
‖tΛ‖1
≤ min
{Λ⊆[k]:|Λ|≤s}
sup
{t:‖t‖=1,supp(t)⊆Λ}
√
s‖tΛ‖2
=
√
s.
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F Covering numbers
For a Banach space E of dimension d, the ε-covering numbers of the radius r ball of E are bounded
as N (rBE , ε) ≤ (4r/ε)d (Cucker and Smale, 2002, Chapter I, Proposition 5).
For spaces of dictionaries obeying some deterministic property, such as
Dµ = {D ∈ D : µs(D) ≥ µ},
one must be careful to use a proper ε-cover so that the representative elements of the cover also
obey the desired property; a proper cover is more restricted than a cover in that a proper cover
must be a subset of the set being covered, rather than simply being a subset of the ambient Banach
space. That is, if A is a proper cover of a subset T of a Banach space E, then A ⊆ T . For a cover,
we need only A ⊆ E. The following bound relates proper covering numbers to covering numbers
(a simple proof can be found in Vidyasagar 2002, Lemma 2.1): If E is a Banach space and T ⊆ E
is a bounded subset, then
N (E, ε, T ) ≤ Nproper(E, ε/2, T ).
Let d, k ∈ N. Define Eµ := {E ∈ (BRd)k : µs(D) ≥ µ} and W := rBRd . The following bounds
derive directly from the above.
Proposition 3 The proper ε-covering number of Eµ is bounded by (8/ε)
dk.
Proposition 4 The product of the proper ε-covering number of Eµ and the ε-covering number of
W is bounded by (
8(r/2)1/(d+1)
ε
)(d+1)k
.
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G Glossary
Notation Description Page
List
Dj j
th atom (column) of dictionary (matrix) D 1
[n] {1, 2, . . . , n} 4
D The space of dictionaries (BRd)k 3
Dµ {D ∈ D : µs(D) ≥ µ} 13
F {fD,w := x 7→ 〈w,ϕD(x)〉 : D ∈ D, w ∈ W}. 3
Fµ {f = (D,w) ∈ F : D ∈ Dµ} 13
Fµ∗,η(x) {f ∈ Fµ∗ : ∃ x˜ ⊆η x s-sparse(ϕD(x˜)) and
[
margins(D, x˜) > τ
]} 20
Fµ∗ {f = (D,w) ∈ F : (µs(D) ≥ µ∗s) and (µ2s(D) ≥ µ∗2s) 19
Fµ∗(x) {f ∈ Fµ∗ : s-sparse(ϕD(x)) and
[
margins(D,x) > τ
]} 20
Π Marginal probability measure over input space BRd 3
P Joint probability measure over BRd × Y 3
Pl(·, f) E(x,y)l(y(f(x)) 7
Pf E(x,y)∼P f(x) 7
Pzl(·, f)
∑m
i=1 l(yi, f(xi)) 7
Pzf
∑m
i=1 f(xi) 7
W The space of linear hypotheses, equal to rBRd 3
Y Space of labels or targets 3
αBRd The ball in Rd of radius α 3
fˆz Hypothesis returned by learner from z 7
γi standard normal random variable 10
Gm|x(F) conditional Gaussian average of F 11
x˜ ⊆η x x˜ is a subset of x with at most η elements of x removed 12
x′′ unlabeled m-sample 8
z′ second labeled m-sample (ghost sample) 10
z labeled m-sample of training data 3
µs(D) s-incoherence: minimum (ςs(D))
2 among s-atom subdictionaries of D 4
‖S‖2,s The s-restricted 2-norm: sup{t∈Rn:‖t‖=1,| supp(t)|≤s} ‖St‖2 21
Rm|x(F) conditional Rademacher average of F 11
σi Rademacher random variable 10
margins(D,x) minxi∈x margins(D,xi) 5
margins(D,x) max I⊆[k]
|I|=k−s
minj∈I
{
λ− ∣∣〈Dj , xi −DϕD(xi)〉∣∣} 5
supp(t) {i ∈ [k] : ti 6= 0} 4
ϕD ϕD(x) := arg minz ‖x−Dz‖22 + λ‖z‖1 3
ςs(A) the s
th singular value of A 4
s-sparse(ϕD(x)) for all xi ∈ x, ‖ϕD(xi)‖0 ≤ s 4
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