MacKays constructed a set of induced representation character formulas, which could be used to calculate the eigenvalues of a perturbation matrix with symmetry. We show that these formulas are also useful for solving problems of linear stability. We explain why induced representations naturally appear in perturbation problems and illustrate the usefulness of the character formulas by using them to study the stability problem for the rings of Saturn as formulated by Maxwell in 1859.
INTRODUCTION
In this paper, a set of group theoretical results, due to MacKay [1] that maybe used to calculate the eigenvalues of a matrix with discrete symmetry are shown to be useful for solving problems of linear stability. MacKay results were obtained using the method of induced representation and consisted of a set of formulas for a finte group which relate the sum of different powers of the eigenvalues of a perturbation matrix which is symmetric under the group to group characters. We will explain why the theory of induced representations naturally appears in perturbation problems and then show that MacKay's formulas are useful for stability analysis. The group theoretical approach is illustrate by applying it to the stability problem for the rings of Saturn as formulated by James Clerk Maxwell in his Adam's Prize winning essay of 1859 [2] .
Maxwell considered a very simple model for Saturn's rings. He assumed there was only one ring which was made up of n identical unit mass particles all revolving around a central massive planet (Saturn) in a planar circular orbit with the same angular velocity. The stability condition, for planar perturbation in the orbiting plane, he found was
where m is the mass of the central planet and n the number of identical unit mass particles. Since then, Maxwell's model has been revisited by a many authors using different mathematical techniques [4] [5] [3] . In these works, different ways of analyzing the linearized 4n × 4n dimensional perturbation matrix appropriate for the Saturn's ring problem are considered. Simplification of the problem follow once invariant subspace of the perturbation matrix are found as projecting the perturbation matrix * Electronic address: soumangsuchakraborty@gmail.com † Electronic address: siddhartha.sen@tcd.ie on to a particular invariant space reduces the stability problem, for n even, to that of determining the eigenvalues of a 4×4 matrix. However the invariant subspaces are found by ad hoc methods as there is no general approach available for finding them. The virtue of our group theoretical approach is that the required stability conditions are found in terms of 4 × 4 matrices, without determining invariant subspaces. We start by describing our basic calculational tool, which is the set of MacKay's character formulas for an induced representation.
THE CHARACTER FORMULAS
Determining the linear stability of a system requires knowledge of the eigenvalues of a perturbation matrix. This is a linear operator T acting on a finite dimensional vector space W . We consider a linear operator T which has discrete symmetry. MacKay's character formulas relates the trace of different powers of the eigenvalues of T to group theoretical structures present in the problem. The proof of MacKay's formulas are given in Sternberg [1] .
Induced representations appear in perturbative linear stability problems because such problems naturally have the structure of a fibre bundle. A fibre bundle structure is a way of joining together two spaces. The two spaces of our fibre bundle are: the original set of equilibrium position and momenta coordinates (the base space) and the space R 2 × R 2 (the fibre) that describes the planar perturbation from their equilibrium values of the position and momenta coordinates. Assigning positions and momenta for each perturbed particle in phase space is called a section of, in our case, a discrete fibre bundle where the fibre bundle is the collection of all the original discrete set of equilibrium phase space locations together with the assignment of their perturbed positions and momenta values. To describe a section the location of a point in phase space and the corresponding perturbed position and momenta values have to be given. It thus represents a point of the discrete vector bundle. In this geometrical language a perturbation is a linear map between sections of a discrete fibre bundle. The symmetry features of such a discrete bundle are found from the symmetry of the original system by using the method of induced representations.
Let us now introduce the precise vocabulary needed to properly describe the character formulas. Suppose M is a finite set (the base space) with a vector space E x , the fibre, associated with each point x ∈ M . The vector bundle E over M is then the disjoint union of all of these vector spaces E x . So we write E = ⊔ x∈M E x . There is also a natural projection map π :
is the vector space associated with the point x ∈ M . A section of E is the function f : M −→ E which assigns a vector f (x) ∈ E x to each x ∈ M . So we can see that the map f satisfies π • f = identity. For a fixed x ∈ M , the space of all sections f (x) is given by Γ(E x ) and Γ(E) = x∈M Γ(E x ). Thus the projection map tells us where a particular fibre is located while a section tells us about points in the vector bundle. The space of sections can be made into a vector space by introducing a suitable way of adding sections and multiplying them by scalars [1] .
Let W be a vector space given by Γ(E) and E the vector bundle over the finite set M on which group G acts transitively. Let H be a subgroup of G and (ρ, W ) be a representation of the group G with irreducible characters χ 1 , χ 2 , · · · , χ s . Let us consider that W = W 1 ⊕ W 2 ⊕ · · · ⊕ W s be canonical decompositions of the space W where each W i is actually m i copies of i th irreducible representations of G of dimension d i . Let P i be the projection operator on the space W i . Let us consider a linear map T ∈ Hom G (W, W ). Then we have; T P i = P i T P i . We would like to calculate the eigenvalues of T P i . If λ 1 , λ 2 , · · · , λ di are its eigenvalues then we can write:
is the dimension of the i th irreducible representations. Similarly we can write:
. Hence knowing tr(T k P i ) where k is an integer, for 1 ≤ k ≤ d i , we can in principle, determine all the eigenvalues. Let us consider a subgroup H of G such that M = G/H. So E is the vector bundle over M = G/H induced from a representation (σ, V ) of H. It can be proved that; [1] 
where t(a, b) ∈ Hom(V, V ) is a linear operator (a matrix) that sends each element of the vector space associated with the coset aH to that associated with coset bH. It can be proved that for a given T ∈ Hom(Γ(E), Γ(E)) we can uniquely determine t ∈ Hom(V, V ). We are now in a position to write the complete form of the character formula as: [1] tr(
where we denote t(e, a) by t(a) (a matrix) with e as the identity element of G and hence of H. We will use this result to discuss the Saturn's ring problem of Maxwell.
STABILITY PROBLEM: ASSUMPTIONS
We suppose a ring of Saturn consists of n identical point particles of unit mass revolving in a plane around it in a circular orbit of constant radius with constant angular velocity. We also assume that the n identical particles are symmetrically arranged about the central mass and that they all lie on a plane and use labels from 0 to n−1 in clockwise or anticlockwise sense to denote the n particles of the ring and the label n for Saturn. We set the mass of each particle m i = 1, ∀i ∈ {0, 1, 2, ..., n − 1} and set the mass of Saturn to be m.
We consider the ringed system in isolation and thus only include inter-particle gravitational interaction and gravitational interaction of each identical particle with Saturn.
3.1. Relative equilibrium of the 1 + n body planet ring system
We now formulate our problem following Roberts [4] and Moeckel [5] and then recast it in a form which highlights its symmetry. Let q i ∈ R 2 be the generalized coordinates of the planet and let p i ∈ R 2 be their generalized momentum. Let q = (q 0 , q 1 , · · · , q n ) ∈ R 2(n+1) . The distance between the i th and the j th particle be r ij = q i − q j . Using Newton's law of motion and the inverse square law of gravitation we get the following equation;
Where U (q) is the Newtonian potential of the system given by U (q) = i<j mimj rij . The generalized momentum can be written as
. Hence the equation of motions can be written as;q
where
agonal, 2(n + 1) × 2(n + 1) matrix and H(q, p) is the Hamiltonian of the system. Let us consider the ring isomorphism C −→ M 2 (R) given
With the above isomorphism in mind we can make the following change of coordinates: [4] x i = e iωt q i ,
Here 2π ω is the common period of rotation of the identical particles about the central planet and
Hence in this new coordinates system the equation of motion becomes; [4] 
where A = iωI 0 0 0 with I as the 2 × 2 identity matrix.
In this new set of coordinate system we can write the Hamiltonian of the system as: [4] H(x, y) = 1 2
For equilibrium we must have (ẋ,ẏ) = (0, 0) This gives
As all the revolving point masses are taken to have unit mass we set m i = 1 for i ∈ {0, 1, 2, ..., n − 1} and set the mass of Saturn, m n = m. We also scale the radius of the circular orbit to be equal to one. This gives x j = (cos θ j , sin θ j ), where θ j = 2πj n for j ∈ {0, 1, 2, · · · , n − 1}. A little bit of trigonometry gives r ij = 2 sin(θ ij /2) and r
. This will give [4] r 0j = 2 sin(θ j /2) and r 
Linear stability matrix
Linearizing the system of equations (6) we get the sta-
denotes the derivative of the gradient of the potential and is a 2(n+ 1)× 2(n+ 1) matrix. The matrix S can be writ-
rij . Note that S is a block symmetric matrix i.e. S ij = S ji . Now substituting the value of x i = (cos θ i , sin θ i ) into the expression of S ij we get
and S 0n = m −2 0 0 1 . Hence we have:
. More generally we can write the other elements of the matrix S as:
Group Theoretical formulation of the stability problem
Our system consists of n identical particles, symmetrically placed on a circle, shifting the angular positions of the point particles on the circle by an angle 2πk/n for all integer k leaves the system unchanged. Thus our system possesses a Z n symmetry. We proceed to exploit this symmetry using the geometrical picture of fibre bundles and sections.
Every particle is associated with a vector space V = R 2 R 2 one for the two positions and the other for the two momentum. Now we know that R 2 R 2 is isomorphic to C C = C 2 . Let us denote the vector spaces associated with the k th particle as E k = C C and for each C we have a representation of the form exp(2πik/n). So the representation ρ k over the space E k is given by the following matrix:
Hence the representation (ρ, W ) of Z n is given by:
. This is the decomposition of the representation of Z n into irreducible representations. Here, we denote E = k∈Zn E k (where ⊔ denotes disjoint union of vector spaces) as the vector bundle over Z n . The space E k is a section and we will denote the space of all sections by W i.e. W = k=n−1 k=0
There are altogether n + 1 particles but the underlying symmetry (for all n + 1 particles) is not Z n . More importantly T ∈ Hom(W, W ) and hence we have to use the formula tr(T P i ) = 1 #H k∈Zn χ i (k)tr{t(0, k)} with care. This is because in the character formula T is a homomorphism from W to W but the T matrix we have in this problem is a homomorphism from W E n to W E n . We thus need to reformulation the nature of the symmetry group. This is done by introducing a new group G = {(n, j) ∀j ∈ {0, 1, 2, · · · , n − 1}} which is isomorphic to I Z n . The elements of G can be written as an ordered pairs (n, j) where n comes from the trivial group I (containing only one element n) and the element j comes from the group Z n . Now we attach with each
k=0 E k and T takes the following form; 
From now on, by T we mean the perturbation matrix A M −1 S A and T as the newly formulated one.
In this new basis the first order linear perturbation equation takes the form;
δx n−1 δx n δy 0 δy n δy 1 δy n . . .
Equation (1) tells us that a perturbation in the position and momentum of a particular particle can be expressed as a linear combination of the perturbed positions and momenta of the other particles. Let us go back to equation (2) . We note that the left hand side of equation (2) is the sum of the eigenvalues of the matrix (T P i ). Although we have taken into account the the presence of the center of mass in our formulation, it doesn't contribute anything to the character formula. This is because we have assumed that the effect of perturbation on the position and momentum of the central mass to be zero. Finally since all the particles revolving about Saturn are identical it follows that tr(T P i ) is the same for all i ∈ {0, 1, · · · , n − 1}. The linear stability of a system can be established from a knowledge of the eigenvalues of its perturbation matrix. For example, if all the eigenvalues of the matrix have negative real parts, it follows that the perturbed system will be damped back to its original configuration with the extra energy introduced by the perturbation being dissipated. This is possible for systems where energy dissipation is allowed. If on the other hand all the eigenvalues of the stability matrix are purely imaginary then the system, after perturbation, will oscillates about its original equilibrium configuration with a finite amplitude. This form of stability is appropriate for systems where dissipation of energy is not allowed. Since our planet ring system is non-dissipative our condition for stability is that all the eigenvalues of the stability matrix should be purely imaginary. Furthermore from the theory of equations we know that the purely imaginary roots of an algebraic equation of even order with real coefficients, always appear as complex conjugate pairs. It is easily checked that the perturbation matrix T of our problem is of even order and has the property and that tr(T ) = 0 (sum of all the eigenvalues is zero). This result is consistent with the presence of only purely imaginary roots and hence a necessary condition for the stability is satisfied by our system. Next we determine tr(T P 0 ) and to check if the stabilty conditions holds for each irreducible subspace.
From equation (1) This shows tr(T P 0 ) = 0 since tr(t(0)) = tr(t(j)) = 0 i.e. λ i = 0 over the space E 0 (remember in our notation
). This is a much stronger stability condition. The most general element t(i, j) is given by t(i, j) = (C) ij (D) ij (P ) ij (Q) ij . We have thus shown that the eigenvalues are of the matrix T P i are purely imaginary and from this it follows, as stated before, that λ 2 i < 0. We examine consequences of this condition. As discussed in the section on the character formula, tr(T 2 P i ) gives the sum of the squares of the eigenvalues.
Squaring T we get:
Next we now calculate and then use the method discussed earlier to calculate the matrix t(i, j) and extract from it the matrix t(0, j), where the identity of the group has the label 0. Substituting t(0, j) in the character formula gives the relation λ
2 )). The sufficient condition for stability is λ 2 i < 0 which gives; [−4ω
Substituting the value of ω 2 in the above inequality we get;
(10) As the number of particles in the ring is very large we derive the stability condition for the large n limit. Let us calculate the large n limit of each term. [3] n−1 k=1 csc(
where ζ denotes the Riemann zeta function and
Now substitution the above results in the relation (10) we get:
=⇒ m > 22.56 × 10 −3 n 3 . As we can see this value is smaller than the value found by Maxwell (0.43n
3 ). But the reason for this is clear as so far we have only considered radial perturbation, we have left the angle between two successive particles unchanged. This is not necessary and we can consider more general perturbations. For example:
with ρ = diag(1, ρ, ρ 2 , ..., ρ n−1 , 1) and ρ = e (2πil/n) , where l is a positive integer. Here the angle differences are changed but the centre of mass position is left unchanged. Note that the angular position changes introduced still use Z n symmetric variables. The mass limit that we found earlier corresponds to the case l = 0. The case l = 1 corresponds to the situation when we group the identical particles in groups of two. Similarly l = 2 corresponds to the configuration where the particles are grouped into groups of three. Accordingly we can have l = 3, 4, · · · . We can clearly understand that the perturbation will be strongest when l = (n − 2)/2. Any value greater than (n − 2)/2 will repeat the situations for lower values of l. For the case l = (n − 2)/2 we have actually grouped all the particles into two groups. The symmetry in this case is Z 2 . Now for a finite value of n we can clearly understand that all integral values of l are not possible. For a given n, the integer l will take values equal to the factors of the number n. But when we take the large n limit, l can practically take all possible values.
Using this more general perturbation condition we get;
Thus we now have a different perturbation matrix T for our group G. Again we can see that λ i = 0 because tr(t(j)) = 0 ∀j ∈ {0, 1, · · · , n − 1} hence the necessary condition for stability is satisfied. Since the eigenvalues are all purely imaginary we also have the conditions λ 2 i < 0 and λ 4 i > 0 and so on. We will comment on the quartic constaint and possible higher order constraints later on. Now we show that the quadratic constaint leads to a mass constraint.
Substituting the relevant matrices in the character formula we get; λ
Thus we need to calculate
2 ). So we have;
n . Substituting l = (n − 1)/2 for the strongest perturbation and taking the large n limit we get;
Substituting these results in (13) we get;
Thus the introduction of a perturbation that changes both the radial positions and the angular coordinates in the system leads to a bigger mass value for stability. However, it is still smaller than the result found by Maxwell (m > 0.43n 3 ). But we have yet to consider other constraints on the eigenvalues that are present in the problem Let us proceed to determine the complete set of eigenvalue constraints necessary for linear stability. We note that T P i is a 8 × 8 matrix but the effective rank of the matrix is 4 as the coupling between the two major 4 × 4 matrices of the system is very small. Using this fact reduces the rank of the matrix T P i to 4. So the characteristic polynomial of the matrix T P i is going to be of order four in λ and for such an equation there are four conditions for stability which have to be imposed on the sums: ). There no higher order independent constraints as the perturbation matrix is 4 × 4. Now we write −2λ 2 = x, −2µ 2 = y and x + y = −α. Then, 2(λ 2 + µ 2 ) = 1 2 (x 2 + y 2 ) = β > 0. Thus we have x + y = −α and x 2 + y 2 = 2β. Hence we get:
Now the condition that x < 0 gives us a new condition to be satisfied: 2β < α 2 .
CONCLUSION
We have described an induced representation character formula method for studying the stability of a system with a discrete group symmetry. The important point of the approach is that does not need knowledge of the invariant subspaces of the system. The entire procedure is group theoretical. We saw that the reason for the emergence of induced representations was due to the fact that perturbations, in this framework, are linear maps between sections of a discrete vector bundle. Hence in order to exploit the symmetry properties of the bundle one needed to use induced representation. The value of the constant c in the stability condition m > cn 3 we found by the group theoretical method was less than that found by Maxwell. This is because we stopped at the level of the quadratic trace of eigenvalue constraints, for instance, the quartic constraint and other constraint identified, were not considered. The quartic constraint and other constraint found when used lead to a quadratic equation in the square of one of the two imaginary eigenvalues of the system as in the other approaches and was thus not analyzed. Our aim was to show the power of the group theoretical approach to give the general structure of the mass constraint in a very simple way. We believe the group theoretical method described is a useful and powerful tool for analyzing linear stability problems.
