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Chapter 1
The cosmic reionization
1.1 Introduction
In a seminal paper, Gunn & Peterson (1965) showed that the hydrogen in a diffuse
uniform inter galactic medium (IGM) must have been ionized at redshift z >∼ 2, in order
to avoid complete absorption of the transmitted flux at wavelengths bluewards of the Lyα
emission line of the quasars (QSOs). This is, historically, the first evidence that the Universe
has been reionized at some point after the recombination epoch (z ∼ 1100). This process,
universally known as reionization, has been intensely studied in the last decade, but it is
far from being understood. In particular, we do not know yet when reionization exactly
began, how long it lasted and what sources have been able to reionize the Universe.
In this chapter I firstly summarize the main observational constraints and the
possible sources of reionization. Then, I will discuss the relic features of reionization which
could be detected today.
1.2 Observational constraints
QSO absorption lines
The Sloan Digital Sky Survey (SDSS; http://www.sdss.org/) has discovered a certain num-
ber of QSOs at z >∼ 6, whose spectra show very long absorption troughs (Becker et al. 2001;
1
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Djorgovski et al. 2001; Fan et al. 2001, 2002, 2003; White et al. 2003). Considering that
all the spectra of QSOs at z < 6 do not show significant absorption, this means that at
z >∼ 6 the fraction of neutral hydrogen starts increasing. Then, from SDSS we conclude that
the reionization must be nearly complete at z ∼ 6. However, from the SDSS we cannot
derive any further information about the behavior of the IGM neutral hydrogen fraction
(xHI = nHI/(nHI + nH+), where nHI and nH+ are the density of neutral and ionized hy-
drogen respectively) at z >∼ 6. In fact, even a neutral fraction xHI ∼ 10−3 would produce
an optical depth higher than what is required to achieve the observed troughs.
In addition, there is a marked dependence of the troughs on the line of sight. For
example, the analysis of the spectrum of the most distant known QSO (SDSS J1148+5251;
z = 6.37) shows some residual flux both in the Lyα and Lyβ troughs (Furlanetto & Oh
2005); whereas in the spectrum of the quasar SDSS J1030+0524 (z = 6.28) no transmitted
flux is detected over a large region (300 A˚) blueward of the Lyα emission line (Becker et
al. 2001). In general, reionization is described as divided into a ’pre-overlap’ phase (where
the hydrogen is ionized only in bubbles surrounding the sources), an ’overlap’ phase (where
these bubbles start overlapping) and a ’post-overlap’ phase (where most of the volume of
the Universe is ionized). In this scenario, the differences in the ionization state of the
IGM along different lines of sight observed in the SDSS quasars have been interpreted as a
possible signature of the ’pre-overlap’ phase of the reionization.
Cosmic microwave background radiation
The reionization can affect both the temperature and polarization power spectrum
of the cosmic microwave background (CMB). In the case of the CMB temperature power
spectrum, the reionization can damp the fluctuations on small scales due to photon diffusion
in the ionized plasma. In particular, the scattering of electrons on CMB photons suppresses
the anisotropies on angular scales below the horizon at the reionization epoch, by a damping
factor e−τe . τ e is the Thomson optical depth, defined by:
τ e = σT c
∫ z
0
dt xe nb (1 + z)
3, (1.1)
where σT is the Thomson optical depth, c the light speed, xe the ionization fraction at
redshift z and nb the current density of baryons (nb = 2.5×10−7 cm−3, Spergel et al. 2006).
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However, it is difficult to measure τ e from the damping in the temperature-temperature
(TT) power spectrum, because there is a strong degeneracy between the spectral index ns
(which parameterizes the dark matter fluctuation power spectrum) and τ e itself.
Luckily, the reionization acts also on the CMB polarization. The polarization can
be generated only at scales smaller than the photon mean free path (otherwise the plasma
is too homogeneous due to multiple scattering) and larger than the Silk length (otherwise
perturbations are suppressed by Silk damping). The photon mean free path at the last
scattering surface is of the order of the horizon size, which corresponds to a multipole
number l ∼ 100. Then, polarization signatures at larger scales (i.e. multipoles l < 100)
cannot be originated at the last scattering surface. Instead they are due to later processes
such as reionization (Choudhury & Ferrara 2006a). In particular, the reionization increases
the mean free path for photons and, consequently, the CMB polarization. For models with
sudden reionization at redshift zre, it can be shown that the polarization signal peaks at a
position l ∝ z1/2re with an amplitude proportional to the total optical depth τ e. Thus both
the polarization-polarization (EE) and the temperature-polarization (TE) power spectrum
are sensitive probe of the reionization at low multipoles.
After the first reliable detection of CMB temperature anisotropies by the COs-
mic Background Explorer (COBE) satellite (Smoot et al. 1992), many experiments have
improved our knowledge of CMB power spectra. Among them, we can cite the Balloon
Observations Of Millimetric Extragalactic Radiation and Geomagnetics (BOOMERanG),
the Millimeter Anisotropy eXperiment IMaging Array (MAXIMA) and the Degree Angular
Scale Interferometer (DASI). However, these experiments are able only to give upper limits
for τ e (see MacTavish et al. 2006 for BOOMERANG). The first possibly accurate evalu-
ation of τ e has been allowed by the more recent Wilkinson Microwave Anisotropy Probe
(WMAP). The best fit of τ e after the first year of WMAP observations was 0.17±0.04
(Spergel et al. 2003; Kogut et al. 2003), which suggested a very early reionization (z ∼ 17
assuming sudden reionization). However, 2 more years of observations and an improved
model of foreground subtraction strongly changed this result. In fact, the value of τ e in-
dicated by the recent three year WMAP results (Spergel et al. 2006; Page et al. 2006) is
0.09±0.03, significantly lower than the first year evaluation, and consistent with a sudden
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reionization at z ∼ 11. This result mainly comes from a more accurate measurement of the
TE power spectrum (see Fig. 1.1; bottom panel) with respect to first year WMAP results
(Spergel et al. 2003; Kogut et al. 2003). Instead, the measurement of the EE spectra is
still subject to many uncertainties about the subtraction of the Galactic foreground1 (Fig.
1.1; central panel).
Figure 1.1: Temperature-temperature (top panel), polarization-polarization (central panel)
and temperature-polarization (bottom panel) spectra. Open circles in all the panels indicate
the three year WMAP data (Hinshaw et al. 2006; Page et al. 2006; Spergel et al. 2006).
Thick red lines indicate the CMB spectrum derived assuming Thomson optical depth τ e =
0.09 and a sudden reionization model (consistent with the three year WMAP data); thin
blue lines indicate the CMB spectrum derived assuming τ e = 0. The spectra have been
calculated using CMBFAST (Seljak & Zaldarriaga 1996).
Lyα emitters at high redshift
Lyα emission by galaxies at redshift higher than the reionization redshift is expected to be
suppressed by neutral hydrogen absorption. Then, the luminosity function of Lyα emitters
1A complex template of the Milky Way was required in order to subtract the foreground in the EE spectra
(Page et al. 2006).
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should be strongly modified by the reionization epoch (Furlanetto, Hernquist & Zaldarriaga
2004; Malhotra & Rhoads 2004; Haiman & Cen 2005). The Lyα emission line luminosity
function of star forming galaxies at high redshift (z ∼ 6 − 7) has been recently studied
(Malhotra & Rhoads 2004; Stern et al. 2005). It was found that the neutral hydrogen
fraction should be less than 50% at z = 6.5 (Malhotra & Rhoads 2006). This technique
presents some disadvantages (such as the bias due to the clustering of bright galaxies and
to the extension of the ionized region surrounding them) with respect to other methods.
High redshift Gamma Ray Bursts (GRBs)
Gamma Ray Bursts (GRBs) at high redshift can give important information about the
neutral fraction of the surrounding gas. For example, the highest redshift (z = 6.3) detected
GRB can be fit by assuming xHI < 0.17 (at 68%; Totani et al. 2006). Unfortunately, also
this measurement can be biased by the extension of the ionized region surrounding the
GRB progenitor. The statistics of high redshift GRBs could also be employed to constrain
the number of primordial massive stars, which is a critical point to understand reionization
sources (Weinmann & Lilly 2005; Wise & Abel 2004; see next section). Furthermore, it is
necessary, in order to improve this method, to widen the number of high redshift GRBs.
21 cm emission
A new generation of radio telescopes [LOw Frequency ARray (LOFAR); Primeval Structure
Telescope (PAST); Square Kilometre Array (SKA)] is being built in order to map fluctua-
tions in the neutral hydrogen density during the (pre-)ionization era, by observing the 21
cm line emission (Ciardi & Madau 2003). This is the neutral hydrogen hyperfine transition
line, and its intensity, in emission or absorption, depends only on the coupling between the
spin temperature of the gas and either the temperature of the CMB or the kinetic temper-
ature of the gas. The study of the angular power spectrum of the brightness temperature
fluctuations could be a direct way to know the neutral hydrogen distribution.
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1.3 Sources of reionization
Not only the epoch of reionization but also the nature of the ionizing sources
remains an open problem. Is the radiation from high redshift stars sufficient to produce the
reionization or do we have to invoke more exotic sources (such as miniquasars or decaying
particles)? If stars are sources of reionization, what sort of stars are they? In the following,
we will briefly review the main candidates for the cosmic reionization.
Population III stars
The first generation of stars must have formed from metal-free primordial mixture, because
most of the heavier elements cannot be synthesized without nuclear burning. So, they
are referred as ”metal-free” or population III stars (while solar metallicity stars are called
population I stars and globular cluster-like metallicity stars are called population II stars;
Baade 1944).
No direct observations of metal free stars are available. The more metal poor
stars detected in the Milky Way, HE 0107-5240 (Christlieb et al. 2002) and HE 1327-2326
(Frebel et al. 2005), have metallicity sensibly higher than zero. In fact they are quite iron
poor ([Fe/H]=-5.3±0.2 and [Fe/H]=-5.4±0.2, respectively), but considerably carbon rich
([C/Fe]=3.6±0.2 and [C/Fe]=4.1±0.2, respectively). So they could be either self-enriched
first generation population III (hereafter pop III) stars or could be born from gas already
polluted by a previous star formation episode. However, the first hypothesis seems unlikely
(Christlieb et al. 2004; Aoki et al. 2006), and these two stars are thought to be ’second
generation’. Many attempts have been done to infer the mass function and the evolution
(e.g. chemical pollution, winds and supernova explosion) of first generation stars from the
abundances of HE 0107-5240 and HE 1327-2326 (see Fig.1.2). For example, Iwamoto et
al. (2005) suggest that ’faint’ supernovae of ∼ 25M pop III stars, implying the fallback
of gas into a compact object, can reproduce the metallicity pattern of HE 0107-5240 and
HE 1327-2326; whereas pair-instability supernovae of more massive (∼ 100−260M pop III
stars) lead to a very different chemical composition. In general, the abundance patterns
suggest pre-enrichment produced by pop III stars in the mass range 20-130 M (Umeda &
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Figure 1.2: Abundance patterns of HE1327-2326 (filled circles) and HE0107-5240 (open
squares). Typical 1-σ errors are shown in the plot. Upper limits are indicated by an arrow.
The values are obtained by adopting [Fe/H]non−LTE = -5.2 (Christlieb et al. 2002; Frebel
et al. 2005) as the iron abundance for HE0107-5240. These two most Fe-poor stars both
have very large C enhancement relative to Fe by a factor of 5000 (HE0107-5240) and 10000
(HE1327-2326). N/Fe is 30000 times the solar value (considering the subgiant solution) in
HE1327-2326, whereas it is 200 times the solar value in HE0107-5240. The upper limit for
the O abundance of HE1327-2326 is [O/Fe] < 4.0. Oxygen in HE0107-5240 has recently
been determined to be [O/Fe] = 2.3, which is of the same order as its [N/Fe] value. These
enormous overabundances in CNO elements suggest that both stars belong to a group of
objects sharing a common formation scenario. HE1327-2326 and HE0107-5240 have Ca/Fe
and Ti/Fe abundance ratios that are enhanced by factors of less than 10 compared to the
Sun. The light-element ratios Na/Fe, Mg/Fe and Al/Fe, as well as, surprisingly, Sr/Fe, are
all enhanced by factors of 10 to 100 in HE1327-2326. Of these four elements, only Na and
Mg are detected in HE0107-5240, with element/Fe ratios close to the solar value. As for
several other elements, an upper limit for Ba has been measured in both stars. The Sr/Ba
ratio is crucial to identify the origin for the Sr and other heavy elements (from Frebel et al.
2005).
Nomoto 2005). However, these hypotheses can explain the origin of these two stars; but do
not exclude the existence of pair-instability supernovae and of more massive pop III stars.
Thus, due to the lack of direct observations, the initial mass function, the formation
redshift, the spatial distribution (clustered in small galaxies or isolated in mini-halos), the
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final fate (’faint’ supernova, pair-instability supernova or direct collapse?) and the other
properties of pop III stars are highly uncertain, and have been studied mainly from a
theoretical point of view.
Figure 1.3: Cooling rate per atomic mass unit of metal-free gas as a function of temper-
ature. The solid line assumes the gas to be completely atomic; the dashed line shows the
contribution of a small (fH2=10
−3) fraction of molecular hydrogen (from Barkana & Loeb
2001).
The first question to address is what is the mechanism that allows pop III stars
to form in a metal free Universe. In fact, in the present-day Universe gaseous clouds can
collapse and coalesce into stars thanks to the cooling from dust and metals. But what
happens if there are no metals to drive the cooling? In metal free small halos (i.e. with
virial temperature Tvir
<∼ 104 K) the main coolant agent is represented by H2 (see Fig. 1.3).
Its cooling properties are poor if compared not only to metals, but also to other molecules,
because H2 has no dipole moment and emits only via quadrupole transitions. Its importance
as a coolant arises from its high abundance ( >∼ 10−4) if compared to other molecules (e.g.
HD).
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Figure 1.4: Overview of the evolution leading to the formation of a primordial star. The
top row shows the gas density, centered at the pre-galactic object within which the star is
formed. The four projections are labelled with their redshifts. Pre-galactic objects form
from very small density fluctuations and continuously merge to form larger objects. The
middle and bottom rows show thin slices through the gas density and temperature at the
final simulation stage. The four pairs of slices are labelled with the scale on which they
were taken, starting from 6 (proper) kpc (the size of the simulated volume) and zooming in
down to 0.06 pc (12,000 AU). In the left panels, the larger scale structures of filaments and
sheets are seen. At their intersections, a pre-galactic object of ∼ 106M is formed. The
temperature slice (second panel, bottom row) shows how the gas shock heats as it falls into
the pre-galactic object. After passing the accretion shock, the material forms H2 molecules
and starts to cool. The cooling material accumulates at the centre of the object and forms
the high-redshift analog to a molecular cloud (third panel from the right), which is dense
and cold (T ∼ 200K). Deep within the molecular cloud, a core of ∼ 100M, a few hundred
K warmer, is formed (right panel) within which a ∼ 1M fully molecular object is formed
(yellow region in the right panel of the middle row) (from Abel, Bryan & Norman 2002; see
also Ripamonti & Abel 2004).
Hydro-dynamical simulations of the collapse of metal-free halos due to H2 cooling
(Bromm, Coppi & Larson 1999; Abel, Bryan & Norman 2000, 2002; Bromm, Kudritzki &
Loeb 2001; Omukai & Palla 2001, 2002, 2003; Ripamonti et al. 2002) indicate that pop III
stars should be very massive ( >∼ 100M). In fact, three-dimensional simulations (Abel,
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Bryan & Norman 2000, 2002) show that the initial halo fragments into a ∼ 100− 1000M
core, inhabited by a 1M molecular proto-star (see Fig.1.4 for details). The proto-star is
likely to accrete all the gas in the 1000M core, since no efficient fragmentation mechanisms
have been found (Omukai & Palla 2001, 2002, 2003; Ripamonti et al. 2002; Ripamonti &
Abel 2004). So, the final mass of the star is expected to be >∼ 100M.
Figure 1.5: Redshift evolution of the electron optical depth, τ e, assuming a Salpeter IMF
and an escape fraction 0.05 (S5, long-dashed line) and 0.20 (S20, short-dashed), respectively,
or assuming a Larson IMF and an escape fraction 0.20 (L20, solid). The dotted line refers
to sudden reionization at z = 16. The shaded region indicates optical depth τ e=0.16−0.04
(68% confidence level) implied by Kogut et al. (2003). In the inset the redshift evolution
of the volume-averaged ionization fraction, xV , is shown for the three models. Figure from
Ciardi, Ferrara & White 2003.
This first star should form in isolation, at the center of the host minihalo (Abel,
Bryan & Norman 2002), since its radiative feedback quenches further star formation in
the father cloud. When this first object dies, unless the supernova explosion evacuates the
surrounding gas, a second generation of stars is expected to form in the relic HII region
produced by the first stars, thanks to the enhancement of molecular hydrogen abundance
(O’Shea et al. 2005; Abel, Wise & Bryan 2006).
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Very recently, Silk & Lager (2006) showed that magneto-rotational instabilities can
induce fragmentation of metal free clouds. If confirmed, this would be the first proposed
mechanism to form low mass ( <∼ 10−100M) metal free stars (but see also Tan & Blackman
2004 and Machida et al. 2006).
And what about first stars as sources of reionization? Do first stars need to be
massive in order to reionize the Universe?
Ciardi, Ferrara & White (2003) show that pop III stars following a Salpeter Initial
Mass Function (IMF), with masses up to 40 M, having a moderate escape fraction (5%,
consistent with the value measured in the Milky Way, Dove & Shull 1994; Dove, Shull
& Ferrara 2000) and hosted in ∼ 109M galaxies can produce a Thomson optical depth
τ e = 0.1 (Fig. 1.5), fully consistent with the three year WMAP result (τ e = 0.09). Then,
according to three year WMAP data, there is no need for exotic sources or heavy IMF or
very massive pop III stars in order to reionize the Universe. The existence of massive metal
free stars, even if not required to explain τ e = 0.09, is, nevertheless, not in contradiction
with three year WMAP results (Choudhury & Ferrara 2006b).
In the next Chapter we will discuss one of the possible observational features of
pop III stars, i.e. the hypothesis that the light emitted by first stars contributes to the near
infrared background (NIRB).
Miniquasars
If first stars are very massive (m > 260M) their fate is to directly collapse into black
holes (BHs) nearly without loosing mass (Heger & Woosley 2002; see Section 3.2). This
can produce a population of Intermediate Mass Black Holes (IMBHs, i.e. BHs with mass
101.3−5M), which, in the high density primordial Universe, are expected to efficiently
accrete gas. Furthermore, the accretion of these IMBHs can be enhanced also during galaxy
mergers, which tend to drive gas into the inner regions of the host galaxy (Madau et al.
2004; see Fig.1.6).
Recently, a completely different hypothesis for the formation of IMBHs at high
redshift has been proposed: seed BHs can be produced by the direct collapse of dense, low
angular momentum gas (Haehnelt & Rees 1993; Umemura, Loeb & Turner 1993; Loeb & Ra-
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Figure 1.6: Cumulative number of ionizing photons per hydrogen atom produced by accret-
ing IMBHs for different values of fUV /〈hν〉 (in units of ryd−1), where fUV is the fraction of
the bolometric power radiated by a IMBH emitted as hydrogen-ionizing photons with mean
energy 〈hν〉. Solid curves: in each major merger the BH in the main halo accretes a mass
∆macc = 2mBH. Dashed curves: same with ∆macc = 10
−3Mh. Dotted curve: same with
∆macc = 10
−3 Mh, fUV/〈hν〉 = 0.2 ryd−1, but with gas accretion suppressed in minihalos
with virial temperature Tvir ≤ 104 K. From Madau et al. 2004.
sio 1994; Eisenstein & Loeb 1995; Bromm & Loeb 2003), driven by turbulence (Eisenstein
& Loeb 1995) or gravitational instabilities (Koushiappas, Bullock & Dekel 2004; Begel-
man, Volonteri & Rees 2006; Lodato & Natarajan 2006). In particular, the so-called ’bars
within bars’ mechanism (Shlosman, Frank & Begelman 1989; Shlosman, Frank & Begelman
1990) implies that bars, which form in self-gravitating clouds under some assumptions, can
transport angular momentum outwards on a dynamical time-scale via gravitational and
hydrodynamical torques, allowing the radius to shrink. This shrinking produces greater
instability and the process cascades. Begelman, Volonteri & Rees (2006) show that this
process leads to the formation of a ’quasi-star’, which rapidly collapses into a ∼ 20M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BH at the center of the halo. The BH should encounter very rapid growth due to efficient
gas accretion. Lodato & Natarajan (2006) generalize this model, investigating what is the
range of spin parameter (Mo, Mao & White 1998), mass of the pre-galactic disk and stabil-
ity parameter (Toomre 1964), for which gravitational instabilities take place, leading to the
collapse of gas into a massive BH ( <∼ 106M). They conclude that ∼ 5% of disks resulting
from the collapse of ∼ 107M halos should host a ∼ 105M BH.
Figure 1.7: Thomson scattering optical depth, τ e, and visibility function, g(z), as a function
of redshift, in the case of a pre-ionization due to IMBHs followed by a complete reionization
by pop III and II stars (from Ricotti & Ostriker 2004). The fraction of stellar mass that
collapses into BHs is 0.2 (solid line), 2 (dotted) and 20 % (dashed), respectively; while
the duration of the X-ray burst for the IMBHs is 100 (solid line), 10 (dotted) and 1 Myr
(dashed), respectively. The horizontal solid line represents the best value for τ e from Kogut
et al. (2003).
Whatever is their formation mechanism, the spectrum of IMBHs is harder than
stellar spectra, leading to a significant production of soft X-ray photons (Madau et al. 2004;
Ricotti & Ostriker 2004). These photons have high escape fraction and are particularly
efficient in ionizing the dense IGM. In particular, Madau et al. (2004) show that, under
reasonable assumptions, IMBHs emit 1-10 ionizing photons per baryon at redshift ∼ 15, a
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number sufficient to ionize the Universe (Fig. 1.6).
Figure 1.8: Constraints on the number of ionizing photons per H atom, η, and the power-law
index for the slope of the ionizing background, α, based on the intensity of the present-day
soft X-ray background. The mini-quasars are assumed to form at z = 10. The curves bracket
the allowed parameter space for the mean (solid line) or maximum (dotted) unaccounted
flux in the soft X-ray background. From Dijkstra, Haiman & Loeb (2004).
However, due to the high recombination rate at high redshift, high redshift IMBHs
can achieve only partial early reionization. In order to have complete reionization, additional
sources (e.g. stars) at lower redshift (z ∼ 7) are required (Ricotti & Ostriker 2004; see Fig.
1.7).
At present, the only constraint on the role of IMBHs in reionizing the Universe
comes from the comparison with the unaccounted fraction of the X-ray background (Moretti
et al. 2003; Bauer et al. 2004). Dijkstra, Haiman & Loeb (2004) show that high redshift
IMBHs are expected to produce a significant flux of hard X-ray photons, which should
contribute to the observed soft (∼ 0.5 − 2 keV) X-ray background. By imposing that the
flux due to IMBHs does not overproduce the unaccounted soft X-ray background, Dijkstra,
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Haiman & Loeb (2004) found that models in which z > 6 accreting IMBHs significantly
contribute to reionization are not allowed (Fig.1.8). Models in which IMBHs are assumed
to partially ionize the IGM up to a ionization fraction ∼ 0.5 at 6 <∼ z <∼ 20 are still allowed;
but could be severely constrained by improved determinations of the unaccounted X-ray
background.
However, the number, the masses and the very existence of these IMBHs are still
uncertain (for a discussion of these problems see Chapter 3 and 4).
Figure 1.9: Escape fraction 〈fesc〉 of ionizing photons as a function of the mass of the dark
matter halo for a constant starburst that produces 3.5× 1051 ionizing photons per second.
Each point is the mean of five Monte-Carlo simulations with identical parameters; the error
bars show the variance of the mean. The four curves refer to virialization redshifts from
zvir = 3 to 15. From Ricotti & Shull 2000.
Globular clusters/Low mass galaxies
Globular clusters and low mass primordial galaxies inhabited by population II stars are a
viable reionization source, thanks to their high escape fraction of ionizing photons, 〈fesc〉
(Ricotti & Shull 2000; Ricotti 2002, 2004; see Fig. 1.9). In fact, most of photons that escape
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the halo of spiral galaxies like the Milky Way come from the most luminous OB associations
located in the outermost parts of the galaxy. Thus, a star formation history which favors
the formation of OB associations enhances 〈fesc〉, contributing to the reionization. In such
model, globular clusters can be the relics of those reionization sources: they have an age
consistent with the reionization epoch, and represent the high luminosity tail of the initial
distribution of OB associations. In fact, less massive OB associations are disrupted by
the tidal field of galaxies, while globular clusters can survive, thanks to their high central
densities.
However, the radiative feedback induced by the reionization can strongly suppress
star formation in these small mass systems (Bullock, Kravtsov & Weinberg 2000; Moore et
al. 2006). Then, the possible role of globular clusters on reionizing the Universe critically
depends on various parameters, such as the epoch and the duration of reionization.
Particle decays/annihilations
Sufficiently light dark matter particles (i.e. with mass <∼ 100 MeV) can decay remaining
viable dark matter candidates. This is the case of sterile neutrinos (with mass of a few keV;
Mapelli, Ferrara & Pierpaoli 2006) and the so called Light Dark Matter (LDM, with mass
1-100 MeV; Hooper & Wang 2004; Mapelli et al. 2006).
Sufficiently massive dark matter particles (> 0.5 MeV) can annihilate, producing
e+e− pairs, photons or other particles (depending on their mass).
A schematic representation of the dark matter decays and annihilations considered
in this Thesis is given in Fig. 1.10.
Both decays and annihilations can, directly or indirectly, produce ionizing photons.
The effect of dark matter decays is quite different from that of annihilations. Dark matter
decays start to influence ionization and heating at redshift z <∼ 100 and their effect rapidly
increases as the redshift decreases (as an example, see Fig. 1.11 for sterile neutrino decays).
Instead, annihilations start producing some effect at redshift as high as 900, and do not give
any substantial contribution at low redshift. As a consequence, the fraction of free electrons
due to annihilations remains nearly constant in time (see Fig. 1.12 for LDM annihilations).
This difference is mainly due to the fact that the annihilation rate scales as the square of
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Figure 1.10: Scheme of the dark matter decays and annihilations considered in this Thesis.
Green boxes indicate different dark matter particles; red (blue) boxes represent various
decay (annihilation) channels. See Chapter 5 for more details on each model. The symbols
νs, νa, γ, LDM and HDM indicate sterile neutrinos, active neutrinos, photons, light dark
matter and neutralinos (i.e. heavy dark matter), respectively. The symbol ∗ (after LDM or
HDM) indicates anti-particles.
the particle density; whereas the decay rate is proportional to the particle density.
However, the contribution of both decays and annihilations is not sufficient to
achieve complete ionization (Chen & Kamionkowski 2004; Mapelli & Ferrara 2005; Bier-
mann & Kusenko 2006; Mapelli et al. 2006). Nevertheless, particle decays and annihilations
remain possible sources of early partial reionization and can also affect the behavior of mat-
ter temperature and the formation history of first luminous objects (see Chapter 5).
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Figure 1.11: The fraction of ions, xe, in the absence of sterile neutrinos (thin line), and for
the dark-matter sterile neutrinos with masses 4 and 7 keV (lower and upper thick lines,
respectively). Also shown is the limit of baryon decoupling from CMB (dashed line). From
Biermann & Kusenko 2006.
1.4 Relic signatures of reionization sources
In the previous Section, I briefly reviewed the most popular reionization sources
and their effect on reionization. However, the direct detection of these sources is still a
challenging task. For example, the next generation of infrared telescopes (such as the James
Webb Space Telescope, JWST, http://www.jwst.nasa.gov/) might be able to observe the
first metal free stars (Gardner et al. 2006) or at least their supernova explosions (Weinmann
& Lilly 2005; Wise & Abel 2005). As an alternative to direct measurements, one can think
whether reionization sources leave other detectable signatures, independent of reionization,
on the present-day Universe. These signatures can be dubbed as ’relics’, in the sense that
they are the remnants of sources which produced some effect on the thermal history of the
Universe at high redshift. Searching for relic signatures is an important issue to understand
reionization, since it allows to find independent information about primordial sources.
In this thesis I will focus on the search of relic signatures of reionization, studying
the following topics (see Fig. 1.13 for a schematic representation).
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Figure 1.12: Ionized fraction (bottom panel) and gas temperature (upper) as a function
of redshift. The black solid line represents the unperturbed case (without dark matter
annihilations). The green short-dashed, pink dotted and blue long-dashed line represent
the cases with dark matter annihilations and intensity parameter F26 =1.0, 2.6 and 4.0,
respectively. I remind that the intensity parameter is defined as the annihilation cross
section times the fraction of energy which is absorbed by gas times the mass-energy of the
annihilating particle (Zhang et al. 2006). From Zhang et al. 2006.
Near infrared background and pop III stars (Chapter 2)
Part of the radiation emitted in the optical/UV range by pop III stars is expected to be
redshifted to infrared wavelengths in the local Universe (Santos, Bromm & Kamionkowski
2002). Is this radiation detectable as a component of the infrared background light? Previ-
ous measurements (Matsumoto et al. 2000, 2005; Wright 2001; see also Hauser et al. 1998
and reference there) indicated the existence of an excess in the near-infrared background
with respect to the level expected by galaxy counts (Madau & Pozzetti 2000). Salvaterra
& Ferrara (2003) found that this excess can be produced by massive pop III stars formed
at redshift z >∼ 8. However, the amount of the near-infrared excess (if any) is subject to
many uncertainties (such as the model of zodiacal light, Kelsall et al. 1998; Wright 2001).
For this reason, I studied the photon-photon absorption on blazar spectra, in order to put
20 Chapter 1: The cosmic reionization
stronger constraints on the near-infrared background (Mapelli, Salvaterra & Ferrara 2006).
The results exclude the most extreme estimates of the near-infrared background (a flux
ν Iν ' 7 × 10−5 erg cm−2 s−1 sr−1 at a wavelength λ ' 1.4µm), but are still consistent
with the existence of a moderate excess (ν Iν ' 3× 10−5 erg cm−2 s−1 sr−1 at λ ' 1.4µm),
which is in agreement with the model of Salvaterra & Ferrara (2003).
Unidentified X-ray sources, ultra-luminous X-ray sources and IMBHs
(Chapter 3)
Very massive pop III stars ( >∼ 260M) are expected to end their life directly collapsing into
IMBHs. If we were able to know the number and the mass range of IMBHs, we could derive
strong constraints on the IMF and on the number of metal free stars. Furthermore, these
IMBHs could also be sources of partial reionization, as we said in the previous Section.
Thus, the natural question which arises is: are these IMBHs somehow detectable in the
local Universe?
If these IMBHs exist, it is likely that, passing through dense gas regions, they
accrete gas and emit X-ray radiation (Krolik 2004; Mii & Totani 2005; Mapelli, Ferrara &
Rea 2006). In this case, the number of IMBHs can be constrained by imposing that the
expected number of detectable X-ray sources powered by these IMBHs is lower than the
total number of observed X-ray sources lacking certain identification.
In particular, it has been suggested that an entire class of X-ray sources, the
so-called ultra-luminous X-ray sources (ULXs), could be accreting IMBHs (see Colbert &
Miller 2005 for a review). In fact, the ULXs are sources with X-ray luminosity higher than
1039 erg s−1, roughly correspondent to the Eddington luminosity of a 10 M BH.
According to these ideas, I simulated the population of IMBHs which are expected
to inhabit the Milky Way and I studied how these IMBHs accrete dense gas, switching on
as X-ray sources. From a comparison of these simulations with unidentified X-ray sources
in the IBIS/ISGRI catalogue (Bird et al. 2006) and from the null detections of ULXs in
the Milky Way, I found strong upper limits on the density of IMBHs (Mapelli, Ferrara &
Rea 2006; Mapelli, in preparation).
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Suprathermal stars and IMBHs in globular clusters (Chapter 4)
A part from ULXs, the only IMBHs candidates which have been proposed until now are
hosted in globular clusters (G1, Gebhardt, Rich & Ho 2002, 2005; M15, Gerssen et al.
2002, 2003; van den Bosch et al. 2006; NGC6752, Colpi, Mapelli & Possenti 2003). This
hypothesis arises from photometric and spectroscopic measurements (G1 and M15) or from
the spatial distribution and the period derivative of millisecond pulsars (NGC 6752).
Globular clusters are gas poor environments. So, in this case the model of IMBHs
accreting gas cannot be used to derive any constraint. However, thanks to the high density
reached in the core of globular clusters, IMBHs can form binaries with stars or stellar mass
BHs, and can undergo three-body encounters with cluster stars (Sigurdsson & Hernquist
1993). Are there any features that IMBH binaries can imprint on stars, as a consequence
of gravitational encounters? I studied two of these possible features, i.e. the formation
of ’suprathermal’ stars and the angular momentum alignment (Mapelli et al. 2005). The
suprathermal stars are a bunch of some hundreds of stars, which, after the interaction with
a IMBH binary, acquire recoil velocity much higher than the velocity dispersion of stars in
their host cluster (but lower than the escape velocity). A fraction of these stars ( <∼ 100) are
expected to be detectable before thermalization. In addition, the stars which interact with
the IMBH binary tend to align their angular momentum to the orbital angular momentum
of the IMBH binary. The amount of this alignment depends on the properties of the IMBH
binary. Unfortunately, the cases in which the alignment is detectable are expected to be
quite rare.
X-ray background, 511 keV and heating of the Universe by dark matter
decays/annihilations (Chapter 5)
Particle decays/annihilations are expected to inject a significant amount of energy in the
intergalactic medium, from the recombination to present-day epoch. This energy can par-
tially contribute to reionization (Mapelli, Ferrara & Pierpaoli 2006; Ripamonti, Mapelli &
Ferrara 2006a), especially at high redshift (z ' 30− 50).
On the other hand, this energy injection can produce (and be detected via) many
other effects, both in the high redshift and in the local Universe. For example, from the
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comparison between the unresolved hard X-ray background (Bauer et al. 2004) and the
X-ray flux which is expected to be produced by sterile neutrino radiative decays, we can
put strong upper limits on the mass ( <∼ 11 keV, if the mixing angle is sin2 2θ ' 1.2× 10−9,
Abazajian & Koushiappas 2006) of these warm dark matter particles (Mapelli & Ferrara
2005). Similar constraints ( <∼ 6.3 keV) can be derived from the lack of unidentified keV
emission lines from galaxy clusters (Abazajian 2006; Abazajian & Koushiappas 2006 and
references there).
Furthermore, the measurement by the INTEGRAL satellite of an excess in the
511 keV emission from the Galactic center (Kno¨dlseder et al. 2005) can be explained by
invoking decays and/or annihilations of light dark matter particles ( <∼ 100 MeV; Hooper
& Wang 2004, Ascasibar et al. 2006).
In general, decays and/or annihilations of dark matter particles can affect the ther-
mal and chemical history of the Universe, depending on their mass and lifetime (Ripamonti,
Mapelli & Ferrara 2006a, 2006b). Moderately massive dark matter particles ( <∼ 100 MeV)
can heat the Universe before than stars start forming. The implications of this effect are
numerous. For example, an early increase on the gas temperature due to dark matter par-
ticles could imprint some feature on the 21 cm maps (Shchekinov & Vasiliev 2006; Valdes
et al., in preparation).
Instead, annihilations of massive dark matter particles (> 30 GeV) have negligible
effect both on reionization and on heating, even adopting the most favorable assumptions
(Mapelli, Ferrara & Pierpaoli 2006). Thus, the detection of whatsoever effect associated
with dark matter decays/annihilations should definitely indicate the existence of light dark
matter particles.
Impact of dark matter decays/annihilations on structure formation
(Chapter 6)
Dark matter decays and annihilations can influence structure formation in two different
ways. First, increasing the fraction of free electrons, dark matter decays and annihilations
act as catalysts of molecular hydrogen (H2) and HD. These molecules are the most important
coolants of the early Universe. Thus, one can think that decays and annihilations favor
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the formation of first structures. On the other hand, energy injection from dark matter
decays/annihilations can also heat the Universe, delaying structure formation. Ripamonti,
Mapelli & Ferrara (2006b) find that the effect due to heating is dominant, and that structure
formation is slightly delayed by dark matter decays and annihilations.
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Figure 1.13: Schematic representation of the relic signatures of reionization sources consid-
ered in this Thesis. Red squared boxes indicate the reionization sources, elliptical boxes the
possible relic signatures.
Chapter 2
Population III stars and the near
infrared background (NIRB)
2.1 Introduction
Different methods have been proposed to (indirectly) probe the existence and the
mass distribution of population III (pop III) stars. One of these methods is the study of the
infrared background radiation. The basic idea is that the redshifted UV and optical light
emitted by pop III stars can contribute to the near infrared background (NIRB) radiation,
depending on the redshift formation, the mass distribution, the emission spectrum and other
characteristics of these stars (Bond et al. 1986; Santos et al. 2002; Salvaterra & Ferrara
2003). Then, from a comparison between the observed NIRB and the theoretical models,
one could constrain the main properties of first stars. A severe problem of this method
is our limited observational knowledge of the infrared background radiation itself. In this
Chapter, I will firstly describe what we know from the direct measurement of the optical-
infrared background. Then, I will summarize the model of Salvaterra & Ferrara (2003),
explaining the link between NIRB and first stars. Finally, I will present an alternative way
to constrain the NIRB: the photon-photon absorption on blazar spectra (Mapelli, Salvaterra
& Ferrara 2006).
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2.2 Observations of the extragalactic background light (EBL)
The major difficulty in measuring the Extragalactic Background Light (EBL) arises
from the subtraction of the interplanetary dust scattered sunlight (i.e. zodiacal light, ZL)
contribution. This problem presents different aspects and complexity according to the range
of observed wavelengths. A vast amount of literature is present on the subject (see Hauser
& Dwek 2001 for a complete review). All the measurements mentioned in the following are
reported in Fig. 2.1.
Galaxy counts
Deep optical and near infrared galaxy counts give an estimate of the EBL fraction
coming from normal galaxies. Madau & Pozzetti (2000) derived the contribution of known
galaxies in the UBV IJHK bands from the Southern Hubble Deep Field imaging survey. In
particular for the U, V, B and I bands (corresponding to the wavelengths λ = 3600, 4500,
6700 and 8100 A˚) they found a mean flux respectively 2.87+0.58−0.42, 4.57
+0.73
−0.47, 6.74
+1.25
−0.94 and
8.04+1.62−0.92 in units of 10
−6 erg s−1 cm−2 sr−1.
Optical excess
Estimates of the optical EBL based on photometric scans across dark nebulae
(Mattila 1976; Spinrad & Stone 1979) and on photoelectric measurements (Dube et al.
1977, 1979) provide upper limits that are higher than the flux given by galaxy counts alone
at the same wavelengths. In particular the most recent work by Dube et al. (1979) provides
an upper limit of 2.6 × 10−5 erg s−1 cm−2 sr−1 at λ= 5115 A˚. Bernstein et al. (2002)
measured the mean flux of the optical EBL at 3000, 5500, and 8000 A˚, using the Wide
Field Planetary Camera 2 (WFPC2) and the Faint Object Spectrograph, both on board
the Hubble Space Telescope, combined with the du Pont 2.5 m Telescope at the Las Cam-
panas Observatory. They found for these three bands a mean flux of the EBL respectively
12.0+17.7−6.3 , 14.9
+19.3
−10.5, and 17.6
+22.4
−12.8 in units of 10
−6 erg s−1 cm−2 sr−1, considerably higher
than the contribution of the galaxy counts alone. In this band not only ZL is likely to
provide a substantial contribution, but also terrestrial airglow, and dust-scattered Galactic
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Figure 2.1: EBL data and corresponding models. In both the two panels are shown: data
from Bernstein et al. (filled squares), Madau & Pozzetti (filled circles), Elbaz et al. (cross),
Metcalfe et al. (open triangle), Fazio et al. (open squares from 3 to 10 µm) and Papovich
et al. (open square at 24 µm). The dotted line indicates C1 model. Upper panel: DW1
(dashed line) and DW2 (solid line) models. The DW data (Gorjian et al. 2000; Wright &
Reese 2000; Wright 2001; Wright & Johnson 2001) are represented with open circles. For
comparison, the dot-dashed line shows the P1.0 model of Aharonian et al. 2005b. Lower
panel: MK1 (dashed line) and MK2 (solid line) models. The MK data (Matsumoto et al.
2000) are represented with filled triangles.
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starlight (diffuse Galactic light) might represent a potential problem for the measurement.
The impact of such systematic errors has led Mattila (2003) to question the claim by Bern-
stein et al. of the discovery of an optical EBL excess.
Near Infrared Background: DIRBE and NIRS data
The available NIRB data come from the Diffuse Infrared Background Experiment
(DIRBE) on board of the Cosmic Background Explorer (COBE) and from the Near InfraRed
Spectrometer (NIRS) on board of the InfraRed Telescope in Space (IRTS). The DIRBE
instrument provided a survey of the sky in 10 photometric bands at 1.25, 2.2, 3.5, 4.9, 12,
25, 60, 100, 140, and 240 µm using a 0.7◦ × 0.7◦ field of view. A summary of the DIRBE
results can be found in Hauser et al. (1998). The NIRS instrument covers the wavelength
range from 1.4 to 4.0 µm with a spectral resolution of 0.13 µm. Matsumoto et al. (2000)
made a preliminary analysis of the NIRS data, estimating the NIRB on the basis of the 5
NIRS observation days unperturbed by atmospheric, lunar and nuclear radiation effects.
Both the DIRBE and the NIRS data show an excess in the NIRB with respect to
galaxy counts. An estimate of this excess depends on a critical point: the subtraction of
the contribution of the ZL from the measurements. There are at least two models of ZL.
The model described in Kelsall et al. (1998) exploits the temporal variability of the signal
caused by looking at the sky through different amounts of the interplanetary dust as the
Earth orbits the Sun. Wright & Reese (2000) noted that the high value of the EBL flux
derived by Kelsall from the DIRBE data at 25 µm might indicate that a residual ZL flux
could remain after subtraction. Thus they suggest a different approach, which requires that
the EBL signal at 25 µm after ZL subtraction is zero (Wright 1997, 1998). In practice,
subtracting the ZL both with the Kelsall and with the Wright method the presence of a
NIRB excess is unquestionable, even if the amount of this excess depends on the ZL model
assumed.
Mid Infrared Background: SPITZER data
Before the SPITZER satellite, the only MIRB available data came from the ISO-
CAM deep extragalactic surveys. From the analysis of the ISOCAM number counts Elbaz
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et al. (2002) computed an EBL flux (integrated down to 50 µJy) of 2.4 ± 0.5 nW m−2
sr−1 at 15µm (68% confidence level). In deriving this value, Elbaz et al. took into account,
among other surveys, of 15 µm counts from a portion of the ISO gravitational lensing sur-
vey. Metcalfe et al. (2003) use a full lensing survey (covering Abell 2218, Abell 2390 and
Abell 370), and, by integrating from 30 µJy up-wards, obtain an EBL flux of 2.7±0.62 nW
m−2 sr−1 at 15µm (68% confidence level).
Recently, integrating to 60 µJy the counts from the Multiband Imaging Photometer
on board of the SPITZER satellite (MIPS, Rieke et al. 2004), Papovich et al. (2004) found
a lower limit to the EBL flux at 24µm of 1.9± 0.6 nW m−2 sr−1. Extrapolating to fainter
flux densities, they derive an estimate of the total 24 µm background of 2.7+1.1−0.7 nW m
−2
sr−1, in good agreement with the result of Metcalfe et al. (2003). Other lower limits to
the EBL flux at wavelengths ranging from 3 to 10 µm, derived by SPITZER measurements
(Fazio et al. 2004), are reported in Fig. 2.1.
2.3 First stars and NIRB excess
In Section 2.2 we said that both DIRBE and NIRS data indicate the existence
of an excess in the NIRB, with respect to the level derived by galaxy counts alone. This
excess remains if we reduce the data both with the Kelsall and the Wright model of ZL
light subtraction, even if its amount strongly depends on the adopted ZL model. It has
been proposed that this NIRB excess is due to the redshifted UV and optical light emitted
by pop III stars (Bond et al. 1986; Santos et al. 2002; Salvaterra & Ferrara 2003). In
particular Salvaterra & Ferrara (2003) developed a model of the NIRB which, accounting
for the most recent predictions of pop III stellar spectra (Schaerer 2002) and IMF, nebular
emission (i.e. the radiation coming from the nebula surrounding the star), and Lyα photons
scattered by the intergalactic medium, is able to fit the NIRS data (Matsumoto et al. 2000)
and the DIRBE data with both the methods of ZL subtraction. Their best fit predicts, for
a star formation efficiency f∗ = 0.1− 0.5, depending on the adopted IMF, a transition from
(very massive) pop III to pop II stars occurring at z ≈ 9. This model is supported also
by the analysis of the Infrared Background fluctuations performed by Magliocchetti et al.
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(2003). Such interpretation of the NIRB in terms of pop III stars, although very intriguing,
might be somewhat extreme in terms of the high star formation efficiencies and production
of intermediate mass black holes, as pointed out also by Madau & Silk (2005). Fig. 2.2
shows the best fit of the Salvaterra & Ferrara (2003) model (solid line) superimposed to the
Matsumoto et al. (2000) data and to the DIRBE data (assuming a Kelsall ZL model).
Figure 2.2: Best fit of the Salvaterra & Ferrara (2003) model for different IMFs. Dashed
line: Salpeter IMF zend = 8.79, f? = 0.53. Dotted line: heavy IMF zend = 8.8, f? = 0.21 .
Solid line: very heavy IMF zend = 8.82, f? = 0.14. The small filled circles are the NIRS data
(Matsumoto et al. 2000). The open symbols are the DIRBE results: squares for Wright
(2001), diamonds for Cambresy et al. (2001), and circles for Gorijan, Wright & Chary
(2000). The big filled circle is the Kiso star count measurement. The data are slightly offset
for clarity. The errors are at 1σ and for all the data the Kelsall et al. (1998) model for the
zodiacal light is applied.
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2.4 The photon-photon absorption
The main problem of the model of Salvaterra & Ferrara (2003) is represented by
the observational uncertainties on the EBL. In particular, the existence of a NIRB excess,
even if suggested by all the data, is still far from being accepted. In addition, there are no
reasons (from a theoretical point of view) to prefer the Kelsall or the Wright description
of ZL. A quite efficient method to constrain the infrared background is represented by the
analysis of the photon-photon absorption on blazar spectra (Mapelli, Salvaterra & Ferrara
2006).
It is known that gamma rays in the GeV-TeV energy bands can be absorbed by
softer (mainly optical and infrared) photons, via electron-positron pair production (Nikishov
1962). Stecker, de Jager & Salamon (1992) pioneered the method on the spectrum of 3C 279
to first study the EBL. Their attempt stimulated a plethora of works on the subject (Stecker,
de Jager & Salamon 1993; Madau & Phinney 1996; Stecker & de Jager 1997; Aharonian et
al. 2003; Konopelko et al. 2003; Stecker 2003; Costamante et al. 2004; Dwek & Krennrich
2005) that were encouraged by the availability of new measurements of blazar spectra in the
TeV regime based on the Cherenkov imaging technique (Aharonian et al. 1999b; Krennrich
et al. 1999 and Aharonian et al. 2002b for Mkn 421; Aharonian et al. 1999a, 2001a, 2002b
for Mkn 501; Aharonian et al. 2003 for H 1426+428).
The optical depth due to photon-photon absorption can be written (Stecker et al.
1992; Madau & Phinney 1996) as
τ(E) =
∫ zem
0
dz
dl
dz
∫ 1
−1
dx
(1− x)
2
∫ ∞
th
d n()σ(, E, x), (2.1)
where dl/dz is the proper line element1
dl
dz
=
c
H0
[(1 + z) E(z)]−1 ,
c is the speed of light and
E(z) = [ΩM (1 + z)3 + ΩΛ + (1− ΩΛ − ΩM )(1 + z)2]1/2 .
1We adopt the following cosmological parameters: Hubble constant H0=71 km s
−1 Mpc−1, ΩM=0.27,
ΩΛ=0.73, which are in agreement with the first year WMAP data (Spergel et al. 2003).
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In eq. 2.1, x ≡ cos θ, θ being the angle between the directions of the two interacting
photons. E = E0 (1 + z) is the observed energy of the blazar photon and  = 0(1 + z) is
the observed energy of the background photon; zem is the redshift of the considered blazar;
finally, n() is the specific number density of background photons. The energy threshold
for the interaction, th, is defined by:
th =
2m2e c
4
E (1− x) (2.2)
where me is the electron mass.
The photon-photon absorption cross section (Heitler 1960; Gould & Schre´der 1967) is given
by
σ(, E, x) =
3σT
16
(1− β2)
[
2β(β2 − 2) + (3− β4) ln
(
1 + β
1− β
)]
(2.3)
where σT is the Thomson cross section and
β ≡
[
1− 2m
2
e c
4
E  (1− x)
]1/2
The cross section σ peaks sharply at λ ∼ hcE/(2m2ec4) ∼ 2.4(E/TeV)µm (where λ is the
wavelength of the interacting background photon). Fig. 2.3 shows the behavior of σ(λ)
integrated over the angle θ. Fig. 2.4 shows how the cross section depends on the interaction
angle θ.
Substituting into eq. 2.1 the relation n() = n(0)(1 + z)
3 (Madau & Phinney
1996), we finally obtain:
τ(E) =
c
2H0
∫ zem
0
dz
(1 + z)2
E(z)
∫ 1
−1
dx (1− x)
∫ ∞
th0
d0 n(0)σ(0, E0, x, z); (2.4)
n(0) is related to the observable quantity F (0), the background photon flux at redshift
z = 0, by the simple relation:
n(0) = 4pi
F (0)
c 20
cm−3 erg−1 (2.5)
We have calculated numerically τ(E) using a three-dimensional integral based on
the method of Gaussian quadratures (Press et al. 1992). The integration accuracy varies
between 3 × 10−5% and 8 × 10−3% in the range 0.1-10 TeV. τ(E) has been estimated for
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Figure 2.3: Photon-photon absorption cross section, σ(λ), as a function of the background
photon wavelength, λ, integrated over the interaction angle, for three values of the observed
energy of the blazar photon: 100 GeV (dashed line), 1 TeV (dotted) and 10 TeV (solid).
σT= 6.652×10−25 cm2 is the Thomson cross section.
Figure 2.4: Isocontours of the cross section (in units of σT ) as a function of θ and λ for
E=1 TeV.
34 Chapter 2: Population III stars and the near infrared background (NIRB)
different values of F (0), whose choice has been guided by both observational data and the-
oretical models (see next Section). To discriminate among these different estimates of τ(E)
we need a comparison with observational data of blazar spectra, which we have performed
in two independent ways:
1. The first method assumes a theoretical model of the unabsorbed blazar spectrum. In
particular, we adopt a simple power-law spectrum (dN/dE)unabsorbed ∝ E−α for the
blazar H 1426+428, the main target of our analysis. For some of the other blazars
considered (Mkn 421 and Mkn 501) the unabsorbed spectrum is better fitted by a
power-law with an exponential cut-off (Konopelko et al. 2003). Some theoretical
models suggest that the blazar spectrum must present a cut-off in the TeV range
(Inoue and Takahara 1996; Tavecchio, Maraschi & Ghisellini 1998; Fossati et al. 2000).
The absorbed spectrum is then obtained by convolving the unabsorbed spectrum with
τ(E), (
dN
dE
)
absorbed
= e−τ(E)
(
dN
dE
)
unabsorbed
, (2.6)
and by changing the spectral index α to obtain the best fit to the observed blazar
spectrum.
2. The alternate method consists in inverting equation 2.6. In this case we apply τ(E)
directly to the observational data, to derive the unabsorbed spectrum and check if the
intrinsic spectral index α is consistent with the current theoretical predictions. This
procedure does not require any a priori assumption about the unabsorbed spectrum
shape. An important sanity check is to verify whether the values of α derived from
the two methods are consistent.
2.4.1 Summary of the adopted EBL models
We calculated the photon-photon absorption adopting the following assumptions
on the EBL.
• For the optical background (i.e. between 0.3 and 1.2 µm) we have considered both
the values obtained from galaxy counts only, following Madau & Pozzetti (2000), and
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Table 2.1: Summary of the considered EBL models.
Model Optical Background NIRB
C1 Madau & Pozzetti (2000)
MK1 Madau & Pozzetti (2000) Matsumoto et al. (2000) (K)a
MK2 Bernstein et al. (2002) Matsumoto et al. (2000) (K)
DW1 Madau & Pozzetti (2000) Wright (2001) (W)a
DW2 Bernstein et al. (2002) Wright (2001) (W)
a(K) and (W) indicate the ZL subtraction obtained using Kelsall’s model and Wright’s model, respectively.
For the MIRB and FIRB we adopted always the Totani & Takeuchi (2002) model rescaled to the Spitzer
data (Papovich et al. 2004).
the case of a background excess (Bernstein et al. 2002 data, including their upper
and lower limits).
• For the NIRB (1.2 < λ < 4. µm) we have used both the NIRS data (Matsumoto et al.
2000; Salvaterra & Ferrara 2003) with the Kelsall’s model of ZL subtraction, and the
DIRBE data with the Wright model of ZL subtraction (Gorjian et al. 2000; Wright
& Reese 2000; Wright 2001; Wright & Johnson 2001).
• For the MIRB and FIRB (λ > 4. µm) we adopt the Totani & Takeuchi (2002) model
(because the number of observational points is too small to be used without theoretical
assumptions), rescaled by a factor 1.2 in the 8-30 µm range to match the SPITZER 24
µm data point; in this wavelength range the uncertain contribution of spiral galaxies
allows such rescaling.
Finally we have considered a case in which the optical/NIRB in 0.3 < λ < 4µm is con-
tributed purely by galaxies as given by their counts (i.e. no excess) leaving the MIRB/FIRB
as above. A summary of the considered models is given in Table 2.1. Fig. 2.1 shows these
models and the considered data.
In our work we neglect a possible redshift evolution of the EBL. This assumption
is reasonable given the low redshift of the considered blazars, including the most distant one
(z = 0.186). We also neglect the possible self-absorption of the blazar, i.e. the contribution
to the photon-photon absorption given by infrared photons produced by the blazar, as it
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can be shown to be irrelevant (Protheroe & Biermann 1997).
2.5 TeV blazar spectra
Sufficiently high resolution blazar spectra in the TeV regime, obtained with imag-
ing Cherenkov techniques, are available for at least three blazars: H 1426+428, Mkn 421 and
Mkn 501. Data have become recently available for other three blazars: PKS 2155-304 (Aha-
ronian et al. 2005a), 1ES1101-232 and H 2356-309 (Aharonian et al. 2005b). H 1426+428 is
at relatively high redshift (z = 0.129); its TeV spectrum determination is therefore signifi-
cantly less accurate than that for Mkn 421 and Mkn 501. For this blazar available data from
CAT (Djannati-Ata¨ı et al. 2002), Whipple (Horan et al. 2002) and HEGRA (Aharonian
et al. 2003) exist. These data must be distinguished in two sets. The first set includes the
HEGRA data taken in 1999-2000, CAT data taken in 1998-2000 and Whipple data taken in
2001. The second set is represented by HEGRA data taken in 2002 and it is characterized
by a much lower flux level than for the previous campaigns. Mkn 421 and Mkn 501 are
maybe the best observed blazars in the high energy gamma-ray band and are characterized
by nearly equal redshifts (z = 0.031 and z = 0.034, respectively), considerably lower than
that of H 1426+428. Because of this, differences in their spectra (for example in the cut-off
energies) cannot be explained by different amounts of intervening absorption, but as due
to intrinsic spectral characteristics (Aharonian et al. 2002b; Konopelko et al. 2003). The
spectrum of Mkn 501 was measured up to 22 TeV both by HEGRA (Aharonian et al. 1999a,
2001a) and by Whipple (Samuelson et al. 1998; Krennrich et al. 1999): the observations of
these two Cherenkov telescopes are in good agreement. Mkn 421 was also measured up to
20 TeV both by HEGRA (Aharonian et al. 1999b, 2002b) and Whipple (Krennrich et al.
1999, 2002), yielding similar fluxes. HESS spectra have been collected for PKS 2155-304
(z = 0.117), 1ES1101-232 (z = 0.186) and H 2356-309 (z = 0.165) (Aharonian et al. 2005a,
2005b). In Section 2.6 we will present spectral fits obtained for these blazars through the
photon-photon absorption calculation, dwelling mainly on H 1426+428.
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Table 2.2: χ2 values and best fit spectral indexes (α) of the considered models.
C1 MK1 MK2 DW1 DW2
χ2 8.66 17.88 19.86 6.43 7.57
α 2.65 1.60 1.70 1.80 1.90
Statistical analysis based on 12 observational data of the spectrum of H 1426+428 (reported in Fig. 2.8)
with 2 parameters (the spectral index α and a normalization factor).
2.6 Results
As discussed in Section 2.4, we have considered several models of optical and near
infrared background (see Tab. 2.1). For all these models we have calculated the optical
depth due to photon-photon absorption using eq. 2.4, and applied it to the theoretical
unabsorbed blazar spectrum (eq. 2.6), changing the spectral index and the normalization
until the best fit was found through the χ2 method. Let us consider now the results obtained
for each different model.
2.6.1 Galaxy counts only
We start from the analysis of the most conservative case (C1) in which the optical
and the NIRB come only from normal galaxies as derived by Madau & Pozzetti (2000);
while the MIRB/FIRB are from the rescaled Totani & Takeuchi model. Fig. 2.5 shows
the best fit, obtained through χ2 minimization, to the H 1426+428 data for model C1.
The best fit is obtained for spectral index α = 2.65 with χ2 ∼ 9 (Table 2.2), derived
considering 12 observational data (CAT 1998-2000, Whipple 2001, HEGRA 1999-2000) and
2 free parameters (spectral index α and normalization factor). This spectral index seems
to be uncommonly high for this blazar. In particular, for H 1426+428 previous literature
indicates a spectral index α = 1.9 (Aharonian et al. 2002a) or α = 1.5 (Aharonian et al.
2003). If we consider a spectral index α ≤ 2, we obtain χ2 > 21, a considerably higher
value.
Another problem of the C1 model is that the HEGRA point at E∼ 5 TeV is more than 2σ
away from the curve. Moreover, the best fit drops at E> 3 TeV, hence providing a very poor
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Figure 2.5: The solid line represents the best fit to the spectrum of H 1426+428 obtained
for the model C1 (see Table 2.1). The shaded area indicates the ±1σ uncertainty introduced
by the error in galaxy counts on the absorbed spectrum. The observational data reported
here are from CAT 1998-2000 (filled squares), Whipple 2001 (filled triangles), HEGRA 1999-
2000 (filled circles), HEGRA 2002 (open circles). All error bars are at 1 σ (Aharonian et
al. 2003).
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Figure 2.6: Optical depth for photon-photon absorption with zem = 0.129, the redshift of
H 1426+428. The EBL models assumed are the following. Left panel: MK1 (dashed line)
and MK2 (solid); Right panel: DW1 (dashed line) and DW2 (solid line). Shaded areas
refer to ±1σ errors.
match to the observed shape of the absorbed spectrum derived from experiments, which
flattens in the energy range 1-6 TeV. In conclusion, although model C1 cannot be rejected
on the basis of χ2 analysis alone, we consider it unlikely given its poor performance in terms
of spectral slope and shape.
2.6.2 Including a NIRB excess
We next consider models including a NIRB excess in the range 1.2− 4µm as the
Matsumoto et al. (2000) data with the Kelsall’s subtraction of the ZL (hereafter MK), and
the DIRBE data with the Wright subtraction of the ZL (DW); again, we fix the MIRB/FIRB
according to the rescaled Totani & Takeuchi model in both cases. For the optical background
we experimented with all available measurements (Madau & Pozzetti 2000; Bernstein et al.
2002; Mattila 2003).
Fig. 2.6 shows the photon-photon absorption optical depth for a blazar at redshift
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Figure 2.7: Fit to the H 1426+428 spectrum. The EBL models are the same as in Fig. 2.6;
the observational data are the same as in Fig. 2.5.
0.129 (i.e. the redshift of H 1426+428), assuming the EBL models MK1+MK2 (left panel)
and DW1+DW2 (right panel). The optical depth in the MK1 and MK2 cases (those which
are characterized by the MK data in the NIRB) is considerably higher, especially at 1 TeV
(where the absorption comes primarily from NIRB photons, see Fig. 2.3). Fig. 2.7 shows the
best fits for the H 1426+428 spectrum, again with the NIRB from MK1 and MK2 models
(left panel) and from DW1 and DW2 models (right panel). DW1 and DW2 provide an
excellent fit, with χ2 respectively 6.4 and 7.6 (Table 2.2). None of the observational data
is more than 1σ away from the fit, that correctly reproduces the shape of the absorbed
spectrum suggested by the data, with the plateau at E> 1 TeV.
On the contrary, the MK1 and the MK2 cases are only marginally consistent with at least
4 Cherenkov data (CAT at ∼ 1 TeV and ∼ 0.6 TeV, HEGRA at ∼ 0.75 TeV and Whipple
at ∼ 0.78 TeV). Also the χ2 is considerably higher than in the case of DW1 and DW2,
even if not so high that we can reject MK1 and MK2 models. The good result obtained
adopting DW1 and DW2 models supports the evidence for a NIRB excess, although not as
pronounced as suggested by the MK1 and MK2 models.
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2.6.3 Including the optical excess
We finally consider the differences among various measurements of the optical
background. The left and the right panel of Fig. 2.7 show the differences in the spectrum of
H 1426+428 due to the assumption of an optical background produced by galaxies only or
including an “optical excess” as measured by Bernstein et al. In both cases the fit seems to
favor an optical background consistent with galaxy counts only (dashed line), although the
differences between various types of optical background are smaller than the error bars in
the blazar data. Thus more solid conclusions on the optical excess have to await for more
precise data.
2.6.4 An alternative analysis
As discussed in Section 2.4, there is a different way to tackle the data analysis.
So far we have assumed a theoretical shape (i.e. a power-law) for the unabsorbed blazar
spectrum and convolved it with the optical depth for photon-photon absorption. Alterna-
tively, one can apply τ(E) directly to the Cherenkov data by inverting eq. 2.6 and derive
the unabsorbed blazar spectrum without making any a priori assumption about its shape.
This second approach is particularly indicated when the blazar cannot be fitted by a sim-
ple power-law (for example Mkn 421 and Mkn 501). As a sanity check, we now use this
alternative approach to show that the two methods yield a coherent picture.
Fig. 2.8 shows the results of such attempt for H 1426+428. We find that the
C1 model yields an intrinsic spectrum which is inconsistent not only with a power-law,
but also with an exponential cut-off, as a significant rise in the spectrum above 3 TeV is
seen. Models MK1, and especially DW1, do not show this peculiar spectral rise at high
energies. Unfortunately, though, because of the large experimental errors in H 1426+428
data, we cannot assess clearly whether the intrinsic spectrum of this blazar is better fit
by a simple/broken power-law or a power-law with an exponential cut-off. If we assume a
power-law intrinsic spectrum, we can derive the best fit spectral index with the weighted
least square method. With this method we derive α = 1.8 for the case DW1, α = 1.4 for
MK1 and α = 2.5 for C1, consistent with what we found minimizing the χ2 (Table 2.3).
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Figure 2.8: Unabsorbed spectrum of H 1426+428 obtained by convolving the photon-photon
optical depth with the data assuming EBL models C1 (open squares), DW1 (open circles)
and MK1 (open triangles). The lines are the least square fits for the unabsorbed spec-
trum power-law index: C1 (dot-dashed line, α = 2.5), DW1 (dotted, α = 1.8) and MK1
(dashed, α = 1.4). The observational data reported here are from CAT 1998-2000 (filled
squares), Whipple 2001 (filled triangles), HEGRA 1999-2000 (filled circles). The error bars
are obtained from the 1σ error bars of the blazar data.
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Table 2.3: Spectral indexes (α) derived using the least square fits for our models C1, DW1,
MK1 and for model P1.0 of Aharonian et al. 2005b.
H 1426+428 PKS 2155-304 1ES1101-232 H 2356-309
C1 2.5 2.7 1.4 2.0
DW1 1.8 2.0 0.4 1.0
MK1 1.4 1.6 -0.1 0.1
P1.0 - - -0.1 0.7
Hence, the results of this analysis, and in particular the anomalous rise in the spectrum
above 3 TeV, tend to disfavor the C1 model; the DW1 model is found again to give the best
fit to the data.
Fig. 2.9 and Fig. 2.10 show the same procedure applied to Mkn 421 and Mkn 501.
The calculated optical depths for these two blazars in the range 0.7–2 TeV are in agreement
with the results by Konopelko et al. (see Fig. 2 of their paper); above 2 TeV our results
are slightly different, due to the higher MIRB flux of the EBL model (Malkan & Stecker
2001; Stecker 2003) they assume. The data for these two blazars have significantly higher
quality than those available for H 1426+428; unfortunately, because of their low redshift,
the effect of photon-photon absorption on the spectrum of these two blazars is too weak to
provide additional constraints on the EBL.
Figs. 2.11-2.13 show the results of this procedure applied to the new data available
for PKS 2155-304, 1ES1101-232 and H 2356-309, respectively. In the case of PKS 2155-304
both the spectrum derived from the DW1 model and that derived from the MK1 model
show a peculiar peak at energy ∼ 1 TeV. This peak is mainly due to the fact that these
EBL models are characterized by a high flux at 1-4 µm and a rapid decrease at wavelengths
> 4µm. This finding is at odd with the conclusions from the analysis of H 1426+428.
This is even more puzzling if we note that the two blazars are nearly at the same redshift.
Instead, the unabsorbed spectrum derived from the model C1 is quite smooth.
Dwek, Krennrich & Arendt (2005) use the theoretical emission models of Chiap-
petti et al. (1999), based on the EGRET data (Vestrand, Stacy & Sreekumar 1995), to
put a constraint on the hardness of the spectrum of PKS 2155-304. We have compared
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Figure 2.9: Unabsorbed spectrum of Mkn 421 obtained by applying the photon-photon
absorption to the 2000/2001 HEGRA data (Aharonian et al. 2002b). The adopted EBL
models are as in Fig. 2.8.
Figure 2.10: Unabsorbed spectrum of Mkn 501 obtained by applying the photon-photon
absorption to the 1997 HEGRA data (Aharonian et al. 2002b; filled squares). The adopted
EBL models are as in Fig. 2.8.
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Figure 2.11: Unabsorbed spectrum of PKS 2155-304 obtained by applying the photon-
photon absorption to the HESS data (Aharonian et al. 2005a). The adopted EBL models
are as in Fig. 2.8. The lines are the least square fits for the unabsorbed spectrum power-law
index: C1 (dot-dashed line, α = 2.7), DW1 (dotted, α = 2.0) and MK1 (dashed, α = 1.6).
The error bars are obtained from the 1σ error bars of the blazar data. The crosses are the
EGRET data (Vestrand, Stacy & Sreekumar 1995) and the thin short dashed line represents
the best fit synchrotron self-Compton model of Chiappetti et al. (1999).
the results of our models with EGRET data and Chiappetti et al. models (Fig. 2.11). In
agreement with Dwek et al. (2005), we find that the model C1 is perfectly consistent with
Chiappetti et al. (1999) model. It is outside the scope of this Thesis to discuss the details
of synchrotron self-Compton models. Nevertheless, taking into account the errors on the
least square fits ( >∼ 0.8 for both DW1 and MK1 models), on the EGRET measurements
and the uncertainties of the Chiappetti et al. model, we find that the DW1 model is close
to be acceptable, whereas the MK1 model has, probably, to be rejected. On the other hand,
we also have to take into account that EGRET data and observations in the TeV range are
separated by a considerable time interval (about 10 years); this can be crucial, given the
variability of blazar spectra (Ghisellini, personal communication). Thus, the comparison
between EGRET and TeV data, although interesting in principle, must be taken with some
care.
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Figure 2.12: Unabsorbed spectrum of 1ES1101-232 obtained by applying the photon-photon
absorption to the HESS data (Aharonian et al. 2005b). The adopted EBL models are: C1
(open squares), DW1 (open circles) and MK1 (open triangles). In addition we show also
the results obtained for the P1.0 model of Aharonian et al. 2005b (crosses). The lines are
the least square fits for the unabsorbed spectrum power-law index: C1 (dot-dashed line,
α = 1.4), DW1 (dotted, α = 0.4), MK1 (dashed, α = −0.1) and P1.0 (solid, α = −0.1). The
error bars are obtained from the 1σ error bars of the blazar data.
In Fig. 2.12 the results for the blazar 1ES1101-232 are presented. Aharonian et al.
(2005b) have shown that the EBL models with a high excess in the NIRB must be rejected,
since they imply an unabsorbed spectrum so hard that it would be difficult to explain it
within the standard hadronic or leptonic scenario (Aharonian 2001b). This conclusion is
supported by our study: our model MK1 gives a spectral index α = −0.1 (Table 2.3), which
is too hard to be allowed by current theoretical models. However, for the model DW1 we
obtain a spectral index α = 0.4 (Table 2.3), and for model DW2, in which the optical
EBL matches the data by Bernstein et al. (2002), we get α = 0.5. Taking into account
that the error on the spectral index from the least square fits is large ( >∼ 0.3 for all the
considered models), we conclude that the unabsorbed spectra derived both from DW1 and
DW2 models are hard, but consistent with the lower limit α = 0.6 predicted for 1ES1101-
232 by synchrotron self-Compton models (Ghisellini, personal communication). Then, EBL
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Figure 2.13: Unabsorbed spectrum of H 2356-309 obtained by applying the photon-photon
absorption to the HESS data (Aharonian et al. 2005b). The adopted EBL models are the
same as Fig. 2.12. The lines are the least square fits for the unabsorbed spectrum power-law
index: C1 (dot-dashed line, α = 2.0), DW1 (dotted, α = 1.0), MK1 (dashed, α = 0.1) and
P1.0 (solid, α = 0.7). The error bars are obtained from the 1σ error bars of the blazar data.
models with Wright-subtracted-ZL NIRB excess cannot be rejected on the basis of the HESS
data of 1ES1101-232. In Fig. 2.12 we show, for comparison, the model P1.0 of Aharonian
et al. (2005b). This model matches the COBE/DIRBE measurements with the Wright
model of ZL subtraction, as the DW1 model does, but it has a higher flux from 4 to 10
µm (Fig. 2.1) with respect to the latter. It is important to note that the model P1.0 gives
a spectral index α = −0.1, which is as hard as predicted by MK1. This points out the
importance of the spectral region 4-10 µm to understand the EBL.
Finally, Fig. 2.13 shows the blazar H 2356-309. Also in this case, the spectral
index for the MK1 model is very hard (α = 0.1, Table 2.3), whereas both C1 and DW1
models give unabsorbed spectra of acceptable hardness.
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2.7 Conclusions
In this Chapter, we have explored the effects produced by photon-photon absorp-
tion on blazar spectra to put constraints on extragalactic background light from the optical
to the far infrared bands. We mostly focused on the high redshift blazar H 1426+428,
for which we adopted a power-law unabsorbed spectrum. This might be a simplifying as-
sumption, as some theoretical models indicate a more complex spectral shape (Inoue and
Takahara 1996; Tavecchio, Maraschi & Ghisellini 1998; Fossati et al. 2000). On the other
hand, the data for H 1426+428 are not sufficiently accurate to suggest the existence of a
cut-off or to exclude a power-law spectrum.
We have considered three different models of the NIRB, based respectively on
galaxy counts (C1) and on the presence of an excess (DW and MK). In the case of
H 1426+428 the DW model provides the best fit both using the method presented in Section
2.6.1-2.6.3, and the alternative one of Section 2.6.4. The MK model has a higher χ2 but
cannot be rejected. For the same reasons, C1 model cannot be excluded either; however, in
this case a very peculiar blazar intrinsic spectrum must be assumed (Fig. 2.8). We conclude
that the presence of a NIRB excess with respect to galaxy counts, at the level given by the
DW model, seems to be required to fit the blazar spectrum.
The very recent HESS data of the blazars PKS 2155-304 (Aharonian et al. 2005a),
1ES1101-232 and H 2356-309 (Aharonian et al. 2005b) allow us to put stronger constraints
to the NIRB. In particular, from the analysis of all these blazar, we conclude that the MK
models, based on the Kelsall method of ZL subtraction, must be rejected, since they imply
too hard blazar spectra. The spectra of PKS 2155-304 and 1ES1101-232 are marginally
consistent with DW models, based on Wright ZL subtraction, which can be considered as
an upper limit to the NIRB. The model C1, without NIRB excess, is favored by all these
new data. These findings are quite different from those we derived for H 1426+428. Since
the available data for H 1426+428 are old, new measurement of this blazar are eagerly
required, to shed some light on this puzzling inconsistency.
The derived constraints on the optical EBL are weaker, due to the fact that de-
viations between different optical EBL models are comparable to the experimental errors.
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The fit tends to favor models without an optical excess over galactic light, contrary to the
result obtained by Bernstein et al. (2002). A more solid conclusion on the amplitude of
the optical EBL has to await for the next generation of Cherenkov Telescopes as MAGIC,
VERITAS, HESS, GLAST, or infrared satellites (CIBER).
Finally, in the mid-infrared the SPITZER measurement of νIν=2.7 nW m
−2 sr−1
at 24 µm, combined with the EBL model by Totani & Takeuchi (2002), allows us to obtain a
good fit for all the blazars available. Again, a tremendous advance on the determination of
the MIRB/FIRB is expected from SPITZER and the next generation of infrared satellites
as ASTRO-F, and SPICA.
In summary, recent measurements of blazars in the TeV range seem to exclude the
existence of a strong NIRB excess consistent with Kelsall’s model of ZL subtraction. The
COBE/DIRBE measurements, after Wright’s model ZL subtraction, represent a firm NIRB
upper limit.
Chapter 3
Intermediate mass black holes
3.1 Introduction
There are strong observational evidences for the existence of two classes of black
holes (BHs): stellar mass BHs, with mass from 3 to 20 M (Orosz 2003), thought to be the
relics of massive stars, and super massive black holes (SMBHs) in the mass range 106−9M,
hosted in the nuclei of many galaxies. Recently, the existence of a third class of Intermediate
Mass BHs (IMBHs) has been inferred. They are characterized by masses in the range from
20M to a few ×104M (see van der Marel 2004 for a review). Several IMBH formation
mechanisms have been proposed: (i) IMBHs could be the relics of very massive metal
free stars (Heger & Woosley 2003), (ii) they could form from the direct collapse of low
angular momentum gas (Haehnelt & Rees 1993; Begelman, Volonteri & Rees 2006; Lodato
& Natarajan 2006), (iii) could have been assembled in young clusters via runaway collapse
of stars (Portegies Zwart & McMillan 2002), or (iv) could have been built up in globular
clusters (GCs) through repeated mergers of stellar mass BHs in binaries (Miller & Hamilton
2002).
Their number is nearly unknown. In principle, IMBHs could contribute to all the
baryonic dark matter (van der Marel 2004): their density Ω• could be essentially equal to
that of luminous baryonic matter, Ωb, lum = 0.021 (Persic & Salucci 1992; Fukugita, Hogan
& Peebles 1998), and equal to 50% of all baryons (Ωb = 0.044, Spergel et al. 2003) . Only
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weak constraints on the IMBH mass have been inferred from dynamical studies of the Milky
Way. For example, the observed velocity dispersion of stars in the Galactic disk requires
that halo BH masses are ≤ 3 × 106M, if the Milky Way dark halo is entirely made of
compact objects (Carr & Sakellariadou 1999; see also Lacey & Ostriker 1985; Wasserman
& Salpeter 1994; Murali, Arras & Wasserman 2000 and reference herein). Other dynamical
constraints on the IMBH mass can be derived by imposing that they do not disrupt too
many Galactic globular clusters (Moore 1993; Arras & Wasserman 1999). By this request,
Klessen & Burkert (1996) found that, if the dark halo of the Milky Way is exclusively
composed by IMBHs, their mass must be ≤ 5×104 M. For the same reason, the halo BHs
cannot represent more than 2.5-5 per cent of the dark halo mass, if they are as massive as
106M (Murali et al. 2000). However, constraints on IMBHs obtained from globular cluster
disruption are very uncertain, as we do not know what are the characteristics of globular
clusters when they form, and how many of them have been destroyed. It could even be that
IMBHs have played a role in determining the current number and distribution of globular
clusters (Ostriker, Binney & Saha 1989).
In this Chapter we will firstly review the various mechanisms proposed for the
origin of IMBHs. Then, we will briefly describe the possible link between IMBHs and
Ultra-Luminous X-ray sources (ULXs). Finally, we will show how the number and the
distribution of IMBHs in the Galaxy can be constrained by assuming that IMBHs accrete
gas and become observable as X-ray sources.
3.2 How do IMBHs form?
The very existence of IMBHs is still uncertain, because there are not clear detec-
tions of these objects. However, from the theoretical point of view many scenarios have
been proposed to explain the formation of IMBHs. Here the four most viable processes are
considered, i.e.:
- gravitational collapse of first massive stars;
- direct collapse of dense, low angular momentum gas;
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- runaway collapse of star clusters;
- repeated mergers of BHs in globular clusters.
Let us present in more detail each one of these models.
3.2.1 The final fate of metal free stars
The main difference between the late stages of the life of a metal free and a solar
metallicity star is probably represented by the mass losses. In fact, the lack of initial metals
in population III (pop III) stars results in a strongly reduced mass loss, down to the point of
negligibility (Kudritzki 2002). This influences the nature of the supernova (SN) explosion
for massive metal free stars in the following ways (Heger & Woosley 2003; Heger et al.
2003).
- Pop III stars with mass 8M < M < 25M suffer SN explosions and their core
collapses into a neutron star. This process is nearly the same as for solar metallicity
stars.
- Pop III stars with mass 25M < M < 35M form BHs by fall back after SN explo-
sion. Also this process is the same as for solar metallicity stars.
- For pop III stars with mass 35M < M < 140M the SN shock cannot be launched
due to the strong infall of the increasingly larger oxygen and silicon core masses.
Then a BH is formed directly without SN explosion and its mass is close (within
a factor 2) to the initial mass of the progenitor star. This behavior is completely
different from that of solar metallicity stars of the same initial mass (which encounter
stronger mass losses before the SN and then suffer a disruptive SN explosion). Stars
with 110M < M < 140M encounter the electron-positron creation instability
after central carbon burning (Bond, Arnett & Carr 1984; Woosley 1986), ejecting the
external layers and the hydrogen envelope.
- In metal free stars with 140M < M < 260M the pair instability is strong enough
to end with the complete disruption of the star: no remnant is left.
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Figure 3.1: Stellar mass at time of final explosion/remnant formation (blue line), remnant
mass (red line) and metals released (green fill and hatching) as a function of initial mass of
the star for primordial (metal-free, pop III) stars. From Heger et al. 2003.
- In pop III stars with mass M > 260M the photo-disintegration of α-particles reduces
the pressure enough that the collapse of the star directly continues into a BH (Fryer,
Woosley & Heger 2001). The mass of the BH is close to the mass of the progenitor
star. Then, metal free stars with mass M > 260M directly collapse into IMBHs.
However, there is a caveat: if the mass of the progenitor is above several hundreds of
solar masses, then even the metal free star can evolve into a red supergiant becoming
pulsationally unstable and, then, loosing mass.
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These different processes are shown in Fig. 3.1 (Heger et al. 2003). To summarize, metal free
stars with mass M > 260M should end their life forming IMBHs with mass m• > 150M.
Because the density of the gas at the formation redshift of metal free stars is higher than in
the current Universe these IMBHs can probably accrete with moderately larger efficiency
(Ricotti & Ostriker 2004; Ricotti, Ostriker & Gnedin 2005; Shapiro 2005; Volonteri & Rees
2005), increasing their mass of a factor ∼ 10− 100. So they can easily end up as IMBHs of
103−4 M.
3.2.2 Direct collapse of low angular momentum gas
The previous scenario requires that IMBHs form from the death of pop III stars.
Instead, in various models the stellar phase can be bypassed: the IMBH forms directly from
the collapse of low angular momentum gas, possibly experiencing a ’quasi-star’ transient
state. The mechanism of IMBH formation from low angular momentum gas was originally
studied by Haehnelt & Rees (1993) and Umemura, Loeb & Turner (1993), and then con-
sidered by many authors (Loeb & Rasio 1994; Eisenstein & Loeb 1995; Bromm & Loeb
2003; Koushiappas, Bullock & Dekel 2004; Begelman, Volonteri & Rees 2006; Lodato &
Natarajan 2006). The crucial problem of this scenario is the disposal of angular momen-
tum, needed to start the collapse. The mechanisms which have been proposed to remove
angular momentum are either turbulence (Eisenstein & Loeb 1995) or gravitational insta-
bilities (Koushiappas, Bullock & Dekel 2004; Begelman, Volonteri & Rees 2006; Lodato &
Natarajan 2006).
In particular, Begelman, Volonteri & Rees (2006) proposed that the collapse is
driven by the ’bars within bars’ mechanism (Shlosman, Frank & Begelman 1989; Shlos-
man, Frank & Begelman 1990): bars (which form in halos under certain assumptions) can
efficiently transport angular momentum outwards, allowing a first shrinking of the radius.
Then, if the gas is able to cool, the collapse proceeds faster and faster. During this pro-
cess an unstable ’quasi-star’ is formed, i.e. an object which cannot establish stable nuclear
burning, because of compression due to the high accretion rate, and which rapidly col-
lapses into a seed BH. Begelman et al. (2006) found that halos with virial temperature
Tvir ∼ 104 K are likely to suffer this instability and form central seed BHs of <∼ 20M.
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Figure 3.2: Lower panel: comoving density of 20M BH seeds as a function of redshift.
Upper panel: comoving density of BHs, assuming continuous formation and growth of seeds
to 106M, starting from z = 20. Solid line: Mestel disc, dotted line: rigid disc, dot-dashed
line: exponential disc. The upper set of lines assumes fd = 0.5, the lower set assumes
fd = 0.1, where fd is the fraction of baryonic mass which ends up in the pre-galactic disk
hosting the BH. From Begelman, Volonteri & Rees 2006.
In these conditions, the initial seed grows very rapidly (super-Eddington, Volonteri & Rees
2005), reaching 104−6 M. Thus, this mechanism is likely to form more massive IMBHs
than the previous one (based on massive pop III stars). The IMBHs which possibly form
via this process can be the progenitors of present-day SMBHs (see Fig. 3.2).
Lodato & Natarajan (2006) showed that the angular momentum transfer required
to start the collapse can be established also without the formation of a bar, for a certain
range of initial halo parameters. In particular, they found that low spin and more massive
halos are most efficient in concentrating gas into their centers. These halos can form IMBHs
in their center only if they are able to accrete gas and if fragmentation does not take place.
These conditions are satisfied mainly in halos where the Tvir
<∼ 1.8Tgas (where Tvir and Tgas
are the virial and the gas temperature, respectively). In this case, IMBHs with mass up to
105M can be formed. Lodato & Natarajan (2006) concluded that ∼ 5% of disks resulting
from the collapse of ∼ 107M halos should host a ∼ 105M BH.
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3.2.3 Runaway collapse in young clusters
Vishniac (1978) demonstrated that a Salpeter (1955) IMF is Spitzer unstable
(1969). Then, Vishniac suggested that young clusters can suffer core collapse on the
timescale required for the most massive stars to segregate into the core, possibly lead-
ing to the formation of a central massive compact object. Portegies Zwart et al. (1999)
showed by N-body simulations that Vishniac’s idea was correct, i.e. that core collapse can
induce runaway collisions in young clusters, and that runaway collisions may lead to the
growth of a single massive stars. Portegies Zwart et al. (1999) also included the presence
of primordial binaries, showing that stellar mergers are enhanced by binaries.
Figure 3.3: Mass of the product of the runaway growth as a function of the mass of the
cluster (Portegies Zwart & McMillan 2002). The solid line indicates the semi-analytical
model by Portegies Zwart & McMillan 2002. The five error bars give a summary of the
results of different N-body simulations.
In particular, the core collapse, drastically increasing the density, initiates physical
collisions between stars, which occur mainly during three-body encounters involving bina-
ries. The product of the first collision is likely to be among the most massive stars in the
system. Therefore, this star (which can be dubbed as ’target’ star) is likely to experience
subsequent collisions, resulting in a collision runaway. This leads to the formation of an
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object containing up to ∼ 0.1% of the total mass of the cluster itself (Portegies Zwart &
Mcmillan 2002). The central object could be a star or a IMBH. Its expected mass as a
function of the cluster mass is showed in Fig. 3.3 (from Portegies Zwart & McMillan 2002).
The only two factors that can prevent the runaway growth are the following (Porte-
gies Zwart & Mcmillan 2000).
- The target star explodes in SN before experiencing runaway growth. This can be
avoided if the core collapse timescale, tcc, is much shorter than the star lifetime, τ ∗.
Since tcc ∼ 0.2 trh (where trh is the half mass relaxation time) and τ ∗ ∼ 5 Myr, the
runaway growth can occur if trh
<∼ 25 Myr (which is a reasonable limit for young
clusters, but too short for globular clusters).
- The cluster is disrupted by the galaxy before the core collapse. To avoid that the
runaway growth is stopped by tidal disruption, the initial distance of the cluster from
the galactic center must be ri > 1.7 pc (rc/0.1 pc)
0.71 (Mc/10
5 M)0.71, where rc is
the core radius and Mc the cluster mass.
3.2.4 Repeated mergers of binary BHs
The core of some globular clusters is a very dense environment, with density nc ∼
106 stars pc−3. Then, close gravitational encounters play a significant role in the evolution
of these systems. In particular, if the binary fraction is non-negligible (> 10−4), three and
four body encounters dominate the dynamics.
Sigurdsson & Hernquist (1993) hypothesize that in the early stages of globular
cluster life stellar BHs, being the most massive objects hosted in them, have rapidly segre-
gated towards the cluster core. In the core they formed binaries and participated to repeated
three and four body encounters. The recoil velocity acquired from these interactions caused
the ejection of nearly all the BHs with mass m• ≤ 50M (Miller & Hamilton 2002). This
is thought to be the reason why stellar BHs have not been observed in globular clusters.
However, if a BH seed with mass m• >∼ 50M happened to be in the core, it has not been
ejected due to gravitational encounters. Instead, given its large mass, it probably formed
a binary with another BH and this binary hardened, i.e. reduced its orbital separation
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due to gravitational encounters with other BHs/stars (see next chapter for details), until it
merged via gravitational wave emission (Miller & Hamilton 2002). The product of the first
merger probably formed a new binary and the process repeated, leading to a series of merg-
ers. Miller & Hamilton estimated that the mass growth of the BH due to these repeated
mergers is of the order of m• ∼ 50M
{
t/
[
3× 108 (n/106 pc−3)−1 (m/10M)−5/2 yr
]}2
,
where m is the mass of the secondary component of the binary (a stellar BH or a star).
Then, within a Hubble time, IMBHs with mass m• ∼ 103 − 104M can form via repeated
three-body interactions and binary mergers in globular clusters. This is the third possible
mechanism of IMBH formation; but it is not independent from the other two. In fact, a
seed BH with mass m• >∼ 50M can be formed only by collapse of a massive metal poor
star or by runaway collision.
In the next Chapter we will investigate further the possible existence of IMBHs in
globular clusters and their role in gravitational encounters.
3.3 ULXs and IMBHs
ULXs are, by definition, point sources with X-ray luminosity higher than 1039 erg
s−1, exceeding the isotropic Eddington limit for a 10 M BH (see Colbert & Miller 2005 for
a review). ULXs have not been found, up to now, in the Milky Way; but they are present
in many spiral and starburst galaxies (Swartz et al. 2004). ULXs tend to be associated
with star forming regions; but they often lie near, not in them (Mushotzky 2004).
ULXs were initially identified with SMBHs with a low accretion rate; but this
interpretation was found to be in conflict with their position in the host galaxies, far off
from the galaxy center (Colbert & Miller 2005). Later on ULXs have been suggested to be
high-mass X-ray binaries (HMXBs) with beamed X-ray emission (King et al. 2001; Grimm,
Gilfanov & Sunyaev 2003; King 2003). Even though low luminosity ULXs (LX
<∼ 5 × 1039
erg s−1) are consistent with this HMXB scenario, the highest luminosity ULXs show various
characteristics which can be hardly reconciled with the beaming model (Miller, Fabian &
Miller 2004), such as the existence of a ionized nebula surrounding some bright ULXs
(Pakull & Mirioni 2002; Kaaret, Ward & Zezas 2004).
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An intriguing hypothesis, at least for these highest luminosity ULXs (Miller et
al. 2004), is their identification with accreting IMBHs. This idea is also supported by
some observational evidences. First, the spectra of many high luminosity ULXs have a soft
component well fitted by a multicolor black-body disk, whose inner temperature is typical of
BH masses in the IMBH range (Miller et al. 2004; Colbert & Miller 2005). In addition, high
luminosity ULXs often show long term variability on timescales of months to years (Kaaret
et al. 2001; Matsumoto et al. 2001; Miyaji, Lehmann & Hasinger 2001) and quasi periodic
oscillations (Strohmayer & Mushotzky 2003), inconsistent with the beaming scenario. King
& Dehnen (2005) propose that very high luminosity ULXs in interacting galaxies can be
IMBHs hosted in the merging satellite and whose accretion is activated by tidal forces.
Many studies have been dedicated to check the possibility that ULXs are IMBHs
accreting in binary systems (Baumgardt et al. 2004; Hopman, Portegies Zwart & Alexander
2004; Kalogera et al. 2004; Portegies Zwart, Dewi & Maccarone 2004; Hopman & Portegies
Zwart 2005; Patruno et al. 2005). However, the observed population of ULXs is not well
reproduced by this binary system scenario (Blecha et al. 2006; Madhusudhan et al. 2006),
mainly because the ULX phase of simulated IMBHs is too short. A better agreement
between simulations and observations can be obtained only by considering very massive
IMBHs ( >∼ 1000M; Baumgardt et al. 2005). In addition, very few optical counterparts
have been detected for ULXs so far and can unambiguously be identified as companion stars
(Liu et al. 2005; Colbert & Miller 2005). Then, it is still open the possibility that ULXs
are IMBHs accreting gas during the transit through a dense molecular cloud, as recently
suggested by Krolik (2004) and by Mii & Totani (2005).
I explored in detail this last hypothesis by dedicated N-body simulations (Mapelli,
Ferrara & Rea 2006). In particular, I simulated a Milky Way model and derived an upper
limit of the density of IMBHs, by requiring that no ULX is produced in the Milky Way
by IMBHs passing through molecular clouds (see Section 3.4-3.5 of this Thesis). Then, I
studied the distribution of both ULX and non-ULX sources produced by IMBHs passing
through molecular clouds (Section 3.5) and atomic hydrogen regions (Section 3.6). I finally
compared the derived distributions with observations (Section 3.7-3.8).
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3.4 Numerical simulations
The simulations have been carried out using the parallel N-body code Gadget-2
(Springel 2005). The simulations were performed using 8 nodes of the 128 processor cluster
Avogadro at the Cilea (http://www.cilea.it). Our aim is to generate a suitable N-body
model of the Milky Way (see Appendix A of this Thesis for more details), in which we
embed a halo population of IMBHs.
3.4.1 Milky Way model
To reproduce the Milky Way we simulated an exponential disk and a Hernquist
spherical bulge, whose density profiles are given, respectively, by the following relations
(Hernquist 1993):
ρd(R, z) =
Md
4piR2d z0
exp−(R/Rd) sech2(z/z0) (3.1)
ρb(r) =
Mb a
2pi
1
r (a+ r)3
, (3.2)
where Md (Mb) is the disk (bulge) mass, Rd is the disk scale radius, z0 is the disk scale
height, a is the bulge scale length and r =
√
R2 + z2. We choose a = 0.2Rd, consistent
with Kent, Dame & Fazio (1991; a = 0.7 ± 0.2 kpc). The value of z0 is quite difficult to
constrain. Recent observations (Larsen & Humphreys 2003; Yoachim & Dalcanton 2005)
suggest the presence of two components in the thin disk of the Milky Way: a ”young star
forming” thin disk (with scale height ∼ 200 pc) and an ”old” thin disk (with scale height
∼ 600 pc). Then, we assume z0 = 0.1Rd = 350 pc, which is approximately an average of
the scale height of these two components and correlates in a simple way with Rd.
Disk and bulge are embedded in a rigid dark matter halo, whose density profile is
(Navarro, Frenk & White 1996, hereafter NFW; Moore et al. 1999):
ρh(r) =
ρs
(r/rs)γ [1 + (r/rs)α](β−γ)/α
, (3.3)
where we choose (α, β, γ) = (1, 3, 1), and ρs = ρcrit δc, ρcrit being the critical density of the
Universe and
δc =
200
3
c3
ln (1 + c)− (c/(1 + c)) , (3.4)
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where c is the concentration parameter and rs is the halo scale radius, defined by rs =
R200/c. R200 is the radius encompassing a mean overdensity of 200 with respect to the
background density of the Universe, i.e. the radius containing the virial mass M200. Given
the concentration c and the Hubble parameter1 H(z), R200, M200 and the circular velocity
at the virial radius, V200, are related by the following expressions.
R200 =
V200
10H(z)
M200 =
V 3200
10GH(z)
; (3.5)
G is the gravitational constant. In our simulations we assume c = 12, V200 = 160 km s
−1
(see Klypin, Zhao & Somerville 2002), yielding M200 = 1.34× 1012M, R200 = 225 kpc and
rs = 19 kpc (Table 3.1 reports the initial parameters); finally, we use for H(z) its actual
value H0.
Rigid halos can induce m = 1 instabilities in the disk. To check this effect, we
performed test simulations with a non-rigid halo (with halo particles ten times more massive
than disk particles); we did not observe significant differences in the evolution with respect to
rigid-halo models. Since simulations with non-rigid halos are prohibitively time consuming
for the very high resolution required by the problem, we have chosen to adopt a rigid halo.
To derive Md, Mb and Rd we followed the prescriptions of Mo, Mao & White
(1998), imposing that the disk is a thin, dynamically stable and centrifugally supported
structure, whose mass is a fraction of the halo mass and whose angular momentum is a
fraction of the halo angular momentum. In particular, our best, stable model is obtained
for a choice of the spin parameter λ = 0.035, where λ ≡ J |E|1/2G−1M−5/2 (J , E and
M being the angular momentum, the total energy and the mass of the halo, respectively).
Requiring that Md + Mb ≈ 0.04M and that Md : Mb = 4 : 1 (in agreement with Kent
et al. 1991; Freudenreich 1998; Binney & Merrifield 1998), we obtain Md = 4 × 1010 M
and Mb = 1 × 1010 M. Our choices are in agreement both with the best model of Milky
Way described in Klypin et al. (2002) and with the COBE measurements of the bulge mass
(Mb = 1.3± 0.5× 1010M, Dwek et al. 1995). For these values, the scale radius of the disk
1We adopt H(z <∼ 1) = H0 = 71 km s−1 Mpc−1 in agreement with first year WMAP results (Spergel et
al. 2003)
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is Rd = 3.5 kpc, consistent with recent estimates (Binney & Merrifield 1998). Given the
uncertainty on the Md/Mb ratio, we also made some test simulations for Md : Mb = 5 : 1
observing no significant differences in our results. In order to account for the SMBH in the
nucleus of the Milky Way, we located a point mass MSMBH = 3.5 × 106M (Ghez et al.
2003; Sho¨del et al. 2003) at the center of the rigid halo.
Initial velocities of disk and bulge particles are simulated using the Gaussian ap-
proximation (Hernquist 1993) for dispersion velocities (see Appendix A of this Thesis). This
choice introduces a transient behavior, represented by outwards propagating rings of over-
density from the warmer disk center, as it was already noted by Kuijken & Dubinsky 1995
(see also Kazantzidis, Magorrian & Moore 2004; Widrow & Dubinski 2005). In agreement
with the findings of Kuijken & Dubinsky 1995, in the highest resolution runs (when the
mass of each particle is m <∼ 105M and the total number of particles approaches one mil-
lion) this transient is stronger; nevertheless, it always disappears within about 1 timescale2,
when the system relaxes into a new equilibrium configuration. We consider this new relaxed
configuration as initial condition for our analysis. This procedure is legitimate in our case,
since we are not investigating processes such as disk instabilities, but we are only interested
in the dynamical evolution of halo IMBHs.
After relaxation, we continue the simulation for about 5 Gyr, i.e. from redshift z ≈ 0.5 until
today, about half of the time elapsed from the last major merger (Governato et al. 2004).
This allows us to follow the evolution of an already relaxed and nearly unperturbed (by
mergers) Milky Way. During the entire simulation disk and bulge remain perfectly stable.
3.4.2 Intermediate mass black holes
How many IMBHs are hosted in the Milky Way? What is their spatial distribu-
tion? These are yet unanswered questions. Nevertheless, we need an Ansatz on the IMBH
number, mass and distribution to generate the initial conditions of our simulations. A
reasonable estimate for the initial IMBH number follows from Volonteri, Haardt & Madau
2003. Assuming that the IMBHs are born in ν σ fluctuations (with ν = 3− 3.5) collapsing
2The timescale of our simulation is defined as the rotation period of the simulated galaxy, i.e. about 0.27
Gyr.
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Table 3.1: Initial parameters for the Milky Way model.
c 12
V200 160 km s
−1
M200 1.34×1012M
R200 225 kpc
λ 0.035
Md/Mb 4
Md 4×1010M
Mb 10
10M
Rd 3.5 kpc
z0 0.1 Rd
a 0.2 Rd
at a given redshift, Volonteri et al. (2003) derive the density of IMBHs at the formation
redshift Ω•, f as
Ω•,f =
[
1− erf
(
ν/
√
2
)]
ΩM
m•,f
M(ν)
, (3.6)
where [1 − erf(ν/√2)]ΩM is the fraction of the Universe matter in halos with M > M(ν)
(ΩM = 0.27 being the matter density), as derived from the Press & Schechter (1974)
formalism, and m•,f/M(ν) is the fraction of mass of the halo collapsed in IMBHs (m•,f
being the average initial IMBH mass, and M(ν) the mass of the ν σ peak halo). For
example, assuming that IMBHs form in 3σ fluctuations collapsing at redshift z = 24, the
corresponding halo mass is M(3) = 1.7 × 105M (Barkana & Loeb 2001). Under these
assumptions equation (3.6) gives Ω•,f = 10−4 Ωb (m•,f/103M).
Given Ω•, f , one can roughly estimate the number of IMBHs in the Milky way, N•
as
N• =
Ω•, f
Ωb
Mb,MW
m•,f
, (3.7)
where Mb,MW = (0.5 − 1) × 1011M is the mass in baryons of the Milky Way. Adopting
a value of Ω•, f = 10−4 Ωb, we find N• ≈ 104. Instead, if we assume that IMBHs form in
3.5σ fluctuations collapsing at z = 24, this number becomes N• = 5 × 102. We will adopt
equations (3.6) and (3.7) to calculate how many IMBHs to include in our simulations.
How massive are the IMBHs today? We have assumed that their average mass
at formation was m•,f = 103M. However, it is likely that they accreted gas for some
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period of their life (Ricotti & Ostriker 2004; Madau et al. 2004; Shapiro 2005; Volonteri &
Rees 2005). The duration and the efficiency of accretion are highly uncertain, making hard
to determine the amount of accreted mass. Shapiro (2005) suggests that the IMBH mass
evolution m•(t), assuming Eddington rate accretion, can be written as:
m•(t) = m•,f exp
(
1− 

t
tSalp
)
, (3.8)
where  is the radiative efficiency ( ≈ 0.1) and tSalp is the Salpeter time (tSalp ≈ 0.45 Gyr).
In our case t is the fraction of IMBH life during which it accretes at the Eddington rate,
i.e. t = fduty tbirth, where tbirth is the time elapsed from the IMBH formation (≈ 13.5 Gyr)
and fduty is the fraction of tbirth during which the IMBH accretes. Assuming fduty ≈ 0.01
(fduty
<∼ 0.03 for quasars at z ≈ 6, Steidel et al. 2002), we obtain m•(t) ≈ 10m•,f . For
our choice of m•,f = 103M, this means that the average mass of IMBHs today is m•(t) ≈
104M, consistent with the value 1.8 × 104M of the recently detected IMBH candidate
in the globular cluster G1 (Gebhardt et al. 2005) and with previous theoretical estimates
(Volonteri et al. 2003). This estimate is affected by a number of uncertainties, and we
consider it only as an educated guess.
Due to accretion, the current density of IMBHs Ω• will be
Ω• =
m•(t)
m•,f
Ω•, f ≈ 10 Ω•, f = 10−3Ωb(m•,f/103M), (3.9)
our reference value.
We note that other models predict very different values for Ω•. For example,
Salvaterra & Ferrara (2003) derived Ω• ≈ 0.1 Ωb, under the assumption that pop III stars
are the sources of the observed near-infrared excess with respect to galaxy counts. One of
the aims of this study is to check which part of the Ω• range is allowed by the link between
IMBHs and ULXs (see next section). For this reason, we also carried out two runs adopting
the estimate by Salvaterra & Ferrara (2003).
The last problem we have to address is the selection of initial conditions for the
position and velocity distribution of IMBHs. White & Springel (2000) suggested that rem-
nants of pop III stars should be much rather concentrated inside present-day halos. N-body
cosmological simulations by Diemand, Madau & Moore (2005, hereafter DMM) seem to
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Figure 3.4: Density profile of IMBHs for a DMM (case A1; solid line) and for a NFW
distribution (case A2; dotted line).
support this idea; they also show that the present spatial distribution of objects formed
in high-σ fluctuations depends only on the rarity of the peak in which they are born. In
particular, DMM find that the spatial distribution, in present halos, of objects formed in a
ν σ fluctuation is well fitted by a modified NFW profile:
ρ•(r) =
ρs
(r/rν)γ (1 + (r/rν)α)(βν−γ)/α
, (3.10)
where ρs, α and γ are the same as defined in the previous section; rν ≡ rs/fν is the scale
radius for objects formed in a ν σ fluctuation (with fν = exp (ν/2)), and βν = 3 + 0.26 ν
1.6.
As DMM simulations are collisionless, they cannot take into account the possible formation
of binaries containing IMBHs (eventually with the central SMBH) and the occurrence of
three-body encounters, which likely lead to the ejection of one of the involved IMBHs
(Volonteri et al. 2003). Thus, the actual IMBH distribution could be slightly more ”diluted”
than that obtained by DMM.
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Figure 3.5: Snapshots at t = 1.4 Gyr (about 5 Galactic timescales) of the simulated Milky
Way; only 1/200 of the total bulge and disk particles are plotted. Big dots indicate the
IMBHs passing through the molecular disk in the case A1. Left panel: particle positions in
the x− y plane; central: in the x− z plane; right: in the y − z plane.
3.4.3 Description of runs
We made three different sets of simulations, A, B and C, whose characteristics
are described in Table 3.2. Simulations labeled as A are characterized by Ω• = 10−3Ωb
(corresponding to IMBHs formed in 3 σ fluctuations), simulations B have Ω• = 10−1Ωb
(corresponding to the Salvaterra & Ferrara 2003 model), and the simulation C has Ω• =
3 × 10−5Ωb (corresponding to IMBHs formed in 3.5 σ fluctuations). Simulations A1, B1
and C adopt the DMM spatial distribution, assuming that IMBHs form in 3 σ (A1, B1) or
3.5 σ (C) peaks. Instead, runs A2 and B2 were performed assuming that IMBHs follow a
normal NFW profile. In Fig. 3.4 we compare the two considered distributions of IMBHs,
i.e. DMM and NFW. In each simulation we evolved about 106 particles, each having a mass
of 5× 104M (included the IMBH particles). These particles are divided in ≈ 8× 105 disk
particles and ≈ 2 × 105 bulge particles, plus a variable number of IMBH particles: 2000
in each run of the group A (corresponding to 104 IMBHs of 104M; see equations (3.7)
and (3.8)), 2×105 in each run of the group B (corresponding to 106 IMBHs of 104M) and
100 in the run C (corresponding to 500 IMBHs of 104M). CPU time limits require that
we consider only equal mass particles, with mass no lower than 5 × 104M (included the
IMBH particles), making impossible to investigate the impact of dynamical friction on the
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Table 3.2: Initial parameters for the IMBHs.
Run Number of IMBH particles Ω•/Ωb IMBH profile
A1 2000 10−3 DMMa
A2 2000 10−3 NFWb
B1 2×105 10−1 DMM
B2 2×105 10−1 NFW
C 100 3× 10−5 DMM
aDiemand, Madau & Moore 2005.
bNavarro, Frenk & White 1996.
IMBH spatial distribution.
3.5 IMBHs accreting molecular gas
As discussed in the Introduction, one of the possible explanations for the existence
of ULXs is that they are IMBHs, accreting both in binary systems (Patruno et al. 2005) or
in molecular clouds (Mii & Totani 2005). Here we investigate the possibility that ULXs are
IMBHs accreting gas during their transit within a molecular cloud. We also checked how
many non-ultra-luminous X-ray sources (LX < 10
39 erg s−1) could be produced by IMBHs
passing through molecular clouds.
3.5.1 IMBH density constraints from ULXs
The X-ray luminosity3 of a BH with mass M•, expected from the Bondi-Hoyle
accretion in a gas cloud, can be expressed as (Edgar 2004; Mii & Totani 2005):
LX(ρ, v) = 4pi η c
2G2M2• ρ v˜
−3, (3.11)
where η takes into account the radiative efficiency and the uncertainties in the accretion
rate, c is the light speed, ρ the density of the molecular cloud and v˜ = (v2 +σ2MC + c
2
s)
1/2, v
3More precisely, equation (3.11) refers to the bolometric luminosity due to the Bondi-Hoyle accretion.
However, detailed models of spectra of BHs accreting in the Bondi-Hoyle regime (Beskin & Karpov 2005) or
forming ADAF disks (Narayan, Mahadevan & Quataert 1998) show that more than 60% of the bolometric
luminosity is emitted in the X-ray range and more than 40% between 0.2 and 10 keV (approximately the
bandpass of Chandra and XMM). Because of the other uncertainties in our calculations, we think that the
approximation that nearly all the Bondi-Hoyle luminosity is emitted in the X-ray band is acceptable.
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being the IMBH velocity relative to the gas; σMC and cs are the molecular cloud turbulent
velocity and gas sound speed, respectively. Recently, Krumholz, McKee & Klein (2006)
have shown that accretion rate in a turbulent medium might slightly differ from the above
one. Because of the many uncertainties in our model, we do not attempt to deal with these
subtleties. From equation (3.11) and following Agol & Kamionkowski (2002), Mii & Totani
(2005) derive the number of ULXs with luminosity higher than LX as
4:
NULX(> LX) ≈ 2.2× 10−2N• fdisk µ−1 η
(
M•
104M
)2 (1039erg s−1
LX
)
, (3.12)
where µ is the mean molecular weight (µ ≈ 1.2-2.3 depending on the fraction of H2
molecules), N• is the number of IMBHs in the Milky Way (see equation 3.7) and η is
the radiative efficiency. The correct value of η is completely uncertain. In fact, we do not
even know whether an accretion disk forms at all. Agol & Kamionkowski (2002) show that
most of BHs accreting gas should form accretion disks; but these disks are not necessarily
thin. If the accreting gas is able to form a thin accretion disk (Shakura & Sunyaev 1974),
then η = 0.1, as assumed by Mii & Totani (2005). However, it seems to be more realistic
that the gas forms an ADAF (i.e. Advection-Dominated Accretion Flow) disk, whose ra-
diative efficiency5 is of the order of η = 0.001 for IMBHs of mass M• ∼ 104M (Quataert
& Narayan 1999). Finally, models which take into account gas magnetization (Beskin &
Karpov 2005) show that a high efficiency (η ≈ 0.1) is allowed, even if the thin disk does
not form. To decide among these different models is beyond the scope of this study; we will
consider the two different values η = 0.1 and η = 0.001 bracketing the above possibilities in
all our cases.
In equation (3.12) fdisk is the fraction of IMBHs passing through the molecular
disk of the Galaxy, for which we assume a scale height zMC = 75 pc and a radial extension
RMC ≈ 20 kpc (Sanders, Solomon & Scoville 1984). Mii & Totani estimated fdisk ≈
4.5× 10−4, based on the hypothesis that IMBHs are a halo population following a standard
4We consider only the particular case of the equation by Mii & Totani (2005) in which M• >∼ 103M
5The luminosity for an ADAF disk scales as M˙2, where M˙ is the accretion rate. However, if
log(M˙/M˙Edd) ∼ − 4,−2, where M˙Edd is the Eddington accretion rate, the efficiency of an ADAF disk
is about two orders of magnitude lower than the efficiency of a thin disk (see Figure 7 of Narayan et al.
1998). We can assume that the efficiency of an ADAF disk is η = 10−3, because the accretion rates of the
IMBHs we are considering fall in the range above.
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NFW profile. Our simulations allow a more precise and direct estimate of fdisk from our
simulations. As an example, in Fig. 3.5 we show a snapshot of our simulations, where the
positions of IMBHs passing through the molecular disk are shown. Table 3.3 reports the
simulated values for fdisk and NULX with luminosity LX ≥ 1039 erg s−1.
For η = 0.1, we find that, if IMBHs are born in 3 σ fluctuations (corresponding
to Ω• ≈ 10−3Ωb) and their present distribution in the Milky Way follows the DMM model
(case A1), the number of ULXs associated with these IMBHs is still consistent with zero
(NULX ≈ 0.2; Table 3.3, third column). Instead, if Ω• ≈ 10−1Ωb (case B1), the Milky Way
should host about 30 active ULXs. Then, we conclude that, if the IMBHs follow a DMM
distribution, Ω• ≈ 10−3Ωb can be considered as an upper limit for the present density of
IMBHs. If, on the contrary, the IMBHs follow a standard NFW profile, as assumed by
Mii & Totani (2005), the number of ULXs obtained for Ω• ≈ 10−1Ωb (case B2) is still
marginally consistent with zero. Finally, if IMBHs follow the DMM distribution but form
only in fluctuations with σ >∼ 3.5, they are so rare that no ULX is expected to be seen in
the Milky Way (case C1).
However, if IMBHs are surrounded by low efficiency ADAF disks (η = 10−3),
the upper limit for a DMM profile becomes Ω• = 0.1 Ωb; whereas there are nearly no
constraints for the NFW profile. It is worth noting that Mii & Totani (2005) mainly
considered the case of maximal efficiency (η = 0.1), which is probably unlikely according to
Agol & Kamionkowski (2002).
Equation 3.12 tells us even another information: the dark matter halo of the Milky
Way cannot be entirely composed by BHs with mass >∼ 105M. In fact, if M• = 105M
and N• = 107 (corresponding to the assumption that the Milky Way dark matter halo is
composed by BHs as massive as 105M), NULX(> 1039erg s−1) ∼ 2 × 105 η for a DMM
profile and NULX(> 10
39erg s−1) ∼ 9 × 103 η for a NFW model. This means NULX  1
both for a thin and an ADAF disk model (unless η  10−3). Then, the dark matter halo can
be entirely composed by BHs only if their mass is less than 105M, ruling out the scenario
proposed by Lacey & Ostriker (1985), in which halo BHs can account for the galactic disk
heating.
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Figure 3.6: Distribution of ULXs as a function of their Galactocentric distance (left panel)
and X-ray luminosity (right panel) for the case B1 and η = 0.1, after ≈ 0.5 Gyr.
3.5.2 Radial and luminosity distribution of ULXs
The previous results can be refined by using our simulations instead of equation
(3.12). In fact, from the simulations we know the number N(z < zMC) of IMBH particles
which at a given time are in the molecular disk (defined by the scale height zMC = 75 pc
and the radial extension RMC ≈ 20 kpc). It is well known that H2 in the Galaxy is not
distributed uniformly within such disk, but it has a clumpy structure made of molecular
clouds. Following Agol & Kamionkowski (2002) we derive the actual volume fraction of the
molecular disk occupied by the clouds, i.e.
fMC =
(β − 2)〈ΣMC〉
(β − 1)2µmp zMC nmin
[
1−
(
nmax
nmin
)(1−β)]
≈ 0.017, (3.13)
where β = 2.8 for an H2 cloud, 〈ΣMC〉 = 29M pc−2 (Sanders et al. 1984; Mii & Totani
2005) is the average surface density of molecular clouds, mp is the proton mass, nmin = 10
2
cm−3 and nmax = 105 cm−3 are the minimum and maximum density, respectively, observed
in molecular clouds. Thus, the number of IMBHs which at a given time t are embedded into
a molecular cloud is N(z < zMC)fMC . In practice, we randomly select from our simulations
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a fraction fMC of the IMBHs which at a given time t have z < zMC and R < RMC . For
this sample of IMBHs, we derive the Bondi-Hoyle luminosity LX as in equation (3.11),
assuming that cs = 0.3 km s
−1 and σMC = 3.7 km s−1 (Larson 1981; Solomon et al. 1987;
Mii & Totani 2005). We then identify as ULXs those IMBHs which have LX > 10
39 erg s−1.
Averaging this number over the entire simulation, we obtain an estimate N˜ULX(> LX) of the
number of ULXs in the Milky Way. For all the considered cases, the number N˜ULX(> LX)
(Table 3.3, fourth column), derived in this way, is consistent with the value NULX(> LX)
(Table 3.3, third column), derived from equation (3.12), confirming the validity of the Mii
& Totani calculation.
This alternative method to derive the number of ULXs contains additional impor-
tant pieces of information concerning the spatial distribution of ULXs and their luminosities
(see Fig. 3.6 for the case B1). These distributions are meaningless for the Milky Way, where
no ULXs have been detected. Nevertheless, it could be interesting to compare them with
the distributions of ULXs observed in other spiral galaxies. Fig. 3.6 shows that, if a DMM
profile is adopted for IMBHs, ULXs appear to be mostly concentrated towards the Galac-
tic center. This seems to be at odds with observations, which have shown that ULXs of
external galaxies tend to be preferentially located in spiral arms (Liu & Bregman 2005).
We have to keep in mind, though, that the present calculation is based on the molecular
hydrogen distribution of the Milky Way, which could be quite different from that of other
galaxies hosting ULXs; the latter are often starbursting, very gas rich systems.
The predicted ULX luminosities (Fig. 3.6) are mostly in the range 1 - 5 ×1039 erg
s−1 with only few sources showing luminosities higher than 1040 erg s−1. This rapid falloff
of the number of ULXs for increasing X-ray luminosities is consistent with observations
(Grimm et al. 2003). On the contrary, simulations following the accretion of IMBHs in
binary systems indicate a number of low luminosity ULXs which is only a factor ≈ 2 higher
than the number of sources with LX > 10
40 erg s−1 (Madhusudhan et al. 2005). As a
caveat, we recall that our calculations assume a Bondi-Hoyle luminosity, which might be a
relatively oversimplified approximation.
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3.5.3 Non ULX sources
By using the technique described in Section 3.5.2, we can also derive the number
of low luminosity X-ray (in brief, non-ULX) sources with LX < 10
39 erg s−1 (Table 3.3; fifth
column). An interesting result is that, if η = 0.1, IMBH luminosities are always as high
as 1037 erg s−1 (see Fig. 3.7, where the dotted line represents IMBHs accreting molecular
gas, including ULXs). Instead, if only ADAF disks can form, the luminosities reached by
accreting IMBHs in molecular clouds are lower, in the range from 1035 to 1038 erg s−1.
Luminosities from 1037 to 1039 erg s−1 are reached, in our Galaxy, only by a few supernova
remnants (Vink 2006) and by high mass and low mass X-ray binaries (HMXBs, LMXBs;
Psaltis 2006). Then, IMBHs accreting gas in molecular clouds should be among the most
powerful Galactic X-ray sources and therefore should have been already detected, provided
they are not transient. A strong constraint on the density of IMBHs thus descends from
the requirement that the number of IMBHs with LX < 10
39 erg s−1 is lower than the
number of detected Galactic sources emitting at the same luminosities which lack of certain
identifications with other kind of objects (such as HMXBs and LMXBs). This analysis will
be carried out in Section 3.7, considering X-ray sources produced by IMBHs accreting both
within molecular clouds and atomic hydrogen regions.
Table 3.3: Results.
Run fdisk
a NULX
b N˜ULX
c NH2
d NH
e N(1036−39 erg s−1)f
A1 0.022±0.003 0.2 (0.002) 0.2±0.2 (0.002±0.002) 1.0±0.6 (1.2±0.5) 45±12 (45±12) 18±7 (1.2±1.0)
A2 0.0008±0.0006 0.008 (8×10−5) 0±0 (0±0) 0±0 (0±0) 5±4 (5±4) 0.4±0.4 (0±0)
B1 0.025±0.002 28 (0.28) 40±6 (0.5±0.5) 310±24 (350±24) 4056±125 (4058±125) 1650±70 (236±15)
B2 0.00090±0.00007 1 (0.01) 0.5±0.5 (0.007±0.007) 5.6±1.5 (6.1±1.5) 495±39 (495±39) 148±21 (5±3)
C 0.039±0.018 0.02 (0.0002) 0±0 (0±0) 0±0 (0±0) 3±3 (3±3) 0.09±0.09 (0±0)
The values refer to a thin disk with η = 0.1 (the values in parenthesis refer to an ADAF disk with η = 0.001).
aAverage fraction of IMBHs passing through the molecular disk (see Section 3.5.1).
bNumber of ULXs with LX ≥ 1039 erg s−1 derived from equation (3.12) adopting µ = 2 (see Section 3.5.1).
cNumber of ULXs with LX ≥ 1039erg s−1 derived from our simulations (see Section 3.5.2 and Fig. 3.5).
dNumber of sources which accrete molecular hydrogen (see Section 3.5.3) with X-ray luminosities LX < 10
39 erg s−1, derived from our simulations
(see Fig. 3.6 and 3.7).
eNumber of sources which accrete atomic hydrogen (see Section 3.6), derived from our simulations. All of them have LX ≤ 1039 erg s−1 (see Fig. 3.6
and 3.7).
fNumber of sources which accrete atomic or molecular hydrogen and have X-ray luminosity 1036 ≤ LX < 1039 erg s−1 (see Section 3.7).
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3.6 IMBHs accreting atomic hydrogen
Mii & Totani (2005) neglected in their analysis IMBHs passing through atomic
hydrogen regions, because their lower density ( <∼ 1 cm−3) powers much lower X-ray lu-
minosities than in molecular gas (King et al. 2001). However, atomic hydrogen is much
more diffuse in the Milky Way than H2, and IMBHs are so massive that they can have
non-negligible luminosity even accreting in such rarefied environment. Current models of
the hydrogen distribution in the Milky Way (McKee & Ostriker 1977; Rosen & Bregman
1995) suggest the existence of three different phases: a neutral cold component (T ≈ 102
K), a warm (T ≈ 104 K) and a hot (T ≈ 106 K) component. In our work we neglect the hot
component, since, even if its filling factor is high (up to 0.7, Rosen & Bregman 1995), it has
an average density of ≈ 10−3 cm−3 and a sound speed of ≈ 100 km s−1, so that the X-ray
luminosity of IMBHs accreting hot gas is expected to be very low. We define an atomic
hydrogen disk as a disk having cut-off length RH = 20 kpc (the data show an exponential
fall of neutral hydrogen density outside 20 kpc; Lockman 2002) and scale height zH = 100
pc (Baker & Burton 1975; Sanders et al. 1984; Dickey & Lockman 1990). Adopting the pro-
cedure described in Agol and Kamionkowski (2002), we derive the volume fraction occupied
by cold neutral hydrogen, fCH , as:
fCH =
(βCH − 2)〈ΣCH〉
(βCH − 1)2µmp zH nmin,CH
[
1−
(
nmax,CH
nmin,CH
)(1−βCH)]
, (3.14)
where βCH = 3.8 (Agol & Kamionkowski 2002), 〈ΣCH〉 is the average surface density of
neutral hydrogen (〈ΣCH〉 = 4.5M pc−2 if R > 4 kpc and 〈ΣCH〉 ≈ 0 if R ≤ 4 kpc; Agol
& Kamionkowsky 2002; Sanders et al. 1984), nmin,CH and nmax,CH are the minimum and
maximum density of neutral hydrogen, respectively (nmin,CH ≈ 1 cm−3, nmax,CH ≈ 5 cm−3;
Bregman, Kelson & Ashe 1993). Substituting these values into equation (3.14), we obtain
fCH = 0.48 if R > 4 kpc and fCH ≈ 0 if R ≤ 4 kpc. This value is in good agreement
with run E of Rosen & Bregman (1995), which is a suitable fit of cold and warm hydrogen
observations (Dickey & Lockman 1990). For consistency, we assume that the filling factor
of the warm component is fWH=0.2, as in run E of Rosen & Bregman (1995). Then, the
number of IMBHs which, at a given time t, are passing through cold (warm) hydrogen
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Figure 3.7: Distribution of all the X-ray sources as a function of their Galactocentric distance
(left panel) and luminosity (right panel) for the case B1 and η = 0.1, after ≈ 0.5 Gyr.
Open histogram: IMBHs passing through cold neutral hydrogen; light shaded histogram:
IMBHs passing through warm hydrogen; heavy shaded histogram: IMBHs passing through
molecular hydrogen. Although the distributions slightly change with time due to the small
statistics, their main features remain unaltered.
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Figure 3.8: Distribution of all the X-ray sources as a function of their Galactocentric distance
(left panel) and luminosity (right panel) for the case B1 and η = 0.001, after ≈ 0.5 Gyr.
Open histogram: IMBHs passing through cold neutral hydrogen; light shaded histogram:
IMBHs passing through warm hydrogen; heavy shaded histogram: IMBHs passing through
molecular hydrogen. Although the distributions slightly change with time due to the small
statistics, their main features remain unaltered.
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regions is N(z < zH) fCH (N(z < zH) fWH). Adopting the same procedure as in Section
3.5.2, we randomly select a fraction fCH (for cold hydrogen) or fWH (for warm hydrogen)
of the IMBHs which, at a given time, pass through the neutral hydrogen disk, and we derive
the Bondi-Hoyle luminosity6 for each of them using equation (3.11). The results are shown
in Table 3.3, sixth column, and in Fig. 3.7−3.8.
If η = 0.1, IMBHs passing through cold neutral hydrogen regions show luminosities
of the order of 1035−37 erg s−1, with a high luminosity tail at > 1038 erg s−1; IMBHs passing
through warm hydrogen regions produce lower luminosities, ranking from 1033 to 1035 erg
s−1 with an extended high luminosity tail extending to 1038 erg s−1 (Fig. 3.7). Due to the
large filling factor of the atomic hydrogen with respect to the molecular one, the number of
IMBHs accreting HI is a factor ≈ 10− 30 higher than the number of IMBHs which accrete
H2, even if the luminosities are lower and nearly no ULX can be produced in atomic regions.
Most interestingly, we note from the column 6 of Table 3.3 that for Ω• = 0.1 Ωb
(both for η = 0.1 and for η = 0.001), the expected number of X-ray sources is huge, both
for in the case of a DMM profile (case B1, ≈ 4000 sources) and for a NFW profile (case
B2, ≈ 500 sources). The reason the case B2 (which yielded the acceptable number of ULXs
≈ 1) predicts so many X-ray sources depends on the HI distribution properties: atomic
gas is less concentrated than molecular clouds. Because a number of X-ray sources (not
identified with HMXBs or LMXBs) > 500 is definitely too high for the Milky Way, we can
robustly exclude Ω• >∼ 0.1 Ωb.
For η = 0.001, such as for an ADAF disk, IMBH luminosities are much lower,
spanning 1031−35 to 1037 erg s−1 (Fig. 3.8). Even if the total number of sources remains
nearly unmodified (Table 3.3; sixth column), the fact that most of them present luminosities
 1037 erg s−1 makes comparison with observations more difficult. In the next section we
attempt to constrain the Galactic IMBH density by comparison with X-ray observations,
considering X-ray sources produced collectively by IMBHs accreting both within molecular
clouds and atomic regions.
6We assume a turbulent velocity σH = 10 km s
−1 both for cold and warm hydrogen (Lockman & Gehman
1991). The adopted sound speed is 1 km s−1 for cold hydrogen and 10 km s−1 for warm hydrogen regions.
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3.7 Comparison with observations
In the previous Sections (3.5.1-3.5.2) we tried to constrain the density of IMBHs
in our Galaxy by the fact that no ULXs have been detected in the Milky Way. From our
simulations we found that some accreting IMBHs might also emit as non-ultraluminous
X-ray sources, being in some cases bright enough to had been reliably detected by current
X-ray satellites.
Hereafter, we match the results of our simulations with the X-ray observations.
In particular, we compare the predicted IMBH X-ray emission with our knowledge of the
X-ray sky in order to define an upper limit on the presence of these objects in our Galaxy.
So far we have predicted IMBH X-ray luminosities (for a summary see Table 3.3)
of ≈ 1031−39 erg s−1, mostly depending on the assumed accretion efficiency η, disk model
and molecular or atomic accreting material. Searching in the observations for an upper
limit of possible IMBHs in such a wide luminosity range is a non-sense, mainly because at
the low luminosities many sources were certainly missed.
Then, what we study here are only the IMBHs with a predicted hard X-ray lu-
minosity between 1036 − 1039 erg s−1 (see Table 3.3, last column). In all these cases, the
high luminosity of these sources makes us confident that we should have seen them in the
monitoring campaign of the Galaxy with the new generation satellites (within a certain
distance depending of the flux resolution of the given satellite).
The most uncertain point is whether IMBHs accreting gas are transient or per-
sistent sources. If the IMBH would be able to form a (thin or ADAF) accretion disk, it
should also be a transient source. Instead, IMBHs accreting in the Bondi-Hoyle regime
without forming a disk, as suggested by Beskin & Karpov (2005), should show flares; it
remains unclear if they can be transient sources or not. On the other hand, the IMBH
could be transient also as a consequence of properties of the interstellar medium. In fact
the accretion rate is roughly proportional to the density of the gas, and the scintillation
measures show that the density fluctuations of the interstellar medium can be as high as
a factor 100 on scales from ≈ 1018 down to ≈ 1012 cm (Rickett 1990; Lambert & Rickett
2000; Cordes & Lazio 2001; Ferrara & Perna 2001). A halo IMBH can easily travel ≈ 1012
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cm in about one day, and thus could suffer, in principle, changes of a factor ≈ 100 in its
flux in this range of time. As a consequence, we have considered all the sources meeting
our requirements, both persistent or transient during the observations.
The most wide and sensitive survey available for our aims is the soft gamma-
ray survey recently obtained by the IBIS/ISGRI (Imager on Board INTEGRAL Satel-
lite/INTEGRAL Soft Gamma-Ray Imager) instrument on board of the INTEGRAL satel-
lite (Bird et al. 2004, 2006). This survey observed 50% of the sky with a flux limit of
1 mCrab in the 20–100 keV energy range.
Among more than 200 sources detected by the IBIS/ISGRI soft gamma-ray survey
scan, we excluded all the sources that certainly could not belong to the sample of possible
IMBHs. In particular, we excluded all the well established X-ray binaries, which are a well
known highly luminous Galactic class (both as transient and persistent sources). Further-
more we withdraw from our sample all the X-ray binaries known to host a neutron star (e.g.
either because showing pulsations or thermonuclear bursts). We then filtered for a couple
of highly energetic supernova remnants. After this first filtering we end up with a few tens
of unknown objects.
Given the fact that what IBIS/ISGRI measures is a certain flux at Earth and not
a luminosity, which is usually hard to derive because of the poorly known distances, we put
the sample of sources we derived after the latter filtering, at distances between 1–15 kpc ,
and we took all the sources with an inferred luminosity 1036− 1039 erg s−1, which implies in
terms of flux all the uncatalogued IBIS/ISGRI objects with a detected flux (within their er-
rors) >4.8 mCrab in the 20–40 keV energy range. Note that this flux limit is derived placing
a source emitting 1036 erg s−1 at 15 kpc (e.g. the edge of our Galaxy). It would be detected
by IBIS/ISGRI at a flux of 4.8 mCrab in the 20–40 keV energy range, well above the flux
limit of the survey. Hence we are confident that, if present, our putative Galactic IMBHs
would had been detected in the 50% of the Galaxy covered by the IBIS/ISGRI survey. Note
that the flux limit of 4.8 mCrab we assumed includes, for the completeness of our analysis,
the worst case of the faintest source at the largest distance: the fact that we are looking
for an upper limit on the number of these possible IMBHs allow us to make this assumption.
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Under these assumptions, we found only 3 IBIS/ISGRI unidentified sources which
match our requirements. These sources were all persistent during the IBIS observations.
Their luminosity falls in the 1036-1039 erg s−1 range, all of them close to the 1036 erg s−1
bound. As the IBIS/ISGRI catalogue covers 50% of the Galaxy, we then tentatively predict
an upper limit of 6 sources with these characteristics in the entire Galaxy, if the volume
observed is a fair sample. In a few years all the Galaxy will be covered by the IBIS/ISGRI
survey and our tentative extrapolation may be refined.
Let us now compare this number with that of IMBHs predicted by our simulations
in the same luminosity range and reported in the last column of Table 3.3.
a) Thin disks
For a thin disk, even case A1 (Ω• = 0.001 Ωb, DMM profile) yields ≈ 18 sources,
a value three times higher than observed. Furthermore, 4 of these simulated sources have
LX > 10
37 erg s−1. From an additional run with Ω• = 10−4Ωb and the DMM profile (not
reported in Table 3.3 for simplicity) we saw that the number of sources with 1036 < LX <
1039 erg s−1 is 0.6±0.6. We conclude that the upper limit in the case of a Shakura-Sunyaev
disk and a DMM profile is Ω• = 10−4 − 10−3Ωb, similar to the upper limit found by the
number of ULXs alone (see Section 3.5.1-3.5.2). Instead, for a NFW profile the allowed
density of IMBHs is > Ω• = 10−3Ωb (case A2; corresponding to 0.4±0.4 sources), but
definitely < Ω• = 10−1Ωb (case B2; 148±21 expected sources), strengthening the constraint
we found from the number of ULX.
b) ADAF disks
For the more realistic case of an ADAF disk, the constraints we obtain from the
comparison with the IBIS/ISGRI sources are stronger than for the number of ULXs alone.
In fact, if we assume a DDM profile, the upper limit for the density of IMBHs is about
Ω• = 10−3Ωb (case A1; 1.2±1.0 expected sources), much lower than Ω• = 10−1Ωb (case
B1; 236±15 expected sources), derived from the number of ULXs. If we consider a NFW
model, the upper limit is Ω• = 10−1Ωb (case B2; 5±3 expected sources); whereas there
were no significant constraints from the ULXs. In summary, we must take with care the
results of this comparison between simulated and observed X-ray sources, because of the
huge uncertainties of our model. However, from the comparison with the IBIS/ISGRI
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unidentified sources we derive, in general, much stronger constraints than from the number
of ULXs.
3.8 Conclusions
In this Chapter we have simulated the dynamical and emission properties of pu-
tative IMBHs which could inhabit our Galaxy. IMBHs are modeled as a halo population,
distributed following a NFW or a more concentrated DMM profile. We assumed that
IMBHs, passing through molecular or atomic hydrogen regions, could accrete gas, forming
X-ray sources (either ultra-luminous or not). From the comparison of our simulations with
the number of ULXs in the Galaxy (Section 3.5.1-3.5.2) and with the non-ultraluminous
unidentified X-ray sources in the IBIS/ISGRI catalogue, we have derived the most strin-
gent (to our knowledge) upper limits on the density Ω• of IMBHs. The main results can be
summarized as follows:
• If IMBHs accrete with efficiency η = 0.001 (i.e. via an ADAF disk), we obtain a
strong upper limit Ω• ≤ 10−2Ωb for a DMM profile and Ω• ≤ 10−1Ωb for a NFW
profile.
• If the IMBHs accrete with efficiency η = 0.1 (i.e. if a thin accretion disk around the
IMBH is formed), the upper limit of the density of IMBHs is Ω• ≤ 10−3Ωb for a DMM
profile and Ω• ≤ 10−2Ωb for a NFW profile.
These results are still affected by some model uncertainties, as the emission mechanism
and the IMBH distribution. In addition, computational requirements have forced us to use
high and equal mass (m• = 5 × 104M) IMBH particles. Constraints for lower IMBHs
masses are expected to be weaker. We can guess how the above upper limits change for
different values of the IMBH mass by using the equation (3.12). For example, if we assume
m• = 103M, η = 0.1 and a DMM profile, the upper limit of the IMBH density becomes
Ω• = 10−2Ωb, about one order of magnitude lower than for m• = 104M. As a further
caveat, this extension to lower masses is possible only for the comparison with ULXs (and
not with IBIS/ISGRI sources), because it is based on eq. (3.12). Therefore, higher resolution
82 Chapter 3: Intermediate mass black holes
simulations would be required to extend our studies to lower mass IMBHs or to consider
a more realistic IMBH mass spectrum. Higher resolution simulations (where the mass of
star particles can be orders of magnitude lower than the mass of IMBH particles) are also
needed to take into account the dynamical friction, which could play a crucial role.
Another caveat concerns the validity of the DMM profile. The simulations by
DMM neglect the contribution of IMBHs in building up SMBHs, either by mergers (Islam,
Taylor, & Silk 2003, 2004a,b,c) or by accretion and close dynamical encounters (Volonteri
et al. 2003). Monte Carlo simulations combined with semi-analytical models (Volonteri &
Perna 2005) show that, if all these factors are taken into account, the number of IMBHs
could be up to 2 orders of magnitude lower, leading to an Ω• ∼ 10 − 100 lower than
our estimates, and therefore compatible with the non-detection of ULXs in the Milky Way.
However DMM take into account the bias in the formation sites of IMBHs, the accretion into
larger halos, the role of both dynamical friction and tidal stripping, which were neglected
or described by rough models in the previous studies. Unfortunately current simulations
cannot account for all these effects at the same time. In conclusions, even if our results could
be improved under many aspects, we consider it as a success that our models strengthen by a
factor 10-1000 the currently adopted upper limits for the density of IMBHs (i.e. Ω• ≈ 0.02;
van der Marel 2004).
Chapter 4
Intermediate mass black holes in
globular clusters
4.1 Introduction
Globular clusters represent a unique environment where we can search for IMBHs.
As I said in the previous Chapter, two of the four most popular mechanisms for IMBH
formation imply the presence of a star cluster. Furthermore, the only three existing IMBH
candidates (if we neglect ULXs) happen to be in globular clusters (see next section).
In globular clusters IMBHs cannot be detected as X-ray sources, due to the lack
of gas and to the rarity of tidal captures of stars (the estimated timescale for capture is of
the order of 1 Gyr per cluster). However, given their high mass, IMBHs should play a role
from the dynamical point of view, especially if they form binaries. In this Chapter, we will
study the possible dynamical signatures of IMBHs in globular clusters.
4.2 Candidate IMBHs in globular clusters
4.2.1 G1 and M15
Gebhardt, Rich & Ho (2002) suggested the presence of a 2+1.4−0.8 × 104 M IMBH,
to explain the kinematics and the surface brightness profile of the globular cluster G1 in
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M31. Gerssen et al. followed the same method to indicate the possible presence of a
1.7+2.7−1.7 × 103 M IMBH in the galactic globular cluster M15 (Gerssen et al. 2002, 2003).
These indications were strongly opposed by Baumgardt et al (2003a, 2003b), who
showed that both the measurements of M15 and those of G1 can be explained with a central
concentration of compact objects (neutron stars and white dwarfs) instead of the presence
of a massive BH.
In a more recent paper, Gebhardt, Rich & Ho (2005) further support the hypothesis
of an IMBH in G1. They note that Baumgardt et al (2003a, 2003b) used the second moment
of the velocity profile alone to constrain the BH mass; while it is known that using the second
moment alone to measure the mass profile can lead to substantially biased results. On the
other hand, Baumgardt et al (2003a, 2003b) could not do better, because the accuracy
of current N-body simulations allows to derive only the second moment. Instead, the
analysis of Gebhardt et al. (2002, 2005) is based on the full velocity profile, which contains
complete information. Gebhardt et al. (2005) adopt higher resolution data than Gebhardt
et al. (2002): a series of spectra from Keck and of Hubble Space Telescope (HST) images
with the High Resolution Camera (HRC) on the Advanced Camera for Surveys (ACS).
These data are used as input for two different kind of models: the nonparametric model
discussed in Gebhardt & Fisher (1995) and the general axisymmetric orbit-based model
described in Gebhardt et al. (2000, 2003). In the former the spherical Jeans equation
uniquely determines the mass density profile given a surface brightness profile and a velocity
dispersion profile. The latter consists in running a set of stellar orbits covering the available
phase space and choosing the set that best matches both the photometry and kinematics.
Both the two analyses give a best fit for the mass of the IMBH candidate 1.8±0.5×104 M.
Instead, the same techniques applied to kinematic and photometric data for M15
(van den Bosch et al. 2006) loosen the evidence of a IMBH in this cluster, the new best fit
being m• = 500+2500−500 M.
4.2.2 NGC 6752: the pulsar PSR J1911-5958A
A completely different approach has been followed for NGC 6752. This cluster
hosts 5 millisecond pulsars (D’Amico et al. 2002). Three of them are in the core, and their
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Figure 4.1: Post-encounter recoil velocity (left panel) and eccentricity (right panel) distri-
bution of the binary PSRA. Red histogram: interaction with a binary composed by a 50M
IMBH and a 10M stellar BH. Blue histogram: interaction with a binary composed by a
500M IMBH and a 1M star.
measured acceleration can be explained only by invoking the presence of ∼ 1000M of
dark material at the center of the cluster (Ferraro et al. 2003). This implies a mass-to-light
ratio ∼ 6 − 7, which is quite high, even if it can be explained with a certain amount of
dark remnants (neutron stars and white dwarfs ). In addition, the other two millisecond
pulsars are located very far from the center of the cluster. In particular, the distance of one
of them, the binary pulsar PSRJ1911-5958A (PSRA), cannot be explained by dynamical
friction or even by a three/four-body interaction with stellar mass binaries (Colpi, Possenti
& Gualandris 2002).
Colpi, Mapelli & Possenti (2003) ran simulations of four-body encounters, showing
that the position of PSRA can be due to a gravitational encounter with a binary IMBH.
If the companion of the IMBH is a stellar BH (with mass m = 10M), the mass of the
IMBH must be relatively low ( <∼ 100M), otherwise the average recoil velocity is too high
to retain the pulsar in the cluster. If the companion of the IMBH is a star (with mass
m ∼ 1M), the mass of the IMBH must be larger (∼ 500M), because the recoil velocity
of the pulsar depends on the binding energy of the binary (see next section for details on
three/four body interactions). However, the interaction with a massive IMBH (∼ 500M)
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significantly alters the eccentricity of the binary pulsar. Since the observed eccentricity of
PSRA is close to 0, we conclude that the interaction with a ∼ 500M IMBH can have
occurred only before the recycling of the pulsar (i.e. the spinning up of the pulsar due
to mass accretion). In fact, after the accretion phase which produces the recycling, there
are no other processes able to circularize the orbit of the binary pulsar. In Fig. 4.1 the
distribution of post-encounter velocities (left panel) and eccentricities (right panel) of the
simulated PSRA are shown. The post-encounter velocity of PSRA must be of the order of
40 km s−1 in order to eject the pulsar into the periphery of the cluster without expelling
it from the cluster itself. The post-encounter eccentricity of PSRA must be ∼ 0, to be
consistent with the observations (D’Amico et al. 2002), unless we assume that PSRA was
scattered before recycling.
4.3 Dynamical signatures of IMBHs in globular clusters:
suprathermal stars and angular momentum alignment
4.3.1 How do three-body interactions work?
In this Section, I will show the possibility of detecting binary IMBHs in globular
clusters by studying their role in three-body interactions. Before discussing this topic in
details, it can be useful to introduce some basic concepts of three-body interactions.
Given the wider encounter cross-section of a binary with respect to a single star,
three body encounters dominate the dynamics of a star cluster, even if the binary fraction
is low.
During a three body encounter part of the internal energy of the binary is converted
into kinetic energy of the interacting stars, or vice versa.
The behavior of a binary during a three-body interaction depends entirely on its
hardness. A binary is hard (soft) when its binding energy is higher (lower) than the average
kinetic energy of a cluster star, i.e.
GM1M2
2 a
> (<)
1
2
〈m〉σ2, (4.1)
where G is the gravitational constant, M1 and M2 are the masses of the two components
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of the binary, a is the orbital separation, 〈m〉 the average mass of a cluster star and σ the
dispersion velocity.
The behavior of binaries during three-body encounters can be summarized by the
Heggie’s law (Heggie 1975; Hills 1990; Hut 1993):
hard (soft) binaries tend to harden (soften) during three-body encounters and the
hardening rate of the binaries is approximately independent of their binding energy.
This means that a hard binary tends to transfer internal energy to the interacting
star, or, in other words, that a hard binary acquires binding energy (reducing its orbital
separation or exchanging one of its components), while the interacting star acquires kinetic
energy. Instead, soft binaries gain internal energy from the interacting star, which looses
kinetic energy.
The hardening rate is the rate at which the orbital separation of the binary changes
during three-body encounters, and can be expressed as:
d
dt
(
1
a
)
= 2pi ξ
(
Gρ
σ
)
, (4.2)
where ρ is the mass density of stars. ξ is the so called hardening factor, and is defined by:
〈∆Eb〉
Eb
= ξ
m
M1 +M2
, (4.3)
where Eb is the initial binding energy of the binary, 〈∆Eb〉 the average variation of the
binding energy during the three-body encounter and m the mass of the interacting single
star. The Heggie’s law states that ddt
(
1
a
)
(and then ξ) is nearly constant for a hard binary.
This is confirmed by our simulations (see next Sections).
Three-body encounters can end in different ways.
- In the FLYBIES the final configuration is identical to the initial one (i.e. the single
star remains single and the binary remains binary); but an energetic exchange occurs
between the binary and the single star (hardening the binary, if it was initially hard,
or widening it, if initially soft).
- In the EXCHANGES the single star substitutes itself to one of the components of the
binary. Generally, the single star has a mass greater than the previous component of
the binary. Then, in the final configuration the binary acquires binding energy.
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- In the IONIZATIONS the binary is disrupted by the interaction. In order to produce
an ionization, the binary must be quite soft or the target star very rapid (with kinetic
energy higher than the binding energy of the binary).
IMBHs are much more massive than the other objects in globular clusters. So, if
an IMBH resides in a globular cluster, it is likely that it exchanged itself in a binary (with a
stellar BH or with a massive star) and the resulting binary is very hard. This binary hardens
itself during the life of the cluster. It is unlikely that such a binary suffers ionizations or
even exchanges (especially if the secondary component of the binary is a BH). Then, most
of the interactions which occur to a binary IMBH are flybies which contribute to harden
the binary. This is the reason why, in the following, we will discuss only flyby interactions.
4.3.2 What are suprathermal stars and angular momentum alignment?
Mapelli et al. (2005) proposed a new method to indirectly check the presence
of binary IMBHs in globular clusters. They studied the effects of three-body interactions
between a binary IMBH and stars on the velocity and the angular momentum distribution
of cluster stars.
They found that the dynamical interactions with a binary IMBH produce a family
of stars, the so called suprathermal stars, which maintain velocities higher than the thermal
ones for a time interval of the order of the half mass relaxation time. In practice, suprather-
mal stars are defined as stars which have post-encounter velocity ∼ 3σ3D <∼ ufin <∼ vesc
(where σ3D is the three-dimensional velocity dispersion in the core, u
fin is the post-
encounter asymptotic velocity and vesc the escape velocity from the core).
If the semi-major axis of the binary IMBH is sufficiently wide, the stars which
have dynamically interacted with it tend to align their angular momentum with the orbital
angular momentum of the binary IMBH. However, there are probably no traces of this
angular momentum alignment left in present-day globular clusters. In fact, binary IMBHs
are expected to have small orbital separations ( >∼ 1 au), because they can form only in the
first stages of the globular cluster life and then harden via gravitational encounters up to
now.
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Mapelli et al. (2005) conclude that the only measurable effect of three-body inter-
actions with IMBHs is the existence of suprathermal stars; but their small number (a few
hundreds) and the concurrence of many selection effects (projection effects, stellar types,
Maxwellian contamination, etc) make very difficult such measurement.
4.3.3 Our reference globular clusters: NGC 6752 and M4
Mapelli et al. (2005) based their study on the globular cluster NGC 6752, because
there are some indications of the existence of an IMBH in its core (see Section 4.2.2 of this
Thesis). NGC 6752 is very concentrated (c ∼ 2) and its core stellar density is quite high
(n ∼ 105−6 pc−3). Its density profile shows a curious double-King shape (Ferraro et al.
2003).
In this Chapter, instead, we will focus on the loose globular cluster M4 (n ∼
2.5× 104 pc−3). In fact, the probability of hosting binary IMBHs is maybe higher for loose
than for high density clusters, for two reasons. Firstly, in low density clusters the interaction
rate is lower, increasing the lifetime of the binary IMBH before it merges via gravitational
wave emission. Secondly, the large, flat core of low density clusters could be due to the
ejection of a consistent fraction of stars via dynamical interactions with the central binary
IMBH (Colpi, Mapelli & Possenti 2003). Our aim is to investigate whether the effects of
three-body interactions with binary IMBHs are different or more evident in loose clusters
with respect to concentrated ones. In particular, we chose M4 as an example, because its
proximity to the Sun (∼ 2 kpc) makes easier photometric and spectral measurements of the
velocity of its stars.
In Section 4.3.4 we will discuss our simulations. Then, the statistics of suprather-
mal stars (Section 4.3.5) and angular momentum alignment (Section 4.3.6) will be presented.
In Section 4.3.7 the radial distribution of suprathermal stars and the consequences for de-
tectability will be showed. We summarize and compare the results for M4 with those for
NGC 6752 in Section 4.3.8.
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4.3.4 The simulations
We simulated three-body encounters involving a binary IMBH (composed of two
BHs of mass M1 = 100 and M2 = 50 M) and a cluster star of mass m = 0.5M.1
The dynamics of the encounter is followed by solving the equations of motion through the
numerical code FEBO (FEw-BOdy), based on a Runge-Kutta fifth order integration scheme
with adaptive stepsize and quality control (explained in Colpi, Mapelli & Possenti 2003 and
in Mapelli et al. 2005).
The binary has semi-major axis a of 1, 10, 100, and 1000 au and eccentricity
e = 0.7, which is nearly the average binary eccentricity in statistical equilibrium (Hills
1975). The characteristics of runs are described in Table 4.1. The initial conditions, that
are Monte Carlo generated as in Mapelli et al. 2005, are sampled using the prescriptions
indicated in Hut & Bahcall (1983. See also Appendix B of this Thesis). In particular, the
initial velocity uin (i.e. the relative velocity between the single star and the center of mass
of the binary) is distributed homogeneously between 5.5 − 6.6 km s−1, to reproduce the
characteristic velocities in M4 (whose one-dimensional velocity dispersion is 3.5 ± 0.3 km
s−1; Peterson, Rees & Cudworth 1995). The three orientation angles and the phase of the
binary are generated as indicated in Table 1 and 2 of Hut & Bahcall (1983).
The impact parameter b is drawn at random from a probability distribution uni-
form in b2 and in a range going from 0 to a truncation value bmax. The truncation value bmax
is chosen by requiring that the simulations include all the encounters with non-negligible en-
ergetic exchange, and, especially, all the encounters which can produce suprathermal stars.
In particular, we take into account all the encounters with ∆EBH/E
in
BH
>∼ 10−3, where EinBH
is the initial binding energy of the IMBH binary and ∆EBH = E
fin
BH −EinBH is the energetic
exchange (EfinBH being the post-encounter binding energy of the binary). In fact, suprather-
mal stars are formed only in encounters with ∆EBH/E
in
BH
>∼ 10−3, depending on the binding
energy of the binary. This can be easily understood by applying the following equation.
∆EBH
EinBH
∼ 4.5× 10−3
(
m
0.5 M
) (
100 M
M1
) (
50 M
M2
) ( a
1 au
) ( ufin
20 km s−1
)2
, (4.4)
1In this Chapter we chose to fix the mass of the binary, for simplicity. The dependence of our results on
the mass (total and reduced) of the binary was discussed in Mapelli et al. (2005).
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Table 4.1: Initial Parameters.
CASE M1 (M) M2 (M) a (au) Range of b (au) Number of simulations
A 100 50 1 0-150 5000
B 100 50 10 0-500 5000
C 100 50 100 0-1400 5000
D 100 50 1000 0-5000 5000
where ufin is the post-encounter asymptotic velocity.
The study presented in this Chapter is more accurate in the choice of impact pa-
rameters with respect to Mapelli et al. 2005. So we assume its results as the fiducial ones for
the asymptotic velocity ufin and for the hardening factor ξ ≡ [(M1 +M2)/m]〈∆EBH/EinBH〉,
that are the only two parameters which strongly depend on bmax. We highlight that the
results presented in this Chapter agree with the main findings of Mapelli et al. 2005, even
if the choice of impact parameters is slightly different. In fact, the results presented here
for the angular momentum alignment are close to those of Mapelli et al. 2005, being quite
independent of the impact parameters. The statistic of observable suprathermal stars is also
unchanged with respect to Mapelli et al. 2005, because the choice of the range of impact
parameters for the binary with semi-major axis a=1 au (which is the only case considered
for detectable suprathermal stars; see Section 4.3.7) is very similar to that of Mapelli et
al. 2005.
We initiate (terminate) integration when the distance between the incoming (out-
coming) star and the center of mass of the binary is comparable to the radius of gravitational
influence of the IMBHs (ra ∼ 2G(M1 +M2)/σ2, where σ is the 1-D stellar dispersion veloc-
ity). At the start of each simulation, we place the binary BH and the single star on their
respective hyperbolic trajectories.
4.3.5 Suprathermal stars
As in Mapelli et al. 2005, we extract from our simulations the statistics of
suprathermal stars, i.e. stars with post-encounter asymptotic velocity in the range
3σ3D
<∼ ufin <∼ vesc. For the characteristics of M4, this means that suprathermal stars are
stars with post-encounter asymptotic velocity in the range ∼ 15-40 km s−1. For NGC 6752,
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Table 4.2: Statistics of the Outgoing States.
CASE Bound stars (%) Ejections (%) UEs (%)a Suprathermal stars (%)b
A 19.8 77.6 2.6 14.9
B 65.4 34.3 0.3 32.4
C 95.1 4.9 0.0 31.6
D 100.0 0.0 0.0 2.6
a We define UEs (unresolved encounters) those runs where the separation between the star and the binary
IMBH never exceeds 30 a after 108 time steps.
b We define suprathermal stars those with velocities at infinity between 15 and 40 km s−1.
where the dispersion velocity is slightly higher, the range for suprathermal stars was 20-40
km s−1. In Table 4.2 we show the fraction of bound stars, defined as those having a final
velocity lower than the escape velocity from the core (∼ 40 km s−1), and the fraction of
suprathermal stars.
Fig. 4.2 shows the distribution of the velocity at infinity of stars scattering off a
binary IMBH, for cases A, B, C and D (in Table 4.1). The shaded area indicates the strip
of suprathermal stars. Most of the suprathermal stars are formed when the binary is very
hard (a <∼ 10 au).
The mean values of the speed at infinity ufin and of the fractional binding energy
exchange 〈∆EBH/EinBH〉 = 〈(EfinBH − EinBH)/EinBH〉 are given in Table 4.3 together with the
dimensionless factor ξ, defined by (see also Section 4.3.1):
〈∆EBH/EinBH〉 = ξ [m/(M1 +M2)] . (4.5)
ξ is nearly independent of the semi-major axis of the binary and its average value
is very close to 1 (Fig. 4.3). This finding is in complete agreement with the Heggie’s law,
which states that hard binaries tend to become more energetic (Heggie 1975; Hills 1990)
and that the hardening rate of the binaries is approximately independent of their binding
energy. On the contrary, Mapelli et al. 2005 found a partial violation of the second part
of the Heggie law (i.e. they argued that ξ slightly depends on the binding energy of the
binary). This discrepancy is due to the fact that Mapelli et al. 2005 made a less accurate
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Figure 4.2: Post-encounter asymptotic velocity distributions of the cluster star in the case
A (dotted line), B (dashed), C (solid), D (dot-dashed). The shaded area refers to the
suprathermal stars. On the y-axis the number of cases for each bin is normalized to the
total number of resolved runs (Ntot).
Figure 4.3: ξ ≡ [(M1 +M2)/m]〈∆EBH/EinBH〉 as a function of the semi-major axis a for all
the considered cases.
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Table 4.3: Final velocities and angular momentum exchanges.a
CASE ufin b 〈∆J
Jin∗
〉c ∆J
Jin∗
d 〈∆EBH
EinBH
〉e ξf
A 37.5+200.0−37.5 0.060
+19.989
−0.058 0.005
+0.100
−0.040 0.0038
+0.1714
−0.0031 1.14
B 5.0+60.0−5.0 0.055
+21.495
−0.053 0.025
+0.100
−0.100 0.0033
+0.1188
−0.0028 0.98
C 5.0+20.0−5.0 0.085
+24.443
−0.080 0.010
+0.180
−0.100 0.0042
+0.1356
−0.0034 1.27
D 3.0+4.0−3.0 0.071
+11.392
−0.069 0.010
+0.080
−0.060 0.0033
+0.1552
−0.0029 0.99
a We consider both bound and ejected stars. Only unresolved encounters are neglected in this Table.
b In units of km s−1. Peak value of the velocity at infinity of the star cluster. The dispersion around the
peak value is calculated considering those values which contain 50% of the total area descending from the
peak.
c ∆J ≡ (Jfin∗ − J in∗ ), where J in∗ and Jfin∗ represent respectively the modulus of the initial and the final
angular momentum of the cluster star. 〈 ∆J
Jin∗
〉 is the mean value of the variation of the absolute value of the
angular momentum of the cluster star, normalized to its initial value J in∗ . The dispersion around the mean
value is calculated considering those values which contain 34% of the total area in the left and right wings,
respectively.
d ∆J
Jin∗
is the peak value of ∆J
Jin∗
. The dispersion around the peak value is calculated considering those values
which contain 50% of the total area descending from the peak.
e 〈∆EBH
Ein
BH
〉 is the mean value of the variation of the binding energy of the binary IMBH, normalized to its
initial binding energy EinBH. The dispersion around the mean value is calculated considering those values
which contain 34% of the total area in the left and right wings, respectively.
f ξ represents the hardening factor and is given by ξ ≡ M1+M2
m
〈∆EBH
Ein
BH
〉 (Colpi, Mapelli & Possenti 2003).
choice of the range of impact parameter (especially for the wide binaries) with respect to
this Thesis (see Section 4.3.4). In fact, the hardening factor ξ is very sensible to the range
of impact parameters.
4.3.6 Angular momentum transfer and alignment
In general, the BH binary is sufficiently massive and the orbit sufficiently wide that
its orbital angular momentum exceeds that of the incoming star. Then, a direct transfer of
orbital angular momentum occurs, from the binary to the star. The star coming close to the
binary IMBH can be dragged into corotation, i.e. the star can emerge after the encounter
with an angular momentum nearly aligned with the binary IMBH.
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This sentence is explained by the following mathematical formalism. If we denote
with µ = M1M2/(M1 +M2) the reduced mass of the binary hosting the two BHs, the total
angular momentum of the system is (Sigurdsson & Phinney 1993):
J = JBH
in + J∗in = µ
√
aG (M1 +M2)z + b u
in
[
m(M1 +M2)
M1 +M2 +m
]
z′ (4.6)
where z and z′ are the unit vectors indicating respectively the directions of JinBH and J
in∗
(the initial angular momentum of the binary BH and of the incoming star, respectively).
Angular momentum transfer from the binary to the interacting star and partial alignment
become important when J inBH  J in∗ , i.e., when
µ
b uinm
√
(M1 +M2) aG 1. (4.7)
In our simulations, we confirm the tendency of angular momentum transfer from
the binary to the cluster star. This tendency is quite independent of the hardness of
the binary, as it can be noticed from Table 4.3. Here we reported the fractional angular
momentum exchange (in modulus) 〈∆J∗/J∗in〉 ≡ (J∗fin− J∗in)/J∗in (where J∗in and J∗fin
are the modulus of the initial and the final angular momentum of the interacting star,
respectively). 〈∆J∗/J∗in〉 is always positive, indicating an average transfer toward the
cluster star, and quite independent of the semi-major axis of the binary.
We also note the tendency of the cluster star to align its angular momentum
to the angular momentum of the binary IMBH, if its semi-major axis is sufficiently wide
(a > 10 au). This can be seen in Table 4.4, where we compare the percentage of bound stars
which were corotating (i.e. for which the scalar product between their angular momentum
and the angular momentum of the binary is positive, that is J∗ ·JBH > 0) before the three-
body interaction with the percentage of those stars which are corotating after the three-
body interaction. We find that, for the cases C and D, the fraction of stars which after
the interaction are corotating is significantly higher than the fraction of stars which were
initially corotating (Table 4.4, second and third column). In addition, in all the considered
cases (A, B, C, D) the post-encounter angular momentum of the interacting star is more
aligned to that of the binary IMBH with respect to its initial angular momentum (Table 4.4,
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Table 4.4: Statistics for bound starsa.
CASE Corotin (%)
b Corotfin (%)
c More aligned stars (%)d Jfin∗ > J in∗ (%)e
A 35 35 50 67
B 46 47 53 69
C 50 56 59 68
D 50 57 58 63
a In this Table we consider only the stars which after the interaction with the binary remain bound to the
cluster.
b Percentage (respect to the total of bound stars) of stars which, before the interaction, are corotating with
the binary (i.e. for which the scalar product between their angular momentum and the angular momentum
of the binary is positive).
c Percentage (respect to the total of bound stars) of stars which, after the interaction, are corotating with
the binary, independently from the initial orientation of their angular momentum.
d Percentage of bound stars which, after the encounter, reduce the angle between their angular momentum
and that of the binary.
e Percentage of bound stars which, after the encounter, increase the absolute value of their angular
momentum.
forth column). Table 4.4 indirectly shows also another interesting effect. The second column
indicates that generally less than 50% of the initially corotating stars remain bound to the
cluster, while the post-encounter percentage of corotating stars is more than 50%. This
means not only that a fraction of initially counter-rotating stars becomes corotating, but
also that an initially corotating star is more easily ejected from the cluster than a counter-
rotating star. This fact can be intuitively explained considering that, when a counter-
rotating star interacts with the binary, its relative velocity with respect to the lighter BH
is higher than in the case of a corotating star, and, then, the cross section is lower.
In Fig. 4.4 we show the cosine of the angle between the angular momentum of the
interacting star and that of the binary IMBH. This plot clearly shows that the combination
of two different tendencies, i.e. the tendency to remain corotating for initially corotat-
ing stars (left panel) and the tendency to become corotating for initially counterrotating
stars (central panel), produces the net alignment between the angular momentum of the
interacting star and that of the binary IMBH after the interaction (right panel).
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Figure 4.4: The histograms show the distribution of J∗·JBHJ∗ JBH for the case C (M1 =
100M, M2 = 50M, a = 100 AU). The solid line indicates the distribution after the
encounter; the dashed line indicates the distribution before the encounter. The left panel
represents the distribution of J∗·JBHJ∗ JBH for bound stars which before the encounter were coro-
tating, the central panel the distribution for bound stars which before the encounter where
counterrotating and the right panel the sum of the two distribution, i.e. the distribution
for all the stars which after the encounter remain bound to the cluster. On the y-axis the
number of cases for each bin is normalized to the total number of bound stars (Nbound).
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4.3.7 Detecting suprathermal stars and angular momentum alignment
We want now to estimate how many suprathermal stars are produced by inter-
actions with a binary IMBH and if they are observable with present instrumentation in a
loose globular cluster, such as M4.
Estimating the number of suprathermal stars
The expected number of suprathermal stars is a fraction f of the total number N
of stars strongly interacting with a binary IMBH. The latter is given by (cfr. Colpi, Mapelli
& Possenti 2003; Mapelli et al. 2005):
N =
(M1 +M2)
mξ
ln
(
a0
ast
)
(4.8)
where a0 is the initial semi-major axis of the binary and ast is the minimum semi-major
axis for the encounter to give a suprathermal star.
In equation (4.8) we impose a0 = 2000 au, corresponding to the orbital separation
below which the binary becomes reasonably hard to generate suprathermal stars, and ast =
0.1 au, the orbital separation below which the cross section for three-body encounters be-
comes negligible. We then calculate the number of stars that remain bound to the cluster
and the number of suprathermal stars using the statistics derived from our simulations (see
the percentages given in Table 4.2, second and fifth column for bound and suprathermal
stars, respectively). The results are shown in Table 4.5. The total number of bound stars
is greater than 1700 and the number of suprathermal stars is ∼ 550.
As in Mapelli et al. 2005, to understand how many of these suprathermal stars
are still observable today, we have to take into account three different timescales:
i) the half mass relaxation time is, by definition, the relaxation time at the half mass
radius. It is important for our purposes, because it determines the time elapsed before
a suprathermal star (which is expected to be ejected from the core) looses its excess
of kinetic energy, reaching the thermodynamic equilibrium with the other stars. It
can be defined as (Binney & Tremaine 1987):
trh =
0.14N
ln (0.4N)
(
r3h
GM
)1/2
(4.9)
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where N and M are respectively the number of stars and the total mass of the cluster,
G is the gravitational constant and rh the half mass relaxation time.
ii) The hardening time is the timescale for a binary to harden via gravitational encoun-
ters:
thard =
σ
2pia ξ Gmn
, (4.10)
where σ is the dispersion velocity and n is the core density (σ = 6 km s−1 and
n = 2.5× 104 pc−3 for M4; Peterson et al. 1995; Pryor & Meylan 1993).
iii) The gravitational wave timescale, tgw, is the characteristic time for a binary IMBH to
coalesce due to gravitational wave emission, defined as (Peters 1964; Quinlan 1996)
tgw =
5
256
c5a4(1− e2)7/2
G3M1M2(M1 +M2)
, (4.11)
where c is the speed of light.
In Fig. 4.5 we compare these three timescales for the case of M4. Since binary
IMBHs, if exist, are thought to form only in the first stages of the globular cluster life
(Miller & Hamilton 2002; Colpi, Mapelli & Possenti 2003), their current orbital separation
is expected to be very small (Mapelli et al. 2005), due to hardening induced by gravitational
encounters. The hardening time reported in Fig. 4.5 shows that, in the case of M4, we expect
that a candidate binary IMBH has orbital separation a <∼ 2 au. The gravitational timescale
indicates that the binary IMBH must also be wider than a ∼ 0.5 au, because harder binaries
rapidly coalesce due to gravitational wave emission. If the current binary IMBH has semi-
major axis 0.5 <∼ a/au <∼ 2, only the suprathermal stars produced in the last few Gyr have
not lost yet their excess of kinetic energy, because the half mass relaxation time is much
shorter than the current hardening time. Therefore, the number of suprathermal stars that
is expected to inhabit M4 today is not 550, but much lower. In particular, we estimate
that the only suprathermal stars still present in M4 are those produced in the last ∼ 2 Gyr
(about 3-4 trh, because a suprathermal star can have apo-center distance larger than the
half mass radius and, therefore, relaxation time longer than trh). For this reason, in the
forth line of Table 4.5 we report the number of suprathermal stars which are produced in
the last 2 Gyr, which are about one hundred (∼ 135). This scenario is very similar to what
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Figure 4.5: Half mass relaxation time, trh (solid line), and hardening time, thard (dashed
line), as a function of the initial orbital separation a (in au) of the binary IMBH, for
n = 2.5 × 104 pc−3 (Pryor & Meylan 1993), ξ = 1, and σ = 3.5 km s−1. The dotted line
indicates the gravitational wave timescale tgw for a binary IMBH with eccentricity e = 0.7.
we have found for NGC 6752: the only observable suprathermal stars are those formed in
the last few Gyr and they do not show any angular momentum alignment, because they are
formed by interactions with very hard binaries, unable to produce significant alignment.
As we noted in Mapelli et al. 2005, the number of observable suprathermal
stars does not necessarily coincides with the total number of current suprathermal stars.
Suprathermal stars may be recognized from their proper motion and/or Doppler line shift.
Hence we have to take into account projection effects of velocity vectors. These effects
depend in turn on the orientation of the angular momentum of the binary IMBH JBH with
respect to the line of sight. We find that about 80% of the suprathermal stars can be recog-
nized as such in the best case, i.e. when the line-of sight happens to be nearly parallel to the
orbital angular momentum of the binary IMBH JBH (if we are measuring proper motions) or
when the line-of-sight is nearly perpendicular to JBH (if we are measuring Doppler-shifts).
On the contrary, the percentage reduces to about 60% when we are in the most unlucky
cases, i.e. when the line of sight happens to be nearly perpendicular to the orbital angular
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Table 4.5: Total number of interactions and suprathermal stars during the lifetime of a
binary IMBH.
M4 NGC 6752a
Interactionsb 2717 1722
Bound starsc 1718 727
Suprathermal stars 550 262
Suprathermal stars (last 2 Gyr)d 135 158
Observable suprathermal starse 50-65 30-60
a The values reported in this column are from Mapelli et al. 2005 and refer to a binary with M1 = 100M,
M2 = 50M.
b Total number of stars which have an interaction with the binary IMBH.
c Number of stars which after the interaction remain bound to the cluster.
d Suprathermal stars formed in the last 2 Gyr.
e We define as ”observable” suprathermal stars those suprathermal stars which are produced within the
last 2 Gyr, which are expected to have mass from 0.6 to 0.9 M and which should be identified as
suprathermal even if we take into account the projection effects.
momentum of the binary IMBH JBH (if measuring proper motions), or when the line of
sight is parallel to JBH (if measuring Doppler shifts). Assuming these percentages, we find
that the number of recognizable suprathermal stars over the entire cluster is 80-110.
Our calculation refers to all stars, including also compact remnants (neutron stars,
white dwarfs) and stellar types which are too faint for allowing a measurement of proper
motion or radial velocity. Using the numerical code which will be described in the next
Section, we find that the stars with mass from 0.6 to 0.9 M (a mass range which includes
red giant (RGB), horizontal branch (HB) and bright enough main sequence (MS) stars)
represent about the 60% of the stars enclosed within2 0.1 rc of a globular cluster like M4.
This means that we are able to recognize only 50-65 suprathermal stars (Table 4.4; last
row). This number is close to the estimate (30-60 suprathermal stars) that we derived for
NGC 6752.
In this discussion we have not considered the effective instrumental errors so far.
We now briefly report on them, without entering in details. Even if the Space Telescope
Imaging Spectrograph (STIS) is no longer operative, its accuracy remains a good lower limit
2We consider the region within 0.1 rc, because we are interested in those stars which have the highest
probability of interacting with the central binary IMBH.
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for future spectrographs. Observing with STIS stars in a globular cluster with distance from
the Sun of the order of 2-10 kpc , one can expect an error of 1-2 km s−1 in the determination
of radial velocity. For example, van der Marel et al (2002), reported spectra of about 130
stars in the core of M15 (distance from the Sun about 10 kpc) with an observational error
of the order of 1.3 km s−1. A somewhat higher error can be estimated for proper motion
measurements with the Wide Field Photo Camera 2 on board of the Hubble Space Telescope
(HST/WFPC2). Drukier et al. (2003) combined two sets of observations with the WFPC2
(one taken in 1994, the second in 1999) for a sample of 1281 stars in NGC 6752, estimating a
median error of 0.31 mas yr−1 with a mode of 0.17 mas yr−1. For the distance of NGC 6752
this means a median error of ∼ 6 km s−1 with a mode of ∼ 3 km s−1, which is still an
acceptable accuracy to distinguish suprathermal stars. Similar considerations hold for the
Advanced Camera for Surveys on board of the HST (HST/ACS; see e.g. Anderson 2002;
Anderson & King 2003). These estimates of the errors must be taken as upper limits in
the case we are considering, because M4 is much closer to the Sun than M15 and even
NGC6752.
Since we defined suprathermal stars in M4 those stars with projected velocity
higher than ∼ 9 km s−1 (12 km s−1 for proper motion measurements), an error of 1-2 km
s−1 (3-6 km s−1 for proper motion measurements) is sufficient to distinguish suprathermal
from other cluster stars. In summary, the main problem in detecting suprathermal stars is
not the error on the single measurement but the possibility of observing a sufficient large
sample of stars, since suprathermal stars are expected to be a very small fraction of cluster
stars.
Spatial distribution of the suprathermal stars
Since suprathermal stars are only few tens, the possibility of recognizing them
may be significantly enhanced if their radial distribution shows some characteristic feature.
Thus, it is of interest to study how suprathermal stars evolve in the cluster and what is
their radial distribution.
Then, we want to explore the dynamics of suprathermal stars in M4, under the
action of dynamical friction and the influence of two-body relaxation effects (as described
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Figure 4.6: Surface density (Σ) normalized to the core surface density (Σc) of the globular
cluster M4. Open circles are the data from Richer et al. (2004). The solid line is the best
fit obtained by our simulations (assuming n = 4 × 104 stars pc−3, σ = 3.5 km s−1 and
adimensional central potential W0 = 10).
in Mapelli et al. 2005 for NGC 6752). We adopt an upgraded version of the code described
in Sigurdsson & Phinney 1995. The code generates a cluster model (i.e. a multi-mass King
density profile which reproduces that of M4; see Fig. 4.6), in which we embed suprathermal
stars, whose initial positions and velocities are the outputs of our three-body simulations
(Mapelli et al. 2005). We followed the dynamical evolution of these stars for a random time
t uniformly distributed in the range 0 < t ≤ 2 Gyr (i.e. before than the suprathermal stars
thermalize). We applied this procedure to the case A, the only scenario which can occur in
the current stage of the cluster life.
The stars which were still suprathermal when the simulation stopped and that
can be observed as suprathermal, taking into account two-dimensional (one-dimensional)
projection effects and ejections, are about the 70% of the initial sample. The final radial
distribution of these stars is shown in Fig. 4.7 (solid line) in comparison with the corre-
sponding scenario (case D1, see Mapelli et al. 2005) for the cluster NGC 6752 (dashed line).
The radial distribution of suprathermal stars in M4 is very similar to the distribution in
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Figure 4.7: Final projected distribution of the high velocity suprathermal stars in the case
A (solid line) and for the corresponding scenario in the case of NGC 6752 (dashed line; see
Mapelli et al. 2005). On the x-axis the radial distance from the globular cluster center is
normalized to the King core radius (rc). On the y-axis the number of cases for each bin is
normalized to the total number of suprathermal stars.
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NGC 6752, both of them showing a peak at 3 rc (where rc is the core radius). The only
difference is that the suprathermal distribution in M4 is slightly more concentrated than
that in NGC 6752.
We have calculated that it is enough to measure radial velocities within a distance
of 6 rc from the cluster center, in order to avoid poissonian fluctuations to smear out the
peak. The same result was obtained for NGC 6752.
Taking again into account both projection effects and luminosity criteria, only
∼ 40 suprathermal stars are located within 6 rc. We found that, if the velocity distribution
is Maxwellian, ∼ 10 stars with velocity in the suprathermal range are predicted to inhabit
within a distance of 6 rc from the center of M4. Then, the number of suprathermal stars
produced by interactions with a binary IMBH prevails on the high velocity tail of the
Maxwellian distribution. On the other hand the presence of this tail further dilutes the
signature of suprathermal stars.
Detectability of angular momentum alignment
We now discuss the observability of the signature of the angular momentum align-
ment. Column 3 of Table 4.4 tells us that, in the most favorable case, about 60% of the
stars which remain bound are corotating with the binary IMBH, whereas 40% are counter-
rotating. This means that, if there is a binary IMBH of M1= 100 M and M2= 50 M,
we should have about 330 corotating and only 220 counterrotating suprathermal stars. On
the other hand, angular momentum alignment effects are visible only for sufficiently wide
binaries (a > 10 AU). Thus, unless a binary IMBH is formed recently in a cluster, the
alignment effect today is completely washed out by dynamical friction.
We note that a very low probability mechanism of binary IMBH formation in
globular clusters in recent epochs exists. In fact, there is some possibility that a ”last single
BH” (Sigurdsson & Hernquist 1993), ejected from the core in the early stages of the globular
cluster life, remains in the halo for several Gyrs. The relaxation timescale out in the halo
is long, and if the orbits can circularize there (maybe due to time varying galactic tidal
field), then the return time to the core is long. When this BH comes back to the core, there
is a high probability that it forms a binary with the central IMBH. Such a binary IMBH
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would be originated in late epochs. However, the probability for this process to occur is low,
because it requires the BH to receive just the fine-tuned post-encounter velocity needed to
remain in the outer halo: if the velocity is slightly too high, the BH will be ejected from the
entire cluster; whereas, if the velocity is low, the return time to the core will be too short.
Thus, it is more likely that no binary IMBHs formed in the last few Gyrs and that
the angular momentum alignment cannot be observed in globular clusters.
4.3.8 Summary
In this Chapter we explored the effects of three-body interactions between a binary
IMBH and stars in loose globular clusters. We take the case of M4 as a prototype of loose
globular cluster. As in the case of concentrated globular clusters (Mapelli et al. 2005),
also in loose globular clusters the main fingerprint of the presence of a binary IMBH is
the production of a family of suprathermal stars, i.e. stars which maintain an excess of
kinetic energy for a few trh. Those stars could in principle show a partial alignment of
their angular momentum to that of the binary IMBH; but this effect should not be visible
in present globular clusters. The number of measurable suprathermal stars (once we take
into account different selection effects) is very small (∼ 50− 60 in the entire cluster), as we
found also for concentrated globular clusters. Even the distribution of suprathermal stars
is quite similar in loose and dense globular clusters.
Then, we can conclude that the number and the dynamical evolution of suprather-
mal stars are very similar in loose and dense globular clusters, i.e. they do not depend on
the characteristics of the host globular cluster. Unfortunately, this means that suprathermal
stars are very difficult to detect both in loose and in dense globular clusters.
Chapter 5
Dark matter decays and
annihilations
5.1 Introduction
According to 3-yr WMAP results (Spergel et al. 2006), the dark matter (DM)
constitutes about 20% of the cosmic energy density. However, the nature of such elusive
component remains unclear.
In the so called cold dark matter (CDM) theory DM particles are defined ”cold”
particles, because of their low velocity dispersion, which is associated with a negligible
free-streaming length (i.e. the length below which DM fluctuations are suppressed). The
most famous alternative model to CDM is called warm dark matter (WDM), where DM
particles are defined ”warm” because of their higher velocity dispersion, and correspondingly
longer free-streaming length. In WDM scenarios the velocity dispersion of the particles
is sufficient to smear out the fluctuations up to galactic scales, depending on the mass
of the particles (Padmanabhan 1995). This means that WDM models can alleviate the
so called substructure crisis, which represents one of the most serious problems of CDM
theories (Bode, Ostriker & Turok 2001; Ostriker & Steinhardt 2003). At present, there is
no definitive evidence which allows us to exclude one of the two scenarios, and even the
properties (mass, lifetime, etc) of cold and warm DM particles are substantially unknown.
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One of the most direct ways to detect DM particles and, maybe, distinguish
between CDM and WDM is represented by particle decays and annihilations (Chen &
Kamionkowski 2004; Pierpaoli 2004). Sufficiently light DM particles (mass <∼ 100 MeV;
Hooper & Wang 2004) can decay into lighter particles remaining good DM candidates. On
the other hand, DM particles could, in principle, annihilate with antiparticles (Ascasibar et
al. 2006). The products of DM decays/annihilations can be photons, neutrinos, electron-
positron pairs, and/or more massive particles, depending on the mass of the progenitor.
The decay/annihilation of DM particles into e+−e− pairs has been recently invoked
to explain the observation, by the SPI spectrometer aboard ESA’s INTEGRAL satellite, of
an excess in the 511 keV line emission from the Galactic bulge (Kno¨dlseder et al. 2005).
Although exotic, this idea has triggered many theoretical studies (Ascasibar et al. 2006;
Kawasaki & Yanagida 2005; Kasuya & Takahashi 2005; Casse´ & Fayet 2005; Kasuya &
Kawasaki 2006), aimed at constraining DM properties through SPI/INTEGRAL observa-
tions.
The products of decays and/or annihilations are expected to interact with the
intergalactic medium (IGM), being partially absorbed by it. If so, DM decays/annihilations
might change the IGM thermal/ionization history in a sensible and detectable way. Various
flavors of this mechanism have been investigated in a considerable number of studies (Hansen
& Haiman 2004; Chen & Kamionkowski 2004; Kasuya, Kawasaki & Sugiyama 2004; Kasuya
& Kawasaki 2004; Pierpaoli 2004; Padmanabhan & Finkbeiner 2005; Mapelli & Ferrara
2005; Biermann & Kusenko 2006; Mapelli, Ferrara & Pierpaoli 2006; Zhang et al. 2006).
In this Chapter, we consider some of the most popular cold and warm DM particles,
calculating their approximate annihilation/decay rate (Section 5.2), their influence on the
ionization fraction, on the Thomson optical depth, on the behavior of matter temperature
(Section 5.3-5.6) and on the cosmic microwave background (CMB) spectra (Section 5.7).
Most of the results presented here were published in Mapelli & Ferrara 2005, in Mapelli,
Ferrara & Pierpaoli 2006 and in Ripamonti, Mapelli & Ferrara 2006a, 2006b.
In all the cases, we make the assumption that the DM is composed by one single species
of particles. We consider only ”standard” DM candidates, neglecting more exotic scenarios
(such as Q-balls, light scalar bosons, etc). In particular, we study three different candidates
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for the case of CDM: (i) the light dark matter (LDM; 1-100 MeV; Hooper & Wang 2004),
(ii) the gravitino and the (iii) neutralino, as heavy dark matter candidates ( >∼ 100 MeV).
For the WDM we consider only the sterile neutrino. In fact, we do not pretend to present
a complete overview of DM candidates. Instead, we would like to give a basic description
of the effects of DM decays and annihilations, taking as an example some of the standard
DM candidates. Our aim is to point out the differences among the considered DM particles,
with particular care for cosmic reionization and heating.
5.2 Method
For each considered particle model we derived the rate of energy absorption per
baryon in the IGM at redshift z, (z), through the following procedure.
In the case of decaying DM, n˙DM (which we defined as the decrease rate of the
number of DM particles per baryon) is given by
n˙DM(z) =
nDM,0
τDM
e
t(0)−t(z)
τDM ' nDM,0
τDM
, (5.1)
where nDM,0 is the number of DM particles per baryon at present, τDM is the lifetime of
a DM particle, and t(0) and t(z) are the ages of the universe at present and at redshift z,
respectively. The leftmost equality is valid when τDM  t(0), which is generally the case.
Instead, in the case of annihilating DM, n˙DM is
n˙DM(z) ' 1
2
n2DM,0 nb < σ v > (1 + z)
3, (5.2)
where nb the current density of baryons (we take nb = 2.5 × 10−7 cm−3, Spergel et al.
2006), and < σv > is the thermally averaged annihilation cross-section. The 1/2 factor is
due to two reasons: first, the DM is split in half between particles and anti-particles, and
this needs to be accounted by introducing a correction factor 1/4. However, this must be
multiplied by 2, as each annihilation involves two DM particles.
Then, in both the cases (z) is simply:
(z) = fabs(z) n˙DM(z)mDM c
2 (5.3)
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where mDM c
2 is the energy emitted by the DM decay/annihilation per DM particle (mDM
being the mass energy of the DM particle), and fabs(z) is the fraction of the total energy
released by the DM which is absorbed by the IGM (see Section 5.4 for the details on the
calculation of fabs).
Now, we can use (z) to derive the effective influence of DM decays/annihilations
on the cosmic reionization and heating. For this purpose, we ran the public version of the
code RECFAST (Seager, Sasselov & Scott 1999, 2000), modified to account for the energy
injection from DM decays and annihilations.
The IGM is heated, excited and ionized by the energy input due to DM de-
cays/annihilations. It is important to note that the fraction of the absorbed energy going
into each one of these components is quite unrelated to how the energy was deposited in
the IGM in the first place. For example, if a keV a photon ionizes an atom, the resulting
electron will generate a cascade of collisions, and the energy of the photon will go not only
into ionizations, but also into excitations and heating.
In order to treat this process, we assume that a fraction (1− x)/3 (where x is the
ionization fraction) of the energy absorbed by the IGM contributes to the ionizations (Chen
& Kamionkowski 2004) and that a fraction F(x) = C˜
[
1− (1− xa˜)b˜
]
(where C˜=0.9971,
a˜=0.2663 and b˜=1.3163; Shull & van Steenberg 1985) goes into heating. This definition
of F(x) comes directly from a fit to the results of the simulations given by Shull & van
Steenberg (1985), replacing the significantly less accurate form that is used in Chen &
Kamionkowski (2004), and in Mapelli, Ferrara & Pierpaoli (2006).
The evolution equations in RECFAST have been modified adding the DM energy
injection terms:
−δ
(
dxH
dz
)
=
(z)
Eth,H
1 + 4fHe
1 + fHe
1− xH
3
E (5.4)
−δ
(
dxHe
dz
)
=
(z)
Eth,He
1 + 4fHe
1 + fHe
1− xHe
3 (1 + fHe)
E (5.5)
−δ
(
dTIGM
dz
)
=
2 (z)
3 kB
1 + 4fHe
1 + fHe
F(xH) + fHeF(xHe)
(1 + fHe)
E , (5.6)
where xH (xHe) is the ionized fraction of hydrogen (helium) atoms, Eth,H = 13.59 eV
(Eth,He = 24.6 eV) is the ionization energy of hydrogen (helium) atoms, fHe ' 0.0789 is the
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helium-to-hydrogen number ratio, and E ≡ [H(z) (1 + z)]−1. These equations are slightly
different from the ones used e.g. in Padmanabhan & Finkbeiner (2005) because in our case
(z) is the energy absorption rate per baryon, rather than per hydrogen atom.
We apply this formalism to various DM candidates, i.e. sterile neutrinos, LDM,
gravitinos and neutralinos.
5.3 Heavy cold dark matter
First we consider the heaviest CDM particles (≥ 100 MeV). Such particles are not
considered a viable source for the 511 keV emission in the galactic center. In fact, in the case
of neutralinos (with mass higher than 30 GeV), the request of a sizable R-parity violation,
needed to allow considerable neutralino decays, would determine a too short lifetime and
the neutralino would cease to be a good DM candidate (Hooper & Wang 2004). On the
other hand, gravitino decays are possible; but the gravitino lifetime is far too long to match
the 511 keV emission from the galactic center (Hooper & Wang 2004).
The decay/annihilation products of these very massive DM particles can generate
cascades, which are nearly impossible to describe in detail. Then, in the case of gravitinos
and neutralinos, we made the simplifying assumption that the absorbed fraction, fabs(z),
is 1 (i.e. that all the energy injected by the decay/annihilation is immediately absorbed by
the IGM). We will show that, even in this over-optimistic hypothesis, the contribution of
heavy DM particles to heating and reionization is negligible.
5.3.1 Gravitinos
The most probable gravitino masses arem3/2 < 1 keV andm3/2 > 1 TeV (Nowakowski
& Rindani 1995). In the first case, the gravitinos are the lightest supersymmetric particle
(LSP) and then are stable: they are good WDM candidates; but their decay rate is negligi-
ble. In the second one, gravitinos are so unstable that they decay in the early universe, and,
as a consequence, they are not viable DM candidates. Some models assume that gravitinos
have mass m3/2 ∼ 10 − 100 MeV, are the LSP and can violate the R-parity (Hooper &
Wang 2004). In this case gravitinos are good DM candidates and have non-negligible decay
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Figure 5.1: Ionized fraction (bottom panel), Thomson optical depth (central panel) and
matter temperature (upper panel) as a function of redshift due to decaying gravitinos of
masses 10 (dashed) and 100 MeV (solid). The thin dot-dashed line represents, from bottom
to top, the relic fraction of free electrons, their contribution to Thomson optical depth
and the IGM temperature without particle decays. In the top panel, the thin dotted line
represents the CMB temperature.
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rate. For this case, we calculated the gravitino contribution to reionization and heating,
assuming lifetime:
τDM ∼ 1031 s
( ml¯
100 GeV
)4 (0.1 GeV
m3/2
)7 (0.1
λ
)2
, (5.7)
where ml¯ is the slepton mass and λ is the R-parity violating leptonic trilinear coupling. The
current density of gravitinos can be derived as indicated for LDM. We find that, because of
such a long lifetime, the contribution of gravitinos to heating and reionization is negligible
(Fig. 5.1). For the same reason, Hooper & Wang (2004) show that gravitinos are unable to
produce the 511 keV excess from the galactic center.
5.3.2 Heavy dark matter: neutralinos
Here we will consider as ”heavy” DM the neutralinos. It is a merely indicative
classification, given the uncertainties on the various models. The discussion of the details
of different supersymmetric models is beyond the purpose of this Thesis. Neutralinos are
thought to be very massive (mχ > 30 GeV). So, if they could decay (violating the R-
parity), their lifetime should be very short, and they could not be a viable DM candidate.
Then, the neutralino, if exists, must be perfectly stable, and we will not treat neutralino
decay. However, neutralinos can annihilate. The annihilation cross-section is generally fit
by (Bertone, Hooper & Silk 2005):
σ v = a+ b v2 +O(v4), (5.8)
where a and b are constant, whose values are constrained by the DM relic density condition,
and v is the neutralino velocity, which depends on the DM temperature and thus on the
redshift. In the present epoch neutralinos are non-relativistic, then the current annihilation
cross-section can be written as σ v ∼ a. However, the cross-section at the freeze-out time
should depend on v and be higher than the current value. As a rough approximation,
Padmanabhan & Finkbeiner (2005) consider a thermally averaged, redshift independent
cross-section, 〈σ v〉 = 2 × 10−26 cm3 s−1. For comparison, we made the same assumption.
Then, the annihilation rate per baryon becomes:
n˙DM(z) = 1.15× 10−35 (1 + z)3 s−1
(
n0
1.2× 10−8cm−3
)2 ( 〈σ v〉
2× 10−26 cm3 s−1
)
, (5.9)
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Figure 5.2: Ionized fraction (bottom panel), Thomson optical depth (central panel) and
matter temperature (upper panel) as a function of redshift due to neutralinos for 〈σ v〉 =
2 × 10−26 (thick dashed line) and 10−24 cm3 s−1 (solid). In both the cases the neutralino
mass is 100 GeV. The thin dotted line in the top panel and the thin dot-dashed line in all
the panels are the same as in Fig. 5.1.
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where n0 = ΩDM ρc/mχ. In our calculations we assume mχ=100 GeV. We have imple-
mented this equation into RECFAST. The contribution of neutralino annihilations both to
ionizations and heating is negligible (Fig.5.2; dashed line) for 〈σ v〉 = 2 × 10−26 cm3 s−1
(in agreement with Padmanabhan & Finkbeiner 2005). As an upper limit, we considered
also the case where 〈σ v〉 = 10−24 cm3 s−1, which is the highest value to be consistent with
the 1-yr WMAP data (see Colafrancesco, Profumo & Ullio 2006). Also in this case the
contribution to heating is negligible and the ionization fraction remains of the order of 10−3
(Fig. 5.2). However, annihilations are particularly important at high redshift (z >∼ 100),
where the particle density is very high. For this reason, even if the ionization fraction
due to annihilations remains always low, the Thomson optical depth is significantly high
(τ e ∼ 0.05), even more than for LDM.
These results must be considered optimistic upper limits. In fact we are assum-
ing that nearly all the energy of the DM particle is immediately deposited into ionization
or heating; whereas we expect that the electrons produced by neutralino annihilations
Compton-scatter the CMB photons up to a energy ∼ 1 − 10 (1 + z) MeV, which can-
not be significantly absorbed by the intergalactic medium within a Hubble time (Chen &
Kamionkowski 2004).
5.4 Energy injection in the IGM for light particles (< 100 MeV)
When the DM particle is relatively light (< 100 MeV), then it can only decay or
annihilate into photons, neutrinos and pairs. In this case, we are able to model in detail the
physical processes governing the interaction between the IGM and the decay/annihilation
products, and we derive the effective absorbed energy fraction (fabs). In particular, for
photons we include the effects of Compton scattering and photo-ionization; for pairs, the
relevant processes are inverse Compton scattering, collisional ionizations, and positron an-
nihilations.
Some fraction of the energy of the newly created particles is immediately absorbed;
the remainder will remain in the form of a background, eventually absorbed at later times.
In practice, at each redshift z, it is convenient to distinguish the particles which
116 Chapter 5: Dark matter decays and annihilations
were produced by DM decays and/or annihilations according to their “production redshift”
z′ and energy E. We define n(z, z′) as the number (per baryon) of product particles which
at redshift z can still inject energy in the IGM, and were produced at redshift z ′ ≥ z. Their
energy spectrum is dndE (z, z
′, E).
The rate of energy absorption per baryon in the IGM at redshift z is the sum of
the contributions of all “product particles”, obtained by the integration over production
redshift and energy
(z) =
∫ zmax
z
dz′
∫
dE
dn
dE
(z, z′, E)E φ(z, E) (5.10)
where φ(z, E) is the fraction of the energy E of a particle which is absorbed by the IGM
per unit time, calculated at redshift z. We assume zmax=1100, which is approximately the
redshift of the last scattering surface (Spergel et al. 2006).
However, using equation (5.10) is both complicated and unnecessary: in fact, we
know that the energy spectrum of “fresh” DM decay/annihilation products is essentially
mono-energetic, and it is reasonable to expect that it will remain peaked at the average
energy. Therefore, we assume that the energy integration inside equation (5.10) can be
safely eliminated by using the average energy E¯(z, z′) of the particles
E¯(z, z′) =
1
n(z, z′)
∫
dE
dn
dE
(z, z′, E)E (5.11)
so that equation (5.10) becomes
(z) =
∫ zmax
z
dz′ n(z, z′) E¯(z, z′)φ(z, E¯(z, z′)). (5.12)
The evolution of n(z, z′), E¯(z, z′), and φ(z, E) obviously depends on the type of DM
decay/annihilation product we are considering. If the product particles are neutrinos
φν(z, E) = 0; the cases of photons and electron-positron pairs are discussed in the fol-
lowing subsections.
5.4.1 Photons
If the DM decays or annihilations result in the production of photons, the only two
important energy loss mechanisms in the considered energy and redshift ranges (25 eV <∼ E <∼ 5 MeV;
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z <∼ 1000 ) are ionizations and Compton scattering on cold matter (see Zdziarski & Svensson
1989; hereafter ZS89). All the energy lost by the photons is absorbed by the IGM, so we
can write
φγ(z, E) = φγ,ion(z, E) + φγ,com(z, E). (5.13)
The photo-ionization term can be expressed as
φγ,ion(z, E) =
σHe+H(E)
16
nb(z) c, (5.14)
where nb(z) ' 2.5× 10−7(1 + z)3(Ωbh2/0.0224) cm−3 is the number density of the baryons
at redshift z, and
σHe+H(E) = σHe + 12σH ' 5.1× 10−20
(
E
250 eV
)−p
cm2 (5.15)
(with p = 3.30 for E > 250 eV, p = 2.65 for 25 eV ≤ E ≤ 250 eV) is the photoionization
absorption cross-section per helium atom of the cosmological mixture of H and He (see
equation 3.2 of ZS89). Equation (5.14) implicitly assumes that the IGM is mostly neutral,
which is true between the hydrogen recombination at z ' 1100, and its reionization at
z ∼ 6− 15.
The Compton scattering term is
φγ,com(z, E) = [σT ξ g(ξ)]ne(z) c (5.16)
where ξ ≡ E/(mec2), ne(z) is the electron number density, and the product σT ξ g(ξ) gives
the average fraction of energy which is lost by a photon for each electron on its path (σT '
6.65× 10−25 cm−2 is the Thomson cross-section; see equation 4.9 of ZS89 for the definition
of the function g(ξ)). In equation (5.16) the electron number density accounts for both free
and bound electrons, as the energy losses due to Compton scattering only become important
when E is so high that the interaction is insensitive to whether an electron is bound or free
(Chen & Kamionkowski 2004). Then, ne(z) = [(1 + 2fHe)/(1 + 4fHe)]nb(z) ' 0.88nb(z),
where fHe = 0.0789 is the helium-to-hydrogen number ratio.
We assume that the energy transfer through ionization results in a photon loss,
whereas Compton scatterings reduce the average energy of the photons without changing
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their number. So, for z < z′ the equations for the cosmological evolution of n(z, z ′) and
E(z, z′) are
n(z + dz, z′)
n(z, z′)
= 1− φγ,ion(z, E¯(z, z′)) dt
dz
dz (5.17)
E¯(z + dz, z′)
E¯(z, z′)
= 1− φγ,com(z, E¯(z, z′)) dt
dz
dz +
dz
1 + z
(5.18)
where the energy equation also keeps into account the cosmological redshifting of photons
(also note that dt/dz is negative).
These equations need to be supplemented with the injection of new photons at
each redshift z = z′:
n(z′ + dz, z′) = ζ1 n˙DM(z′)
dt
dz
dz (5.19)
E¯(z′ + dz, z′) = ζ2mDM c2
(
1 +
dz
1 + z
)
(5.20)
where n˙DM(z
′) is the rate of decrease of the number of DM particles per baryon at redshift
z′, and mDM is the mass of a DM particle (see §5.4.3). ζ1 and ζ2 are numerical coefficients
which depend on the considered DM particle and on the details of its decay or annihilation.
5.4.2 Pair production
Even if the loss of kinetic energy from electrons and positrons can be treated in
exactly the same way, the annihilation probability is negligible for the electrons, but must
be kept into account for the positrons. For this reason, when DM decays/annihilations
result in the production of an electron-positron pair1, it is useful to distinguish between
electrons and positrons. Note that in the following we will always include the rest energy
mec
2 as part of the energy E of the particle.
Electrons
Electrons can transfer their kinetic energy to the IGM through collisional ion-
izations and ionizations by inverse Compton up-scattered cosmic microwave background
1In the case of pair production we neglect other processes, such as the internal Bremsstrahlung, which
affect (z) only in a minor way.
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(CMB) photons. Here we neglect the energy loss through synchrotron radiation, because
the inverse Compton mechanism is more efficient by a factor UCMB/UB (where UCMB and
UB are the energy densities of the CMB and of the magnetic field, respectively), which is
 1 unless unrealistically strong magnetic fields (B >∼ 10−5 gauss) are assumed to exist in
the IGM at z ≥ 5.
Photons produced by the inverse Compton mechanism are not necessarily absorbed
by the IGM, and we must distinguish between the fractional energy loss rate by electrons
Φe−(z, E) = Φe,ion(z, E) + Φe,com(z, E), (5.21)
and the fractional energy loss rate actually absorbed by the IGM,
φe−(z, E) = φe,ion(z, E) + φe,com(z, E) (5.22)
The ionization losses are completely absorbed by the IGM, so that
φe,ion(z, E) = Φe,ion(z, E) ' vE 2pie
4
mev2
× {ZH nH(z)
[
ln
(
mev2γ2Tmax,H
2E2th,H
)
+D(γ)
]
+
+ZHe nHe(z)
[
ln
(
mev2γ2Tmax,He
2E2th,He
)
+D(γ)
]
}
(5.23)
where v and e are the velocity and charge of the electron, γ = E/(mec
2) is the electron
Lorentz factor, Eth,H = 13.59 eV (Eth,He = 24.6 eV) is the hydrogen (helium) ionization
threshold, ZH = 1 (ZHe = 2) is the hydrogen (helium) atomic number, nH(z) = nb(z)/(1 +
4fHe) is the H number density, nHe(z) = nb(z) fHe/(1 + 4He) is the He number density,
D(γ) = 1
γ2
−
(
2
γ − 1γ2
)
ln 2 + 18
(
1− 1γ
)2
, and
Tmax,H =
2γ2m2Hmev
2
m2e+m
2
H+2γmemH
Tmax,He =
2γ2(4mH)
2mev2
m2e+(4mH)
2+2γme(4mH)
(5.24)
(cfr. Longair 1992, Lang 1999, and also Chen & Kamionkowski 2004).
The total Compton fractional losses are given by
Φe,com(z, E) =
(
1
E
)
4
3
σT c arad TCMB(z)
4 (γ2 − 1), (5.25)
where arad ' 7.56× 10−15 erg cm−3 K−4 is the Stefan-Boltzmann constant for the radiation
energy density, and TCMB(z) ' 2.726 (1 + z) K is the temperature of the CMB radiation
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at redshift z (cfr. Rybicki & Lightman 1979; Longair 1992); the fractional loss rate that is
actually absorbed by the IGM is
φe,com(z, E) = Φe,com(z, E)
γ2
γ2 − 1
∫ ∞
ν(γ)
dν
4piBν(TCMB(z))
arad c TCMB(z)4
(5.26)
where Bν(T ) is the Planck function for black-body radiation at temperature T , and
ν(γ) =
3Eth,H
4hP γ2
(5.27)
where hP is the Planck constant. The correction to Φe,com introduced in equation (5.26)
amounts to neglecting photons with pre-interaction frequencies below ν(γ). This is neces-
sary because on average the post-interaction energies of such photons are below Eion,H, so
that they are hardly absorbed by the IGM2.
As in the case of photons, we assume that ionization energy losses lead to the dis-
appearance of electrons, whereas Compton losses reduce the average energy of the surviving
electrons. Therefore, the equations describing the evolution of electrons are quite similar
to those we used for photons. For redshifts z < z ′ we have
ne−(z + dz, z′)
ne−(z, z′)
= 1− Φe,ion(z, E¯e−(z, z′)) dt
dz
dz (5.28)
E¯e−(z + dz, z′)
E¯e−(z, z′)
= 1− Φe,com(z, E¯e−(z, z′)) dt
dz
dz, (5.29)
whereas the injection of new electrons is described by
ne−(z′ + dz, z′) = ζ1 n˙DM(z′)
dt
dz
dz (5.30)
E¯e−(z′ + dz, z′) = ζ2mDM c2. (5.31)
where, again, ζ1 and ζ2 depend on the details of the considered decaying or annihilating
particle.
Positrons
In addition to the energy loss mechanisms of electrons, decay produced positrons
can also annihilate with thermal electrons in the surrounding gas. The fractional energy
2Lyman α opacity generally results only in the scattering of the photon, rather than in its absorption,
and only a small fraction of the energy is absorbed (Furlanetto & Pritchard 2006).
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loss due to the annihilations of positrons of energy E is
Φann(E) = v nb(z)σann(E) (5.32)
where the annihilation cross-section σann is (cfr. Beacom & Yu¨ksel 2005)
σann(E) =
3σT
8
(γ + 1)−1
[
γ2 + 4γ + 1
γ2 − 1 ln(γ +
√
γ2 − 1)− γ + 3√
γ2 − 1
]
. (5.33)
Every annihilation emits two photons, each of energy Eγ ∼ 12(E + mec2), as it
involves a positron of energy E and an electron whose energy is likely to be close to mec
2.
Such photons are absorbed only if the optical depth they encounter is sufficiently high. Here
we do not follow their radiative transfer in detail, and simply assume that the fractional
energy loss which actually goes in the IGM is
φann(z, E) = Φann(z, E) f1 [1− e−τγ(z,Eγ)] (5.34)
with
τγ(z, Eγ) =
f2
H(z)
φγ,com(z, Eγ) (5.35)
where H(z) is the expansion rate of the universe at redshift z, and φγ,com(z, Eγ) is the
Compton fractional energy loss of a photon of energy Eγ , as defined in equation (5.16).
Equation (5.35) represents a fraction f2 of the optical depth encountered by a photon of
energy Eγ emitted at redshift z and traveling an Hubble radius, assuming that the baryonic
density does not vary. The parameters f1 = 0.91 and f2 = 0.6 have been chosen in order
to maximize the agreement between a full radiative transfer treatment and our simple
approximation.
Equation (5.33) implies that annihilation energy loss is particularly efficient for
positrons with very low kinetic energy, as σann(E) ∝ (γ − 1)−1/2 when E ≈ me c2 (and γ
tends to 1).
For this reason, it is convenient to separate positron in two different groups: “fast”
positrons (which effectively lose energy through ionizations, inverse Compton, and annihila-
tions), and “thermal” positrons (whose kinetic energy is so low that annihilations are their
only energy loss mechanism).
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The treatment of fast positrons is very similar to that of electrons: their fractional
energy loss rate is
Φe+,f(z, E) = Φe,ion(z, E) + Φe,com(z, E) + Φann(z, E), (5.36)
and the fractional energy loss rate actually absorbed by the IGM is
φe+,f(z, E) = φe,ion(z, E) + φe,com(z, E) + φann(z, E), (5.37)
where the ionization and Compton terms are exactly the same as in the case of electrons.
Their evolution is described by the equations which are simple modifications of
those given for electrons, taking annihilations into account
nf(z + dz, z
′)
nf(z, z′)
= 1− [Φe,ion(z, E¯f(z, z′)) + Φann(z, E¯f(z, z′))] dt
dz
dz (5.38)
E¯f(z + dz, z
′)
E¯f(z, z′)
= 1− Φe,com(z, E¯f(z, z′)) dt
dz
dz, (5.39)
where the “f” subscripts refer to “fast” positrons (e.g. , E¯f is the average energy of the
fast positrons). Their injection rate and average energy are identical to those given in
equations (5.30) and (5.31) for electrons: nf(z
′ + dz, z′) = ne−(z′ + dz, z′), Ef(z′ + dz, z′ =
Ee−(z′ + dz, z′).
The fractional energy losses (total and absorbed by the IGM) of thermal positrons
are simply
Φe+,t(z, E) = Φann(z, E) (5.40)
φe+,t(z, E) = φann(z, E), (5.41)
Their evolution equations are
nt(z + dz, z
′) = nt(z, z′)[1− Φann(z, E¯t(z))] + nf(z, z′)Φe,ion(z, E¯f(z, z′)) (5.42)
E¯t(z) = mec
2 +
3
2
kBTIGM(z) (5.43)
where the “t” subscripts refer to “thermal” positrons, kB is the Boltzmann constant, and
TIGM(z) is the temperature of the IGM at redshift z. We take the injection rate to be
simply nt(z
′, z′) = 0, as positrons are naturally “fast” when they are created.
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In practice, these equations assume that the only mechanism which leads to the
disappearance of a positron is its annihilation; instead, ionization energy losses simply turn
a fast positron into a thermal one.
5.4.3 The energy absorbed fraction
The energy injection rate per baryon resulting from the integration of equation
(5.12) can be expressed in the form of the fraction fabs of the total energy released by the
DM which is absorbed by the IGM
fabs(z) =
(z)
n˙DM(z)mDM c2
. (5.44)
The definition of the absorbed fraction3, fabs, given in equation (5.44) is such
that it can be easily plugged into the equations commonly used in studies concerned with
decaying and annihilating DM (e.g. Padmanabhan & Finkbeiner 2005; Zhang et al. 2006).
In the next Sections, we will apply this formalism to two different DM candidates,
i.e. sterile neutrinos and LDM, which are expected to have the maximum impact on reion-
ization and heating (Mapelli, Ferrara & Pierpaoli 2006). In the case of sterile neutrinos
only the decay process is allowed. For LDM particles we discuss both the decay and the
annihilation process.
5.5 Sterile neutrinos
Sterile neutrinos are one of the most popular warm DM candidates (Colombi,
Dodelson & Widrow 1996; Sommer-Larsen & Dolgov 2001). Their existence is predicted by
the standard oscillation theory and required by various extensions of the Minimal Standard
Model, such as the νMSM (Shaposhnikov 2006 and references therein). They are massive;
so they can decay following different channels (Dolgov & Hansen 2002; see Dolgov 2002 for
a complete review of sterile neutrino properties). In this Chapter we will consider only the
so called radiative decay, i.e. the decay of a sterile neutrino into an active neutrino and a
3We remark that the term “absorbed fraction” might be slightly misleading, as it is theoretically possible
to have fabs > 1 in scenarios where (z) is dominated by the absorption from particles in the “background”,
rather than from the ones which were produced recently. This might happen, for example, when n˙DM
decreases very rapidly.
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photon (De Ru´jula & Glashow 1980; Stecker 1980; Drees & Wright 2000; Abazajian, Fuller
& Patel 2001a; Abazajian, Fuller & Tucker 2001b; Dolgov 2002). For an alternative sterile
neutrino model see Hansen & Haiman 2004 and Appendix C of this Thesis.
The mass of radiatively decaying sterile neutrinos can be constrained by the ab-
sence of any detection of X-ray lines consistent with photons due to sterile neutrino decays
in nearby galaxy clusters (Abazajian, Fuller & Tucker 2001b; Abazajian 2006; Abazajian &
Koushiappas 2006; Boyarsky et al. 2006b).
Recently, Watson et al. 2006 applied the same method to the X-ray emission from
the Andromeda galaxy, finding an upper limit
mν s c
2 <∼ 2.1 keV
(
sin 22θ
10−7
)−0.213
, (5.45)
where θ is the mixing angle. This limit is valid for masses mν s c
2 <∼ 24 keV. The most
stringent constraints for masses mν s c
2 > 24 keV come from the comparison between the
unresolved X-ray background and the expected contribution from sterile neutrino decays
(Mapelli & Ferrara 2005; Boyarsky et al. 2006a; see the Appendix C of this Thesis for
details):
mν s c
2 <∼ 25 keV
(
ΩDM
0.198
)−0.2 ( sin 22θ
1.55× 10−11
)−0.2
. (5.46)
For masses lower than ∼ 3.5 keV the main constraints arise from the positivity of
the lepton number.
On the other hand, the study of matter power spectrum fluctuations provides a
conservative lower limit of mν s c
2 >∼ 2 keV (Viel et al. 2005), even if more recent estimates
significantly increase this lower limit (mν s c
2 >∼ 14 keV, Seljak et al. 2006; mν s c2 >∼ 10 keV,
Viel et al. 2006). It is worth noting that these lower limits are independent of the mixing
angle.
According to the X-ray observational constraints discussed above, the minimum
possible lifetime for sterile neutrino radiative decays is (Mapelli & Ferrara 2005; MFP06):
τDM = 2.23× 1027 s
(
mν s c
2
10 keV
)−5 (
6.6× 10−11
sin 22θ
)
, (5.47)
if 3.5 <∼ mν s c2/keV <∼ 24, and
τDM = 9.67× 1025 s
(
mν s c
2
25 keV
)−5 (
1.55× 10−11
sin 22θ
)
, (5.48)
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Figure 5.3: Absorbed fraction as a function of redshift for sterile neutrinos of masses between
2 and 50 keV (solid lines). The dotted lines, mostly superimposed to the solid ones, show
the fitting functions listed in Appendix D. The decrease in fabs which can be seen for
z >∼ 800 for the 15, 25 and 50 keV curves might be an artifact caused by our choice of the
redshift where the integration is started (zmax = 1100), as is discussed in Appendix D.
if mν s c
2/keV >∼ 24.
The current number density of sterile neutrinos ns,0 is proportional to the current
number density of active neutrinos [na = 3nb(0)/(11 η), where η is the baryon-to-photon
density]. If we assume also that sterile neutrinos account for all the DM, we can write the
number of sterile neutrinos per baryon as (cfr. Mapelli & Ferrara 2005):
ns,0 = 5.88× 105
(
ρcrit
10−29 g cm−3
)(
ΩDM
0.198
)(
mν s c
2
8 keV
)−1(
η
6.13× 10−10
)−1
. (5.49)
where ρcrit ' 1.88× 10−29 h2 g cm−3 is the critical density of the Universe.
Imposing nDM,0 = ns,0 and mDM = mν s we have all the ingredients needed to
calculate n˙DM(z) through equation (6.9), for each considered mass.
Each sterile neutrino decay produces one active neutrino and one photon, each of
them with an energy ' 12mDMc2. Since the active neutrino does not interact with the IGM,
we only need to consider the photon. Then, we use equations (5.19) and (5.20) with ζ1 = 1
and ζ2 = 1/2, in order to get the injection rate and average energy of photons, and proceed
to the integration of equation (5.12).
The resulting absorbed fraction, fabs(z), is shown in Fig. 5.3. In the case of
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Figure 5.4: Ionized fraction (bottom panel), Thomson optical depth (central panel) and
IGM temperature (top panel) as a function of redshift due to sterile neutrinos. The thick
lines are obtained taking into account the effective absorbed fraction (Fig. 5.3) for sterile
neutrinos of masses 4 (thick dotted line), 15 (dashed), and 25 keV (solid). The thin solid
line shows the contribution of sterile neutrinos of mass 25 keV, if we assume an absorbed
fraction fabs = 0.5. The thin dotted line in the top panel and the thin dot-dashed line in
all the panels are the same as in Fig. 5.1.
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complete and immediate absorption of the photon energy, fabs(z) would be 0.5 (i.e. the
case studied by Mapelli, Ferrara & Pierpaoli 2006), because half of the sterile neutrino
mass-energy is taken away by the active neutrino. It is clear that the complete absorp-
tion approximation is pretty good at high redshift, especially for low mass sterile neutrinos
(mν, s c
2 <∼ 4 keV), whereas at low redshift it fails by a possibly large factor. In the Ap-
pendix D, we provide analytical fits to the fabs(z) curves shown above, for 3 ≤ z ≤ 1000.
Implementing (z) in RECFAST (equations 5.4-5.6), we derive the effective influ-
ence of sterile neutrinos on the ionization fraction and IGM temperature (Fig. 5.4). The
Thomson optical depth, τ e, shown in Fig. 5.4 and in the following figures has been calculated
by integrating the well known formula:
τ e =
∫ z2
z1
dz
dt
dz
c σT xnb(z), (5.50)
where we take z2=1000, i.e. the low-redshift boundary of the last scattering surface, and
z1 = 5, that is approximately the lowest redshift where our fits of the absorbed fraction are
valid (mostly because of our underlying assumption of a largely neutral IGM).
In Fig. 5.4, the solid thin line represents the effect of 25 keV neutrinos if we assume
complete absorption by the IGM (fabs = 0.5 at every z), whereas the solid thick line was
calculated using the derived absorbed fraction fabs. As could be expected from Fig. 5.3,
the difference between the complete and the effective absorption cases (i.e. the thin and
the thick line) increases as the redshift decreases. For instance, the ionization fraction in
the total absorption case (thin line) is higher by a factor ∼ 4 at z = 20, which becomes a
factor ∼ 24 at z = 5. The IGM temperature in the case of effective absorption (z) (thick
line) is reduced by a significant factor (∼ 235 at z = 5) with respect to the total absorption
case. The Thomson optical depth is quite negligible, always remaining < 10−3.
In conclusion, accounting for the effective energy absorption significantly reduces
the effect of sterile neutrino decays on reionization and heating, when compared to the case
of total absorption (see MFP06).
The other two thick lines reported in Fig. 5.4 represent the effects of sterile neutri-
nos of 4 (dotted line) and 15 keV (dashed), using the derived absorbed fraction fabs. One
can be surprised by the fact that 4 keV sterile neutrinos have a higher impact on ionization
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and heating than more massive neutrinos. This result comes from two different factors.
First of all, it depends on the fact that less massive sterile neutrinos have higher
fabs, especially at low redshift. As one can see from the behaviour of xe and τ e, at high
redshift 25 keV sterile neutrinos give a stronger contribution to ionization than 4 keV sterile
neutrinos. It is only at z <∼ 20 that this tendency is reversed.
The second reason is not ’physical’, but it depends on the state of the art of obser-
vations. In fact, we adopted for each sterile neutrino mass the shortest lifetime consistent
with observations. Present-day observational constraints happen to be much stronger for
a 15 keV (Watson et al. 2006) than for a 25 keV sterile neutrino (Boyarsky et al. 2006a),
independently of the intrinsic properties of the decay process.
5.6 Light dark matter
We define as light dark matter (LDM) particles all the DM candidates whose
mass is between 1 and 100 MeV. Such particles have recently become of interest, because
they provide a viable explanation for the detected 511-keV excess from the Galactic centre
(Kno¨dlseder et al. 2005). If they are source of the 511-keV excess, then their maximum
allowed mass mLDM should be 20 MeV, not to overproduce detectable gamma rays via
internal Bremsstrahlung (Beacom, Bell & Bertone 2004). If we consider also the production
of gamma rays for inflight annihilations of the positrons, this upper limit might become ∼ 3
MeV (Beacom & Yu¨ksel 2006).
In principle, LDM can both decay and annihilate, producing photons, neutrinos
and pairs. We will treat both LDM decays and annihilations, making the assumption
that the only decay/annihilation products are pairs. This represents quite an upper limit,
because neutrinos do not interact with the IGM and MeV photons have a low probability
to be significantly absorbed (see Fig. 5.5, and also the discussion in Chen & Kamionkowski
2004).
As we did for sterile neutrinos, we assume that LDM particles compose the entire
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DM. So the current number of LDM particles per baryon is
nLDM,0 = 4.46× 103
(
ρcrit
10−29g cm−3
) (
ΩDM
0.198
) (
mLDM c
2
1 MeV
)−1 (
nb(0)
2.5× 10−7 cm−3
)−1
,(5.51)
where mLDM is the mass of a LDM particle.
5.6.1 Decays
The LDM lifetime can be derived by assuming that LDM decays produce the
detected 511-keV emission from the Galactic centre (Hooper & Wang 2004):
τDM ∼ 4× 1026 s
(
mLDM c
2
MeV
)−1
. (5.52)
From equations (5.51) and (5.52) we can derive n˙DM(z), defined in equation (6.9).
We assume that LDM decays produce pairs. So, the parameters needed in equa-
tions (5.30) and (5.31) are ζ1 = 1 (each decay produces a single electron and a single
positron) and ζ2 = 1/2 (both the electron and the positron receive approximately half of
the available energy).
Having defined these values, we then found the rate of energy absorption per
baryon, (z), by integrating equation (5.12). The corresponding energy absorption fraction
fabs is shown in Fig. 5.5, where the cases of mLDM c
2 = 3 and 10 MeV are shown (dashed
and solid line, respectively).
In the case of pair production, the assumption of immediate and complete energy
absorption corresponds to fabs = 1 at every redshift, because both the electron and the
positron energy can be absorbed. The effective value fabs is always significantly less than 1.
At high redshift (z >∼ 100− 200), the absorbed fraction is relatively high (0.3-0.7,
depending on the particle mass), and it is dominated by the inverse Compton scattering
onto CMB photons and by the positron annihilation.
In fact, positron annihilations contribute to fabs only at high redshift, because both
the annihilation rate (see equation 5.32) and the probability of absorption of the photons
they produce (equation 5.35) scale as positive powers of the baryon density.
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Figure 5.5: Absorbed fraction as a function of redshift for LDM particles of mass 3 (dashed
line) and 10 MeV (solid line) decaying into pairs, and for LDM particles of mass 3 MeV
(dotted line) decaying into photons.
Furthermore, CMB photons at high redshift are sufficiently energetic to be scat-
tered up to the ionization threshold, because 〈Eγ〉 ∼ 30 eV (E/5 MeV)2 [(1 + z)/1001]
(where 〈Eγ〉 is the average energy of the photon after inverse Compton scattering and E
is the energy of the electron/positron). At lower redshift, the starting energies of CMB
photons is lower, and the energy boost due to the inverse Compton is not sufficient to turn
them into ionizing photons, so the absorbed fraction drops significantly.
At low redshift (z <∼ 50), the absorbed fraction fabs stabilizes, because collisional
ionizations become dominant. However, fabs(z < 50) is always ∼ 0.1 for 3 MeV particles,
or ∼ 0.03− 0.04 for 10-MeV particles. We derived a fit for the absorbed fraction, reported
in the Appendix D.
For completeness, Fig. 5.5 also shows the case of LDM decays producing an active
neutrino and a photon (dotted line) for 3 MeV LDM particles. In this case, at high redshift
(z >∼ 100), the absorbed fraction for the LDM radiative decay is quite similar to that for the
decay into a pair (especially if mLDM
<∼ 3 MeV). However, at redshifts z <∼ 100 fabs drops
to much lower values for photons than for pairs, regardless of mLDM.
In Fig. 5.6 we show the effects of LDM decays on reionization and heating, both
considering the energy absorption rate (z) (thick lines) and the upper limit of complete
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absorption (thin lines, fabs = 1). For LDM decays the difference between the two cases
is even more important than for sterile neutrinos. For example, if mLDM c
2=10 MeV, the
ionization fraction (the IGM temperature) at z ∼ 5 is a factor ∼ 25 (∼ 65) higher in the
case of total absorption than if we consider our estimate of fabs. The Thomson optical
depth is reduced by a factor ∼ 7, and it is only τ e <∼ 1.8×10−3 (instead of τ e <∼ 1.3×10−2).
5.6.2 Annihilations
We now consider the case of LDM particles of mass mLDM c
2 =1, 3 and 10 MeV,
assuming that they annihilate and produce electron-positron pairs. Recently Zhang et al.
(2006) found that, in order to be consistent with the 1-yr WMAP results at the 1−σ level,
the thermally averaged annihilation cross-section for LDM annihilations must be4
〈σv〉 ≤ 2.2× 10−29 cm3 s−1 f−1abs
(
mLDM c
2
MeV
)
, (5.53)
The absorbed fraction fabs depends on the redshift. However, as a conservative approxima-
tion, we take the value of fabs in equation (5.53) to be the maximum value fabs,max that we
derive with our method (see Fig. 5.7). In particular, fabs,max ' 0.5 for 1 and 3 MeV LDM
particles, and fabs,max ' 0.9 for 10 MeV particles; these values (and the whole function
fabs) are actually almost independent from the value we adopt for 〈σv〉.
We chose to use values of 〈σv〉 which are close to the upper limit given by the above
formula, i.e. 4, 12, and 24 ×10−29 cm3 s−1 for mLDM c2 = 1, 3, and 10 MeV, respectively.
Such values of 〈σv〉 are quite close to those (〈σv〉=0.3, 2.7 and 30 ×10−29 cm3 s−1, for the
same masses) which have been inferred by Ascasibar et al. (2006) in order to reproduce the
511 keV excess from the Galactic centre.
From equations (5.53) and (5.51) we then derive the rate of change of the number
of DM particles per baryon through equation (6.10). In this case, the parameters for the
injection equations (5.30) and (5.31) are ζ1 = 1/2, ζ2 = 1, because an electron and a positron
are produced for every annihilation (which obviously involves two annihilating particles).
The integration of equation (5.12) with these parameters provides us with the
energy absorption rate per baryon, (z), and the corresponding absorbed fraction fabs, which
4In eq. (5.53) the upper limit actually given by Zhang et al. 2006 was multiplied by a factor of 2 in order
to account for differences between the two treatments.
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Figure 5.6: Ionized fraction (bottom panel), Thomson optical depth (central panel) and
IGM temperature (upper panel) as a function of redshift due to LDM decays. The thick
lines are obtained using the effective absorbed fraction (Fig. 5.5) for decaying LDM of
masses 3 (thick dashed line) and 10 MeV (solid). The thin solid (dashed) line shows the
contribution of decaying LDM of mass 10 (3) MeV, if we assume an absorbed fraction of 1.
The thin dotted line in the top panel and the thin dot-dashed line in all the panels are the
same as in Fig. 5.1.
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Figure 5.7: Absorbed fraction as a function of redshift for annihilating LDM of mass 1
(dotted line), 3 (dashed line) and 10 MeV (solid line).
is shown in Fig. 5.7. The behaviour of fabs(z) is quite similar to the case of LDM decays.
At high redshift (z >∼ 100) fabs(z) is close to the complete and immediate absorption value
(fabs = 1) and it is dominated by inverse Compton scattering and positron annihilations.
At low redshift collisional ionizations alone contribute to fabs, which suffers a large drop
between the two regimes.
We note that the contribution of positron annihilations to the absorbed fraction
is particularly crucial for low mass LDM particles. In fact, for the case mLDM c
2 = 1 MeV,
inverse Compton scattering is not able to produce ionizing photons, even at z ∼ 1000.
For this reason, in absence of positron annihilation, the absorbed fraction for 1 MeV LDM
particles (dotted line in Fig. 5.7) would depend only on collisional ionization, and its plot
would essentially be a straight line from fabs(5) ∼ 0.2 to fabs(1000) ∼ 0.08.
On the contrary, for the highest mass we consider, mLDM c
2 = 10 MeV, the high
redshift bump is essentially due to inverse Compton energy loss.
The impact of LDM annihilations on reionization and heating (Fig. 5.8) is quite
different from the case of LDM decays. In fact, LDM annihilations start to contribute both
to reionization and heating already at very high redshift (z ∼ 800); but their role remains
negligible at low redshift. In particular, the ionization fraction becomes ∼ 10−3 and the
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Figure 5.8: Ionized fraction (bottom panel), Thomson optical depth (central panel) and
IGM temperature (upper panel) as a function of redshift due to LDM annihilations. The
thick lines are obtained taking into account the effective absorbed fraction (Fig. 5.7) for
annihilating LDM of masses 1 (thick dotted line), 3 (dashed) and 10 MeV (solid). The thin
solid line shows the contribution of annihilating LDM of mass 10 MeV, if we assume an
absorbed fraction=1. The thin dotted line in the top panel and the thin dot-dashed line in
all the panels are the same as in Fig. 5.1.
Chapter 5: Dark matter decays and annihilations 135
IGM temperature at z ∼ 10 is much lower than 10 K. This mainly is due to the fact that
the annihilation rate depends on the square of the baryon density (see equation 6.10).
The Thomson optical depth reported in the central panel of Fig. 5.8 is quite high:
τ e = 0.12 − 0.15 for all the considered LDM particles, i.e. close to the 1-σ upper limit
(τ e = 0.12) of the 3-yr WMAP data. Nevertheless, the effects of LDM ionization can be
very hardly detected by WMAP. The reason is that, differently from the relatively rapid
and large variation of the electron fraction occurring in standard reionization scenarios, the
xe evolution produced by LDM annihilations tracks very closely, albeit at a slightly higher
level, and for a long time the relic abundance one. This behavior dilutes the effects of these
extra electrons, making their imprint on the CMB spectrum very tiny (see next Section).
5.7 Effects on the CMB spectrum
In the previous Sections we showed that decaying DM, and especially LDM and
sterile neutrinos, can modify the ionization fraction, with respect to the value due to relic
electrons, already at high redshift. This fact should leave some imprint on the CMB spec-
trum (Chen & Kamionkowski 2004; Pierpaoli 2004; Padmanabhan & Finkbeiner 2005). To
check whether these effects are measurable, we simulated the expected CMB spectrum in
the case we take into account DM decays. This has been done by implementing our modified
version of RECFAST in the version 4.5.1 of the public code CMBFAST (U. Seljak & M.
Zaldarriaga 1996; U. Seljak et al. 2003).
Fig. 5.9 (Fig. 5.10) shows the temperature - temperature (TT), polarization - po-
larization (EE) and temperature - polarization (TE) spectra, in the case of 10-MeV decaying
(annihilating) LDM (i.e. the particle for which we achieved the maximum contribution to
the reionization among the considered ones), compared with the recent WMAP 3-yr data
(Spergel et al. 2006; Page et al. 2006).
The contribution due to DM decays alone is negligible. There is a sensible differ-
ence only in the lowest multipoles (l < 10) of the EE spectrum. This effect can be seen
in the central panel of Fig. 5.9, where the thin lines show the expected EE spectra by
considering (dashed line) and neglecting (solid line) DM decays, respectively. This effect,
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Figure 5.9: TT (top panel), EE (central panel) and TE (bottom panel) spectra. Thick
lines indicate the CMB spectrum derived assuming Thomson optical depth τ e = 0.09 and
a sudden reionization model (consistent with the 3-yr WMAP data); thin lines indicate the
CMB spectrum derived assuming τ e = 0. Dashed (solid) lines indicate the CMB spectrum
obtained (without) taking into account the decays of 10-MeV LDM particles. Open circles
in all the panels indicate the 3-yr WMAP data (Hinshaw et al. 2006; Page et al. 2006;
Spergel et al. 2006).
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small and concentrated at low multipoles, is justified by the fact that DM decays produce
a very small Thomson optical depth (τe
<∼ 0.01) and that they are important especially at
very low redshift, due to their long lifetime. Is such a modification of the EE spectrum
measurable? If there are other sources of reionization besides DM decays (as it seems to
be likely, considering the Thomson optical depth, τe = 0.09 ± 0.03, measured by WMAP;
Spergel et al. 2006), the influence exerted on the EE spectrum by the decaying DM would
be completely hidden by the stronger effects due to these other reionizing sources. This
can be seen in Fig. 5.9, where the thick lines show the TT/EE and TE spectra assuming
τe = 0.09 in the case with (dashed line) and without (solid line) DM decays. We found that
the effects of DM decays are washed out by those of other reionizing sources also for lower
values of τe consistent with the 3-yr WMAP results (down to τe = 0.06, corresponding to a
sudden reionization at z ∼ 6).
For the annihilations, the scenario is quite different. Even if the Thomson inte-
grated optical depth is quite high, the effects of LDM annihilations can be very hardly
detected by WMAP. The reason is that the xe evolution produced by LDM annihilations
tracks very closely, albeit at a slightly higher level, and for a long time the relic abundance
one. This behavior dilutes the effects of these extra electrons, making their imprint on the
CMB spectrum very tiny.
However, the Thomson optical depth produced by LDM annihilations should in-
fluence the CMB spectra at quite high multipoles, as implied by the results of Zhang et al.
(2006). The main effects of LDM annihilations are a certain damping in the TT peaks, a
sensible variation of the EE spectra for l <∼ 100 and some negligible distortions in the TE
spectra (Fig. 5.10). However, the simulated spectra agree within 1-σ with the 3-yr WMAP
results. Our plot is obtained assuming that all the cosmological parameters have the best
fit value indicated by the 3-yr WMAP data. Leaving the cosmological parameters free to
change, it should be possible to get an even better agreement between the WMAP data and
the simulated CMB spectra derived accounting for LDM annihilations (Zhang et al. 2006).
Beyond these differences, we can conclude that the influence of both decaying and
annihilating LDM particles on the CMB spectra is quite negligible. Because LDM particles
produce the highest ionization fraction among the considered models, the effects on the
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Figure 5.10: TT (top panel), EE (central panel) and TE (bottom panel) spectra. Thick
and thin lines are the same as in Fig. 5.9. Dashed (solid) lines indicate the CMB spectrum
obtained (without) taking into account the annihilations of 10-MeV LDM particles. Open
circles are the same as in Fig. 5.9.
CMB spectra due to other species of DM particles will be far more negligible.
5.8 Conclusions
We examined the contribution to cosmic reionization and heating of different mod-
els of decaying/annihilating DM. The main result is that there is a substantial difference
between heavy and light DM particles: the influence of the heaviest DM particles (> 100
MeV, i.e. gravitinos and neutralinos) on reionization and heating is completely negligible,
whereas the light particles ( <∼ 10 MeV, i.e. sterile neutrinos and LDM) can be source of
early partial reionization and can significantly increase the temperature of the IGM.
For the heaviest particles we assumed that all the energy released by decays/annihilations
is absorbed by the IGM. Then, our results represent an upper limit.
Instead, for the light particles (sterile neutrinos and LDM), which decay/annihilate
into photons, electron-positron pairs and neutrinos, we modelled in detail the absorption
rate of the energy released in the IGM.
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In the case of radiatively decaying sterile neutrinos (mass 2-50 keV), at z > 200
a fraction fabs ' 0.5 of the particle energy is transferred to the IGM, predominantly via
ionizations; at lower redshifts fabs decreases rapidly to values of 0.0005-0.3 depending on
the neutrino mass. LDM particles can decay or annihilate. In both cases fabs ≈ 1 at high
(> 300) redshift, due to positron annihilation and inverse Compton scattering, and it drops
to values around 0.1 below z = 100.
Our determination of fabs has a dramatic impact on the results of previous studies
(which adopted naive assumptions for this parameter) concerned with the IGM heating by
DM.
To illustrate this point, we have re-calculated the IGM thermal and ionization
history induced by either sterile neutrinos or LDM particles, using the previous findings.
We find that sterile neutrino (LDM) decays are able to increase the IGM temperature by
z = 5 at most up to 4 K (100 K). Both these values are 50-200 times lower than the estimates
based on the assumption of complete energy transfer to the gas. In addition, significant
departures from the adiabatic temperature evolution induced by the Hubble expansion occur
only below z ≈ 30, at an epoch at which heating and ionization by conventional sources
(stars or accretion-powered objects) are likely to swamp the DM signal.
LDM annihilations instead produce a very extended (5 < z < 800) electron fraction
plateau, at a level of 5-10 times the relic one. The main effect of these extra electrons is
to extend the cosmic time interval during which the IGM kinetic temperature is coupled
to the CMB one down to z ≈ 100. Although the electron scattering optical depth in this
case is large (0.08-0.10), its effects on the CMB temperature/polarization spectra are hardly
appreciable.
The detailed computation of the fabs presented in this Chapter and summarized by
the fits given in the Appendix D, might be useful for a large number of future applications
in which the cosmological role of the DM is investigated. Among these are the effects
of DM decays/annihilations on the 21 cm emission (Shchekinov & Vasiliev 2006) and on
the structure formation history (Shchekinov & Vasiliev 2004; Biermann & Kusenko 2006;
Ripamonti, Mapelli & Ferrara 2006b).
Chapter 6
Impact of dark matter on structure
formation
6.1 Introduction
One of the fundamental questions concerning the formation of first structures is
the minimum halo mass (critical mass, mcrit) for collapse at a given redshift (Silk 1977;
Rees & Ostriker 1977; White & Rees 1978; Couchman 1985; Couchman & Rees 1986; de
Araujo & Opher 1988, 1991; Haiman, Thoul & Loeb 1996).
Tegmark et al. (1997; T97) thoroughly addressed such question, pointing out how
mcrit crucially depends on the abundance of H2, the main coolant present in the metal free
Universe. Subsequent studies (Abel et al. 1998; Fuller & Couchman 2000; Galli & Palla
1998, 2002; Ripamonti 2006) refined the model of T97, accounting also for minor effects,
such as the cooling induced by HD molecules.
The production of molecules and mcrit are sensitive to any physical process which
can release energy in the intergalactic medium (IGM). In fact, the injection of energy in
the IGM can either delay the collapse of first halos (because of the increased gas temper-
ature, or of photodissociation of molecules) or favour structure formation (because of the
enhancement in the abundance of free electrons, which act as catalysts for the formation of
molecules).
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For this reason, it is crucial to understand the influence of reionization sources on
structure formation. Many studies have shown that massive metal free stars are efficient in
dissociating H2 molecules, quenching star formation in the first halos (Haiman, Rees & Loeb
1997; Ciardi, Ferrara & Abel 2000; Ciardi et al. 2000; Haiman, Abel & Rees 2000; Ricotti,
Gnedin & Shull 2002; Yoshida et al. 2003). Intermediate mass black holes, produced by
the collapse of first stars, are thought to efficiently re-heat the IGM, increasing mcrit and
reducing star formation in the smaller mass halos (Ricotti & Ostriker 2004; Ricotti, Ostriker
& Gnedin 2005; Zaroubi et al. 2006).
Also particle decays and annihilations can be sources of partial reionization and
heating (see Mapelli, Ferrara & Pierpaoli 2006 and references therein), and could influence
structure formation. For example, Shchekinov & Vasiliev (2004) investigated the possible
effect on mcrit due to ultra-high energy cosmic rays (UHECRs) emitted by particles decay-
ing in the early Universe. Biermann & Kusenko (2006) considered the impact on structure
formation due to sterile neutrino decays. Both these studies found a substantial enhance-
ment on the abundance of molecular coolants (H2 and/or HD). However, they neglected
the possible increase of gas temperature due to UHECRs or decays, respectively.
More recently, Stasielak, Biermann & Kusenko (2006) evaluated the effect of sterile
neutrino decays accounting also for the heating of the gas. However, their single-zone model
is likely to oversimplify the crucial behaviour of gas density during the halo collapse.
In this Chapter, we consider the influence of dark matter (DM) decays and annihi-
lations on structure formation, taking into account variations induced both in the chemical
and in the thermal evolution of the IGM and of the gas inside halos. Furthermore, we sub-
stitute the single-zone models, which are commonly adopted in previous papers (Haiman et
al. 1996 is an important exception), with more sophisticated 1-D simulations. We focus on
relatively low mass DM particles, such as sterile neutrinos and light DM (LDM), as their
effect on the IGM is expected to be much more important than that of heavier ( >∼ 100
MeV) DM particles (Mapelli et al. 2006).
Sterile neutrinos are expected to decay into active neutrinos and keV-photons
(Dolgov 2002), while LDM can either decay or annihilate producing electron-positron pairs
(Boehm et al. 2004; Hooper & Wang 2004; Picciotto & Pospelov 2005; Ascasibar et
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al. 2006). keV-photons interact with the IGM both via Compton scattering and photo-
ionization; instead, the electron-positron pairs undergo inverse Compton scattering, colli-
sional ionizations, and positron annihilations (Zdziarski & Svensson 1989; Chen & Kamionkowski
2004; Ripamonti, Mapelli & Ferrara 2006, hereafter RMF06). RMF06 derived the fraction
fabs(z) of energy emitted by sterile neutrino decays and LDM decays or annihilations which
is effectively absorbed by the IGM through these processes. In this Chapter, we adopt the
fits of fabs(z) given by RMF06.
In Section 6.2 we describe the hydro-dynamical code used to derive mcrit and
the DM models which we adopt. In Section 6.3 we discuss the effect of DM decays and
annihilations on the chemical and thermal evolution of the IGM, giving an estimate of
the Jeans mass. In Section 6.4 we describe the chemical and thermal evolution of the
gas inside the halos, deriving mcrit. In the discussion (Section 6.5) we address various
points, such as the variations in the baryonic mass fraction inside the halos induced by DM
decays/annihilations and the influence of the concentration of the DM profile.
We adopt the best-fit cosmological parameters after the 3-yr WMAP results (Spergel
et al. 2006), i.e. Ωb = 0.042, ΩM = 0.24, ΩDM ≡ ΩM − Ωb = 0.198, ΩΛ = 0.76, h = 0.73,
H0 = 100h Mpc km
−1 s−1.
6.2 Method
6.2.1 The code
In order to estimate the effects of the energy injection from DM decays and an-
nihilations, it is necessary to follow the chemical and thermal evolution of primordial gas.
This can be done with single-zone models such as the one originally described in T97, or the
adaptations by Shchekinov & Vasiliev (2004), and by Stasielak et al. (2006). However, this
kind of models is bound to use some approximations which can be very crude. First of all,
single-zone models cannot follow the density evolution of a virialized halo because of their
lack of ”resolution”, so that it is usually assumed that after virialization the gas density
in a halo is both uniform in space and constant in time. Even in the linear phase of the
collapse, the top-hat model provides a reasonable description of the DM component, but
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it becomes a rough approximation when the baryonic component is considered, as hydro-
dynamical effects are likely to become important at scales below the Jeans or the filtering
length (Peebles 1993; Gnedin 2000).
An exact description would require a 3-D simulation (such as those of Abel, Bryan
& Norman 2002, and of Bromm, Coppi & Larson 2002); but it is possible to capture the
basic features of the collapse phenomenon by an intermediate, time-efficient approach, e.g.
by means of 1-D simulation, as they are both more accurate than single-zone models, and
much faster than 3-D simulations (Haiman et al. 1996).
In this Chapter, we use the 1-D Lagrangian, spherically symmetric code described
by Ripamonti et al. (2002), as updated in Ripamonti (2006). Such a code includes the
treatment of:
• the gravitational and hydro-dynamical evolution of the gas (by means of an artificial
viscosity scheme);
• the chemical evolution of 12 species (H, H+, H−, H2, H+2 , D, D+, HD, He, He+, He++,
and e−; see table 1 of Ripamonti 2006 for a list of the considered reactions and of the
adopted reaction rates);
• the cooling (or heating) due to a number of components, such as the compressional
(adiabatic) heating, the emission and absorption of line radiation from H, H2 and HD
(accounting for the effects of the cosmic microwave background, CMB), the heating
(or cooling) from the Compton scattering of CMB photons off free electrons, and the
heating (or cooling) due to chemical reactions (e.g. the formation or dissociation of
H2 molecules);
• the gravitational effects of DM, according to a simple model which is based on the top-
hat formalism up to the turn-around redshift, smoothly evolving into a concentrated
profile after virialization (see Section 6.2.2 for more details).
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6.2.2 DM profiles
The code does not include a self-consistent treatment of DM. Instead, the function
ρDM(r, z), describing the DM density profile and its redshift evolution, must be chosen a
priori. Since our results might depend on this choice, we decided to study two quite different
cases, which we call ‘isothermal’ and ‘NFW’ (from the profile described in Navarro, Frenk
& White 1997) depending on the shape of the density profile after virialization.
In both cases the DM distribution was assumed to be spherically symmetric, and
concentric with the simulated region, whose central part represents the halo which is being
investigated. At any redshift a DM mass MDM = MhaloΩDM/ΩM is assumed to be within
the truncation radius
Rtr(z) =

(
3
4pi
MDM
ρTH(z)
)1/3
if z ≥ zta
Rvir
[
2− t(z)t(zvir)−t(zta)
]
if zta > z ≥ zvir
Rvir if z < zvir
(6.1)
where t(z) is the time corresponding to redshift z, and zvir, zta, Rvir and ρTH(z) are the
halo virialization and turn-around redshifts, its virial radius, and the DM density inside
the halo at z > zta (as derived from the evolution of a simple top-hat fluctuation; see e.g.
Padmanabhan 1993, or T97), respectively. The exact definition of these quantities can be
found in Ripamonti 2006.
The isothermal and NFW assumptions differ only after the halo virialization (z <
zvir); both of them refer to a static DM profile. In the isothermal case
ρDM(r, z) =

ρcore if r ≤ Rcore;
ρcore(r/Rcore)
−2 if Rcore ≤ r ≤ Rtr;
ρ0ΩDM(1 + z)
3 if r > Rtr;
(6.2)
instead, in the NFW case the DM density profile is chosen to be
ρDM(r, z) =

ρNFW
(r/Rcore)(1+r/Rcore)2
if r ≤ Rtr;
ρ0ΩDM(1 + z)
3 if r > Rtr;
(6.3)
where ρ0 ' 1.88 × 10−29 h2 g cm−3 is the critical density of the Universe at present. In
both cases Rcore = ξRvir, where ξ = 0.1 is a parameter (cfr. Hernquist 1993, and Burkert
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1995 for the choice of its value; in the NFW case ξ the inverse of the more commonly uses
concentration parameter), and the densities ρcore and ρNFW can be found by requiring the
DM mass within Rtr to be equal to MDM.
At z > zvir both the isothermal and NFW case assume the DM density profile
described by equation 6.2. However, at such redhift the profile is not static, because the
core radius is evolved with redshift
Rcore(z) =
 Rtr(z) if z ≥ ztaRvir [2− (2−ξ) t(z)t(zvir)−t(zta)] if zta > z ≥ zvir (6.4)
Such a choice combines the behaviour of a top-hat fluctuation (the density inside Rtr is
assumed to be uniform until the turn-around) with a transition to the final density profiles.
We only considered the case ξ = 0.1 (i.e. concentration 10 for the NFW profile),
instead of varying ξ, because the differences between the isothermal and NFW cases are
quite relevant even with the same value of ξ. In fact, the NFW case is representative
of concentrated halos, whereas the isothermal case is representative of relatively shallow
potentials.
However, it is important to note that the flat central profile of the isothermal case
helps to ensure that the behaviour we observe near the centre is due to the self-gravity and
hydrodynamics of the simulated gas, rather than to the assumed DM profile.
6.2.3 Treatment of the DM energy injection
The above code was modified in order to include the effects of the energy injection
from DM decays/annihilations on both the chemical and thermal evolution of the gas.
The gas can be heated, excited and ionized by the energy input due to DM de-
cays/annihilations. It is important to note that the fraction of the absorbed energy going
into each one of these components is quite unrelated to how the energy was deposited in
the IGM at the first step. For example, if a keV a photon ionizes an atom, the resulting
electron will generate a cascade of collisions, and the energy of the photon will go not only
into ionizations, but also into excitations and heating.
Thus, given the energy injection per baryon from DM decays and annihilations,
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(z) (described in Section 6.2.4), we split it into an heating and ionization component1
heat(z) = C˜[1− (1− x(z))a˜]b˜(z) (6.5)
ion(z) =
1− x(z)
3
(z), (6.6)
where x(z) is the ionization fraction. In the first equation we are using the fit to the
results of Shull & Van Steenberg (1985) which is provided in their paper (with C˜ = 0.9971,
a˜ = 0.2663, and b˜ = 1.3163), while in the second equation we are using the fit to the same
results given by Chen & Kamionkowski (2004).
The heating component is simply added to the equations describing the thermal
state of the gas. Instead, the ionization component is further split between H, He, He+, D,
H2, HD and H
+
2 , according to their number abundance:
i(z) =
N˜i∑
j∈(H,He,He+,D,H2,HD,H+2 ) N˜j
ion(z) (6.7)
where the indices i and j indicate chemical species, and N˜i ≡ Ni if the species i is atomic,
or as N˜i ≡ 2Ni if the species i is molecular; Ni is the number density (per unit volume)
of the chemical species i. In principle, the terms in the sum above should be weighted by
the cross-section for each species. However both the cross-section and the energy spectrum
are too complex to be implemented in our simple calculations. In particular, the energy
spectrum is expected to be the result of a cascade (Shull & Van Steenberg 1985). The
error in neglecting these factors is quite small, as mcrit is more sensitive to the temperature
increase than to the chemistry (see Section 6.4).
The quantity i approximates the energy which is absorbed by chemical reactions
dissociating the species i, and is translated into a reaction rate (number of reactions per
particle per unit time) through a division by the energy threshold Eth,i of the considered
reaction. The list of the reactions and of the energy thresholds is given in Table 1.
We neglect the absorption of ionization energy by H+, He++, D+ and e−, because
these species cannot be ionized further. We also neglect the ionization energy absorption
1The sum of these two components is less than (z), as a significant fraction of the injected energy goes
in atomic/molecular excitations and does not affect the chemical or thermal state of the gas.
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Table 6.1: List of chemical reactions stimulated by the DM energy injection.
Species Reaction Threshold
H H → H+ + e− 13.6 eV
He He → He+ + e− 24.6 eV
He+ He+ → He++ + e− 54.4 eV
D D → D+ + e− 13.6 eV
H2 H2 → H + H 4.48 eV
HD HD → H + D 4.51 eV
H+2 H
+
2 → H + H+ 2.65 eV
by H− because the energy threshold for the transformation of H− into H is negative, and
cannot be treated with our simple formalism. However the number abundance of H− is
always very small, and the number of dissociations induced by DM decays/annihilations is
likely to be negligible.
6.2.4 DM models
We apply this formalism to two different DM candidates, i.e. sterile neutrinos and
LDM. Sterile neutrinos are one of the most popular warm DM (WDM) candidates (Colombi,
Dodelson & Widrow 1996; Sommer-Larsen & Dolgov 2001; Bode, Ostriker & Turok 2001).
They can decay via different channels (Dolgov 2002; Hansen & Haiman 2004). In this
Chapter we are interested in the radiative decay, i.e. the decay of a sterile neutrino into a
photon and an active neutrino, because of its direct impact on the IGM (Mapelli & Ferrara
2005; Mapelli et al. 2006). The photon produced in the decay interacts with the IGM both
via Compton scattering and photo-ionization (RMF06).
LDM particles have recently become of interest, because they provide a viable
explanation for the detected 511-keV excess from the Galactic centre (Boehm et al. 2004;
Kno¨dlseder et al. 2005). If they are source of the 511-keV excess, then their maximum
allowed mass mLDM should be 20 MeV, not to overproduce detectable gamma rays via
internal Bremsstrahlung (Beacom, Bell & Bertone 2004). If we consider also the production
of gamma rays for inflight annihilation of the positrons, this upper limit might become ∼ 3
MeV (Beacom & Yu¨ksel 2006).
LDM can either decay or annihilate, producing photons, neutrinos and pairs. In
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this Chapter we consider both LDM decays and annihilations, but we restrict their treatment
to the case where the product particles are e+ − e− pairs. In fact, in the case of pair
production the impact of LDM on the IGM is maximum (RMF06). The e+ − e− pairs are
expected to interact with the IGM via inverse Compton scattering, collisional ionization
and positron annihilation (RMF06).
Table 6.2: List of the main characteristics of the considered DM models. In particular, from the leftmost to the rightmost
column: DM model, nDM,0, τDM (if decaying particle), 〈σ v〉 (if annihilating), comoving free-streaming lengths (λFS,n and λFS,i)
and the associated mass scale. λFS is taken to be the maximum between λFS,n and λFS,i.
DM model nDM,0/10
3 τDM/(10
27 s) 〈σ v〉/(10−29 cm3 s−1) λFS,n(pc) λFS,i(pc) MFS(M)
ν 4 keV (decaying) 1176 2.96 − 3× 105 < 60 5× 108
ν 15 keV (decaying) 314 1.98 − 8× 104 < 35 1× 107
ν 25 keV (decaying) 188 0.097 − 4.8× 104 < 25 2× 106
LDM 3 MeV (decaying) 1.49 1.2 − 2.2 < 0.1 2× 10−7
LDM 10 MeV (decaying) 0.446 4.0 − 0.5 < 0.1 3× 10−8
LDM 1 MeV (annihilating) 4.46 − 4 9.5 300 0.5
LDM 3 MeV (annihilating) 1.49 − 12 2.2 300 0.5
LDM 10 MeV (annihilating) 0.446 − 24 0.5 300 0.5
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The energy input from the “background”
We first consider the energy injected in the general IGM after cosmic DM de-
cays/annihilations.
Both in the case of sterile neutrinos and of LDM, the rate of energy transfer (per
baryon) to the IGM because of this “background” contribution can be written as:
bkg(z) = fabs(z) n˙DM(z)mDM c
2, (6.8)
where mDM is the mass of a DM particle and c is the speed of light. The energy absorbed
fraction, fabs(z), has been derived in RMF06; n˙DM(z) is the decrease rate of the number of
DM particles per baryon.
In the case of DM decays, n˙DM(z) is given by
n˙DM(z) ' nDM,0
τDM
, (6.9)
where nDM,0 and τDM are the current number of DM particles per baryon and the lifetime
of DM particles, respectively. τDM is assumed to be much longer than the present value of
the Hubble time, as is the case for all the models we are considering.
For the annihilations:
n˙DM(z) ' 1
2
n2DM,0Nb(0) 〈σ v〉(1 + z)3, (6.10)
where Nb(0) = 2.5×10−7 g cm−3 is the current baryon number density (Spergel et al. 2006),
and 〈σv〉 is the thermally averaged DM annihilation cross-section.
Both for sterile neutrinos and LDM, the values of nDM,0, τDM and 〈σv〉 adopted in
this Chapter are the same reported in RMF06; for convenience, they are listed in Table 2.
The “local” energy input
In addition to the background energy injection discussed above, the baryons inside
a halo absorb extra energy from the additional decays/annihilations of overdense halo DM.
In the case of decays the total excess energy “produced” inside the halo is
Eloc(z) =
4piNb(0)(1 + z)
3mDM c
2
τDM
×
∫ Rtr(z)
0
dr r2[nDM(r, z)− nDM,0], (6.11)
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and in the case of annihilations
Eloc(z) = 4pi [Nb(0)(1 + z)
3]2mDM c
2 〈σv〉
×
∫ Rtr(z)
0
dr
1
2
r2 [n2DM(r, z)− n2DM,0(z)], (6.12)
where nDM(r, z) = ρDM(r, z)/[mDMNb(0)(1+z)
3] is the number of DM particles per baryon
at redshift z and at a distance r from the centre of the halo.
Then, we compute the baryon column density Σb from the halo centre to the
truncation radius, and find the fraction of the energy Eloc which is absorbed by such a
column density, floc. If the DM produces photons of energy Eγ ,
floc = Σb
[
σHe+H(Eγ) + σT
Eγ
mec2
g
(
Eγ
mec2
)]
(6.13)
where σHe+H(E) is the photo-ionization cross-section (see Zdziarski & Svensson 1989;
RMF06), σT is the Thomson cross section, and the function g is defined in equation 4.9
of Zdziarski & Svensson (1989). Instead, if the DM produces electron-positron pairs with
Lorentz factor γ (and energy E=γ me c
2),
floc =
Σb
cNb(0)(1 + z)3
φe,ion(z, E) +
Rtr(z)
c
φe,com(z, E) (6.14)
where φe,ion(z, E) and φe,com(z, E) give the fraction of the energy of an electron/positron
which is absorbed per unit time by the IGM, because of collisional ionizations and of
Compton scattering of CMB photons, respectively. Such functions are given by equations
14-15, and 16-18 of RMF06.
We then assume that all the baryons inside the halo absorb the same amount of
energy from this local contribution. So, the “local” energy deposition in each baryon within
the truncation radius Rtr(z) is
loc(z, r) = Elocfloc
Mgas[Rtr(z)]
mH
(6.15)
where Mgas(Rtr) is the mass of the gas inside the truncation radius, and mH is the mass
of an H atom. Instead, for baryons at a distance larger than Rtr(z) from the centre of the
halo we assume loc(z, r) = 0.
The total energy input per baryon from DM decays/annihilations is then
(r, z) = bkg(z) + loc(r, z). (6.16)
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6.2.5 The free-streaming/damping lengths
We need to take into account that small DM fluctuations might be washed out
by damping mechanisms, and in particular by free-streaming (see e.g. Padmanabhan 1993;
Sommer-Larsen & Dolgov 2001; Boehm et al. 2005).
The free-streaming scale depends on the considered particle, and on the strength
of its interactions. If such interactions are negligible, the comoving free-streaming length is
λFS,n '

0.3
(
mDMc
2
4 keV
)−1 ( 〈p c/(kB T )〉
3.15
)
Mpc for neutrinos
0.20 (ΩDMh
2)1/3
(
mDMc
2
1 keV
)−4/3
Mpc for LDM,
(6.17)
where mDM is the mass of the considered DM particle, p and T are the modulus of the
proper momentum and the temperature of the particle, respectively. The above expressions
are derived from Abazajian et al. (2001a), and from Boehm et al. (2005), respectively.
However, if the DM particle interacts at a non negligible rate, the comoving free-
streaming length is (Boehm et al. 2005)
λFS,i = 0.3
(
mDMc
2
1 MeV
)−1/2(
Γ˜dec,DM
6× 10−24 s−1
)1/2
Mpc (6.18)
with
Γ˜dec,DM = ΓDM(zdec)(1 + zdec)
−3, (6.19)
where ΓDM(zdec) is the DM interaction rate at its decoupling redshift zdec.
In the case of decaying particles, we assume that this rate is simply the inverse
of the present lifetimes of DM particles; so, ΓDM(zdec) < 10
−24 s−1 in all the cases we
are considering (cfr. Table 2). Since zdec  103, equations (6.17) and (6.18) imply that
λFS,i  λFS,n; so, for decaying particles we will use a free-streaming scale λFS = λFS,n.
Instead, when annihilating particles are considered, the interaction rate is ΓDM(zdec) =
1
2nDM,0Nb(0)〈σv〉dec(1 + zdec)3, where 〈σv〉dec ∼ 10−26(mDM c2/MeV)−1 cm3 s−1 (see, for
example, Ascasibar et al. 2006) is the thermally averaged annihilation cross-section at the
epoch of decoupling. Then, in the case of annihilating particles, λFS,i  λFS,n, and we must
assume λFS = λFS,i. In Table 2 we give the detailed list of the free-streaming lengths for
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each DM model. The same table also lists the free-streaming mass scale
MFS =
4pi
3
(
λFS
2
)3
ρ0ΩMh
2. (6.20)
Damping erases fluctuations on scales smaller than λFS. Thus, objects of mass
<∼MFS are unlikely to form, unless the small scale power spectrum is regenerated by non-
linear effects at low redshift (see Boehm et al. 2005; however, this regeneration appears to
take plate at z ∼ 2, which is much later than the epoch we are considering). To introduce
corrections for this effect in our models is beyond the purposes of this Chapter.
Damping might also affect the density profile of halos, erasing cusps on scales
<∼ λFS. The values of λFS and MFS listed in Table 2 show that this effect of damping can
be important only for sterile neutrinos. In the case of isothermal density profiles, we account
for it adopting the following correction. If the core radius Rcore(z) (equation 6.4) is smaller
than λFS/2, we increase its value to Rcore,new(z) = min(Rtr(z), λFS/2. Instead, in the case
of simulations with NFW density profile we do not introduce this correction, because these
simulations are intended to explore the effects of high concentration (see Section 6.4.2).
6.2.6 The simulations
Our code was used to run a large number of simulations, in order to explore a
wide range of the zvir −Mhalo parameter space: we considered halo masses in the range
104 − 107M, and virialization redshifts between 10 and 100.
We actually simulate a mass which is 1000 times higher than that of the collapsing
halo, in order to include in the simulation a mass which is larger than the cosmological
filtering mass (Gnedin 2000); otherwise, our treatment of hydrodynamics might be incorrect.
The simulated object is divided in 150 shells, whose spacing was chosen so that (i) the mass
of the shells smoothly increases when moving outwards, (ii) the central shell always encloses
a gas mass of ∼ 0.3M, and (iii) the central 100 shells initially enclose a mass ∼ Mhalo
(including the DM).
The simulations are started at z = 1000, when we assume that the gas density is
uniformly equal to the cosmological value (whereas the DM density profile is not perfectly
uniform; see Section 6.2.2), the gas temperature is equal to the CMB temperature ('
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Figure 6.1: Effects of decaying/annihilating DM on the IGM evolution. Left axis: fractional
abundances of free electrons (e−), H2 and HD as a function of the redshift. Right axis:
matter temperature as a function of the redshift. Top panel: Effect of decaying sterile
neutrinos of mass 25 keV (dashed line). Central panel: decaying LDM of mass 10 MeV
(dashed line). Bottom panel: annihilating LDM of mass 1 MeV (dashed line). In all the
panels the dotted line is the CMB temperature and the solid line represents the thermal
and chemical evolution without DM decays/annihilations.
2.728 K), and adopt the chemical abundances listed in table 2 of Ripamonti 20062.
They are stopped either when the gas density reaches the threshold ρ/mH =
105 cm−3, or after a time 2t(zvir) has elapsed.
Each set of simulations was repeated for each different DM decay/annihilation
model, and also for the “standard” case without any energy injection from DM, which is
used as a reference against which we compare our results.
6.3 IGM evolution
In order to look at the influence of DM decays and annihilations upon the IGM,
we have used a simplified version of our code (where the density was assumed to evolve as
2The most important abundances listed there are the H ionization fraction (at z = 1000) NH+/NH =
0.0672, the helium abundance NHe/NH = 0.0833, and the deuterium abundance ND/NH = 2.5× 10−5.
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the cosmological value).
6.3.1 Chemistry and temperature
Our code follows the chemical evolution of 12 chemical species (see previous Sec-
tion). Two of them, molecular hydrogen (H2) and HD are particularly important for our
purposes, because they are the main coolant of the metal free gas. In Fig. 6.1 we show the
fractional abundances of both H2 and HD together with the ionized fraction and the matter
temperature as a function of redshift for the considered DM models.
In all the DM models, both the matter temperature and the abundance of H2, HD
and free electrons are enhanced by DM decays/annihilations. This effect is smaller for sterile
neutrinos than for LDM particles. The main difference between decays and annihilations
is represented by the redshift range in which the influence of DM is important. For all
the considered quantities (i.e. temperature and abundance of e−, H2 and HD) the energy
injection from DM decays starts to be significant at redshift lower than ∼ 100. Instead,
the influence of annihilations is important already at redshift ∼ 900. The annihilations
represent also the case where the abundance of the two coolants is most enhanced (a factor
∼ 17 for the H2 and ∼ 90 for the HD). Furthermore, the annihilations keep the matter
temperature close to the CMB temperature everywhere, up to z ∼ 50 − 100. This fact
can have important consequences for experiments searching for high redshift HI 21-cm line
signals (Shchekinov & Vasiliev 2006).
6.3.2 Jeans mass
In order to establish the influence of DM decays or annihilations on the structure
formation, the key point is the following. DM decays and annihilations increase both the
matter temperature and the abundance of coolants. The former effect tends to delay the
formation of structures, while the latter favours an early collapse of the halos. Which of
these two opposite effects is dominant? When looking at the average properties of the IGM,
the most popular diagnostic is the cosmological Jeans mass, mJ (Peebles 1993):
mJ(T, ρ, µ) =
pi
6
(
pikBT
GµmH
)3/2
ρ−1/2
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Figure 6.2: Jeans mass as a function of redshift. Top panel: Effect of decaying sterile
neutrinos of mass 25 (dashed line), 15 (dotted) and 4 keV (dot-dashed). Central panel:
Decaying LDM of mass 10 (dashed line) and 3 MeV (dotted). Bottom panel: Annihilating
LDM of mass 10 (dashed line), 3 (dotted) and 1 MeV (dot-dashed). In all the panels the solid
line represents the thermal and chemical evolution without DM decays/annihilations. The
horizontal dot-dashed line shows the behaviour of the Jeans mass calculated by assuming
that the gas temperature is always equal to the CMB temperature.
' 50MT 3/2µ−3/2
(
ρ
mH
)−1/2
, (6.21)
where kB is the Boltzmann constant, G the gravitational constant and µ the mean molecular
weight.
In Fig. 6.2 we show the evolution of mJ . For all the considered DM models
mJ is considerably increased by the effect of decays and annihilations. This means that,
when the IGM is considered, the increase of the matter temperature dominates over the
enhancement of the coolant abundance. For example, at z = 10 mJ = 3.0 × 107M in the
case of 10-MeV LDM decays, a factor ∼ 420 higher than in the unperturbed case (for which
mJ = 7.2 × 104M). The increase of mJ is less pronounced, but nevertheless significant
in the case of sterile neutrino decays (mJ = 6.6× 105M for 25-keV sterile neutrinos) and
LDM annihilations (mJ = 3.9× 105M for 1-MeV LDM).
From this fact one could naively infer that DM decays and annihilations strongly
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Figure 6.3: Evolution of the central region of a 6 × 105M isothermal halo virializing at
zvir = 12. From left to right and from top to bottom: density, temperature, electron abun-
dance and H2 abundance as function of redshift. The solid line represents the unperturbed
case (i.e. without DM decays and annihilations). The dashed, dot-dashed and dotted lines
account for the contribution of 25-keV sterile neutrino decays, 1-MeV LDM annihilations
and 10-MeV LDM decays, respectively.
delay the formation of the first structures. However, mJ refers only to the global properties
of the IGM, and does not account for the non-linear evolution of collapsing halos.
6.4 Evolution inside halos
6.4.1 Chemistry and temperature
To assess the star forming ability of the first halos, it is necessary to follow their
hydro-dynamical and chemical evolution. This has been done by using the code described
in Section 6.2. Fig. 6.3 (Fig. 6.4) shows, as an example, the evolution of the most relevant
properties of the gas at the centre of a 6×105M (2×106M) halo, virializing at zvir = 12.
In these figures the effects of different DM decay/annihilation scenarios are compared with
the unperturbed case. For the smaller halo (Fig. 6.3) LDM annihilations and sterile neutrino
decays delay the collapse by ∼ 1 redshift units, and in the case of LDM decays this effect
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Figure 6.4: Evolution of the central region of a 2 × 106M isothermal halo virializing at
zvir = 12. From left to right and from top to bottom: density, temperature, electron
abundance and H2 abundance as function of redshift. The dashed, dot-dashed and dotted
lines are the same as in Fig. 6.3.
is even more significant: in presence of 10 MeV-LDM decays the halo has not collapsed yet
after one Hubble time from virialization. Instead, for the larger halo (Fig. 6.4) the difference
between the case with and without DM decays/annihilations is negligible.
It is worth to discuss in detail the gas temperature (T ) and number density (N =
ρ/mH) evolution shown in Fig. 6.3. At the epoch of turn-around (z ∼ 19−20) all the models
have the same N ; but in the unperturbed one T is 1.5-5 times lower than in the others.
This is important, because the fast increase in T and N due to the virialization process is
essentially adiabatic, as it happens on a time-scale much faster than that for cooling. In
the adiabatic approximation, Γad = −P dV ∝ P [N−1 − (N + ∆N)−1] (where P is the gas
pressure), is proportional to the initial T for any given increase in N . T and P increase
faster in models ”pre-heated” by DM decays/annihilations, so that the pressure gradient
slowing and halting the collapse develops earlier. In fact, the phase of unimpeded collapse
stops at N ∼ 10 cm−3 for the unperturbed case, but only at N ∼ 0.3−3 cm−3 for the other
models. At these densities the cooling per unit mass is proportional both to the H2 fraction
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Figure 6.5: The critical mass as a function of the virialization redshift zvir for isothermal
halos. Top panel: Effect of decaying sterile neutrinos. Central: Decaying LDM. Bottom:
Annihilating LDM. The lines used in the three panels are the same as in Fig. 6.2. The thin
solid line used in the top panel represents the case of non-decaying WDM (with mass 4
keV).
and to N , so that the higher central density of the model without DM decays/annihilations
largely compensates its lower H2 abundance, i.e. the unperturbed case is the fastest cooling
one. However, it is interesting to note that the final T is much lower for the cases where DM
energy input is included, because of the enhancement of the HD fraction, which provides
an efficient cooling mechanism also at T <∼ 200 K (Ripamonti 2006).
6.4.2 Critical mass
Each of our simulated halos was classified as collapsing (or, equivalently, efficiently
cooling) or non-collapsing (inefficiently cooling), depending on whether it reaches a maxi-
mum density larger than 105mH cm
−3 in less than a Hubble time. We define the critical
mass, mcrit, as the minimum mass of a collapsing halo at a given virialization redshift zvir.
The values of mcrit as a function of the virialization redshift are shown in Fig. 6.5
for isothermal halos, and in Fig. 6.6 for NFW halos. The main trend inferred from the
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Figure 6.6: The critical mass as a function of the virialization redshift zvir for NFW halos.
The lines used in the three panels are the same as in Fig. 6.5.
behaviour of mJ (i.e. the delay of structure formation) is confirmed by mcrit. However, the
influence of DM decays and annihilations on mcrit is much smaller than could be expected
from mJ .
In the case of isothermal halos, the effects of the DM decays on mcrit (top and
central panel) are completely negligible at high redshift and become significant only at
redshift less than 20. Even for zvir = 10 and 10-MeV decaying LDM (which has the
strongest effect), mcrit increases only of by a factor 2.
Sterile neutrinos (especially with mass of 4 keV) seem to significantly increase
mcrit. However, this is not connected with sterile neutrinos decays; but it is due to dif-
ferences in the assumed DM density profile, as the free-streaming length for these WDM
halos is larger than the “standard” value of the core radius (0.1Rvir) and the “damping”
correction described in Section 6.2.5 is important. In fact, if we assume the same WDM
density profile, mcrit does not depend on whether we consider (thick dot-dashed line in
Fig. 6.5) or neglect (thin solid line) sterile neutrino decays.
In the case of LDM annihilations in isothermal halos, mcrit is higher than in the
unperturbed case for every considered virialization redshift (zvir = 10 − 100), confirming
Chapter 6: Impact of dark matter on structure formation 161
that the annihilations play a role even at very high z. However, the difference with respect
to the unperturbed mcrit is always less than a factor ∼ 2.
If we assume a NFW profile for DM halos (Fig. 6.6), the general effect is a sub-
stantial decrease of mcrit (independently of DM decays/annihilations), due to the higher
central densities, and the consequent stronger gravitational pull. LDM decays tend to in-
crease mcrit (at z < 20) with respect to the unperturbed case; the increase factor is only
marginally larger than in the case of isothermal halos. Sterile neutrino decays appear to
slightly reduce mcrit with respect to the unperturbed case; but this result is unphysical,
as it does not account for damping. It is worth to note that, even if we ignore damping
effects and adopt the models with the highest possible concentration, the influence of sterile
neutrino decays on structure formation remains very small.
Instead, in the case of LDM annihilations, mcrit generally increases more in NFW
halos than in isothermal halos. This is due to the importance of the local contribution for
annihilations (see Section 6.5.2).
6.5 Discussion
6.5.1 Gas fraction
Why considering either mJ or mcrit leads to such widely different conclusions? As
mentioned earlier, mJ is a rough tracer of the minimum halo mass for collapse; but it is not
sensitive to the local properties of the halo. For example, to calculate mJ one has to assume
that the density is uniform. On the contrary, mcrit depends on the evolution of the central
region of the halo, where the density increases much more rapidly than in the outskirts,
driving the collapse (Figs. 6.3 and 6.4). When the density becomes sufficiently high, the
molecular cooling largely overcomes the heating due to DM decays/annihilations (Figs. 6.3
and 6.4). This is the reason why mcrit does not increase significantly in the presence of DM
decays/annihilations. Instead, mJ , which does not account for the density increase and for
the consequent cooling enhancement, dramatically grows. Then, we can conclude that mJ
does not provide a realistic estimate of the effects of DM decays/annihilations.
Is there any physical implication of the growth of mJ? mJ is directly related to
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Figure 6.7: Halo baryonic mass fraction (see definition in equation 6.22) as a function of the
halo mass for a fixed virialization redshift (zvir = 10) and for an isothermal DM profile. Top
panel: Effect of decaying sterile neutrinos. Central: Decaying LDM. Bottom: Annihilating
LDM. The lines used in the three panels are the same as in Fig. 6.2. Thick (thin) lines
indicate that the halo mass is larger (smaller) than mcrit.
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the global hydro-dynamical behaviour of the gas inside a halo: in halos with mass below mJ
the gas pressure prevents the development of a large gas overdensity, while in more massive
halos the gas accumulation should proceed almost unimpeded. If so, the mass fraction
in baryons within the virial radius of a halo should be of the order of the cosmological
average Ωb/ΩM when Mhalo
>∼ mJ , but it should be lower when Mhalo <∼ mJ . To check this
hypothesis, we derive the baryonic mass fraction (fgas) normalized to Ωb/ΩM , i.e.
fgas =
Mgas(Rvir)
Mhalo
ΩM
Ωb
, (6.22)
where Mgas(Rvir) is the mass of gas within the virial radius at the final stage
of each simulation; instead Mhalo is the total mass of the halo at the beginning of the
simulation.
In Fig. 6.7 we show fgas as a function of mass inside halos virializing at redshift
zvir = 10. The comparison between the various scenarios clearly shows that the energy
injection from DM decays/annihilations can substantially reduce the gas fraction inside all
halos, especially the smallest ones. This is clearly related to the increase in mJ , as the
largest variation in fgas occurs in the LDM decay scenario, where the increase of mJ is
maximum (Fig. 6.2).
6.5.2 Concentration and local contribution
In this Chapter we basically considered two different DM profiles: isothermal and
NFW halos. These two models are comparable in terms of virial radius and main properties;
but the NFW one is much more concentrated. From the comparison between Fig. 6.5 and
Fig. 6.6 we have already seen that this difference has important effects on the critical mass:
mcrit is generally much lower for a NFW than for an isothermal halo, independently of DM
decays and annihilations. For decaying particles, higher concentrations lead to marginally
stronger effects in delaying the formation of structures, but the effect is minimal. For
annihilations this effect of high concentrations is much larger (see Figs. 6.5, 6.6 and 6.8).
Another significant characteristic of our model is the estimate of the local con-
tribution due to DM decays/annihilations occurring inside the halo (see Section 6.2.4).
Pointedly, the local contribution strongly depends on the DM profile. But what is the
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Figure 6.8: Evolution of mcrit as a function of the virialization redshift in the case without
DM (solid lines), with 3-MeV LDM decays (dotted) and with 1-MeV LDM annihilations
(dot-dashed). Thin (thick) lines are with (without) the local contribution of the DM inside
the halo. Note that the thin dotted line is completely superimposed to the thick dotted line,
because the local contribution of decaying DM is always negligible. Top panel: isothermal
halos. Bottom panel: NFW halos.
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importance of the local contribution? In Fig. 6.8 we indicate the effect on mcrit of LDM
decays (dotted line) and annihilations (dot-dashed), by including (thin line) or not (thick)
the local contribution. In the case of DM decays the thin and thick dotted lines appear
superimposed, both in the isothermal (top panel) and NFW (bottom) profile, indicating
that the local contribution is always negligible for decays.
Instead, if we consider the annihilations, the case with (thin line) and without
(thick) the local contribution are very different, especially for the NFW profile. If we do
not include the local contribution, mcrit is very close to the unperturbed value. If we switch
on the local contribution in the isothermal profile, mcrit is substantially higher (a factor
∼ 2) than in the unperturbed case, at least for high virialization redshifts (zvir > 30).
Finally, if we account for the local contribution in a NFW halo, mcrit is always higher (a
factor ∼ 2 − 4) than in the unperturbed case (even at low virialization redshifts). This is
consistent with the fact that the annihilation rate strongly depends on the local DM density.
6.6 Conclusions
In this Chapter we derived the effects of DM decays and annihilations on struc-
ture formation. We considered only moderately massive DM particles (sterile neutrinos
and LDM), as they are expected to give the maximum contribution to heating and reion-
ization (Mapelli et al. 2006). To describe the interaction between the IGM and the de-
cay/annihilation products we followed the recipes recently derived by RMF06.
We accounted not only for the diffuse cosmological contribution to heating and
ionization, but also for the local contribution due to DM decays and annihilations occur-
ring in the halo itself. The local contribution results to be dominant in the case of DM
annihilations especially for cuspy DM profiles.
The energy injection from DM decays/annihilations produces both an enhance-
ment in the abundance of coolants (H2 and HD) and an increase of gas temperature. We
found that for all the considered DM models (sterile neutrino decays, LDM decays and
annihilations) the critical halo mass for collapse, mcrit is often higher than in the unper-
turbed case. This means that DM decays and annihilations tend to delay the formation of
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structures. However, the variation of mcrit is minimal. In the most extreme cases, i.e. con-
sidering LDM annihilations (decays) and halos virializing at redshift zvir > 30 (zvir ∼ 10),
mcrit increases of a factor ∼ 4 (∼ 2). In the case of decays, the variations of mcrit are almost
independent from the assumed concentration of the DM halo, although higher concentra-
tions (corresponding to smaller values of mcrit) seem to be associated with slightly stronger
effects of the DM energy injection. The dependence on concentration is more evident in
the case of annihilating particles, where higher concentrations lead to substantially larger
effects. This happens because the “local” contribution is important.
In summary, the effects of DM decays and/or annihilations on structure forma-
tion are quite small, except in some extreme cases (e.g. very high concentration for an-
nihilations). However, the energy injection from DM decays/annihilations has important
consequences on the fraction of gas which is retained inside the halo. This fraction can be
substantially reduced, especially in the smallest halos ( <∼ 106M).
Finally, we point out that our results are quite different from the conclusions of
Biermann & Kusenko (2006) and Stasielak et al. (2006)3, who suggest that sterile neutrino
decays can favour the formation of first objects. The discrepancy is likely due to our more
complete treatment which includes the hydrodynamics of the collapsing structures. In
fact, our hydro-dynamical treatment allows to describe the detailed gas density evolution
during the collapse, resulting in markedly different temperature and chemical properties
with respect to those found by a simple one-zone model.
3Biermann & Kusenko (2006) and Stasielak et al. (2006) do not calculate the critical mass mcrit. So, it
is quite difficult to make a quantitative comparison between their results and ours.
Appendix A
Initial conditions for the N-body
model of the Milky Way
A.1 Bulge
For the density profile of the bulge we adopted the Hernquist (1993) profile in the
case of a spherically symmetric bulge.
ρb(r) =
Mb a
2pi
1
r (a+ r)3
, (A.1)
where Mb is the bulge mass, a the bulge scale length and r =
√
R2 + z2. We choose
a = 0.2Rd, consistent with Kent, Dame & Fazio (1991; a = 0.7± 0.2 kpc).
This profile can be analytically integrated over the spherical volume element to
derive the mass Mb(r) enclosed within a certain radius r:
Mb(x) = Mb
x2
(1 + x)2
, (A.2)
where x ≡ r/a. Then, the probability P(x) that a bulge star particle is at distance x from
the center can be written as:
P(x) = Mb(x)
Mb(∞) =
x2
(1 + x)2
. (A.3)
Then, we can derive the distribution of r by assigning uniformly generated random numbers
to P(x).
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To determine the position of the bulge star particles we have also to randomly
generate two position angles, φ and θ. The distribution of probability of the former is
homogeneous between 0 and 2pi, that of the latter is homogeneous in cos (θ) between -1
and 1.
Then, the Cartesian coordinates of the bulge particles can be written as:
x = r sin θ cosφ
y = r sin θ sinφ
z = r cos θ
(A.4)
For the distribution of velocities we followed an analogous procedure. In particular,
for a spherical and isotropic bulge, the dispersion velocity σb can be derived as (Hernquist
1993):
σ2b(r) =
1
ρb(r)
∫ ∞
r
ρb(r˜)
GMb(r˜)
r˜2
dr˜. (A.5)
The velocity distribution at each radius r can be approximated with a Maxwellian
distribution, parametrized by σb(r) (Hernquist 1993). Then, the probability P(v, r) that a
bulge star particle at distance r from the center has a velocity v is:
P(v, r) = 4pi ∫ v0 ( 12piσ2b ) v˜2 exp [− v˜22σ2b ]
= 4√
pi
[
−12 v˜√2σb exp
[
− v˜2
2σ2b
]
+
√
pi
4 erf
(
v˜√
2σb
)]
dv˜,
(A.6)
where we wrote σb instead of σb(r) in order to simplify the notation.
We need also two angles, φ and θ, generated as explained for the position distri-
bution, and the velocity of a bulge star particle in Cartesian coordinates is:
vx = v sin θ cosφ
vy = v sin θ sinφ
vz = v cos θ.
(A.7)
A.2 Disk
For the density profile of the disk we chose an exponential distribution convolved
with a hyperbolic secant (Hernquist 1993):
ρd(R, z) =
Md
4piR2d z0
exp (−R/Rd) sech2(z/z0), (A.8)
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where Md is the disk mass, Rd is the disk scale radius and z0 is the disk scale height. The
procedures adopted to generate the positions and velocities of disk particles are similar to
those described for the bulge. The main difference is the kind of symmetry, the disk being
axisymmetric instead of spherical.
In particular, the mass Md(R, z) enclosed within a certain radius R and a certain
height z is:
Md(R, z) =
Md
2
[
1−
(
1 +
R
Rd
)
exp
[
− R
Rd
]] [
tanh
(
z
z0
)
+ 1
]
. (A.9)
Luckily, the dependence on R and the dependence on z are decoupled. So, the probability
P(R) that a bulge star particle is at distance R from the center can be written as:
P(R) =
[
1−
(
1 +
R
Rd
)
exp
[
− R
Rd
]]
, (A.10)
and the probability P(z) that a bulge star particle is at a distance z from the center can
be written as:
P(z) = 1
2
[
tanh
(
z
z0
)
+ 1
]
. (A.11)
Where P(R) and P(z) can be uniformly generated to get R and z. We need also
an angle φ, uniform between 0 and 2pi, and we can write the Cartesian coordinates of a
disk particle as:
x = r cosφ
y = r sinφ
z = z.
(A.12)
For the velocity distribution, we have to calculate three different components: the
radial (σR), vertical (σz) and azimuthal (σφ) velocity dispersion.
The vertical velocity dispersion can be expressed as (Hernquist 1993):
σ2z(R) = piGΣ(R) z0 = Gz0
Md
2R2d
exp
[
− RRd
]
, (A.13)
where Σ(R) is the surface density and G the gravitational constant. The term exp
[
− RRd
]
can be changed to exp
[
−
q
R2+2 a2soft
Rd
]
, where asoft = Rd/4 is a correction accounting for
softening effects (Quinn, Hernquist & Fullagar 1993).
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Also the radial dispersion velocity is proportional to the surface density. Then we
can write:
σR(R) = σR(Rref ) exp
[
− R
2Rd
]
, (A.14)
where σR(Rref ) is the radial dispersion velocity measured at a reference radius Rref and
can be expressed as:
σR(Rref ) = Qσcrit(Rref ) ∼ Q 3.36GΣ(Rref )
κ
, (A.15)
where σcrit(Rref ) is the critical velocity dispersion for stability (see Binney & Tremaine
1987), Q is the Toomre parameter1 (Q > 1 means that the disk is stable; see Toomre 1964),
and κ is the epicyclic frequency (κ2 ≡ 3R ∂Φ∂R + ∂
2Φ
∂R2
, Φ being the potential). Evaluating
σR(Rref ) at the characteristic radius and substituting in equation (A.14), we find:
σR(R) = Q 3.36G
κ
Md exp(−2)
2pi R2d
exp

√
4R2d + 2 a
2
soft
2Rd
 exp
−
√
R2 + 2 a2soft
2Rd
 , (A.16)
where the two exponential terms containing asoft account for softening effects.
Finally, the azimuthal velocity dispersion is directly proportional to the radial
velocity dispersion:
σφ(R) = σR(R)
κ
4 Ω
, (A.17)
where Ω is the angular frequency.
Also for the disk we adopt the Maxwellian approximation of the velocity distribu-
tion. Therefore, we generate random velocities vR, vz and vφ (along R, z and φ, respectively)
by using Maxwellian distributions parametrized by σR, σz and σφ respectively.
Since the disk is rotating, we need a further component along φ, the free streaming
azimuthal velocity vfs:
v2fs = v
2
c + σ
2
R(R)
[
1− κ
2(R)
4,Ω2(R)
− 2 R
Rd
]
, (A.18)
where vc ≡ R ∂Φ∂R is the circular velocity (Binney & Tremaine 1987). Then, the total velocity
along φ is vφ, tot = vφ + vfs. Finally, the velocity of a disk particle in Cartesian coordinates
1In our runs we used the standard conservative value Q = 1.5.
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is the following.
vx = vR cosφ− vφ, tot sinφ
vy = vR sinφ+ vφ, tot cosφ
vz = vz,
(A.19)
where φ is the same angle generated for the positions.
A.3 Halo
In Chapter 3 I described simulations made adopting a rigid halo. However, for
completeness, I also want to summarize how to generate the initial conditions for halo
particles (which I used to make some test with a ”living” halo). The procedure to generate
the initial conditions for a spherically symmetric, isotropic halo is very similar to that
described for bulge particles.
The density profile I chose is a Navarro, Frenk & White (NFW; 1996) profile2, i.e.:
ρh(r) =
ρs
(r/rs)γ [1 + (r/rs)α](β−γ)/α
, (A.20)
where we choose (α, β, γ) = (1, 3, 1), and ρs = ρcrit δc, ρcrit being the critical density of the
Universe and
δc =
200
3
c3
ln (1 + c)− (c/(1 + c)) , (A.21)
where c is the concentration parameter and rs is the halo scale radius, defined by rs =
R200/c; R200 is the radius encompassing a mean overdensity of 200 with respect to the
background density of the Universe, i.e. the radius containing the virial mass M200.
The NFW profile can be analytically integrated over the spherical volume element
in the case where (α, β, γ) = (1, 3, 1). Then, the halo mass Mh(r) enclosed within a radius
r is:
Mh(x) = 4piρs r
3
s
[
− x
(1 + x)
+ ln (1 + x)
]
, (A.22)
where x = r/rs. Then, the probability P(x) that a halo particle is at distance x ≤ R200/rs
from the center can be written as:
P(x) =
[
− x
(1 + x)
+ ln (1 + x)
] [
− R200/rs
(1 +R200/rs)
+ ln (1 +R200/rs)
]−1
. (A.23)
2I also made some check with an Hernquist halo density profile (1993)
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From P(x) (uniformly generated between 0 and 1), we derive r. The two position
angles (φ and θ) are generated exactly as for the bulge.
Also the velocities of halo particles are generated exactly as described for the bulge
(equations A.5-A.7), by changing the density ρb(r) to ρh(r).
Appendix B
Initial conditions for three body
encounters
The initial conditions for the three body encounters have been chosen as suggested
by Hut & Bahcall (1983). They are valid for a system represented by a binary and a third
object initially located ’at the infinity’, i.e. at a distance much greater than the orbital
separation of the binary. The reference frame is the center of mass of the binary.
The parameters of the system are indicated in Table B.1 and Fig. B.1.
Among these parameters, we fixed, for simplicity, the values of M1, M2, m, e, a
and D (see Chapter 4 for details); whereas we generated b, v, φ, θ, ψ and f following suitable
probability distributions. Let us discuss the chosen range (see Table B.2) and probability
M1, M2, m mass of the two components of the binary and of the bullet star
e orbital eccentricity of the binary
a orbital separation of the binary
D initial distance of the bullet
b impact parameter
v initial velocity (in modulus) of the bullet relative to the center of mass of the binary
φ, θ, ψ impact orientations
f initial phase of the binary
Table B.1: Definition of the initial parameters.
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Figure B.1: Initial parameters of the three-body code (Hut & Bahcall 1983)
distribution for these 6 free parameters.
B.1 Range of the initial parameters
The range of allowed values for the orientation angles is simply due to the geometry
of the system. The choice of the range for v and especially for b is more difficult.
For the initial velocity, we take the central three-dimensional dispersion velocity
σ3D of the globular cluster we are considering and we generate the initial velocities between
vmin = σ3D−1σ and vmax = σ3D+1σ, where σ is the standard deviation in the observations.
In the case of M4, vmin = 5.5 km s
−1 and vmax = 6.6km s−1.
For the impact parameter, the choice of the maximum value bmax is critical. As
I said in Chapter 4, Section 4.3.4, one has to derive the value of bmax for which all the
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Parameter Range
v [vmin, vmax]
b [0, bmax]
φ [0, 2pi)
θ [0, pi/2]
ψ [0, 2pi)
f [0, 2pi)
Table B.2: Range of the initial parameters.
encounters with non-negligible energetic exchanges are taken into account. Otherwise, the
statistics derived from the simulations is unreliable. The energetic exchange can be roughly
estimated by the following expression (see Chapter 4):
∆EBH
EinBH
∼ 4.5× 10−3
(
m
0.5 M
) (
100 M
M1
) (
50 M
M2
) ( a
1 au
) ( ufin
20 km s−1
)2
, (B.1)
where EinBH is the initial binding energy of the binary, ∆EBH the energetic exchange and
ufin the post-encounter asymptotic velocity of the bullet. This equation indicates that,
if we want outcoming stars with velocity ufin >∼ 20 km s−1, we have to consider all the
encounters which involve energetic exchanges ∆EBH
EinBH
>∼ 10−3.
Unfortunately, there are no general equations which directly relate ∆EBH
EinBH
and bmax.
So one must do some test to determine the best value of bmax. A good Ansatz to start with
is represented by the following expression:
bapprox ∼
(
2G (M1 +M2 +m) a
v2
)1/2
, (B.2)
which comes from assuming a pericenter distance equal to the orbital separation. We expect
(Sigurdsson & Phinney 1993) that bapprox is of the same order of magnitude of bmax.
After calculating bapprox, we run some test-simulations with bmax = 10 bapprox.
From these simulations we extract the cumulative cross-section σ
(
∆EBH
EinBH
>∼ 10−3, ≤ b
)
(see
Fig. B.2), defined as:
σ
(
∆EBH
EinBH
>∼ 10−3, ≤ b
)
= f
(
∆EBH
EinBH
>∼ 10−3, ≤ b
)
pi b2, (B.3)
where f
(
∆EBH
EinBH
>∼ 10−3, ≤ b
)
is the fraction of encounters with ∆EBH
EinBH
>∼ 10−3 and impact
parameter ≤ b, and pi b2 is the geometric cross-section.
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Since bmax = 10 bapprox is always an overestimate of the true bmax, then the cu-
mulative cross-section σ
(
∆EBH
EinBH
>∼ 10−3, ≤ b
)
becomes flat for b  10 bapprox. The value
for which the cross-section becomes flat is chosen as bmax for the definitive simulations (see
Fig. B.2).
Figure B.2: The red dashed line represents the cumulative cross-section as a function of the impact
parameter. The solid black line is the derived correct value of bmax.
B.2 Probability distribution of the initial parameters
The probability distributions of the 6 free parameters are reported in Table B.3.
The choice of these distributions is quite obvious. In the case of the orientation
angles φ, θ and ψ, the probability distribution is dictated by the geometry. Also in the
case of the impact parameter the probability distribution is chosen on the basis of the
geometrical cross-section.
For the initial velocity we assume a uniform distribution. This is a quite rough
approximation. However, we made some tests (with a truncated Gaussian velocity distri-
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Parameter Probability homogeneous in
v v
b b2
φ φ
θ cos θ
ψ ψ
f E − e sin E
Table B.3: Probability distribution for the free parameters.
bution) and found that the final velocity distribution does not depend on the initial one.
For the phase f of the binary we use the keplerian relation which links the eccentric
anomaly E and the time elapsed from the pericenter passage tp:
2pi
T
tp = E − e sin E , (B.4)
where T is the orbital period. Once we have randomly generated the eccentric anomaly
E by using this probability distribution, we can derive the phase f by using the relation
between the two quantities:
tan (f/2) =
(
1 + e
1− e
)1/2
tan (E/2). (B.5)
B.3 The initial conditions
The initial conditions (in Cartesian coordinates) can be expressed in terms of the
initial parameters (M1, M2, m, a, e, b, v, φ, θ, ψ and f) in the following way (for more details
see Michela Mapelli’s laurea Thesis, http://www.sissa.it/ mapelli/images/tesi.ps.gz).
x1 = − M2(M1+M2)
a (1−e2) cos f
(1+e cos f)
y1 = − M2(M1+M2)
a (1−e2) sin f
(1+e cos f)
z1 = 0
x˙1 = − M2(M1+M2)
(
e cos f
(1+ecosf) − 1
)
sin f
√
G(M1+M2)
a (1−e2) (1 + e cos f)
y˙1 = − M2(M1+M2)
(
e sin2 f
(1+e cos f) + cos f
)√
G(M1+M2)
a (1−e2) (1 + e cos f)
z˙1 = 0
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x2 =
M1
(M1+M2)
a (1−e2) cos f
(1+e cos f)
y2 =
M1
(M1+M2)
a (1−e2) sin f
(1+e cos f)
z2 = 0
x˙2 =
M1
(M1+M2)
(
e cos f
(1+ecosf) − 1
)
sin f
√
G(M1+M2)
a (1−e2) (1 + e cos f)
y˙2 =
M1
(M1+M2)
(
e sin2 f
(1+e cos f) + cos f
)√
G(M1+M2)
a (1−e2) (1 + e cos f)
z˙2 = 0
x3 = D
(
sinφ cosψ
(
b
D
)− cosφ(√1− ( bD)2 sin θ + ( bD) cos θsinψ))
y3 = −D
(
sinφ
(√
1− ( bD)2 sin θ + ( bD) cos θsinψ)+ ( bD) cosφ cosψ)
z3 = D
(
− cos θ
√
1− ( bD)2 + ( bD) sin θ sinψ)
x˙3 = v sin θ cosφ
y˙3 = v sin θ sinφ
z˙3 = v cos θ
(B.6)
Appendix C
Upper limits on sterile neutrino
mass
C.0.1 Photon flux from neutrino decays
Radiative decay channel
Stecker (1980) calculated the flux emitted by sterile neutrinos radiatively decaying
at different redshift. Correcting its calculations and updating them to present values of
cosmological parameters1, we find a photon flux (units of cm−2 s−1 sr−1):
I(Eobs) =
ns c
4piH0 τ
∫ z
0
e−t(z)/τEem δ((1 + z)Eobs − Eem)
(1 + z) [(1 + z)3Ω0M + ΩΛ]
1/2
dz , (C.1)
where ns and τ are the present number density and the lifetime of sterile neutrinos respec-
tively; Eem and Eobs are the emitted and the observed energy of the photon, and t(z) is the
time elapsed from the Big Bang to redshift z, which can be approximated at high redshift
as
t(z) ' 2
3
H−10 Ω
−1/2
0M (1 + z)
−3/2 (C.2)
1We adopt the following cosmological parameters: Hubble constant H0=72 km s
−1 Mpc−1, Ω0M ≡
ΩDM + Ωb=0.27, ΩΛ=0.73, which are in agreement with the first year WMAP determination (Spergel et al.
2003).
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Since δ((1 + z)Eobs − Eem) 6= 0 if and only if (1 + z) = Eem/Eobs, the eq. (C.1) becomes
(for comparison, see Masso´ & Toldra` 1999)
I(Eobs) =
1
4pi
c
H0
ns
τ
e−t(Eem/Eobs)/τ
[(Eem/Eobs)3Ω0M + ΩΛ]
1/2
(C.3)
This equation depends on two fundamental, substantially unknown, parameters: the density
ns and the lifetime τ of sterile neutrinos. A reasonable upper limit of ns can be obtained
by imposing that all the dark matter is composed by sterile neutrinos (Dolgov & Hansen
2002):
ns
na
= 1.2× 10−2
(
keV
mνs
)(
ΩDM
0.23
)(
h
0.72
)2
, (C.4)
where na is the present density of active neutrinos and mνs is the mass of sterile neutrinos.
The lifetime for sterile neutrino radiative decay is (Mapelli & Ferrara 2005; see
Chapter 5):
τ =
512pi4
9αem
G−2F m
−5
ν s sin
−2θ, (C.5)
where αem is the fine structure constant, GF the Fermi constant, mν s the sterile neutrino
mass and sin θ the mixing angle. To derive sin θ we adopt the following relation (Abazajian
2006):
sin2θ = 2.5×10−9
[(
3.4 keV
mν s
) (
ΩDM
0.26
)1/2]1.626 {
0.527 erfc
[
−1.15
(
TQCD
170 MeV
)2.15]}1.626
,
(C.6)
where ΩDM is the dark matter density and TQCD the temperature of quark-hadron transi-
tion.
Pion decay channel
As an alternative to the radiative decaying sterile neutrinos, Hansen & Haiman
(2004) have recently considered heavier sterile neutrino candidates. They noticed that very
massive sterile neutrinos (140 ≤ mνs ≤ 500 MeV) mainly decay into pions and leptons
(electrons or positrons). These electrons are sufficiently energetic to Compton-scatter CMB
photons, which can then ionize hydrogen atoms directly or through secondary electrons.
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We can derive the same quantities calculated for radiative decays in the case of
pion decay considered by Hansen & Haiman (2004). If the sterile neutrino has a mass in
the range 140-500 MeV, the dominant decay channel is (Astier et al. 2001)
νs → l + pi, (C.7)
where pi is a pion and l can be an electron, a positron or a neutrino. We will focus on the
case in which l is an electron. It will have an energy Ee = (mνs −mpi) /2, where mpi is the
pion total mass. Then, because the rest mass of the pion is 139.7 MeV, 0 < Ee < 180 MeV.
As pointed out by Hansen & Haiman (2004), an electron in this range of energies has a mean
free path to inverse Compton-scattering with CMB photons generally lower than the mean
free path to collisionally ionizing hydrogen. Then the most important interaction these
electrons will experience is the inverse Compton-scattering with CMB photons. Can these
scattered CMB photons significantly contribute to the background radiation? To answer this
question we made the following calculations. As a first approximation, we assume that the
electrons produced by neutrino decay follow a power law energy distribution with spectral
index p (this assumption takes into account the fact that each electron interacts more than
once with CMB photons, gradually degrading its energy). The final spectrum of photons,
initially a Planckian, due to inverse Compton-scattering by a power law distribution of
electrons is given by (Abramowitz & Stegun 1965; Rybicki & Lightman 1979)
dE
dV dt dE dΩ
=
1
4pi
8pi2r20 A
h3Plc
2
F (p) (kBT )
(p+5)/2 E−(p−1)/2 (C.8)
where r0 is the classical radius of the electron, hPl the Planck constant, kB the Boltzmann
constant, T the initial black body temperature of photons, p the spectral index of the
electron distribution and E the final photon energy. F (p) is defined by:
F (p) = 2(p+3)
p2 + 4 p+ 11
(p+ 3)2(p+ 5)(p+ 1)
Γ
(
p+ 5
2
)
ζ
(
p+ 5
2
)
,
where Γ is the Euler’s Gamma function and ζ is the Riemann’s Zeta function. A is a
normalization factor defined by
ne =
∫ γmax
γmin
Aγ−pdγ (C.9)
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where ne and γ are respectively the density and the Lorentz factor of the electrons (0 <
γ < 360).
We included in eq. (C.8) the dependences on the redshift and we integrated it over the
line-of-sight, obtaining the following equation.
I(Eobs) =
∫ z
0
dE
dV dt dE dΩ
dl
dz
dz
=
1
4pi
8pi2r20
h3Plc
2
F (p) (kBT0)
(p+5)/2 E
−(p−1)/2
obs
× c
H0
∫ z
0
A(z) (1 + z)−1
[(1 + z)3Ω0M + ΩΛ]
1/2
dz (C.10)
where T0 is the present temperature of the CMB
2 and Eobs ≡ E (1 + z) is the final energy
of the photon at redshift z=0. A(z) can be derived from eq. (C.9). In particular we want
to express the proper density of electrons ne(z) as a function of the initial density of sterile
neutrinos ns(z) and of their lifetime τ . The production rate of electrons is approximately
given by dne/dt = ns(z ) exp [−t(z )/τ ]/τ . Integrating, we obtain
ne(t) =
∫ t
0
ns(z)
τ
e−t˜(z)/τ f(t˜) dt˜ (C.11)
where f(t) is a function which takes into account the fact that the electrons have a finite
lifetime. In the simplest case, f(t) is a step function
f(t˜) =
 1 if (t(z)− tC(z)) < t˜ < t(z)0 otherwise
where tC(z) is defined as the electron cooling time due to repeated Compton-scatterings
with CMB photons, tC(z) ∼ 6 × 104(Ee/100 MeV)−1[(1 + z)/21]−4 yr (Hansen & Haiman
2004). Substituting f(t) in eq. (C.11), we obtain:
ne(t) =
∫ t(z)
(t(z)−tC(z))
ns(z)
τ
e−t˜(z)/τdt˜
= ns(z) e
−t(z)/τ
(
etC(z)/τ − 1
)
(C.12)
where t(z) is computed according to eq. (C.2).
Finally ns(z) = ns (1 + z)
3 (where ns is the present sterile neutrino density) can be easily
2We adopted T0 = 2.275 K (Spergel et al. 2003).
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expressed as a function of the present density of active neutrinos na and of the lifetime τ
and the mass mνs of sterile neutrinos (Hansen & Haiman 2004):
ns ∼ 4.8
(mνs/mpi)2 − 1na τ
−1 (C.13)
Taking into account that na =
3
11nb/η (where nb is the present baryon density and η is the
present baryon-to-photon ratio3), we finally obtain:
A(z) =
4.8 (1 + z)3
[(mνs/mpi)2 − 1]
3nb
11 η
τ−1∫ γmax
γmin
γ−pdγ
e−t(z)/τ
(
etC(z)/τ − 1
)
, (C.14)
which can be substituted into eq. (C.10).
C.0.2 X-ray background radiation
Now we have all the equations we need to estimate the contribution of sterile neu-
trinos to the background radiation. Using eqs. (C.3) and (C.10) we can derive the observed
flux respectively due to radiative and not-radiative neutrino decays. In our calculations,
we assume that all the photons produced (or Compton-scattered) by neutrinos decaying at
z > 1000 are thermalized by CMB photons, and then are not visible. We assume also, for
simplification, that all the photons produced (or Compton-scattered) by neutrinos decaying
at z < 1000 are not absorbed or scattered. For this reason, our calculation represents an
upper limit for the optical and infrared background; however it should give a good estimate
of the X-ray flux.
Soft X-ray background
A recent estimate of the soft X-ray background (SXRB), in the energy range 0.5-2.0 keV,
is provided by Moretti et al. (2003; hereafter M03). Combining 10 different measurements
reported in the literature, they found a flux of 2.47± 0.11 × 10−8 erg s−1 cm−2 sr−1, which
must be lowered to about 1.48×10−9 erg s−1 cm−2 sr−1, if the mean contribution of both
point and diffuse unresolved sources is subtracted at the level estimated by M03. Dijkstra,
Haiman & Loeb (2004; hereafter D04) derive the slightly lower value 1.15± 1.64 × 10−9 erg
s−1 cm−2 sr−1, as they subtract a further 1.0-1.7% contribution by the diffuse component
3We used nb = 2.5× 10−7 cm−3 and η = 6× 10−10, according to WMAP (Spergel et al. 2003).
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Figure C.1: Integrated flux between 0.5 and 2 keV due to radiatively decaying neutrinos as
a function of the neutrino mass (solid line). The horizontal dashed line represents the total
measured background (M03). The shaded area indicates the flux due to unresolved sources
(B04).
due to Thomson-scattered point source radiation (Soltan 2003). D04 also suggest a max-
imum possible value ∼ 4.04 × 10−9 erg s−1 cm−2 sr−1, by subtracting the lower limit of
unresolved sources and of Thomson scattered flux. D04 further notice that the theoretically
expected amount of X-ray emission in the soft band from thermal emission by gas in clusters
(Wu & Xue 2001) should represent ∼ 9% of the total SXRB, considerably higher than the
6% estimated by M03. However, D04 do not include in their estimate of the background this
probable additional contribution. Otherwise, the flux due to unaccounted sources should
be lowered to ∼ 4.0× 10−10 erg s−1 cm−2 sr−1.
More recently, Bauer et al. (2004; hereafter B04) investigated the X-ray number counts
in the Chandra Deep Fields (CDFs). Adopting for the total SXRB from 0.5 to 2 keV the
value suggested by M03 (i.e. 2.47 ± 0.11 × 10−8 erg s−1 cm−2 sr−1), they found that its
resolved fraction is 89.5+5.9−5.7%. The resolved sources are predominantly AGNs (∼ 83%)
and star forming galaxies (∼ 3%). This means that unresolved sources produce a flux
2.59+1.41−1.46 × 10−9 erg s−1 cm−2 sr−1.
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Figure C.2: Isocontours of integrated X-ray flux in the band 0.5-2 keV (units of erg cm−2
s−1 sr−1) due to pion-decaying neutrinos as a function of the neutrino mass and lifetime.
The light gray area indicates flux due to unresolved sources (B04). The dark gray area
indicates the ”forbidden” region in which the flux exceeds the maximum background flux
due to unaccounted sources (B04; M03).
These limits on the SXRB are moderately important to constraint the mass of
sterile neutrinos. We base our analysis on the paper by B04; in addition we have checked
the values derived by M03 and by D04. The latter are consistent with those reported by
B04 and give only slightly different constraints on the sterile neutrino mass. In Fig. C.1
we report the integrated flux between 0.5 and 2 keV due to radiative neutrino decays for
different neutrino masses. To calculate this flux we derived the neutrino comoving density
from eq. (C.4), i.e. assuming that all the dark matter is due to sterile neutrinos. Given the
mass and the density, the lifetime is completely determined by eqs. (C.5) and (C.6). The
flux due to sterile neutrinos is compared with the total flux predicted by M03 and with the
flux due to unresolved sources (B04). As we can see from Fig. C.1, only neutrinos with
masses <∼ 50 keV do not exceed the maximum value of the flux due to unresolved sources
(4.00×10−9 erg s−1 cm−2 sr−1, B04); the same conclusion can be drawn by using D04 data.
We repeat the same calculation for heavy sterile neutrinos (140 < mνs < 500
MeV) decaying into pions and electrons. In this case we consider the flux due to CMB
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photons Compton-scattered by the electrons coming from the neutrino decay (eq. (C.10),
assuming p=1). Fig. C.2 shows the isocontours of the integrated flux between 0.5 and 2
keV due to Compton-scattered CMB photons, as a function of the progenitor neutrino mass
and lifetime. As we can see from the eq. (C.13), the density of neutrinos depends strongly
on their mass and on the lifetime. In particular, less massive neutrinos have much higher
comoving density. For this reason, and because of the largely different mass range, the
observed flux has an opposite behavior with respect to radiatively decaying neutrinos. In
this case the soft X-ray flux decreases increasing the neutrino mass. The flux produced by
150-500 MeV neutrinos does not violate the SXRB limit (B04), if the lifetime is ≥ 1017 s.
For shorter lifetimes, neutrinos with mass lower than 190 MeV do violate the constraint
imposed by unresolved sources, according to both M03/D04 and B04 estimates.
Hard X-ray background
M03 estimated the total background flux in the hard band (2-10 keV, HXRB) to be 6.63±
0.36×10−8 erg cm−2 s−1 sr−1. They also show that the resolved fraction of this background
is 88.8+7.8−6.6%.Then, only the 11.2% of the hard X-ray background can be due to unaccounted
sources (like sterile neutrinos).
B04 studied the HXRB flux from 2 to 8 keV, using the X-ray number counts in the CDFs.
They adopted a total HXRB flux 5.88± 0.36× 10−8 erg cm−2 s−1 sr−1 and found that the
resolved fraction is 92.6+6.6−6.3, dominated by AGNs (∼ 95%). This means that the unresolved
flux is only 4.35+3.70−3.88 × 10−9 erg cm−2 s−1 sr−1.
We compared the hard X-ray flux due to sterile neutrinos with the background level
estimated by B04, and we checked for consistency with M03. In particular, for radiatively
decaying sterile neutrinos we found that the integrated flux in the range 2-8 keV is lower than
the background flux due to unresolved sources, as estimated by B04, only if mνs
<∼ 11 keV
(Fig. C.3). This is a significant constraint, even if not so strong as it can be derived from
clusters of galaxies (8 keV, Abazajian 2006). We must be aware of two uncertainties in
our calculations. First, we made the assumption that all the dark matter is composed by
sterile neutrinos. In addition, we have not taken into account the clustering of matter at
low redshift, which can lead to an overestimate of the flux due to neutrinos (Abazajian et
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Figure C.3: Integrated X-ray flux in the range 2-8 keV due to radiatively decaying neutrinos
as a function of the neutrino mass (solid line). The horizontal dashed line indicates the total
background in the same band; the shaded area indicates the flux due to unresolved sources
(B04).
al. 2001b).
On the other hand, the integrated flux (in the range 2-8 keV) of CMB photons
scattered by heavy pion-decay neutrinos is lower than the upper limit of the background
due to unresolved sources (B04) for all the neutrino masses from 150 to 500 MeV, if the
lifetime is longer than ∼ 4×1017 s (Fig. C.4). We obtain the same result by considering (in
the range 2-10 keV) the flux due to unaccounted sources as estimated by M03. For shorter
lifetimes, the minimum allowed mass increases. For example, if τ = 1015 s, neutrinos with
masses lower than ∼ 215 MeV exceed the upper limit of the background due to unresolved
sources as derived by B04; whereas, using the estimate of M03, we find ∼ 200 MeV.
In summary, using the HXRB we put much stronger constraints on the mass of
radiatively decaying neutrinos (mνs
<∼ 11 keV) than using the SXRB. This constraint is
quite stronger than the value derived in Mapelli & Ferrara 2005 for the HXRB (mνs
<∼ 14
keV). The difference is due to the assumption in this Thesis of a most recent expression for
sin 2(θ) (equation C.6, Abazajian 2006).
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Figure C.4: Isocontours of the integrated X-ray flux in the band 2-8 keV (units of erg cm−2
s−1 sr−1) due to pion-decaying neutrinos as a function of the neutrino mass and lifetime.
The light gray area indicates the flux due to unresolved sources (B04). The dark gray area
indicates the ”forbidden” in which the flux exceeds the maximum background flux due to
unresolved sources (B04).
Instead, in the case of heavy sterile neutrinos decaying into pions, all the masses
from 150 to 500 MeV are allowed, provided a lifetime longer than 4× 1017 s.
To compare our results with those obtained by Abazajian et al. (2001b), we have
repeated this analysis using Gruber’s model of HXRB (1992). We found that, assuming
this model of HXRB, the mass of radiatively decaying neutrinos must be mνs
<∼ 3 keV,
in agreement with Abazajian et al. (2001b). However, in the following we will use the
constraints derived using the estimates by B04 and M03, because they come from more
recent data and do not require any assumption about the shape of the HXRB due to
unresolved sources.
Appendix D
Absorbed energy fraction for LDM
and sterile neutrinos
It can be useful to derive a fit of the energy absorbed fraction (fabs) for each
considered DM particle. We calculated fits with errors smaller than 5% for 5 <∼ z <∼ 1000.
In the redshift range 3 <∼ z <∼ 5 the errors are larger ( <∼ 10 − 20%); however, at such low
redshift our absorbed fractions are likely inaccurate by a larger factor, as our assumption
of a mostly neutral IGM breaks down.
D.0.3 Sterile neutrinos
For the case of sterile neutrino with mass 2 ≤ mν,s c2/ keV ≤ 10, a fit was found
depending only on the redshift and the mass of the particle.
fabs(z,mν,s) =
[
0.5 + 0.032
(
mν, s c
2
8 keV
)1.5]  z
110
(
mν, s c2
8 keV
)2.4
+ z

0.93
. (D.1)
This general formula does not hold for higher masses, for which we have found
fabs(z, 15keV) = 0.99
[
0.5 + 0.032
(
15 keV
8 keV
)1.5]  z
110
(
14 keV
8 keV
)2.4
+ z

1.0
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fabs(z, 25keV) = 0.89
[
0.5 + 0.032
(
25 keV
8 keV
)1.5]  z
110
(
17 keV
8 keV
)2.4
+ z

1.2
fabs(z, 50keV) = 1.08
[
0.5 + 0.032
(
50 keV
8 keV
)1.5]  z
110
(
22 keV
8 keV
)2.4
+ z

1.4
(D.2)
As can be seen in fig. (5.3), these last fits do not take into account the decrease of
fabs at very high redshift, which is caused by the fact that we start integrating eq. (5.12) at
redshift 1100. In fact, if we start the integration at z = 1500, the high redshift discrepancies
between the fitting formulae above and the actual fabs disappear; however, such a procedure
is uncertain because the equations we use for describing the energy absorption might not
be applicable at an epoch before recombination.
Luckily, the energy injection from sterile neutrino decays is completely negligible
at such high redshift, and this uncertainty by a factor <∼ 2 can be safely ignored.
D.0.4 Light Dark Matter
For LDM particles decaying into pairs, we derived two different fits, for 3 and
10-MeV particles, respectively.
fabs(z, 3 MeV) = 0.49 (1 + z)
−0.5 exp
[
−
(
5
1 + z
)1.4]
+
+ 0.058 (1 + z)0.28 exp
[
−
(
164
1 + z
)1.4]
− 0.265 exp
[
−
(
1220
1 + z
)1.4]
fabs(z, 10 MeV) = 0.21 (1 + z)
−0.55 exp
[
−
(
5.1
1 + z
)1.4]
+ 0.222 (1 + z)0.18 exp
[
−
(
185
1 + z
)1.36]
(D.3)
Finally, for annihilating LDM particles, we derived the following fits.
fabs(z, 1 MeV) = 0.32 (1 + z)
−0.27 + 0.55 (1 + z)0.06 exp
[
−
(
195
1 + z
)0.9]
× exp
[
−
(
1 + z
1900
)1.2]
fabs(z, 3 MeV) = 0.21 (1 + z)
−0.39 + + 0.155 (1 + z)0.20 exp
[
−
(
350
1 + z
)0.7]
+
+ 2.9× 10−4 (1 + z) exp
(
− 550
1 + z
)
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fabs(z, 10 MeV) = 0.064 (1 + z)
−0.34 + 0.335 (1 + z)0.14 exp
[
−
(
52
1 + z
)1.3]
(D.4)
Appendix E
Blue stragglers: radial distribution
and progenitors
E.1 Introduction
In this Appendix I describe a study of blue straggler stars (BSS) which I presented
in Mapelli et al. 2004 and Mapelli et al. 2006. This study is not related to reionization
sources; but it represents a significant part of my work during my PhD.
Blue straggler stars (BSS) are stars lying above and blue-ward of the turn-off in
the color-magnitude diagram (CMD) of a star cluster. At least two different processes have
been proposed to explain their formation (Fusi Pecci et al. 1992; Bailyn 1995; Bailyn and
Pinsonneault 1995; Procter Sills, Bailyn & Demarque 1995; Sills & Bailyn 1999; Sills et
al. 2000; Hurley et al. 2001). The first, dubbed the mass-transfer scenario, suggests that
BSS are generated by primordial binaries (hereafter PBs) that evolve mainly in isolation
until they start mass-transfer and possibly coalesce (McCrea 1964; Carney et al. 2001).
The second, known as the collisional scenario, states that BSS are the product of a merger
between two main sequence stars (MSs) in a dynamical interaction that involves a MS-MS
collision, most likely in a binary-MS encounter (Davies, Benz & Hills 1994; Lombardi et
al. 2002). The collisional BSS (COL-BSS) differ kinematically from the mass-transfer BSS
(MT-BSS), since they are believed to acquire kicks due to dynamical recoil. In both these
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hypotheses, the resulting BSS have mass exceeding the turn-off mass of the cluster and
are fueled by hydrogen thanks to the mixing of the hydrogen-rich surface layers of the two
progenitor stars.
Figure E.1: Comparison between the observed surface star density profile of the considered
GCs (solid line and full circles) and the adopted multi-mass King model (dashed line). The
units on the y-axis are number of stars per arcsec2. The observed profiles are taken from
Ferraro et al. (1997a) for M3, Ferraro et al. (2006a) for ω Cen, Mapelli et al. (2004) for
47 Tuc, Ferraro et al. (2003b) for NGC 6752.
The two aforementioned scenarios do not necessarily exclude each other and might
coexist within the same star cluster (Ferraro et al. 1993; Davies, Piotto & De Angeli 2004;
Mapelli et al. 2004). However, until recently, it has been difficult to estimate the relative
importance of the two formation channels in a given globular cluster (GC). A new approach
to solve this problem has been presented by Mapelli et al. (2004; hereafter paper I), who
revised and upgraded an original attempt by Sigurdsson, Davies & Bolte (1994). The basic
input for the new method is the observation of the shape of the BSS radial distribution in
a star cluster. After the pioneering works on M3 (Ferraro et al. 1993; Ferraro et al. 1997a)
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and M55 (Zaggia et al. 1997), accurate determinations of the spatial distribution of BSS
are now being obtained for an increasing sample of GCs (Ferraro et al. 2004 for 47 Tuc;
Sabbi et al. 2004 for NGC 6752; Ferraro et al. 2006a for ω Cen; Warren, Sandquist & Bolte
2006 for M5). A very interesting result is emerging from these observations: BSS display a
clear tendency to follow a bimodal spatial distribution, with a peak in the core, decreasing
at intermediate radii and rising again at larger radii.
In paper I, Mapelli et al. focused on 47 Tuc and showed that the bimodal distribu-
tion can be reproduced assuming a suitable combination of the two proposed mechanisms
for forming BSS. In particular, it was suggested (paper I) that the BSS in the core of 47 Tuc
are mainly COL-BSS, while the external BSS are MT-BSS. This result agrees with studies
of the BSS luminosity function in 47 Tuc (Bailyn & Pinsonneault 1995; Sills & Bailyn 1999;
Sills et al. 2000; Ferraro et al. 2003b; Monkman et al. 2006).
In this Appendix, we explore two other GCs, whose BSS have a bimodal radial
distribution. The aim is to test whether the conclusions drawn for 47 Tuc can be extended
to GCs having different mass, concentration, central density, and velocity dispersion with
respect to 47 Tuc. In particular, we study whether the position of a BSS in a GC can
reliably be regarded as a signature for its origin. We also consider the case of ω Cen, whose
radial distribution of BSS is flat. We follow the same procedure of paper I, carrying out
dynamical simulations of BSS evolved in the gravitational potential well of their associated
cluster. Details about the simulations are illustrated in Section E.2; the sample of the
investigated clusters is presented in Section E.3. The results for M3, NGC 6752 and 47 Tuc
are discussed in Section E.4, whilst Section E.5 is devoted to the outlier, ω Cen. In Section
E.6 we discuss our findings in comparison with the findings of Davies et al. (2004). Finally
in Section E.7 we present our conclusions.
E.2 The simulations
The simulations have been performed with an upgraded version (fully described in
paper I) of the code originally developed by Sigurdsson & Phinney (1995). This code follows
the dynamical evolution of a BSS in a static cluster background, which is modeled using a
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Table E.1: Globular cluster parameters
rc (pc) σ (km s
−1) nc (stars pc−3) W0 c referencesa
47 Tuc 0.47 10 2.5× 105 12 1.95 1, 2
M3 1.5 4.8 6× 103 10 1.77 1, 3
NGC 6752 0.1, 0.58b 4.9, 12.4c 2× 105 13, 12b 2.03, 1.95b 1, 4
ω Cen 4.1 17 5.6× 103 6.5 1.40 5
aReferences: 1 Dubath et al. 1997; 2 Mapelli et al. 2004; 3 Sigurdsson et al. 1994; 4 Drukier et al. 2003; 5 Mer-
ritt, Meylan & Mayor 1997.
b The double value of W0 and c for NGC 6752 is due to the fact that the profile of this cluster is fit with a
double King model. W0 = 13 and c = 2.03 refer to the inner King (with core radius 5.7”= 0.1 pc for a
distance of 4.3 kpc from the Sun; Ferraro et al. 2003); while W0 = 12 and c = 1.95 refer to the outer King
(with core radius 28”= 0.58 pc; Ferraro et al. 2003).
c The double value of σ for NGC 6752 refers to the two measurements σ=4.9+2.4−1.4 km s
−1 (Dubath et al. 1997)
and σ=12.4±0.5 km s−1 (Drukier et al. 2003).
multi-mass King density profile. In this case, once the classes of mass have been selected,
the cluster background is uniquely determined by imposing a central velocity dispersion
σ, a core stellar density nc and a dimensionless central potential W0 (W0 ≡ Ψ(0)/〈σ〉2,
where 〈σ〉 is the mean core velocity dispersion and Ψ(0) ≡ Φ(rt) − Φ(0), with Φ(r) the
gravitational potential at the radius r and rt the tidal radius). In practice, we have chosen
10 classes of mass (the same classes reported in Table 1 of paper I) and have adopted the
best available estimates of σ and nc for each of the considered clusters. The values of W0
for each GC have been derived by fitting the simulated star density profile to the observed
one (see Section E.3 and Table E.1 for details).
Once the background has been determined, the dynamical evolution of the current
population of BSS is simulated assuming a value for the ratio between the number of
MT-BSS and that of COL-BSS. As far as the birth places are concerned, we assume that
COL-BSS are generated exclusively in the innermost region, within the core radius (rc),
where the star density highest, leading to a high collision rate (Leonard 1989; Pooley et al.
2003). MT-BSS can be generated everywhere in the cluster, but are expected to be more
frequent in the peripheral regions, where PBs can evolve in isolation, without suffering
exchange or ionization by gravitational encounters (Sigurdsson & Phinney 1993; Ivanova et
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al. 2004). For this reason, in our simulations the MT-BSS, formed in PBs, are generated
outside the cluster core with initial locations distributed in several radial intervals, between
1 and 80 rc. Within this region, all initial positions are randomly chosen following a flat
probability distribution, according to the fact that the number of stars N in a King model
scales as dN = n(r) dV ∝ r−2 pir2dr ∝ dr.
BSS velocities are randomly generated following the distribution illustrated in
Section 3 of Sigurdsson & Phinney 1995 (eq. 3.3). In addition, we assign a natal kick
velocity vkick equal to 1 × σ to those BSS formed collisionally in the core. We tried also
different values of vkick. In agreement with paper I, we find that vkick higher than 2− 3× σ
causes the ejection of most of the BSS from the cluster, while there are no significant
differences in the results for kick velocities ranging between 0 and 2× σ. The masses of the
BSS range between 1.2 and 1.5 M. In paper I, we extended our analysis up to a mass of
2 M (Ferraro et al. 1997a; Gilliland et al. 1998); but now more stringent constraints are
coming from observations (e.g. the upper limit for the mass of BSS in ω Cen is 1.4 M;
Ferraro et al. 2006a). On the other hand, in paper I we found that there is not significant
difference between the behaviour of a 1.2 and a 2 M BSS. Each single BSS is evolved for
a time ti = fi tlast, where fi is a random number uniformly generated in [0, 1] and tlast is
the maximum lifetime attributed to a BSS. Given the uncertainty on the value of tlast, we
have performed various sets of runs with tlast spanning the range between 1 and 5 Gyr.
Consistent with the results of paper I, the best fits are all obtained for tlast= 1.5 Gyr. For
1 Gyr <∼ tlast <∼ 2 Gyr the distribution does not change dramatically. If we choose a longer
lifetime (3 Gyr or more), the dynamical friction washes out any peak of peripheral BSS;
whereas for shorter lifetimes (less than 1 Gyr) any BSS could be hardly observable today.
Our code follows the dynamical evolution of the BSS in the cluster potential,
subject to the action of dynamical friction and to the effects of distant encounters (eq. [3.4]
of Sigurdsson and Phinney 1995).
The final positions of the BSS in each run determine the simulated radial distri-
bution, to be compared with the observed one. We ran 10000 experiments for each of the
considered cases. Since we studied ∼ 10 different cases for each cluster, we made about
∼ 400000 runs in total.
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Figure E.2: Radial distribution of BSS normalized to the distribution of horizontal branch
(HB) stars (47 Tuc, NGC 6752) or red giant branch (RGB) stars (M3, ω Cen). Filled
circles and solid lines indicate the data taken from Ferraro et al. 1997a (M3), Ferraro et
al. 2006a (ω Cen), Ferraro et al. 2004 (47 Tuc), Sabbi et al. 2004 (NGC 6752). Open
circles and dashed lines indicate the best fits obtained from our simulations. For NGC 6752
we adopted rc = 28
′′ (see caption of Table E.1). The dotted vertical line in all the panels
shows the characteristic radius of the zone of avoidance rav (see text and Table E.2). In the
panel of ω Cen, the open squares and the dot-dashed line connecting them report the ratio
NXMM/NRGB, that is the number of X-ray sources detected in ω Cen by XMM (Gendre et
al. 2003) normalized to the number of RGB stars.
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E.3 The sample of globular clusters
We have studied the distribution of BSS in four different GCs: M3, 47 Tuc,
NGC 6752 and ω Cen. They represent a very inhomogeneous sample of GCs. M3 is
an intermediate density (6× 103 stars pc−3; Sigurdsson, Davies & Bolte 1994), low velocity
dispersion (4.8 km s−1; Dubath, Meylan & Mayor 1997) cluster. 47 Tuc and NGC 6752 are
two very concentrated, maybe core collapsed clusters. ω Cen is the most massive among
the Galactic GCs (5 × 106 M; Pryor & Meylan 1993; Meylan et al. 1995) and it is still
a matter of debate whether it is a GC or the remnant of a dwarf galaxy (Zinnecker et al.
1988; Freeman 1993; Ideta & Makino 2004): it is a very loose cluster, with a wide metallicity
spread and a clear evidence for rotation (van Leeuwen et al. 2000; Reijns et al. 2006; van
de Ven et al. 2006).
The first step of our work consisted in finding the best match between the simulated
star density profile of each cluster and the observed one. The results are shown in Fig. E.1.
The data of the star density profile of M3, NGC 6752 and ω Cen are from Ferraro et al.
(1997a), Ferraro et al. (2003) and Ferraro et al. (2006a), respectively. The star density
profile of 47 Tuc is the same published in paper I. Note that we fit the profile of NGC 6752
with a double King model, as in Ferraro et al. (2003). The adopted values of σ and nc, and
the fit values of W0 are given in Table E.1, as well as the concentration parameter c (where
c = log(rt/rc)) and the fiducial values of rc in parsec. The latter quantities are derived by
assuming a distance from the Sun of 4.6 kpc (47 Tuc, Ferraro et al. 1999, see also Table 3
by Beccari et al. 2006), 10.1 kpc (M3, Ferraro et al. 1999), 4.3 kpc (NGC 6752, Ferraro et
al. 1999) and 5.5 kpc (ω Cen, Bellazzini et al. 2004).
The data for the radial distribution of BSS are taken from Ferraro et al. (1997a)
for M3, Ferraro et al. (2004) for 47 Tuc, Sabbi et al. (2004) for NGC 6752 and Ferraro et
al. (2006a) for ω Cen. As usual, the number of BSS is normalized to the number of red
giant branch (RGB) stars or to the number of horizontal branch (HB) stars. Even if the
considered GCs are very different from each other, the observed radial distributions of BSS
are similar (see Fig. E.2), with the exception of ω Cen. In fact, the radial distribution of
BSS displays a maximum in the central region of the GC, decreases down to a minimum at
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intermediate radii (of order 5 rc− 10 rc) and increases again at outer radii. ω Cen differs as
it shows an almost flat distribution.
E.4 Results and Discussion for M3, 47 Tuc and NGC 6752
We have explored whether the radial distribution of BSS observed in our sample
of GCs can be reproduced with a model which predicts two different classes of progenitors
for the BSS: (i) PBs evolved in isolation and (ii) binary (or single) stars which underwent
collisions in the high density environment of the GC core. Fig. E.2 shows the results obtained
for M3, 47 Tuc, NGC 6752 and ω Cen. In all cases, our adopted model provides a statistically
acceptable fit to the observations. The best fit value of the fraction ηMT of MT-BSS with
respect to the total number of BSS [i.e. ηMT ≡ NMT−BSS/(NMT−BSS +NCOL−BSS), where
NMT−BSS and NCOL−BSS are the number of mass-transfer and collisional BSS, respectively]
is reported in Table E.2, as well as the reduced χ2 of the best fit solution.
In order to determine the best fit solution, we have created a one-dimensional grid
of simulations for each cluster, allowing the only free parameter in our model1, ηMT, to vary
between 0 and 1 with an initial step of 0.2. Then, the grid was iteratively refined down to
a step of 0.01 for the values surrounding the best fit.
The values χ˜2 of the reduced χ2 were derived by comparing each simulation with
the observed data and their uncertainties. The range of values for ηMT in the second
column of Table E.2 is calculated at 2 − σ level, i.e. by selecting all the simulations for
which χ2 ≤ χ2best + 4, where χ2best is the value for the best fit solution.
Inspection of Table E.2 reveals a clear dichotomy between the cases of 47 Tuc, M3
and NGC 6752 and that of ω Cen. The 2 − σ intervals of confidence for ηMT for the first
three GCs are in agreement with an almost even distribution of MT-BSS and COL-BSS (a
slight predominance of COL-BSS being indicated by the best fit models). Instead, in the
best fit model of ω Cen only 14% of BSS are COL-BSS and the 2− σ interval of confidence
1Other possible parameters (such as the initial velocity of BSS) were found to have only minor impact
on the results (see Section E.2) and have been set to a fixed value in all the considered runs. Also, the
cluster properties are not free parameters in the fitting procedure, because they have been chosen a priori
(see Section E.3) and kept fixed in all simulations of a given cluster. An exception was made only for the
peculiar case of the velocity dispersion in NGC 6752 (see Section E.4.3).
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is compatible with ηMT = 1.
In the following, we will discuss the case of these three clusters separately, whereas
ω Cen will be examined in Section E.5.
E.4.1 M3
In the case of M3, our findings contrast earlier suggestions by Sigurdsson et al.
(1994). They hypothesized that the BSS observed in the peripheral regions of M3 could
be COL-BSS born initially in the core and then ejected in the periphery because of their
natal kick. Indeed, our dynamical simulations show that COL-BSS are ejected from the
entire cluster (if the kick is too high), or sink back to the core in <∼ 1 Gyr, if the kick is
low enough to retain them in the cluster potential well. Hence, they cannot account for
the peripheral BSS. Instead, MT-BSS have in general much more circular orbits than the
COL-BSS and can remain in the peripheral regions of the GC for a time comparable to the
typical lifetime of a BSS.
E.4.2 47 Tuc
As for 47 Tuc, we confirm the main outcome from paper I: i.e. most of the central
BSS of 47 Tuc are born from collisions and all the peripheral BSS originate from mass-
transfer in binaries. However, in paper I it was suggested that only ∼ 25% of the total
BSS are MT-BSS. The upward correction of this estimate is due to the fact that we have
refined our parameter grid with respect to paper I. In paper I we considered only cases
with a relatively low fraction of MT-BSS ( <∼ 30%) and one single case with ηMT = 1. For
this Appendix we explored a more complete parameter space (see Mapelli et al. 2006), the
percentage of MT-BSS (with respect to the total number of BSS) going from 0 to 100%.
Our present best fit (46% MT-BSS and 54% COL-BSS) is still consistent (at 2−σ) with the
result of paper I (25% MT-BSS and 75% COL-BSS), given the observational uncertainties,
especially in the central bins (see Fig. E.2).
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E.4.3 NGC 6752
The parameters of the best fit model for NGC 6752 are similar to those inferred
for M3 and 47 Tuc. However, for this cluster there may be a caveat about the central
velocity dispersion, whose value is still very uncertain. From the integrated-light spectra
of the core, Dubath et al. (1997) derived σ = 4.9+2.4−1.4 km s
−1. More recently, from proper
motion measurements of a sample of ∼ 1000 stars with the WFPC2/HST, Drukier et al.
(2003) obtained σ = 12.4 ± 0.5 km s−1. Thus, we ran simulations for each of these two
possibilities.
Figure E.3: Distribution of BSS normalized to the distribution of HB stars in NGC 6752.
The solid line indicates the observations (filled circles; Sabbi et al. 2004). The dotted line
(connecting open squares) reports the best fit numerical simulation for σ = 4.9 km s−1; the
long-dashed line (connecting open circles) is for σ = 7 km s−1 (reported also in Fig. E.2);
the dot-dashed line (connecting crosses) is for the case σ = 12.4 km s−1. In all these cases
tlast = 1.5 Gyr. The short-dashed line connecting open triangles is obtained for σ = 12.4
km s−1 and tlast = 4 Gyr.
If we assume tlast = 1.5 Gyr, the best fit model obtained for σ = 4.9 km s
−
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(Fig. E.4.3) is not satisfactory, since we cannot reproduce the increasing number of BSS
located in the cluster outskirts. In fact, a low velocity dispersion implies that the dynamical
friction time-scale is too short ( 1 Gyr) and PBs rapidly shrink towards the core. If we
adopt σ = 12.4 km s−1, the rising trend of the BSS radial distribution in the cluster periph-
ery can be reproduced; but the χ˜2 (∼ 5) is still unacceptable, because of the disagreement
with the data points in the inner regions. Since none of the two options were satisfying, we
ran new simulations for other values of σ (ranging between 4.9 and 12.4 km s−1), until we
found an acceptable fit to the observed BSS distribution. That occurs for σ = 7+3−1 km s
−1
(χ˜2 = 1.7, reported in Table E.2), marginally consistent with the measurement of Dubath
et al. (1997).
However, for this cluster other marginally acceptable solutions for the BSS radial
profile exist: e.g. assuming tlast = 4 Gyr, a fit (χ˜
2 <∼ 3) can be obtained also for σ = 12.4
km s−1 (open triangles and short-dashed line in Fig. E.4.3). Considering this uncertainty
and the peculiarities of NGC 6752 (e.g. the unusual density profile), the aforementioned
best fit value σ = 7+3−1 km s
−1 cannot be taken as an indirect measurement of the central
velocity dispersion in the cluster. A new measurement of σ is strongly needed to understand
the dynamics and evolution of NGC 6752.
E.4.4 The location of the minimum in the BSS radial distributions
The radial distribution of BSS (normalized to the number of RGB or HB stars) in
M3, 47 Tuc, and NGC 6752 clearly displays a minimum at a distance from the cluster center
in the range 5−10 rc. The area surrounding this minimum was dubbed ”zone of avoidance”
(paper I). We expect that its location roughly corresponds to the radius rav below which
all the PBs of mass >∼ mBSS (where mBSS is the minimum mass for generating BSS via
mass-transfer) have already sunk towards the cluster center because of dynamical friction.
In other words, there is a small probability of observing a MT-BSS located at a distance
from the cluster center of the order of rav. Most likely, the MT-BSS which were originally
located at r <∼ rav can now be detected at r <∼ rc.
The time of dynamical friction tdf for a mass mBSS located at a radius r from the
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center of a GC is given by (Binney & Tremaine 1987)
tdf =
3
4 ln ΛG2(2pi)1/2
σ(r)3
mBSS ρ(r)
, (E.1)
where ln Λ ∼ 10 is the Coulomb logarithm and G the gravitational constant. ρ(r) and σ(r)
are the cluster density and the velocity dispersion at the radius r. We note the dependence
of tdf on the density ρ(r) and especially on the cube of the velocity dispersion. Given the
definition of this time-scale, rav can be calculated setting tdf = tgc, where tgc is the lifetime
of the cluster (∼ 12 Gyr), and using the simulated stellar density profile and the velocity
dispersion distribution of the cluster for inferring rav from ρ(rav) and σ(rav). In doing the
calculation, we choose mBSS = 1.2 M.
The results (for rav normalized to rc) are shown in the last column of Table E.2
and in Fig. E.2 (vertical dotted line). The values of rav are always consistent with the zone
of avoidance observed in the data. This confirms for M3 and NGC 6752 what had been
found for 47 Tuc (paper I).
Third and fourth columns of Table E.2 report the values of the fraction ηMT (i)
for the MT-BSS located within the GC core rc (ηMT(< rc)), and (ii) for the MT-BSS found
at a distance from the cluster center larger than rav (ηMT(> rav)). These findings indicate
that the position of a BSS in a GC (at least in those showing a bimodal distribution of the
BSS) can be used as a strong indication of the nature of the progenitor. In particular, a
BSS which is located outside the zone of avoidance almost certainly is a MT-MSS; on the
contrary, a BSS found close to the cluster core is a COL-BSS.
Among the considered clusters, only ω Cen does not show any zone of avoidance.
If we calculate the expected radius of avoidance also for this cluster, we find rav ∼ rc. This
indicates that in ω Cen the dynamical friction is far less efficient than in the other clusters.
In ω Cen the value of ηMT(> rav) is similar to the other clusters, whereas ηMT(< rc) is
much higher (see Section E.5).
We note that very similar values of both ηMT and rav/rc have been obtained for an
intermediate density GC (M3) and for two much denser clusters (47 Tuc and NGC 6752).
The analogy between these three clusters is even more evident in Fig. E.4.4, where radial
distances are normalized to the avoidance radius, rav. The radial distributions of BSS in
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M3, 47 Tuc and NGC 6752 nearly superimpose. This also indicates that rav is a crucial
parameter in describing the bimodal distribution of BSS.
Figure E.4: Observed distribution of BSS normalized to the distribution of HB (47 Tuc,
NGC 6752) or RGB stars (M3). On the x-axis we plot the distance from the center normal-
ized to rav. Crosses indicate the observational data for 47 Tuc, open squares for M3 and
open triangles for NGC 6752. The observational points are connected by a dashed line for
M3, a dotted line for 47 Tuc and a solid line for NGC 6752.
E.5 The case of ω Centauri
The main characteristic of the BSS radial distribution of ω Cen, with respect to
the other clusters discussed here, is the absence of any central peak. In Fig. E.2 we show the
high-resolution portion of the data-set presented by Ferraro et al. (2006a): the distribution
appears to be flat. This is quite unusual, since in all the other GC surveyed up to now the
BSS distribution is peaked at the cluster center. Fig. 6 by Ferraro et al. (2006a) suggests
that this behaviour extends up to at least ∼ 7 rc (∼ 20′ from the cluster center).
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Table E.2: Mass Transfer vs Collisional Scenario
ηMT ηMT(< rc) ηMT(> rav) χ˜
2 rav/rc
47 Tuc 0.46+0.06−0.22 0
+0.002
−0 0.95
+0.02
−0.10 0.5 9.0
M3 0.41+0.16−0.20 0
+0.002
−0 0.91
+0.02
−0.01 2.2 4.9
NGC 6752 0.41+0.12−0.04 0.02
+0.03
−0.02 0.97
+0.01
−0.05 1.7 12.9
ω Cen 0.86+0.14−0.08 0.64
+0.36
−0.04 0.90
+0.10
−0.002 0.8 1.05
The second column reports the fraction ηMT of MT-BSS with respect to the total number of BSS (the errors
are at 2−σ, i.e. referred to χ2 = χ2best + 4). The third (fourth) column reports the fraction of MT-BSS
inside rc (outside rav) with respect to the total number of BSS inside rc (outside rav). The fifth column lists
the reduced χ2 obtained for the best fit models. The rightmost column reports rav normalized to rc.
This peculiarity adds to the many other unique features displayed by ω Cen (see
Section E.3); but our simple model provides a satisfactory fit to the data (see Fig. E.2 and
Table E.2) also in this case. However, at variance with the results for the three clusters
examined in Section E.4, the best fit model requires that a large majority of the BSS are
born from PBs (see Table E.2). In other words, only a mere ∼ 14% of the BSS detected in
ω Cen may have a collisional origin, i.e. we expect that only ∼ 44 of the 313 BSS reported
by Ferraro et al. (2006a) are COL-BSS.
The alternative hypothesis that all the others BSS formed via collisions have been
ejected from ω Cen sounds unrealistic, since the central escape velocity of ω Cen (∼ 40
km s−1) is comparable with that of other clusters in our sample and there is no motivation
for assuming that collisions in ω Cen should generate larger recoil velocities with respect
to other clusters. As a consequence, the dynamical modeling of the BSS presented in this
work predicts that COL-BSS are now produced with a low rate in ω Cen.
Are there viable explanations for this underproduction of COL-BSS in ω Cen? We
can just note that the characteristic radius rav for ω Cen is much smaller (both in terms
of rc and of physical units) than in the other clusters of our sample (rav ∼ rc instead of
the typical value ranging between 5 rc and 15 rc). This means that only a small number of
PBs had enough time to sink into the core due to mass segregation.
PBs that sink within the core are thought to be the progenitors (as far as modified
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by three body interactions) of most of the binaries hosted in the core of current GCs, since
the formation of binaries from two-body interactions is a quite unlikely process. Because
of their large cross-section, core binaries suffer repeated three- and four-body interactions,
eventually exchanging companions, being ionized or hardened. Thus, core binaries are
required to form COL-BSS, via three- or four-body encounters. Then, the relative lack
of binaries in the core of ω Cen, due to the inefficiency of dynamical friction, could have
quenched the formation of COL-BSS.
This view could be strongly supported by the observation of a low ( 10 %)
fraction of binaries in the core of ω Cen. Unfortunately, this fraction cannot be derived
with classical methods (Rubenstein & Bailyn 1997; Bellazzini et al. 2002), because of the
wide spread in metallicity of the stars in this GC (Norris et al. 1996; Suntzeff & Kraft
1996). An indirect indication of the occurrence of a low fraction of binaries in the core of
ω Cen comes from inspection of Fig. E.2, which shows the radial distribution of the X-ray
sources observed in ω Cen by XMM (Gendre et al. 2003), normalized to the number of
RGB stars. Most of the X-ray sources are believed to be cataclysmic variables or low mass
X-ray binaries (Gendre et al. 2003). So they should be among the most massive objects in
the GC. Their flat radial distribution further supports the hypothesis that mass segregation
in ω Cen has not driven yet a sizeable number of massive binaries in the central region.
E.6 Number of BSS versus MV
Until now, we only considered the relative frequency of BSS, i.e. the number of
BSS normalized to that of HB and/or RGB stars. But what happens if we consider just
the number of BSS hosted in each cluster, without any normalization?
First of all, it is worth noting that NGC 6752 (ω Cen) hosts about three times
fewer (more) BSS than either 47 Tuc or M3 (Fig. E.6). We can ask whether this is at
all correlated to the mass of the host cluster, or, equivalently, to its absolute magnitude
MV ? Plotting in Fig. E.6 the total number of observed BSS per cluster against MV for our
four clusters, we do not see any straight correlation. This result agrees with the fact that
Piotto et al. (2004) found evidence, in a large sample of GCs, of a lack of correlation of the
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number of observed BSS with either stellar collision rate (as would be expected if all BSS
were collisional in origin) or mass (which is proportional to the collision rate).
This fact led Davies et al. (2004) to propose that BSS are made through both
channels, suggesting that the number of COL-BSS tends to increase with cluster mass,
while MT-BSS tend to decrease with total mass, as PBs drifting by dynamical friction
in the core had already time to burn as BSS in the past. The combination of these two
competing behaviours was found to produce a population of BSS weakly dependent on the
total mass and core collision rate of their host GC.
Fig. E.6 sketches the predictions by Davies et al. (2004). In particular, the dashed
(dotted) line indicates the contribution expected from the MT- (COL-)BSS; the solid line
is the total.
47 Tuc and M3 lie close to the solid line and, according to the Davies et al.’s
model, their current BSS population is obtained by a blending of COL-BSS and MT-BSS
contributing in roughly equal number. This fully agrees with what we found from the
comparison between our simulations and the radial distribution of BSS.
In contrast, our model and Davies et al.’s scenario disagree in the case of both
NGC 6752 and ω Cen. NGC 6752 lies well below the solid curve. According to Davies et al.
(2004), its BSS should predominantly be MT-BSS; whereas in our model NGC 6752 should
host MT-BSS and COL-BSS nearly in equal number. In the Davies et al.’s model ω Cen is
expected to have only COL-BSS, while we have shown that MT-BSS should dominate2.
Moreover, though the picture proposed by Davies et al. (2004) is interesting,
detailed cluster-to-cluster comparisons suggest a much more complex scenario, where the
dynamical history, the original PB content and the current dynamical state of each cluster
seem to play a major role (Ferraro et al. 2003b). Indeed, clusters with the same integrated
magnitude harbor quite different BSS populations. In particular, two GC pairs offer the
possibility of demonstrating the complexity of the emerging scenario: (i) M3 and M13
are almost twins GCs (Ferraro et al. 1997b). They have the same integrated magnitude
(MV ∼ −8.6), same metallicity ([Fe/H] = −1.6), same mass, but display a quite different
BSS content (Ferraro et al. 2003b). In particular, M13 harbors a factor 5 fewer BSS than
2Davies et al. (2004) admit that their model is not adaptable to slow evolving GCs like ω Cen.
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M3. (ii) NGC 6752 has an integrated magnitude (MV ∼ −7.7) which is quite similar to
M80 (MV ∼ −7.9); but again the BSS content in the two clusters turns out to be quite
different: NGC 6752 harbors a BSS population which is a factor 10 lower than that found
in M80 (note that the BSS population of M80 is comparable in size to that found in ω Cen).
Ferraro et al. (1999) suggested that the anomalously large population of BSS in M80 could
have originated in the core-collapsing phase of this cluster.
The model discussed in this Appendix is based on a different approach from that
of Davies et al. (2004). Neither this work nor Davies et al.’s accounts for the dynamical
evolution of the cluster; but we consider additional information in comparison with Davies
et al. (2004), i.e. the observed BSS radial distribution.
Davies et al. (2004) try to predict the properties of the BSS from the present prop-
erties of the host cluster, and these properties might not reflect all the stages in the cluster
evolution. In particular, they risk overlooking the importance of the earlier evolutionary
phases which can have a strong impact on the characteristics of BSS population.
In our approach the cluster evolution is frozen for the last 2 Gyr only, when the
cluster properties are not expected to have changed significantly. All the effects of the
previous evolution of the cluster onto BSS are intrinsically stored in the initial parameters
which we impose on the BSS population: masses, lifetimes, velocities, locations and the
amount of injected MT-BSS and COL-BSS. Hence, we can use the observed BSS radial
profile for inferring the ratio between the injected MT-BSS and COL-BSS (which is related
to their location), and for investigating the effects of the cluster (present) properties on that
(e.g. what is the importance of collisions in the recent life of the cluster; and, what is the
residual fraction of PBs needed to remain in periphery up to now).
Both these methods need refinements; however, the approach presented in this
Appendix has the advantage that it is able to fit the BSS population also in clusters where
Davies et al.’s method appears inaccurate. A complete understanding of the relation be-
tween a cluster and its BSS population will likely be possible only by running N-body
simulations of the cluster from its formation, accounting also for three-body encounters,
PB evolution, stellar evolution, etc.
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Figure E.5: Number of BSS as a function of the cluster absolute magnitude MV . Open
triangle refers to NGC 6752, filled triangle to M80, open square to M3, filled square to M13,
cross to 47 Tuc, filled circle to ω Cen. The values of MV come from the Harris catalogue
(Harris 1996; http://physwww.mcmaster.ca/%7Eharris/mwgc.dat). The solid line shows
the model by Davies et al. (2004), while the dashed (dotted) line refers to the MT-BSS
(COL-BSS) according to the same model.
E.7 Summary
We have exploited the recent determination of the radial distribution of BSS in
four GCs, in order to investigate which mechanism of BSS formation prevails in these stellar
systems. Our conclusion is that the two main formation paths proposed so far, i.e. mass-
transfer in PBs and merging of MS stars due to collisions in the cluster core, must coexist
and have similar efficiency both in a low density cluster (M3) and in much denser clusters,
like 47 Tuc and NGC 6752.
In particular, in M3, 47 Tuc, and NGC 6752 the COL-BSS sum to ∼ 50− 60% of
the total and mostly reside in the central region of the cluster. The MT-BSS are slightly
less abundant than the COL-BSS, but populate all the GC. The density of BSS reaches a
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minimum in a so-called zone of avoidance, which separates the portion of the GC mostly
occupied by COL-BSS from the cluster outskirts, where the MT-BSS dominate. The lo-
cation of the zone of avoidance is explained by accounting for the effects of the dynamical
friction on the PBs which were massive enough for generating the observed BSS.
The picture described above can also be applied to ω Cen; but in this case the lack
of a central peak in the BSS radial distribution requires that the large majority of the BSS
derive from PBs. The very low rate of production of COL-BSS could be in turn attributed
to the fact that mass segregation has not yet driven a sizeable number of PBs to the central
region of the cluster to produce BSS.
A very interesting further development of this research will be to perform a com-
parison between the location of a significant sample of BSS in a GC and their spectroscopic
properties. According to the findings of this work, the position in the GC might represent
a strong dynamical clue for the formation mechanism of a given BSS. If it is located out-
side the zone of avoidance, the BSS almost certainly results from evolution of a PB; if it
is harbored in the cluster core, the BSS has most likely a collisional origin. On the other
hand, indication about the origin of the same BSS can be independently obtained from high
resolution spectroscopy. Indeed the chemical signature of the MT-BSS formation process
has been recently discovered in 47 Tuc (Ferraro et al. 2006b). The acquisition of similar
sets of data in clusters with different structural parameters and/or in different regions of
the same cluster will provide an unprecedented tool for confirming the scenario presented
here and to finally address the BSS formation processes and their complex interplay with
the dynamical evolution of the cluster.
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