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An alternative approach to approximating




A new methodology is presented for approximating the moments
of least squares coefficient estimators in situations where endogene-
ity and dynamics are present. The OLS estimator is the focus here,
but the method, which is valid under a simple set of smoothness and
moment conditions, can be applied to related estimators. An O(T−1)
approximation is presented for the bias in OLS estimation of a general
ARX(p) model.
Introduction
A recent summary of the work on asympotic approximation of moments
in econometrics can be found in Ullah (2005). Two papers of interest include
Phillips (2000), which presents new approximations for the bias and mean
squared error in 2SLS estimation of a static simultaneous equation model1,
and Bao & Ullah (2007), where a method is presented for approximating
the moments of time-series estimators, building on Rilestone et al. (1996) for
a class of nonlinear estimators. An earlier version of Bao & Ullah (2007),
namely Bao & Ullah (2002), applies their methodology to a structural model
with autoregressive error terms. These papers all develop asymptotic approx-
imation methods that are valid under straightforward smoothness conditions
and moment bounds. This is arguably an improvement on earlier papers,
where the validity conditions for the expansions were more complicated. A
key contribution of Phillips (2000), for example, was to obtain the 2SLS mo-
ment approximations in Nagar (1959) using a more understandable set of
assumptions2.
The current paper develops a new method for asymptotically approx-
imating the moments of least squares coefficient estimators under similar
1See also Phillips (2007) and Phillips & Liu-Evans (2010).
2A discussion of the Nagar expansion method can be found in Sargan (1974).
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assumptions to those in the recent papers mentioned above, particularly
Phillips (2000). The focus is on the OLS estimator, but it is shown that
the method can be applied to other estimators as well. It can be applied
when there is both simulteneity and dynamics in the model being estimated.
For illustration the approach is used to give an O(T−1) approximation to the
bias in OLS estimation of a stationary autoregressive model with arbirary
lag order, added exogenous regressors, and non-normal disturbances.
There has been some recent interest in the moments of the OLS coeffi-
cient estimator. In the context of stationary autoregressive models, Kiviet
& Phillips (2010) provide an order O(T−2) Nagar approximation to the bias
in OLS estimation of the coefficient vector in an ARX(1) model with normal
errors. Bao (2007), using a Nagar-type methodology developed in Kiviet &
Phillips (1993), finds the O(T−2) bias and mean squared error in estimation
of the AR(1) model with and without constant, and with model errors that
can be skewed and lepto/platykurtic. Bao & Ullah (2007) present an ex-
pression for the O(T−1) bias in OLS estimation of an ARX(1), again with
non-normal errors, but this time using their alternative expansion method.
They do the same for a stationary VAR(1) model with non-normal errors,
building on Kiviet & Phillips (1994) for the VAR(p) with normal errors.
Kiviet & Phillips (2005) use a Nagar-type expansion to find the O(T−1) bias
in estimation of the unit-root ARX(1) with normal errors. In a non-dynamic
context, Kiviet & Phillips (1996) use a Nagar-type methodology to find the
O(T−1) bias in OLS estimation of a simultaneous equation model, building
on Kadane (1971) who developed a small-σ expansion for k-class estimation.
Kiviet & Phillips (2010) includes a review of the earlier moment expan-
sion work for the OLS estimator in the context of first-order stationary au-
toregressive models. See in particular Kendall (1954) and Marriott & Pope
(1954), who were first to present approximations for the bias in OLS esti-
mation of an autoregressive model. Some examples of work on higher-order
autoregressive models are Bhansali (1981), Maekawa (1983), Tjostheim &
Paulsen (1983), Tanaka (1984), Yamamoto & Kunitomo (1984), Kunitomo
& Yamamoto (1985) and Shaman & Stine (1988), who consider AR(p) mod-
els, and Kiviet & Phillips (1994), who consider the coefficient vector in an
ARX(p) model under a normality assumption. The current paper extends
this by considering the ARX(p) model without a normality assumption, it
also builds on the ARX(1) illustration in Bao & Ullah (2007), where the
skewness and kurtosis of the errors is included explicitly, by allowing lags up
to order p.
The underlying approach in the current paper is similar to the early
work by Marriott & Pope (1954) and Kendall (1954), where the main focus
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was the kth-order autocorrelation coefficient3. An observation, along with
the matrix results in Magnus & Neudecker (1979) and Magnus & Neudecker
(1988), allows a more general class of models and estimators to be considered.
The expansion method
Given an AR(1) model yt = λyt−1+ ut, t = 1, .., T , with ut
iid∼ N(0, σ2u), Mar-
riott & Pope (1954)4 write the kth-order autocorrelation coefficient of the
AR(1) as a ratio λˆk = A/B and take a second-order Taylor-series expansion
of A/B around a and b, the means of A and B. After calculating the ex-
pected value of this series and excluding terms smaller O(T−1), they obtain
an asymptotic approximation to E[λˆ1 − λ] and state that the remainder is
o(T−1).
We note here that, for a model y = Zα + u with E[Z ′u] = 0 (this
assumption is dropped later), the true coefficient α and its OLS estimator αˆ
can always be expressed in the same functional form:
αˆ = (Z ′Z)−1Z ′y
α = (E[Z ′Z])−1E[Z ′y].
Defining the matrices Rˆ = [Z ′Z : ζˆ] and R = [E[Z ′Z] : ζ], where ζˆ = Z ′y
and ζ = E[Z ′y], the estimated and true coefficients can then be expressed as
αˆi = fi(δˆ) and αi = fi(δ), respectively, where δˆ = vec(Rˆ) and δ = vec(R).
This allows a Taylor series expansion of the following form:
fi(δˆ) = fi(δ) + (δˆ − δ)′f ′i(δ) +
1
2
(δˆ − δ)′Hi|δ(δˆ − δ) + ..,
i.e. αˆi − αi = (δˆ − δ)′f ′i(δ) +
1
2
(δˆ − δ)′Hi|δ(δˆ − δ) + ..,
where Hi|δ is the Hessian matrix of f evaluated at δ = vec(R). Phillips
(2000) uses a similar approach by forming an expansion around the vectorised
reduced form parameters in a static simultaneous equation model.
Using the extended mean value theorem we can write
fi(δˆ) = fi(δ) + (δˆ − δ)′f ′i(δ) +
1
2






(δˆj − δj)(δˆ − δ)′f (3)ij |δ?(δˆ − δ)
3As Marriott & Pope (1954) note, the OLS bias in estimation of an AR(1) is the same
to order O(T−1) as the bias in the 1st-order autocorrelation coefficient of an AR(1).
4See also Kendall (1954).
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for some δ?, where r denotes the row dimension of δ, and where f
(3)
ij is an
r×r matrix of derivatives defined as f (3)ij = ∂Hi∂δj . Here it is assumed that fi is
differentiable up to third order with derivatives that are uniformly bounded
in a neighbourhood of δ as T →∞, and with third-order derivatives that are
continuous. Given these assumptions, the fourth term above is Op(T
− 3
2 ). If
the components of δˆ are assumed to have finite moments up to third order
we therefore have the following:
E[αˆi − αi] = 1
2
E[(δˆ − δ)′Hi|δ(δˆ − δ)] + o(T−1)
or E[αˆi − αi] = 1
2
tr(Hi|δV ar(δˆ)) + o(T−1),
where V ar(δˆ) is the covariance matrix for δˆ. This step is clear from Shao
& Tu (1995), see in particular section 2.4 (see also Shao (1988)). Phillips
(2000) uses a similar argument. Rearranging these slightly we have
Theorem 1. Under the assumptions made,
E[αˆi − αi] = 1
2
(tr(Hi|δJ) + δ′Hi|δδ) + o(T−1),
where J = E[δˆδˆ′].
The following theorem provides the unevaluated Hessian matrix, Hi. To
evaluate the Hessian at δ, we replace ζˆ and Z ′Z with their expected values,
and this is done later for autoregressive models. A ’Kronecker power’ notation
is introduced: A⊗ A⊗ ...⊗ A = A⊗m, where A appears m times. Since we
have the well-known result that (A⊗A⊗ ...⊗A)−1 = A−1⊗A−1⊗ ...⊗A−1
when A is invertible, we can write these as A⊗(−m).
Theorem 2. Let Z have dimensions T ×N , and let Γ1 = [0N×N2 : IN ] and
Γ2 = [IN2 : 0N2×N ]. Let V1 = vec(IN), V2 = (KNN ⊗ IN)(IN ⊗ vec(Z ′Z)) and
V3 = (IN ⊗KNN)(vec(Z ′Z)⊗ IN), where Knm is an nm× nm commutation
matrix. Let ei be an N × 1 unit vector with unity in position i. Then, using












([Γ′2 ⊗ (ζˆ ′ ⊗ IN)](Z ′Z)⊗(−4)[(IN ⊗ V2) + (V3 ⊗ IN)]Γ2




and where Bi is defined as
(Bi)n,m = 1 for n = qN + i, m = q + 1, q = 0, 1, ...N
2 +N − 1
= 0 otherwise.
Proof. See Appendix A.1.
Note that the expansion approach developed here will yield moment ap-
proximations where E[Z ′u] 6= 0, i.e. where endogeneity is present. Premul-
tiplying y = Zα + u by Z ′ and taking the expected value as above, we have
the following:
α = (E[Z ′Z])−1E[Z ′y]− (E[Z ′Z])−1E[Z ′u]
⇒ αi = fi(δ)− e′iE−11 E2,
where E1 = E[Z
′Z] and E2 = E[Z ′u]. Since it is still true that
E[αˆi] = fi(δ) +
1
2
(tr(Hi|δJ) + δ′Hi|δδ) + o(T−1),
the bias in OLS estimation is
E[αˆi − αi] = 1
2
(tr(Hi|δJ) + δ′Hi|δδ) + e′iE−11 E2 + o(T−1).
The approximation is valid to order O(T−1) under the same conditions as be-
fore, because the expected values E1 and E2 are exact. Despite the additional
calculation here in the case where E[Z ′u] 6= 0, the burden of expectation cal-
culation is lower than in the Nagar approach: the terms Hi|δ and δ just
require us to know the expected values of Z ′Z and Z ′y, and J can be found
using existing results on the moments of products of quadratic forms.
In the case where E[Z ′u] 6= 0, the moments of the IV estimator may be
of more interest, since in practice there are often instruments available that
allow us to do better than OLS. The estimator is
αˆIV = (Z
′PZ)−1Z ′Py,
where P is a projection matrix of instruments, and we can write
α = (E[Z ′PZ])−1E[Z ′Py]− (E[Z ′PZ])−1E[Z ′Pu].
We can therefore use essentially the same expansion methodology. Here
it is more difficult to calculate the necessary expected values: we have
P = W (W ′W )−1W where the N × g matrix W is a matrix of g instruments,
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and it is relatively difficult to calculate expected values that involve a matrix
inverse. A solution is to approximate (W ′W )−1 by taking a Taylor series
around vec(E[W ′W ]) up to an appropriate order, then for all the expected
value calculations we are back to familiar territory with no inverted matrices.
In practice, the increased algebraic complexity is likely to demand a different
calculation approach to the one used in this paper for OLS. Another appli-
cation of interest is the Within Group (WG) estimator for dynamic panel
data modeling. Here we replace P in the above by D′D, where D is a 1− 0
difference matrix.
The following sections apply the above to the ARX(p) with non-normal
disturbances. As in Bao & Ullah (2007) and Bao (2007) the third and fourth
moments of the model errors are expressed in terms of skewness and excess
kurtosis parameters, so that the effects of departures from normality can be
seen more easily.
ARX(p)
Consider an autoregressive model with p lags and k added exogenous vari-
ables:
y = λ1y−1 + ...+ λpy−p +Xβ + u,
where u = Γ3v with Γ3 = [0T×p : IT ], and where v is a (T + p) × 1 random
vector with the following moment properties.
Assumption 1. The i − th elements of v have finite moments up to 6th
order with:
E[vi] = 0, E[v
2
i ] = σ
2 E[v3i ] = σ
3γ1 E[v
4
i ] = σ
4(γ2 + 3),
where γ1 and γ2 are Pearson’s measures of skewness and excess kurtosis.
It is also assumed that the process is stationary in the sense that all roots
of 1− λ1r − λ2r − ...− λpr = 0 lie outside the unit circle. This assumption,
combined with Assumption 1, makes the process covariance stationary. The
assumption of finite moments to 6th order for v ensures that δˆ has finite
moments up to 3rd order, which is a condition for Theorem 1.
From this we can write the following for periods 1− p through to T − 1,
building on the approach in Kiviet & Phillips (2010)5:
ΛY−1 = Y¯ ?−1 + [IT+p−1 : 0(T+p−1)×1]Ωv,
5See also Kiviet & Phillips (1994).
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′ and Y¯−1 =
Λ−1Y¯ ?−1. The matrices Λ and Ω are defined, respectively, as
Λ =

1 0 . . . . 0
0 1 0 .
. . . . .
0 . 0 . . .
−λp . . −λ1 . 0
0 . . . 1 0




ω 0 . . . . 0
0 . 0 . . .
. . . . . .
. ω .
. 1 . .
. . . 0
0 . . . . 0 1

,
where Λ has λ−p as the (p+ 1)th element of the first column, and where the
ω term, which is the standard deviation of yt, appears p times in Ω. This
can alternatively be written as
Y−1 = Y¯−1 +Gv,
where G = Λ−1[IT+p−1 : 0(T+p−1)×1], and we can note that y−i = MiY−i and
y¯−i = MiY¯−i for i = 1, ..., p, where Mi = [0T×(p−i) : IT : 0T×(i−1)]. This
implies
y−i = y¯−i +Giv,
where Gi =MiG. When p = 1, Mi is the identity matrix and G is the same
G that appears in Kiviet & Phillips (2010).
A decomposition of Z = (y−1, ..., y−p, X) is also required, and the follow-
ing proceeds in a similar way to Kiviet & Phillips (2010). First we can write
Z = Z¯ + Z˜, where Z¯ = (y¯−1, ..., y¯−p, X) and Z˜ = (G1v, ..., Gpv, 0T×k). We
have Z˜ = (G1v, ..., Gpv)[Ip : 0p×k], which gives
Z = Z¯ + (G1, ..., Gp)Ibv[Ip : 0p×k],
where Ib is a p(T + p) × p(T + p) block-diagonal matrix made up of IT+p
identity matrices. When p = 1, the result reduces to Z = Z¯ + Gve′1, which
appears in Kiviet & Phillips (2010).
In order to calculate E[δˆδˆ′], it is useful to write δˆ in the form δˆ = Q1 +
Q2v+Q3v
′Q4v+Q5v′Q6v, so that the expected value of δˆδˆ′ can be calculated
using existing results on expectations of products of quadratic forms.6 We
can do this by noting δˆ = Γ′2vec(Z
′Z) + Γ′1vec(ζˆ), where Γ1 and Γ2 are the
same as in the preceding section with N = p + k, and then by expressing
vec(Z ′Z) and vec(ζˆ) in terms of v. We already have Z in terms of v:
Z = Z¯ +GbvΓ4,
6See e.g. the Appendix in Ullah (2005).
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where Gb = (G1, ..., Gp)Ib and Γ4 = [Ip : 0p×k]. Recalling that vec(ζˆ) =












where u = Γ3v as before. Using these decompositions of y and Z, it is
straightforward to express vec(ζˆ) and vec(Z ′Z) in the desired form, and this
is done in Lemma 1 below.
Lemma 1. In the ARX(p) model the terms vec(ζˆ) and vec(Z ′Z) are
vec(ζˆ) = P1 + P2v + P3v
′P4v





















λiGi) + Γ3}, A1 = vec(Z¯ ′Z¯)
A2 = {(Γ′4 ⊗ Z¯ ′Gb) + (Z¯ ′Gb ⊗ Γ′4)}, A3 = Γ′4 ⊗ Γ′4, A4 = G′bGb
Proof. See Appendix A.2.
Using Lemma 1, it is possible to calculate the expectated value J , and
this is done below.
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+ σ3γ1{Q2(IT+1 ◦ (Q′4))iQ′3 +Q2(IT+1 ◦ (Q′6))iQ′5
+Q3{(IT+1 ◦Q′4)i}′Q′2 +Q5{(IT+1 ◦Q6)i}′Q′2}





4(IT+1 ◦Q6)] +Q5Q′5tr[Q′6(IT+1 ◦Q6)]}.





1P2, Q3 = Γ
′
2A3, Q4 = A4, Q5 = Γ
′
1P3 and Q6 = P4.
Proof. See Appendix A.3.
Finally, we have the following key theorem:
Theorem 3. The bias in OLS regression of the ARX(p) model is
E[αˆi − αi] = 1
2
{tr(Hi|δJ)− δ′Hi|δδ}+ o(T−1),
where J is given in Lemma 2, δ = Q1+Q3tr(Q4)+Q5tr(Q6), and where the
Hessian is evaluated at δ, or, equivalently, at E[Z ′Z] = Z¯ ′Z¯ +Γ′4Γ4tr(G
′
bGb)
and at E[ζ] = P1 + P3tr(P4).
Proof. See Appendix A.4.
ARX(1)
The bias in OLS estimation of ARX(1) models is a corollary of Theorem 3.
Corollary 1. The bias expression for estimation of the ARX(1) is the same
as in Theorem 3, but with the matrices P1, ..., P4 and A1, ..., A4 in Lemma 1
specialised to the following when p = 1:
A1 = vec(Z¯
′Z¯), A2 = (e1 ⊗ Z¯ ′G) + (Z¯ ′G⊗ e1), A3 = e1 ⊗ e1 A4 = G′G
P1 = vec[Z¯
′(λy¯−1 + β)], P2 = {(λy¯−1 + β)′G} ⊗ e1 + Z¯ ′(λG+ Γ3),
P3 = e1, P4 = G
′(λG+ Γ3),
and with the other vectors and matrices now reflecting the particular value
of p chosen. The matrices Bi are as in Theorem 2 but with N = k + 1. For
p = 1 the matrix Γ4 reduces to e
′
1, which is defined in Theorem 2 and now
has N = k + 1.
Proof. Follows from Theorem 3 and Lemma 1 by setting p = 1.
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For illustration of the matrices being specialised in Corollary 1, we can
see that Λ and Ω become
Λ =

1 0 . . . 0
−λ 1 .
0 −λ 1 .
. . . .
. . . . .
0 . . 0 −λ 1
 and Ω =

ω 0 . . . 0
0 1 0 .
0 0 1 .
.
. . 0
0 . . . 0 1
 .
AR(1)
Kendall (1954) and Marriott & Pope (1954) found the bias in estimation of
the model with p = 1 and k = 0 to be −2λ
T
to order O(T−1) under a normality
assumption. Bao & Ullah (2007) show that the O(T−1) bias for this model
is the same when the disturbance terms are skewed with non-zero excess
kurtosis. Here we confirm that skewness and kurtosis in the error terms does
not affect the bias to order O(T−1). To do this we need to specialise Theorem
3 to the pure AR(1) case, and we need to filter out any unnecessary o(T−1)
terms,only keeping the O(T−1) part of the bias.
As in Kiviet & Phillips (2010), the matix G (our G1 currently) can be
written as G = [ωF : C], where F ′ = (1, λ, λ2, ..., λT−1) and
C =

0 0 . . . 0
1 0 .
λ 1 0 0 .
. . .
. . . . .
λT−2 . . λ 1 0
 .
In order to obtain filtered results for the AR(1) with known mean, certain
products of G, G′, C, C ′ and F must be replaced with their O(T ) or O(1)
approximations, otherwise the resulting OLS bias approximation is accurate
to O(T−1) but includes some unnecessary o(T−1) terms. The required ap-
proximations are summarised in
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Lemma 3. Kiviet & Phillips (2010) find the following:



































+ o(T ), tr(GG′GG′) = tr(C ′CC ′C) + o(T )
A further Lemma is also required:
Lemma 4. In the AR(1) model with known mean, i.e. y = λy−1 + u, the
matrices P1, ..., P4 and A1, ..., A4 specialise to the following:
A1 = 0, A2 = 0, A3 = 1, A4 = G
′G
P1 = 0, P2 = 0, P3 = 1, P4 = G
′(λG+ [0T×1 : IT ]),
giving
Q1 = 0, Q2 = 0, Q3 = e1, Q4 = A4, Q5 = e2, Q6 = P4.
Here e1 and e2 are 2×1 unit matrices with unity in rows 1 and 2 respectively.
Proof. Follows from Corollary 1 by setting k = 0.
The following can now be stated:
Corollary 2. The bias in OLS estimation of the autoregressive coefficient in
the pure AR(1) model, with γ1 and γ2 taking any finite value, is
E[λˆ− λ] = −2λ
T
+ o(T−1).
Proof. See Appendix A.5.
This agrees with the Bao & Ullah (2007) generalisation of the original Kendall
(1954) and Marriott & Pope (1954) result. As a by-product, the following ap-
proximation for the evaluated Hessian matrix was found, where the subscript













This is explained in the proof to Corollary 1.
Note that the bias result here assumes a random covariance-stationary
startup, while Bao & Ullah (2007) and Bao (2007) assume a fixed startup.
Kiviet & Phillips (2010) show that this distinction has an effect on the bias
in the case of normal errors to order O(T−2) but not to order O(T−1). Here
we can see that the latter is still true when the model errors are non-normal.
It is also clear that the skewness parameter γ1 does not enter the O(T
−1)
bias expression for the more general AR(p) with no intercept: in this case
Z¯ = y¯−1 = 0 so Q2 = 0 from Lemmas 1 and 2. An earlier sequence of papers
starting with Bhansali (1981) and ending with Shaman & Stine (1988) also
finds this, though the validity conditions for these approximations are quite
different, e.g. the bias approximations in Bhansali (1981) and Shaman &
Stine (1988) assume finite error moments up to the 12th and 16th orders,
respectively.
Conclusion
An alternative asymptotic expansion method is developed here for approx-
imating the moments of least squares estimators, particularly those of the
OLS estimator. The method is used to obtain the first O(T−1) bias ap-
proximation for the OLS coefficient estimator of a general ARX(p) model
with non-normal disturbances and arbitrary lag order. It is shown that the
method can potentially be used to find the moments of other estimators.
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Appendix
A.1. Proof of Theorem 2
(i) Derivation of Hi
Hi can be found using the Second Identification Theorem in Magnus &




to be expressed in the form (dδˆ)′Ai(dδˆ) where Ai is a constant matrix. The
Hessian is then Hi =
1
2
(A + A′). The first differential can be calculated as
follows:
dαˆ = (d(Z ′Z)−1)ζˆ + (Z ′Z)−1dζˆ
= −(ζˆ ′ ⊗ IN)(Z ′Z)⊗(−2)vec(d(Z ′Z)) + (Z ′Z)−1dζˆ.
We can write vec(ζˆ) = Γ1δˆ and vec(Z
′Z) = Γ2δˆ, where Γ1 and Γ2 are defined
in Theorem 2. Using this gives
dαˆ = Ndδˆ,
where N = (Z ′Z)−1Γ1 − (ζˆ ′ ⊗ IN)(Z ′Z)⊗(−2)Γ2. For the first differential we
now have
dαˆ = vec(INN(dδˆ))
= ((dδˆ)′ ⊗ IN)vecN,
which is a convenient form for calculating the second:
d2αˆi = d(vec(N))
′((dδˆ)⊗ IN)ei.
In the above we use d(dδˆ′) = 0, since dδˆ is the constant vector increment in
the differential dαˆ. Note that the term ((dδˆ)⊗ IN)ei can be written as Biδˆ,
where Bi is derived in part (ii) below, so that
d2αˆi = (dvec(N))
′Bi(dδˆ).
The remaining task is to put the second differential in the form
d2αˆi = (dδˆ)
′MBi(dδˆ)







We therefore need to put dvec(N) in the form dvec(N) =M ′dδˆ.
From N = (Z ′Z)−1Γ1 − (ζˆ ′ ⊗ IN)(Z ′Z)⊗(−2)Γ2 we have
dvec(N) = dvec[(Z ′Z)−1Γ1]− dvec[(ζˆ ′ ⊗ IN)(Z ′Z)⊗(−2)Γ2].
7In particular, see the second line of Table 1 in Chapter 10.
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The first term of this can be written as −(Γ′1 ⊗ IN)(Z ′Z)⊗(−2)Γ2dδˆ, and the
second term can be written as follows:
vec((d(ζˆ ′ ⊗ IN))(Z ′Z)⊗(−2)Γ2 + (ζˆ ′ ⊗ IN)d[(Z ′Z)⊗(−2)Γ2])
= (((Z ′Z)⊗(−2)Γ2)′ ⊗ IN)(IN ⊗ V1)vec(dζˆ ′)
− [Γ′2 ⊗ (ζˆ ′ ⊗ IN)]vec((Z ′Z)⊗(−2)d((Z ′Z)⊗2)(Z ′Z)⊗(−2))
= (((Z ′Z)⊗(−2)Γ2)′ ⊗ IN)(IN ⊗ V1)Γ1δˆ
− [Γ′2 ⊗ (ζˆ ′ ⊗ IN)](Z ′Z)⊗(−4)[(IN ⊗ V2) + (V3 ⊗ IN)]Γ2dδˆ,
where, following the result in the exercise on p48 of Magnus & Neudecker
(1988), V1 = (K21 ⊗ I2)(I1 ⊗ vec(IN)) = (KN1 ⊗ IN)vec(IN) = vec(IN),
V2 = (KNN⊗IN)(IN⊗vec(Z ′Z)) and V3 = (IN⊗KNN)(vec(Z ′Z)⊗IN). The
term Knm is an nm× nm commutation matrix, as defined in the Theorem.
From the above we have
dvec(N) =M ′dδˆ,










(ii) Derivation of Bi
{(δˆ ⊗ IN)} is an N2(N + 1) × N matrix and ei is an N × 1 vector with
unity in element i. Let dδˆ = (drˆ1, ..., drˆN(N+1))
′. Then we have the N2(N +
1)× 1 vector {δˆ ⊗ IN)}ei = (drˆ1ei, ..., drˆN(N+1)ei) = Bidδˆ for some constant
N2(N+1)×N(N+1)matrix Bi. Consider the case i = 1, and let the nm−th
element of a matrix A be denoted as (A)nm. Here we see that (B1)nm = 1
for n = 1 and m = 1, and for n = N + 1 and m = 2, and more generally
for n = qN + 1 and m = q + 1 up to q = N2 + N − 1, with all other el-
ements being zero. Similarly, we can see that (B2)nm = 1 for n = qN + 2
and m = q + 1, up to q = N2 +N − 1, and zero otherwise. For general i we
therefore have (Bi)nm = 1 for n = qN+i, m = q+1 and q = 1, ..., N
2+N−1.
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A.2. Proof of Lemma 1
We have























= P1 + P2v + P3v
′P4v.
Similarly,
vec(Z ′Z) = vec[(Z¯ +GbvΓ4)′(Z¯ +GbvΓ4)]
= vec(Z ′Z) + {(Γ′4 ⊗ Z¯ ′Gb) + (Z¯ ′Gb ⊗ Γ′4)}v + (Γ′4 ⊗ Γ′4)v′G′bGbv
= A1 + A2v + A3v
′A4v.
A.3. Proof of Lemma 2
Since δˆ = Γ′2vec(Z
′Z) + Γ′1vecζˆ we have δˆ = Q1 +Q2v +Q3v
′Q4v +Q5v′Q6v








1P2, Q3 = Γ
′
2A3,
Q4 = A4 and Q5 = Γ
′
1P3, Q6 = P4. To calculate J we can write
δˆδˆ′ = (Q1 +Q2v +Q3v′Q4v +Q5v′Q6v)(Q1 +Q2v +Q3v′Q4v +Q5v′Q6v)′,
then after eliminating terms that have zero expectation we have


































In order to calculate these expected values, the results in Appendix A.5 of
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4{γ2(IT+1 ◦Q4) + tr(Q4)IT+1 +Q4 +Q′4}]Q′3
+ σ4Q3tr[Q
′







4{γ2(IT+1 ◦Q6) + tr(Q6)IT+1 +Q6 +Q′6)}]Q′3
+ σ4Q5tr[Q
′
6{γ2(IT+1 ◦Q6) + tr(Q6)IT+1 +Q6 +Q′6}]Q′5.
A.4. Proof of Theorem 3
From Theorem 1 we have E[αˆi − αi] = 12 (tr(Hi|δJ)− δ′Hi|δδ) + o(T−1).
From Lemma 2 we have δ = E[Q1 + Q2v + Q3v
′Q4v + Q5v′Q6v] = Q1 +
Q3tr(Q4) + Q5tr(Q6). The Hessian Hi was found in Theorem 2, and to
evaluate it note that E[Z ′Z] = E[(Z¯ + GbvΓ4)′(Z¯ + GbvΓ4)] and E[ζ] =
E[(Z¯+GbvΓ4)
′{(∑pi=1 λiy¯−i)+Xβ+[(∑pi=1 λiGi)Γ3]v}]. These two expected
values are then calculated in the same way as Lemma 2.
A.5. Proof of Corollary 2
(i) Specialising the matrices Hi and Hi|δ
Recall that Hi =MBi + B
′
iM
′, or H = 2BM ′ for the case at hand since H,
M and B are all scalars. We also have B = 1, so that H =M ′. In the matrix
representation of M ′ we have the following for the AR(1) with known mean:
M ′ = [e1 ⊗ (ζˆ ′ ⊗ I1)](Z ′Z)⊗(−4)[(I1 ⊗ V2) + (V3 ⊗ I1)]e′1
− (e2 ⊗ I1)(Z ′Z)⊗(−2)e′1 − [((Z ′Z)⊗(−2)e′1)′ ⊗ I1](I1 ⊗ V1)e′2.
It follows that
H = e1ζˆ
′(Z ′Z)⊗(−4)(V2 + V3)e′1 − e2(Z ′Z)⊗(−2)e′1 − e1(Z ′Z)⊗(−2)V1e′2.
Noting the specialisations V1 = I1 and V2 = V3 = vec(Z
′Z), the expression
for H reduces to
H = 2e1ζˆ
′(Z ′Z)⊗(−4)vec(Z ′Z)e′1 − e2(Z ′Z)⊗(−2)e′1 − e1(Z ′Z)⊗(−2)e′2.
Finally, recall that Z ′Z and ζˆ are scalars, so that
H =
(










The expected values in H|δ are E[Z ′Z] = σ2tr(G′G) and ζˆ = σ2λtr(G′G)
from Theorem 2, and from Lemma 3 the largest terms in each are O(T ). More
specifically, we have tr(G′G) = ( T
1−λ2 ) + (
ω





This means that the non-zero elements in H|δ are at most O(T−2), though
there will also be some smaller o(T−2) contributions due to the o(T ) compo-
nents of E[Z ′Z] and ζˆ. In both H|δ and J we can discard contributions of
order O(λsT ) for s > 0 since there no (explosive) O(λ−sT ) contributions in
either. Any products in H|δJ involving O(λsT ) terms will be o(T−1). There-
fore we use the approximation of tr(G′G) up to order O(1) that appears in




1−λ2 − ω). After simplifying H|δ we have












(i) Specialising the matrix J
In Lemma 4 we see that Q2 = 0 in the pure AR(1) case, therefore all the
terms in γ1 here are zero. The terms in γ2 are not all zero, and to consider
their combined influence on the bias we can use the decomposition J = J1+J2


































4(IT+1 ◦Q6)] +Q5Q′5tr[Q′6(IT+1 ◦Q6)]}.
We have Q2 = 0, Q1 = 0, Q3 = e1, Q4 = A4, Q5 = e2 and Q6 = P4, which
enables further specialisation:
J1 = σ
4[{tr(A4)}2 + 2tr(A′4A4)]e1e′1 + σ4{tr(A4)tr(P ′4) + 2tr(P ′4A4)}e1e′2







4γ2{tr[A′4(IT+1 ◦ A4)]e1e′1 + tr[P ′4(IT+1 ◦ A4)]e1e′2
+ tr[A′4(IT+1 ◦ P4)]e2e′1 + tr[P ′4(IT+1 ◦ P4)]e2e′2}.
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The next task is to make this more explicit in terms of λ. Moreover, since we
wish to discard all o(T−1) terms from the product H|δJ , and since the largest
terms in H|δ are O(T−2), we must discard all o(T ) terms from J . To do this,
recall from Lemma 4 that A4 = G
′G and P4 = G′(λG+ [0T×1 : IT ]) and that
we have approximations for the traces of products of these in Lemma 3. Let
J˜ , J˜1 and J˜2 denote, respectively, the versions of J, J1, J2 where o(T ) terms
are excluded.
We have the following for the first term in J˜1:
{tr(A4)}2 + 2tr(A′4A4) = {tr(G′G)}2 + 2tr(G′GG′G)
= {T ( 1
1− λ2 )}
2 + 2{ ω





+ 2T (λ2 + 1)(
1
1− λ2 )
3 + o(T )
=
T (2 + T − (T − 2)λ2
(1− λ2)3 + o(T )






′G)tr((λG+ [0T×1 : IT ])′G)
+ 2tr((λG+ [0T×1 : IT ])′GG′G)
+ tr{(ωF : C)(ωF : C)′(ωF : C)[0T×1 : IT ]′)}]
= λ{tr(G′G)}2 + 2[λtr(G′GG′G)
+ tr{(ωF : C)
(
ω2F ′F ωF ′C









2 + 2λ{ ω













Tλ(4 + T (1− λ2))
(1− λ2)3 + o(T )
For the fourth term in J˜1 we have
{tr(P4)}2 + tr(P ′4P4) + tr(P ′4P ′4) = λ2{tr(G′G)}2 + tr(P ′4P4) + tr(P ′4P ′4).





tr(P ′4P4) = tr{(λG+ [0T×1 : IT ])′GG′(λG+ [0T×1 : IT ])}
= λ2tr(G′GG′G) + λtr([0T×1 : IT ]′GG′G) + λtr([0T×1 : IT ]′GG′G)
+ tr{[0T×1 : IT ]′(ωF : C)(ωF : C)′[0T×1 : IT ]}






2) + T (
1




4) = tr{(λG+ [0T×1 : IT ])′G(λG+ [0T×1 : IT ])′G}
= λ2tr(G′GG′G) + 2λtr{[0T×1 : IT ]′GG′G)
+ tr([0T×1 : IT ]′(ωF : C)[0T×1 : IT ]′(ωF : C)}
= λ2T (λ2 + 1)(
1
1− λ2 )




{tr(P4)}2 + tr(P ′4P4) + tr(P ′4P ′4) =
T{(T + 4)λ2 − (T + 1)λ4 + 1})
(1− λ2)3 ,

































2 + o(T ).
























Here it seems unnecessary to find J˜2, since it can already be seen (below)
that tr(H˜|δJ2) = 0 to order O(T−1).
(iii) Finding the bias result
The relevant elements of H˜|δJ2 are





















showing that tr(H˜|δJ2) is o(T−1). The o(T−1) parts in these are O(λ2T ).
To complete the proof, we see that tr(H˜|δJ˜1) simplifies to −2λT and, using
δ = σ2tr(G′G)e1 + σ2λtr(G′G)e2 from Theorem 3, it is straightforward to
show that δ′H˜|δδ is zero.
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