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Abstract—Due to the various advantages that the cloud can 
offer to robots, there has been the recent emergence of the cloud 
robotics paradigm. Cloud robotics permits robots to unload 
computing and storage related tasks into the cloud, and as such, 
robots can be built with smaller on-board computers. The use of 
cloud-robotics also allows robots to share knowledge within the 
community over a dedicated cloud space. In order to build-up 
robots that benefit from the cloud-robotics paradigm, different 
cloud-robotics platforms have been released during recent years. 
This paper critically reviews and compares existing cloud robotic 
platforms in order to provide recommendations on future use 
and gaps that still need to be addressed. To achieve this, 8 cloud 
robotic platforms were investigated. Key findings reveal varying 
underlying architectures and models adopted by these platforms, 
in addition to different features offered to end-users. 
 
Keywords—Cloud-Robotic Platforms, Robotics, Cloud, 
Knowledge Sharing Platform, Comparative Analysis. 
 
I. INTRODUCTION 
 
Recent advances in cloud computing technologies and 
robotics have led to the creation of the cloud-robotics paradigm, 
which relate to networked-connected robots that inherit from 
parallel computing and data sharing through the Internet. This 
association is expected to make robots lighter, cheaper and 
smarter since the utilization of cloud enables heavy processing to 
be done remotely such that smaller on-board computers are used 
within robots [1]. For instance, the process for robots to build the 
map of the environment for localization purposes is both 
computationally and data intensive and such tasks can be 
offloaded to the cloud [2]. Concerning data-intensive processes, 
robots can gain from massive amount of storage space when 
making use of clouds and also, knowledge acquired by robots can 
be shared to other such machines [3]. 
 
Due to the various benefits of the cloud-robotics paradigm, 
different platforms have emerged. Cloud-robotic platform enables 
the build-up of cloud-robotic based robots and some of them are 
open-source, whilst others are proprietary [4]. Some platforms are 
composed of a number of high-performance servers, databases, 
proxy-servers, amongst others [5]. In terms of research, despite 
the fact that various studies have been conducted regarding the 
aspects of cloud robotics in many fields, limited published 
literature is available on the comparison of existing cloud robotic 
platforms. As related work, one recent study conducted a survey 
of research on cloud robotics and automation by considering over 
150 references in the area [6]. 
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However, this study mentions about cloud robotics platform, 
limited comparative analysis has been conducted as this was not a 
major scope the paper. Another study described the development 
process of cloud robotics as well as the overall architecture of 
these systems [5]. The current problem that scientists, roboticists 
and researchers are facing is that an efficient cloud robotic 
platform is not available to meet the needs of developing an 
application using existing cloud robotic architectures. Thus, a 
mixture of platforms ranging from robotic open source software, 
web services, and cloud platforms are being used to cater the 
requirements from the chosen architectures which in turn makes it 
difficult to sustain. Through literatures, cases have been detected 
where cloud robotic architecture have not been implemented in 
real life and simulation was used to test the architecture’s 
functionality and efficiency. Since multiple platforms are being 
used to develop applications using current cloud robotic 
architectures, the problem of platform dependencies occur and the 
application fail to function due to one platform not responding to 
another dependent platform when having flow of data 
communication. Within this study, cloud robotic platform are 
highlighted as a key component of the architecture of cloud 
robotics and although some of the platforms are described, 
limited comparison has been conducted. Cloud robotic platform 
in a cloud robotic framework or architecture is the main key 
component which allows the implementation of the application to 
further interact and communicate with other components such as 
robots, cloud or network but going through literature, there is no 
evidence of which platform is the best fit for this purpose. To 
address this gap, this paper critically examines and compares 
existing cloud robotic platforms in order to provide 
recommendations on future use when implementing cloud robotic 
architectures and gaps that still need to be addressed. Addressing 
this gap is expected to provide researchers and experts a 
comprehensive review of such platforms in addition to 
recommendations towards improvement of such platforms. 
 
This paper is structured in the successive manner: In the first 
section, an introduction to the topic is produced then in second 
section, the methodology used to achieve the purpose is given, 
followed by a review of existing cloud robotic platform in Section 
3. Then, a comparative analysis of the existing cloud-robotic 
platforms is provided in the fourth section, before making 
recommendations in Section 5. The work is concluded in Section 
6 and avenues for future works are discussed. 
 
 
 
 
 
 
  
II. METHODOLOGY 
 
In order to achieve the purpose of this paper, an initial pool of 
cloud-robotic platforms was searched on Google and Google 
Scholar by using relevant keywords. The Google search engine 
was used as it prioritizes results based on relevancy while also 
employing a variety of techniques to improve search quality 
through page ranks [7, 8]. The initial search was conducted in 
March 2018, starting with Google Scholar where 74 conference 
and journal articles were thoroughly reviewed to assess relevancy, 
before complementing the search with a general Google search. 
Keywords such as Cloud robotic platform, cloud platform, robotic 
platform were used to search the database then the exact name of 
the cloud robotic platform was utilized to further narrow down 
the search. Finally, only 8 cloud-robotic platforms were 
identified, whilst the other sources were principally related to 
frameworks and state-of-the-art review of cloud-robotics. Once 
the platforms were identified, literature search pertaining to each 
platform was thoroughly conducted by going through relevant 
articles while also finding information on key websites. The 
information gathered was then analyzed and is presented in the 
next sections of this paper. Similar methodology was used in 
different studies performing comparative analysis [9, 10]. Using 
this methodology enables to review all the research work 
pertaining to this topic in the literature to find an accurate answer 
to the research problem. 
 
III. REVIEW OF CLOUD ROBOTIC PLATFORMS 
 
Using the methodology defined in the previous section, 
different cloud-robotic platforms were identified. These are 
discussed as follows: 
 
A.  Rapyuta 
 
Also known as the RoboEarth Cloud Engine, Rapyuta is an 
open-source cloud robotics platform [9]. It is based on an elastic 
computing model and active distributed secure computing 
environments in which robots are deeply associated, while 
allowing robots to contribute most of their services to other robots 
[10]. This platform is known to eliminate complexity, costs, 
possibility of deploying, interfacing and managing robotics 
systems so that more time is available to do other tasks  
[9]. By allowing access to the RobotEarth Knowledge 
Repository, Rapyuta allows robots to store and share information, 
offload computation and collaborate and achieve a common task 
[10]. Moreover, a range of capabilities is provided such as disk 
quota, I/O limits and memory limits configuration, among others. 
Furthermore, it also allows the outsourcing of around more than 
3000 Robot Operating System (ROS) packages and is extensible 
to other robotic middleware [11]. Additionally, a recent work 
using this platform involves the pre-installation of Amazon 
Machine Image (AMI) which can launch the Rapyuta in one of 
the Amazon’s data center in a short period of time and permits the 
robots to authenticate themselves, create one or more 
environments in the cloud and launch the process  
[11].  
 
B.  Robot Operating System (ROS) 
 
The ROS platform enables the production of software 
modules in order to execute typical robot activities such as 
object recognition [12]. The concept of “not re-inventing the 
wheel” is the principal aim of the ROS platform, where it 
 
provides integrated libraries that are easy to use in addition to 
multitude facilities such as manipulation, navigation control, and 
hardware abstraction for sensors and actuators, among others 
[13]. ROS also gives the advantages of inter-platform operability 
between multiple programming languages such as C, Java and 
Python. As part of this platform, ROS processes or Nodes involve 
data processing in the platform and a message-passing distributed 
system derived on the publish/subscription paradigm is achieved 
by ROS where Nodes produce messages on Topics which other 
Nodes employ [14]. In terms of application, this platform has 
provided solution for real-time ball trajectory tracking for tennis 
and football events through the creation of an environment with 
the integration of Open Source Computer Vision libraries 
(OpenCV) for object detection and tracking [15]. At present, a 
newer version of ROS, namely ROS 2, is being actively 
developed to improve cross-platform support capability [16]. 
 
C.  C2RO Cloud Robotics 
 
Established in 2016 in Montreal, C2RO Cloud Robotics is a 
cloud-based software robotics platform for the global service 
robotics target market [17]. The C2RO platform connects robots 
using patent-pending technologies and augments the capabilities 
of robots through a fast and secure communication. It also 
provides a robot-agnostic software-as-a-service (SaaS) platform 
that utilizes an information processing technology, which 
functions in a real-time manner to grant robots an artificial 
intelligence solution in a secure, fast and inexpensive approach  
[18]. This platform was created in order to address the industrial 
automation demand comprising of problems such as lack of 
robots’ connectivity that result in the inability for monitoring real 
time problem, the limitation of pre-programmed tasks due to 
limited onboard sensing and computing power as well as non-
cooperation of robots [18]. In order to address these problems, the 
C2RO platform upgrades processing power via a hybrid solution 
of completing high-skilled tasks and a cloud-based robotics 
platform where multiple robots can share knowledge instantly 
across multiple sites and geographies [17]. 
 
D. Microsoft Robotics Developer Studio (MRDS) 
 
Released by Microsoft in 2006, the MRDS platform 
enables programming robots in the Windows environment and 
it can interact with the circuits commonly known as 
microcontrollers on the robots to control actuators over a 
hardwired link or Bluetooth [19]. MRDS contains a .NET-
based service-oriented runtime, comprising of components 
such as Concurrency and Coordination Runtime (CCR) and 
Decentralised software services (DSS) [20]. This platform 
concentrates in making robotics applications that allow either 
to be simulated by using Visual Simulated Environment 
(VSE) which is 3-D virtual simulator or through Visual 
Programming Language Environment (VPL), a programming 
interface that connects to real robots. MRDS is considered as a 
crucial product when bestowing Service-oriented architecture 
(SOA) framework for Robot as a Service (RaaS) in cloud 
computing to embedded systems [21]. 
 
E.  REALabs 
 
REALabs is a cloud robotic platform that enables the 
computer running the robotic application and mobile robot to 
interact with each other over the network [22]. This platform was 
built based on the Platform as a Service (PaaS) model [23]. 
REALabs is completely based on Web technologies and consists 
of four main software packages from its architecture, namely, the 
front-end package, the protocol handler, embedded package and 
the management package. The platform has been mainly used in 
Web Labs over public internet where the user implements the 
robotic application on personal computer so as to control the 
robot through the network [22]. Several updates have been 
conducted on the platform such as integration of Web services in 
the end of 1990s, HTTP/XML-based Remote Procedure Call and 
transition to the Representational State Transfer (REST) 
architecture [23]. 
 
F.  Rospeex 
 
Rospeex is a cloud robotic platform for multilingual spoken 
dialogues with robots for ROS developed by the National Institute 
of Information and Communications Technology (NICT) [24]. It 
is equipped with a straightforward interface for speech synthesis 
and speech recognition in different languages including Japanese, 
English [25]. This platform is free for use by roboticists and does 
not require authentication. Moreover, the platform comes with a 
bundle including a browser user interface, the Rospeex cloud 
services and the Rospeex modules comprising of voice activity 
detection, noise reduction and speech synthesis. The user 
interface of the rospeex platform has been developed in HTML5 
and can operate on many platforms such as Linux, Windows and 
Android smart devices. Also, two types of users can adopt this 
platform, namely user and developer and with the use of Rospeex, 
large amount of robotics-related statements can be stored on the 
cloud server [24]. 
 
G. DAvinCi 
 
DAvinCi stands for Distributed Agents with Collective 
Intelligence and was built in Singapore by the ASORO 
laboratory to produce 3D-models of environments for robots 
during simultaneous localization and mapping (SLAM) [21]. 
It supports an augmented architecture for large environment to 
allow group of robots to operate in large environments [26]. 
DAvinCi consists of three technologies, namely, the open 
source Hadoop Distributed File System (HDFS), ROS 
architecture and the Hadoop Map/Reduce Framework. The 
ROS architecture is used for sensor data collection and to 
communicate between clients and robots, the HDFS is used 
for data storage and Hadoop Map/ Reduce framework is used 
for batch processing of visual information and sensor data. An 
established way of communication and messaging between the 
robots and the DAvinCi server is provided by the ROS and its 
goal is to offload huge data workloads from the robots to a 
backend cluster system [26]. 
 
H. GostaiNet 
 
GostaiNet was developed by the French robotic firm called 
Gostai and enables robots to perform face detection, speech 
recognition and other task remotely [27]. Seamless control of 
any robot from anywhere around the world is provided 
through a web browser and services are hosted by Gostai on 
the GostaiNet robotics cloud [28]. This architecture gives the 
opportunity to decentralize artificial intelligence in order to 
produce economic robots with complex behaviors and with 
autonomous capabilities [29]. The latest work that was made 
available is the Jazz robots that were implemented on Gostai’s 
Urbi open-source ROS while also using the GostaiNet cloud-
computing infrastructure to make cloud based video recording 
[30]. 
 
IV. COMPARATIVE ANALYSIS 
 
Review of the cloud-robotic platforms showed that most of 
them are open-source besides REALabs and DAvinCi platforms. 
While being open-source, different such platforms evolve 
continually as developers and other contributors keep on adding 
or updating features. This also promotes adoption of such 
solutions by developers, who can also obtain support from the 
community. Use of such platforms are also promoted by the fact 
that most platforms provide a user-friendly user interface where 
user can offload robotic data onto the cloud service. On the other 
hand, while being open-source, some platforms such as ROS do 
not have up-to-date documentation for its users due to associated 
maintenance costs. Similarly, most platforms enable sharing to 
other robots through the cloud environment, besides MRDS. 
When sharing data or knowledge to robots built in a different 
platform, a key challenge faced involves format for representing 
and exchanging data [6]. For instance, although sensor data in the 
form of images have a small number of popular formats, 
trajectory-related data have no standardized format [31, 32]. 
Moreover, Rapyuta and ROS were found to be highly compatible 
with other platforms as discussed earlier, whilst REALabs, 
showed to have the lowest compatibility. In TABLE I, 
Compatibility with other platforms has been discussed in terms of 
cross platform capabilities where a scale high means the platform 
can be used by a large number of other platforms, moderate 
means the platform can be utilized by an average number of 
platforms and low for a very minimal number of platforms. The 
comparative summary of the review conducted is given in TABLE 
I. 
 
 TABLE I. COMPARATIVE ANALYSIS  
        
Cloud Security   Open Underlying Compatib Sharing 
Robotic    Source Model or ility with to other 
Platform     Architecture other robots 
      platforms  
Rapyuta Provides a  Yes Elastic High Yes 
 secure    computing   
 customizable   model   
 computing      
 environment      
 in the cloud      
 to offload       
 heavy       
 computation.      
ROS A   Yes Publish/subscri High Yes 
 cryptographi   be message   
 c method has   passing   
 been    architecture   
 implemented      
 in   [35] to     
 secure the     
 ROS       
 communicati      
 on channels.      
C2RO Virtual   No Hybrid cloud Moderate Yes 
 Barriers is  robotics model   
 used for data      
 access       
 control,       
 Secure       
 Sockets      
 Layer and    
 Transport     
 Layer      
 Security are    
 used to avoid     
 eavesdroppi     
 ng and “man     
 in the    
 middle”      
 attacks.      
MRDS The MRDS No Service Moderate No 
 studio has a  Oriented   
 security   Architecture   
 manager      
 page which     
 manages      
 authenticatio     
 n for users.     
REALabs A secure  Yes Platform as a Low Yes 
 Single Sign  Service (PaaS)   
 On service  model   
 based on      
 SAML      
 (Security      
 Assertion      
 Markup      
 Language)     
 for user      
 authenticatio     
 n is provided     
 [36].      
Rospeex A ROS node No Node structure Moderate Yes 
 is   model   
 implemented     
 for security     
 and network     
 reasons so as     
 not to      
 conduct      
 noise      
 reduction      
 and Voice     
 Activity      
 Detection.     
DAvinCi A fail safe Yes Combination Moderate Yes 
 mechanisms  of distributed   
 is being   ROS   
 worked on  architecture,   
 the   the open   
 communicati  source Hadoop   
 on between  Distributed   
 the DavinCi  File   
 server and  System(HDFS)   
 the robots  and the   
 during   Hadoop   
 transfer of  Map/Reduce   
 messages.  Framework   
GostaiNet Image  Yes GostaiNet Moderate Yes 
 analysis   cloud   
 within the  computing   
 system   architecture   
 allows      
 movement     
 detection for     
 the robots     
 making it      
 easy to      
 detect      
 intruders.      
 
Furthermore as shown in Table I, different such platforms 
have varying architectures or models being utilized, while also 
having dissimilarity on focus of the platforms in terms of 
characteristics and abilities. For instance, MRDS is the only 
platform which provides two powerful engines for graphics 
and dynamics in order to allow the development of distributed 
and concurrent processes in an innovative way [20]. This 
fundamentally provides the advantage of developing service-
oriented, concurrent and asynchronous applications with a 
myriad of programming languages, including the visual 
programming language. REALabs platform is based on the 
PaaS model and uses REST, which is an alternative to web 
services in order to allow interaction between virtual machines 
and mobile robots [22]. 
 
While operating PaaS, REALabs is deployed on a Virtual 
Machine where latency becomes a concern. Together with this 
issue, the mobile robots situated on the field do not allow the 
usage of cloud services in a variety of mobile robotics 
applications available [22]. As for ROS, it is based on the 
Publish/subscribe message passing architecture and the platform 
ensures a clean programming standards to the user by allowing 
threads in the application to publish and subscribe to messages 
only. ROS provides modularity when implementing robot 
applications where in case a component (e.g. a sensor or a motor) 
crashes, the entire application does not crash due to connection 
with a distributed message system. DAvinCi, as discussed earlier, 
uses a combination of architectures in order to provide improved 
performance of the system through the incorporation of several 
computing nodes. However, the main concern is that if one of the 
component does not work (e.g. DAvinCi server), problems may 
arise if improper backup mechanisms are unreliable. Another 
observed issue is that performance of the overall system varies 
based on the number of nodes inculcated in the system. Rapyuta, 
in turn, is based on the elastic computing model and provides a 
friendly interface when offloading robotic data while also 
providing access to a repository of shared knowledge amongst 
robots. Furthermore, a proper security aspect is imparted to each 
robot in this platform and provides a bidirectional communication 
with the robots. Finally, Rospeex is based on the node structure 
model and is dedicated only to speech capabilities of robots using 
browser user interface. Its modules are related to voice activity, 
speech synthesis and noise reduction together with cloud services. 
Since Rospeex uses its own cloud service, it becomes a 
disadvantage when it comes to multi-platform operation. 
Moreover, it was also highlighted in a previous study that the 
waiting time for speech recognition processing time in Rospeex is 
not appropriate as it can deteriorate the dialogues’ interactive 
aspect [26]. 
 
V. RECOMMENDATIONS 
 
The comparative analysis performed showed different 
limitations of existing cloud-robotic platforms and for each 
platform, recommendations are proposed as in TABLE II, for 
further research and improvement by research community. 
TABLE II. RECOMMENDATIONS 
 
Cloud Reported Issue   Recommendation  
Robotic            
Platform            
Rapyuta High Computational latency Colocation  data  centers  can  be 
       integrated  with  the  platform  to 
       ensure an exceptional network 
       coverage.    
ROS Since ROS is an open-source A cryptography algorithm such as 
 framework, it is vulnerable to Diffie-Hellman or Message 
 authentication, authorization Authentication Code (MAC) could 
 and insecure  communication be introduced in the framework for 
 issues.     strengthen the security aspect of the 
       framework.   
 Lack   of up-to-date To provide up-to-date 
 documentation.   documentation for end-users. 
   
C2RO A large computational power is An   Artificial   Intelligence   (AI) 
 required  for  the robots  when application can be implemented to 
 using visual simultaneous increase the computation power of 
 localization and mapping the  robot  so  as  it  can  be  more 
 (SLAM) to locate themselves. autonomous when taking important 
       decisions regarding   localization 
       and mapping.   
     
MRDS Incomplete models when More  research  could  have  been 
 simulating real time situation done  in  this  domain  where  an 
 such as wheeled vehicles and accurate  model  can  be  proposed 
 modelling sonar.  using MRDS platform to strengthen 
       the capacity of real time processing 
       in daily life.   
   
REALabs REALabs is based on RESTful A more secure protocol can be used 
 interfaces, meaning it relies on in   the   framework   such   as 
 HTTP  for  its  security  aspect OAuth1.0a to provide secure web 
 making it vulnerable.  services  using the RESTful 
       interfaces.    
Rospeex Waiting time for speech Segmenting  the Rospeex module 
 recognition processing time is that  sends  the  speech  file  to  the 
 not appropriate   server into multiple fragments and 
       sends   them   one   by   one   for 
       processing.    
 Uses  its  own  cloud  service, Could integrate the use of several 
 which is a disadvantage when form of cloud service where it will 
 it  comes  to  multi-platform be easier for a myriad of platform to 
 operation.    operate  when implementing 
       applications.   
   
DAvinCi Owing  to  the  utilization  of A hosted filtering can be integrated 
 Hadoop map reduce computing in  the  framework  between  the 
 cluster, a high bandwidth usage DaVinCi server and public cloud to 
 is required.    filter   spam  messages   that  are 
       transmitted over HTTP.  
     
GostaiNet The provided services   are The  services  can  be  deployed  in 
 proprietary as they are hosted collaboration with a public cloud 
 by  Gostai  on  the  GostaiNet service to make it more accessible 
 robotics cloud.   to many applications.  
 
VI. CONCLUDING REMARKS 
 
This paper examined and compared 8 cloud robotic platforms 
used by roboticists around the world when developing cloud robot 
applications. The review showed that most of the platforms are 
open-source, thereby inheriting some advantages and 
disadvantages of being open-source. Moreover, some platforms 
such as Rapyuta and ROS were found to be highly compatible 
with other cloud-robotic platforms while enabling 
 
integration of features. In addition, different such platforms were 
found to have varying underlying architectures or models, while 
also having dissimilarity on focus in terms of characteristics and 
abilities. Depending on the framework or architecture that will be 
used, each platform will act differently and will try to blend 
accordingly to give an efficient product. As future work, the same 
platforms will be further analyzed following application to 
develop cloud robotic applications. This will also help to increase 
the number of comparison criteria studied in the comparative 
analysis and an efficient platform can be provided for the 
implementation of cloud robotic application using the prescribed 
recommendation. 
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