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ABSTRACT
The present study was designed to explore the
importance of positive shifts in the period of the
Bereitschaftspotential or Readiness Potential (RP) observed
in normals by Freude and Ullsperger (1989), and to examine
possible interactions with various movement initiation
strategies. The functional significance of different
components in the period of the RP, and their relation to
the opposite polarity shifts in the pre-movement period was
also of interest.
The three experiments completed in this study also
examined the effect of split attention (from the movement
to another task) on the polarity shift of the RP, the
effect of a perceptual/cognitive task on the latency,
amplitude and topography of the RP and some other movement
related potentials (e.g. the P2 and the SPP), the
functional significance of the opposite shifts in the
period of the RP, the relationship between spontaneous slow
potentials and the movement related potentials, and the
relation of the RP to specifying and loading of the motor
programs. Because the design of the experiments provided an
appropriate opportunity, some other potentials (such as the
stimulus preceding negativity (SPN) and the auditory N100)
were also investigated.
Experiment 1 confirmed that positive potentials exist
in the period of the RP. Split attention resulted in a
significant increase in the relative frequency of positive
potentials. This in turn resulted in a decrease in the
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magnitude and a delayed latency of the averaged RP.
Experiment 2 indicated that the positive shifts in the
pre-event potential (or pre-movement potential, but since
the task did not always require a movement, the term preevent potential is preferred) affect the accuracy of
performance on a perceptual/cognitive task, with an
increase in the frequency and amplitude of positive shifts
associated with poorer performance. A higher negativity of
this potential in correct performance -- compared with
incorrect performance -- confirmed previous findings on the
association of such negativity with better performance on
the task. It was also found that a larger RP predicts a
larger Reafferent Potential (P2).
Experiment 3 indicated that the positive shifts only
developed early in the period of the RP, while the later
potential was always negative. The first component of the
pre-movement potential did not differ as a function of
press/no-press, and had a symmetric distribution with Cz
maximum. A different procedure in initiating the movement
was suggested to affect the early component of the RP. The
preceding shift of the pre-event potential did not affect
the second part of the RP. The second component was found
to be largest at Cz but lateralized toward the
contralateral area. It is suggested that this potential may
indicate specifying and loading of the motor program.
Neither the efficacy of the performance nor the previous
potential shift were significantly related to its
amplitude. The P2 is suggested to reflect the processes
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involved in termination of the movement and every situation
which affects the RP could affect the P2. Cognitive
concomitants of the task, not its physical requirements,
influenced the skilled performance positivity (SPP). The
results will be discussed also in relation to the
interaction of the task with the stimulus preceding
negativity (SPN), auditory N100 and the EMG accompanying
the task.

TABLE OF CONTENTS
Page
Acknowledgments
Abstract
Table of Contents

I
Ill
VI

List of Tables

X

List of Figures

XI

Chapter 1. General Introduction 1

Chapter 2. Movement Related Brain Potentials
Introduction

7

Classification

8

Pre-trigger Potentials

9

Post-trigger Potentials

10

Reafferent Potential

12

Skilled Performance Positivity

15

Summary

19

Chapter 3. Motor Planning and Programming
Background

22

Unconscious Initiation of Movements

24

Control of Movements

26

The Concept of Motor Program

28

Evidence and Problems

30

Generalized Motor Program: The Schema

37

Varieties of Movements

40

Skill and Its Categories

43

Information Processing in the Motor System

44

A Problem in Communication

50

Memory for Movements

51

Summary

54

Chapter 4. Readiness Potential
Background

57

Characteristics of the RP

58

Functional Significance

63

Components of the RP

69

Lateralized RP

70

Psychological Factors and the RP

72

The Generator

75

Positive Shifts of the RP

80

Summary

82

Chapter 5. Positive and Negative Shifts of the
Readiness-potential: Preparatory Effects
(Experiment 1)
Introduction

84

Methods

85

Results

88

Discussion

98

Summary

Chapter 6. Differences in the Readiness Potential
with Correct and Incorrect Performance of a
Cognitive/Perceptual Task (Experiment 2)

104

VIII

Introduction

106

Methods

107

Results

HI

Discussion

131

Summary

140

Chapter 7. Spontaneous Slow Potentials
Introduction

142

Types of Slow Potentials

143

Functional Significance

143

The Generator

145

Psychological Correlations

147

Interaction with ERPs

151

Summary

153

Chapter 8. Positive and Negative Shifts in the Readiness
Potential: Topography and Perceptual/Cognitive
Performance Effects (Experiment 3)
Introduction

155

Methods

157

Results

159

Discussion

212

Summary

227

Chapter 9. General Summary and Discussion
Summary

230

Discussion

235

IX

Chapter 10. Conclusion and Future Directions

References 262
Appendix 1 294
Appendix 2 300

255

X

List of Tables
Page
Table 2.1. A summary of movement related potentials

11

Table 3.1. A summary of characteristics and variety
of skilled Movements

42

Table 3.2. The interaction of cognitive and motor
skills

43

Table 5.1. The frequencies of positive and negative
shifts in the pre-movement potential in
Exp. 1

90

Table 6.1. The frequencies of positive and negative
shifts in the pre-movement potential in
various conditions of Exp. 2

115

Table 8.1. The amplitude of potentials recorded
in Exp. 3

205

Table 8.2. The amplitude of the EMG in various
conditions of Exp. 3

208

Table 8.3. Summary of the results of Exp. 3

211

XI

List Of Figures
Page
Figure 2.1. A schematic representation of movement
related potentials

20

Figure 5.1. The overall potentials recorded in two
conditions of Exp. 1

89

Figure 5.2. The separated negative and positive
shifts of the overall potentials recorded
in Exp. 1

92

Figure 5.3. The Post-movement Potential following
negative and positive shifts in
Exp. 1

94

Figure 5.4. The auditory N100 following negative
and positive shifts in Exp. 1

96

Figure 6.1. The display screen of the computer game
used in Exps. 2 and 3

108

Figure 6.2. The overall potentials recorded
in Exp. 2

Ill

Figure 6.3. The average pre-event potential in
various conditions of Exp. 2

113

Figure 6.4. The negative shift in the pre-event
potential in various conditions of
Exp. 2

116

Figure 6.5. The positive shift in the pre-event
potential in various conditions of Exp. 2.. 118
Figure 6.6. The average post-event potential in
various conditions of Exp. 2
Figure 6.7. Post-event potential following the

120

XII

negative shift in various conditions of
Exp. 2 122
Figure 6.8. Post-event potential following the
positive shift in various conditions of
Exp. 2 124
Figure 6.9. The averaged auditory evoked potential in
various conditions of Exp. 2 127
Figure 6.10. The auditory evoked potential following
a negative shift in various conditions
of Exp. 2 129
Figure 6.11. The auditory evoked potential following a
positive shift in various conditions of
Exp. 2 130
Figure 6.12. The absolute readiness potential with
separated negative and positive pre-event
potential 135
Figure 8.1. The position of the electrodes used
in Exp. 3 160
Figure 8.2. (A) The overall potential. (B) the
overall negative and positive shifts
recorded in Exp. 3 162
Figure 8.3. The EOG activity in Exp. 3 163
Figure 8.4. (A) The overall pre-event potential.
(B) The pre-event potential associated
with press and no-press in Exp. 3 165
Figure 8.5. Topographical distribution of the
pre-event potential preceding press and
no-press 167

XIII

Figure 8.6.

(A) The pre-event potential associated with
correct performance. (B) the separated
negative and positive shifts of the
pre-event potential in Exp. 3

Figure 8.7.

168

Topographical distribution of the pre-event
potential associated with correct and
incorrect performance

Figure 8.8.

169

Topographical distribution of the negative
and positive shifts in the period of the
pre-event potential

Figure 8.9.

171

Topographical distribution of the negative
and positive shifts in the period of the
pre-event potential with a different
scaling

172

Figure 8.10. (A) The Interaction of sites with
negative/positive shifts in the pre-event
potential. (B) The interaction of sites
with press/no-press in Exp. 3

173

Figure 8.11. (A) The overall PRE2 recorded at the
central sites in Exp. 3. (B) The PRE2
associated with press and no-press

175

Figure 8.12. Topographical distribution of the PRE2
associated with press and no-press

176

Figure 8.13. (A) PRE2 associated with correct and
incorrect performance. (B) PRE2 following
negative and positive shifts in the
pre-event potential in Exp. 3
Figure 8.14. Topographical distribution of the

177

XIV

PRE2 associated with correct and
incorrect performance 179
Figure 8.15. Topographical distribution of the PRE2
following negative and positive shifts in
the pre-event potential 180
Figure 8.16. (A) interaction of sites with
press/no-press in the period of the PRE2.
in Exp. 3.
(B) interaction of sites with
correct/incorrect performance 181
Figure 8.17. (A) Overall potentials following the event
including the post-event potential, skilled
performance positivity, and the stimulus
preceding negativity. (B) The overall
post-event potential recorded at the
central sites in Exp. 3 183
Figure 8.18. (A) The post-event potential following
press and no-press. (B) The post-event
potential following correct and incorrect
performance 185
Figure 8.19. (A) The post-event potential following
negative and positive shifts in the
pre-event potential. (B) The interaction
of press/no-press with correct/incorrect
performance in the period of the
post-event potential in Exp. 3 186
Figure 8.20. The interaction of press/no-press by
correct/incorrect performance with

recording sites in the period of the
post-event potential in Exp. 3 188
Figure 8.21. (A) The overall Skilled Performance
Positivity recorded at the central sites.
(B) The Skilled Performance Positivity
following press and no-press 189
Figure 8.22. (A) The Skilled Performance Positivity
following correct and incorrect
performance. (B) The Skilled Performance
Positivity following negative and
positive shifts in the pre-event
potential in Exp. 3 191
Figure 8.23. (A) The interaction of press/no-press with
correct/incorrect performance in the
period of the Skilled Performance
Positivity. (B) The interaction of
correct/incorrect performance with
negative/positive shifts in Exp. 3 192
Figure 8.24. The interaction of press/no-press by
negative/positive shifts with
correct/incorrect performance in the
period of the Skilled Performance
Positivity in Exp. 3 193
Figure 8.25. The overall Stimulus Preceding Negativity
recorded at the central sites 194
Figure 8.26. (A) The Stimulus Preceding Negativity
following press and no-press. (B) The
Stimulus Preceding Negativity following

XVI

correct and incorrect performance
Figure 8.27. (A) The Stimulus Preceding Negativity
following negative and positive shifts
in pre-event potential. (B) the
interaction of press/no-press with
recording sites in the period of the
Stimulus Preceding Negativity in Exp. 3... 197
Figure 8.28. The interaction of negative/positive
shift in pre-event potential by
correct/incorrect performance with press/
no-press in the period of the Stimulus
Preceding Negativity in Exp. 3 198
Figure 8.29. (A) The overall auditory N100 recorded
at the central sites in Exp. 3. (B)
The N100 following press and no-press .... 200
Figure 8.30. (A) The N100 following correct and
incorrect performance. (B) The N100
following negative and positive shifts
in pre-event potential in Exp. 3 201
Figure 8.31. (A) The interaction of press/no-press
with correct/incorrect performance in
the period of the N100. (B) The interaction
of correct/incorrect performance with Cz
versus C3/C4 in the period of the N100
in Exp. 3 203
Figure 8.32. The interaction of correct/incorrect
performance with C3 versus 4 in the
period of the N100 in Exp. 3 204

196

XVII

Figure 8.33. (A) The EMG associated with press and
no-press in Exp. 3. (B) The EMG
associated with correct and incorrect
performance 207
Figure 8.34. (A) The EMG following negative and
positive shifts in pre-event potential.
(B) The interaction of EMG accompanying
correct/incorrect performance with
negative/positive shift 209

CHAPTER

GENERAL
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INTRODUCTI O N

1

GENERAL INTRODUCTION
People move constantly throughout their whole life,
although few of them realize how complex are the
processes involved in the generation of their movements.
The entirety of human behaviour is based on motor acts.
Our movements express our feelings and allow us to relate
meaningfully to one another. As Psychologists, it is not
sufficient to simply observe that a movement has
occurred; rather, we need to understand how the movement
was produced. Although investigations into human sensory
information processing are many, and that area has had a
long history, fewer studies have been devoted to the
analysis of human cortical motor functions. The study of
human movement-related brain potentials (MRPs) has not
had a long history, but since 1965, when some of the MRPs
were observed for the first time (Kornhuber & Deecke,
1965), many questions have been answered. However, even
more questions have arisen in this period.
The earlier view of human cortical motor control was
largely determined by observation of the sequelae of
cerebral strokes and cortical stimulation experiments,
which led to a conceptualization of movement control with
an exclusively contralateral organization. However,
processes underlying the early preparation for voluntary
movements differ from expectations derived from that
contralateral perspective. Readiness for movement is
associated with a widespread slow negativity over both
hemispheres (Kornhuber & Deecke, 1965). The
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Bereitschaftspotential (BP), or Readiness Potential (RP) ,
is one of the most investigated event-related slow brain
potentials. Because of its time-locked nature, the RP was
first studied from various 'motor' perspectives. There
are many studies indicating that this negative slow
pre-movement potential reflects motor-specific
modifications in the brain in preparation for voluntary
self-paced movements.
On the other hand, several studies indicate the
influence of psychological state on the characteristics
of the RP (e.g., McAdara & Seals, 1969; Libet et al.,
1982, 1985; Freude & Ullsperger, 1987), and suggest that
the RP reflects all factors which affect the activation
level of the brain. These factors include both motor and
non-motor elements.
In a single trial investigation of the RP, Freude
and Ullsperger (1989) revealed evidence that positive
potentials occurred on some trials in the period of the
RP when they recorded at Cz. Since all of the studies
concerning the RP suggest that slow negative shifts in
the pre-movement period were accompanied by activation
and preparation, the development of such positive shifts
in healthy adult subjects was of considerable interest
and called for further investigation. The significance of
such positive shifts seemed a very attractive question
which led the investigator to carry out a series of
studies constituting the structure of the present thesis.
The interaction of movement initiation processes
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suggested by Libet et al. (1982) with the development of
negative and positive shifts in the pre-movement period
was one of the main questions of the present study. Also,
the significance of these shifts on the forthcoming
movement and its effects on the other movement related
potentials (like the Reafferent Potential and the Skilled
Performance Positivity) were also of interest and were
investigated.
Chapter 1, the present chapter, includes a brief
introduction to the subject of the thesis, indicating how
this idea was developed. This chapter also introduces the
contents of following chapters.
Chapter 2 includes an examination of the scientific
literature on the movement related potentials (MRPs). In
this chapter, various MRPs, their functional
significance, and the conditions and problems experienced
in recording them will be discussed. A table and a
schematic illustration will summarize the discussion on
the categories of the MRPs and their timing reletive to
the movement. Because of their importance to the subject
of the study, two of the MRPs will be discussed in
detail. These are the Reafferent Potential (RAP or P2),
and the Skilled Performance Positivity (SPP). The RP,
which is the principal focus of the study, will be
discussed in a separate chapter.
In Chapter 3 the idea of "motor planning and
programming" will be discussed in detail. In this chapter
a brief background description of motor programming will
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be followed by a brief explanation of the concepts
involved. The Schema or generalized motor program and its
relation to different categories of movement will be
mentioned. A classification of movements and also two
major categories of skills -- motor skills and cognitive
skills -- will be discussed. The stages of information
processing in the motor system will also be explained in
this chapter. Finally, a section will be devoted to the
discussion of memory for movements.
Chapter 4 contains detailed information about the
RP. After a brief introduction, the results of
investigations on the latency, topographic distribution,
and the functional significance of the RP will be
described. The various components of the RP and their
importance will be clarified. The relation of the RP to
the psychological aspects of the performance, rather than
its physical aspects, will be discussed in this chapter
too. Literature concerning the brain structures which
generate the RP will be reviewed in the final part of
this chapter.
In Chapter 5, Experiment 1 of the study will be
outlined. The introduction, methods, results, discussion,
and summary of the experiment will form various parts of
this chapter. In this chapter, the pioneer report on the
existence of positive shifts in the period of the RP is
confirmed. The effects of opposite shifts in the period
of the RP on the P2 and the auditory N100 will also be
discussed.

5

In Chapter 6, Experiment 2 will be described. This
chapter also includes an introduction, and methods,
results, discussion, and summary section. In this chapter
it will be shown how task demands, which relate to
perceptual/cognitive efficiency in the context of a
purposive voluntary movement, are differentially mediated
by RPs of different polarities. These effects will be
examined also in relation to the P2 and auditory N100 in
response to a feedback tone. The results will be
discussed in relation to interpretation of the averaged
RP as an index of central nervous system activity
preceding voluntary actions.
Chapter 7 examines the literature on the spontaneous
slow potentials (SSPs). After an introduction, different
types of slow potentials will be described. The
discussion of the functional significance of SSPs will be
followed by an outline of the literature on the generator
of these potentials. Psychological associations and
interactions between SSPs and Event Related Potentials
(ERPs) will also be discussed in this chapter.
In Chapter 8, Experiment 3 of the study will be
reported. Some changes in the procedure of Experiment 2
enabled the experimenter to record the movement related
potentials from nine electrode sites. The EMG associated
with the criterion button-press performance was also
recorded. Differential association of different
components of the RP with opposite shifts of the SSP,
plus the effects of these opposite shifts on the skilled
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performance positivity (SPP), stimulus preceding
negativity (SPN), and the EMG are among the new issues
which will be discussed in this chapter.
All findings of this experiment will be summarized
in Chapter 9. This chapter will also contain a discussion
of the findings of the three experiments of the study.
The effects of the cognitive/perceptual task on the
initiation of the movement, the reflection of the motor
program in characteristics of the RP, the interaction of
correct/incorrect performance on the task with the
polarity of the potential in the period of the RP, and
characteristics of the P2, SPP, SPN, and auditory N100
are among the issues which will be discussed in this
chapter.
Conclusions which can be drawn from the novel
findings of the present study potentially can affect
future studies in the area of MRPs. Chapter 10, the final
chapter, includes the conclusions of the whole study and
suggestions regarding future research directions.
The Bibliography of this dissertation includes the
References and several Appendices which contain some
documents related to the experiments and their reporting
in the scientific literature.

CHAPTER

2

MOVEMENT RELATED
POTENT IALS

CONTENT:

Introduction
Classification
Pre-trigger Potentials
Post-trigger Potentials
Reafferent Potential
Skilled Performance Positivity
Summary

BRAIN
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INTRODUCTION
Papakostopoulos (1978b) suggested a classification
of the movement related brain potentials (MRPs) which
identifies those potentials associated with preparation
for, initiation, execution, and termination of the
movement. Deecke (1984) categorized the MRPs as pretrigger and post-trigger potentials. These are presumably
suitable discriminations, but determining to which of
these categories a particular component belongs remained
as the problem. Deecke et al. (1969), in an early paper
on the movement related potentials, described three
components preceding the movement. The first is the RP, a
slow rising negative deflection, which they reported as
beginning (on average) about 850 msec prior to the onset
of the movement. The second is a small positive
deflection, which was referred to as "pre-motion
positivity" (PMP). The PMP was reported to begin on
average 117 msec prior to the movement (or 86 msec prior
to EMG onset). The third was the "motor potential" (MP),
which although accompanying the movement, was said to
begin as a rapid acceleration of negativity about 87 msec
prior to the movement (or 56 msec prior to the EMG).
Papakostopoulos et al. (1975) and Gerbrandt et al. (1973)
recorded these potentials with some minor differences in
latency. On the other hand, Deecke et al. (1978), in
relation to a study on generation of the PMP and the MP,
reported three different groups of subjects which each
exhibited different polarity, distribution, and
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morphology. Apparently the events occurring in the 150
msec period before the EMG peak are rather complex, both
within and across subjects. Basically this thesis, which
investigates the effect of preceding potential shifts on
the MRPs, does not focus on the PMP or the MP. These
potentials are relatively small, and even if they are
affected by previous potential shifts, their measurement
following such shifts would be difficult and relatively
controversial. On the other hand, the RP and potentials
following the movement, which are of greater concern in
this thesis, are clearly distinguishable. There is no
difficulty (for example) in observing the large postmovement potential which indicates termination of the
movement.
The present chapter is devoted to a review of some
of the movement related brain potentials, with the
emphasis on the potentials which are the subject of
investigation in this dissertation. The aim of this
review is not just to define various characteristics of
these potentials, but also to bring forward helpful
schemes for later use in expressing the results and
conclusions of the whole study.

CLASSIFICATION
Papakostopoulos (1978b) suggested that there are a
number of factors which should be taken into account in
the classification of movement related brain potentials.
Five factors which he suggested are:
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1. Resting potentials: related to the state of the
motor system at rest (e.g., sensory-motor rhythm and the
somatosensory evoked potential).
2. Preparatory potentials: related to functions
during the preparatory period prior to movement (e.g.,
RP, Contingent Negative Variation (CNV)).
3. Initiation potentials: related to initiation of
the movement (e.g., MP).
4. Movement execution potentials: related to
execution of the movement (e.g., the Motor Cortex
Potential or the N2).
5. Termination potentials: related to termination of
the movement (e.g., P2 and the Skilled Performance
Positivity).

Another classification which underlies further
parameters was suggested by Deecke (1984). In this
classification, two categories were introduced: pretrigger potentials and post-trigger potentials.

Pre-trigger Potentials:
a. Preparatory potentials: RP in its bilateral
version.
b. Lateralized preparatory potential: Contralateral
preponderance of negativity (CPN), which is the
lateralized component of the RP prior to unilateral
movements.
c. Initiation potentials: PMP, which represents the
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release of motor commands and the termination of cortical
motivational activity.
d. Final command pathway potential: MP as recorded
over the contralateral motor cortex with unilateral
movement, about 60 ms prior to EMG onset (due to
activation of pyramidal tract neurons).

Post-trigger Potentials:
e. Movement execution potentials: Sustained negative
potential (SNP), goal-directed movement potential (GDMP),
movement monitoring potential (MMP; in discrete aiming
tasks), relaxation potentials (RXP), and directed
attention potential (DAP; in serial tasks).
f. Termination potentials: Reafferent potentials
(RAP), movement-evoked potentials (MEP), Nl, and late
positive components (LPC; as a task completion
positivity), skilled performance positivity (SPP; as an
outcome evaluation).

Freude and Ullsperger (1987), in an attempt to
summarize all the potentials which had already been
reported in the field, designed the following table
(Table 2.1). Although some of the potentials which were
reported before by different investigators are missing
(e.g., SPP), this summary helps to achieve an overall
idea of the patterning of MRPs and their components.

Potential

Author(s)

1.

Bereitschaftspotential,
Readiness Potential

Deecke et al. (1969, 1976,
1978, 1980, 1990)

Nl component

Gerbrandt et al.(1973);
Kutas and Donchin
(1977, 1980)

la. BP, RP, or Preparatory
Potential

Deecke (1984)

lb. Lateralized Preparatory
Potential (CPN)

Deecke (1984)

NS'

Shibasaki et al. (1980)

2. Pre-motion Positivity
(PMP)

Deecke et al. (1969, 1976,
1978, 1980)

Initiation Potential

Deecke (1984)

PI component

Vaughan et al. (1968);
Gerbrandt et al. (1973)

P50 component

Shibasaki et al. (1980)

3. Motor Potential (MP)

Deecke et al. (1969, 1973)

Final Common Pathway

Deecke (1984)

N2 component

Kutas and Donchin (1977,
1980); Shibasaki (1980)

N10 component

Shibasaki (1980)

4. Reafferent Potential (RAP) Kornhuber and Deecke
(1965)
Movement Evoked Potential

Deecke (1984)

P2 component

Kutas and Donchin (1977,
1980)

Table 2.1 A summary of MRPs (adapted from Freude &
Ullsperger, 1987).
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McCallum (1989) also summarized the potentials
associated with a voluntary, self-paced movement such as
a finger movement. The information provided by his
summary will be used in the next chapters.
Of the potentials listed in Table 2.1, the
Bereitschaftspotential (BP) or Readiness Potential (RP),
which forms the core of the present dissertation,
deserves to be discussed in a separate chapter, and thus
Chapter 4 is dedicated to the RP. As noted earlier, the
PMP and MP are not focused upon in this thesis, and
therefore we turn our attention next to the Reafferent
Potential.

REAFFERENT POTENTIAL
The positive wave that follows movement onset has
generally been attributed to proprioceptive or
kinesthetic afference and was called the reafferent
potential (RAP) by Kornhuber and Deecke (1965). Vaughan
et al. (1968) and Deecke et al. (1969, 1976) suggested
that this positive potential, which follows the motor
potential, reflects response reafferent activity. The
response reafferent hypothesis however, was not supported
by Papakostopoulos (1978b) and some other investigators
(e.g., Delaunoy et al., 1978). Papakostopoulos (1978b)
suggests that this potential could reflect
neurophysiological concomitants of internal afferent
feedback or efferent feed-forward processes, alternatives
which call for experimental confirmation. Delaunoy et al.

(1978) noted some of the problems with the proprioceptive
or kinesthetic afference concept of the P2. These
problems are as follows:
1. Post response positivity persists in monkeys
after dorsal rhizotomy (Vaughan et al., 1968).
2. The positivity sometimes persists longer than 500
ms, the predicted duration of proprioceptive discharge.
3. The waveform is frequently absent in
psychopathological patients in whom there is no apparent
proprioceptive deficit.
Delaunoy et al. (1978) then proposed an alternative
hypothesis, that post-response positivity may correspond
to the P300 wave and may reflect the uncertainty or
probability of occurrence of the motor act. The positive
wave was larger when unexpected resistance was
experienced by their subjects. They assessed such results
as offering limited support for the hypothesis that postresponse positivity reflects the probability of a salient
feature of the motor act (and hence may be analogous to
the P300). They considered that this positivity might
reflect the operation of a central comparator between a
motor program elaborated before movement and a neuronal
representation of the executed movement.
Because this positive post-movement potential is the
second positive component (occurring after PMP) it is
mostly called P2 or P200 (Kutas & Donchin, 1980;
Chiarenza et al., 1980, 1984; Lang et al., 1984; Demiralp
et al., 1990; Ivanova & Ulnova, 1984). Shibasaki et al.
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(1980) named this the P+300 and indicated that this large
positive potential was widely distributed but maximal
over the contralateral precentral region. Ivanova and
Ulnova (1984) recorded the same positive wave followed by
a slower negativity and called this complex the "final"
or "relaxation" potential (RXP). Their reason for such a
labelling was that the latency of the final potential and
that of the muscle relaxation were linearly related.
Moreover, they recorded the potential only when the
relaxation of all muscles involved was necessary for
movement termination. When some groups of muscles relaxed
and others contracted, they failed to record the
potential. The idea of the relaxation property of P2 was
supported by Deecke (1984), who considered that the P2
resembles the relaxation from the task of some movement
related area of the brain.
Because the sequence of positive and negative
components after EMG onset closely resembles the averaged
evoked potential to somatosensory stimuli, Deecke (1978)
reasoned that P2 is a "movement related evoked
potential". The same components, although somewhat larger
in amplitude, develop after passive movements
(Papakostopoulos et al., 1975). Regardless of this
discovery, Deecke (1978) maintained the idea that the
functional significance of this potential complex is
probably reafferent activity evoked by the movement.
Thus, this complex could be considered as a
proprioceptive evoked response. Deecke (1978) also
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addressed one of Delaunoy's problems, that of the
persistence of the post-response positivity after dorsal
rhyzotomy. He thought it reasonable to assume that
reafferent potentials originate mainly from peripheral
receptors such as cutaneous, deep somesthetic, and muscle
spindle receptors, but may also come from feedback or
reentrant activity of lower motor centres in the brain
stem, cerebellum, or spinal cord. As a result, the
reafferent potentials would not be completely abolished
after rhyzotomy (Vaughan et al., 1968). Therefore, the
assumptions of Vaughan et al. are not completely opposed
to the reafferent view of the potentials after movement
onset. Further support comes from the result of Becker
and Kristeva (1980), who found that the amplitude of the
post-movement potential, measured as the difference
between maximal positivity and maximal negativity, showed
a symmetric change as a function of the amplitude of the
force exerted in the movement.
The psychological properties of P2 were confirmed by
the work of Hink et al. (1983). They recorded what they
called a Late Positive Component (LPC; measured as the
difference between the amplitude of the first negativity
after the movement (60-250 msec) and the first positivity
following that (250-500 msec), corresponding to the P2)
from human subjects performing right index finger flexion
under conditions when the resistive force was either
predictable or unpredictable. They found the P2 to be
larger to the light force in the unpredictable condition
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than either to the light force or heavy force in the
certain condition. Presuming that the subjects were in
fact preparing themselves for the heavy force in the
uncertain condition, the P2 would seem to reflect a
reaction to an unanticipated event. Although the authors
did not mention it, these findings were similar to those
of Delaunoy et al. (1978) discussed earlier.

SKILLED PERFORMANCE POSITIVITY
As noted above Table 2.1 was derived from Freude and
Ullsperger (1987) and did not refer to skilled
performance positivity. However, Papakostopoulos (1978a),
in a study of movement potentials related to skilled
performance, recorded a broad positive component that
peaked about 460 msec after EMG onset (Papakostopoulos
1978a, 1980). Since this component was explored only in a
skilled task, it was termed the Skilled Performance
Positivity (SPP). The skilled performance which was used
in that study was sweeping an oscilloscope spot by
pressing one button and stopping it at the right place by
pressing another. The other studies which have
investigated the SPP (Chiarenza et al., 1984, 1990) used
the same or a similar task, and their results have
confirmed the earlier findings. The results suggest that
the SPP is different in wave form, amplitude and latency
from the P2 component that occurs in averages of
unskilled presses and may thus be considered as a new
component in the movement-related macropotentials. Since
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there is not an apparent difference in EMG patterns for
the unskilled press and skilled performance conditions,
Papakostopoulos (1978a) did not consider this positivity
as due to an increased reafferent activity. He believed
that the time course of the SPP suggested that it may
coincide with the realization by the subject that his/her
actions succeeded or failed, i.e., when information
concerning the consequences of performance is being
processed. Although the task was self-paced,
instantaneous visual feedback was available from the
oscilloscope to evaluate performance. To Papakostopoulos
(1978a) it seemed likely, therefore, that the SPP is
related to the P300 wave, which had been associated
previously with similar concepts of information delivery,
resolution of uncertainty, and feedback.
In the study of skilled performance it is always
important to understand which aspect of the action causes
the SPP. In the next chapter skilled performance will be
considered in terms of its cognitive or motoric
concomitance. But for the time being it is reasonable to
consider that expectation of the knowledge of the
results, as Papakostopoulos (1978a) suggested, relates to
the cognitive basis of the skill. The movement which was
used in that study however, was of little cognitive load,
reflecting mainly a motoric obligation. Experiment 3 of
this thesis investigates the paradigm of the SPP.
Deecke (1984) suggested that the SPP can be
considered as some sort of RXP. Papakostopoulos (1978a)
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had suggested that the expectation of information
concerning the consequences of performance is a
requirement for SPP development. Because the RXP appears
whenever interruptions in an experimental paradigm occur
(such as change in the course of movement, change in the
environment, etc.), Deecke (1984) proposed that
expectation of knowledge of the results causes negativity
which is subsequently resolved in the form of an RXP.
Chiarenza et al. (1984), in a developmental study of
skilled performance, extended the paradigm of the SPP to
children. They found that in 8-9 year old children a
negativity occurred in the period of the SPP. Since, in
some of the subjects, this negativity had its highest
amplitude at Cz and not at FPz, the possibility of
contamination of the SPP by eye blinks was ruled out.
Chiarenza et al. suggested that this reverse polarity of
the SPP should be accepted as characteristic of young
children.
Chiarenza et al. (1990) compared adults' SPP to the
children's SPP. They suggested that SPP latency depends
on the time needed to evaluate the information conveyed
by the stimulus rather than the time of performance. In
children, the SPP amplitude was greater in frontal and
precentral areas during target performance, and decreased
with increasing inaccuracy of the performance. This trend
was not evident in adults.
Although a positive relationship was found between
the SPP amplitude and the performance efficacy in

children, Chiarenza et al. (1990) failed to find a
significant relationship in adults. The reasoned that the
formal thinking of adults is well developed. Therefore,
the probability that any outcome is possible exists.
Thus, there is no significant relationship between SPP
amplitude and performance. Having considered the skilled
task used in this study, which included real time
feedback, the overall findings of the study support the
relation between SPP and knowledge of the results.

SUMMARY
Voluntary actions are accompanied by different
movement related brain potentials (MRPs). These
potentials differ in their amplitude, latency,
morphology, and functional significance. Voluntary
movements are preceded by a laterally-symmetric slow
negative potential called the Readiness Potential (RP),
which is said to be related to activation of related
cortical cells involved in preparation to execute the
movement. The RP will be discussed in detail in Chapter
4. Classifications of the MRPs differentiate the
potentials related to preparation for, initiation,
execution, and termination of the movement. Another
classification divides the MRPs into pre-trigger and
post-trigger potentials. The paradigm and the aim of the
present dissertation does not include consideration of
two brief and controversial MRPs: the pre-movement
positivity (PMP) and the motor potential (MP).

The schematic representation in Figure 2.1
illustrates the various components of the MRPs. The
various terminologies to which they are equated have been
mentioned in Table 2.1.

Movement related potentials (u\f)
-8

Time relative to the movement (sec)

Figure 2.1. A schematic representation of the movement
related potentials. The time relationship of the
components is mentioned in the text.

The large positive deflection following a movement,
which is called the reafferent potential (RAP) or the P2,
is usually attributed to properioceptive or kinesthetic
afference, and indicates termination of the movement. The
skilled performance positivity (SPP) is related to
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evaluation of the performance outcome and differs from P2
in latency. The SPP is only recorded in skilled
performance. The latency of the SPP suggests that it may
correspond with the realization by the subjects that
their actions succeeded or failed.
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BACKGROUND
Basically, there have been two major attempts to
deal with motor performance. One theory is primarily
peripheral in nature while the other emphasises central
factors. Although this dichotomy has led some authors to
an either/or discussion concerning the control of
movements, an integrated view of the theories can be
advanced, particularly for some special movements
(Sheridan, 1984). Basically, the peripheral control
position emphasises the role of sensory information in
movement, and the way in which such feedback is used to
guide movement. This is referred to as the closed-loop
theory. The central control position, on the other hand,
argues that movements can be successfully completed
without recourse to feedback. This is known as open-loop
theory. Open-loop theory does not deny the importance of
feedback for modifying the response after the movement
has been completed, but decreases its importance in the
current or real time control of movement. The idea of
motor programming is based on the open-loop control
system.
The motor program concept can be traced back as far
as William James (1890), who claimed that in order for a
movement to occur, all a person had to do was form a
clear "image" of that movement. James called this an
"idea-motor" action. Some valuable empirical support for
the motor program concept was presented by Lashley in
1917, when he used this concept to describe the control

of movement of one of his patients who was suffering a
gunshot wound in his back. Although the efferent pathways
were apparently intact, the afferent neural pathways from
his legs were destroyed. Lashley found that the patient
could still position his leg with accuracy when asked to
do so, even though he could not receive any kinesthetic
feedback. This apparent ability to control movement in
»

the absence of peripheral feedback led Lashley to
conclude that the movement was being controlled
centrally. Bartlett (1932) implied a motor program
concept when he used the term 'schema' to describe
internal representations and organization of movements.
Lashley (1951) completed his previous suggestion and
stated that it is the "intention to act" that determines
the sequence of events used to reproduce a well-learned
movement. Miller, Galanter, and Pribram (1960) presented
a strong argument focusing on the notion of a "Plan"
responsible for controlling the sequence of events in an
action. They described the plan as essentially the same
as a program for a computer. The idea of a motor program
was not well-developed until Henry and Rogers (1960)
developed a series of experiments directly related to
exploring motor skill programming. With their work the
motor program concept gained a conceptual and empirical
boost. They hypothesized that the neural pattern for a
specific and well-coordinated motor act is controlled by
a stored program that is used to direct the neuromotor
details of its performance. Henry and Rogers introduced

what they referred to as the "memory drum" theory of
movement control. The idea was that practice of a
movement "carved in" a pattern of response much like the
grooves on a phonograph record. Recently computer
programs have become the more popular analogy for motor
programs, which when initiated, control the exact
movement details with essentially no modifications
possible during the execution of the movement. The
concept continued to develop in Keele's idea of motor
program. Keele (1968) emphasized that the motor program
is not a movement but rather it acts to control
movements. He also emphasized that the movement is
uninfluenced by peripheral feedback. This does not mean
that there is no peripheral feedback during the movement;
rather, it means that the movement is carried out in
accordance with the pre-determined commands even in the
presence of sensory feedback (Magill, 1989).

UNCONSCIOUS INITIATION OF MOVEMENTS
There is evidence suggesting that voluntary
movements can begin unconsciously, that is, before there
is any recallable subjective awareness that a 'decision'
to act has been initiated cerebrally. Libet et al. (1983)
compared the latency of the Readiness Potential (RP) with
the appearance of the subjective experience of 'wanting'
or intending to act. The report of 'wanting to act'
depended upon the subject's recall of the spatial clockposition of a revolving spot at the time of his/her
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initial awareness of wanting or intending to move. The
onset of cerebral activity clearly preceded by several
hundred milliseconds the reported time of conscious
intention to act. Libet et al. (1983) concluded that:
"this finding introduced certain constraints on the
potentiality for conscious initiation and control of
voluntary acts" (p 623).
Keller and Heckhausen (1990) replicated the study of
Libet et al. (1983) and proposed a different
interpretation. They suggested that an unconscious motor
response to a sensory stimulus is detected through a
mechanism of selective attention. The supplementary motor
area (SMA) becomes involved in the process and releases
the starting signal for the motor act. According to this
model the time of feeling an urge to move coincides with
the change of control from a lateral unconscious to a
medial conscious process. As a result subjects perceived
a feeling of 'wanting to move'. This criticism was
answered by Libet (1992) who indicated that the RP onset
(in both Libet et al., 1993 and Keller & Heckhausen,
1990) was earliest at or near the vertex, not in the
lateral premotor/motor areas; RPs were also maximal at
the vertex. Since this RP onset presumably reflects SMA
activity and preceded the conscious wish by about 350
msec, the time of conscious feeling of the 'wish' to act
cannot coincide with onset of activity in the SMA.
If we assumed that voluntary movements are initiated
unconsciously, what would be the role of conscious

intention or 'will* in motor programming and performance?
This question was answered by Libet (1985) who suggested
that the final decision to act could still be consciously
controlled during the 150 msec remaining after the
specific conscious intention appears. Subjects can in
fact "veto" motor performance during this period. The
role of conscious will can function in a permissive
fashion, either to permit or to prevent the motor
performance that has arisen unconsciously. Alternatively,
there may be the need for a conscious activation or
triggering, without which the final motor output would
not follow the unconscious cerebral initiating and
preparatory processes.

CONTROL OF MOVEMENTS
Various muscle groups of the body are represented
topographically along the precentral gyrus that is called
the primary motor area (MI). Certain parts of the body
are represented in order, from the toes to the
mastication muscles (Penfield & Jasper, 1954). The amount
of cortex devoted to each muscle group is determined by
the precision with which we move these muscles, rather
than by their absolute size (Groves & Rebec, 1992). The
brain regulates spinal motor neurons by three major
pathways. One of these originates in the cerebral cortex
and projects directly to motor areas of the spinal cord.
The axons that make up this pathway, known as the
'cortico-spinal' tract or 'pyramidal tract' are among the

longest in the human body. The axons in this tract are
crossed. That is, those arising from the right side of
the cortex cross over to the left side of the nervous
system, and vice versa. Two other motor pathways are the
'rubrospinal tract* and 'reticulospinal tract'. The
former derived its name from the red nucleus and receives
information from the cerebellum and the basal ganglia.
The latter originates in the reticular formation and
conveys motor information from the descending reticular
formation into the spinal cord. Both of these tracts
together are called the 'extrapyramidal motor system'.
The pyramidal tract mediates voluntary movements,
especially those that require precise control (Groves &
Rebec, 1992). The pyramidal motor system interacts
extensively with the extrapyramidal motor system. Axons
in the pyramidal tract send collaterals that join the
extrapyramidal system. In addition, structures that
contribute fibres to the extrapyramidal motor system also
send fibres to the thalamus, which in turn, projects to
the motor cortex, the origin of the pyramidal system.
Two groups of structures are very important in
movements. These are the cerebellum and the basal
ganglia. The cerebellum is located behind the cerebral
hemispheres and is suggested as the store of the motor
program (Houk, 1989). This structure is covered by a
cortex that is extremely convoluted. The motor programs
are stored in the synaptic weights between parallel
fibres and Purkinje cells of this cerebellar cortex

28

(Houk, 1989). The cerebellum acts as a controller for
rapid movements which are not controlled by sensory
feedback and also interacts with primary cortex during
complicated movement learning. What the cerebellum is for
rapid movements, the basal ganglia are for slow
movements. Muscles which are not regulated by the basal
ganglia are incapable of slow voluntary movements.

THE CONCEPT OF MOTOR PROGRAM
Keele (1968) defined the motor program as "a set of
muscle commands that are structured before movement
sequence begins, and that allows the entire sequence to
be carried out uninfluenced by peripheral feedback" (p
387). A motor program is an abstract memory structure
that is prepared in advance of a movement (Sage, 1984).
In many movements, especially quick ones produced in a
stable and predictable environment, it seems that the
performer plans the movement in advance and then triggers
it, allowing it to run its course without much
modification or awareness of the individual elements.
Also, the performer does not seem to have much conscious
control over the movement once it is triggered. Schmidt
(1991) considered the motor program as a pre-structured
set of movement commands that defines and shapes the
movement. The concept of the motor program is based on a
kind of functional mechanism called open-loop control and
is in some ways the opposite of the closed-loop system.
CLOSED LOOP: In countless applications in everyday life,

sensory information in relation to movement behaviour
functions in a system called the closed-loop control
system. The goal of the system is defined, such as
catching a ball. Visual information about the hand moving
toward the ball represents the feedback. Differences
between the hand's direction and the desired direction
are sensed as errors. An executive determines a
correction, modifying the effector system to move the
hand into the proper direction. In summary, all closedloop control systems have four discrete parts (Schmidt,
1991): An executive for decision making about errors, an
effector system for carrying out the decisions, a
reference of correctness against which the feedback is
compared to define an error, and an error signal, which
is the information acted on by the executive.
OPEN LOOP: In contrast, the open-loop control system
consists of only two parts: An executive level and an
effector level (Schmidt, 1991). In comparison to the
closed-loop system, there are no feedback and comparator
mechanisms for determining system errors. The system
begins with input being given to the executive or
decision-making level, whose task is to define what
action needs to be taken. It passes instructions to the
effector level, which is responsible for carrying out
these instructions. Once the actions are completed, the
system's task is ended until the executive is activated
again. The most popular example of an open-loop system,
which is the basis of the idea of the motor program, is

the computer program. In most computers the instructions
that form the program tell the machine what operations to
do at each step along the way and in what order to do
them, and in some cases it specifies the timing of the
operations. Although nowadays many computer programs are
indeed sensitive to feedback, the classical open-loop
computer program is not, and the machine follows the
instructions to generate various computations without any
regard for whether these computations are correct or have
met the programmer's goals. Generally, the
characteristics of a purely open-loop control system can
be summarized as follows:
* Specific advance instructions give the operations to be
done, their sequencing, and their timing.
* Once the program has been initiated, the system
sequences through the instructions without modification.
* There is no capability to detect or to correct errors
because feedback is not involved in the course of action.
* Open-loop systems are most effective in stable,
predictable environments where the need for modification
of commands is low.
EVIDENCE AND PROBLEMS
One approach to demonstrate the reality of the motor
program has been to show that movement can be organized
and controlled in the absence of any peripheral feedback.
Many studies of deafferentation in non-human species have
been carried out (Wilson, 1961), with the later work on
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monkeys proving particularly insightful. A massive body
of data has been obtained, the vast majority of which
supports the concept of the motor program. Animals can
certainly move in the absence of feedback. Because
experimental surgical deafferentation is not possible in
human subjects, the technique of the temporary
nerve-compression block has been used. Laszlo (1967)
attempted to eliminate kinesthetic feedback by applying a
nerve-compression block (an inflated cuff that occludes
blood flow) to the upper arm, but she did not find
complete loss of control. The technique is however not
without problems of interpretation, because the blocking
of all kinesthetic and tactile cues must be completely
effective, and there is some doubt whether this is true
in practice.
The second approach involves examination of the role
of pre-planning in determining the movements. There are a
number of experiments that provide evidence that we plan
movements before we physically initiate them (Magill,
1989). This evidence of pre-planning seems especially
pertinent for rapid, ballistic movements. The results
from the experiments reported in the Henry and Rogers
(1960) study will serve to show how they reached this
conclusion. Subjects responded as quickly as possible to
a stimulus by making one of three different kinds of
movements. The movements, designed to be different in
complexity, were (a) a simple finger lift, (b) a simple
finger lift plus a reach and grasp for a suspended ball,

and (c) a movement requiring a simple finger lift
followed by several reversals in direction to targets.
Henry and Rogers then measured the reaction times (RTs)
required to initiate each of these actions, that is the
interval from the presentation of the stimulus until the
beginning of the required movement. If movements are preplanned, then the RTs associated with each of these three
movements should be increasingly longer, because each is
more complex and requires more stored information to be
put into operation. The results supported this
prediction. The average RT for movement (a) was 165 msec,
for movement (b) was 199 msec, and for movement (c) was
212 msec. Since the RTs increased as the complexity of
the rapid movement increased, Henry and Rogers reasoned
that pre-planning of the movements must be going on
during that time. The increase in RT was due to the
increase in the amount of information that had to be
planned to control the movement so that it could occur as
rapidly as possible. The motor program seemed to be the
most likely candidate to explain this situation.
The third approach relies on EMG evidence from
unexpectedly blocked movements. This, showing a need for
a mechanism such as the motor program, comes from
research where a subject preparing to make a practiced
response is unexpectedly blocked from moving. Based on
characteristics of the EMG patterns related to the
movement, or the lack of a movement, it becomes apparent
that the movement was planned and commands were sent to
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the muscles in advance, and that these commands were not
amended until a minimum amount of time had elapsed
(Magill, 1989). An example of this research evidence can
be seen in an experiment by Wadman et al. (1979).
Subjects practiced a rapid linear flexion movement, that
of moving a handle along a trackway of length 7.5, 15,
22.5, or 30 cm. After 20 practice trials, they performed
20 trials in which, on some trials, they were
unexpectedly mechanically blocked from making the
movement. The EMG recording from the biceps and the
triceps indicated that for the first 100 msec after the
signal to move occurred, there was marked EMG similarity
between responses in which movement actually occurred and
in which no movement occurred. These results indicated
that for the first 100 msec, the motor system does not
make use of proprioceptive information for controlling
movement. The muscle commands are executed as planned.
Magill and Wood (1986) replicated the results of Wadman
et al., with a more complex movement, and found that the
EMG patterns for the blocked movement occur even though
no movement is made. As in the experiment by Wadman et
al., the first 100 msec showed very similar EMG patterns
for blocked and normal movements.
Rapid serial movements also provide some evidence to
support the existence of the motor program. Typing and
some piano playing contains sections that require a very
rapid series of finger movements. This point was used by
Lashley (1951) as an important part of his proposal for

the need of a central mechanism to control the correct
organization of these movements. The alternative view,
which states that sensory feedback from the periphery is
the stimulus for the next finger's response, argues for
the importance of feedback in the control of such
movements. The problem with this response-chaining view
is that many piano passages require faster finger
movements than can be controlled by a feedback-dependent
control system. Sometimes the response is too fast to
control intentionally. In typing for example, even though
we catch ourselves by the time we type an incorrect
letter, we are not able to inhibit the planned movement
in the short period of time. Support for the use of motor
programming by highly skilled pianists has been provided
by Shaffer (1978, 1980, 1981). Based on the timing
involved between key strokes, Shaffer argues that only a
motor program view can accommodate the results. Similar
arguments have been made on the basis of the rapid serial
response skills exhibited by skilled typists (e.g.,
Rumelhart & Norman, 1982; Shaffer, 1978).
Taken together, the evidence would seem to be
weighted in favour of the existence of some variety of
motor program. The evidence from experiments concerned
with deafferentation and nerve-block techniques, the preplanning of movements, the characteristics of
unexpectedly blocked movements, the time needed to
inhibit a pre-planned response, and the timing
constraints on rapid serial movements, indicates an
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obvious need for a mechanism such as the motor program.
The motor program concept, after many years of debate,
seems to have achieved a high degree of acceptance from
motor behaviour theorists. This point is rarely debated
any longer. What is still debated, however, is what a
motor program is like and how it operates in movement.
Despite the evidence reviewed above, there are also
considerable indications that in normal motor responding,
response-produced feedback interacts with the motor
commands (Sage, 1984). Schmidt (1991) has described a
motor program consolidating these ideas in this way: "A
motor program is an abstract representation of action
that when activated produces movement without regard to
sensory information indicating errors in selection. Once
the program has been initiated, the pattern of action is
carried out for at least one RT even if the environmental
information indicates that an error in selection has been
made. Yet, during the program's execution, countless
corrections for minor errors can be executed that serve
to ensure that the movement is carried out faithfully" (p
78).
There has been a great deal of controversy in the
motor behaviour field over two issues. The first issue is
called the "novelty" problem and the second is referred
to as the "storage" problem (Schmidt 1976). The novelty
problem is concerned with how a performer can produce
novel movements. For example, if one who has never spiked
a volleyball before is asked to make a short-spike,

usually the movements required to approximate this skill
can be performed readily. But since a short-spike can be
made in various situations and with different conditions,
every short-spike is different. Even when the same
movements are performed under the same environmental
conditions, slightly different movement patterns have
been detected through cinematographic analysis (Higgins &
Spaeth, 1972). These examples raise the same fundamental
question: Where do the motor programs come from, if the
performers can execute movements that have never been
exactly performed before? Early ideas about motor
programming did not adequately explain how movements can
be performed for the first time or how a movement can be
performed with incredible variety and flexibility.
The storage problem concerns how programs are
stored. A number of the early motor program supporters
implied that for every movement pattern there is a
separate and specific motor program that controls it.
This raises the question: Given the enormous variety of
movements that one can produce (e.g., variation is speed,
force, etc., that one can exhibit in performing a skill
such as an overhand throw), how can the brain store the
incredible number of programs that would be required?
Even closed loop models of motor control do not
necessarily resolve the storage problem. When movements
are hypothesized to be controlled by feedback and error
reduction, there is also hypothesized to be some type of
reference of correctness with which the movements are

compared. This then implies that there must be a
reference of correctness for each movement with which
response-produced feed-back can be compared (Adams,
1976). This also points to the existence of a storage
problem.

A GENERALIZED MOTOR PROGRAM: THE SCHEMA
In an effort to overcome the problems associated
with previous notions about motor programs, proposals
have been advanced for a generalized motor program. The
concept most popularly used for this generalized motor
program is a "schema" (Pew, 1974; Schmidt, 1975; Evans,
1976). Schema theory modifies and extends the stronger
parts of earlier theoretical positions, so it can
confront the problems of previous theories, particularly
the storage and novelty problems (Schmidt, 1976).
The present concept of the motor program was best
stated by Richard Schmidt (1987, 1991). He explained that
a generalized motor program is a memory representation of
a class of actions and is responsible for producing a
unique pattern of activity when it is executed. The
theory proposed the existence of two types of schema, a
recall schema responsible for the production of movement
via open-loop motor programs, and a recognition schema
responsible for movement evaluation to determine response
correctness. According to schema theory, rapid movements
are produced by the recall schema and carried out by the
motor program. Slow movements, once initiated, come under

the control of the recognition schema and are therefore
feedback based.
In this theory every motor program has certain
features, called invariant characteristics, that provide
the essential elements of the class of actions under its
control (Gentner, 1987; Schmidt, 1985, 1988). The
relative timing is an invariant. The whole movement
appears to speed up or slow down as a unit. When the
movement speeds up or slows down uniformly, the important
variable is called relative timing. Relative timing is
the fundamental temporal structure, organization, or
rhythm of a movement pattern, which is independent of its
overall speed or amplitude. The program requires that
other features, called parameters, be added to enable an
action to be controlled. These parameters are considered
to provide the basis for the program involved in
controlling a number of different movement responses from
the same movement class. The speed or the overall time of
the movement is a parameter which can differ in different
performances.
This view of the motor program has some advantages
over other models of motor behaviour: The first advantage
of the current view of the motor program is that it is
presented as an abstract representation of action. That
is, the motor program is not stored in memory with the
specific details of a particular movement. Instead, it is
stored in an abstract form as a class of actions having
certain common characteristics. This means that instead
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of having a motor program for a very fast or a very slow
performance of a specific movement, the program contains
certain characteristics of this action that provide the
basis for one motor program to control both a very fast
and a very slow movement. This feature of the motor
program gives it a very flexible quality that allows the
same program to control a wide variety of movements.
Second, because the motor program is only an abstract
representation of action, specific muscles involved in a
movement are not part of the motor program. The specific
muscles that are to be used to produce an intended action
are specified at the time of the action and are not a
part of what is permanently stored in memory as the motor
program. This means that an action can be carried out in
a variety of ways and still be under the control of the
same motor program. A third important distinctive feature
of the current view of the motor program is that feedback
can influence the on-going program. This is a marked
departure from the more restrictive views of Henry and
Rogers (1960) and Keele (1968), who presented the motor
program as controlling movement in a completely open-loop
fashion so that the course of the movement was unaffected
by sensory feedback. However, such modification to the
planned movement appears to be possible only after a
certain amount of time has elapsed in the progress of the
movement. Also, such modification can only be carried out
successfully if there is sufficient time remaining in the
course of the movement for it to be corrected.

VARIETIES OF MOVEMENTS
Movements have vast dissimilarities. They are simple
and complex, slow and rapid, small and large, short and
long, unaimed and aimed, etc. Movements also differ in
respect of the part of the body which is moving, and also
with respect to context, alertness, mental state,
novelty, intentional performance required, training or
skill. There are two systems of classification of
movements, a neurophysiological classification and a
psychological classification (Deecke et al., 1984).
Neurophysiologists discriminate, for example, between
ballistic movements and ramp movements. Ballistic
movements are basically conceived as fast movements
which, it is argued, would not allow the adjustment of an
internally-specified set of commands to produce the
required patterns of muscle activity. The muscle commands
are necessarily prepared in advance. Ramp or controlled
movements, on the other hand, are performed at a slow or
moderate speed and allow the possibility of amendment
during movement.
Neurophysiologists also seek the sensory modality
that guides a movement. So for instance, they distinguish
between visually guided movements and tactually guided
movements. The important features of movements include
velocity, force, excursion, direction, sensory guidance,
context, method of initiation, complexity, duration and
feedback (Deecke et al., 1984). Another classification
scheme for movements is a psychological one derived from
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the performance literature (Poulton, 1974; Stelmach,
1976). This classification distinguishes grossly between
skilled and non-skilled movements. Non-skilled movements
can for instance be simple ballistic movements or simple
ramp movements. Skilled movements are defined to require
precision of execution or termination and to depend on
practice. Table 3.1, part (A) presents several
characteristics of movements. These characteristics are
used to classify movements into different groups. Part
(B) of this table shows different classes of skilled
movements.
The brief forefinger flexion in term of a key press
applied in the present study cannot be classified in
either of these categories. A combination of the two
classifications may describe it as an "skilled simple
ballistic movement". This class of simple movements is
controlled by simple motor programs (Jones et al., 1992;
Gottlieb, 1993). Classifying this simple movement as a
skilled movement requires some clarification. A precise
definition of "skill" is needed to gain a proper
conception of the nature of skilled movements.

A. Characteristics of Movements
1. Anatomical specification (arm or foot movements, etc.)
2. Method of initiation (voluntary/triggered)
3. Velocity (ballistic/ramp)
4. Force (weak/strong)
5. Excursion (small/large)
6. Direction (flexion/extension).
7. Guidance (tactually guided/visually guided, etc.)
8. Complexity (monophasic/biphasic)
9. Duration (brief/long)
10. Laterality (unilateral/bilateral)

B. Skilled Movements
(movements requiring learning)
1. Discrete aiming movements
2. Serial aiming movements
3. Pursuit tracking (continuous tracking)
4. Compensatory tracking
5. Serial tracking movements
Table 3.1. A summary of characteristics of movements and
various skilled movements (Adapted from Deecke et al.,
1984).

SKILL AND ITS CATEGORIES
The primary determinant of success in performance of
a motor skill is the quality of the movement. When
movements are performed accurately, the chance of success
will be more than when they are not. On the other hand,
precision in execution is not usually the only
requirement for the movements to be successfully
accomplished. Sometimes movements involve some decision
making which in turn requires some degree of cognitive
efficiency rather than only motor efficiency. Therefore,
skills may be cognitive as well as motor. Table 3.2 shows
the characteristics and relationship of cognitive and
motor skills.

MOTOR CONTROL

DECISION MAKING

Cognitive Skill

Minimized

Maximized

Motor Skill

Maximized

Minimized

SKILL

Table 3.2. Motor control and decision making in cognitive
and motor skills. This dimension is a continuum, because
there is no completely cognitive skill or completely
motor skill (Adapted from Schmidt, 1991).

In such movements the nature of the movement is not
particularly important, but the decisions about what
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actions to accomplish are critical. If the skill mainly
involves deciding upon (or selection of) the required
movement, it is called a cognitive skill, whereas a motor
skill mainly involves control of the execution of the
previously selected movement.
Every skill, no matter how cognitive it might seem,
requires at least some motor output, and every motor
skill requires some preceding decision making. Most realworld skills fall somewhere between the polar ends and
are complex combinations of decision making and movement
production. Even though most sport skills are weighted
quite heavily toward movement, there are strong cognitive
and decision-making components in many of them. Playing
chess may be an example of a cognitive skill within which
motor control is minimized. Weight lifting, on the other
hand, probably is a good example of a skill at the motor
end of the spectrum. Any sort of riding (horse, motor
bike, etc.) may be considered as a more-or-less equal
combination of motor and cognitive skills.

INFORMATION PROCESSING IN THE MOTOR SYSTEM
In the human motor system, complicated information
processing is required to make decisions as to what to do
(or what not to do) quickly and adequately (Schmidt,
1991). Psychologists have found it useful to think of the
human being as a processor of information like a
computer. Information is presented to the human as input.
Various information-processing stages within the system
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generate a series of operations on this information,
eventually resulting in skilled movements as output.
Schmidt (1991), in the foreword of his book presenting a
conceptual model of human performance, introduced three
stages of information processing in the motor system:
stimulus identification, response selection and response
programming.
In such a sequential stage analysis of performance,
it is generally considered that peripheral information
enters the system and is processed by the first stage.
When this stage has completed its operation, the result
is passed on to the second stage, whose result is passed
to the third stage. The process finally results in an
action.
STIMULUS-IDENTIFICATION
During the first stage the system's task is to
decide whether a stimulus has been presented and, if so,
what it is. Thus, stimulus identification is primarily a
sensory stage, analyzing environmental information from a
variety of sources, such as vision, audition, touch,
kinesthesis, smell, and so on. In other words the
perception of the stimulus is the prime activity of this
stage.
Perception: Perception is part of the relationship
between person and the environment. It is determined by
both the needs and activities of the individual and by
the information that is actually available (Smyth, 1984).
In the 1960s the study of skilled movements was known as
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sensory-motor or perceptual-motor skills, but since the
mid-1970s there has been a tendency for motor skills to
become the focus of the study. This emphasis on the
output part of the skill is due to a growth of interest
in movement research and does not imply that skilled
activity is independent of perceptual information.
Perception, memory, decision making, and action cannot be
studied all at once, but this does not mean that they are
not interrelated. Perception informs us about our
orientation to the world, our posture and balance. These
provide the framework within which voluntary movements
are made. In controlling voluntary movements we use our
perceptual system to define our relationship to objects
in the environment. Planning an action that results in
voluntary movements also requires perception. Many
activities such as playing a musical instrument, or even
talking, require the use of a model of the pattern that
we wish to produce. In addition, skilled action require
decisions to be made about perceptual patterns so that
the correct responses can be initiated.
Exteroceptive information and perception: The use of
exteroceptive information about objects and events in the
environment is important for the decision processes that
result in action towards a goal. This means that
selection has to be made from a large amount of
information about the external world that is available to
a perceiver at any time, and the ability to recognise a
pattern appropriately is important for the control of
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action, although studies of pattern perception often do
not seem to be directly relevant to studies of movement.
Increased differentiation occurs as the perceiver comes
to know what is relevant in any input so that preattentive processes allow attention to be directed to
events and objects that have importance for the
individual (Gibson, 1966).
Visual perception: With vision we can perceive events in
the environment, our movements, and the changes in the
relationship between our bodies and the environment which
are the result of our movements (Smyth, 1984). There are
cases in which the initiation of skilled activity depends
on the perception of visual information produced by other
objects or people. The information which is derived from
the visual stimulus will then be matched with information
stored in memory. Examples would include shooting at a
moving target as soon as it reaches the best possible
location. Recognising and responding to the visual
pattern used in the second and third experiment in the
present study could be another example.
Linkage between perception and action: The basic
operation underlying perceptual recognition is a 'match*
between the information which forms the transient
representation of the stimulus on the one hand (stimulus
information) and the information which forms the
permanent representation in memory on the other hand
(memory representation) (Prinz, 1984). By this operation
the presentation of the actual stimulus event is matched

against the stored representations of various possible
events. If a match occurs between the information
provided by the stimulus and the information required for
the activation of the pertinent memory representation,
the stimulus event is said to be identified as one of the
possible alternative events (Neisser, 1967; Sternberg,
1967). This view regarding the relationship between
stimulus and memory representation can be applied to the
issue of the linkage between perception and action as
well. The assumed match occurs between a stimulus
representation and an action representation, or more
precisely, between the representation of stimulus
consequences and a representation of action conditions.
The stimulus representation is transient, and contains
information derived from an actual stimulation. In
contrast, the action representations are stored in a
permanent way and contain information required for action
initiation. It is assumed that the decision to initiate a
particular action results from a match between the
information derived from the stimulus and the information
required for initiation of the action. The permanent
action condition specifies for each particular action the
conditions of the stimulus (or the information derived
therefrom) which must be met in order to initiate that
action. Such condition-action connections have been
discussed in detail by Newell (1973) and Allport (1980).
information derived
from stimulus

match
><

information required
for action

To describe this, one can say that sensation and
intention come from different sources. Then the results
of stimulation and the conditions of intended actions are
matched against each other. The result will always be
contingent on both sensational and intentional factors.
The occurrence of a match will not only depend on the
stimulus-related information which depends on the actual
state of stimulation, but also on the action related
information, which in turn depends on the actual state of
the person's intention. The results produced in this
stage will be passed on to the next stage.
RESPONSE SELECTION
The activities of the response-selection stage begin
when the stimulus-identification stage provides
information about the nature of the environmental
stimulus. The response selection stage has the task of
deciding what movement to make, given the nature of the
environment. Here the choice from available movements is
made, such as either pressing the left hand key or the
right hand key (pressing the key or not in the present
study). Thus this stage is a kind of translation
mechanism between sensory input and movement output. In
the present experimental set up, in which the response is
already defined and selected, it seems that stimulus
identification is the largest part of the task.
RESPONSE PROGRAMMING:
This final stage begins its processing upon receipt
of the decision about what movement to make, as

determined by the response selection stage. The responseprogramming stage has the task of organizing the motor
system for the desired movement. Before producing a
movement, the system must ready the lower-level
mechanisms in the brain-stem and spinal cord for action.
It must retrieve and organize a motor program that will
eventually control the movement, and it must direct the
muscles to contract in the proper order and with the
proper levels of force and timing to produce the movement
effectively.
Clearly, these stages are all included within the
human information system and are not separable under
normal circumstances. However, several laboratory methods
allow us to learn about these stages. Reaction time, one
of the most important measures of human performance in
many situations, is also a critical tool for
understanding how the processing stages operate. Reaction
time represents the speed of making decisions and
initiating actions, but it has important theoretical
meaning as well. Reaction time begins when the stimulus
is presented, and ends when the movement response starts,
so it is a measure of the accumulated durations of the
three stages of processing. Any factor that lengthens the
duration of one or more of these stages will thus
lengthen reaction time.

A PROBLEM IN COMMUNICATION
If the information in each stage of the human motor
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information processing system is processed properly, and
then passed to the next stage, it should result in a
correct and proper movement, but if the information
passes to the next stage before it is adequately
processed, a correct action is not expected. Coles et al.
(1988) suggest that the stimulus evaluation system can
pass information to the response activation system before
evaluation is completed. They derived evidence for this
early communication from a measure of lateralized
Readiness Potential.

MEMORY FOR MOVEMENT
When we make movements, we can feel and see our
limbs and we can see, hear, and sometimes feel, the
consequences of the movements. This proprioceptive,
visual and auditory information can be put into memory or
encoded and stored for a period of time, and then
recalled to enable us to repeat the movement (Smyth,
1984). In addition to perceptual input we have
information about the movement we intend to make, which
may include a verbal label such as the name of a
particular position in target shooting, and the
instructions to the motor system that implemented the
movement. This information too may be encoded, kept in a
memory store and retrieved for later use. The study of
memory for movement is concerned with how information
from all these sources is utilised when movements are put
into memory and later retrieved.
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Three distinct memory systems are involved in
movement control: the short-term sensory store, shortterm memory, and long-term memory (Schmidt, 1991).
SHORT-TERM SENSORY STORE
This is the most sensory, or peripheral, aspect of
memory. Processing in the stimulus-identification stage
results in memory of the environmental sensory events,
stored briefly in this sensory store with a maximum
duration of about 250 msec. The information in this
memory will be replaced by the next segment of sensory
information presented by vision, audition, kinesthesis,
touch and so on. This storage is thought to come before
conscious involvement and to result in a very literal
form of memory.
SHORT-TERM MEMORY
A selective attention mechanism selects some sensory
information in the short-term sensory store for further
processing, because obviously not all the information
from sensory storage can reach consciousness. Selective
attention directs information into short-term memory.
Short term memory is thought to be a kind of workspace or
working memory where controlled information processing
activities can be applied to relevant information. Shortterm memory is severely limited in capacity and cannot
hold more than 7+2 items or chunks of information
(Miller, 1956). The information in short-term memory can
be held only as long as attention is directed to it, such
as by recycling, or rehearsal, repeating the information
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over and over. When attention is directed elsewhere, the
short-term memory contents are forgotten. The complete
loss will occur in perhaps 30 sec, unlike the information
in long-term memory, which may never be forgotten.
LONG-TERM MEMORY
Long-term memory contains very well-learned
information that has been collected over a lifetime.
Long-term memory is thought to be essentially limitless
in capacity, as indicated by the vast amount of
information that can be stored for very long periods of
time. Well learned movements like riding a bicycle or
throwing a ball, even after many years of no practice,
never seem to be forgotten. The coding in long-term
memory is thought to be very abstract, with information
coded by elaborate connections to other stored
information, by imagery, and by a host of other processes
only now being understood. When motor programs for action
are processed in some way from short-term memory to longterm memory, it means that a skill has been learnt. The
stored programs in long-term memory must be retrieved and
prepared for initiation during the response-programming
stage.
Regarding the nature of the Readiness Potential,
which is believed to indicate the preparatory process for
a voluntary movement, the relation of the RP to the
processes of specifying and loading motor programs has
been considered in the literature. Ivanova and Melnikov
(1989) suggested that the difference in the amplitude of

the Readiness Potential before reproducing a standard
movement of different durations is related to the
execution of a specific pattern retrieved from long-term
memory. They assumed that the formation of the RP before
different movements with different amplitude/temporal
parameters is related to the retrieval of long-term
memory patterns. Lang et al. (1991) found no reason to
relate the RP to the process of specifying and loading
motor programs. The relation of the RP to the motor
program will be discussed in Chapters 8 and 9 of this
dissertation.

SUMMARY
The evidence from experiments concerned with the
deafferentation and nerve-block techniques, the preplanning of movements, the characteristics of
unexpectedly blocked movements, the time needed to
inhibit a pre-planned response, and the timing
constraints on rapid-serial movements, indicates the need
for a mechanism such as the motor program. In an effort
to overcome the problems associated with older notions
about motor programs, especially the novelty and storage
problems, Schmidt proposed a generalized motor program
theory called 'Schema theory'. A motor schema is a "rule"
that encompasses the underlying movement principle for a
movement class. In this theory the recall schema is
responsible for the production of movement via open-loop
programs, and the recognition schema is responsible for
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movement evaluation to determine response correctness.
Rapid movements are produced by recall schema and are
executed by the motor program. Slow movements, once
initiated, come under the control of the recognition
schema and are therefore feedback based.
Evidence suggests that cerebral initiation of a
spontaneous, freely voluntary act can begin
unconsciously. This evidence also suggests that the role
of conscious will is not to initiate a specific voluntary
movement but to select and control the volitional
outcome. It is proposed that conscious will has a
decisional nature, either to permit or to prevent
execution of an intended motor act.
Movements may be categorized in different ways. The
psychological classification of movements include skilled
and non-skilled movements. Also neurophysiologists
divided movements in terms of their important features,
which include velocity, force, excursion, direction,
sensory guidance, context, method of initiation,
complexity, duration and feedback. Skills also can be
divided into cognitive skills and motor skills. The
forefinger flexion in term of a simple key press, as
applied in the present study, can be classified as a
simple ballistic movement in which cognitive efficiency
is the sole determinant of success.
Three stages of information processing include
stimulus identification, response selection, and response
programming. The motor program would vary as an outcome
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of the influence of environmental perception on these
stages. It is also suggested that the Readiness Potential
indicates the loading of the motor program from the longterm memory store. Thus, we will examine the
characteristics of the RP in the next chapter.

BACKGROUND
By averaging the EEG of the normal human adult,
time-locked to the beginning of self-initiated volitional
movements, it is possible to record movement-related
potentials (Kornhuber & Deecke, 1965; Vaughan et al.,
1968). In preparation for the execution of the movement,
a slow cortical negativity called the Readiness Potential
(RP) or Bereitschaftspotential (BP), can be recorded
(Kornhuber & Deecke, 1965; Vaughan et al., 1968;
Shibasaki et al., 1980; Libet et al., 1982, 1983;
Chiarenza et al., 1984; Brunia & van den Bosh, 1984;
Brunia, 1988, 1992; Deecke, 1990). The RP precedes all
our self-initiated (i.e., endogenous or willed) movements
with a latency of 1 sec or more prior to the onset of
muscular contraction. The principal characteristics of
the RP are early onset (commencing sometimes more than
1.5 sec (mean 0.8 sec) before movement), a gradual
negative enhancement, and a bilateral distribution over
the parietal and precentral cortex. The RP can be
recorded bilaterally even if the movement is only
unilateral (Deecke, 1978). It has been suggested that
this negative slow potential shift represents a
preparatory process in the dendritic network of those
cortical areas which are involved in the intended
movement (Deecke et al., 1976). The RP has been studied
repeatedly in relation to physical and psychological
experimental manipulations. Before considering these
experimental conditions, it is essential to review some

of the characteristics of the RP.

CHARACTERISTICS OF THE RP
LATENCY
No unique onset time for this slowly increasing
surface negativity has been reported. Vaughan et al.
(1968) proposed that the RP begins between 0.5 sec and 2
sec before initiation of the muscular contraction. In
their study the RP showed no constant time of onset,
either across subjects for the same movement, or within
subjects for various movements. However its duration was
characteristic for each subject when the same movement
was being performed. Deecke et al. (1969) suggested that
the RP starts 850 msec before movement and Kutas and
Donchin (1974) implied that it begins 800 to 1000 msec
prior to the movement. Apparently the latency of the RP
depends on the nature of the movement and the limb
involved. Although in most studies of the RP a simple
finger movement has been employed, different
investigators have used different fingers (index finger,
middle finger) with different durations of the movement,
and in different directions (i.e. extension, flexion).
For example, prior to a rapid finger flexion the RP
starts (on the average) 750 msec before the movement
(Deecke et al., 1976), but when a more complicated
movement is used (e.g., a brisk flexion of the middle
finger followed by a brisk extension) the RP starts 1280
to 1370 msec before the EMG peak (Shibasaki et al.,

1980b). This difference implies that the latency of the
RP is directly connected to the complexity of the
forthcoming movement. Libet, Wright, and Gleason (1982)
indicated that the RP before a self initiated voluntary
finger flexion or wrist flexion has an early onset at
about -1050 msec ( "-" herein indicates before initiation
of the movement) and a long ramp-like form, which
resembles self paced action. In self paced pre-set
movements, the main negative shift began at about -575
msec. Kutas and Donchin (1980) reported that when the
squeezing task was anticipated with clear precision
(i.e., self-paced), the negativity occurred as early as
800 msec. However, when the precise time of movement
induction could not be anticipated, as when the subject
squeezed in response to a randomly occurring experimental
stimulus, RP onset began 200-400 msec before the
movement. This indicates that the onset time of centrally

located pre-movement negativity reflects the self-paced or se
initiated aspect of the movement.
DISTRIBUTION AND AMPLITUDE
The RP is found bilaterally over the parietal and
pre-central cortex and over the raid-line. At parietal
leads, it remains bilaterally symmetrical. A slight
contralateral preponderance (contralateral preponderance
negativity or CPN (Deeck et al., 1984)) begins about 400
to 500 msec prior to movement and is found mainly over
the motor cortex (Deecke et al., 1969, 1976; Hink et al.,
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1983; Deecke et al., 1984; Lang et al., 1984; Singh et
al., 1990). The CPN was indicated by Kutas and Donchin
(1974) to be consistent in all right handed subjects. In
left handed subjects they found that the CPN was also
apparent when subjects responded with their right hand.
The contralateral dominance was not of equal consistency
between left handed and right handed subjects in that
study. That is, when left-handed subjects responded with
their left hand, the CPN was not observed.
Vaughan et al. (1968), in one of the earliest
reports of the RP, noted that the distribution of the RP
recorded in their study was maximal over the hemisphere
contralateral to the movement and showed a somatotopic
distribution. Various hand and finger movements,
including extension of the wrist, clenching the fist, and
extension of individual digits did not have reliably
different spatial distribution. Movements of the thumb,
however, were usually associated with larger and more
extensive potentials than were finger movements. Deecke
et al. (1969) indicated that the RP over the pre- and
post-central regions is bilaterally symmetrical, but its
maximum can be recorded at the vertex. This was confirmed
by Kutas and Donchin (1980). Deecke et al. (1969)
concluded that in monopolar recordings with several
different reference electrodes, the RP was always
negative in the pre-and post-central locations, whereas
it could be absent or even positive at frontal leads. At
occipital leads it may be smaller than at the vertex, but
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it is always negative. The maximum location of the RP in
the careful investigation of Shibasaki et al. (1980b) was
found at the mid-line precentral or parietal regions.
They agreed that the RP shows a wide and symmetric
distribution, extending from the frontal to the parietal
leads. The initial part of the RP is bilaterally
symmetrical. Although the late part remains bilateral, it
is not symmetrical. It is suggested that whether the RP
is symmetrical or lateralized depends on the location of
the electrodes and time of measurement (Deecke, 1978).
The RP is usually a little larger over the contralateral
hemisphere than over the ipsilateral hemisphere. This
CPN, which is distinct from the symmetrical RP, starts on
the average 0.5 sec prior to the onset of movement, and
sometimes earlier. Kutas and Donchin (1980) suggested the
onset of this contralateral dominance begins, in some
subjects, as early as 1000 msec prior to the movements.
Becker and Kristeva (1980), in their study of RP related
to isometric contractions, found that there was no
significance difference in RP amplitude between left and
right sites over the parietal cortex. They also found
that the RP amplitude did not become more asymmetric with
greater force deployment. In this way their data may be
in accordance with Deecke (1978), who believed that
whether or not RP is lateralized depends on the location
of the electrodes and time of measurement. Becker and
Kristeva (1980) also noted another possibility, that the
slow negative shift before the movement in their study

might have been a CNV-like symmetrical component
reflecting preparation, independent of the
characteristics of the on-going movement.
Vaughan et al. (1968) suggested that the RP is
normally recorded with a maximum amplitude between 5 and
25 uV. Regarding different electrode sites, Deecke et al.
(1969) recorded the amplitude of RP as -3.5 uV at left
pre-central, -3.2 uV at right pre-central, -4.3 uV at the
vertex, and 2.3 pV at the mid-frontal site. Deecke et al.
(1976) recorded the largest RP amplitude mid-parietally
with an average of -5.3 pV. Shibasaki et al. (1980)
recorded the amplitude of the RP at the vertex related to
a middle finger flexion and extension, measured in the
grand averaged records from the baseline to the
asymmetric change of slope, as -2 uV to -3.5 uV. The
gradient of the RP at the vertex was -3.1 to -4.0 pV/sec.
Kutas and Donchin (1974, 1977), and Hazemann et al.
(1978), suggested that the amplitude of the RP is
positively correlated with the force of the movement.
Becker and Kristeva (1980) suggested that the RP
amplitude prior to isometric finger squeezing with a
large force was higher than the RP amplitude prior to
isometric deployments with a small force (recorded at the
vertex as -1.45 pV and -0.98 uV, respectively). Hink
(1983) suggested that RPs can be well over 10 uV. Most
likely the decrease and increase in the amplitude of the
RP is dependent on both physical and psychological
properties in the task employed.
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FUNCTIONAL SIGNIFICANCE
In the early studies of the RP, Vaughan et al.
(1968) tried to distinguish between the RP and the CNV,
which was already well known. They stated that the
demonstration of a somatotopic representation of RP might
be particularly related to the physiological process
associated with preparation for movement, rather than to
"expectancy", which implies a broader preparatory
phenomenon, not necessarily dependent upon anticipation
of a motor act (Walter et al., 1964). Since the duration
of these events preceding movement (0.5 to 2 sec) was
unique to a specific movement performed by each subject,
Vaughan et al. (1968) considered the RP differences to
represent individual differences in the development of
readiness for movement.
Kutas and Donchin (1974) suggested that the RP is
associated with the execution of specific movements,
rather than with a diffuse arousing or preparatory
process. They took the contralateral dominance of the RP,
demonstrated by Vaughan et al. (1968), as vital evidence
in favour of a specific motor interpretation. Kutas and
Donchin (1974) concluded that the RP can be regarded as
the neuronal counterpart of the voluntary command. This
was in accordance with Eccles (1982) who proposed that
the RP is generated by complex patterns of neuronal
discharges that finally project to the pyramidal cells of
the motor cortex and excite them to discharge.
Some years later a contrary concept became popular -

that certain features of the RP, like its bilaterality
and slow development, imply that the early RP cannot
represent motor command processes. This was claimed
because a potential representing a motor command would
have to be faster than motor reaction time (Deecke,
1978). The term "early preparatory process" was suggested
for the RP by Deecke (1978), meaning a thalamocortical
facilitation expression which differentially arouses
those cortical areas involved in the intended movement
and inhibits or does not affect other areas. It is useful
to keep in mind that the early preparatory process of the
RP does not reflect simple general arousal because it can
be modified by the experimental situation. The RP is
therefore a valuable indicator for the locus of cortical
activity or inactivity.
Becker and Kristeva (1980) recorded larger/smaller
RPs preceding isometric contraction demanding
greater/lower force deployment. They concluded that since
the RP represents the activity of the underlying cortical
structure, preparing for an isometric muscle contraction
with a larger force deployment is connected with a
greater degree of cortical activation than a small force
contraction.
Hink et al. (1983) agreed with the suggestion of
Deecke et al. (1976) and stated that the RP represents
the mobilization of cortical areas involved in the
initiation, evaluation, and control of the ensuing
movement.
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An opposite preponderance over the hemispheres was
suggested by Brunia and van den Bosh (1984a, 1984b),
comparing RPs preceding finger and foot movements. They
suggested that prior to foot movements, field potentials
are generated from an origin in the specific projection
area of the motor cortex, deep in the mid-line. This may
be reflected in larger RP amplitudes over the hemisphere
ipsilateral to the movement side, but the source itself
lies in the contralateral hemisphere. Thus, their data
are consistent with the notion of a somatotopic
organization of the motor cortex. Brunia and van den Bosh
(1984b) suggested that if their biophysical hypothesis is
correct, it would have major implications for motor
preparation since it implies that RPs are related to the
selective activation of cell columns in the specific
projection area of the motor cortex, and not just to
preparation for action in general.
Libet et al. (1982) challenged this functional
significance of the RP. They proposed that the conditions
imposed on the subject by the practical requirements of
the experiment could often have compromised the freely
voluntary or the fully endogenous nature of the acts.
They argued that external controlling influences on the
subjects (e.g., time required between each trial and no
blinking) interfered with the completely volitional
nature of the movement. Libet et al. (1982) proposed that
voluntary motor acts can involve two types of neuronal
processes preparatory to the movement, only one of which

is associated more uniquely with the spontaneously
voluntary phase of preparing to act: process I is
associated with development of pre-planning or
preparation to act in the near future (seconds), whether
a voluntary choice of movements is present or absent
(self initiated voluntary act, finger flexion or wrist
flexion in their study); process II, beginning at about
0.5 sec before the act, is linked more significantly with
voluntary choice or the intention to act.
Libet (1985) proposed that the RP does not indicate
directly or indirectly the specific initiation of the
voluntary movement. Rather, the RP might represent
preprogramming processes that develop periodically
without signifying a volitional function. He suggested
that an RP precedes every voluntary act as well as the
conscious awareness of the urge to perform each act. As
mentioned in Chapter 3, Libet et al. (1983) compared the
RP's latency with the time of appearance of a reportable
awareness of any subjective intention or wish to act.
Onset of RPs regularly began at least several hundred
msec before reported times for the intention to move. It
would appear, therefore, that neuronal activity
associated with the future performance of the act has
started well before any conscious initiation or
intervention is possible. This leads to the conclusion
that cerebral initiation even of a spontaneous voluntary
act of the kind studied in Libet et al. (1983) begins
unconsciously. This means that the brain decides to

initiate or, at least, to prepare to initiate the act
before there is any reportable subjective awareness that
such a decision has occurred.
Ivanova and Melnikov (1989) found differences in the
amplitude of readiness potential before performing
(reproducing) standard movements of different durations.
The authors related this phenomenon to the actualization
of distinguishing images retrieved from long-term memory.
They claimed that this relation is compatible with
previous findings in that the RP presents the
preadjustment processes that develop in brain structures
prior to movement, and is dependent on neurophysiological
mechanisms that furnish such mental procedures as
attention, motivation, and volitional effort. They
defined memory as the property of the mind used to
acquire and preserve subjective experience, and based on
the neuronal engrams, together with fixation and storage
of information. They added that temporal parameters are
related to the retrieval of long-term memory engrams,
promoted in humans by verbal instructions and the
switching on of the mechanism of reproduction with the
help of the second signal system. They concluded that the
activity of the brain in the pre-movement period,
manifested in slow negative shifts, and determined by the
character of the forthcoming movement, supports the
hypothesis that the RP, being the result of the activity
of neurons related to the formation of memory traces,
reflects the function of long-term memory.

Papa et al. (1991) suggested that the RP is closely
associated with the timing of internally generated
movements. They reached this conclusion as a result of a
study in which although they could not record the RP as a
response to an external cue, they were able to record a
short RP when subjects were instructed to wait for a
short period after presentation of the cue. This study
indicates that substantial change in the RP can occur
depending on the initiation strategy of the movement.
Papa et al. (1991) concluded that the RP is associated
with the initiation and execution of internally generated
movement. In the area of externally referenced movements,
they claimed that the RP reflects diverse cortical
processes taking place, such as the choice of the plan,
the decision to act, and finally the neuronal activity
essential to conduct the movement. As they suggested:
"Such a sequence is apparently 'short-circuited' for
externally referenced movement, which leave out the
phases of movement preparation and timing" (p 222).
Thus, the slow negative RP that occurs before a
voluntary movement in many areas of the brain is a very
complex phenomenon that reflects many processes, such as
neurophysiological preadjustment mechanisms that promote
preparation for a motor act, and that are also related to
mental activity, volitional effort, attention,
motivation, long-term memory, and individual differences.

COMPONENTS OF THE RP
Many problems in relation to the functional
significance of the RP would be solved if the different
components of this slow negative shift were fully
appreciated. It seems that some of the arguments on the
significance of the RP arise because many investigators
consider only one part of the RP in their analysis whilst
different investigators consider other parts.
It is well known that the RP has two fundamental
components (Libet et al., 1982; Deecke, 1990). The first
component of the RP begins at 1-1.5 sec before EMG peak
time, is maximal near the vertex but shows a wide and
symmetrical distribution from the frontal to the parietal
region (even before a unilateral movement). The second
component asymmetrically increases over the contralateral
precentral region and is indicated by a rapid increase in
the negative gradient starting at about -500 msec (Libet
et al., 1982).
It is suggested that the early component of the RP
is generated by the Supplementary Motor Area (SMA) and
may have motivational, intentional or timing properties
(Deecke, 1990), while the late component is related to
synaptic facilitation in the contralateral Primary Motor
Area (MI) in preparation for the final pyramidal tract
volley leading to the movement.
While the existence of these two components is
widely accepted, Barret et al. (1986) introduced a third
component intervening between these two components of th

RP in voluntary middle finger extension. This shift was
named the intermediate shift (IS). The IS potential shift
has a slope which is steeper preceding left finger
extension and has an onset time of 875 msec before
movement. The existence of such a third component has not
yet been confirmed by other investigators.
Libet et al. (1982) compared the slow potentials
preceding self-initiated voluntary acts and preset motor
acts. Three different RP types were found. Type I was a
ramp-like wave starting about 1000 msec before EMG onset.
This type of RP was associated with pre-planned movements
and resembled the RP as described by Deecke et al.
(1976). Type II started 700 to 400 msec prior to the EMG
onset and corresponded to the NS' of Shibasaki et al.
(1980) and to the asymmetrical component of Deecke et al.
(1976). The negativity of type III did not start until
250 to 200 msec before the EMG onset. For type III no
clear counterpart was apparent in self-paced RPs.

LATERALIZED RP
The Lateralized Readiness Potential (LRP) is
connected with the differential engagement of the two
hands in a task (Osman et al., 1992). As its name
suggests, it is believed to be the lateralized portion of
the readiness potential (Coles et al., 1988; Coles,
1989). In relation to different components of the RP, the
second part of this wave is largest contralateral to the
responding hand and is believed to arise primarily from
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activity in the precentral motor cortex (Arezo & Vaughan,
1980). The LRP is obtained by subtracting the difference
between waveforms at C3 and C4 for the right-hand
response from the similar difference for the left-hand
response. The result is positive if subjects produce
greater electrical potential contralateral to the
response hand and negative if the electrical potential is
greater ipsilateral to the response hand (Osman & Moore,
1990). The purpose of this subtraction is to remove
lateral asymmetry that doesn't depend upon which response
is signalled by the stimulus. For example, a subject
might be biased to prepare a particular hand before the
onset of the response signal. Alternatively, the class of
stimuli employed might all tend to engage one hemisphere
more than the other. Since these effects would be
expected to occur regardless of the signalled hand, they
would tend to cancel out in the subtraction and be
removed.
Onset of the LRP probably occurs somewhere between
the start of response selection and the start of a very
late response execution stage. Much evidence suggests
that the LRP reflects the differential preparation of the
signalled and unsignalled response hand (Coles, 1989).
LRP onset also appears to precede a final execution stage
in reaction time. It is claimed that the LRP can occur in
the absence of movement when the response hand is known
but the response must be withheld (De Jong, 1988).

PSYCHOLOGICAL FACTORS AND THE RP
McAdam and Seales (1969) appear to have been the
first to discover the effect of psychological incentive
on the size of the RP. They found that responsecontingent monetary reward enhanced the magnitude of RP.
Deecke (1984) also noted that the RP probably
contains an attentional component. He confirmed a
positive correlation between RP amplitude and motivation
but only at a lower or medium level of motivation, while
at a high motivational level a ceiling effect occurred.
He concluded that in an easy task the subjects were at a
medium or low negative cortical spontaneous DC level and
generated a normal RP amplitude. However, during a
difficult tracking task, when they were at a high
negative DC level, they generated a smaller RP amplitude.
Freude et al. (1989) investigated the efficiency of
information processing in relation to the preceding RP.
In their experiment subjects had to recognize patterns
which were presented on a computer display following the
subject's key press. The pattern had to be translated
into digits according to a given code. A more pronounced
negativity and an earlier beginning of the RP were found
when pattern recognition was correct. In the case of
incorrect responses, positive RP areas were also found,
particularly in the early stages of the RP. The time
required to solve the task was shorter after pronounced
negative-going shifts of the RP and longer after smaller
RPs. Freude et al. concluded that the RP indicates
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changes in central nervous system activation connected
with the efficiency of mental performance. Their findings
supported the view that a preceding increased negativity
facilitates subsequent information processing (Bauer &
Nirnberger, 1980, 1981; Born et al., 1982; Bauer, 1984;
Stamm, 1984; Guttman, 1986). They suggested the
possibility that the premotoric RP can be considered as
an index of activation processes preceding anticipated
cognitive tasks following the motor activity.
Freude and Ullsperger (1989) investigated the RP
prior to simple finger movements in a single trial manner
and found that the RP can have both positive and negative
shifts. They noted that self-paced voluntary movements
were not always preceded by slow negative shifts but also
and to a substantive degree by slow positive potential
shifts. The constant negativity of the averaged RP, in
their view, is the resultant of a greater frequency and
amplitude of the negative shifts. Freude and Ullsperger
(1989) indicated that in single trials, the event-related
RP and non-event related spontaneous DC potential cannot
be distinguished. They drew a parallel between the
significance of increased spontaneous cortical
negativity, which is believed to facilitate information
processing, and the single trial RP, and suggested
further investigation of the significance of the RP of
different polarities.
Papa et al. (1991) failed to record RPs when
movements were triggered by an external cue. However, the
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RP was present, although with a shorter latency, when
subjects were asked to wait for a brief period after
presentation of the cue. They concluded that the RP is
related to the timing of voluntary movements.
In a study of the relation of the RP to age and
skilled performance, Chiarenza et al. (1990) found that
the RP in the left precentral area decreased
significantly with increasing performance time (taken to
indicated less skilled performance). The RP increased in
amplitude both in adults and children in going from
unskilled to skilled performance. These findings were in
accordance with the findings of Papakostopoulos (1978)
and Chiarenza et al. (1980). The observation that the RP
increase associated with better performance is
significant only in the left precentral region is in
agreement with the fact that all the subjects were
right-handed and the previously reported lateralization
of RP during unimanual and bimanual skilled or unskilled
actions (Papakostopoulos, 1980).
Chwilla et al. (1991) studied the effect of false
and true feedback on the characteristics of movement
related evoked potentials. They found that the RP was not
influenced by the different feedback conditions. Further,
in contrast with the results of McAdam and Seales (1969),
the movement related potentials in this study were not
affected by the delivery of a monetary reward.
The interaction of difficulty of the task with
reward/no-reward for execution of the task was studied by

Noryoshi (1989). It was found that the RP in a difficult
task under a no-reward condition started earlier than in
an easy task under the same condition. The RP in the easy
task under a reward condition started earlier than in the
no-reward condition and so did the RP in the difficult
task under the reward condition. It was concluded that RP
is quite responsive to psychological incentive and
motivation.
Papakostopoulos (1978), in his study of skilled
performance and movement related potentials, found that
the RP was larger in amplitude during skilled performance
compared to unskilled performance. He reasoned that since
scalp data reflect a spatial average of underlying brain
activity, the increase in RP amplitude during skilled
performance could reflect either increased cortical
synchronization or increased cortical negativity. The
significance of this point is a matter of interest.
Demiralp et al. (1990), in a study of learning and
movement related potentials, compared the RPs related to
the repetition of a complex task to the RPs related to
the same task after a certain practice period. They found
that the negativity of the RP increased as a result of
learning. They concluded that learning can affect the RP
by promoting the central control of the movement.

THE GENERATOR
Understanding of the RP as an index of movement
related preparatory activity depends on identification of
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its cerebral sources and the underlying neural
activities. In the progression of a movement the motor
cortex is neither the only nor the first structure which
plays a major role. The classical concept that movements
begin in the motor cortex is not supported by movement
related potential studies. Deecke (1978) suggested that
the voluntary initiation of movement can arise in sensory
association areas. It is fully dependent on the special
type of movement: tactually guided movements in the
somatosensory association cortex, visually guided
movements in the visual association areas, speech
movements in the speech centres, and writing, music
playing etc., in their respective centres (Deecke, 1978).
This indicates that the complete cortex has direct access
to movements by means of known omnicortical projections
to subcortical motor function generators of the
cerebellum and basal ganglia (Deecke, 1978).
Deecke et al. (1978) suggested that the SMA may have
a major role in development of the RP, but the bilateral
asymmetry of the RP suggests that there is a contribution
from contralateral precentral motor cortex, as suggested
by Kutas and Donchin (1980). The fact that the RP has a
substantial dominance at the vertex, on the other hand,
suggests a major contribution from areas other than
precentral cortex. Libet et al. (1982) noted that the
supplementary motor area as a source of this contribution
to the vertex RPs, as suggested by Deecke et al. (1978),
remains to be established by direct recording in that

area.
Since apraxias and other idiomotor disorders are
associated with lesions in the sensory association areas,
Hink et al. (1983) speculated that to some extent the
pre-programming of the expected parameters of the
movement is accomplished by the cerebral cortex in the
sensory association areas. The function of this idiomotor
system is to integrate sensory and cognitive information
and then to derive the parameters necessary for movement
execution based on this integration (Hink et al., 1983).
Since the discovery of the RP it has been accepted
that it precedes voluntary movements. An important point
which should be kept in mind when interpreting the
functional significance of the RP is that its maximum
amplitude is invariably over the SMA. In 1978 it was
shown by Deecke and Kornhuber that this localization does
not result from bilateral summation, but from a
paralimbic midline source. Kornhuber (1980) and Roland et
al. (1980) gave evidence for SMA activity accompanying
voluntary movement. Kornhuber (1984) proposed a theory
which included the role of the SMA in the development of
voluntary movements and the RP. He suggested that it is
evident that "what to do", "how to do" and "when to do"
are diverse factors in movements which demand different
sorts of communication. Kornhuber and Deecke (1985)
proposed that: "The supervision of the task 'what to do'
may be mainly a function of the orbital cortex with its
hypothalamic, limbic and amnestic afferents, while 'how

to do it' is already answered beforehand, so that only
the third question 'when to start' remains to be decided;
this is the function of the SMA. For this function
afferents from the motivational system and from a wide
variety of motor and sensory mechanisms are necessary
since it would be useless to start a goal directed
movement in a situation when the acting subject is
falling aside" (p 168). Thus, Kornhuber's theory may be
summarized as follows:
1. "What to do" is supervised mainly by the orbital
cortex with its hypothalamic, limbic and amnestic
afferents.
2. "How to do" is guided by the frontolateral cortex
with its sensory and spatial afferents from the temporal
and parietal lobe.
3. "When to start" is decided by the SMA with its
multiple afferents from motivation, motor and other
systems.
Eccles (1982) suggested that the RP is generated by
the on-going neural activity of the SMA, the secondary
motor centres of the cortex, and eventually the motor
cortex. Further evidence for involving the SMA in the
development of the RP comes from Deecke (1990), who found
the maximum RP amplitude at Cz or FCz (10% anterior of
Cz). These electrodes collect activity from the SMA.
Deecke (1990) suggested that his recording method was too
crude to distinguish between areas 6a alpha and 6a beta,
and therefore he put "SMA" in quotation marks to mean

"the frontocentral mesial cortex including the SMA".
Three cortical areas so far have been identified as
being active prior to the initiation of a simple, rapid
limb movement: the dorso-medial frontal cortex, which
mainly contains the SMA, and the MI of both hemispheres
(Neshige et al., 1988; Lang et al., 1988b, 1989).
Activity of the dorso-medial frontal cortex,
including the SMA, has been shown to cause the early
component of the RP (Deecke & Kornhuber, 1978; Neshige et
al., 1988; Singh and Knight 1990; Demiralp et al. 1990).
Regarding the two major components of the RP, Deecke
(1990) provided evidence that the principal cortical
generator producing the early component is the SMA,
whereas the late (contralateral) component is generated
by the MI. Regarding successive movements, Deecke (1990)
proposed the role of SMA as follows:
1. Determination of the exact moment of starting the
movement.
2. Giving the "go" signal at this moment.
3. Subserving the further temporal coordination of
the movement in progress (for example in sequences of
movements or actions or in coordination of the timing of
movements performed on either side of the body in
bimanual or bipedal tasks, etc., particularly when the
temporal pacing is different between the two sides).
Keller and Heckhausen (1990), in discussing the
source of the RP, divided the control of voluntary
movements into two discrete systems: first, the lateral
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premotor system (LPS), which receives its main input from
areas of the sensory cortex (Pandya & Kuypers, 1969);
second, the medial premotor system (MPS), anatomically
reflected by the SMA and receiving most of its input from
the basal ganglia (Jurgens, 1984; Schell & Strick, 1984).
Keller and Heckhausen (1990), in accordance with Goldberg
(1985), suggested that the LPS is primarily involved in
motor acts responsive to sensory feedback, whereas the
MPS coordinates internally desired acts as well as rapid
skilled movements. Further, their results gave evidence
that conventional spontaneous motor acts may also be
initiated and prepared via the LPS. Papa et al. (1991)
proposed that the contribution of the SMA activity in
triggering the RP suggests a dual organization hypothesis
of motor cortical areas for movement generation.

POSITIVE SHIFTS OF THE RP
As pointed out before, Freude and Ullsperger (1989)
studied single RPs prior to simple finger movement, and
discovered some positive trials in the period of the RP.
It was the first report of positivity of the RP at Cz in
young healthy adults. They performed the single trial
investigation time-locked to the key presses, starting
1500 msec before and ending 500 msec after the event. The
amplitudes of single pre-movement potentials were
measured relative to a baseline defined as the mean of
the initial 100 msec of each epoch. Finally the trials
were averaged selectively according to the polarity
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(positive or negative) of the single pre-movement
potential. In the study of Freude and Ullsperger (1989)
about 44% of all trials were positive but the grand
average of the RP, similarly to the traditional RP, was
negative. They concluded that the weighted averaged RP is
always negative because the negative shifts are more
frequent and larger. Further, they noted that some
subjects had no grand mean RP prior to simple finger
movement because of the balanced ratio of positivity and
negativity over all the trials.
The positive and negative pre-movement slow
potential shift in a single trial, they suggested, may be
attributed to non-event related spontaneous activity. The
significance of the effect of a non-event related slow
potential on the RP was not clear, but they drew
parallels to other slow potential investigations
indicating the higher/lower neuronal activity associated
with negative/positive slow potential shifts (Bauer &
Nirnberger, 1980, 1981; Born et al., 1982; Stamm, 1984;
Bauer, 1984). The rationale for the development of
positive shifts, their significance for negative shifts,
their distribution, and their interaction with the
efficacy of the forthcoming movement are stimulating
questions which need more investigation. This
dissertation was designed to address these questions.

SUMMARY
The

slow negative RP that occurs before voluntary

movements in many areas of the brain is a complex
phenomenon that reflects very complicated processes, such
as neurophysiological preadjustment mechanisms that
promote preparation for a motor act, and that are also
related to mental activity, volitional effort, attention,
motivation, and individual differences.
RP latency has been compared with the reported time
of awareness of any subjective intention to move. Since
onset of the RP begins some fraction of a second before
any reportable intention to act, it has been concluded
that the neuronal activity preceding the performance is
commenced before the conscious initiation of the movement
or the intention to move.
It is well known that the RP has two fundamental
components. The early component of the RP is maximal near
the vertex but shows a wide and symmetrical distribution
from the frontal to the parietal region (even before a
unilateral movement). The late component asymmetrically
increases over the contralateral precentral region and is
represented by a rapid increase in the negative gradient.
It is suggested that the early component of the RP is
generated by the SMA and may have psychological
properties, while the late component is related to
synaptic facilitation in the contralateral MI area in
preparation for the final pyramidal tract volley
generating the movement.
The existence of significant positive shifts in
single trial investigations of the RP in normal subjects

has been suggested. The possible effect of background
spontaneous slow potential shifts on the characteristics
of the RP is a matter of interest. If such an effect is
explored, it is likely that some light will be shed on
the mechanism by which voluntary movements are mediated
by psychological states.
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INTRODUCTION
Freude and Ullsperger (1989) studied single RPs
prior to simple finger movement, and found that selfpaced voluntary movements are not always preceded by slow
negative shifts, but also and to a considerable degree by
slow positive potential shifts. They concluded that the
weighted averaged RP is always negative because the
negative shifts are more frequent and larger. Further,
they noted that some subjects had no grand mean RP prior
to simple finger movement because of the balanced ratio
of positivity and negativity over all the trials.
In a search for the reason for development of the
positive RPs, their significance, and their possible
influence on the forthcoming motor task, this experiment
was designed. In part 1 of this experiment the previous
study of Freude and Ullsperger (1989) was replicated to
confirm the existence of positive RPs. In the second
part, the effect of task demands on these positive shifts
were examined.
Having considered the effect of psychological
manipulation on RP amplitude and latency (McAdam &
Seales, 1969; Lang et al., 1984; Freude et al., 1988,
1989; Keller & Heckhausen, 1990), and the sensitivity of
RP to trial-by-trial variation of psychological state
(McAdam & Rubin, 1971), the hypothesis developed that a
change in the proportion of positive trials could be
responsible for such increased or decreased averaged RP

amplitudes with cognitive task differences. Since in
previous studies there was some emphasis on increasing
averaged RP amplitude due to attention to the movement
(McAdam and Rubin, 1971), here the assumption was that
attention to the movement might decrease the frequency of
positive single waves and thus increase the magnitude of
the averaged RP. Split attention, which can be produced
by assigning a cognitive task to subjects to reduce their
attention to the movement, might cause an increase in
frequency of positive single waves and thus decrease the
amplitude of the averaged RP. Therefore, the purposes of
this experiment were to exactly replicate the previous
study by Freude and Ullsperger (1989), in order to
confirm the existence of positive shifts in single
trials, to test the effect of split attention (employing
a cognitive task initiated by movement) on the averaged
RP as well as on single trial RPs, and to examine these
effects in the complex positive and negative PostMovement Potential, as well as in the Auditory Evoked
Potential (AEP) to tones presented following the
movement.

METHODS
SUBJECTS AND PROCEDURE
The experiment was carried out on 19 healthy righthanded subjects (4 females and 15 males) aged from 29 to
40 years. The data related to three subjects were
rejected because of excessive eye blinks or improper
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timing in making the key press. Therefore, the analysis
was carried out on sixteen subjects. Subjects sat
comfortably in an air-conditioned sound-attenuated
experimental chamber and were told to press a key located
under their right index finger. They were encouraged not
to rush their responses but to be free to make each
movement voluntarily, at least 4 seconds after the
previous one. They were trained to approximate this
minimum interval at the commencement of the experiment
and were asked not to count or calculate the time between
responses. All subjects were instructed on how to
minimize non-cerebral artifacts arising from eye
movements, tongue movements and other muscle activities.
They were instructed to press the key whenever they felt
ready.
The task was performed in two conditions. In part 1
of the experiment, subjects had no task but pressing the
key. In part 2 of the experiment they had an extra task:
560 msec after each key press, they were presented with a
tone via circumaural headphones. There were two sorts of
tones, randomly triggered by the key press. These were of
equal loudness (30 dB SPL) and duration (50 msec), but
differed in pitch (1000 or 1200 Hz). The task was to
discriminate the pitch of the tone. After each trial they
were required to report to the experimenter whether the
pitch of the tone was low or high. Their verbal responses
were received by the experimenter over an intercom system
and their answers were recorded as right or wrong. No
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feedback was given to the subjects. Trials with wrong
answers were omitted in analyzing data from this part in
order to ensure that attention was directed to the tone
occurrence.

Data Collection And Apparatus
Bioelectrical activity was recorded using Contact
Precision Instruments (CPI) High Sensitivity Bioamplifier
EEG Modules. EEG activity was recorded from Cz with
linked ear reference, using a time constant of 5 sec, and
digitized at 100 Hz. The vertical electrooculogram (EOG)
was recorded with right supra and infraorbitial
electrodes. All bioelectrical recording used Ag/AgCl
electrodes with impedance less than 5000 Ohms.
Two linked Apple lie computers were used to run the
experiment and stored data for off-line analysis. One of
the computers was used to generate auditory tones
delivered binaurally through a set of circumaural
headphones worn by the subject.
The data were averaged offline with the key press
serving as the zero time reference of each trial. The
single trial analysis was performed time-locked to the
key press for each epoch starting 1500 msec before and
ending 1000 msec after the event. All trials with less
than 4 sec intervals between key presses or with
substantial eye movements or blinks (EOG>100 pV) were
rejected from the analysis. After subtracting the level
of baseline activity (defined as the mean of the -1500 to

-1400 msec period), the mean EEG amplitude before the
button press was calculated and used to define each RP as
positive or negativeT as illustrated in Figure 5.0.
RESULTS
The average of the activity at Cz over all accepted
trials in the two parts of the experiment are shown in
Figure 5.1. In this Figure the RP, post-movement
potential, and AEP are readily apparent. A typical RP
commencing at about 1300 msec prior to the button press
can be seen in part 1 with an amplitude of approximately
-11 uV. This differs in both latency and amplitude in
part 2 (much later onset and smaller amplitude). The
post-movement potential following the button press is
apparent in both parts and an AEP following tone onset in
part 2 is also apparent. A negative CNV-like shift
between the movement and the tone onset appeared in part
2.
Averaged RP
In the 1500 msec period before the movement, 150
data points had been recorded (100 Hz sampling). To
reduce this to a reasonable number of points for
statistical analysis of the RP, 15 points were formed,
each of them the mean of activity in a 100 msec period.
To analyse the averaged RP data, a two-way repeated
measures ANOVA was carried out over parts of experiment
(1/2) and time points (1-15). Within the time factor
simple trends were examined. No main effect of attention
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Figure 5.1. The average of RP, EOG, Post-Movement
Potential (P2), and AEP epochs in two parts of the
experiment. The button press occurred at time 0 and the
tone onset time was 560 msec after the movement onset
(the vertical line indicates the tone onset). The
baseline period extends 100 msec to the left of the
figure. RP: 1500 msec pre-press to movement onset;
Post-Movement Potential: 100 msec pre-press to 400 msec
post-press; and AEP: 100 msec pre-tone to 400 msec
post-tone. The analysis eliminated the CNV-like negative
shift which occurred between the key-press and the tone
onset by using a separate pre-tone baseline. The decrease
in amplitude of the RP from part 1 to part 2 is quite
obvious. In comparison to part 1, an evoked potential to
the tone is apparent in part 2. The averaged EOG clearly
does not contribute to these effects.

(part) was found. In the average of the two parts of the
experiment, the linear trend over time points approached
significance (F(1,15)=3.7, £=.071).
There was a significant interaction of parts by
linear trend over time (F( 1,15) =5.6, p_<.05), suggesting
that RPs related to the two parts of the experiment had
different developing slopes (the early component in part
1, which had begun about -1300 msec, disappeared in part
2, where the averaged RP began only 500 msec before the
movement).
Table 5.1 shows the total number of trials, the
number of positive, negative and rejected trials, and the
percentage of positive trials for each part of the
experiment.

POSITIVE

NEGATIVE

REJECTED

TOTAL

%POSITIVE

PREVIOUS

222

278

200

700

44

PART 1

138

198

216

552

41

PART 2

181

152

215

548

54

Table 5.1. The frequency of positive, negative, and
rejected trials, and the percentage of accepted trials
which were positive in the two parts of the experiment,
compared with the previous results of Freude and
Ullsperger (1989).

The results for part 1 indicated that 41% of all
accepted trials were positive. The difference between
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this and Freude and Ullsperger's (1989) ratio was not
significant. In the second part of the experiment there
was a significantly higher frequency of positive RPs
(54%) (X2=7.5, p<.05). The investigation of the averaged
RP for each subject indicated the absence of the RP in
some of the subjects (5 out of 16). A similar finding was
noted by Freude and Ullsperger (1989).
Negative and positive shifts
The averages of all negative and all positive trials
are separated and shown in Figure 5.2.
Similar analyses of variance for the average of all
negative shifts and (separately) the average of all
positive shifts were carried out. In the average of all
negative shifts no significant main effect of attention
was found. Over the two parts of the experiment, the
average negative shifts had significant linear and
quadratic trends over time (F( 1,15)=57.8, p_<.001 and
F( 1,15) = 11.5, £<.01 respectively). The interaction of
trends over time with parts of experiment was not
significant. In the average of all positive shifts no
significant main effect of attention was found. The
average positive shift over the two parts of the
experiment had significant linear and quadratic trends
over time points (F(l,15)=33.3, £<.001 and F(l,15)=19.1,
£=.001 respectively). The interaction of trends over time
and parts of experiment approached significance
(F(l,15)=3.4, £=.08), suggesting the overall shape was
somewhat changed by split attention.
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Overall negative/positive shifts (uV)

-40 j

-1.2

-0.9

-0.6
-0.3
0.0
0.3
Time from button press (s)

0.6

0.9

Figure 5.2. The separate averages of all positive
(downward) and all negative (upward) shifts in part 1 (no
task, thick line) and part 2 (task, thin line) of the
experiment, including RP, Post-Movement Potential (PMP),
and AEP epochs. The button press occurred at time 0 and
the tone onset time was 560 msec after the movement onset
(the vertical line indicates the tone onset). The
baseline period extends 100 msec to the left of the
figure. Following the button press there is an apparent
Post-Movement Potential in each curve. In part 2 of the
experiment an apparent evoked potential, in response to
the tone, can be seen.

Post-Movement Potential
A complex positive and negative potential following
the movement was recorded and identified as the postmovement potential (Becker & Kristeva, 1980; Delaunoy et
al., 1978). A new level of baseline activity was defined
as the mean of the -100 to 0 msec period for analysis of
the post-movement potential. For this baseline period and
the following 400 msec, these data points were reduced to
5 points for analysis in the same manner which was done
for RP. A two-way repeated measures ANOVA was carried out
over parts of experiment (1/2) and time points (1-5).
Within the time factor simple trends were again examined.
In the averaged post-movement potential, no main
effect of part 1 versus part 2 was found. In the averaged
data from the two parts, the quadratic and cubic trends
over time approached significance (F(l,15)=3.1, £=.094
and F(1,15)=4.0, £=.062 respectively). However, no
interaction between these response components and parts
of experiment was found, indicating that the form of the
averaged post-movement potential did not differ
significantly between parts of experiment.
In Figure 5.3 the post-movement potentials after
different shifts of the RP are shown for the two parts of
the experiment.

Post movement potential (P2) (pV)

—

No tone

—

Tone

-100
0
100
200
300
400
Time from the button press (ms)

Figure 5.3. Post-Movement Potentials following positive
and negative RPs in part 1 (no task, thick line) and part
2 (task, thin line). The positive component of this
potential (P2), after the negative RP is apparently
larger in both parts of the experiment. A new level of
baseline activity was defined as the mean of the period
from -100 msec to 0.

It can be seen that, in both parts of the
experiment, the positivity of the post-movement potential
(P2) after a negative RP was larger than that following a
positive RP. With the separate responses following the
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positive and negative RPs, a three-way repeated measures
ANOVA was carried out over parts of experiment (1/2),
polarity (+/-), and time points (1-5). A significant
cubic trend over time points was found (F(1,15)=6.1,
£<.05). There was no effect of parts of experiment, but
there was a significant main effect of polarity
(F(l,15)=4.5, £<.05). The effect of polarity was also
apparent in different linear and quadratic trends as a
function of polarity (F(1,15)=6.0, and F(l,15)=4.9, £<.05
respectively).
Auditory Evoked Potential
In part 2 of the experiment a typical N100 in
response to the tone was recorded. A new baseline period
was defined as the mean of the ten recorded points from
460 msec to 560 msec after the movement, the period
immediately before the tone was presented. The same data
reduction and the same statistical analyses as employed
for the post-movement potential were used to examine the
AEP epoch.
In the averaged data, the quadratic and cubic trends
over time were significant (F(1,15)=15.6 and F(l,15)=6.9,
£<.05). That is, in the mean data from the two parts,
there was evidence of a significant ERP. In the analysis
of the averaged data, no main effect of attention was
found, but the interaction between parts of experiment
and time points was apparent in different linear and
quadratic trends (F(l,15)=4.7 and F(l,15)=7.1, £<.05).

That is, a significant difference existed in the ERP to
tone compared to no tone.

15

Evoked Potential (uV)

-100

0

100
200
300
Time from stimulus (ms)

400

Figure 5.4. The average of activity in the AEP epoch
after positive and negative RPs in part 2 of the
experiment (thin line) in comparison to part 1 (thick
line) in which no tone was presented. The evoked
potential in part 2 was slightly larger after the
positive RP. The time of tone onset (560 msec after the
movement) is the zero time and the mean level of activity
in the period 460 msec to 560 msec after the movement was
taken as baseline.

With the ERPs following the positive and negative
RPs, a three-way repeated measures ANOVA was carried out
over parts of experiment (1/2), polarity (+/-), and time
points (1-5). In Figure 5.4 the AEPs after negative and
positive RPs are shown compared with part 1 of the
experiment, where no tone was presented. The three-way
analysis of variance resulted in significant quadratic
and cubic trends over time points (F(1,15)=7.4, £<.05 and
F(l,15)=56.5, £<.001 respectively). As expected, there
were significant interactions of the linear, quadratic,
and cubic trends with parts of the experiment
(F(l,15)=8.2, £<.05, F(l,15)=16.9, £<.001 and
F(l,15)=30.9, £<.001 respectively), indicating the
existence of an N100 only in part 2 following tone
presentation. The interaction of polarity by trend over
time points approached significance (F(1,15)=4.2,
£=.058). Also the interaction of parts of the experiment
by polarity, again indicating the influence of polarity
on the AEP, approached significance (F(1,15)=4.2,
£=.058). Finally, the interaction of parts of experiment
by polarity by linear trend over time points was
significant (F(1,15)=8.1, £<.05). This finding, with the
other findings which are mentioned above, suggests
polarity influences ERP differences between the two parts
of the experiment. Figure 5.4 indicates that this is
largely due to the polarity effect in part 1.
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DISCUSSION
Part 1 of this experiment was a successful
replication of Freude and Ullsperger (1989), confirming
the occurrence of positive RPs in a single trial
analysis. This experiment also failed to find an averaged
Readiness Potential in some of the subjects. This may be
compatible with their suggestion that this absence
appears to result from the balanced amplitude of all
positive and all negative potentials before a simple key
press. The general findings of this experiment are
directly compatible with their results.
In traditional studies of RP, attention is directed
at the movement itself, whereas in the second part of the
present experiment, although subjects made a movement
with their finger, attention was directed primarily at
the consequent discrimination task. The consequence of
this manipulation was that the averaged Readiness
Potential had a different developing slope in the second
part of the experiment. The investigator can conclude
that split attention (involving a cognitive task
following the movement) decreased the amplitude of the
RP. This decrease appears to be due to an increase in the
proportion of positive trials under split attention. This
is one of the new findings of the present experiment.
Inspection of Figure 5.2 suggests that both the
positive and negative shifts, after completion of the
movement, tend to return to the baseline as expected of
slow potentials. The relative dominance of the positive
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component in this period results in the averaged
potential (Figure 5.1) appearing to continue to develop
in the no-task condition. At this stage this discussion
is unable to speculate on the importance of this.
The early part of the averaged RP (starting at -1300
msec), disappeared in part 2. Libet (1982) introduced at
least 2 components in the pre-movement period. These two
components of the RP in his view are related to two
volitional processes in performing a movement. He
suggested that the minimum onset times for the cerebral
activity that precedes a fully endogenous voluntary act
is -550 msec. Deecke (1990), in his careful study,
suggested that the RP has two main components, early and
late. The early component has motivational, intentional
and timing properties. One can suggest that the early
component of RP has an attentional property as well,
because in the second part of this experiment, unlike the
first part, attention was mainly directed to the expected
perceptual/cognitive task and early RP effects were most
obvious. Deecke (1990) also suggested that these two
components of the RP can be differentially recorded at Cz
and the contralateral precentral area because of their
different generators, but as recording here was made only
from the vertex this suggestion could not be examined.
The possibility that the topography of the RP might vary
with changes in the task, or consequences of the
movement, has been considered by Schreiber et al. (1983)
and Lang et al. (1984). However, Goldberg (1985) has
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proposed that the Supplementary Motor Area is mainly
involved in preparation for movements using internal
memory-based models of the expected movement. Thus,
changes of RP with task complexity should be localized in
mesial fronto-central recordings. Results of some other
studies, such as Benecke et al. (1985) and Lang et al.
(1989), support this localized change of RP with task
complexity. Further, it has been suggested that
motivational and intentional effects cause localized
changes in mesial fronto-central cortex rather than a
global change of cortical activity (Kornhuber, 1980;
Kornhuber et al., 1989; Keller & Heckhausen, 1990). Since
recording was accomplished only from Cz, the widespread
versus localized nature of the change in RP could not be
examined in this experiment and needs further
investigation.
The data suggested that the mean positive shift in
part 2 was increased by split attention in comparison to
part 1, but this effect failed to reach significance.
This suggestion of an attentional effect on amplitude of
the positive RP as well as the significant effect on
frequency is of interest and needs further investigation.
Freude et al. (1989) found a significantly higher
amplitude for the averaged RP when the subjects'
arithmetic task was to be done under higher mental load.
Considering this point, the present results suggest that
an increase in central nervous activation in preparation
for the solution of such tasks does not always lead to an

increase of RP amplitude, but sometimes to a decrease in
RP amplitude. More specifically, this increase or
decrease appears to be dependent on the degree of
difficulty of the task. In a situation where the task is
not too hard, with a constant degree of difficulty, the
experimental session is not long or boring, and when the
task is presented shortly after movement, one may expect
a decrease in RP amplitude as obtained here.
A complex positive and negative post-movement
potential (Becker & Kristeva, 1980) was recorded after
the button press. This potential is thought to have
psychological properties (Hink, Deecke & Kornhuber,
1982). A higher amplitude of post-movement potential has
been found with a higher force deployment (Becker &
Kristeva, 1980). Regarding previous studies one can
readily conclude that since the post-movement potential
represents kinesthetic feedback from the periphery, a
stronger force deployment causes a stronger feedback and
results in greater amplitude of the post-movement
potential. But in the first part of this experiment,
relative to the second part, a larger post-movement
potential was recorded without a greater force
deployment. The simplest explanation for this finding is
that a larger RP indicates a greater degree of
preparation for movement and will predict a larger postmovement potential. In this experiment the relative
largeness of the post-movement potential was shown to be
a function of the different polarity of the preceding RP.
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One can thus assume that the post-movement potential may
also indirectly reflect attentional properties and can be
influenced by split attention.
Regarding this RP/post-movement potential nexus, an
interesting question deserves to be asked. Does the
magnitude and polarity of the single-trial RP influence
the efficiency or quality of the following movement as
well as the post-movement potential? Since 1965, when
Kornhuber and Deecke first described this slow negative
potential preceding voluntary movements, the belief has
become common that the RP reflects cortical processes
associated with preparatory mechanisms for the movement.
The relation of RP to handedness (Deecke et al., 1978),
its contralateral preponderance (Deecke, 1984), and its
relation to the magnitude of the force exerted (Becker &
Kristeva, 1980), have confirmed that the RP reflects
motoric changes in the central nervous system in
preparation for a voluntary movement. Quite obviously,
the use of a simple key press as employed in the present
experiment cannot answer this question. If the
investigator is able to design a experiment using a
skilful and purposive movement, the efficiency of
movement following different polarity RPs with different
magnitudes will be the subject of future studies in this
laboratory.
Quite clearly a single trial Readiness Potential is
not simply an event related evoked potential, but
consists of an evoked potential and on-going EEG which
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can have spontaneous slow positive or negative shifts.
The effect of spontaneous EEG on polarity of the single
trial RP has not been clarified. The results of several
investigations have indicated correlations between
polarity of the on-going slow shift and efficiency of
performance (Bauer & Nirnberger, 1981; Born, Whipple &
Stamm, 1982; Guttman, 1986; Stamm, 1984). The results of
these studies show better information processing and
better performance after a negative spontaneous EEG
shift. The influence of such negativity on visual
information processing and paired associate learning has
been documented by Bauer and Nirnberger (1980, 1981).
They found a considerable learning improvement with
negative potential shifts of the cerebral cortex in their
first study, and a significantly faster learning of
visual stimuli preceded by negative potential shifts in
their second study. Freude et al. (1989) also presented
evidence that visual perception is related to the
preceding RP. Although not significant, the AEP in this
experiment was larger after positive RPs than after
negative RPs. This paradigm, which was implemented for
the first time here, and the investigation of auditory
perception in the context of different polarity RPs,
needs further investigation. These results suggest that
different polarities of RP, caused by non-event-related
spontaneous activity, can influence the amplitude of the
following post-movement potential. The probable influence
of different polarities of RPs on following non-movement

related potentials also is a matter for investigation.
Such an effect is suggested by the observation that the
difference between activity in the AEP epochs in part 1
of the experiment, compared with part 2, was affected by
the polarity of the preceding RP.
Future attempts to explore this idea, that RP could
be employed in evaluation of CNS activation in
preparation for a cognitive task, will include the
relations between RP polarity, magnitude, and latency
with correct versus incorrect execution of a
cognitive/perceptual skill. It is readily apparent that
single trial analysis of the polarity of RPs promises to
provide useful new information to aid understanding of
the processes involved in the area of skilled
performance.

SUMMARY
In a single trial investigation of Readiness
Potential (RP) it was confirmed that positive potentials
occurred on some trials (Freude & Ullsperger, 1989). The
present experiment investigated the effect of split
attention on the occurrence of RPs of different
polarities as well as comparing the Post-Movement
Potential and Auditory Evoked Potential after RPs of
different polarities. In part 1 of the experiment,
subjects (N=16) pressed a key in a self-paced manner,
concentrating on the movement. In part 2 they were asked
to discriminate between two randomly-ordered tones,
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triggered by the key press (with a delay of 560 msec),
and to announce the result to the experimenter verbally.
The results of part 1 matched previous findings, in that
on 41% of all trials, RP was positive. In part 2 there
was a significant increase in the relative frequency of
positive RPs to 54%. This resulted in the magnitude of
the averaged RP decreasing from part 1 to part 2. The
early component of the averaged RP, which had begun about
1300 msec before the movement in part 1 of the
experiment, disappeared in part 2, where the averaged RP
began only 500 msec before the movement. The PostMovement Potential was significantly larger when the
preceding RP was negative. In part 2 of the experiment an
N100 in response to the tone was found; this was larger
after positive RPs, but the difference was not
significant. The implications of these novel findings for
interpretation of the averaged RP in relation to
preceding slow potential shift and split attention were
discussed.

C H A P T E R

1 3 I E E E R E N C E S

I N

THE:

POTENTIAL WITH CORRECT ANT>
INCORRECT PERFORMANCE OE A
COGNI T IVE/ PERCEPTUAL TAS IC

(EXPERIMENT 2)

CONTENTS:

Introduction
Methods
Results
Discussion
Summary

6

R E A D I N E S S

INTRODUCTION
The pioneering study of Freude and Ullsperger (1989)
was replicated in Experiment 1, confirming the existence
of some positive shifts before the movement. The results
of this Experiment also provided some evidence for the
influence of the consequence of the movement on the
occurrence of positive trials. That is, split attention
from the movement (caused by a brief cognitive task)
increased the frequency of positive trials and thus
decreased the magnitude of the averaged RP. Since a
simple key press was employed, that experiment could not
answer the question of whether or not the magnitude and
polarity shift of the RP influences the efficiency of a
following skilful and/or purposive movement.
Because the RP reflects cortical processes
associated with preparatory mechanisms for the voluntary
movement, and reflects motoric changes in the CNS
(Vaughan et al., 1968; Deecke et al., 1976; Kutas &
Donchin, 1977; Kutas & Donchin, 1980; Libet et al., 1982;
1983; Deecke, 1990), the previous findings of
psychological components in the RP suggest that greater
amplitude of the averaged RP would be associated with
better performance in a perceptual/cognitive skill
terminated by a key press. One might also expect that a
less negative or more positive shift in the RP would be
associated with poorer performance in such a task.
Consequently, the purposes of this Experiment were
to investigate the possible effects of different

magnitudes or polarity shifts of the RP on
perceptual/cognitive efficiency in the context of
voluntary movement, and to examine these effects in the
post-movement potentials, as well as in the Auditory
Evoked Potential (AEP) to tones presented following the
movement in order to provide feedback regarding accuracy
of the performance.

METHODS
SUBJECTS AND PROCEDURE
The Experiment was carried out on 19 healthy
volunteer subjects (10 females and 9 males) aged from 20
to 33 years. They sat comfortably in a sound-attenuated
experimental chamber at an approximate distance of 90 cm
from a 19 x 24 cm computer screen. A fixation point was
located at the middle of the screen which disappeared
when the trial began. At the beginning of each trial, a
dot ("target") at the left side and a short horizontal
line ("gun") at the right side appeared on the monitor in
front of the subjects. The display was terminated by a
button press or the completion of a 5 sec period. During
this period the subject had to decide if the "gun" and
"target" were in the same horizontal line. If they were,
the subject pressed a key which was located under his/her
right index finger. If they were not in the same line,
subjects waited for the next stimulus screen, which came
randomly 4-7 sec after the disappearance of the previous
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screen. A schematic illustration of the screen is shown
in Figure 6.1.

Fixation point

6
i
i

II

11

•

JL
V

JL

v

"target"

gun

Figure 6.1. The display screen of the computer game. The
dot in the middle of the screen is the fixation point,
which disappeared as the trial began. The dot at the left
and the line at the right are the experimental "target"
and "gun". They appeared randomly either in the same
horizontal line or variably displaced vertically. The
arrows indicate the range of movements of the "target"
and "gun" over trials.

Regardless of whether or not the key was pressed,
auditory performance feedback was provided with a delay
of 400 msec after the display terminated. This consisted
of one of two tones (800 or 1200 Hz) delivered via
circumaural headphones with a duration of 50 msec and

intensity of 50 dB SPL. The tone used to signal "Correct"
was counterbalanced between subjects. The stimulus
software varied task difficulty by increasing or
decreasing the possible range of the vertical separation
of the dot and the horizontal line within each set of 12
trials, and the allowable margin of error (corresponding
to the notion of target size) depending on the
performance in the previous set. This was done to obtain
a success rate of approximately 60% for each subject.
Subjects were paid A$15 to take part in this Experiment,
and a bonus of A$5 was promised and paid if the
performance level exceeded 70%.

DATA COLLECTION AND APPARATUS
Bioelectrical activity was recorded using Contact
Precision Instruments (CPI) High Sensitivity Bioamplifier
EEG Modules. The EEG was recorded at 100 Hz from Cz with
linked ear reference, using a time constant of 10 sec.
The vertical electrooculogram (EOG) was recorded with
right supra and infraorbital electrodes. Bioelectrical
recording used Ag/AgCl electrodes with impedance less
than 5000 Ohms.
Two linked Apple lie computers were used to run the
Experiment. One of the computers was used to generate the
visual stimuli and auditory feedback tones, and the other
stored data for off-line analysis.
The data were averaged offline with the key press or
display end (when there was no key press) serving as the

"event" or zero time reference. A single trial analysis
was performed time-locked to the key press or trial end
for each epoch starting 1500 msec before and ending 1000
msec after the event. All trials with less than 3 sec
intervals between key presses or with substantial eye
movement or blinks (EOG>100 pV) were rejected from the
analysis. After subtracting the level of baseline
activity (defined as the mean of the -1500 to -1400 msec
period), the mean EEG amplitude before the button press
or trial end was calculated and used to define each RP as
positive or negative.

RESULTS
The data related to 3 subjects (2 females and 1
male) were rejected because of excessive eye movement or
improper timing; therefore the analysis was carried out
on the data related to sixteen subjects. The overall
potentials related to correct and incorrect performance
are shown in Figure 6.2. The dashed line indicates the
mean EOG activity over these epochs.

Pre-event and post-event potential (yV)
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Figure 6.2. The average pre-event, post-event, and evoked
potential associated with correct (thick line) and
incorrect performance (thin line) are shown. Larger preevent negativity is associated with correct performance.
The zero time indicates the time of movement or display
end. The vertical line indicates the time of tone onset.
The potential after movement and the N100 response to the
feedback tone are also apparent. P300 is appreciably
larger following feedback of incorrect performance. The
averaged EOG is also shown, and clearly did not
contribute to these effects.

PRE-EVENT POTENTIALS
In the 1500 msec period before the event, 150 data
points had been recorded (100 Hz sampling). To reduce
this to a reasonable number of points for statistical
analysis, 15 points were formed, each of them the mean of
activity in a 100 msec period. To analyse the averaged
pre-event potentials for all conditions of the
Experiment, a 3-way repeated measures ANOVA was carried
out over press/no-press, correct/incorrect, and time
points (1-15). Simple trends were examined over time
points. Separate analyses were carried out on the
averaged potentials and those derived for the positive
and negative pre-event activity means.
Averaged potentials: The grand mean of all activity
before the event is shown in Figure 6.3A. After some
early positivity, a negative shift develops from about
500 msec prior to the event and reaches its maximum about
150 msec after the event. This averaged potential cannot
be identified as the RP, because in half the conditions,
subjects did not respond with a key press (they simply
waited for the next stimulus). Since there was not always
a movement involved, the name "pre-event potential" is
preferred. A significant quadratic trend over the time
points prior to the event was found, F(1,15)=12.82,
p<.005. This trend differed between press/no-press,
F( 1,15) = 12.26, p<.005. As Figure 6.3B indicates, a slow
negative shift commenced at about 550 msec before the
event when subjects pressed the key,

Pre-event Potential (uV)

Figure 6.3. The average
pre-event potential.
Time zero indicates
the event. The baseline
period extends 100 msec
to the left of each
figure. A: Overall
potential. B: Potentials
for press and no-press.
C: Potentials for
correct versus incorrect.
0: Interaction of
Press/no-press with
correct/incorrect.
The letters p, n, c, and
i indicate press,
no-press, correct, and
incorrect. The tick marks
on vertical scales are at
5 pV.

whereas no such shift occurred in the absence of a key
press. This negative shift is thus identifiable as the
RP.
The linear trend over time points before the event
differed significantly between correct/incorrect
responses, F(1,15)=12.63, £<.005. Inspection of Figure
6.3C suggests that this trend difference resulted in the
mean of all activity related to correct responses being
more negative than that related to incorrect responses, a
difference which was statistically significant,
F( 1,15)=6.67, £<.05.
The three-way interaction of linear trend over time
points with correct/incorrect and press/no-press was
significant, F(1,15)=18.72, £<0.001. Inspection of Figure
6.3D suggests that the difference between cortical
activity associated with correct versus incorrect
performance was found only when subjects pressed the key.
When subjects did not press, there was little difference
in the potential shift observed for correct and incorrect
responses.

Negative and Positive shifts: Table 6.1 shows the total
number of trials, the number of accepted positive and
negative trials, the number of rejected trials, and the
percentage of accepted positive trials, for each of the
four situations of the Experiment.

CORRECT
PRESS

INCORRECT

NO-PRESS

PRESS

NO-PRESS

1575

1560

1102

946

REJECTED

999

918

780

624

ACCEPTED

576

542

322

322

NEGATIVE

326

246

134

163

POSITIVE

250

296

188

159

% POSITIVE

43.4

54.6

58.4

49.7

TOTAL

TABLE 6.1. Frequency of positive and negative trials in
this Experiment associated with both press and no-press
responses, as a function of correct and incorrect
performance.
The occurrence of positive trials was examined in a
two-way repeated measures ANOVA examining effects of
press/no-press and correct/incorrect. No significant
difference was found between the occurrence of positive
trials associated with press (mean 50.9%) versus no-press
(mean 52.1%), but the percentages differed significantly
between correct (mean 49.0%) and incorrect performance
(mean 54.5%), F(1,15)=7.88, £<0.05.
Figure 6.4 shows the overall mean negative shifts of
the pre-event potential. An analysis of variance, similar
to that described above, was carried out over the time
points from the average of all negative shifts (and
described separately below, the average of all positive
shifts).
In the average over all data points for the negative
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Figure 6.4. The negative
shift of the pre-event
potential. Time zero
indicates the event.
The baseline extends 100
msec to the left of the
figure. A: overall
negative shift.
B: Negative shifts for
press/no-press.
C: negative shifts for
correct and incorrect.
D: Interaction of
press/no-press with
correct/incorrect. The
letters p, n, c, and i
indicate press, no-press,
correct, and incorrect.
The tick marks on
vertical scale are at
5 pV.
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shifts, significant linear, quadratic, and cubic trends
over the time points were found, F(1,15)=56.70, £<.001;
F(l,15)=42.40, £<.001; F(1,15)=8.11, £<.05, respectively.
After some early negativity, which develops up to 1 sec
before the event, little further potential shift was
apparent until about 600 msec before the event, when
another pre-event negativity with about 4 pV amplitude
developed and sustained its negativity up to the time of
the event. Figure 6.4, B and C, shows separately the
negative shift of the pre-event potential preceding
press/no-press and correct/incorrect. The difference
between linear and quadratic trends in press/no-press
conditions approached significance, F(1,15)=3.65, £=0.075
and F(1,15)=4.30, £=0.056 respectively, and contributed
to the significantly larger mean over these data points
associated with the key press (F(1,15)=5.12, £<0.05). No
trend differences were found between the correct versus
incorrect responses. No interaction of press/no-press
with correct/incorrect was found (Figure 6.4D).
In the average of all positive shifts, significant
linear and quadratic trends over the time points were
found, F(l,15)=62.20, £<.001 and F(1,15)=52.43, £<.001
respectively. Figure 6.5A indicates that an early
positivity of about 13 pV, which develops up to 200 msec
before the event, preceded a slight negative pre-event
potential of about 2 pV. As is apparent in Figure 6.5B,
the quadratic trend over these points differed between
press/no-press (F(1,15)=24.64, £<.001).
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Figure 6.5. The positive
shift of the pre-event
potential. Time zero
indicates the event. The
baseline extends 100
msec to the left of the
figure. A: Overall
positive shift.
B: Positive shifts for
press and no-press.
C: Positive shifts for
correct and incorrect.
D: Interaction of
press/no-press with
correct/incorrect. The
letters p, n, c, and i
indicate press, no-press,
correct, and incorrect.
The tick marks on
vertical scales are at
5 pV.
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The difference between the linear trend over time points
for correct/incorrect responses (Figure 6.5C) approached
significance <F(1,15)=3.61, £=0.077), and contributed to
a larger positivity over the mean data points
associated with incorrect responses (F(1,15)=4.38,
£=0.054). The three-way interaction of linear trend over
time points with press/no-press and correct/incorrect was
significant, F(1,15)=5.73, £<0.05. This is due to the
difference between correct/incorrect being larger when
the key was pressed. This effect is shown in Figure 6.5D.
POST-EVENT POTENTIALS
To reduce the 50 data points recorded in the period
of the post-event potentials to a reasonable number for
statistical analysis, 5 points were formed, each of them
the mean of activity in a 100 msec period. In the
averaged post-event potential for various conditions of
the Experiment a three-way repeated measures ANOVA was
carried out over press/no-press, correct/incorrect, and
time points (1-5). Simple trends were examined over time
points.
Averaged potentials: The grand mean of all activity in
the post-event potential window is shown in Figure 6.6A.
The potentials have been zeroed with respect to a
baseline defined as the mean of activity in the 100 msec
period before the event.
After a sustained negativity which lasts about 180
msec following the event, a sharp positive shift with an

Figure 6.6. The average
post-event potential.
Time zero indicates the
event. The potential
has been zeroed with
respect to a baseline
defined as the mean of
activity in the 100
msec period before the
event. A: Overall
potential. B: Potentials
for press and no-press.
C: Potentials for
correct and incorrect.
D. Interaction of
press/no-press with
correct/incorrect. The
letters p, n, c, and i
indicate press,
no-press, correct and
incorrect. The tick
marks on the vertical
scales are at 5 uV
intervals.

amplitude of approximately 6.5 pV develops and lasts up
to about 370 msec after the event. Significant linear and
quadratic trends over the time points in the period of
the post-event potential for the overall response were
found, F(l,15)=10.68, £<0.005, and F(1,15)=4.60, £<0.05,
respectively (Figure 6.6A). The cubic trend over the time
points differed between press/no-press responses (Figure
6.6B), F(1,15)=6.62, £<.05. This indicates that the
potential following the event (when no press in involved)
and the potential following the movement (P2) differed in
their developing trends. That is, the potential following
press was of a larger positivity. No significant
difference was found between correct/incorrect responses
(Figure 6.6C). No interaction was found between
correct/incorrect and press/no-press. This suggests that,
unlike the pre-event potential, the difference between
post-event cortical activity associated with correct
versus incorrect performance was independent of press or
no-press (Figure 6.6D).

Potentials Following Negative and Positive Shifts: Figure
6.7A shows the overall post-event potential associated
with the average negative shift in the pre-event
potential. In the average of all potentials following
negative pre-event potentials, a significant linear trend
over time points was found (F(1,15)=5.25, £<0.05), and
the quadratic trend approached significance
(F(l,15)=4.41, £=.054). Overall a small negative wave

Poat-event Potentials (uV)

Figure 6.7. The post
-event potentials
following negative
shift of the pre-event
potential. Time zero
indicates the event.
The potential has been
zeroed with respect to
a baseline defined as
the mean of activity
in the 100 msec period
before the event.
A: Overall potential
following negative
shift. B: Potentials
for press and no-press.
C: Potentials for
correct and incorrect.
D. Interaction of
press/no-press with
correct/incorrect. The
letters p, n, c, and i
indicate press,
no-press, correct and
incorrect. The tick
marks on the vertical
scales
are at 5 pV
intervals.
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preceded the sharp positive post-event potential which
developed at 200 msec after the event and reached its
maximum at 370 msec after the event. The difference in
cubic trend between press/no-press was significant
(F(l,15)=4.46, £=<0.05), suggesting that the P2 was of
larger positivity than the post-event potential (Figure
6.7B). There was no significant trend difference over
data points for correct/incorrect responses (Figure
6.7C). No interaction of press/no-press with
correct/incorrect was found (Figure 6.7D).
In the average of all potentials following positive
shifts, a linear trend over the time points was found,
F(1,15)=9.02, £<.05. As Figure 6.8A shows, a sharp
positive post-event potential commenced at about 200 msec
after the event and was preceded by an early negativity.
The difference in quadratic trend over data points
between press and no-press (F(1,15)=4.30, £<.05, Figure
6.8B) was due to the higher amplitude following press. No
difference was found between correct and incorrect
performance (Figure 6.8C). That is, post-event potential
associated with correct and incorrect performance did not
differ in their developing shifts. No interaction was
found between press/no-press, correct/incorrect, and time
points (Figure 6.8D).

A.

Figure 6.8. The postevent potential
following positive
shifts of the pre-event
potential. Time zero
indicates the event.
The potential has been
zeroed with respect to
a baseline defined as
the mean of activity in
the 100 msec period
before the event.
A: Overall potential
following positive
shift. B: Potentials
for press and no-press.
C: Potentials for
correct and incorrect.
D. Interaction of
press/no-press with
correct/incorrect. The
letters p, n, c, and i
indicate press,
no-press, correct and
incorrect. The tick
marks on the vertical
scales
are at 5 pV
intervals.
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AUDITORY EVOKED POTENTIAL
The onset of the performance feedback tone, which
was delivered 400 msec after the movement or the end of
the display, served as the "event" or zero time reference
for analyzing the AEP. In the period of the AEP, 50 data
points were recorded. As was done for the post-movement
potential, they were reduced to 5 points, each the mean
of activity in a 100 msec period.
Averaged Potential: In the averaged AEP for all
conditions of the Experiment, a three-way repeated
measures ANOVA was carried out over press/no-press,
correct/incorrect, and time points (1-5). Simple trends
were examined over time points. For the overall response,
linear, quadratic, and cubic trends, confirming the
significance of response occurrence, were found,
F(l,15)=74.34, F(l,15)=164.26, F(1,15)=20.97, all
£<0.001, respectively. Figure 6.9A shows the overall AEP
with clear N100 and P300 components. Linear and quadratic
trends over the time points differed in the press/nopress responses, F( 1,15) = 15.72, £<.001 and F(1,15)=4.43,
£<.05 respectively, as shown in Figure 6.9B. Following a
key press there was a reduced N100 and enhanced P300.
These contributed to a smaller negativity over the data
points associated with press (F(1,15)=18.53, £<.001).
The quadratic and cubic trends over time points
differed between correct/incorrect responses (Figure
6.9C) (F(l,15)=13.41, £<.005 and F(1,15)=19.95, £<0.001
respectively), indicating a difference in developing

trends of the late component in the AEP after correct
versus incorrect performance. The significant two-way
interactions of quadratic and cubic trend over time
points with press/no-press and correct/incorrect
(F(l,15)=6.12 and F(1,15)=8.64, £<.05, respectively),
indicated some difference between these trends for
correct and incorrect performance as a function of key
press. Figure 6.9D shows these differences.

Auditory Evoked Potential (uV)

Figure 6.9. The average
AEP. The potential has
been zeroed with
respect to a baseline
defined as the mean of
activity in 100 msec
before the tone onset
(indicated by zero).
A: Overall potentials.
B: Potentials for press
and no-press.
C: Potentials for
correct and incorrect.
D: Interaction of
press/no-press with
correct/incorrect. The
letters p, n, c, and i
indicate press,
no-press, correct and
incorrect. The tick
marks on the vertical
scales are at 5 pV
intervals.
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Potentials following Negative and Positive shifts: Figure
6.10A shows the overall AEP following a negative shift in
the pre-event period. Significant linear, quadratic, and
cubic trends were found, F(1,15)=45.29, F(1,15)=92.63,
F(l,15)=15.45, all £<0.001, respectively. As shown in
Figure 6.10B, the linear and quadratic trends over time
points differed between press/no-press, F(1,15)=19.80,
£<.001 and F(1,15)=6.30, £<.05 respectively. The key
press resulted in a smaller N100 and larger late positive
components. These contributed to a smaller negativity
over data points associated with press, F( 1,15)=22.67,
£<.001. Quadratic and cubic trends over the time points
differed between correct/incorrect responses,
F(l,15)=5.59, £<.05 and F( 1,15)=22.11, £<0.001,
respectively. Figure 6.IOC indicates that the AEP after
correct and incorrect performance had different P300
components. No further interactions were found (Figure
6.10D).
For the overall response after the positive shifts
(Figure 6.11A), significant linear, quadratic, and cubic
trends were found, F(1,15)=68.84, F(1,15)=143.67,
F(1,15)=25.98, all £<0.001, respectively. The linear
trend over the time points differed between the press/nopress responses (F(1,15)=6.89, £<0.05). This reflected a
larger N100 and smaller P300 (late) component in the
response associated with the no-press condition,
F(1,15)=7.85, £<.05, as may be seen in Figure 6.11B. The
quadratic and cubic trends over time points differed

1

Auditory Evoked Potential (uV)

Figure 6.10. The AEP
following a negative
shift. The potential
has been zeroed with
respect to a baseline
defined as the mean
of activity in 100
msec before the tone
onset (indicated by
zero). A: Overall
potentials.
B: Potentials for
press and no-press.
C: Potentials for
correct and incorrect.
D: Interaction of
press/no-press with
correct/incorrect. The
letters p, n, c, and i
indicate press,
no-press, correct and
incorrect. The tick
marks on the vertical
scales are at 5 pV
intervals.
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Auditory Evoked Potential (uV)

Figure 6.11. The AEP
following a positive
shift. The potential
has been zeroed with
respect to a baseline
defined as the mean
of activity in 100
msec before the tone
onset (indicated by
zero). A: Overall
potentials.
B: Potentials for
press and no-press.
C: Potentials for
correct and incorrect.
D: Interaction of
press/no-press with
correct/incorrect.
The letters p, n, c,
and i indicate press,
no-press, correct and
incorrect. The tick
marks on the vertical
scales are at 5 pV
intervals.
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between correct/incorrect responses (F(1,15)=ll.83,
£<0.01), indicating enhanced late AEP components after
feedback indicating incorrect performance (Figure 6.11C.
A significant two-way interaction was found for press/nopress with correct/incorrect and cubic trend over time
points (F(1,15)=4.59, £<0.05). This interaction indicates
that in the case of positive pre-event shifts, the
difference between AEPs after correct and incorrect
performance is related to whether or not the key was
pressed (Figure 6.11D).

DISCUSSION
It was shown that the frequency of positive shifts
increased from 49.0% for correct performance to 54.5%
prior to incorrect performance, and from 43.4% before a
correct press to 58.4% before an incorrect press. This
increase in the frequency of positive shifts before the
movement reduced the amplitude of the average RP, as it
was found that the RP related to incorrect press was
significantly smaller than the RP related to correct
press. In addition to the increase in the frequency of
positive trials, there was also an increase in the
amplitude of these trials which influenced the magnitude
of the averaged RP. That is, larger negative RPs were
associated with better perception of the visual stimuli
and consequent information processing, and smaller RPs
were associated with poorer performance. Although they
did not report a positive RP, some aspects of these

findings are compatible with the results of McAdam and
Rubin (1971), who found that larger RPs were associated
with correct or certain perception of visual stimuli and
smaller RPs were associated with incorrect or uncertain
perception.
One of the interesting findings of this Experiment
was the differential association of RPs of opposite
shifts with the effects of press/no-press and
correct/incorrect. As is shown in Figure 6.4B, a major
difference was found between negatively shifted RPs
related to press/no-press, while no significant
difference was found when the positive shifts are
considered (Figure 6.5B). On the other hand, in
positively shifted RPs, the major difference related to
correct versus incorrect performance approached
significance, while no difference was found in the
negative shifts. This change in the characteristics of
positive trials due to correct/incorrect performance,
with the change in the frequency and amplitude of such
shifts, leads the investigator to suggest that the
positive shift of the pre-event potential tends to
reflect some psychological state like attention, while
the negative shift mostly reflects actual preparation for
the movement.
Similarly to Experiment 1, a positive post-movement
potential (Vaughan et al., 1968; Deecke et al., 1976,
1977; Becker & Kristeva, 1980; Shibasaki et al., 1980;
Ivanova & Ulnova, 1984), which is believed to indicate

the termination of a voluntary movement (Ivanova &
Ulanovo, 1984) was observed. This potential is also
called the post-trigger potential (Deecke et al., 1984).
The overall findings related to the post-event potential
indicate that the positivity of this potential differs in
press/no-press. This positivity was larger following
press. These effects are clearer in the analysis of the
potentials following positive shifts. The differential
association of the post-event potential with the effect
of press/no-press suggests that although similar
potentials following the event can be recorded in both
conditions (press/no-press), the potential following
press is more positive than the potential following nopress. This may be due to the existence of a larger
negativity preceding the movement, which in turn is
resolved in a larger P2.
Significant linear, quadratic, and cubic trends over
the time points were recorded in the period of the AEP,
indicating an N100/P300 complex in response to the tone.
The average of this AEP was significantly larger after
the no-press condition. The average AEPs after no-press
following negative and positive DC shifts also were both
larger than in the press condition. This indicates that
the requirements for the movement interfered with the AEP
and decreased its amplitude.
Although positive shifts were sometimes found before
the movements, they were not sustained until the time of
the movement initiation. As is readily apparent in Figure

6.5A, B, C and D, such a positive shift lasted up to 500
msec before the event and then a negative slow potential
shift began developing. The significant quadratic trend
in the averaged positive shifts for all responses and the
significant interaction of press/no-press with quadratic
trend over time points in the context of the positive
shifts demonstrate the reliability of this finding. These
results suggest that even with a positive shift in the
pre-event potential, the negative RP exists immediately
prior to movement. To explore the evidence for the
existence of a negative RP in any condition, the average
of all trials associated with press were divided into two
categories: Those which were preceded by negative
potential shifts and those which were preceded by
positive potential shifts. Inspection of those trials
preceded by negative potential shifts indicated a
negative RP which developed at about -600 msec and
reached an amplitude of about 6 pV. The same process was
performed for the average of all positive shifts. Similar
negative RPs were apparent in both conditions, as shown
in Figure 6.12. The existence of this negative RP in the
context of different preceding DC potential shifts is a
matter of considerable interest. The next Experiment was
designed to explore this idea.
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Figure 6.12. The absolute RPs associated with separated
negative and positive pre-event potentials. The Figure
shows the potentials zeroed in regard to arbitrary
baselines to emphasize similarities in the late slopes.

Figure 6.2 shows the overall responses related to
correct and incorrect performance. This Figure indicates
that greater negativity is associated with correct
performance. This effect of RP negativity is compatible
with the effect of a negative DC potential shift in
cognitive performance (Bauer & Nirnberger, 1981). As it

is not averaged, a single trial RP simply may not be an
event related potential, but rather, consist of an evoked
potential plus the background DC potential which can have
a spontaneous positive or negative shift. That is, a
single trial RP has at least some of the characteristics
and attributes of the concurrent spontaneous positive or
negative DC shift. It is now well documented that
opposite DC polarity shifts are associated with
higher/lower neuronal activity which facilitates/inhibits
information processing (Fuster & Alexander, 1971; Stamn &
Rosen, 1972; Bauer and Nirnberger, 1980, 1981; Guttman,
1986). These compatible effects lead the investigator to
hypothesize that the main reason for negativity or
positivity of the single trial RP is the magnitude of the
background DC shift, which in turn affects the
characteristics of the forthcoming RP and its relation to
the efficiency of mental tasks. This hypothesis needs
further investigation.
In a large number of movement related potential
studies, a brief negative potential can be seen extending
for some fraction of a second after the movement (Deecke
et al., 1976; Shibasaki et al., 1980; Chiarenza et al.,
1990; Singh et al., 1990). The observation of an
extension of negativity after the movement is well-known
among RP investigators. This negativity has been called
N10 (Shibasaki et al., 1980), Nl (Hink et al., 1983,
Deecke et al., 1984) or motor cortex potential
(Papakostopoulos, 1978). In Experiment 1 a positive shift

immediately after the movement was obvious, when the task
was a purposeless key press. Deecke et al. (1984)
suggested that: "in certain kinds of movements (like
aiming movements), relaxation of related cortical area
does not occur immediately after movement, since further
cerebral monitoring for their adjustment is required, and
hence, relaxation occurs after the target is reached" (p.
399). Although the aiming task in this Experiment did not
take a considerable amount of time for cerebral
monitoring, this paradigm could be expected to generate
the large Nl, lasting up to 200 msec after the movement,
observed here.
Various components of the post-movement potential
have been labelled differently and assumed to be related
to various phenomena. For example, the sharp positive
wave after movement has been called the "Late Positive
Component" by Hink et al. (1983), whereas a similar
component has been called the "P2 component" by Kutas and
Donchin (1977, 1980). This positivity is also termed the
"Relaxation Potential or RXP" by Deecke (1984) and Deecke
et al. (1984). Such different names for the positive wave
after the movement all refer to a concept which indicates
relaxation from the task. Another finding in this
Experiment is the recording of such a positive potential
in the no-press condition, which was smaller in amplitude
(in the average) than the potential recorded after the
key press. This result suggests that the RXP can be
recorded after completion of a no-movement task as well

as after the movement task. In the present Experiment
relaxation following a decision of "not to move", which
is due to cognitive skilfulness and correct decision
making, could be considered to generate the RXP.
Also, in the analysis of the post-event potential
following a positive shift of the pre-event potential, it
was noted that the mean following correct responses was
more negative than the mean following incorrect
responses. Since no interaction was found, unlike with
the RP, this difference is not due to press or no-press,
but seems to be due to the amplitude of the preceding RP.
Larger post-movement potentials have been noted in
Experiment 1 to follow a larger RP due to both
psychological manipulation and higher force deployment
(Becker & Kristeva, 1980). Therefore it is suggested here
that no matter whether the cause is physical or
psychological, a larger RP will predict a larger postmovement potential.
A traditional N100/P300 complex in response to the
tone was recorded. This AEP was significantly larger
after the no-press condition and this was true following
both negative and positive shifts of the pre-event
potential (Figure 6.9B, 6.10B and 6.11B). The simplest
explanation for this phenomenon is that the auditory N100
amplitude after no-press is a consequence of the larger
positivity of the preceding pre-movement potential, which
is resolved in the form of a larger negativity of the
AEP. The effect of polarity of a DC shift on the

magnitude of evoked potentials has been documented by
Bauer and Nirnberger (1981), who separated trials on the
basis of whether they were introduced by negative or
positive spontaneous cortical DC shifts. Inspection of
their Figure 6.2 suggests that the P300 was substantially
reduced when it occurred after positive shifts as
compared to when it occurred after negative shifts.
Similar changes in N100 due to different preceding DC
shifts and the suggestion of possible effects on the
perception of the auditory stimuli are of considerable
interest and need further investigation.
A larger P300 after incorrect performance is quite
obvious in Figure 6.9C, 6.IOC and 6.11C. This may be
related to the different probability of the tones
signalling correct (approximately 60%) and incorrect
performance (approximately 40%). Another reason for the
largeness of P300 following incorrect performance could
be the effect of surprise in the subjects, who were
motivated to correctly perform the task, in response to
the feedback tone indicating incorrect performance.
The task in the present Experiment involve a
cognitive skill represented by a movement. The primary
determinant of success in this task was related to
perceptual/cognitive efficiency and consequent decision
making. The key press which terminated the task was
preceded by a Readiness Potential which can be considered
as an indicator of preparing and programming for the
movement. The results summarised in Figure 6.12 provided

some evidence that the negativity of the RP was not
affected by the polarity of the preceding potential. Also
it was found that the magnitude of the RP is directly
related to perceptual/cognitive efficiency in the task.
Investigation of separated negative and positive shifts
of the RP suggested that correct performance is preceded
by a more negative RP.
It seems that the RP may be similar to a spontaneous
slow potential shift in indicating CNS activation for a
perceptual/cognitive task. Further investigation of these
relationships, such as exploring laterality effects,
would appear to promise increased understanding of the
complex cognitive/perceptual functioning involved in
skilled movements.

SUMMARY
Recent research using single-trial analysis of the
Bereitschaftspotential, or Readiness Potential (RP),
associated with preparation for a voluntary movement, has
indicated that a substantial proportion of trials exhibit
positive potentials rather than the negative potentials
implied by the traditional averaged RP. The investigator
has been interested in how task demands, which relate to
perceptual/cognitive efficiency in the context of a
purposive voluntary movement, are differentially mediated
by RPs of different polarities. Sixteen subjects were
paid to play a computer game simulating some of the

perceptual/cognitive elements of target shooting. They
were asked to press a key with their right index finger
only when a mock gun and target appeared in the same
horizontal line. Subsequently, an auditory performance
feedback signal was delivered via headphones. The EEG
from Cz and the vertical EOG were recorded. A single
trial investigation was performed time-locked to the
event for each epoch. The positivity of the pre-event
potential was found to affect the accuracy of performance
on the task, with an increase in the frequency and
amplitude of positive shifts being associated with poorer
performance. The averaged RP related to a correct press
was significantly more negative than the averaged RP
associated with an incorrect press. No difference in
amplitude or frequency of positive trials was found when
there was no movement (subjects did not press the key,
either correctly or incorrectly). The P2 was of larger
amplitude than the post-event potential. An auditory
evoked potential in response to the feedback tone was
also recorded which was significantly smaller after a key
press. These results were discussed in relation to the
interpretation of the averaged RP as an index of
perceptual/cognitive efficiency.
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INTRODUCTION
Various general designations such as "slow potential
(SP)", "ultraslow oscillations", "steady (sustained)
potential" or "DC potentials" have been used to label
bioelectrical phenomena which are not event-related.
These are the concern of this chapter.
The slow potential of the brain (SP), first
described by Caton (1875), indicates a steady potential
difference between the surface of the scalp and an
extracerebral reference and is superimposed on faster
fluctuations (Tennigkeit et al., 1993). The primary
feature which distinguishes the SP is its involvement
with those brain changes which occur considerably more
slowly than the relatively transient evoked potentials
associated with the immediate processing of sensory
inputs (McCallum, 1988). The magnitude of slow potentials
may be in the mV range. Slow potentials are the result of
neurophysiological processes generated by brain
structures (Haschke, 1993). By this definition slow
potentials comprise sustained displacements of the
baseline (DC shifts) as well as other potentials in the
frequency range of the conventional EEG (Caspers, 1993).
Slow potentials may provide a useful device for
comprehending the brain functions underlying behaviour.
Numerous investigations, both in animals and in man, have
shown that recordings of slow potentials allow access to
the understanding of higher brain functions, including
such complex phenomena as cognitive processes.

TYPES OF SLOW POTENTIAL
There are some slow potentials which cannot be
referred to a specific event. They appear spontaneously
on any recording site. These kinds of slow potentials
have been called "spontaneously emitted slow potentials"
(Bauer & Nirnberger, 1981). There are also slow
potentials which are event related and are believed to be
directly related to reception of environmental stimuli
(e.g., the contingent negative variation (CNV): Tecce,
1972), or to specific motor acts (e.g., readiness
potential (RP): Kornhuber & Deecke, 1965). Rowland (1974)
indicated another type of SP which he believed varied
with the associative and drive context in which the
environmental stimulus was delivered.

FUNCTIONAL SIGNIFICANCE
Physiological investigations have provided evidence
that a negative SP shift at the cortical surface
represents increased excitability of the underlying
neuronal system (Fuster, 1980). Therefore, negative
shifts of the cortical DC potential can be conceived as
valid indicators of cortical activity. Scalp-recorded
negative DC shifts have been proposed to be due to
depolarization of layer I and II apical dendrites of
vertically oriented pyramidal cells creating an
extracellular surface current sink (Caspers et al.,
1980). Two types of activating processes have been
proposed, i.e., a diffuse arousal system which is

mediated by the mid-brain reticular formation, and
localized activation in cortical segments (Chiorini,
1969). The suggestion of a localized SP was supported in
the experiment of Stamm et al. (1987), a choice reaction
time (RT) investigation based on semantic information
processing, in which a faster and less variable RT was
associated with a parietal SP but not with a frontal SP.
These results supported the functional significance of
localized SP events which had previously been
investigated in animals (Stamm & Gillespie, 1980).
The production of SP shifts has been described also
as the result of change in threshold of the brain cells.
Elbert and Rockstroh (1987) suggested that anticipation
of an event may induce a shift in SP: "Whenever an event
is anticipated or is self-induced, it is advantageous to
the organism that thresholds should be reduced. This
process would be manifested as an increasing surface
negativity" (p. 327). The behavioural significance of
spontaneous slow potential shifts, as investigated by
Stamm (1984) or Bauer (1984) in the "potential related
event" paradigm, can also be explained within the
framework of the threshold regulation model. In this
paradigm cognitive or mental task onset was triggered by
the detection of slow negative or positive shifts in the
EEG. This was a computer-guided experimental arrangement
which helped the researcher to detect the subject's
momentary spontaneous increment or decrement in cortical
negativity according to a pre-determined criterion

relative to the baseline. As the result, it was found
that tasks were performed more efficiently when triggered
by negative SP shifts than when triggered by positive
shifts. This finding is open to the following
interpretation: A task presented during increased
negativity was presented while brain cell thresholds were
lowered, and hence the task was presented to an easily
excitable brain with little on-going activity, and was
consequently processed more efficiently.

THE GENERATOR
Once field potentials such as CNV, RP and others
were discovered, scientists became more interested about
how the slow potentials are generated. In the context of
the field potentials, it has been tempting to restrict
the generator of SPs to localized neurophysiological
processes. However, the huge number of elements involved,
and their distribution over the brain must also be
considered. As Haschke (1993) pointed out, a cylinder of
cortical tissue with a diameter of only 1 cm encloses
about 2.355*107 neurons. The surface from which a
potential might be recorded usually is about 1 cm2.
Haschke (1993) concluded that the huge number of neurons,
and the relative number of active neurons whose role is
still unknown may all contribute to any field.
A variety of generators can produce the DC potential
slow shifts. In addition to different biological
structures such as neuronal elements, glial cells and

blood-brain barriers, technical sources (electrode
potentials, etc.) also have to be considered (O'Leary &
Goldring, 1964; Caspers et al., 1980).
In summary, two basic possibilities are presently
suggested as the generator of the SP: the dendrites of
neurons and the glial cells. Speckmann et al. (1978)
compared the DC shifts and the related spike patterns in
the upper cortical layer. They found that the amplitude
and time course of the negative DC shifts were clearly
reflected in the discharge frequencies of neurons.
Caspers et al. (1980), in recordings from the surface of
the cortex, found that the negative DC shifts are closely
related to the activity changes of neuronal elements
located in the upper layers of the cortex. The positive
DC shifts however, coincide with a depression of
excitatory post-synaptic potentials and with changes in
neuronal discharge patterns (Caspers, 1993).
On the other hand, considerable experimental work
has been devoted to the role of glia in producing the DC
potential shift. Intracellular recordings from identified
as well as from presumed (non-spiking) glial cells allow
the conclusion that glial depolarization associated with
neuronal excitation processes may well account for the
observed DC shifts. However, no electrophysiological
evidence has yet been presented that glia are active
prior to neuronal response and are a factor in neuronal
information processing (Rowland, 1974). The coupling
between neuronal and glial events in such experimental

conditions is achieved by a rise of extracellular
potassium (K+) level. That is, with increasing
extracellular potassium concentration as a result of
neuronal activity, glial cells depolarize. In this way
they could play a passive part in the generation of the
negative field potentials. In this regard, Roitbak (1983)
pointed out that the single responses of glial elements
often outlast the activity of neurons and coincide with
surface recorded DC potentials.
Then the question needs to be asked: what would be
the mediation mechanism in the other direction (from glia
to neurons)? Glial hyperpolarization, which presumably is
an active glial mechanism, would not ensure an adequate
basis for such a mechanism (Haschke, 1993). It is
conceivable that since glia occupy a significant
position, both anatomically and functionally, between
capillaries and neurons, they can assert their effects by
anticipation of the metabolic exchange demands of
neurons, and in order to do this, become an essential
repository of information arising past experience.

PSYCHOLOGICAL CORRELATES
Psychological correlates of SPs of opposite
polarities have been considered in several studies. For
example it has been found that hyperoxia produces a
negative shift; hypercapnia, a positive shift (Caspers &
Speckmann, 1974). In freely moving animals, negative
shifts occur during orienting responses to certain

stimuli (Arduini, 1957). Pharmacological studies shows
that narcotics and sedatives cause a positive shift,
while amphetamines cause a negative shift (O'Leary &
Goldring, 1964).
The DC phenomena are associated with physiological
activity changes occurring during anticipation of
meaningful events and other conditions (Birbaumer et al.,
1990; Casper, 1963). Many studies have been searching for
correlations between slow potential shifts and states of
awareness, information processing and performance. It has
been possible to show how different information
processing for the same task is reflected in slow brain
potentials, for example, when subjects differ in personal
characteristics such as "hope for success" or "fear of
failure" (Haschke et al., 1993).
It has been shown that at the transition from
wakefulness to sleep the baseline of DC recordings
usually shifts to the positive side of the reference
level determined in the awake but relaxed animal.
Positive shifts relate to the decrease in muscle tone and
to the appearance of rapid eye movements (Haschke, 1993).
Korunka et al. (1988) described an experimental
arrangement to record DC potential changes in man over
long periods (e.g., 1 hour). The results of this
investigation confirmed the results of Casper (1963), who
observed in animals a strong positive shift of the DC
potential during the transition from wakefulness to
sleep, ranging from 300 pV to 3 mV.

During arousal the baseline of the cortical DC
potential shifts to the negative side and returns to the
waking level. Evoked arousal reactions are usually
associated with steeper negative DC deflections. On the
basis of these observations, Deecke (1978) concluded that
negative DC shifts are usually associated with activation
and positive shifts are usually associated with
inactivation or inhibition. This view is further
supported by intracellular data from Caspers and
Speckmann (1974). This evidence suggests that cortical DC
potential shifts provide reliable indicators of cortical
states.
Bauer and Nirnberger (1981), in an attempt to
determine the effect of negative versus positive
potential shifts of the cerebral cortex on paired
associate learning, found a considerable learning
facilitation associated with a negative potential shift.
They explained this improvement in learning during
negative potential shifts of the left cerebral cortex as
an increased activation, associated with higher neural
activity which facilitates information processing.
Rockstroh et al. (1982) obtained somewhat faster
reaction time with negative than with near baseline SP
levels from central electrode locations. They interpreted
this cortical surface negativity as a sign of heightened
functional preparation. This interpretation led Born et
al. (1982) to expect a faster response time with pre-task
frontal negative compared with positive SP shifts. For

their experimental conditions the mean RTs were
significantly faster and less variable with the negative
than with the positive SP shift condition.
A high correlation has been found also between
cortical negativity and subject's recall of information
(Guttmann, 1986), using a "Brain Trigger Design" (BTD).
The function of the BTD was explained earlier in this
chapter in "potential related event" paradigm. This
design has been used in a number of experiments and has
shown that the retention of learning-items presented
exactly at the instant of increased negativity is
dramatically enhanced, up to 25% in comparison to the
control condition of reduced negativity (Guttmann, 1986).
McCallum et al. (1988, 1991) in an investigation of
SPs accompanying involvement in a manual tracking task,
confirmed that negative shifts vary with the level of
task demands and that they can occur when the demand is
primarily cognitive as well as when primarily motoric. DC
shifts emerge as rather sensitive indicators of workload
demands and possibly of the allocation of processing
resources to meet those demands.
Regarding a large body of experiments, Deecke (1978)
suggested a direct relationship between the functional
state or General Activation Level (GAL) of the CNS and
the DC potential.

INTERACTION WITH THE ERP
Data reporting the interaction of the SP with the
ERP indicates an influence of the preceding SP on the
magnitude of the following ERP (Naatanen, 1967; Gorby &
Kopell, 1973; Donald & Goff, 1971; Rohrbaugh et al.,
1978; Pirch, 1980; Bauer et al., 1986).
Gaillard and Naatanen (1974) reported a simple
reaction time study with 1 sec foreperiod in which the
level of EEG at the time of SI was related to the zero of
the AC amplifier as the indicator of the SPs preceding
SI. Having compared the CNV in the S1-S2 interval, they
found the CNV was larger after positive background SPs.
The situation was reversed for the negative shifts. This
study suggests that the SPs of high amplitude affect the
magnitude of ERPs in the S1-S2 interval if they are
referred to a pre-Sl baseline. Pirch (1980), in a study
on animals, found a negative correlation between baseline
negativity and transcortically recorded event-related
slow negative potential.
Some of the information available in regard to the
effect of background slow potential shifts were provided
when the effect of DC potentials of opposite polarities
on performance was examined. For example, in an
experiment conducted by Bauer and Nirnberger (1981),
searching for the effect of opposite DC shifts in paired
associated learning, the amplitude of the late positive
complex evoked by the task presentation was found to be
markedly enhanced when it was introduced by a spontaneous

negative shift.
Bauer et al., (1986) reported reduced CNV amplitude
following a negative SP compared to a positive SP. The
effect of preceding slow potentials shifts on the (CNV)
was also investigated by Trimmel (1987). Results showed a
significantly greater CNV after positive shifts of the
SP. A smaller CNV was recorded following a negative SP.
Trimmel (1988), in a follow up study, examined the
influence of SP on ERP. The results showed that ERP
amplitudes were strongly influenced by characteristics of
the preceding SP, in that negative peaks of the ERP were
enlarged following a positive SP, and positive peaks of
the ERP were enlarged following a negative SP. From the
experiments performed in animals, Tennigkeit et al.
(1993) drew these two conclusions. First, the negative
components of the various types of cortically evoked
potentials can decrease in amplitude and finally reverse
in polarity at relatively high negative DC levels. Second
positive spikes predominate if the DC potential is more
negative.
Trimmel (1988) suggested that these effects cannot
be related to general "ceiling" or "floor" effects (i.e.,
that the brain has a limited capacity for negative or
positive shifts) as first stated by Knott and Irwin
(1968). He suggested that these effects instead may be
the expression of a regulatory mechanism which becomes
effective when a cortical area is influenced by any prestimulus SP -- in his words: "a regulatory mechanism

responsible for a desired or maybe optimal level of
activation" (p 105).

SUMMARY
Slow potentials are important instruments to
understand the essentials of brain behaviour.
Investigations have shown that recording of slow
potentials may provide access to state of higher brain
functions, including complex phenomena such as cognitive
processes.
One of the ways to classify SPs is to divide them
into two categories: event related, and non-event related
(spontaneous). Physiological investigations provide
evidence that a cortical surface negative SP represents
increased excitability of the underlying neuronal system.
Thus, negative shifts of the cortical DC potential can be
considered as valid indicators of enhanced cortical
activity.
The denderites of brain cells are known to be
responsible for producing SPs while the influence of
glial cells is not entirely excluded. The glia may
dictate their effects by anticipation of the metabolic
exchange demands of neurons, because they occupy the
niche between neurons and capillaries. In order to do
this, they may function as an essential treasury of
information arising from past experience.
Two types of activating processes have been
proposed: a diffuse arousal system which is mediated by

the reticular formation, and a localized activation which
occurs in cortical segments. The neuronal connections are
complex, and any excitation in a specific region is
immediately distributed to other sites. Therefore it is
not sensible to accept that in any given moment only one
generator functions.
So far, wakefulness, attention, and anticipation
have been found to be associated with a negative SP,
while transition from wakefulness to sleep, sedative
drugs, and decrease in muscle tone are accompanied by a
positive SP. Evidence has been found indicating a
correlation between improved performance and localized
activation.
The amplitude of the negative peaks of the ERP were
decreased when introduced by a negative SP and increased
when introduced by a positive SP. The opposite situation
is true for of the ERP of the positive peaks. A
regulatory mechanism has been assumed to be responsible
for this adjustment. Therefore, one of the aims of the
next experiment, is to investigate the interaction of
these opposite shifts with movement-related potentials i
the context of a perceptual/cognitive task.
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INTRODUCTION
In Experiment 1 the reality of positive potentials
occurring in the period of the RP was confirmed. Also
some support was provided for the influence of
psychological states on the development of these positive
potentials. It was suggested that changes in the
frequency and amplitude of such positive trials may
underlie the characteristics of the averaged RP.
In Experiment 2 it was found that correct
performance on a perceptual/cognitive task was
accompanied by an increased negativity of the pre-event
potential, while an incorrectly performed task was
associated with a reduced negativity or increased
positivity of the pre-event potential. In the average,
the RP developed at about 500 msec before the movement,
and no difference was apparent between press and no-press
potentials before this moment. Although positive
potential shifts occurred in the period of the RP, Figure
6.12 suggested that in the second part of the RP, even
following a positive shift, a negative potential shift
developed and extended to the time of movement. Although
they did not discuss it, Figure 1 of Freude and
Ullsperger (1989) (the first to suggest the existence of
such positive potential shifts in normal subjects)
indicates that a negative potential shift developed at
about 400 msec before the movement, a latency which is
very close to what was obtained here in Experiment 2.
These indications suggested that the positive shift of

the RP may occur/develop early in the process leading to
movement and that the later part of the RP is always
negative. This suggestion was examined in the present
Experiment.
One of the aims of the present Experiment,
therefore, was to investigate the interaction of the
first and the second part of the RP with the
perceptual/cognitive requirements involved in the task.
Results of such an analysis could be of great importance,
because if the first part of the pre-event potential does
not vary functionally with movement versus no-movement,
it probably corresponds to a spontaneous slow potential.
Another question which this Experiment attempted to
answer was whether this first part of the pre-event
potential is a lateralized phenomenon. The relation of P2
and post-event positivity to these opposite potential
shifts and correct/incorrect performance on the task was
also a matter for investigation. The skilled performance
positivity (SPP), which is believed to correspond to
skilled movement, was another important subject which was
investigated in different conditions of the Experiment.
The design of the present Experiment also created an
opportunity to investigate the effect of the various
elements involved in the task on the stimulus preceding
negativity (SPN) and N100 in response to the feedback
tone. Therefore, these potentials also were investigated.
Resolving these questions will shed some light on our
knowledge of motor planning and programming. The same

perceptual/cognitive task which was used in Experiment 2
was used again in the present Experiment, although some
changes were made to suit the task to the present needs.
METHODS
Subjects
18 healthy subjects (10 females and 8 males)
participated in the Experiment. They were all third year
psychology students in the University of Wollongong (age:
20-40, mean = 24 years) and participated in the study
voluntarily. The data of 2 subjects were rejected from
the analysis because of excessive eye blinks, and
therefore data analyses were carried out over 16 subjects
(10 females and 6 males).

Procedure
Some changes were made in the procedure and methods
of this study compared with Experiment 2. First, the
delivery time of the feedback tone was delayed from 400
msec to 800 msec after the event. This delay was designed
to prevent the overlap of the N100 in response to the
tone with the skilled performance positivity (SPP) which
appears some fraction of a second after the movement.
Second, to have a clearer view of the pre-event potential
in relation to the baseline zeroing period used in the
previous Experiments, the averaging period of the preevent potential was extended to -2000 msec. Third, to
reduce the overall duration of the Experiment and to
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lessen the level of subject boredom, the number of trials
in each epoch was increased from 12 to 24 and the total
number of epochs decreased from 15 to 8. This resulted in
participation of each subject in 192 trials. Instructions
were identical to those used in Experiment 2.
Recording
Bioelectrical activity was recorded using
Associative Measurement (AMLAB) hardware and software
running on a 66 MHz PC. An "electrocap" (Electro-cap
International) was used to record EEG from F3, Fz, F4,
C3, Cz, C4, P3, Pz, and P4 (referred to linked ears).
Impedance at each site was less than 3000 Ohms.
The vertical electrooculograra (vEOG) was recorded
from supra and infraorbital locations of the left eye.
The EMG was recorded from the right forearm flexor
muscles. The gain used for EEG was 20000 and for EMG and
EOG 5000. The time constant for EEG, EOG, and EMG was 10,
10, and 0.5 sec respectively. The sampling rate was 200
Hz.
An Apple lie computer was linked to the system and
used to generate the visual stimuli and auditory feedback
and to store performance results for off-line analysis.
The stimulus set was thus identical to that used in
Experiment 2, apart from the nominated changes.

Digitization and Averaging
The data were averaged offline with the key press or
display end (when there was no key press) serving as the

"event" or zero time reference. A single trial analysis
was performed time-locked to the key press or trial end
for each epoch, starting 2000 msec before and ending 1000
msec after the event. All trials with less than 3 sec
intervals between key presses or with substantial eye
movement or blinks (EOG>100 pV) were rejected from the
analysis. After subtracting the level of baseline
activity (defined as the mean of the -1500 to -1400 msec
period), the mean EEG amplitude between the baseline and
the event was calculated and used to define each RP as
positive or negative.
Each channel's data for the accepted trials were
categorized on 3 criteria: negativity/positivity of the
trial relative to the defined baseline mentioned above,
correct/incorrect performance on the task, and press/nopress of the response key. As a result, 8 trial
categories were produced. These categories were: correct
press, incorrect press, correct no-press, and incorrect
no-press, with each of these having a "positive" and
"negative" sub-category.

RESULTS
Formal statistical analyses were carried out on the
data recorded at C3, Cz, and C4. Also, these data plus
the data recorded at the other sites were used to make
several topographic maps to visualise the distribution of
each potential on the scalp. Figure 8.1 shows the
position of the electrodes used in this Experiment.
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Figure 8.1: The position of the electrodes used in this
Experiment for making topographic maps are shown. The
data related to these electrodes were used to interpolate
and extrapolate information over the entire scalp. Thus,
the most valid information is that shown inside the
ellipse.

The software used for making the maps (SPAM)
utilized the data related to the nine electrode sites
employed in the Experiment to interpolate and extrapolate
topographic information over the entire scalp. The
interpolation performed by the software was a spherical
spline interpolation. This form of interpolation was used

both for the head geometry and for the actual electrical
measurements. The extra values were obtained with a one
on r-squared weighted sum interpolation, prior to
performing the spline to obtain the values for the rest
of the scalp. Therefore, the most valid information is
that shown inside the ellipse in Figure 8.1.
The overall potentials recorded at Cz, C3, and C4
are shown in Figure 8.2A. The negative and positive
shifts in the overall potential are shown in Figure 8.2B.
The EOG activity associated with the performance in
different conditions of the study is shown in Figure 8.3.
The results are described separately below the title of
each potential recorded in this Experiment.

Overall potential (uV)
-10r

/

Y

Cz
-2

-1.5

C4

C3
-1

-0.5

0

0.5

1

Overall negative/positive shifts (pV)

Time relative to the event (s)
Figure 8.2: (A) The overall potentials recorded at the
central sites. Time 0 correspond to the movement. (B) The
separated negative and positive trials after subtraction
of the level of baseline defined as the mean activity
between -1500 to -1400 msec. Obviously both negative and
positive shifts appeared at the same time, about -1500
msec.
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Figure 8.3: The EOG in various conditions of the
Experiment. Clearly the EOG did not contribute to the
effects shown in Figure 8.2.

Pre-event Potentials and RP
The averaged potential before the event cannot be
identified as the RP, because in approximately half the
conditions (47% of all trials), subjects did not respond
with a key press -- they simply waited for the next
stimulus. Since there was not always a movement involved,
this potential is preferably called a "pre-event
potential" but whenever movements are involved the preevent potential is identifiable as the RP.

Two separate analyses were carried out on data from
the period of the pre-event potentials. First, the mean
activity between 1400 msec and 500 msec before the event
was calculated as an index of the early component of the
pre-event potential (PRE1) for each condition of the
Experiment, and analysed in a 4-way repeated-measures
ANOVA over press/no-press, correct/incorrect,
positive/negative, and sites (C3, Cz, and C4). Special
contrasts were used to compare potentials recorded at C3
to the potentials recorded at C4 and to compare the
potentials recorded at Cz to the average of the
potentials recorded at C3 and C4. Second, a similar
analysis was carried out for the activity over the late
part of the pre-event potential (PRE2). The amplitude of
the PRE2 was calculated as the difference between the
maximum value obtained between -495 and -400 msec before
the event and the maximum negativity obtained between 5
and 100 msec following the event.
The overall potentials in the PRE1 window recorded
at Cz, C3, and C4 are shown in Figure 8.4A. In the
analysis of the PRE1, there was no apparent difference
between the amplitude at different recording sites
(Figure 8.4A), suggesting that this potential was neither
lateralized nor larger at the vertex (C3:-0.27 pV, Cz:0.55 pV, C4:-0.30 pV). No main effect of press/no-press
was found in the first part of the pre-event potential,
which indicates that the pre-event potential in this
period of measurement is independent of preparation for
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The first part of the pre-event potential
at the central sites. No difference
amplitudes among the sites. (B) PRE1
is separated from PRE2 preceding
no difference was found.
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the forthcoming movement (Figure 8.4B). The distribution
of this potential on the scalp was not only uniform at
the central sites, but also was uniform (as shown
in Figure 8.5) at most recording sites. The scale in this
Figure (and other topographic maps) shows the amplitude
range represented in the maps with units in pV. A linear
13-colour scale is used throughout, with range chosen as
appropriate for each map.
The difference between the mean amplitude of PRE1 in
correct versus incorrect performance approached
significance, F(1,15)=4.35, £=.055. Correct performance
was accompanied by a higher negativity of the pre-event
potential (mean potential=-0.715 pV) than was incorrect
performance (mean potential=-0.037 pV). The PREls related
to correct and incorrect performances are shown in Figure
8.6A. Figure 8.7 shows the topographic distributions of
PRE1 in correct and incorrect performance. The values at
most sites are negative for correct performance, while in
incorrect performance, the values at most sites are less
negative. Since the "negative" and "positive" cases had
formed the basis of a data categorisation, the difference
between "negative" and "positive" potentials was found,
as expected, to be statistically significant,
F( 1,15)=66.18, £<.001. Figure 8.6B separate the overall
negative and positive shifts of the PRE1. The mean
amplitude for the negative potential shifts was -4.274
pV, and for the positive potential shifts was +3.522 pV.
The topographic distribution of the PRE1 for the negative

-2.000

2.000

Figure 8.5: (A) Topographical distribution of the PRE1
preceding press. The amplitude of activity at most recording
sites does not statistically differ from (B) topographical
distribution preceding no-press. The scale shows the
amplitude range represented in the maps with units in pV.
This linear 13-colour scale is used throughout, with range
chosen as approximate for each map.
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Figure 8.6: (A) PREl associated with correct versus incorrect
performance. The former is more negative. (B) PREl as a
function of positive versus negative shifts

B

Figure 8.7: (A) Topographical distribution of the PREl in
correct performance. Potentials at most sites are negative
(B) In incorrect performance, the potentials at most sites
are positive. The differences between A and B at central
sites approached significance.

shift is shown in Figure 8.8A. Although the amplitude of
all electrode sites is negative, the highest negativity
is at Cz. For the positive shift, a similar concentration
of the highest amplitude at Cz was found (Figure 8.8B),
while the value for all electrode sites is also positive.
A different scaling of this figure shows more detail of
the distribution of negative and positive shifts in
Figure 8.9, where a similar range in scales allows direct
comparisons.
The interaction of the difference between negative
and positive shifts with Cz versus C3/C4 was significant,
which means the difference between negative and positive
potential shifts was significantly larger at Cz (10.05
pV) than at C3/C4 (5.40 pV), F(1,15)=60.11 £<.001. This
interaction is shown in Figure 8.10A. The interaction of
press/no-press with negative/positive potential shifts
approached significance, F(1,15)=3.62 £=.077. This
indicates that the difference between negative and
positive potential shifts differed somewhat when a press
was involved (6.83 pV) compared with a non-press (8.70
pV). This interaction is shown in Figure 8.10B.
In the analysis of the PRE2 the main effect of Cz
versus C3/C4 was significant, which indicates that the
potential at Cz was the largest (-4.76 pV) among the
three sites, F(1,15)=56.13 p<.001. The amplitude of this
potential at C3 was significantly larger than at C4
(amplitude at C3=-3.59 pV, amplitude at C4=-2.56 pV),
F(l,15)=11.01 p<.01. That is, this potential was

Figure 8.8: (A) Topographical distribution of the PREl when
the mean activity relative to the baseline was negative. The
values at all sites are negative, with the largest amplitude
at the central sites. This is similar to (B), the
topographical distribution of the PREl when the mean activity
was positive, now the largest positivity is at the central
sites.

Figure 8.9: (A) The data of Figure 8.8 are presented here
with different scaling. Although each part of the figure is
scaled separately, the range for each is identical.
Therefore, a changes in colour corresponds to the same change
in the amplitude in each figure.
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Figure 8.10: (A) The negative and positive shifts of the
PREl at the central sites. The difference between
negative and positive shifts is largest at Cz. (B) PREl
preceding press is distinguished from PREl preceding
no-press. The potential associated with no-press is
higher in amplitude both in negative and positive shifts

lateralized toward the contralateral area. These effects
are shown in Figure 8.11A. The main effect of press/nopress was significant, F(1,15)=5.40, £<.05. As is clear
in Figure 8.11B, a negative shift developed before the
movement when subjects pressed the key, whereas ho such
shift was obvious in the absence of a key press. This
negative potential shift is thus identifiable as the RP.
This significant effect means that the RP before the
movement is larger in negativity than the potential
preceding the trial end, when no press was involved.
The topographical distributions of the PRE2
preceding press and no-press are compared in Figure 8.12.
The highest negativity preceding the press (A) is
centralized at Cz with some laterality toward the
contralateral hand area. It also tends toward the right
frontal site, which may be a result of the perceptual
task. The topographical distribution of the PRE2
preceding no-press can be seen maximally at the frontal
areas of both hemispheres.
There were no main effects in PRE2 of
correct/incorrect performance or negative/positive shift.
Figure 8.13A compares the PRE2s associated with correct
versus incorrect performance. Figure 8.13B compares the
PRE2s following negative and positive shifts. The absence
of these main effects indicates that the PRE2, unlike the
PREl, does not relate to correct/incorrect performance on
the task and also does not differ due to its background
potential shift. These results are shown topographically
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Figure 8.11: (A) The second part of the pre-event
potential (PRE2) at the central sites. The highest
amplitude is observed at Cz, then at C3. (B) PRE2
associated with press is separated from the PRE2
associated with no-press. A negative RP developed
preceding "press" which was larger than the potentia
preceding no-press.

B

Figure 8.12: (A) Topographical distribution of the PRE2
associated with press. The highest negativity is concentrated
at Cz with some laterality toward C3. It also tends toward
the right frontal site which may be a result of the
perceptual task. (B) The distribution of the PRE2 associated
with no-press. The highest negativity appeared at frontal
sites of both hemispheres and not at Cz. The difference at
the central sites was statistically significant.
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Figure 8.13: (A) The PRE2 associated with correct
performance is separated from the PRE2 associated with
incorrect performance. No significant difference in their
amplitude were apparent. (B) The PRE2 following negative
shifts is separated from the PRE2 following positive
shifts. No difference was found in their mean amplitude.

in Figures 8.14 and 8.15. Figure 8.14A shows the
distribution of the PRE2 associated with correct
performance. This is not basically different from Figure
8.14B, which shows the distribution of the PRE2
associated with incorrect performance. Figure 8.15A shows
the distribution of the PRE2 following a negative shift.
The pattern of potential distribution is quite similar to
that of Figure 8.15B, which shows the distribution of
PRE2 following a positive shift. In both conditions the
negative potential is dominant, with the highest
amplitude at the central area, then at the frontal sites.
The significant interaction of press/no-press with
the difference in this potential at Cz compared with
C3/C4 indicates that the difference between press and nopress was largest at the vertex (2.48 pV) compared to
C3/C4 (1.37 pV), F(l,15)=5.84, £<.05. Figure 8.16A
indicates this interaction.
Also the interaction of the difference in potential
at Cz compared to C3/C4 with correct/incorrect
performance was significant, F(1,15)=5.44, p<.05. This
interaction is shown in Figure 8.16B. This suggests that
the difference between correct and incorrect is largest
at Cz (1.8 pV) compared with C3/C4 (0.95 pV).

-6.000

]-1.000

Figure 8.14: (A) Topographical distribution of the PRE2
associated with correct performance. Correct performance is
accompanied with higher negativity at most recording sites.
This is comparable to (B), topographical distribution of the
PRE2 in incorrect performance, which is accompanied with a
lowest level of activity.
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Figure 8.15: (A) Topographical distribution of the PRE2
following a negative shift in PREl. The highest negativity is
concentrated at the central sites. (B) Topographical
distribution of the PRE2 following a positive shift in PREl
The highest amplitude is concentrated at the central sites.
The negativity in (B) was not statistically higher than (A)
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Figure 8.16: (A) The difference between the amplitude of
the PREl in press and no-press was larger at Cz compared
to the mean activity at C3./C4. (B) Similarly, the
difference between the amplitude of PRE2 in correct
versus incorrect performance was largest at Cz.
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Post-event Potentials
The overall potentials recorded at the central sites
following the movement are shown in Figure 8.17A. Each
potential is distinguished from the others by vertical
lines which also indicate the definition period for the
measurement of the potential. The post-event potential
(P2), skilled performance positivity (SPP), and stimulus
preceding negativity (SPN) are clearly apparent.
The overall potential recorded at Cz, C3, and C4 in
the period of the P2 is shown in Figure 8.17B. The
amplitude of the P2 was measured as the difference
between the maximum negativity obtained between 5 and 100
msec and the maximum positivity obtained between 250 and
300 msec following the event. This amplitude was measured
for each subject in each condition of the study and
analysed in a 4-way repeated-measures ANOVA over
press/no-press, correct/incorrect, positive/negative, and
sites (C3, Cz, and C4). Special contrasts were used to
compare potentials recorded at C3 to the potentials
recorded at C4 and to compare the potentials recorded at
Cz to the average of the potentials recorded at C3 and
C4.
In the analysis of the P2 the main effect of Cz
versus C3/C4 was significant. This indicates that the
potential recorded at Cz (4.10 uV) was of significantly
larger amplitude than the average of activity at C3 and
C4 (2.55 pV), F(1,15)=72.46, £<.001. There was no
significant difference between the potentials recorded at
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Figure 8.17: TOP: Potentials following the event
including (A) post-event potential, (B) skilled
performance positivity, (C) stimulus preceding
negativity. Vertical lines indicate the time periods in
which the potentials were measured. BOTTOM: P2 at the
central sites. P2 is largest at Cz, with no significant
difference between C3 and C4.

C3 (2.72 pV) and C4 (2.43 pV). This effect is shown in
Figure 8.17B. The main effect of press/no-press was
significant, F(1,15)=6.62, £<.05. This indicates that
after the movement a fast positive potential shift (P2)
exists which is of higher amplitude (4.58 pV) than the
positivity after a no-press trial end (2.29 pV). This is
shown in Figure 8.18A.
There was neither a main effect of correct/incorrect
performance (3.76 uV and 3.11 uV respectively) nor
negative/positive shift (3.63 pV and 3.24 pV
respectively), which indicates that this positivity was
not affected by the performance outcomes or the polarity
shift of the pre-event potential. Figure 8.18B shows the
P2 following correct and incorrect performance. No
difference in the amplitude of the P2 is apparent. Figure
8.19A compares the post-event potential following
negative and positive shifts. No significant difference
is apparent.
The interaction of press/no-press with
correct/incorrect was significant, F(1,15)=6.71, £<.05.
This indicates that the difference between press and nopress differed due to correct versus incorrect
performance (difference in correct: 3.5 pV and difference
in incorrect: 6.98 pV) on the task. This interaction is
shown in Figure 8.19B. This difference was significantly
larger at Cz (4.36 pV) compared with the mean of C3/C4
(2.89 pV) as indicated by the significant interaction of
press/no-press by correct/incorrect with Cz versus C3/C4,

Post-event potential (pV)

Post-event potential (pV)

B

Correot
Inoorreot

0.0

0.1

0.2

0.3

Time relative to the event (s)

Figure 8.18: (A) P2 following press is separated from the
P2 following no-press. The P2 following press is
obviously larger. (B) P2 following correct performance is
separated from the P2 following incorrect performance. No
difference was found.
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Figure 8.19: (A) P2 following negative shift is separated
from the P2 following positive shift. The difference is
not significant. (B) The difference between P2 in press
and no-press differed in correct and incorrect
performance. The difference was larger for incorrect
performance.

F(1,15)=5.69, £<.05. Figure 8.20 compares these
differences at Cz (A) and the average of C3/C4 (B).

Skilled Performance Positivity
The amplitude of the skilled performance positivity
(SPP) following the P2 was measured as the difference
between the maximum negativity obtained between 250 and
300 msec and the maximum positivity obtained between 450
and 500 msec following the event. This value was measured
for each subject for each condition of the study and
again analysed in a 4-way repeated-measures ANOVA over
sites (C3, Cz, and C4), press/no-press,
correct/incorrect, and positive/negative. Special
contrasts were used to compare potentials recorded at C3
to the potentials recorded at C4, and to compare the
potentials recorded at Cz to the average of the
potentials recorded at C3 and C4.
The overall SPP recorded at the central sites is
shown in Figure 8.21a. In the analysis of SPP two main
effects of recording site were found. First, the
potential recorded at the vertex was of larger amplitude
(3.13 pV) than the mean of C3/C4 (C3:1.5 pV C4-.2.18 uV) ,
F{1,15)=33.19, £<.001. Second, the amplitude of the SPP
recorded at C4 was significantly larger than the
amplitude recorded at C3, F(1,15)=6.32, £<.05. These
effects are clearly shown in Figure 8.21A. No main effect
of press/no-press was found, suggesting that the SPP is
independent of the movement involved in the task (Figure
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Figure 8.20: The difference between press and no-press
which differed in correct and incorrect performance,
interacted with site. The difference was larger at Cz (A)
compared with the mean activity at C3/C4 (B) (p=press and
no-p= no-press).
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Figure 8.21: (A) Skilled performance positivity (SPP) at
the central sites. The amplitude of the SPP is
significantly largest at Cz. The amplitude of this
potential at C4 was larger that at C3. (B) The SPP
following press is separated from the SPP following
no-press: No difference was apparent.

8.21B). The main effect of correct/incorrect performance
was significant, F(1,15)=8.30, £<.05. This important
finding confirms that the SPP is significantly larger
following correct performance (2.47 pV) than incorrect
performance (1.80 pV). The SPPs related to correct and
incorrect performances are compared in Figure 8.22A.
No main effect of the pre-event negative/positive
shifts was found, indicating that SPP did not differ
after negative or positive potential shifts (Figure
8.22B). The interaction of press/no-press with
correct/incorrect performance, F(1,15)=8.62, £<.05,
indicates that the difference between correct and
incorrect was significantly larger for no-press (1.91 pV)
than press (0.59 pV). This interaction is shown in Figure
8.23A.
The interaction of correct/incorrect with
negative/positive shift, F(1,15)=8.30, £<.05, suggests
that the difference between SPPs in correct and incorrect
performance was larger following the positive shift of
the pre-event potential (1.41 pV) compared to the
negative shift (0.3 pV) (Figure 8.23B).
The interaction of press/no-press with
correct/incorrect interacted with negative/positive
shifts, F(l,15)=5.94, £<.05. This indicates that the
difference between correct and incorrect differs in
press/no-press and that this difference differed
following negative/positive shifts. Figure 8.24A shows
the interaction of press/no-press with correct/incorrect

Skilled performance positivity (SPP) (pV)

Correot
Inoorreot
i

0.3

i

i

'

i

i

0.4

0.5

Skilled performance positivity (SPP) (gV)

B

Time relative to the event (s)

Figure 8.22: (A) The SPP following correct performance is
separated from the SPP following incorrect performance.
The higher amplitude accompanies correct performance. (B)
The SPP following negative shift is separated from the
SPP following positive shifts. No difference is apparent.
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Figure 8.23: (A) The difference between the SPP amplitude
in correct and incorrect was larger for no-press. (B) The
difference between correct and incorrect was also larger
following a positive shift compared to a negative shift.
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Figure 8.24: The difference between correct and incorrect
was smaller following a negative shift (A), compared to a
positive shift (B).

following a negative shift. This may be compared to
Figure 8.24B which shows the same interaction following a
positive shift.

Stimulus Preceding Negativity (SPN)
The amplitude of the SPN was measured as the
difference between the maximum positivity obtained
between 500 and 600 msec and the maximum negativity
obtained between 750 and 800 msec following the event.
This value was measured for each subject for each
condition of the study and the same ANOVA as described
above was used for analysing this potential. The overall
SPNs at Cz, C3, and C4 are shown in Figure 8.25.
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Figure 8.25. The stimulus preceding negativity (SPN) at
the central sites. The amplitude of the SPN is largest at
Cz. No difference is apparent between C3 and C4.

In the analysis of the SPN a main effect of
recording site was significant, F(1,15)=7.94, £<.05,
suggesting that the amplitude of the SPN recorded at Cz
(-10.10 pV) was significantly higher than the mean
amplitudes recorded at C3 (-8.5 uV) and C4 (-8.7 pV).
No main effect of press/no-press (Figure 8.26A),
correct/incorrect performance (Figure 8.26B), or
negative/positive shift (Figure 8.27A) was found. These
results indicate that the SPN was not influenced by the
preceding movement, response efficiency, or pre-event
potential shifts.
The interaction of press/no-press with Cz versus
C3/C4 was significant, F(1,15)=6.68, £<.05. This suggests
that the difference between press and no-press was
largest at Cz (1.94 pV) compared with C3/C4 (0.93 pV).
This interaction is shown in Figure 8.27B.
The interaction of press/no-press by correct/
incorrect with negative/positive also was significant,
F(l,15)=6.73, £<.05. This finding indicates that the
difference between the SPNs following press and no-press
differed in correct and incorrect performance depending
on whether they followed negative or positive shifts.
This interaction is shown in Figure 8.28.
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Figure 8.26: The SPN following press is separated from
the SPN following no-press. No difference was found. (B)
The SPN following correct performance is separated from
the SPN following incorrect performance. Again no
difference was found.
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Figure 8.27: (A) The SPN following a negative pre-event
shift is separated from the SPN following a positive
shift. No difference was found. (B) The difference
between press and no-press was significantly larger at Cz
compared to the mean of C3/C4.
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Figure 8.28: (A) The difference between press and
no-press which interacted with correct/incorrect differed
following negative/positive shifts. This difference is
larger following positive shifts compared to negative
shifts (B) (CP= correct press, IP= incorrect press,
CN= correct no-press, and IN= incorrect no-press).

Auditory N100
The overall N100 at Cz, C3, and C4 in response to
the feedback tone is shown in Figure 8.29A. The amplitude
of N100 was measured as the difference between the
minimum negativity obtained between 0 and 70 msec and the
maximum negativity obtained between 95 and 200 msec
following the tone onset. This value was measured for
each subject for each condition of the Experiment and
similarly analysed in a 4-way repeated-measures ANOVA as
described above.
In the analysis of the N100 a main effect of Cz
versus C3/C4 was found, F(1,15)=22.14, £<.001. This
indicates that the N100 recorded at Cz (-7.56 pV) was
significantly larger than the mean response at C3 (-6.45
pV) and C4 (-6.68 pV), but the NIOOs at C3 and C4 did not
differ (Figure 8.29A). The main effect of press/no-press
was significant. The N100 following no-press (-7.66 pV)
was significantly larger than the N100 following press
(-5.41 pV), F(l,15)=9.96, £<.05. Figure 8.29B compares
the NIOOs following press and no-press.
The main effect of correct/incorrect was also
significant F(1,15)=8.94, £<.05. The amplitude of N100
following incorrect performance (-7.06 pV) was
significantly larger than the amplitude following correct
performance (-6.22 pV) . Figure 8.30A shows the N100
following correct and incorrect performance. No main
effect of negative/positive was found, indicating that
the N100 was not influenced by the preceding potential
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0.2
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Figure 8.29: (A) The N100 in response to the feedback
tone at the central sites. The amplitude of the N100 at
Cz was the largest. No difference between C3 and C4 was
found. (B) The amplitude of the N100 following press is
separated from the amplitude of the N100 following
no-press. A higher negativity accompanies the N100
following no-press.
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Figure 8.30: (A) The N100 following correct performance
is separated from the N100 following incorrect
performance. A higher negativity is associated with the
N100 following incorrect performance. (B) The N100
following a negative shift is separated from the N100
following a positive shift. No difference was found.

shifts. Figure 8.30B shows the N100 following negative
and positive shifts.
The interaction of press/no-press with
correct/incorrect performance was significant,
F( 1,15)=4.72, £<.05. This indicates that the difference
between press and no-press differed in correct (1.12 pV)
compared with incorrect performance (2.67 pV). Figure
8.31A shows this interaction.
The significant interaction of correct versus
incorrect performance with Cz versus C3/C4, F( 1,15)=7.49,
£<.05, indicates that the difference between correct and
incorrect performance differed at Cz (-2.48 pV) compared
to C3/C4 (0.48 pV) . This interaction is shown in Figure
8.31B. Also the interaction of correct/incorrect with
C3/C4 was significant, F(1,15)=10.62, £<.01. This
suggests that difference between NIOOs following correct
and incorrect responses differs between C3 and C4. This
interaction is shown in Figure 8.32, where it appears
that the largest response occurred at C4 when performance
was incorrect.
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Figure 8.31: (A) The amplitude of the N100 following
correct versus incorrect performance interacted with
press/no-press which means the difference between press
and no-press was larger when incorrect. (B) The amplitude
of the N100 following correct versus incorrect
performance interacted with Cz versus C3/C4. This means
that the difference between correct and incorrect is
larger at Cz compared to the mean activity at C3/C4.
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Figure 8.32. The difference between NIOOs following
correct and incorrect responses differed between C3 and

The amplitude of all potentials recorded in
different conditions of the study are shown in Table 8.1

PREl

PRE2

P2

SPP

SPN

N100

Cz
C3
C4

-4.1
-2.9
-3.3

-5.9
-5.0
-2.9

4.6
3.9
3.5

3.1
1.9
2.3

-8.8
-9.2
-7.8

4.7
-4.1
-3.9

positive

Cz
C3
C4

3.6
2.2
2.4

-5.8
-4.3
-3.0

5.4
2.5
1.9

2.1
1.6
2.1

-8.8
-8.4
-7.7

-6.6
-5.7
-5.6

negative

Cz
C3
C4

-5.4
-2.8
-3.6

-5.6
-3.8
-3.4

4.5
3.9
3.6

2.9
1.6
2.1

-10.0
-9.7
-9.5

-7.4
-5.3
-5.9

positive

Cz
C3
C4

4.2
2.7
3.0

-5.7
-5.5
-2.7

4.7
3.6
3.1

1.8
1.2
1.7

-10.9
-10.8
-10.4

-6.1
-4.6
-4.7

negative

Cz
C3
C4

-6.8
-4.6
-5.1

-4.0
-2.9
-2.8

3.7
2.8
2.8

3.9
2.9
2.8

-10.1
-8.9
-8.7

-6.8
-5.0
-5.1

Cz
C3
C4

4.6
3.1
3.1

-4.6
-3.0
-2.8

4.1
2.3
1.8

2.5
2.1
1.8

-11.9
-10.9
-10.6

-7.1
-5.8
-6.2

Cz
C3
C4

-5.3
-3.0
-3.2

-1.4
-.96
-.65

2.7
1.7
1.4

3.3
2.2
2.7

-11.3
-10.2
-9.7

-10.8
-6.7
-7.0

Cz
C3
C4

5.4
3.2
4.4

-2.6
-2.5
-2.1

3.1
1.1
1.6

2.0
1.9
2.3

-11.7
-10.0
-8.3

-10.8
-6.6
-8.2

negative
Correct

PRESS

Incorrect

Correct
positive
NO-PRESS
negative
Incorrect
positive

Table 8.1. The amplitudes of the first component of the
pre-event potential (PREl), the second component of the
pre-event potential (PRE2), the post-event potential
(P2), skilled performance positivity (SPP), stimulus
preceding negativity (SPN), and N100 in response to the
feedback tone, associated with both press and no-press
responses, as a function of correct and incorrect
performance. All the measures are in microvolts.

EMG
The EMG was filtered (high and low frequency pass:
20, 50 Hz), rectified, averaged, and zeroed relative to
the mean amplitude between 500 and 400 msec before the
event. The amplitude of the EMG associated with the event
was measured as the difference between the minimum value
obtained between 500 and 400 msec before the event and
the maximum value obtained between 50 and 150 msec
following the event. Values for each subject for each
condition were measured. To reduce the extent of
measurement variation between subjects (caused largely by
variation in electrode placement and the force with which
the key was pressed) these values were transformed to Z
scores within-subject and analysed in a three way
repeated measures ANOVA over press/no-press,
correct/incorrect, and positive/negative.
In the analysis of the EMG the main effect of
press/no-press was significant, F(1,15)=1118.96, £<0.001.
Although some muscle activity was recorded at the time of
the event when no-press was involved (10.47 pV), the EMG
activity at the time of a press was substantially larger
(91.4 pV). The mean EMGs related to press and no-press
are shown in Figure 8.33A.
The amplitude of EMG related to correct performance
(67.48 pV) was larger than incorrect performance (38.2
pV). This effect is shown in Figure 8.33B. This effect
was statistically significant in the z-scores,
F(l,15)=68.14, £<0.001.
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100r
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Figure 8.33: (A) The averaged EMG amplitude associated
with the event. The EMG is rectified and zeroed relative
to the mean amplitude between -500 to -400 msec before
the event. The EMG associated with press is separated
from the EMG associated with no-press. The difference in
the amplitude is readily apparent. (B) The EMG associated
with correct is separated from the EMG associated with
incorrect. The difference between the amplitudes was
statistically significant in the z-scores.

The EMG following the positive shift of the
pre-event potential (63.4 pV) was statistically larger
than that following a negative shift (40.4 pV),
F(l,15)=51.52, £<0.001. This effect is shown in Figure
8.34A.

Table 8.2 shows the amplitude of the EMG in the
different conditions of the study.

RAW DATA

Z SCORES

negative

86.21

0.949

positive

135.09

1.200

negative

68.34

0.562

positive

76.86

0.746

negative

5.03

-0.986

positive

27.43

-0.400

negative

2.14

-1.086

positive

5.42

-0.985

PRESS
incorrcCi

Lorrect
NO-PRESS

Incorrect

Table 8.2. Amplitude and related Z scores of the EMG with
press and no-press responses, as a function of correct
and incorrect performance following negative and positive
shifts of the pre-event potential. The raw measurement is
in microvolts.
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Figure 8.34: (A) The EMG following a negative shift is
separated from the EMG following a positive shift. The
EMG following a positive shift was significantly larger
in amplitude. (B) The difference in the EMG amplitude
associated with correct and incorrect performance was
larger following a positive shift in PREl, compared to
negative shift.

The interaction of correct versus incorrect
performance with negative versus positive shift in PREl
was significant, F(1,15)=12.97, £<0.01. This indicates
that the difference between the EMG in correct and
incorrect performance differed following a negative
versus positive shift in PREl. This difference was larger
following a positive shift. This effect is shown in
Figure 8.34B.

Table 8.3. shows a summary of all the findings of
Experiment 3 as described above. In each condition of the
Experiment where there was a significant (or nearsignificant in brackets) effect the value of £ is shown.

POTENTIALS

PREl

PRE2

P2

SPP

SPN

N100 EMG

MAIN EFFECT
*
1 P vs NO-P
*
* *
*
2 *C*vs
INC
(.055)
***
3 NE vs PO
***
4.1 Cz vs C3/C4
*
**
4.2 C3 vs C4

***

INTERACTIONS
1*2 ** *
1*3
1 * 4.1
2*3
2 * 4.1
2 * 4.2
3 * 4.1
1*2*3
1 * 2 * 4.1

(.077)
*

*
*

**

*

*
**

***
*

*

*

*
<.05
** <.01
*** <.001

Table 8.3. The value of £ when the effect is significant
or approached significance. This value is shown in each
condition of the Experiment for every potential. The
numbers in the interactions are referred to the numbers
defining the main effects.
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DISCUSSION
In the analysis of the pre-event potential, two
separate parts were considered. Such a separation was
based on previous work indicating the existence of two
different components in the period before a voluntary
movement (Shibasaki et al., 1980b; Schreiber et al.,
1983; Goldberg, 1985; Barret et al., 1986; Brunia &
Damen, 1988; Deecke, 1990) and also the results of
Experiments 1 and 2.
In the experiments presented here the period used to
define the baseline activity to divide the pre-event
potentials into negative and positive was established
following the suggestion of Freude and Ullsperger (1989).
In the analysis of the first component of the
pre-event potential, no obvious difference was found in
the mean activity between press and no-press conditions.
The amplitude of this component did not differ across Cz,
C3, or C4. Inspection of Figure 8.5 indicates that the
values of PREl do not differ at other recording sites
either. This indicates that the first component of the RP
in this study did not exhibit the stereotypic
characteristics of the conventional RP. These findings
may seem contradictory to some information which already
exists in the area of the RP. The reason for such
contrary findings may be the involvement of the subject
in the task in this experiment, which to some extent
could interfere with the self-initiation of the movement.
Since the separate analysis of the first component of the

pre-event potential implied no difference between press
and no-press, one may suggest that this potential somehow
vanished as a reflection of the task, which interfered
with the timing property of the first part of the RP
(Libet et al., 1982; Deecke, 1990). Instead what appears
to have been registered in this time period is the
spontaneous slow potential which may have positive or
negative shifts. This assumption is compatible with the
results of Kornhuber (1980, 1984) and Goldberg (1985),
who suggested that the first part of the RP resembles the
activities involved in the development of the intention
to act prior to movement. This activity is managed by the
SMA by directing innate motive to the motor managing
sections (Kornhuber, 1980; 1984; Goldberg, 1985). The
task used in the present study interfered with the
voluntary aspect of the action. That is, an external
(visual) cue triggered the period of preparation for
movement. This procedure may decrease the concentration
of the potential over the SMA. The requirements of the
task used in the present study called for additional
contributions from other sections of the brain. For
example, Goldberg (1985) suggested the possibility that
the lateral protomotor zone and related cortex of the
inferior parietal lobe were involved in the integration
of the relevant aspects of the visual cue into the
movement. Therefore, although the movement made was
voluntary, it was not completely self-initiated. Thus in
this situation, such a potential as the RP, which

indicates timing, planning, and transporting internal
drive tendencies to the motor regions, may be affected in
the manner observed.
If we assume that the first component of the
pre-event potential in this Experiment corresponds to the
spontaneous slow potential (SSP) -- which commonly has
both negative and positive shifts --

the origin of such

changes in the SSP is of interest. As it was broadly
discussed in chapter 7, the upper layers of the cortex
appear to be responsible for the generation of the scalp
recorded slow potential shifts (Caspers et al., 1980;
Caspers, 1993). But the changes in the SPP could have a
subcortical origin. Chiorini (1969) suggested that the
midbrain reticular formation, which is a midline
structure and its activity (usually reflected in
bilaterally symmetrical changes in cortical activity),
could be responsible for the changes in cortical slow
potentials. Also, Arduinin (1957) suggested that
stimulation of the midbrain reticular formation produced
some changes in cortical recorded slow potentials.
When negativity at Cz was used to define the
polarity, the amplitudes of the first part of the preevent potential at all nine electrode sites used in the
Experiment were negative (Figure 8.7A). However, higher
negativity was centred at Cz. Even the onset time of the
negative shift, as indicated by Figure 8.10A, was earlier
at Cz. Similarly, when positivity at Cz was used to
define the polarity, the amplitude of the PREl at all

nine electrode sites were positive, with maximum
positivity at Cz (Figure 8.7B). The earlier onset of the
positive shift at Cz is also apparent in Figure 8.10A.
This centralization of the change in slow potentials at
Cz is in accordance with the findings of Goldberg (1985),
Benecke et al. (1985), and Lang et al. (1989). The
suggestion of Chiorini (1969), concerning the rule of a
midline subcortical structure (such as the midbrain
reticular formation) also can be supported by these
findings.
The negativity of the pre-event potential was higher
preceding correct performance of the task. Although this
difference only approached significance (p=.055), it is
in accordance with previous findings (Stamm & Rosen,
1972; Bauer & Nirnberger, 1981; Guttman, 1986). A reason
for the present results not reaching significance could
be the relatively small difference between mean
negativity and positivity, which was not more than 8 pV.
More significant effects have been obtained when the
difference was around 25pV (Bauer & Nirnberger, 1981).
There is extended documentation concerning the
association of a higher negativity of the SSP with better
performance on the forthcoming task. Compatibility of the
present findings with this literature may support the
assumption that the opposite shifts in the first part of
the pre-event potentials as obtained here have a
spontaneous nature.
Another explanation for the relative similarity of
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the first part of the pre-event potentials in press and
no-press, may lie in the similarity of the subjects'
psychological states in these two conditions. Brunia
(1992) suggested that motor preparation and intermodal
selective attention have common structural and functional
properties. In the no-press condition, subjects
selectively attended to the stimulus. According to
Brunia's (1992) theory, general alertness and attention
in the early stage of the pre-event potential could be
equivalent to preparation for the movement. If this is
so, we would not expect the mean amplitude of the
potentials recorded in these two conditions to differ.
Differences between press and no-press only appeared in
the second part of the pre-event potential, where the
state of attention preceding motor execution requires
processing and loading of the motor program.
In contrast to the first part of the pre-event
potential, the second part of the pre-event potential
showed a significant difference between press and nopress. This difference was maximal at Cz. This implies
that preceding the movement, a RP developed which was
more negative than the corresponding potential when no
movement was involved. The potential in this period was
lateralized towards the contralateral area and was
largest at the vertex. This finding is in accordance with
the large body of literature concerning the
characteristics of the RP (Kornhuber & Deecke, 1965;
Vaughan et al., 1968; Deecke & Kornhuber, 1969; Deecke et

al., 1976; Brunia & van den Bosch, 1984a, 1984b; Brunia &
Damen, 1988). These results suggest that the RP in this
study was expressed as only one component which developed
at about 400 msec before the movement, corresponding to
the second component of the traditional RP. It appears
that generation of a RP with an earlier latency when
subjects are involved in a perceptual/cognitive task is
not possible. Such a RP is only possible when all the
requirements for producing a voluntary self-initiated
movement exist. These include autonomous timing of the
movement, which seems to be reflected in the length of
the epoch over which the symmetrical RP develops (Libet
et al., 1982; Brunia & Damen, 1988).
One of the most important findings of this study was
that the second part of the pre-event potential did not
vary with the change in preceding potential shift. This
indicates that, regardless of the polarity shift of the
preceding potential, negative RPs always develop before
movements. The polarity of the background potential shift
did not change the amplitude of this negative RP. It was
also found that the second part of the RP did not vary
with correct/incorrect performance on the task. Although
at Cz, the difference between correct and incorrect
pre-event potential was significant, this result did not
interact with press/no-press. This suggests that there is
no evidence of a change in the RP associated with
efficiency of the performance. The results implied that
the positive shifts in the period of the RP, reported for

the first time by Freude and Ullsperger (1989), developed
only in the first period, while the second period of the
RP retained its negativity. These findings suggest that
regardless of opposite background shifts or simultaneous
perceptual-cognitive information processing, negative RPs
preceding movements are to be expected always. In the
case of simultaneous perceptual-cognitive information
processing, the RP may differ in latency or amplitude
from the traditional RP.
It has been suggested that the RP is influenced by
performance feedback (Elbert et al., 1986). The procedure
in which the RP is affected by feedback which comes
following the performance is unknown. In this study the
RP in correct press did not differ from the RP in
incorrect press. Because correct and incorrect
performance were announced by different feedback tones,
this result suggests that the performance feedback did
not affect the RP. This is in accordance with the
previous findings of Chwilla and Brunia (1991) that the
RP was not influenced by different feedback conditions.
The amplitude of the RP was measured in their study as
the mean of activity in a 200 msec epoch preceding the
response, which is similar to the measure used in this
study. Because the significance of the feedback tone did
not have an effect upon the RP, one can conclude that
control of motor action may not be connected to the
cognitive background of the action, but only to the
neuronal elements which are required for loading the

motor program. As support for this view, Deecke (1990)
suggested that the late component is related to synaptic
facilitation in the contralateral motor area in
preparation for the final pyramidal tract volley which
produces the movement. Also, Caspers et al. (1980)
suggested that the RP is related to post-synaptic
dendritic potentials which lead to firing of the
pyramidal tract neurones.
Similarly to the PRE2, the post-event potential was
larger at Cz. The changes in the post-event potential
with task demands were quite similar to the changes in
the RP. These include larger amplitude following press,
no main effect of previous correct/incorrect performance,
and no main effect of negative/positive shifts. These
pieces of evidence imply that the P2 is similar to the
PRE2 in reflecting only physiological aspects of the
movement. The difference between press and no-press in P2
was found to differ between correct and incorrect
performance. Calculation of the means indicated a larger
P2 following a correct press. On the basis of the
functional significance of the P2, various explanations
for this can be proposed. First, the P2 represents
kinesthetic feedback from the periphery (Kornhuber &
Deecke, 1965; Vaughan et al., 1868; Deeck et al., 1969,
1978). A higher amplitude of P2 was previously found to
occur with a higher force deployment (Becker & Kristeva,
1980). Thus, because the P2 represents kinesthetic
feedback from the periphery, a stronger force deployment

causes a stronger feedback and results in greater
amplitude of the P2. This may be the reason for the
enhanced P2 following correct press. An alternative is a
motor programming approach. Papakostopoulos (1978b)
suggested that the P2 potential could reflect
neurophysiological concomitants of internal afferent
feedback or efferent feed-forward processes. Delaunoy et
al. (1978) suggested that the P2 is an important feature
of the motor act and may reflect the operation of a
central comparator between a motor program elaborated
before the movement and a neuronal representation of the
executed movement. This suggestion was supported by the
findings of Hink et al. (1983). Having considered these
suggestions one may presume that the P2 and the RP are
related to the same mechanism; they indicate the
preparation for and accomplishment of a unique motor
program.
Papakostopoulos et al. (1978a, 1978b) first
described the skilled performance positivity (SPP)
component, so-called because it was explored only in a
skilled task with the presence of a real time feedback.
Papakostopoulos (1978a) suggested that the expectation of
information concerning the consequences of performance is
a requirement for SPP development. The SPP recorded in
this experiment differed from the P2 in amplitude,
latency and wave form. The skilled performance used in
the Papakostopoulos (1978a) study was sweeping an
oscilloscope spot by pressing on one button and stopping

it at the right place by pressing another. According to
the common classification of movements (Deecke et al.,
1984; Schmidt, 1991), this task was a semi-continioustracking movement. When the skill classification is under
consideration, the task could be a motor skill with minor
cognitive load (Schmidt, 1991). In contrast, in the
present study a cognitive skill represented by a discrete
movement (Schmidt, 1991) was used to explore SPP
variations. Despite these substantial changes, which
could affect the SPP, the potential was recorded and
found to be significantly larger at Cz then at C4. The
most important part of the findings was the absence of
any significant difference between press and no-press in
the SPP epoch. This may indicate a higher dependency of
the SPP on the cognitive concomitant of the skill than on
its motoric aspects. Convincing evidence for this lies in
the significant effect of correct/incorrect on the
amplitude of the SPP. This suggests that the SPP was
larger when a correct decision was made, regardless of
the movement. This finding supports the results of
Papakostopoulos et al. (1978a) who found increasing
amplitude of the SPP with greater accuracy in
performance. While the SPP was recorded previously only
in the presence of a real time feedback (Papakostopoulos,
1978a; Chiarenza et al., 1984, 1990), the presentation of
the feedback tone in the present study was delayed to 800
msec following the movement. Assuming that the SPP
represents the processing of information concerning the

consequences of the movement (Papakostopoulos, 1978a,
1978b), the process by which it develops before
presentation of the feedback (as obtained here) is a
matter for further investigation.
There was no main effect of negative/positive preevent shifts on the SPP. Several interactions that
occurred in the period of the SPP are relevant to an
understanding of the significance of the SPP. These
interactions suggest that the difference between correct
and incorrect differs following press and no-press, and
also differs following negative and positive shifts.
Computation of the means indicated a larger SPP when a
correct press occurred, when correct performance followed
a negative shift (compared to positive shift), and also a
larger SPP at Cz when a correct press followed a negative
shift. These interactions include further information on
the main effect of correct versus incorrect performance.
Chiarenza et al. (1984) recorded a reversed polarity
of the SPP in their study. This means that, in the time
period of the SPP, instead of a positive potential, a
negative potential was recorded. This reversed potential
(observed only in children) was largest at FPz. Since in
a number of their subjects the peak negativity was found
at Cz, they ruled out the possible effect of an
electrooculographic source of the potential. No further
clarification was made by Chiarenza et al. (1984) except
that they suggested that the frontal negativity should be
accepted as characteristic of the SPP in young children.

In the period of the SPP in the present Experiment no
reversed potential was recorded. But a closer look at the
overall potentials following the event (Figure 8.15A)
suggests that negative potentials peaking about 300 msec
after the event exist. The existence of a negativity
between two positive shifts does not necessarily have
significance. One may simply assume that the positive P2
ultimately resolves prior to onset of the positive SPP.
Otherwise the development of the SPP would not be
noticed. The period between P2 and SPP peaks could be
considered as a negativity. In regard to the peaking time
of such a "negativity" it could be expected that if
criteria for measurement of the SPP are not selected
properly, this "negativity" could be indicated
erroreously in the SPP epoch.
A slow negative shift, called the stimulus-preceding
negativity (SPN), has been observed preceding feedback
(Grunewald-Zuberbier et al., 1980; Damen & Brunia, 1987;
Brunia & Damen, 1988; Chwilla & Brunia, 1991; van Boxtel
et al., 1993). To prevent contamination by the CNV, Damen
and Brunia (1987) designed a study in which the SPN was
recorded in the absence of motor preparation. Perhaps the
reason for naming this potential as the SPN -- instead of
CNV -- was to avoid the traditional confounding of the
effects of motor preparation and stimulus anticipation.
In other words, the SPN is a part of the CNV which is not
connected to motor preparation, but rather to stimulus
anticipation (van Boxtel, 1993). Damen and Brunia (1987)

investigated slow brain potentials related to motor
preparation and stimulus anticipation. In different
conditions of their study, subjects pressed a button and
the feedback stimuli were presented after the press.
Aside from the RP preceding the button press, a negative
wave preceding the feedback stimulus was found that
showed a different potential distribution from the RP,
suggesting that the SPN stems from another
electrophysiological origin than does the RP. Brunia and
Damen (1988) confirmed that the SPN showed a different
distribution from the RP. They suggested that the SPN
indicates the process involved in anticipation of
information, which is based upon the dendritic potential
leading to the firing of certain cell groups (Brunia &
Damen, 1988). They found that the SPN was larger in the
right hemisphere. Searching for the connection between
the SPN and the meaning of the feedback, Chwilla and
Brunia (1991) suggested that the SPN was not related to
the perceptual or conceptual processing of the feedback
stimulus. In the present Experiment, the SPN was not
lateralized but it was largest at Cz. No main effect of
press/no-press, correct/incorrect, or negative/positive
shift was found in the period of the SPN, indicating that
the SPN was independent of the task, efficacy of the
performance, or the opposite polarity shifts of the
pre-event potential. The difference between the SPN
recorded at Cz and that recorded at C3/C4 differed in
press and no-press, with an enhanced SPN at Cz in no-

press. The results of this study suggest that the SPN
develops in anticipation of an auditory stimulus and it
is not related to the stimulus interpretation, in
accordance with the results of Chwilla and Brunia (1991).
Four different main effects were found in the time
period of the N100. They indicate that the N100 was
largest at Cz, and not different between C3 and C4. N100
was larger when no-press was involved, when incorrect
performance occurred, and did not differ with different
preceding polarity shifts. The larger N100 following
incorrect performance did not relate to resolution of
larger positivity of the preceding post-event potential,
because the preceding pre-event potential shift did not
have a main effect on the N100. The effect of preceding
slow potential shifts on the ERP has been reported
(Gaillard & Naatanen, 1980a, 1980b), but these effects do
not appear to become significant until the difference
between the mean negative and positive shifts reaches
physiological significance (Trimmel, 1988). To observe
such an effect the difference between the mean amplitude
of negative and positive shifts should be at least 25 pV
(Bauer & Nirnberger, 1981).
Recording the EMG associated with the performance
resulted in some interesting findings. Raw EMG values
were transformed to Z scores to reduce the extent of
measurement variation between subjects which may have
been caused by variation in electrode placement and the
force with which the key was pressed. This procedure
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provided an equal contribution of each subject to the
results. As expected, there was a significant main effect
of press/no-press. The amplitude of the EMG in correct
performance was larger then incorrect performance.
Whether or not this enhancement implies a harder press is
a matter for future investigation. The enhanced RP
associated with correct performance (which was not
statistically significant) does imply such a harder press
in correct performance.
The EMG was also found to be significantly larger
following positive shifts of the pre-event potential.
This may not be in accordance with the functional
importance of the opposite shifts of slow potentials. The
negative shift of the SSP may indicate increased
excitability of the underlying neuronal system (Fuster &
Alexander, 1971; Fuster, 1980; Caspers et al., 1980;
Caspers, 1993). It is also suggested that such a negative
potential accompanies wakefulness and alertness. Thus,
following a negative shift, a larger EMG would be
expected, but the results show that a smaller EMG
amplitude was recorded following a negative slow
potential. This may also be as a result of a smaller RP
following a negative shift (which was not significant).
The interaction of correct versus incorrect performance
with negative versus positive shift indicates that the
difference between the EMG amplitude in correct and
incorrect differs following negative and positive shifts.
This difference was larger following positive shift.

A larger EMG in correct performance and following
positive shifts and also the interaction of
correct/incorrect with negative/positive shift suggests a
psychological property for the EMG. The relation of the
EMG to psychological variations has long been suggested
by different experimenters (Clites, 1936; Davis, 1938;
Pishkin & Wolfgang, 1964; Diggory et al., 1964; Pishkin
et al., 1968; Pishkin, 1973; Cacioppo & Petty, 1981).
Clites (1936) found that the EMG was higher when subjects
were successful in problem solving than when they were
unsuccessful. This finding becomes more meaningful when
we learn that even the expectation of success influenced
the magnitude of the EMG. Diggory et al. (1964) found
that subjects who expected to succeed had larger EMGs
than those who expected to fail.
The results described here are a contribution to
understanding the functional significance of the movement
related potentials, especially the RP. They suggest that
these potentials are influenced by factors which are not
all closely linked with motor performance. These
interesting results have the potential to encourage more
research and provide a better understanding of the
function of the CNS in the area of motor planning and
behaviour.

SUMMARY
Using a paradigm similar to Experiment 2, but with
some minor changes, the present study was carried out to
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investigate how task requirements are differentially
mediated by pre-event potentials of different polarity.
The conventional first component of the RP did not differ
at recording sites and was found to be independent of the
forthcoming movement. A higher negativity of this
potential was associated with correct performance. This
finding confirmed the previous findings on the
association of such negativity with better performance on
the task. Differences in the movement initiation
procedure compared to the traditional self-paced, selfinitiated process, were suggested to affect the early
component of the RP. The second part of the pre-event
potential was found to be more negative when a movement
was involved, indicating the development of the RP before
the movement. This was found to be lateralized toward the
contralateral area, and largest at Cz. The preceding
shift of the pre-event potential did not vary this
potential. On the basis of the motor planning and
programming hypothesis, a uniform RP would correspond to
the retrieval of an identical motor program from the
memory. The P2 was largest at Cz and was not lateralized.
It differed significantly from its concomitant post-event
potential, and similarly to the RP, neither the efficacy
of the performance nor the previous potential shift
effected it. Because the SPP did not differ with press
and no-press, but differed with the efficacy of the
performance, it was concluded that it is more related to
the cognitive concomitant of the task than to its motoric
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aspect. The SPN was largest at Cz and was not
lateralized. None of the elements of the study had a main
effect on this potential. NIOOs were larger after
no-press and incorrect performance. The N100 was largest
at Cz and was not lateralized. The EMG accompanying the
task was found to be significantly larger with correct
performance and following a positive shift in pre-event
potential. These findings suggest that the EMG could
indicate some psychological states of the subjects
connected with the production of slow negative potential
shifts.

SUMMARY OF THE EXPERIMENTAL FINDINGS
Freude and Ullsperger (1989) reported the existence
of some positive potentials in the period of the RP in a
single trial analysis. Three sequential experiments were
designed to investigate this phenomenon and to explore
ideas and possibilities which emerged from it. These
experiments examined the existence of the positive RPs,
the effect of split attention (from the action to another
task) on the polarity shift of the RP, the effect of a
perceptual/cognitive task on the latency, amplitude and
topography of the RP, P2, and SPP, the functional
significance of the opposite shifts in the period of the
RP, the relationship between spontaneous slow potentials
and the RP, and the relation of the RP to loading and
executing the motor programs. Because the design of the
experiments provided an appropriate opportunity, some
other potentials (such as the stimulus preceding
negativity and auditory N100) were also investigated.
Experiment 1 investigated the effect of a tone
discrimination task on the occurrence of RPs of different
polarities, as well as comparing the P2s and the AEPs
following different polarities of the RP. A tone
discrimination task was designed to split the subjects'
attention from the movement and to encourage them to
concentrate on the consequence of the movement. The
experiment consisted of two parts. In part 1 of the study
subjects pressed a key in a self-paced, self-initiated
voluntary fashion. In part 2 they were asked to

discriminate between two randomly-ordered tones,
triggered by the key press. The results confirmed the
existence of positive potentials in the period of the RP.
The split attention which was produced by the tone
discrimination task in part 2 resulted in a significant
increase in the relative frequency of positive RPs from
41% to 54%. The magnitude of positive RPs were also
incoreased. These contributed to the magnitude of the
averaged RP decreasing from part 1 to part 2. The early
component of the averaged RP, which had begun about 1300
msec before the movement in part 1, disappeared in part
2, where the averaged RP began only some 500 msec before
the movement.
Experiment 2 examined how task demands, which
related to perceptual/cognitive efficiency in the context
of a purposive voluntary movement, are differentially
mediated by RPs of different polarities. A computer game
was designed to simulate some of the perceptual/cognitive
elements of target shooting. Subject were asked to press
a key ("shoot") when -- according to the instructions -the conditions required for a successful "shot" were
present, and not to press the key when they were not. An
auditory performance feedback signal was delivered via
headphones. The positivity of the pre-event potential was
found to affect the accuracy of performance on the task,
with an increase in the frequency and amplitude of
positive shifts preceding poorer performance. The
averaged RP related to correct presses was more negative

that the averaged RP associated with incorrect presses.
Using a paradigm similar to Experiment 2, Experiment
3 was designed to examine the topographical changes in
the opposite shifts in the pre-movement potentials. EEG
from C3, Cz, C4, F3, Fz, F4, P3, Pz, and P4, together
with the vertical EOG and EMG from the active muscles,
were recorded. The data obtained from the central
electrode sites were used for statistical analyses. These
data plus the other electrode site data were used to make
several topographic maps indicating the distribution of
components in the pre-event potential. The difference in
the topography of the pre-event potential in various
conditions of the study is readily apparent in these
maps. The RP was analyzed in two separate epochs. First
the mean activity in the period of -1400 msec to -500
msec was considered as the early part of the RP, and the
mean activity from -495 msec to the time of movement was
considered as the late part of the RP. As a result of
this experiment the first component of the RP was found
to be independent of the forthcoming movement and did not
differ at C3, Cz, and C4. A higher negativity of this
potential in correct performance -- compared with
incorrect performance -- confirmed the previous findings
on the association of such negativity with better
performance on the task. It was also suggested that the
involvement in the task interfered with voluntary
initiation of the movement and thus affected the early
component of the RP. The second part of the RP was found

to be more negative than the potential in the same epoch
when no movement was involved. Also it was found to be
largest at Cz but lateralized toward the contralateral
area. The preceding shift of the pre-event potential did
not affect this potential.
In experiment 1 the following positive potential
(P2) was larger when the preceding pre-event potential
was negative. Experiment 2 suggested that a larger RP
predicts a larger P2. In Experiment 3 the P2 was larger
at Cz and was not lateralized. It differed significantly
from its concomitant post-event potential and, similarly
to the RP, neither the efficacy of the performance nor
the previous potential shift significantly affected it.
The P2 thus appears to reflects the processes involved in
termination of the movement and every situation which
affects the RP affects the P2.
The skilled performance positivity (SPP), which was
recorded following P2, was larger with correct
performance compared to incorrect performance. It was
largest at Cz, and was also larger at C4 compared to C3.
The SPP was not affected by pressing or not pressing the
key, nor did the preceding opposite polarity shifts
affect it significantly. These results suggest that the
SPP was more correlated with the cognitive context of the
performance than its physiological aspects.
The stimulus preceding negativity (SPN) was largest
at Cz, and did not differ between C3 and C4. Pressing or
not pressing the key did not have a significant effect on

the SPN. Neither correct versus incorrect performance on
the task nor the preceding negative versus positive shift
of the pre-event potential affected it. These results
suggest that the SPN indicates an anticipatory process
prior to the expected tone and is not related to the
preceding performance.
An increase in amplitude of the auditory N100
following a positive shift was consistently noted, but
this failed to reach significance in any of the
experiments. The N100 in Experiment 2 was significantly
smaller following press compared to no-press. This
finding was confirmed in Experiment 3. In Experiment 3 it
was also larger following incorrect performance and its
largest amplitude was at Cz; it was not lateralized.
Several interactions which affected the N100, such as the
interaction of press/no-press with correct/incorrect,
suggest that the N100 was affected by the previous task
performance.
The EMG accompanying the task was found to be
significantly larger in correct performance compared to
incorrect performance. It was also larger following a
positive shift of the pre-event potential compared to a
negative shift. Changes in the EMG activity with
correct/incorrect performance on the task provide some
support for psychological properties of the EMG. These
results are discussed in terms of the importance of the
EMG reflecting cognitive/perceptual requirements of the
task.

DISCUSSION
Three experiments in this study previously have been
discussed separately. The aim of this chapter is to bring
the discussions together for a better understanding.
Two fundamental components of the RP have been
acknowledged by RP investigators already. As mentioned in
Chapter 4, the first component has its maximum amplitude
near the vertex and has a wide symmetrical distribution,
and develops about 1-1.5 sec before the EMG peak
(Shibasaki et al., 1980; Libet et al., 1982; Schreiber et
al., 1983; Goldberg, 1985; Barret et al., 1986; Brunia &
Damen, 1988; Deecke, 1990). The second component is
indicated by a rapid increase in the negative gradient
and has a contralateral distribution with its maximum at
Cz. This part of the RP starts at about 400-500 msec
before the movement (Goldberg, 1985; Deecke, 1990). Since
the RP first appears over the supplementary motor area
(SMA), it is suggested that the SMA, located under the
vertex electrode, makes a major contribution to the
initial symmetric phase of the RP (Deecke et al., 1978).
The present results showed two different components
in the period of the traditional RP. Separate analyses on
the early and late components of the pre-event potential
in Experiment 3 was based on previous suggestions
concerning the existence of different components in the
RP (Libet, 1982; Deecke, 1990) and especially the results
of the first two experiments. The level of baseline
activity in all three experiments was established

following the suggestion of Freude and Ullsperger (1989).
The RP in Experiments 1 and 2 was analyzed as a single
intact potential. Reduced amplitude and latency of the RP
suggested the influence of task requirements on the
characteristics of the RP. Because the results of
Experiment 2 suggested that some changes in the late part
of the RP probably do not follow the changes in the early
part, in Experiment 3 each part was analyzed separately.
When the first component was analyzed, no difference
was found in the mean activity between press and no-press
conditions. Also, no difference in its amplitude was
found between Cz, C3, and C4, which means that the first
part of the pre-event potential is not connected to motor
activity.
In the first experiment, when a voluntary selfpaced, self-initiated finger flexion was under
investigation, the latency of the RP was about -1350
msec. In the same experiment subjects' involvement in the
auditory discrimination task influenced the early part of
the RP by delaying its latency to about -500 msec. Thus
no potential shift was recorded in the period between
-1350 msec to -500 msec. A visual discrimination task
produced the same result in Experiment 2. In this
experiment the RP appeared at about -500 msec and again
no significant potential shift was recorded in the
preceding period. Similar results were produced in
Experiment 3. From the results of these experiments one
may conclude that the involvement of the subjects in the

task can interfere with self-initiation of the movement
and the timing property of the first component of the RP.
There are reasons to assume that the first part of
the RP is connected to voluntarily initiation of the
movement and the intention to move (Kornhuber, 1980,
1984; Libet et al., 1982, 1983; Libet, 1985). Contrary to
the traditional investigations of the RP in which an
internal drive leads to the action, the task used in
Experiments 2 and 3 employed an external (visual) cue to
trigger the period of preparation for the movement. This
procedure may interfere with voluntarily self-initiation
of the movement and decrease the centralisation of the
potential over the SMA, which is believed to be the main
origin of the first component of the RP (Kornhuber, 1984;
Deeck, 1990). The requirements of the task used in the
present study called for additional contributions from
the lateral protomotor zone and related cortex of the
inferior parietal lobe, which are needed to integrate the
relevant aspects of the visual cue into the movement
(Goldberg, 1985). Therefore, although the movement made
was voluntary, it may not have been completely selfinitiated. In this situation such a potential as the RP,
which indicates timing, planning, and transporting
internal drive tendencies to the motor regions, may be
expected to be affected.
Libet et al. (1982) identified two processes in
developing the RP. Process I involves a general or
indefinite intention to act and is associated with a

ramp-like RP that begins one or more seconds before the
act. Process II reflects more certain drive, or an
intention to act, and occurs immediately before the
movement. This process is accompanied by the second
component of the RP that begins (as Libet et al., 1982
suggested) at about -575 msec. Libet (1985) suggested
that part Jl of the RP is associated with a spontaneous
self-initiated act without pre-planning, and is

dominant

at the vertex because of the activity of the SMA. The
second part of the RP was recorded in all three
experiments of this study and in Experiment 3 it was
found that it occurs earlier and has maximal amplitude at
Cz. The enhancement of the RP at the vertex confirms the
importance of SMA activity even immediately preceding the
movement.
Goldberg (1985) suggested that there are two
distinct systems for the control of voluntary movements.
The first is the lateral premotor system (LPS), which
receives its main input from areas of the sensory cortex.
The second is the SMA, receiving most of its input from
the basal ganglia. Goldberg (1985) suggests that the LPS
is primarily involved in motor acts responsive to sensory
feedback, whereas the SMA coordinates internally desired
acts as well as rapid skilled movements. Although
Goldberg's model is elaborated for volitional selfinitiated movements, the results of the present study
provide evidence that potentials associated with
movements whose voluntarily initiation is mediated by a

perceptual/cognitive task may also be dominant at the
vertex, which indicates the influence of the SMA.
As a result of Experiments 2 and 3 it was found that
the negativity of the pre-event potential was higher
before correct performance of the task. In Experiment 3
it was also found that this potential was not related to
the movement. Since the first part of the pre-event
potential was not related to movement and was more
negative with better performance, it is apparent that it
is quite similar in its characteristics to the
spontaneous slow potential (SSP). Thus it is possible
that what was recorded in this period was simply a
spontaneous slow potential (SSP), which may have marked
negative or positive shifts. Extended documentation
concerning the association of a higher negativity of the
SSP with better performance on the subsequent task
supports this concept (Fuster & Alexander, 1971; Stamm &
Rosen, 1972; Bauer & Nirnberger, 1980, 1981; Guttman,
1986) .
Freude and Ullsperger (1992) suggested that
cognitive tasks produce slow potential shifts. These slow
potentials may in turn affect the following performance.
Freude and Ullsperger (1990) found that the negativity of
the preceding potential shift was accompanied by better
performance in a pattern recognition task. They suggested
that the existence of negative or positive shifts
preceding correct performance could be a matter of
dynamic changes in the initial level of CNS activation.

Considering these spontaneous fluctuations, preparation
for any single event could start from varying activation
levels. Elbert and Rockstroh (1987) suggested that these
dynamic fluctuations in negative or positive SSPs are an
expression of threshold regulation of neuronal activity.
In the case of event anticipation they suggested that it
would be advantageous to the organism to decrease the
threshold, which may be indicated by a negative shift.
One may assume that following such a lowering of the
threshold the brain would be more excitable, and hence
the task would be more efficiently processed.
Freude and Ullsperger (1992) also found positive
shifts preceding correct performance. The results of
Experiment 2 and 3 in the present study also indicate the
existence of positive trials before some correct
performances. If the negative shift is associated with
facilitation in information processing, why is correct
performance, in some cases, associated with a positive
shift? The suggestion of Elbert and Rockstroh (1987) was
used by Freude and Ullsperger (1990) to clarify the
mechanism of this process. They suggested that in a very
high level of excitation thresholds automatically
increase so that activity will drop to a lower level of
excitation some moments later. This rationalization
considers the positive shift as the resolution of a very
high level of excitation.
In chapter 7 it was mentioned that the activity of
the neurons located in the upper layers of the cortex

could be responsible for the surface recorded slow
negative potential shift (Caspers et al., 1980; Caspers,
1993). The mechanism responsible for changes in the slow
potentials was discussed by Chiorini (1969). He
introduced two different processes involved in such
changes, each of them effective in a specific situation.
The enhancement of negative slow potentials restricted to
the contralateral motor and somato-sensory cortices was
attributed to a "localized activation system". This
change could occur in learning subjects during
acquisition of a classically conditioned motor response.
The equal bilateral changes in slow potentials seen in
both learning and non-learning groups was attributed to a
"diffuse activation" via a system such as the midbrain
reticular formation (MRF). Electrical stimulation of the
MRF was previously suggested to produce changes in the
slow potentials (Arduini 1957). Because the MRF is a
midline structure, activity within it should be reflected
in fairly generalized and bilaterally symmetrical changes
in cortical activity. Little research has been done on
the subject of changes in the spontaneous slow
potentials. The literature respecting changes in the slow
potentials usually concerns the changes preceding
movements. For example, the results of Goldberg (1985),
Beneck et al. (1985), and Lang et al. (1989) are in
favour of localized changes in slow potentials preceding
movements. In all of these studies, the highest amplitude
of the pre-movement negativity was always over the SMA.

In the present study, although the negativity or
positivity of the pre-event potential was a global
phenomenon, topographic differences in the amplitude of
the potential were evident. The maximum amplitude was
consolidated at the vertex in both negative and positive
potential shifts. The further from the vertex, the lower
was the amplitude. Therefore a localized origin could be
supported for the changes in slow potentials preceding
the movement. This is in accordance with Chiorini (1969),
who suggested a mediation mechanism for changes in slow
potentials which could originate at the MRF.
Similarity in the processes involved in motor
preparation and selective attention to the task may also
be a possible reason for the uniformity of the first
component of the pre-event potential in press and
no-press conditions. The similarity in structural and
functional properties of the movement preparation and
attention was suggested by Brunia (1992). He noted that
motor preparation and selective attention have common
fundamental aspects. Having considered the three stages
of information processing in the motor system suggested
by Schmidt (1991), one could assume that in the first
part of the pre-event potential, subjects still were in
the stage of "stimulus identification" and were not
prepared for the other stages, which are "response
selection" and "response programming". Examining this
assumption requires the timing of different stages and
calls for further investigation.

In the light of the above, the RP in this study
corresponds to the second part of the traditional RP,
showing the traditional characteristics of the RP, such
as the contralateral superiority and larger amplitude at
the vertex (Kornhuber & Deecke, 1965; Vaughan et al.,
1968; Deecke et al., 1969; Becker et al., 1972; Deecke et
al., 1976; Brunia & van den Bosch, 1984a,b; Brunia &
Damen, 1988). It seems that autonomous timing of the
movement is reflected in the length of the epoch over
which the first component of the RP develops (Libet et
al., 1982; Brunia & Damen, 1988). Thus, an RP with an
earlier onset is only possible when all the requirements
for producing a voluntary self-initiated movement exist.
In analyzing the second component of the RP, a
negative shift was found in every situation of the study.
Freude and Ullsperger (1989) reported the existence of
positive shifts in the period of the RP. Using a similar
laboratory setting and analysis, Experiment 1 confirmed
the reality of positive potentials. In Experiment 2 it
was hypothesized that the positivity of the RP occurs
only in the first part and the second part is always
relatively negative. This hypothesis was tested in
Experiment 3. The results indicated that the second part
of the pre-event potential did not vary with the change
in the preceding potential shift. This finding indicates
that regardless of the polarity shift of the preceding
potential, similar negative RPs always develop before
movements.

The negativity of the RP

raay

have its origin in its

functional significance. In this context, it has been
suggested that the RP indicates neuronal activity
essential to conduct the movement (Papakostopoulos,
1978b; Deecke, 1978; Papa et al., 1991; Freude &
Ullsperger, 1990). Hink (1983) suggested that the RP
represents the mobilization of cortical areas involved in
the preparation and initiation of the ensuing movement.
It has also been suggested that the RP relates to the
selective activation of cell columns in the specific
projection area of the motor cortex (Brunia & van den
Bosh, 1984). Brunia and Damen (1988) suggested that the
RP indicates activities which finally lead to firing of
pyramidal tract neurons. It has also been suggested that
the RP is closely associated with the timing of
internally generated movement (Papa, 1991). Regarding the
functional significance of the RP, it is not surprising
that the RP is always negative.
A second approach to this notion, of uniformity of
the RP following different shifts of the SSP, is the idea
of motor programming. It is widely accepted that many
actions, particularly fast ones produced in stable and
predictable environments, are controlled under the
direction of motor programs (Magill, 1989; Schmidt,
1991). The motor program, which is fixed and stored in
long-term memory, has to be retrieved from the memory in
whole blocks (Ivanova and Melnikov, 1989). Investigations
have examined the relation of the RP to the motor program

stored in long term memory (Ivanova & Melnikov, 1989;
Lang et al., 1989). It has been suggested that the RP
indicates the processes of specifying and loading the
motor program. Ivanova and Melnikov (1989) suggested that
differences in the amplitude of the RP before reproducing
various movements could be related to different motor
programs. The retrieval of these different programs from
long-term memory is then expected to produce RPs of
different characteristics. In this context some contrary
arguments have been put forward by Lang et al. (1991).
They disagree with the notion that the RP reflects the
processes of specifying and loading the motor programs.
They suggested that because some complex movements can be
executed within a few hundreds of milliseconds, it would
not be reasonable to assume processes of motor
specification and loading to last for a period of
approximately 1500 msec before starting the movement.
They suggested that the variations of motivational and
intentional involvement could be the reason for the
change in RP with task complexity, rather than different
tor
mo programs. In the present experiments an identical
mo task was performed and RPs were produced under
tor
different perceptual/cognitive levels of efficiency.
Contrary to the suggestion of Lang et al. (1991),
motivational and intentional involvement (which varied in
each condition of the study), did not change the
characteristics of the RP. It is also necessary to
emphasise that onset of the RP in the present study was
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not as early as the 1.5 sec before movement that Lang et
al. (1991) indicated. The main implication here is that
the formation of the RP before executing repeated
movements (the key press in the present study) is related
to the repeated retrieval of an identical motor program
from long-term memory. Thus, we should observe identical
RPs before each key press, regardless of the preceding
slow potential polarity shifts.
Memory may be defined as the brain's ability to
recreate or reproduce preserved experience. Therefore
different characteristics of the RP observed preceding
movements with different parameters (Becker & kristeva,
1980) may support the hypothesis that the RP represents
neuronal activity connected to retrieval of the stored
movement program from long-term memory. Further support
for this suggestion may be the fact that the task
obligations did not interact with the RP's
contralaterality. In this study, the RP was lateralized
toward the contralateral area similar to that associated
with a simple key press.
There has been a question of the influence on the RP
by the response outcome. Contradictory results have been
obtained by different investigators. Elbert et al. (1986)
found that response outcomes influence the latency and
the amplitude of the RP. Chwilla and Brunia (1991) found
that the RP was not influenced by different feedback
conditions. In experiment 3 of the present study the RP
did not differ with different feedback tones indicating

correct or incorrect performance. The problem with these
contradictory findings could be the different criteria
used to measure the RP. Some investigators measure both
parts of the RP and some measure only the second part.
For example Elbert et al. (1986) measured the RP at -2000
msec at some electrode sites, while Chwilla and Brunia
(1991) measured the RP as the mean of activity in a 200
msec period preceding the response. In some
investigations like those in this thesis the RP consists
of only one part, which corresponds to the second
component of the traditional RP. Since the criterion for
measuring the RP in the study of Chwilla and Brunia
(1991) was close to the criterion used in the third
experiment of this study, perhaps this is the reason for
the accordance of the present results with theirs. These
results emphasise the importance of the measure used in
RP studies. In the literature concerning the effects of
psychological elements on the RP, particularly when
comparing studies, the measured latency of the RP should
be carefully considered.
Because efficiency in the performance on the task
did not significantly affect the RP, one can conclude
that the control of motor actions is not connected to the
cognitive background of the action, but rather to the
neuronal elements which are required for loading the
motor program. In support of this suggestion, Deecke
(1990) indicated that the late component is related to
synaptic facilitation in the contralateral motor area in

preparation for the final pyramidal tract volley which
produces the movement.
Since the discovery of the movement related brain
potentials, characteristics of the potentials following
the movement, such as P2 and SPP, have been a matter of
investigation from both the physiological and
psychological perspective (Papakostopoulos, 1978a,b,
1980; Papakostopoulos et al., 1986; Becker & Kristeva,
1980; Hink et al., 1983). In Experiment 1, a larger P2
followed a larger RP. This result was confirmed in
Experiment 2. In the third experiment, post-event
positivity was larger following a press, was largest at
Cz, and was not affected by the efficiency of the task or
negative/positive shifts of the pre-event potential.
These results mean that the P2 is similar to the RP of
the second part, in that it codes the physical features
of the movement. These features may include kinesthetic
feedback from the periphery. In this case the results are
in accordance with previous findings (Kornhuber & Deecke,
1965; Vaughan et al., 1968; Deeck et al., 1969, 1976).
Even the larger P2 following a correct press, and its
related EMG evidence, may support this suggestion. This
is because the EMG shows a larger force exertion in
correct press (compared to incorrect press), and a larger
force in movement causes a larger P2 (Becker & Kristeva,
1980). This clarification, together with the suggestions
of Delaunoy et al. (1978), Papakostopoulos (1978b), and
Hink et al. (1983), clearly supports the motor
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programming approach. Delaunoy et al. (1978) suggested
that the P2 may reflect the operation of a central
comparator acting between a motor program elaborated
before the movement and a neuronal representation of the
executed movement. Papakostopoulos (1978b) suggested that
the P2 potential could reflect neurophysiological
concomitants of internal afferent feedback or efferent
feed-forward processes. These suggestions were confirmed
by the findings of Hink et al. (1983). Having considered
these suggestions, one may conclude that the P2 indicates
completion of the motor program -- the same motor program
whose preparation for execution is indicated by the RP.
While the SPP has been recorded always in skilled
performance, expectation of the information concerning
the consequences of performance is suggested by
Papakostopoulos (1978b) to be a requirement for its
development. In comparison to the studies of
Papakostopoulos (1978a, 1980; Papakostopoulos et al.,
1986) and Chiarenza (1984, 1990), two major changes in
the design of this study were provided to investigate the
SPP. First, the task was changed from a semi-continoustracking movement (Deecke et al., 1984; Schmidt, 1991) to
a discrete finger flexion with a larger cognitive/
perceptual load (Schmidt, 1991). Second, the performance
feedback was delayed to 800 msec following the
performance. The absence of any difference between press
and no-press and the existence of a significant
difference between correct and incorrect in SPP amplitude

indicate that the SPP may be related more to the
cognitive concomitant of the skill than to its motoric
aspects. The peak latency of the SPP, which was about 300
msec before the delivery of the feedback tone, indicates
that subjects' processing of information concerning the
consequences of the performance was carried out even
before delivery of the feedback tone. How these processes
may take place prior to presentation of the performance
feedback is a matter requiring further investigation.
Chiarenza et al. (1984) observed (in children)
positive potentials in the period of the SPP. The period
between the P2 and the SPP peaks could be considered as a
negative peak. But such a negativity between two positive
peaks does not necessarily have significance. With regard
to the latency of this "negativity", it could be expected
that if criteria for measurement of the SPP are not
selected properly for each subject, then such a
"negativity" could be measured in the SPP epoch.
The primary purpose of this study did not include
investigation of the N100 and the SPN, but since the
design of the study provided appropriate data, these
potentials were also examined. A clear stimulus preceding
negativity (SPN) (Damen & Brunia, 1987; Brunia & Damen,
1988; Chwilla & Brunia, 1991; van Boxtel et al., 1993),
following the movement and in anticipation of the
feedback tone, was recorded. Such a potential was
apparent in both Experiment 1 (Figure 5.1) and Experiment
2 (Figure 6.2), but was analyzed for the first time in
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Experiment 3. This was not connected to motor
preparation. This finding is in accord with van Boxtel
(1993), who suggested that the SPN is a part of the CNV
connected not to motor preparation, but rather to
stimulus anticipation. Apparently for the first time,
Damen and Brunia (1987) separated slow potentials related
to motor preparation and stimulus anticipation. Beside
the RP, a negative wave preceding the feedback stimulus
was found that showed a different potential distribution
from RP, suggesting that the SPN stems from an
electrophysiological origin other than that of the RP.
This finding was confirmed by Brunia and Damen (1988).
They suggested that the SPN indicates the process
involved in anticipation of the information, and based
upon the dendritic potential leading to the firing of
certain cell groups.
Chwilla and Brunia (1991), in regard to the
connection of the SPN to the feedback, suggested that the
SPN was not related to perceptual or conceptual
processing of the feedback. The results of the present
study confirm their findings in that the SPN did not
differ following correct and incorrect performance.
Comparison of the mean amplitude of the SPN potential in
different conditions of the study showed a larger SPN
after incorrect no-press. This cannot indicate the effect
of the feedback's significance on the amplitude of the
SPN, because the feedback signals for incorrect press and
incorrect no-press were identical.

N100 was recorded and analyzed in Experiment 1, 2,
and 3. The results of Experiment 3 confirmed what was
found in the previous experiments. That is, N100 was
larger after no-press and did not differ significantly
following opposite potential shifts of the pre-event
potential. Experiment 3 indicated that the N100 was
largest at Cz, did not differ between C3 and C4 and was
larger following incorrect performance.
The reason for a larger N100 following incorrect
performance in Experiment 3 may not be related to the
larger positivity of the preceding post-event potential,
which is frequently suggested as a reason (Gaillard &
Naatanen, 1980a,b; 1980; Trimmel, 1978, 1988). Therefore,
the ceiling effect suggested by Knott & Irwin (1968) or
the "activation correction mechanism" suggested by
Trimmel (1988) were not apparent in this study. The
ceiling effect approach suggests that smaller negative
peaks are expected after negative potential shifts -compared to no potential shift (Knott & Irwin 1968). The
"activation correction mechanism" suggests that the ERP
peak amplitudes are affected by preceding slow potential
shifts towards the opposite polarity of the respective
peak (Trimmel, 1988). These effects were not present in
this study because the polarity shifts of the pre-event
potentials did not have a main effect on the N100. One
may conclude that the relatively small difference in
amplitudes between the negative and positive shifts of
the PREl could be responsible. The minimum

physiologically significant difference in the mean
negative and positive potential shift was suggested by
Bauer and Nirnberger (1981) to be as much as 25 pV. The
mean difference between the negative and positive shift
in Experiment 3 was about 8 pV. This difference may not
have been large enough to affect the N100. However, it
contributed to some interactions of the elements involved
in movement related potentials. The enhancement of the
N100 following incorrect performance needs further
investigations.
Analyzing the EMG accompanying the event in
Experiment 3 resulted in several interesting findings.
The enhancement of EMG amplitude associated with correct
performance compared to incorrect performance was
statistically significant. This suggests that the EMG
reflects psychological states of the performance as well
as its physical aspects. Changes in EMG activity related
to a button press as an index of perceptual/cognitive
efficiency are reported here for the first time. The
psychological feature of the EMG was suggested previously
by several investigators (Clites, 1936; Davis, 1938;
Pishkin & Wolfgang, 1964; Diggory et al., 1964; Pishkin,
1968, 1973; Cacioppo & Petty, 1981). Assuming that the
EMG indexes muscle effort, Clites (1936) found a higher
amplitude of the EMG when subjects successfully solved
problems compared with when they did not. Diggory et al.
(1964) found that the expectation of success influenced
the magnitude of the related EMG. The results of the

present study are in accordance with these findings and
suggest the need for further investigations of the
psychological aspects of the EMG. The EMG activity was
also significantly larger following a positive shift of
PREl. The higher amplitude of the EMG following a
positive shift may be a correlate of the (nonsignificantly) higher RP following a positive pre-event
shift. Whether or not this correlation indicates a harder
press is a matter for further investigation.
Taken together, the results described in this study
contribute to a better understanding of the processes
involved in preparation for and execution of a movement.
Further studies, however, are needed to clarify the
processes responsible for the effect of psychological
variations on the movement related potentials. The
current findings may encourage further investigation in
the area of motor planning and programming and also
assist a broader comprehension of movement-related brain
functioning.

CHAPTER

XO

CONCLUSI ON AJNH> FUTURE
D IRECTI OlSTS

A variety of conclusions can be advanced as to the
implications of the novel findings of the present study.
These conclusions may be divided into two parts. One part
consists of those outcomes related to CNS activation in
the period preceding the movement, which mainly involves
the processes associated with preparation for the
movement. The second part consists of those results
related to the CNS activation in the period following the
movement, which predominantly concerns processes
associated with termination and evaluation of the
movement.
The results of this study indicate that the RP,
which is believed to begin about 1 second preceding the
movement and to terminate at the time of the movement or
some fraction of a second earlier, is not a single or
unified phenomenon. While one component of the RP
responds to psychological variations -- which may be the
cognitive requirements of a task -- the other component
indicates physiological procedures involved in executing
the movement. Therefore, in research concerning RP
changes due to the physical or psychological setting of
the movement, the existence of different components in
the period of the RP must be considered. Consideration of
only one component in the analysis, or analyzing both
parts as a whole, could be misleading. When the overall
potential in the conventional period of the RP is
considered, changes in one part could be incorrectly
attributed to the other. For example, the requirements of

a task can change the characteristics of the first
component of the RP. When the RP is measured as a whole,
this change could also be attributed to the second
component which does not usually respond to psychological
manipulations. Figure 5.1 shows an example of this
phenomenon.
Positive or negative shifts may be recorded in the
period of the first component of the RP. In traditional
studies of the RP, when voluntary self-paced, self
initiated movements are investigated, a minority of the
potentials are positive. This is the reason why the
traditional RP is always negative. Split attention from
the movement, or a change in the initiating strategy of
the movement by assigning a cognitive/perceptual task to
the subject, increases the percentage of positive shifts,
possibly to over 50%. This increase may result in the
recording of an averaged positive shift in the period of
the RP. When the subject's involvement in the task
interferes with the voluntary initiation of the movement,
the first component of the RP will no longer represent
the processes involved in preparation for the forthcoming
movement, which mainly occur in the supplementary motor
area (SMA). This potential may reflect general alertness,
arousal, and attention to the task, whether or not it
includes a movement. Also, the characteristics of this
part of the RP are similar to those of the spontaneous
slow potentials (SPP) which can have negative or positive
shifts. There is a range of evidence supporting the

proposal that they are identical. This includes the
association of a higher negativity of this potential with
correct performance, and lower negativity with incorrect
performance on the task.
Using nine electrodes allowed the investigator to
explore the amplitude of potentials at different sites on
the scalp in different conditions. This technique was
used to make topographic maps of the various components.
Inspection of these maps suggests that although the
negativity and positivity of the pre-event potential is a
global phenomenon, it is largest at Cz. This may indicate
a localized origin for this potential in the cortex
underlying the vertex. The findings of this study also
suggest that negative/positive shifts first develop at
Cz, then at C3 and C4. Future extension of this study
will include using more electrodes to make more precise
maps to obtain finer detail in the distribution of these
negative/positive shifts.
The positivity which is recorded in the period of
the RP is only found in the first component of this
potential, while the second component always remains
negative. The functional significance of the second
component of the RP could be the reason for its constant
negative shift, even following a positive shift in the
first component. These functions may include mobilization
of the cortical areas involved in preparation for the
movement. Because this component of the RP does not
change with variation in the motivational and intentional

involvement of the subjects, and does not reflect the
performance feedback, and finally because its laterality
does not change with the perceptual requirements of the
task, it can be concluded that it probably reflects the
processes of specifying and loading the motor program.
That is, the uniform second component of the RP preceding
execution of repeated movements appears to be related to
the repeated retrieval of an identical motor program from
long term memory. Examining this hypothesis needs further
investigation and is worthy of future consideration.
The second part of the conclusions concerns the
findings related to potentials which develop following
the movement. The P2 and the SPP were of particular
interest in this regard. It was concluded that the
characteristics of the P2 are closely related to the
characteristics of the preceding RP. Evidence indicates
that every physical characteristic of the movement which
affects the RP is reflected in the P2 as well. The P2 can
be considered to indicate termination of the motor
program whose specification and loading is indicated by
the preceding RP.
Lack of any significant effect of press/no-press on
the SPP and SPN may be connected simply to their
functional significance. These potentials are not among
the movement related potentials. The SPN is related to
anticipation of stimuli and is not expected to be
influenced by previous performance. The SPP, which was
expected to be related to the efficiency of the
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performance, was significantly affected by
correct/incorrect performance. The SPP appears to develop
following a skilled performance even though the
performance does not include any movement. The process by
which the SPP develops without movement is a matter of
considerable interest for future research. Future work in
this direction should also examine how the SPP develops
in the absence of any real time performance feedback.
Lack of any significant correlations between
correct/incorrect performance and the RP and P2 is
probably due to the relation of these potentials to
physiological aspects of the movement rather than
psychological factors. Both of these potentials were
significantly influenced by press/no-press. Lack of any
effect of correct/incorrect performance on the SPN may
suggest that this potential does not related to the
efficiency in the performance. Hence SPN may only
indicate anticipation of the performance feedback.
The mechanism by which the auditory N100 is
significantly influenced by the factors of press/no-press
and correct/incorrect performance is a matter of
interest. Larger auditory NIOOs following no-press and
incorrect performance may be as a result of larger
positivity in the pre-event potential which was then
resolved in a larger N100. This calls for further
investigation.
Differential lateralization of the RP and the SPP
clearly corresponds to their functional importance. The

RP was lateralized toward the left hemisphere, indicating
the contribution of the contralateral motor cortex. The
SPP was lateralized toward the right hemisphere,
supporting the superiority of the right hemisphere in
spatial tasks. This assumption could be examined in
future by assigning a non-spatial task (e.g., a numerical
task) to the subjects.
Although the effect of negative/positive shifts on
some potentials approached significance (and on the EMG
was quite significant), the lack of a significant main
effect of these shifts on the potentials investigated in
this study could be attributed to the relatively small
size of the difference in the amplitudes of the
negative/positive shifts. This study was not designed to
investigate the effect of negative/positive shifts in the
slow potentials on the movement related potentials, but
these potentials were separated according to their
negative/positive background shifts, and resulted in many
interesting findings. Future research may provide better
insights regarding these potentials and their
implications in cognitive performance.
Psychological aspects of the task and its
performance appear to be reflected in the EMG amplitude
accompanying the movement. These psychological aspects
could be traced in the related brain potentials.
Dependency of the larger EMG in correct performance, and
the larger EMG following a positive pre-event shift, on
the larger RP in these conditions is suggested by the

results and needs further investigation.
The results of the present study provide a novel
view of the significance of some movement related brain
potentials. These new results provide potential
opportunities for future investigation, which may in turn
assist a better understanding of human motor behaviour.
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SCREENING QUESTIONNAIRE
Subject code:
Age:
Sex:
Handedness:
Please indicate whether you have ever used the following substances:

SUBSTANCE

YES/NO

AVG FREQ

AVGQTY

LAST USE

Caffeine
Tobacco
Alcohol
Marijuana
Opiates
Other (please specify)

Are you on any other medications?.
If yes, please specify:
Have you ever suffered epileptic seizures?.
If yes, please specify:
Have you ever suffered any serious head injuries or periods of unconsciousness?
If yes, please specify:

Have you ever sought treatment for any psychiatric illness?
If yes, please specify:
Have you ever sought treatment for drug and alcohol problems?
If yes, please specify:
What is your highest level of education?.

LASTQTY

INSTRUCTIONS AND CONSENT FORM FOR EXPERIMENT 1
This experiment will last about half an hour. If you
decide to participate, we will attach various sensing
electrodes to your head and around your eyes. These will
have no effect upon you; they will provide us with
information about physiological changes in your brain
associated with voluntary movement. You will be asked to
sit quietly in an air-conditioned, dimly-lit cubicle
while stimuli (tones) are presented to you via
headphones. These stimuli will not be unpleasant in any
way.
In the first part of the experiment, you are asked
to press the key which is located under your right index
finger. The time between two presses is up to you and you
are free to press whenever you want. Because of the
limitations of the experiment, we recommend not to make
this time too long (e.g., 60 sec), or too short (e.g., 3
sec). Except finger flexion you should try not to move
any part of your body during the experiment. Try not to
calculate the time and concentrate only on your key
press. In the second part of the experiment, following
each key press you will hear one of two randomly ordered
tones via headphones. Your task is to distinguish between
the high and the low tone and to tell the result to the
experimenter verbally. You will hear several experimental
tones now to get used to their pitches.
You will be able to communicate with the
experimenter over an intercom at all times. You will be
given $10 for your contribution.
If you have any questions, we expect you to ask us.
If you have any additional questions later, we will be
happy to answer them on extension 4922. You will be given
a copy of this form to keep if you wish.
You are making a decision whether or not to
participate. Your signature indicates that you have
Name
decided
to participate after having read the information
provided above. If you decide to participate, please sign
below.
Date

Signature

Time

Signature of Witness

CONSENT FORM FOR EXPERIMENT 2
You are invited to participate in a study of the
psychophysiology of brain potentials related to voluntary
movement. We hope to learn more abut the information
processing of the brain associated with correct and
incorrect performance of a perceptual/cognitive task. If
you decide to participate, we will attach various sensing
electrodes to your head and around your eyes. These will
have no effect upon you; they will provide us with
information about physiological changes in your brain
associated with a perceptual/cognitive skill. You will be
asked to sit quietly in an air-conditioned, dimly-lit
cubicle while stimuli are presented to you on a TV screen
and via headphones. No stimulus will be unpleasant in any
way. You will be able to communicate with the
experimenter over an intercom at all times. The entire
session will be completed within 1 hour. You will be
given $10 for your contribution. If your performance
reaches a satisfactory level (70% correct), you will be
given a bonus of $5.
The whole experiment will last about 1 hour. If you
have any questions, we expect you to ask us. If you have
any additional questions later, we will be happy to
answer them on extension 4922. You will be given a copy
of this form to keep if you wish.
You are making a decision whether or not to
participate. Your signature indicates that you have
decided to participate after having read the information
provided above. If you decide to participate, please sign
Name
below.

Date

Signature

Time

Signature of Witness

Prof. R.J. Barry
(Chief Investigator)

INSTRUCTIONS FOR EXPERIMENT 2 AND 3
You are asked to sit in the armchair comfortably but
to keep your posture upright and not to slump in the
chair. On the monitor in front of you, you will see a
line at the right and a dot at the left side. Assuming
that the line is a gun and the dot is a target, you must
shoot if they are in the same line (level). The key under
your index finger is the trigger. If you believe that the
gun and the target are not in the same line, simply wait
for the next trial.
PROCEDURE
About a minute before starting the experiment you
will be informed by the experimenter using the intercom.
You can see a dot in the middle of the screen. Try to fix
your gaze on that all the time. Then you will see the gun
and the target on the screen; they will stay on the
screen for 5 seconds. In this period you have to decide
if they are in the same line. If they are, you should
shoot. If they are not you should wait for the next one.
In both conditions (shot or no shot), if you are correct
you will hear a HIGH tone from the headphones and if you
are incorrect you will hear a LOW tone as the feedback*.
After each shot, the picture will disappear immediately
and when you do not shoot it will disappear when the 5 s
is up. The next picture will come some seconds later.
After each 12 trials** (two or three minutes), you can
CAUTIONS
have a rest.
1- During the two minutes of each trial, do not move; eye
movements or blinks result in contamination of your EEG
(ask the experimenter about this). Your only movement
should be the key press. During the rest period you can
move.
2- Fix your gaze on the middle of the screen all the
time. Don't look at the "gun" and the "target"
separately. When you look at the middle of the screen you
will get a better idea of the situation of the "target"
and "gun"; further, your eyes won't move.
3- A period of 5 s is a considerable amount of time,
therefore, don't rush your response. Even when you are
quite sure about the situation, take your time and don't
press the key immediately. Key presses earlier than 3 s
from the beginning of the trial are not useful for the
experimenter.

Now you will get some practice shots. Please ask the
experimenter to describe any part of the instructions
which you did not understand.
* These tones were reversed for alternate subjects.
** 24 in Experkent 3.

CONSENT FORM FOR EXPERIMENT 3
This experiment will record the electrical activity
of the brain (the EEG) while you are responding to visual
stimuli. The procedure for recording the EEG and other
measures should have been fully explained. If you have
any further questions please ask the experimenter before
signing this form.
You will be asked some questions during a
preliminary screening interview to ensure your
eligibility for participation in this study. All
responses and data will be confidential, and you will not
be personally identifiable in any report about the
research.
My participation in this experiment is
voluntary, and I may withdraw from the study at
any time if I wish. I understand that the data
collected during this experiment will be
written up for a class project for PSYC341Physiological Psychology and Psychophysiology.
In light of the foregoing, I hereby release the
University of Wollongong or any of its
employees from all or any claim that I may have
arising out of my participation in this study.
I understand that this document in no way
limits my rights at law from any damage that
may arise from negligence on the part of the
experimenters.
NAME:

SIGNED

DATE
WITNESS:
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POSITIVE A N D N E G A T I V E SHIFTS O F T H E BEREITS C H A F T S P O T E N T I A L IN A S I N G L E - T R I A L A N A L Y S I S :
P R E P A R A T O R Y EFFECTS

S.M. VaezMousavi and R.J. Barry
Education Studies, University of N S W , Australia

In part 1 of the study, subjects (n = 16) pressed a key in a
self-paced manner. In part 2, they were asked to discriminate
between two randomly-ordered tones, triggered by the key
press (after a delay of 0.56 s), and to announce the result to
the experimenter verbally. E E G from C z (referenced to linked
ear lobes), and the vertical E O G , were digitized at 100 H z
and recorded for off-line analysis.
The results of part 1 matched previous findings, in that on
4 4 % of all trials, the B P was positive. In part 2, there was a
significant increase in frequency of positive BPs to 54%. This
resulted in the magnitude of the averaged B P decreasing
significantly. The early component of the averaged B P in part
1 of the study, which had begun about 1.30 s before the
movement, disappeared in part 2, where the averaged B P
began only 0.35 s before the movement. The post-movement
potential was significantly larger in part 1 than in part 2, and
also was significantly larger when the preceding B P was
negative. In part 2 of the study we found an N100 in response
to the tone; this was larger after positive BPs, but the difference was not significant.
Implications of such positive and negative potentials are
discussed in relation to the averaged B P in preparation for a
movement.
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Positive and negative shifts of the readiness potential:
preparatory effects
S.M. VaezMousavi* and Robert J. Barry
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Freude and Ullsperger (1989) reported that positive potentials occurred on some trials in a single trial analysis of the Readiness
Potential (RP). T h e present study investigated the effect of split attention on the occurrence of R P s of different polarities as well as
comparing the post-movement potential and auditory-evoked potential after R P s of different polarities. In part 1 of the study,
subjects (n = 16) pressed a key in a self-paced manner, concentrating on the movement. In part 2 they were asked to discriminate
between two randomly-ordered tones, triggered by the key press (with a delay of 560 ms), and to announce the result to the
experimenter verbally. T h e results of part 1 matched previous findings, in that in 4 1 % of all trials R P was positive. In part 2 there
was a significant increase in the relative frequency of positive R P s to 5 4 % . This resulted in the magnitude of the averaged R P
decreasing from part 1 to part 2. T h e early component of the averaged R P , which had begun about 1300 m s before the movement
in part 1 of the study, disappeared in part 2, where the averaged R P began only 350 m s before the movement. The post-movement
potential was significantly larger w h e n the preceding R P was negative. In part 2 of the study w e found an N 1 0 0 in response to the
tone; this was larger after positive RPs, but the difference was not significant. The implications of these novel findings for
interpretation of the averaged R P are discussed.

INTRODUCTION
The negative slow potential preceding a voluntary movement, originally termed the Bereitschaftspotential (BP) or Readiness Potential (RP),
by Kornhuber and Deecke, has been studied frequently in relation to motoric variations. Since
the R P reflects neural processes associated with
preparation of the motor act, there has recently
been a growing interest in studying the effect of
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of Psychology, University of Wollongong, Northfields Avenue,
Wollongong 2522, Australia.
1
Present address: Department of Psychology, University of
Wollongong, Northfields Avenue, Wollongong 2522, Australia.

psychological state or mental activities on this
preparatory slow negative shift (Brunia and V a n
D e n Bosch, 1984; Deecke, 1984; Deecke et al,
1978; Freude et al., 1988). Several studies have
considered the dependency of R P characteristics
on psychological variations rather than exclusively
on motoric processes: for example, the effect of
perception (Elbert et al., 1985), and motivation
( M c A d a m and Seales, 1969). Further, Thickbroom et al. (1985) concluded that R P is related to
arousal, anticipation and preparedness to move.
Ivanova and Melinikov (1989) recorded differences in the amplitude of R P before reproducing
standard movements of different durations, related them to the actualization of distinguishing
images retrieved from long-term memory, and
suggested that R P reflects such psychological aspects. Hink et al. (1982) found that the R P was
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sensitive to trial by trial variation of the psychological state, related to the subjects' intention.
Freude et al. (1988) examined the effect of
mental load on R P . Finding a higher amplitude
of R P under increased mental load, they considered the R P as an index of preparatory brain
activity, and suggested that it can be used to
study processes of central nervous activation preceding mental activities. O n e of their interesting
findings, which encouraged us to proceed with
the present experiment, was that the R P amplitude in the late phase (350 to 0 m s prior to the
key press), w h e n the subjects were to solve the
easy mental tasks, was smaller than the same
parameter in the control group.
In a different investigation, Freude and
Ullsperger (1989) studied single R P s prior to
simple finger movement, and found that selfpaced voluntary movements are not always preceded by slow negative shifts, but also and to a
considerable degree by slow positive potential
shifts. They concluded that the weighted averaged R P is always negative because the negative
shifts are more frequent and larger. Further, they
noted that s o m e subjects had no grand m e a n R P
prior to simple finger m o v e m e n t because of the
balanced ratio of positivity and negativity over all
the trials.
Having considered the effect of psychological
manipulation of R P amplitude and latency, the
sensitivity of R P to trial-by-trial variation of psychological state, and the recent finding of a positive potential on s o m e single trials, w e suspected
that a change in the proportion of positive trials
could be responsible for such increased or decreased averaged R P amplitude with cognitive
task differences. Since in previous studies there
was some emphasis on increasing averaged R P
amplitude due to attention to the movement (McA d a m and Rubin, 19.71), w e assumed that attention to the m o v e m e n t might decrease the frequency of positive single waves and thus increase
the magnitude of the averaged R P . Split attention, which can be produced by assigning a cognitive task to subjects to reduce their attention to
the movement, might cause an increase in frequency of positive single waves and thus decrease
the amplitude of the averaged R P . Therefore, the

purposes of this study were to exactly replicate
the previous study by Freude and Ullsperger
(1989), in order to confirm the existence of positive shifts in single trials, to test the effect of split
attention (employing a cognitive task initiated by
movement) on the averaged R P , as well as on
single-trial RPs, and to examine these effects in
the complex positive and negative post-movement
potential, as well as in the auditory-evoked potential ( A E P ) to tones presented following the
movement.

METHODS
Subjects and procedure
T h e experiment was carried out on 16 healthy
right-handed subjects (2 females and 14 males)
aged from 29 to 40 years. They sat comfortably in
an air-conditioned sound-attenuated experimental chamber and were told to press a key located
under their right index finger. They were encouraged not to rush their responses but to be free to
m a k e each movement voluntarily, at least 4 s
after the previous one. They were trained to
approximate this m i n i m u m interval at the commencement of the study and were asked not to
count or calculate the time between responses.
All subjects were instructed on h o w to minimize
non-cerebral artifacts arising from eye movements, tongue movements and other muscle activities. They were instructed to press the key whenever they felt ready.
T h e task was performed in two conditions. In
part 1 of the study, subjects had no task but
pressing the key. In part 2 of the study they had
an extra task: 560 m s after each key press, they
were presented with a tone via circumaural headphones. There were two sorts of tones, randomly
triggered by the key press. These were of equal
loudness (30 d B SPL), but differed in pitch (1000
or 1200 H z ) . T h e task was to discriminate the
pitch of the tone. After each trial they were
required to report to the experimenter whether
the pitch of the tone was low or high. Their
verbal responses were received by the experimenter over an intercom system and their answers were recorded as right or wrong. N o feed-
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back was given to the subjects. Trials with wrong
answers were omitted in analyzing data from this
part in order to ensure that attention was directed to the tone occurrence.
Data collection and apparatus
Bioelectrical activity was recorded using Contact Precision Instruments (CPI) High Sensitivity
Bioamplifier E E G modules. E E G activity was
recorded from C z with linked ear reference, using
a time constant of 5 s, and digitized at 100 H z .
The vertical electrooculogram ( E O G ) w a s
recorded with right supra and infraorbitial electrodes. All bioelectrical recording used A g / A g C l
electrodes with impedance less than 5 kil.
Two linked Apple H e computers were used to
run the experiment and stored data for off-line
analysis. O n e of the computers was used to generate auditory tones delivered binaurally through
a set of circumaural headphones worn by the
subject.
The data were averaged offline with the key
press serving as the zero time reference of each
trial. T h e single trial analysis was performed
time-locked to the key press for each epoch starting 1500 m s before and ending 1000 m s after the
event. All trials with less than 4-s intervals between key presses or with substantial eye movements or blinks ( E O G > 100 /AV) were rejected
from the analysis. After removing the level of
baseline activity (defined as the m e a n of the
-1500 to - 1 4 0 0 m s period), the m e a n E E G
amplitude before the button press was calculated
and used to define each R P as positive or negative.

RESULTS
The average of the activity at Cz over all
accepted trials in the two parts of the study are
shown in Fig. 1. In thisfigure,the R P , post-movement potential and A E P are readily apparent. A
typical R P commencing at about 1300 m s prior to
the button press can be seen in part 1 with an
amplitude of approximately - 1 1 uW. This differs
in both latency and amplitude in part 2 (much
later onset and smaller amplitude). T h e post-

Averaged RP, PMP, and AEP (uV)
-15-r
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Fig. 1. T h e average of R P , E O G , Post-Movement Potential
( P M P ) and A E P epochs in two parts of the study. RP, 1500
ms pre-press to movement onset; P M P , 100 m s pre-press to
400 m s post-press and A E P , 100 m s pre-tone to 400 m s
post-tone. W e eliminated the CNV-like negative shift which
occurred between the key-press and the tone onset in our
analysis by using a separate pre-tone baseline. The decrease
in amplitude of the R P from part 1 to part 2 is quite obvious.
In comparison to part 1, an evoked potential to the tone is
apparent in part 2. T h e vertical line indicates tone onset. The
averaged E O G clearly does not contribute to these effects.

movement potential following the button press is
apparent in both parts and an A E P following
tone onset in part 2 is also apparent. A negative
CNV-like shift between the movement and the
tone onset appeared in part 2. In Fig. 2, corresponding averages in each part of the study are
shown separated by the polarity of the pre-movement shifts.
Averaged RP
In the 1500-ms period before the movement,
150 data points had been recorded (100 H z sampling). T o reduce this to a reasonable number of
points for statistical analysis of R P , 15 points
were formed, each of them the mean of activity in
a 100-ms period. T o analyse the averaged R P
data, a two-way repeated measures A N O V A was
carried out over parts of study (1/2) and time
points (1-15). Within the time factor simple
trends were examined. N o main effect of attention (part) was found. In the average of the two
parts of the study, the linear trend over time
points approached significance (F(l,15) = 3.7, p
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Time from button press (s)

Fig. 2. The separate averages of all positive (downward) and
all negative (upward) shifts in part 1 (no task, thick line) and
part 2 (task, thin line) of the study, including R P , Post-Movement Potential ( P M P ) and A E P epochs. The button press
occurred at time 0 and the tone onset time was 560 ms after
the movement onset (the vertical line indicates the tone
onset). The baseline period extends 100 m s to the left of the
figure. Following the button press there is an apparent P M P
in each curve. In part 2 of the study an apparent evoked
potential, in response to the tone, can be seen.

= 0.071) There was a significant interaction of
parts by linear trend over time (F = 5.6, p < 0.05),
suggesting that R P s related to the two parts of
the study had different developing slopes (the
early component in part 1, which had begun
about -1300 m s , disappeared in part 2, where
the averaged R P began only 350 m s before the
movement).
Table I shows the total n u m b e r of trials, the
number of positive, negative and rejected trials,
and the percentage of positive trials for each part
of the study. O u r finding for part 1 indicated that

4 1 % of all accepted trials were positive. The
difference between this and Freude and
Ullsperger's (1989) ratio was not significant. In
the second part of the study there was a significantly higher frequency of positive R P s (54%)
(x - 7.5, p < 0.05). This investigation of the averaged R P for each subject indicated the absence
of the R P in some of our subjects (5 out of 16). A
similar finding was noted by Freude and
Ullsperger (1989).
Positive and negative shifts
W e carried out similar analyses of variance for
the average of all negative shifts and (separately)
the average of all positive shifts. In the average of
all negative shifts w e did not find a significant
main effect of attention. Over the two parts of
the study, the average negative shifts had significant linear and quadratic trends over time (F =
57.8, p< 0.001 and F = 1 1 . 5 , p < 0.01, respectively). T h e interaction of trends over time with
parts of study was not significant. In the average
of all negative shifts w e did not find a significant
main effect of attention. The average positive
shift over the two parts of the study had significant linear and quadratic trends over time points
(F = 33.3, p < 0.001 and F = 19.1, p = 0.001, respectively). T h e interaction of trends over time
and parts of study approached significance (F =
3.4, p = 0.08), suggesting the overall shape was
somewhat changed by split attention.

Post-movement potential
W e recorded a complex positive and negative
potential following the movement and identified
it as the post-movement potential (Becker and
Kristeva, 1980; Delaunoy et al., 1978). A n e w
level of baseline activity was defined as the m e a n
of the - 1 0 0 to 0 m s period for analysis of the
TABLE 1
post-movement potential. For this baseline pe>
The frequency of positive, negative and rejected trials, andriod
the and the following 400 ms, w e reduced these
percentage of accepted trials which were positive in the two parts
data points to five points for analysis in the same
of the study, compared with the previous results of Freude and
manner
as w e did for R P . A two-way repeated
Ullsperger (1989)
measures A N O V A was carried out over parts of
Positive Negative Rejected Total % Positive
study (1/2) and time points (1-5). Within the
time factor simple trends were again examined.
Previous 222 278 200 700 44
Parti
138
198
216
552
41
In the averaged post-movement potential, no
Part 2
181
152
215
548
54
main effect of part 1 versus part 2 was found. In
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Fig. 3. Post-movement potentials following positive and negative R P s in part 1 (no task, thick line) and part 2 (task, thin
line). T h e positive component of this potential after the
negative R P is apparently larger in both parts of the study. A
new level of baseline activity was defined as the mean of the
period from - 1 0 0 m s to 0.

the averaged data from the two parts, the
quadratic and cubic trends over time approached
significance (F = 3.1, p = 0.094 and F = 4.0, p =
0.062 respectively). However, no interaction between these response components and parts of
study was found, indicating that the form of the
averaged post-movement potential did not differ
significantly between parts of study.
In Fig. 3 the post-movement potentials after
different polarities of the R P are shown for the
two parts of the study. It can be seen that, in both
parts of the study, the positivity of the post-movement potential after a negative R P w a s larger
than that following a positive R P . With the separate responses following the positive and negative
RPs, a three-way repeated measures A N O V A
was carried out over parts of study (1/2), polarity
( + / - ) and time points (1-5). A significant cubic trend over time points was found
(F-6A,

p < 0.05). There was no effect of parts of study,
but there was a significant main effect of polarity
CF = 4.5, p < 0 . Q 5 ) . T h e effect of polarity was
also apparent in different linear and quadratic
trends as a function of polarity (F = 6.0 and
F = 4.9, p < 0.05).
Auditory-evoked potential
In part 2 of the study w e recorded a typical
N 1 0 0 in response to the tone. A new baseline
period was defined as the mean of the ten
recorded points from 460 m s to 560 m s after the
movement, the period immediately before the
tone was presented. T h e same data reduction and
the same statistical analyses as employed for the
post-movement potential were used to examine
the A E P epoch.
In the averaged data, the quadratic and cubic
trends over time were significant (F = 15.6 and
F = 6.9, p < 0.05). That is, in the m e a n data from
the two parts, there was evidence of a significant
E R P . In the analysis of the averaged data, no
main effect of attention was found, but the interaction between parts of study and time points was
apparent in different linear and quadratic trends
(F = 4.7 and F = 7.1, p < 0.05). That is, a significant difference existed in the E R P to tone compared to no tone.
With the E R P s following the positive and negative R P s , a three-way repeated measures
A N O V A w a s carried out over parts of study
(1/2), polarity ( + / - ) , and time points (1-5). In
Fig. 4 the A E P s after negative and positive R P s
are shown compared with part 1 of the study,
where no tone was presented. T h e three-way
analysis of variance resulted in significant
quadratic and cubic trends over time points (F =
7.4, p < 0 . 0 5 and F = 56.5, p < 0.001, respectively). A s expected, there were significant interactions of the linear, quadratic and cubic trends
with parts of the study (F = 8.2, p < 0.05; F =
16.9, p< 0.001 and F = 3 0 . 9 , p < 0.001, respectively), indicating the existence of an N100 only in
part 2 following tone presentation. T h e interaction of polarity by trend over time points approached significance (F = 4.2, p = 0.058). Also,
the interaction of parts of the study by polarity,
again indicating the influence of polarity on the
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the balanced amplitude of all positive and all
negative potentials before a simple key press. T h e
general findings of this study are directly compatible with their results.
In traditional studies of R P , attention is directed at the movement itself, whereas in the
second part of the present study, although subjects m a d e a movement with their finger, attention was directed primarily at the consequent
discrimination task. T h e consequence of this manipulation was that the averaged R P had a different developing slope in the second part of the
study. W e can conclude that split attention (involving a cognitive task following the movement),
decreased the amplitude of the R P . This decrease appears to be due to an increase in the
proportion of positive trials under split attention.
This is one of the n e w findings of the present
study.
-100
0
100
200
300
400
Inspection of Fig. 2 suggests that both the
Time from stimulus (ms)
positive and negative shifts, after completion of
Fig. 4. The average of activity in the A E P epoch after positive
the movement, tend to return to the baseline as
and negative R P s in part 2 of the study (thin line) in compariexpected of slow potentials. T h e relative domison to part 1 (thick line) in which no tone was presented. T h e
evoked potential in part 2 was slightly larger after the positive
nance of the positive component in this period
RP. The time of tone onset (560 m s after the movement) is
results in the averaged potential (Fig. 1) appearthe zero time and the m e a n level of activity in the period 460
ing to continue to develop in the no-task condims to 560 m s after the movement was taken as baseline.
tion. W e are unable to speculate on the importance of this.
T h e early part of the averaged R P (starting at
1
3 0 0 ms), disappeared in part 2. Deecke (1990),
AEP, approached significance (F = 4.2, p =
in
his
careful study, suggested that the R P has
0.058). Finally, the interaction of parts of study by
two main components, early and late. The early
polarity by linear trend over time points was
component has motivational, intentional and timsignificant (F = 8.1, p < 0.05). This finding, with
ing properties. W e suggest that the early compothe other findings which are mentioned above,
nent of R P has an attentional property as well,
suggests that polarity influences E R P differences
because in the second part of this study, unlike
between the two parts of the study. Fig. 4 indithe first part, attention was mainly directed to the
cates that this is largely due to the polarity effect
expected perceptual/cognitive task and early R P
in part 1.
effects were most obvious. Deecke (1990) also
suggested that these two components of the R P
can be differentially recorded at C z and the conDISCUSSION
tralateral precentral area because of their differPart 1 of this study was a successful replication ent generators, but as w e recorded only from the
vertex this suggestion could not be examined. T h e
of Freude and Ullsperger (1989), confirming the
possibility that the topography of the R P might
occurrence of positive R P s in a single trial analyvary with changes in the task, or consequences of
sis. W e also failed to find an averaged R P in
the movement, has been considered by Schreiber
some of our subjects. W e concur with their suget al. (1983) and Lang et al. (1984). However,
gestion that this absence appears to result from
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Goldberg (1985) has proposed that the Supplementary Motor Area is mainly involved in preparation for movements by use of internal memorybased models of the expected movement. Thus,
changes of R P with task complexity should be
localized in mesial, fronto-central recordings. Results of some other studies such as Benecke et al.
(1985) and Lang et al. (1989), support this localized change of R P with task complexity. Further,
it has been suggested that motivational and intentional effects cause localized changes in mesial
fronto-central cortex rather than a global change
of cortical activity (Kornhuber, 1980; Kornhuber
et al., 1989; Keller and Heckhausen, 1990). Since
we recorded only from Cz, the widespread versus
localized nature of the change in R P could not be
examined in this study and needs further investigation.
Our data suggested that the m e a n positive
shift in part 2 was increased by split attention in
comparison to part 1, but this effect failed to
reach significance. This suggestion of an attentional effect on amplitude of the positive R P , as
well as the significant effect on frequency is of
interest and needs further investigation with m o r e
subjects.
Freude et al. (1989) found a significantly higher
amplitude for the averaged R P w h e n the subjects'
arithmetic task was to be done under higher
mental load. Considering this point, our results
suggest that an increase in central nervous activation in preparation for the solution of such tasks
does not always lead to an increase of R P amplitude, but sometimes to a decrease in R P amplitude. M o r e specifically, this increase or decrease
appears to be dependent on the degree of difficulty of the task. In a situation where the task is
not too hard, with a constant degree of difficulty,
the experimental session is not long or boring,
and w h e n the task is presented shortly after
movement, one m a y expect a decrease in R P
amplitude as obtained here.
W e recorded a complex positive and negative
post-movement potential (Becker and Kristeva,
1980) after the button press. T h e positive part of
this complex, with a latency in the range of 250500 ms, has been called the Late Positive C o m p o nent (LPC), and is thought to have psychological

properties (Hink, Deecke and Kornhuber, 1982).
A higher amplitude of post-movement potential
has been found with a higher force deployment
(Becker and Kristeva, 1980). Regarding previous
studies one can readily conclude that since the
post-movement potential represents kinesthetic
feedback from the periphery, a stronger force
deployment causes a stronger feedback and results in greater amplitude of the post-movement
potential. But in the first part of our study, relative to the second part, w e recorded a larger
post-movement potential without a greater force
deployment. T h e simplest explanation for this
finding is that a larger R P indicates a greater
degree of preparation for movement and will
predict a larger post-movement potential. In our
study the relative largeness of the post-movement
potential was shown to be a function of the
different polarity of the preceding R P . W e can
thus assume that the post-movement potential
may also indirectly reflect attentional properties
and can be influenced by split attention.
Regarding this RP/post-movement potential
nexus, an interesting question deserves to be
asked. Does the magnitude and polarity of the
single-trial R P influence the efficiency or quality
of the following movement as well as the postmovement potential? Since 1965, w h e n Kornhuber and Deecke first described this slow negative
potential preceding voluntary movements, the belief has become c o m m o n that the R P reflects
cortical processes associated with preparatory
mechanisms for the movement. T h e relation of
R P to handedness (Deecke et al, 1978), its contralateral preponderance (Deecke, 1984), and its
relation to the magnitude of the force exerted
(Becker and Kristeva, 1980), have confirmed that
the R P reflects motoric changes in the central
nervous system in preparation for a voluntary
movement. Quite obviously, the use of a simple
key press as employed in our study cannot answer
this question. If w e are able to design a study
using a skilful and purposive movement, the efficiency of movement following different polarity
R P s with different magnitudes will be the subject
of future studies in this laboratory.
Quite clearly, a single-trial R P is not simply an
event-related evoked potential, but consists of an
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evoked potential and on-going E E G which can
have spontaneous slow positive or negative shifts.
The effect of spontaneous E E G on polarity of the
single-trial R P has not been clarified. T h e results
of several investigations have indicated correlations between polarity of the on-going slow shift
and efficiency of performance (Bauer and Nirnberger, 1981; Born, Whipple and Stamm, 1982;
Guttman, 1986; Stamm, 1984). T h e results of
these studies show better information processing
and better performance after a negative spontaneous E E G shift. T h e influence of such negativity
on visual information processing and paired associate learning has been documented by Bauer
and Nirnberger (1980, 1981). They found a considerable learning improvement with negative potential shifts of the cerebral cortex in their first
study, and a significantly faster learning of visual
stimuli preceded by negative potential shifts in
their second study. Freude et al. (1989) also presented evidence that visual perception is related
to the preceding R P . Although not significant,
the A E P after positive R P s in our study was
larger than after negative RPs. This paradigm,
which was implemented for the first time here,
and the investigation of auditory perception in
the context of different polarity RPs, needs further investigation. W e suggest that different polarities of R P , caused by non-event-related spontaneous activity, can influence the amplitude of
the following post-movement potential. T h e probable influence of different polarities of R P s on
following non-movement-related potentials also is
a matter for investigation. Evidence for this suggestion is that the difference between activity in
the A E P epochs in part 1 of the study, compared
with part 2, was affected by the polarity of the
preceding R P .
O u r future attempts to explore this idea, that
R P could be employed in evaluation of C N S
activation in preparation for a cognitive task, will
include the relations between R P polarity, magnitude and latency with correct vs. incorrect execution of a cognitive/perceptual skill. It is readily
apparent that single-trial analysis of the polarity
of R P s promises to provide useful n e w information to aid understanding of the processes involved in the area of skilled performance.
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Changes in the Readiness Potential with task demands
S.M. VaezMousavi & R.J. Barry
School of Education Studies, University of NSW

Recent research using a single-trial analysis of the Bereitschaftspotential or Readines

Potential (RP), associated with preparation for a voluntary movement, has indicated tha

a substantial proportion of trials exhibit positive potentials rather than the negative
potentials traditionally associated with the average RP. Our laboratory has been
interested in how task demands, which relate to perceptual/cognitive efficiency in the
context of self paced movements, are differentially mediated by RPs of different
polarities. We report two studies addressing this question.
In the first study, the addition of a discriminative cognitive task, associated with
presentation of a tone triggered by the voluntary movement, resulted in an increased
frequency and larger amplitude of positive RPs. The positive RPs were associated with
reduced Post-Movement Potentials and larger NIOOs to the tone than were the negative
RPs. In the second study, a purposive voluntary movement was investigated in the
context of a computer game simulating some of the perceptual/cognitive elements of
target shooting. RP polarity was found to affect performance on the task.
These results are discussed in relation to our interpretation of the averaged RP as an
index of CNS activity preceding complex voluntary actions.

Paper presented at the Second Australasian
Psychophysiology Conference, December, 1992, Nelson Bay,
P 52 (Abstract was published in Biological Psychology,
37, 1993, p 61-62).
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POSITIVE A N D N E G A T I V E SHIFTS IN T H E READINESS POTENTIAL:
T O P O G R A P H Y A N D PERCEPTUAL/COGNITIVE P E R F O R M A N C E E F F E C T S
S.M. VaezMousavi and Robert J. Barry
Department of Psychology, University of Wollongong, Wollongong, Australia

This study was designed to explore the importance of the positive shifts
sometimes found in the period of the Readiness Potential (RP). The significance
of early/late components in the R P and their relation to opposite polarity shifts in
the pre-movement period were also examined. Right-handed subjects (N=16)
pressed or did not press a key in response to a perceptual/cognitive task (a
simulated "shooting" game) presented on a computer screen. Correct/incorrect
performance feedback w a s given to the subjects. E E G activity from nine
electrodes w a s recorded and separately averaged in 3 s epochs beginning 2 s
before each response or non-response task completion. Averages were
analysed in relation to correct/incorrect performance on the task, press/no-press
of the key, and negative/positive shifts in the pre-event potential.
The results indicated that if positive potentials occurred in the pre-event
period, they developed early in the epoch, and were always followed by a
negative component. The first component of the pre-movement potential did not
differ as a function of press/no-press, and had a symmetric distribution with C z
maximum. A higher negativity of this potential in correct performance (compared
with incorrect performance) confirmed previous findings. The second part of the
R P w a s independent of the polarity of the preceding shift of the pre-event
potential and efficiency on the task. This component was found to be largest at
C z but lateralized towards the contralateral area. It is suggested that this
potential m a y indicate specifying and loading the motor program. The E M G
accompanying the task was found to be larger for correct performance and
following a positive shift of the pre-event potential.

Paper to be presented at the 1994 International Congress
of P s y c h o p h y s i o l o g y , in G r e e c e .

