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FUNDAMENTAL ISOMORPHISM THEOREMS FOR QUANTUM
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Abstract. The lattice of subgroups of a group is the subject of numerous results revolving
around the central theme of decomposing the group into ”chunks” (subquotients) that can
then be compared to one another in various ways. Examples of results in this class would
be the Noether isomorphism theorems, Zassenhaus’ butterfly lemma, the Schreier refinement
theorem for subnormal series of subgroups, the Dedekind modularity law, and last but not
least the Jordan-Ho¨lder theorem.
We discuss analogues of the above-mentioned results in the context of locally compact
quantum groups and linearly reductive quantum groups. The nature of the two cases is
different: the former is operator algebraic and the latter Hopf algebraic, hence the corre-
sponding two-part organization of our study. Our intention is that the analytic portion be
accessible to the algebraist and vice versa.
The upshot is that in the locally compact case one often needs further assumptions (in-
tegrability, compactness, discreteness). In the linearly reductive case on the other hand, the
quantum versions of the results hold without further assumptions. Moreover the case of
compact / discrete quantum groups is usually covered by both the linearly reductive and the
locally compact framework, thus providing a bridge between the two.
Key words: locally compact quantum group, discrete quantum group, linearly reductive quan-
tum group, Zassenhaus lemma, Schreier refinement theorem, Jordan-Ho¨lder theorem
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Introduction
The theory of quantum groups has been a rich and fruitful one, as evidenced by the many
excellent monographs on the subject [5, 20,21] and the references therein. As the vastness of
the field would by necessity make any attempt at documenting the literature incomplete, we
cite only a select few sources in this introduction and instead refer the reader to the papers
that are more immediately relevant for us in the main body of the paper.
The appropriately ill-defined concept of a quantum group is flexible enough to allow for
several branches of the theory, that continue to develop vigorously but largely independently.
In this paper we draw a rough distinction between two flavors of quantum-group-theoretic
results: those of an analytic nature, where the objects to be studied are operator algebras (C∗
or von Neumann) that mimic the behavior of algebras of (continuous, essentially bounded,
etc.) functions on a locally compact group (see e.g. [23] and the references cited there for
this perspective), and those of a purely algebraic character, whereby the quantum groups
are recast as Hopf algebras ([12] itself, where the term ‘quantum group’ seems to have been
coined, or numerous other sources, such as [2], where a category of quantum groups is defined
explicitly).
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While there is a common core of notions to the two branches (irreducible representations,
Pontryagin-type duality, etc.), the techniques used in practice and the attendant technical
difficulties are often specific to either the analytic or the algebraic framework. For instance,
as we will see below, for locally compact quantum groups one obstruction to obtaining the
types of results we seek will be the lack of integrability (in the sense of [16]) for a quantum
group action on a non-commutative space.
On the other hand, for algebraic quantum groups, perhaps not surprisingly, the representa-
tion theory of quantum groups (i.e. the study of modules and comodules over the respective
Hopf algebras) is anchored to purely algebraic technical conditions such as flatness over sub-
algebras or coflatness over quotient coalgebras ([26,36,39] provide a selection).
In the present paper we study various problems relating to the lattice of quantum subgroups
of a quantum group, and do so as a case study in the contrasts and similarities between the
two approaches to quantum group theory mentioned above. The results in question are
analogues of Noether’s isomorphism theorems, the Dedekind modularity law for the lattice
of subgroups of a group, the so-called butterfly lemma due to Zassenhauss, the Schreier
refinement theorem and Jordan-Ho¨lder theorem; we also study ancillary topics such as normal
series and composition series for quantum groups.
We develop the necessary machinery in parallel in order to accommodate both the operator-
algebraic and the purely algebraic perspectives, but the results overlap when we discuss
compact or discrete quantum groups, both of which are amenable to a non-analytic treatment
via the general theory of CQG algebras [11].
We thus sometimes obtain two independent proofs for certain results where the overlap
occurs. This should allow the analytically-minded reader to appreciate the advantages that
the algebraic machinery sometimes affords. Similarly, the more algebraically inclined reader
may catch a glimpse of the difficulties specific to the topological nature of locally compact
quantum groups. For these reasons, it is our hope that the problems at hand might elicit the
interest of both operator algebraists and pure algebraists working on quantum groups from
typically different perspectives.
There are connections to prior work in various particular cases. In [44] S. Wang establishes
the Third Isomorphism Theorem for compact quantum groups. On the other hand, S. Na-
tale [31] proves a Second Isomorphism theorem, a Zassenhauss lemma, a Schreier refinement
theorem and a Jordan-Ho¨lder theorem for finite dimensional Hopf algebras. The First Iso-
morphism Theorem (holding trivially in the algebraic case) was recently established in the
locally compact context under an integrability assumption (see [16]).
The structure of the paper is as follows.
Section 1 is devoted to some preliminary material, such as useful definitions and results.
We expand on this background material in Section 2, where we prove some general auxiliary
results about the lattice of closed quantum subgroups which might be of some independent
interest. We hope to develop some of these in future work.
In Section 3 we treat the case of linearly reductive quantum groups, proving analogues of
various results from classical group theory: the Second and the Third Isomorphism Theorems,
Dedekind’s modularity law, the Zassenhauss lemma, Schreier’s refinement theorem and the
Jordan-Ho¨lder theorem.
Finally Section 4 parallels Section 3 in terms of the results we prove: the Second and Third
Isomorphism Theorems, the Dedekind modularity law for locally compact quantum group,
etc. As mentioned before, some of the subtleties intrinsic to the locally compact topology will
arise in the form of additional assumptions we will have to make in many of the results.
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1. Preliminaries
1.1. Preliminaries for locally compact quantum groups. The theory of locally compact
quantum groups is formulated in terms of operator algebras. Operator algebra theory is
divided into two parts. In order to explain this division let us fix a Hilbert space H. The set
of all bounded operators acting on H forms a normed ∗-algebra which we denote by B(H).
This algebra, except the norm topology carries a host of locally convex topologies: strong,
σ-strong, weak, σ-weak and others. Although the aforementioned distinction does not depend
on the choice of the topology listed above, we choose the σ-weak topology on B(H) for its
description. In this paper the scalar product (⋅∣⋅) on a Hilbert space will be linear in the
second variable.
Definition 1.1. Let I be a directed set and H a Hilbert space. Let (Ti)i∈I be a net of bounded
operators acting on H and let T ∈ B(H). We say that (Ti)i∈I σ-weakly converges to T ∈ B(H)
if for all sequences (ξn)n∈N, (ζn)n∈N ∈ H satisfying
∞
∑
n=1
∥ξn∥2 < ∞,
∞
∑
n=1
∥ζn∥2 < ∞ we have
lim
i
∞
∑
n=1
(ξn∣Tiζn) =
∞
∑
n=1
(ξn∣Tζn).
We say that (Ti)i∈I σ-∗ strongly converges to T if
lim
i
∞
∑
n=1
∥(T − Ti)ζn∥2 =0,
lim
i
∞
∑
n=1
∥(T ∗ − T ∗i )ζn∥
2 =0.
⧫
Definition 1.2. Let H be a Hilbert space.
(i) A ∗-subalgebra A of B(H) which is closed in the norm topology is called a concrete
C∗-algebra.
(ii) A unital ∗-subalgebra N of B(H) which is closed in the σ-weak topology is called von
Neumann algebra.
⧫
Usually we shall skip the term concrete and say that A ⊂ B(H) is a C∗-algebra.
Let X ⊂ B(H) be a non-empty subset. The commutant X ′ of X is defined as
X ′ = {y ∈ B(H) ∶ xy = yx for all x ∈ X}.
We shall write X ′′ = (X ′)′. The famous bicommutant theorem implies that a *-subalgebra
A ⊂ B(H) is a von Neumann algebra if and only if A = (A′)′.
Let Y be a topological vector space and X a non-empty subset of Y. The closure of the
linear span of X will be denoted Xcls. If X is a C∗-algebra then the norm closure of the linear
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span of X will also be denoted by X∥⋅∥−cls. If X is a von Neumann algebra then the σ-weak
closure of the linear span of X will be denoted by Xσ−cls.
Given a pair of C∗-algebras A1 ⊂ B(H1) and A2 ⊂ B(H2), the (spatial) tensor product
A1 ⊗ A2 ⊂ B(H1 ⊗H2) is defined as
A1 ⊗ A2 = {x⊗ y ∶ x ∈ A1, y ∈ A2}∥⋅∥−cls.
Similarly, given a pair of von Neumann algebras N1 ⊂ B(H1) and N2 ⊂ B(H2), we define
N1 ⊗¯N2 = {x⊗ y ∶ x ∈ N1, y ∈ N2}σ−cls.
The Banach dual of the Banach space (B(H), ∥ ⋅ ∥) will be denoted by B(H)∗. For ζ, ξ ∈ H
we define a bounded functional ωζ,ξ ∈ B(H)∗: ωζ,ξ(T ) = (ζ ∣Tξ) for all T ∈ B(H). Let us
consider a subset X of B(H)∗:
X = {ωζ,ξ ∶ ζ, ξ ∈ H}.
We shall denote B(H)∗ = X∥⋅∥−cls. We say that ω ∈ B(H)∗ is a normal functional on B(H).
We have (B(H)∗)∗ = B(H) and the σ-weak topology coincide with the weak ∗-topology on
B(H).
There is an abstract version of a (concrete) concept of a C∗-algebra and a von Neumann
algebra formulated in Definition 1.2.
Definition 1.3. Let A be a Banach ∗-algebra. We say that A is a C∗-algebra if the C∗-identity
∥a∗a∥ = ∥a∥2 holds for all a ∈ A. Let N be a C∗-algebra. We say that N is a W ∗-algebra if N
admits a predual Banach space. ⧫
Every C∗-algebra can be identified with a concrete C∗-algebra. A C∗-algebra N can be
identified with a von Neumann algebra if and only if N is a W ∗-algebra. The predual space
of a W ∗-algebra N is uniquely determined by N and it will be denoted by N∗
In this paper we shall always consider concrete C∗-algebras which are non-degenerate.
Definition 1.4. Let A ⊂ B(H) be a concrete C∗-algebra. We say that A is non-degenerate if
⋂a∈A ker a = {0}.
Let A ⊂ B(H) be a non-degenerate C∗-algebra. The C∗-algebra
M(A) = {x ∈ B(H) ∶ xa,ax ∈ A}
is called a multiplier C∗-algebra of A. ⧫
It can be proved that the multiplier C∗-algebra M(A) of a concrete C∗-algebra A ⊂ B(H)
does not depend on the embedding A ⊂ B(H). To be more precise if K is a Hilbert space and
π ∶ A → B(K) is an injective ∗-homomorphisms then π(A) is a C∗-subalgebra of B(K) and
M(A) and M(π(A)) are isomorphic (as C∗-algebras).
Let B be a C∗-algebra and C a C∗-subalgebra of M(B). The set
{cb ∶ c ∈ C, b ∈ B}∥⋅∥−cls
will be denoted CB. Let π ∶ A → M(B) be a ∗-homomorphism. We say that π is non-
degenerate if π(A)B = B. The set of non-degenerate ∗-homomorphisms from A to M(B) will
be denoted by Mor(A,B). It can be checked that there exists a unique ∗-homomorphism
π ∶ M(A) → M(B) such that for all x ∈ M(A) and a ∈ A we have π(xa) = π(x)π(a). In
particular π extends π and in what follows this extension will be denoted by π. Note that for
π ∈Mor(A,B) and ρ ∈Mor(B,C) we can form ρ ○ π ∈Mor(A,C). This composition gives rise
to the category of C∗-algebras with Mor(A,B) being morphisms.
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Let N and M be von Neumann algebras. A unital ∗-homomorphism π ∶ N → M is said to
be normal if it is continuous in the σ-weak topologies. The set of positive elements of N will
be denoted by N+.
Definition 1.5. Let M be a von Neumann algebra. A weight on M is a function ψ ∶ M+ →
R≥0 ∪ {∞} such that ψ(0) = 0, ψ(x + y) = ψ(x) + ψ(y) and ψ(tx) = tψ(x) for all t ∈ R≥0 and
x, y ∈ M+. We say that ψ is normal if it is lower semi-continuous in the σ-weak topology on
M
+. We say that ψ is semifinite if the set
{x ∈M+ ∶ ψ(x) <∞}
is σ-weakly dense in M+. We say that that ψ is faithful if ψ(x) = 0 Ô⇒ x = 0. A normal
semifinite faithful weight will be called an n.s.f. weight. ⧫
Let ψ be an n.s.f. weight on M. Then we define the following sets:
● M+ψ = {x ∈M+ ∶ ψ(x) <∞},
● Nψ = {x ∈M ∶ ψ(x∗x) <∞},
● Mψ = LinM+ψ.
Let us note that Nψ forms a left ideal in N. It can be checked thatMψ = Lin{x∗y ∶ x, y ∈Nψ}
and ψ yields a linear map ψ ∶ Mψ → C.
The GNS-construction based on ψ is a triple (Hψ, πψ , η) where Hψ is a Hilbert space
πψ ∶ N→ B(Hψ) is a normal ∗-homomorphism and η ∶ Nψ → Hψ is a σ-∗ strongly closed linear
map such that
● (η(x)∣η(y)) = ψ(x∗y) for all x, y ∈ Nψ,
● η(xy) = πψ(x)η(y) for all x ∈ N and y ∈ Nψ.
A GNS construction for ψ always exists and is essentially unique.
For the theory of locally compact quantum groups we refer to [23,25].
Definition 1.6. A von Neumann algebraic locally compact quantum group is a quadruple
G = (M,∆G, ϕG, ψG), whereM is a von Neumann algebra, ∆ ∶M→M ⊗¯M is a normal injective
∗-homomorphism satisfying
(∆⊗ id) ○∆ = (id⊗∆) ○∆
and ϕG and ψG are, respectively, normal semifinite faithful left and right invariant weights
on M, i.e.
ψG((id ⊗ ω)(∆(x)) = ψG(x)
ϕG((ω ⊗ id)(∆(x)) = ϕG(x)
for all x ∈M+ and ω ∈M+∗. ⧫
Let G be a locally compact quantum group. We shall use a notation M = L∞(G). The GNS
Hilbert space of the right Haar weight ψG will be denoted by L
2(G) and the corresponding
GNS map will be denoted by ηG. G is assigned with the antipode, the scaling group and
the unitary antipode which are denoted by S, (τt)t∈R and R. A fundamental role in the
theory of locally compact quantum groups is played by the multiplicative unitary WG ∈
B(L2(G)⊗ L2(G)), which is a unique unitary operator such that
WG(ηG(x)⊗ ηG(y)) = (ηG ⊗ ηG)(∆G(x)(1 ⊗ y))
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for all x, y ∈ D(ηG); WG satisfies the pentagonal equation WG12WG13WG23 =WG23WG12. Note that
we use the leg numbering notation, e.g. WG12 = WG ⊗ 1 ∈ B(L2(G) ⊗ L2(G) ⊗ L2(G)). Using
WG one can recover L∞(G) and ∆G
L∞(G) ={(ω ⊗ id)(WG) ω ∈ B(L2(G))∗}σ−cls,
∆G(x) =WG(x⊗ 1)WG∗.
A locally compact quantum group G admits a C∗-version, which can also be recovered from
WG. For example the C∗-algebra assigned to G denoted by C0(G) is given by
C0(G) = {(ω ⊗ id)(WG) ω ∈ B(L2(G))∗}∥⋅∥−cls.
We say that G is a compact quantum group if 1 ∈ C0(G). A locally compact quantum
group admits a dual object Ĝ = (L∞(Ĝ),∆
Ĝ
, ϕ
Ĝ
, ψ
Ĝ
). For the detailed description of the
Haar weights ϕ
Ĝ
, ψ
Ĝ
we refer to [23]; let us only mention that we have L2(Ĝ) = L2(G). The
multiplicative unitary assigned to Ĝ is given by WĜ = σ(WG)∗, where σ denotes the flipping
morphism σ(a⊗ b) = b⊗ a. In particular we have
L∞(Ĝ) = {(ω ⊗ id)(WĜ) ω ∈ B(L2(G))∗}σ−cls,
∆
Ĝ
(x) =WĜ(x⊗ 1)WĜ∗.
Moreover
C0(Ĝ) = {(ω ⊗ id)(WĜ) ω ∈ B(L2(G))∗}∥⋅∥−cls
and we have WG ∈M(C0(Ĝ)⊗C0(G)).
Definition 1.7. Let G be a locally compact quantum group. The opposite locally compact
quantum group Gop is defined as (L∞(G),∆op
G
, ψG, ϕG) where ∆
op
G
= σ ○∆G. We say that G
is abelian if ∆G = ∆Gop ; in other words G is abelian if and only if Ĝ is classical, i.e. L∞(Ĝ)
is commutative. ⧫
Definition 1.8. Let G be a locally compact quantum group, N a von Neumann algebra and
α ∶ N→ L∞(G) ⊗¯N a normal, unital injective ∗-homomorphism. We say that α is a left action
of G on N if
(∆G ⊗ id) ○ α = (id⊗α) ○ α.
We say that the action α is integrable if the set
{x ∈ N+ ∶ (ψG ⊗ id)(α(x)) ∈ N+}
is σ-weakly dense in N+. ⧫
For an action α of G on N we have (see [21, Corollary 2.6])
(1.1) N = {(ω ⊗ id)(α(x)) ∶ ω ∈ L∞(G)∗, x ∈ N}σ−cls.
We also have a right counterpart of the concept of an action and the integrability condition.
In the sequel we shall often use the right adjoint action β ∶ L∞(Ĝ)→ L∞(Ĝ) ⊗¯ L∞(G) of G
on L∞(Ĝ) where
(1.2) β(x) =WG(x⊗ 1)WG∗
for all x ∈ L∞(Ĝ).
A von Neumann subalgebra N ⊂ L∞(G) is called
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● Left coideal if ∆G(N) ⊂ L∞(G) ⊗¯N;
● Invariant subalgebra if ∆G(N) ⊂ N ⊗¯N;
● Baaj-Vaes subalgebra if N is an invariant subalgebra of L∞(G) which is preserved by
unitary antipode R and the scaling group (τt)t∈R of G;
● Normal if WG(1⊗N)WG∗ ⊂ L∞(Ĝ) ⊗¯N;
● Integrable if the set of integrable elements with respect to the right Haar weight ψG
is dense in N+; in other words, the restriction of ψG to N is semifinite.
In the sequel a von Neumann subalgebra of L∞(G) which is a left coideal will be called a
G-coideal or simply a coideal. Note that ∆G∣N is an action of G on N. In particular (see (1.1))
(1.3) N = {(ω ⊗ id)(∆G(x)) ∶ ω ∈ L∞(G)∗, x ∈ N}σ−cls.
Let N ⊂ L∞(G) be a Baaj-Vaes subalgebra. The restriction of ∆G to N will be denoted by
∆N ∶ N → N ⊗¯N. We shall often use the so called Baaj-Vaes theorem [41, Proposition 10.5],
which states that (N,∆∣N) admits a structure of a locally compact quantum group. To be
more precise there exists a pair of n.s.f. weights ϕN, ψN on N such that (N,∆G ∣N, ϕN, ψN) is
a locally compact quantum group.
Definition 1.9. Let G be a locally compact quantum group. The set of G-coideals will be
denoted by CI(G). We equip CI(G) with the poset structure: for N,M ∈ CI(G) we write
N ≤M if N ⊂M. The poset (CI(G),≤) admits two operations ∧,∨
● N ∧M = N ∩M,
● N ∨M = {xy ∶ x ∈ N, y ∈M}′′.
(CI(G),≤,∧,∨) forms a lattice which will be called a lattice of coideals of G.
The subset of CI(G) of normal G-coideals will be denoted NCI(G). The subset of CI(G)
of Baaj-Vaes subalgebras of L∞(G) will be denoted BV(G).
It is easy to check thatNCI(G) and BV(G) form sublattices of CI(G). SimilarlyNCI(G)∩
BV(G) forms a sublattice of CI(G).
⧫
Remark 1.10. Using [18, Theorem 3.9] we get a bijective map CI(G) ∋ N ↦ N˜ ∈ CI(Ĝ)
where
N˜ = N′ ∩ L∞(Ĝ).
The coideal N˜ is said to be a codual of N and the map N ↦ N˜ is denoted by cd. Note that
cd ∶ CI(G)→ CI(Ĝ) is an anti-isomorphism of lattices:
cd(N) ≤ cd(M) iff M ≤ N,
cd(N ∧M) = cd(N) ∨ cd(M),
cd(N ∨M) = cd(N) ∧ cd(M).
Moreover cd2 = id (note that the coduality CI(Ĝ)→ CI(G)) is also denoted by cd). ⧫
1.2. Preliminaries for linearly reductive quantum groups. In Section 3 we work with
Hopf algebras over an algebraically closed field k, regarded as the function algebras of the
quantum groups in question. For this reason, we typically speak of either the quantum
group G or the Hopf algebra O(G) associated to it. Unless specified otherwise, antipodes are
assumed to be bijective. For general background on coalgebras, bialgebras or Hopf algebras
(which we recall somewhat briefly and selectively) the reader may consult e.g. [1, 9, 33, 37];
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the various papers we cite are also good sources on specific points that arise in the course of
the discussion below.
We use Sweedler notation for the comultiplication of a Hopf algebra (or more generally
coalgebra) H, writing
∆ ∶ x ↦ x1 ⊗ x2
for the comultiplication ∆ ∶ H → H ⊗ H. The reader should note that the symbol ⊗ has
double meaning in this paper - one in the context of C∗-algebras and other in the context of
algebras. Counits and antipodes are denoted by ε and S. Finally, for a linear subspace V ⊆H
of H, we denote
V − ∶= ker(ε∣V ).
We denote categories of left / right modules over an algebra A by AM andMA respectively.
Similarly, the categories of left / right C-comodules for a coalgebra C are denoted by CM
and MC respectively. Following standard terminology (see e.g. [29, Definition 1.4]), the
quantum group G is linearly reductive when O(G) is cosemisimple, i.e. its category MO(G)
is semisimple.
Every coalgebra is the union of its finite-dimensional subcoalgebras (the so-called funda-
mental theorem of coalgebras; e.g. [37, Theorem 2.2.1]), and cosemisimple coalgebras are
direct sums of their simple subcoalgebras, i.e. those that have no proper non-zero subcoal-
gebras [37, §14]. This latter decomposition is dual to the usual decomposition of semisimple
algebras as (finite) products of simple algebras. In fact, simple coalgebras are dual to sim-
ple algebras, and hence, since we are working over an algebraically closed field, all simple
subcoalgebras are of the form M∗n (duals of the matrix algebras Mn =Mn(k)).
We will also deal with discrete quantum groups in a slightly more general setting than in
Section 4. Definition 1.11, summarizing our conventions, will be sufficient for our purposes.
Definition 1.11. The category QG of quantum groups over a fixed field k is the category
opposite to that of Hopf algebras over k with bijective antipode.
The category RQG of linearly reductive quantum groups over a fixed field k is the full
subcategory of QG consisting of cosemisimple Hopf algebras.
The category DQG of algebraic discrete quantum groups over a fixed field k is the opposite
category RQGop.
We often drop the adjective ‘algebraic’ below. ⧫
Remark 1.12. In other words, we regard discrete quantum groups as dual to linearly reduc-
tive groups. This mimics the usual machinery in the locally compact case, except that we
allow here arbitrary algebraically closed fields of arbitrary characteristic, and there are no ∗
structures. ⧫
In the spirit of Definition 1.11, we regard the underlying Hopf algebra O(Ĝ) of a linearly
reductive quantum group Ĝ as the group algebra of its discrete Pontryagin dual G of Ĝ and
(working over the algebraically closed field k) use the notation
kG = O(Ĝ)
when we want to emphasize this point of view.
One particular class of cosemisimple Hopf algebras are the CQG algebras of [11], which
in the context of §1.1 are dense complex Hopf ∗-subalgebras of L∞(G) for some compact
quantum group G. Some of the results of Section 3 only apply to CQG algebras.
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Definition 1.13. A quantum subgroup of the linearly reductive quantum group G is a quotient
Hopf algebra O(G)→ O(K).
Let G be a discrete quantum group. A quantum subgroup of G is a Hopf subalgebra A ⊆ kG.
⧫
Remark 1.14. Note that quantum subgroups of a discrete quantum group are automatically
discrete, because cosemisimplicity is preserved by passing to Hopf subalgebras. Thus denoting
A = kK in the second part of Definition 1.13 we see that a quantum subgroup K of a discrete
quantum group G is a Hopf subalgebra kK ⊆ kG. A quantum subgroups of linearly reductive
quantum groups need not be reductive, however: consider the classical situation whereby the
function algebra of GL2(C) surjects onto that of the subgroup of upper triangular invertible
matrices. ⧫
Quantum subgroups of a given quantum group form a lattice both in QG and in DQG.
Definition 1.15. Let O(G) → O(Hi), i = 1,2 be two quantum subgroups of G ∈ QG. Then,
the intersection H1∧H2 whose underlying Hopf algebra O(H1∧H2) is defined as the quotient
of O(G) by the smallest Hopf ideal I invariant under the inverse S−1 of the antipode of G,
and which contains both ideals
(1.4) ker (O(G)→ O(Hi)) , i = 1,2.
Similarly, the subgroupH1∨H2 generated by Hi is defined as the object inQG whose underlying
Hopf algebra is the quotient of O(G) by the largest Hopf ideal invariant under S−1 contained
in both (1.4).
Now let kHi ⊆ kG be two quantum subgroups of a discrete quantum group G. Then, the
intersection H1∧H2 is the discrete quantum group whose underlying group algebra k(H1∧H2)
is the intersection of kHi in kG.
Similarly, the subgroup generated by Hi is defined as the discrete quantum group whose
underlying Hopf algebra is the Hopf subalgebra of kG generated as an algebra by kHi. ⧫
We leave it to the reader to check that in both cases the operations ∧ and ∨ are well defined
and turn the sets of quantum subgroups into lattices.
Remark 1.16. Classically, the intersection H ∧K can be defined as the pullback
H ∧K
H
G
K
in whatever category of groups is convenient (linear algebraic, etc.). The analogue in the QG
case of Definition 1.15 is the observation that we have a pushout
O(H ∧K)
O(H)
O(G)
O(K)
in the category of algebras, or equivalently, that of Hopf algebras (or Hopf algebras with
bijective antipode). In other words, the left hand corner is universal among quotients that
make the diagram commutative. ⧫
We will make frequent (mostly implicit) use of an algebraic version of the correspondence
cd from §1.1 throughout Section 3. We elaborate on the construction here.
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First, for any Hopf algebra H, define CI(H) as the set of right coideal subalgebras A ⊆H,
i.e. those subalgebras for which
∆(A) ⊆ A⊗H.
(in opposition to §1.1, we use right rather than left coideals in order to preserve compatibility
with much of the literature on Hopf algebras accessible through our references).
Now, for each A ⊆H in CI(H) denote
cd(A) =H/HA−.
This is a left module quotient coalgebra of H in the sense of Definition 1.17 (e.g. [39,
Proposition 1]), which justifies denoting the set of such module quotients by MQ(H).
Definition 1.17. A (left) module coalgebra over a Hopf algebra H is a coalgebra C equipped
with an H-module action
H ⊗C → C
that is a coalgebra map.
A (left) module quotient coalgebra is a module coalgebra H ⊗ C → C as before equipped
with a surjection H → C of module coalgebras, i.e. a surjection that is both a coalgebra
morphism and a morphism of left H-modules. ⧫
On the other hand, given π ∶ H → C inMQ(H), define cd(π) (or usually cd(C) by a slight
abuse of notation) to be
{x ∈H ∣ π(x1)⊗ x2 = π(1)⊗ x}.
It can be shown to be an object in CI(H) ([39, Proposition 1]).
Note that we are using the symbol cd for two different maps, relating CI and MQ in
two opposite directions. They are not, in general, mutual inverses; that requires additional
technical conditions, as we now recall.
Definition 1.18. Let ι ∶ A → H be an algebra map. H is left (resp. right) faithfully flat if
the functor
− ⊗AH ∶ MA →MH
resp.
H ⊗A − ∶ AM→ HM
preserves morphism injectivity.
Dually, let π ∶ H → C be a coalgebra map. Then, H is left (resp. right) faithfully coflat if
the functor
− ◻C H ∶ M
C →MH
resp.
H ◻C − ∶
CM→ HM
preserves morphism surjectivity. ⧫
The notion of tensor coproduct ◻, dual to that of tensor product, (see e.g. [39, §1]) can be
briefly described as follows:
Given a right C-comodule
ρV ∶ V → V ⊗C
and a left C-comodule
ρW ∶W → C ⊗W,
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V ◻C W is the subspace of V ⊗W on which the two arrows
V ⊗W V ⊗C ⊗W
ρV ⊗idW
idV ⊗ρW
agree.
Then, part of the content of [39, Theorems 1] is that
cd2 ∶ CI(H)→ CI(H)
restricts to the identity to those A ∈ CI(H) for which H is left A-faithfully flat.
Similarly, [39, Theorem 2] says (among other things) that
cd2 ∶ MQ(H)→MQ(H)
restricts to the identity on those π ∶ H → C over which H is right faithfully coflat.
We will be concerned almost exclusively with situations where either ι ∶ A→ H or π ∶ H → C
is a Hopf algebra map. For that reason, we make the following simple observation (whose
proof, being a simple computation, we leave to the reader).
Lemma 1.19. Let π ∶ H → C be a quotient Hopf algebra, and set A = cd(π). Then, A is
invariant under the right adjoint action of H on itself defined by
a◁ x = S(x1)ax2
∎
One consequence of Lemma 1.19 that we will use later is
Corollary 1.20. Let A,B ∈ CI(H) and suppose A = cd(π) for some π ∶ H → C in MQ(C).
Then, the linear span
BA = span{ba ∣ a ∈ A, b ∈ B}
is a coideal subalgebra.
Proof. Since it is clear that the space in question is a coideal, it suffices to show that it is
a subalgebra. Specifically, we have to prove that for any a ∈ A and b ∈ B, the product ab
belongs to BA. This follows from the identity
ab = b1(S(b2)ab3),
together with the fact that according to Lemma 1.19 the parenthetic factors on the right hand
side belong to A. ∎
Let us also record the dual version of Lemma 1.19 (the proof is entirely analogous; we once
more do not include it):
Lemma 1.21. Let ι ∶ A →H be an inclusion of Hopf algebras, and set π ∶ H → C to be cd(A).
Then, the left adjoint coaction of H on itself defined by
x ↦ x1S(x3)⊗ x2
descends to a coaction of H on C through the quotient π ∶H → C. ∎
We will often encounter the situation when both ι ∶ A → H and π ∶ H → C are morphisms
in QG. Given the results recalled briefly above on the importance of (co)flatness, we fix our
terminology as follows.
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Definition 1.22. An exact sequence of quantum groups is a diagram
(1.5) k →O(H)→O(G)→O(K)→ k
in QG where the second arrow is an inclusion, the third arrow is a surjection, cd interchanges
these two arrows, and moreover O(G) is (co)flat over O(H) (respectively O(K)). In this case
we denote H = G/K.
The quantum subgroup O(G)→O(K) of G is normal if it fits into an exact sequence (1.5).
The discrete quantum subgroup kK ⊆ kG of kG ∈ DQG is normal if the inclusion in question
is the second arrow in an exact sequence (1.5). ⧫
Remark 1.23. Cf. [2], where the definition of an exact sequence is the same, minus the
(co)flatness conditions. ⧫
2. Lattice of closed quantum subgroups: basic facts
Definition 2.1. Let G be a locally compact quantum group. The lattice BV(Ĝ) will be
denoted QS(G) and called a lattice of quantum subgroups of G.
The lattice NCI(Ĝ) ∩ BV(Ĝ) will be denoted NQS(G) and called a lattice of normal
quantum subgroups of G. ⧫
Let N ∈QS(G). Using Baaj-Vaes theorem, we conclude the existence of a locally compact
quantum group H such that N = L∞(Ĥ). Thus when convenient we will write H ∈ QS(G).
Similarly for H1,H2 ∈ QS(G) we write H1 ∧H2,H1 ∨H2.
Remark 2.2. LetH ∈ QS(G) and let cd ∶ CI(G)→ CI(Ĝ) be the coduality (see Remark 1.10).
Then cd(L∞(Ĥ)) ∈ CI(G) is denoted by L∞(G/H). It can be checked that (see e.g. [19])
● cd(QS(G)) ⊂NCI(G),
● cd(NQS(G)) =NQS(Ĝ).
If H ∈ NQS(G) then the normal quantum subgroup cd(H) ∈ NQS(Ĝ) is denoted by Ĝ/H.
For the concept of short exact sequence of locally compact quantum groups we refer to
[42, Definition 3.2.]. Up to natural isomorphisms all examples are of the form
(2.1) ●→ H→ G→ G/H→ ●
where ● denotes a trivial group. Since cd2 = id we also have the dual exact sequence
(2.2) ●→ Ĝ/H→ Ĝ→ Ĥ→ ●.
⧫
Let G be a locally compact quantum group. As formulated in Definition 2.1, a closed
quantum subgroup of G corresponds to a Baaj-Vaes subalgebra of L∞(Ĝ). In particular a
locally compact quantum group G can be assigned with a quantum subgroup Z(G) ≤ G which
is called a center of G: by definition L∞(Ẑ(G)) is the largest Baaj-Vaes subalgebra contained
in the center of the von Neumann algebra L∞(Ĝ). In particular Z(G) is a normal quantum
subgroup of G and one can form the quotient group G/Z(G). For the detailed description of
the corresponding exact sequence
●→ Z(G)→ G→ G/Z(G)→ ●
see [17]. In what follows we shall describe the quantum analog of the quotient of G by its
commutator subgroup.
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Proposition 2.3. Let G be a locally compact quantum group and let us consider
(2.3) M = {x ∈ L∞(G) ∶ (id⊗∆op
G
)(∆G(x)) = (id ⊗∆G)(∆G(x))}.
Then M is a Baaj-Vaes subalgebra of L∞(G). The quantum group H such that M = L∞(H) is
abelian. Let N be another Baaj-Vaes subalgebra and L be the locally compact quantum group
assigned to N. If L is abelian then N ⊂M.
Proof. Clearly M is a von Neumann subalgebra of L∞(G). We shall first show that ∆G(M) ⊂
L∞(G) ⊗¯M. Let x ∈M. Then
(id⊗ id⊗∆G)(id ⊗∆G)(∆G(x)) = (∆G ⊗ id⊗ id)(id⊗∆G)(∆G(x))
= (∆G ⊗ id⊗ id)(id ⊗∆opG )(∆G(x))= (id⊗ id⊗∆op
G
)(id⊗∆G)(∆G(x))
and we get ∆G(x) ∈ L∞(G) ⊗¯M.
Using (1.3) and (2.3) we see that ∆G∣M =∆opG ∣M. In particular ∆G(M) ⊂M ⊗¯M.
The τGt -invariance of M follows easily from the relation ∆G ○ τGt = (τGt ⊗ τGt ) ○∆G. Since
∆G ○RG = (RG ⊗RG) ○∆opG and ∆G∣M = ∆opG ∣M we get RG(M) ⊂M. Summarizing M forms a
Baaj-Vaes subalgebra.
If N ⊂ L∞(G) is a Baaj-Vaes subalgebra such that ∆G∣N =∆opG ∣N then it is clear that for all
x ∈ N the condition (id⊗∆op
G
)(∆G(x)) = (id⊗∆G)(∆G(x)) holds, i.e. N ⊂M. ∎
Remark 2.4. In other words, M ∈ L∞(G) introduced in Proposition 2.3 is the largest co-
commutative Baaj-Vaes subalgebra. This means that it corresponds to the largest classical
closed quantum subgroup of Ĝ. ⧫
Example 2.5. LetG be a classical locally compact group. Adopting the notation of Proposition 2.3
we see that f ∈M if for all (up to measure zero subset) (p, q, r) ∈ G3 we have f(pqr) = f(prq).
This condition is equivalent with f(pqrq−1r−1) = f(p). Thus f ∈M if and only if f is constant
on the cosets of the commutator subgroup N ⊂ G where N is defined as the smallest closed
subgroup of G containing {qrq−1r−1 ∶ q, r ∈ G}. In conclusion, we have M = L∞(G/N). ⧫
Remark 2.6. Now, let G be a locally compact quantum group andM ⊂ L∞(G) the Baaj-Vaes
algebra described in Proposition 2.3. In general a normal quantum subgroup N ⊴ G such that
M = L∞(G/N) does not exist. Actually such N exists if and only if M, viewed as a coideal
L∞(G), is normal; the normality of M in turn is equivalent with the equality
(2.4) WG13W
G
14(id⊗∆G)(∆G(x))234WG14∗WG13∗ =WG14WG13(id ⊗∆G)(∆G(x))234WG13∗WG14∗
being satisfied for all x ∈M. Example 2.7 below shows that (2.4) does not always hold; when
it does, we call N ⊴ G as above the commutator subgroup of G. ⧫
Example 2.7. As indicated in Remark 2.6 above, the largest cocommutative Baaj-Vaes
subalgebra of L∞(G) is not, in general, of the form L∞(G/N) for a normal closed quantum
subgroup N ⊴ G. To see this, note that upon dualizing, the claim takes the form, that there
exist locally compact quantum groups with the property that the largest classical closed
quantum subgroup is not normal (see Remark 2.4).
For examples of this latter phenomenon, consider one of the free unitary groups U+n for
some n ≥ 2 (these are the quantum groups whose underlying CQG algebras Au(n) are defined
in [43] as being freely generated by n × n unitary matrix of generators uij such that (u∗ij) is
also unitary).
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It’s largest classical quantum subgroup is the ordinary unitary group Un obtained as the
object dual to the largest commutative CQG quotient algebra of Au(n), whereas it is known
[6, Corollary 12] that proper normal quantum subgroups of U+n are contained in the common
center T of Un < U+n . ⧫
Let us move on to the discussion of morphisms of locally compact quantum groups. This
requires the universal C∗-version of a given locally compact quantum group G (see e.g.
[25]). The universal version Cu0(G) of C0(G) is equipped with a comultiplication ∆uG ∈
Mor(Cu0(G),Cu0(G) ⊗ Cu0(G)). The multiplicative unitary WG ∈ M(C0(Ĝ) ⊗ C0(G)) admits
the universal lift V VG ∈ M(Cu0(Ĝ) ⊗ Cu0(G)). The reducing morphisms for G and Ĝ will be
denoted by
ΛG ∈Mor(Cu0(G),C0(G)),
Λ
Ĝ
∈Mor(Cu0(Ĝ),C0(Ĝ))
respectively. Then
(Λ
Ĝ
⊗ΛG)(V VG) =WG
We shall also use the half-lifted versions of WG
W
G = (id⊗ΛG)(V VG) ∈M(Cu0(Ĝ)⊗C0(G)),
W
G = (Λ
Ĝ
⊗ id)(V VG) ∈M(C0(Ĝ)⊗Cu0(G))
which satisfy the appropriate versions of the pentagonal equation
W
G
12W
G
13W
G
23 =WG23WG12,
WG12 W
G
13 W
G
23 = WG23WG12.
The half-lifted versions of the comultiplications will be denoted by ∆r,ur ∈Mor(C0(G),C0(G)⊗
Cu0(G)) and ∆̂r,ur ∈Mor(C0(Ĝ),C0(Ĝ)⊗Cu0(Ĝ)), e.g.
∆r,ur (x) = WG(x⊗ id) WG∗, x ∈ C0(G).
We have
(ΛG ⊗ id) ○∆uG =∆r,ur ○ΛG,
(Λ
Ĝ
⊗ id) ○∆u
Ĝ
= ∆̂r,ur ○ΛĜ.
(2.5)
Given two locally compact quantum groups G and H, a morphism Π ∶ H → G (see e.g.
[27]) is represented by a C∗-morphism π ∈ Mor(Cu0(G),Cu0(H)) intertwining the respective
coproducts:
(π ⊗ π) ○∆G =∆H ○ π.
It can be equivalently described via:
● a bicharacter from H to G, i.e. a unitary V ∈ L∞(Ĝ) ⊗¯ L∞(H) such that
(∆
Ĝ
⊗ idC0(H))(V ) = V23V13,
(id
C0(Ĝ)
⊗∆H)(V ) = V12V13.
In fact V ∈ M(C0(Ĝ) ⊗ C0(H)) and V = (id ⊗ ΛH ○ π)( WG). We shall also use
V= (id⊗ π)( WG) ∈M(C0(Ĝ)⊗Cu0(H)).
FUNDAMENTAL ISOMORPHISM THEOREMS FOR QUANTUM GROUPS 15
● a right quantum group homomorphism i.e. an action α ∶ L∞(G)→ L∞(G) ⊗¯ L∞(H) of
H on L∞(G) satisfying
(∆G ⊗ id) ○ α = (id⊗α) ○∆G
In fact α(x) = V (x⊗1)V ∗. We shall also use the obvious left version of the concept of
a right quantum group homomorphism, which is refereed to as a left quantum group
homomorphism.
Let Π ∶ H → G. The right quantum group homomorphism assigned to Π will be denoted αΠ
or αH→G when convenient.
Example 2.8. Let G be a locally compact quantum group and H ≤ G. Since L∞(Ĥ) is a
Baaj-Vaes subalgebra of L∞(Ĝ), the multiplicative unitary WH ∈ L∞(Ĥ) ⊗¯ L∞(H) can viewed
as an element V ∈ L∞(Ĝ) ⊗¯ L∞(H). Since V is a bicharacter from H to G, H ≤ G yields a
morphism from H to G.
Let G and H be locally compact quantum groups and Π ∶ H → G a morphism. We say
that Π identifies H with a closed quantum subgroup of G if there exists a normal injective
∗-homomorphism γ ∶ L∞(Ĥ)→ L∞(Ĝ) such that V = (γ ⊗ id)(WH) (see [10]). ⧫
Clearly, a closed quantum subgroup H ∈ QS(G) is normal if and only if
β(L∞(Ĥ)) ⊂ L∞(Ĥ) ⊗¯ L∞(G)
where β is the adjoint action (1.2). Let us also note the following result whose classical version
is well known.
Proposition 2.9. Let G be a locally compact quantum group and N ⊴ G an abelian normal
quantum subgroup of G. Then for every x ∈ L∞(N̂) we have
WG(x⊗ 1)WG∗ ∈ L∞(N̂) ⊗¯ L∞(G/N)
In particular the restriction of the adjoint action β to L∞(N̂) gives rise to the action of G/N
on L∞(N̂). Conversely if the adjoint action restricted to L∞(N̂) gives rise to the action of
G/N then N is abelian.
Proof. Let α ∶ L∞(G)→ L∞(G) ⊗¯ L∞(N) be the right quantum group homomorphism assigned
to N ⊴ G. Since (id ⊗ α)(WG) = WG12WN13 and N is abelian (i.e. L∞(N̂) is commutative), we
conclude that
(id⊗ α)(WG(x⊗ 1)WG∗) =WG12WN13(x⊗ 1⊗ 1)WN∗13WG∗12 = (WG(x⊗ 1)WG∗)⊗ 1
for all x ∈ L∞(N̂). Thus WG(x⊗ 1)WG∗ ∈ L∞(N̂) ⊗¯ L∞(G/N).
Conversely, the condition
WG12W
N
13(x⊗ 1⊗ 1)WN∗13WG∗12 = (WG(x⊗ 1)WG∗)⊗ 1
holds if and only if WN(x⊗1)WN∗ = (x⊗1) for all x ∈ L∞(N̂), which is equivalent to N being
abelian. ∎
Let Π ∶ H → G be a morphism of locally compact quantum groups. It turns out that Π
cannot (in general) be assigned with a quantum analog of the kernel subgroup kerΠ ≤ H (the
case H = G and Π being a projection Π2 = Π was thoroughly studied in [19]). In particular Π
cannot be assigned with the exact sequence
(2.6) ●→ kerΠ→ H → H/kerΠ→ ●.
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As noted in [16], the quantum analog of H/kerΠ can always be constructed. In what follows
we shall provide a number of descriptions of H/kerΠ and formulate the condition which yields
the existence of kerΠ entering the exact sequence (2.6).
The von Neumann algebra L∞(H/kerΠ) is defined as (see [16, Definition 4.4]
(2.7) L∞(H/kerΠ) = {(ω ⊗ id)(V ) ∶ ω ∈ L∞(Ĝ)∗}σ−cls.
To be more precise the right hand side of (2.7) forms a Baaj-Vaes subalgebra of L∞(H), thus
yields a locally compact quantum group which we denote H/kerΠ. Since V = (id⊗ΛH○π)( WG)
the following holds
(2.8) L∞(H/kerΠ) = {ΛH(π(x)) ∶ x ∈ Cu0(G)}σ−cls
which is the second description of L∞(H/kerΠ). The third description is the subject of
[16, Theorem 4.7]:
(2.9) L∞(H/kerΠ) = {(ω ⊗ id)(α(x)) ∶ ω ∈ L∞(G)∗, x ∈ L∞(G)}′′.
In what follows we shall give a simple proof of a slightly stronger version of (2.9).
Lemma 2.10. Given a morphism Π ∶ H→ G we have
L∞(H/kerΠ) = {(ω ⊗ id)(α(x)) ∶ ω ∈ L∞(G)∗, x ∈ L∞(G)}σ−cls
Proof. The bicharacter equation for V yields
V23W
G
12V
∗
23 =WG12V13.
In particular, since
L∞(G) = {(µ⊗ id)(WG) ∶ µ ∈ L∞(Ĝ)∗}σ−cls
we have
{(ω ⊗ id)(α(x)) ∶ ω ∈ L∞(G)∗, x ∈ L∞(G)}σ−cls
= {(µ⊗ ω ⊗ id)(V23WG12V ∗23) ∶ µ ∈ L∞(Ĝ)∗, ω ∈ L∞(G)∗}σ−cls
= {(µ⊗ ω ⊗ id)(WG12V13) ∶ µ ∈ L∞(Ĝ)∗, ω ∈ L∞(G)∗}σ−cls
= {(µ⊗ ω ⊗ id)(V13) ∶ µ ∈ L∞(Ĝ)∗, ω ∈ L∞(G)∗}σ−cls
= {(ω ⊗ id)(V ) ∶ ω ∈ L∞(G)∗,}σ−cls = L∞(H/kerΠ)
where in third equality σ − cls in the subscript and unitarity of WG enabled us to absorb WG
into the functional µ⊗ ω without changing the resulting set. ∎
Let Π ∶ H → G. Then the embedding L∞(H/kerΠ) ⊂ L∞(H) can be interpreted as
Ĥ/kerΠ ≤ Ĥ. In particular a short exact sequence (2.2) starting with
●→ Ĥ/kerΠ → Ĥ
exists if and only if Ĥ/kerΠ ∈ NQS(Ĥ). In this case defining L∞(k̂er Π) = cd(L∞(H/kerΠ)) ∈
NQS(H) we get a short exact sequence of locally compact quantum groups (2.6).
A morphism Π ∶ H → G is assigned with the dual morphism Π̂ ∶ Ĝ → Ĥ which in terms
of bicharacter is given by V̂ = σ(V )∗. The locally compact quantum group Ĝ/ker Π̂ will
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be denoted by imΠ (see [16, Definition 4.3]). In particular, using (2.7) we can see that
V ∈ L∞(Ĝ) ⊗¯ L∞(H) is actually an element of L∞(îmΠ) ⊗¯ L∞(H/kerΠ). Using the inclusions
L∞(îmΠ) ⊗¯ L∞(H/kerΠ) ⊂ L∞(Ĝ) ⊗¯ L∞(H/kerΠ)
L∞(îmΠ) ⊗¯ L∞(H/kerΠ) ⊂ L∞(îmΠ) ⊗¯ L∞(H)
we see that a morphism ΠH→G ∶ H→ G induces three morphisms ΠH/kerΠ→imΠ, ΠH/kerΠ→G and
Π
H→imΠ
. Using [16, Theorem 6.2, Corollary 6.5] we shall now formulate the First Isomorphism
Theorem for locally compact quantum groups.
Theorem 2.11. Let H and G be locally compact quantum groups, Π ∶ H → G a morphism
and let Π
H/kerΠ→imΠ, ΠH/kerΠ→G, Π̂̂imΠ→Ĥ
be the morphisms induced by Π as described above.
Then the following conditions are equivalent:
(i) Π
H/kerΠ→imΠ is an isomorphism;
(ii) the action α ∶ L∞(imΠ)→ L∞(imΠ) ⊗¯ L∞(H/kerΠ) is integrable;
(iii) ΠH/kerΠ→G identifies H/kerΠ with a closed quantum subgroup of G;
(iv) Π̂̂
imΠ→Ĥ
identifies îmΠ with a closed quantum subgroup of Ĥ.
Remark 2.12. Let Π ∶ H → G be a morphism of locally compact quantum groups. Clearly
imΠ is abelian if and only if H/kerΠ is abelian. Let M ⊂ L∞(G) be the Baaj-Vaes algebra
described in Proposition 2.3. Then H/kerΠ is abelian if and only if L∞(H/kerΠ) ⊂ M. For
further discussion let us suppose that kerΠ ⊴ G exists (see the paragraph containing (2.6))
and there exists a N ⊴ G such that M = L∞(G/N). Then L∞(H/kerΠ) ≤ L∞(G/N) if and only
if N ≤ kerΠ. Thus in the discussed case we get a quantum analog of the well known classical
fact: the closed image of Π ∶ H→ G is abelian if and only if the kernel kerΠ ⊴ H contains the
commutator subgroup N ⊴ H. ⧫
The next lemma will be needed further.
Lemma 2.13. Let Π ∶ H→ G. Then
cd(L∞(H/kerΠ)) = {y ∈ L∞(Ĥ) ∶ α̂(y) = y ⊗ 1}
Proof. Let V ∈ L∞(Ĝ) ⊗¯ L∞(H) be the bicharacter corresponding to Π. The right quantum
group homomorphism α̂ ∶ L∞(Ĥ)→ L∞(Ĥ) ⊗¯ L∞(Ĝ) corresponding to Π̂ is given by
α̂(y) = σ(V ∗(1⊗ y)V )
for all y ∈ L∞(Ĥ). In particular α̂(y) = y ⊗ 1 if and only if
(1⊗ y)V = V (1⊗ y)
We conclude using (2.7). ∎
Example 2.14. Let us consider H ∈ NQS(G) and the exact sequence
●→ H→ G→ G/H→ ●.
Let us denote the morphism G → G/H by Π. Since L∞(G/H) is defined as a Baaj-Vaes
subalgebra of L∞(G), the dual morphism Π̂ ∶ Ĝ/H→ Ĝ identifies Ĝ/H with a closed quantum
subgroup of Ĝ. In particular imΠ = G/H and G/kerΠ = G/H
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Let α̂ ∶ L∞(Ĝ)→ L∞(Ĝ) ⊗¯ L∞(Ĝ/H) be the right quantum group homomorphism assigned
to Π̂ ∶ Ĝ/H→ Ĝ. Since Π̂ identifies Ĝ/H with a closed quantum subgroup of Ĝ we get
(2.10) L∞(Ĝ/H) = {(ω ⊗ id)(α̂(a)) ∶ ω ∈ L∞(Ĝ)∗, a ∈ L∞(Ĝ)}σ−cls.
Finally, using Lemma 2.13 we see that
(2.11) L∞(Ĥ) = {y ∈ L∞(Ĝ) ∶ α̂(y) = y ⊗ 1}.
⧫
Lemma 2.15. Let G and K be locally compact quantum groups Π1 ∶ G→ K a homomorphism
and α̂1 ∶ L∞(Ĝ) → L∞(Ĝ) ⊗¯ L∞(K̂) the corresponding right quantum group homomorphism.
Let H ∈QS(G), Π2 ∶ H→ K the restriction of Π1 to H ≤ G and α̂2 ∶ L∞(Ĥ)→ L∞(Ĥ) ⊗¯ L∞(K̂)
the right quantum group homomorphism corresponding to Π̂2. Then α̂2 = α̂1∣L∞(Ĥ).
Proof. Let V ∈ L∞(K̂) ⊗¯ L∞(G) and U ∈ L∞(K̂) ⊗¯ L∞(H) be the bicharacters corresponding
to Π1 and Π2 respectively. Let V∈M(C0(K̂)⊗Cu0(G)) be the universal lift of V :
(2.12) V ∗12 W
G
23V12 = V13 WG23.
Applying quantum group morphism π ∈Mor(Cu0(G),Cu0(H)) (corresponding to H ≤ G) to the
third leg of (2.12) and reducing the result we get
(2.13) V ∗12W
H
23V12 = U13WH23 = U∗12WH23U12
(note that we use the embedding L∞(Ĥ) ⊂ L∞(Ĝ) on the left side of (2.13)). We conclude by
recalling that α̂1 is implemented by V̂ and α̂2 is implemented by Û . ∎
We shall also need the following
Lemma 2.16. Let G be a locally compact quantum group, N ∈ NCI(G) and M ∈ BV(G). Let
H be a locally compact quantum group such that M = L∞(H). Then
(2.14) WH(1⊗N)WH∗ ⊂ L∞(Ĥ) ⊗¯N.
In particular N ∧ L∞(H) ∈NCI(H). Moreover
(2.15) N ∨ L∞(H) = {xy ∶ x ∈ N, y ∈M}σ−cls.
Proof. As explained in Example 2.8 the embedding L∞(H) ⊂ L∞(G) corresponds to a mor-
phism Π ∶ G → H. Let Π̂ ∶ Ĥ → Ĝ be the dual morphism and α̂ ∶ L∞(Ĝ) → L∞(Ĝ) ⊗¯ L∞(Ĥ)
the corresponding right quantum group homomorphism. Applying (α̂⊗ id) to the normality
condition
WG(1⊗N)WG∗ ⊂ L∞(Ĝ) ⊗¯N
and using (α̂⊗ id)(WG) =WH23WG13
we get
(2.16) WH23W
G
13(1⊗ 1⊗N)WG∗13 WH∗23 ∈ L∞(Ĝ) ⊗¯ L∞(Ĥ) ⊗¯N.
Using (1.1) in the context of the Ĝ-action
α ∶ N ∋ x →WG(1⊗ x)WG∗
we get
N = {(ω ⊗ id)(WG(1⊗ x)WG∗) ∶ ω ∈ L∞(Ĝ)∗, x ∈ N}σ−cls.
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Thus (2.16) implies that
WH(1⊗N)WH∗ ⊂ L∞(Ĥ) ⊗¯N.
Let us fix x ∈ N and y ∈ L∞(H) of the form y = (ωp,q ⊗ id)(WH∗) where p, q ∈ L2(H). In
order to check that (2.15) holds it suffices to check that
(2.17) xy ∈ {L∞(H)N}σ−cls.
Indeed the latter enables us to conclude that the right hand side of (2.15) forms a von
Neumann algebra and this suffices since N ∨ L∞(H) is the von Neumann algebra generated
by N and L∞(H). In the following computation we fix an orthonormal basis (ei)i∈I of L2(H)
xy = x(ωp,q ⊗ id)(WH∗)
= (ωp,q ⊗ id)(WH∗(WH(1⊗ x)WH∗))
= ∑i∈I(ωp,ei ⊗ id)(WH∗)(ωei,q ⊗ id)(WH(1⊗ x)WH∗).
This computation together with (2.14) shows that (2.17) indeed holds which ends the proof.
∎
Definition 2.17. Let G be a locally compact quantum group and H,M ∈ QS(G). We say
that H is normalized by M if H ∈ NQS(H ∨M).
⧫
Let H and M be as in Definition 2.17. Using Lemma 2.16 we get
(2.18) WM̂(1⊗ L∞(Ĥ))WM̂∗ ⊂ L∞(M) ⊗¯ L∞(Ĥ).
More generally the following holds.
Lemma 2.18. Let G be a locally compact quantum group, H,M ∈ QS(G) and suppose that
H is normalized by M. Let L ≤M. Then H is normalized by L. Moreover
L∞(Ĥ ∨ L) = {xy ∶ x ∈ L∞(L̂), y ∈ L∞(Ĥ)}σ−cls
and H∧L ∈ NQS(L). In particular if H ∈ NQS(G) then H is normalized by every L ∈QS(G)
and H ∧ L ∈ NQS(L).
Proposition 2.19. Let G be a locally compact quantum group and H,M ∈ QS(G) and suppose
that H is normalized by M. Then αM→G(L∞(G/H)) ⊂ L∞(G/H) ⊗¯ L∞(M).
Proof. Let us first recall that
αM→G(x) =WM(x⊗ 1)WM∗
Let us fix x ∈ L∞(G/H), i.e. x ∈ L∞(G) and
WH(x⊗ 1) = (x⊗ 1)WH.
We have to prove that
(2.19) WH13W
M
12(x⊗ 1⊗ 1)WM∗12 =WM12(x⊗ 1⊗ 1)WM∗12 WH13.
Using (2.18) we see that
(2.20) WM∗12 W
H
13W
M
12 ⊂ L∞(Ĥ) ⊗¯ L∞(M) ⊗¯ L∞(H)
and we compute
WH13W
M
12(x⊗ 1⊗ 1)WM∗12 =WM12WM∗12 WH13WM12(x⊗ 1⊗ 1)WM∗12
=WM12(x⊗ 1⊗ 1)WM∗12 WH13WM12WM∗12
=WM12(x⊗ 1⊗ 1)WM∗12 WH13
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where in the second equality we use (2.20) and the fact that x ∈ L∞(Ĥ)′ ∎
Remark 2.20. Note that in the proof of Proposition 2.19 we needed somewhat less than
Definition 2.17: it is enough to have
WM̂(1 ⊗¯ L∞(Ĥ))WM̂∗ ⊂ L∞(M)⊗ L∞(Ĥ),
which is more akin to the classical notion of one group normalizing another. ⧫
The following simple observation regarding a universal property of quotient quantum groups
will come in handy repeatedly in Section 4.
Lemma 2.21. Let Π ∶ G → P be a morphism of quantum groups, and N ∈ NQS(G). Then,
Π factors as
G
G/N
P
Π
if and only if the composition N → G → P is trivial (i.e the image of the composition is the
trivial group).
Proof. The direct implication is clear. Conversely, suppose the composition N → G → P is
trivial. We will apply Lemma 2.15 to Π1 = Π and H = N ∈ QS(G). The right quantum group
homomorphism α̂ ∶ L∞(Ĝ)→ L∞(Ĝ) ⊗¯ L∞(P̂) assigned to Π̂ is given by
α̂(x) = σ(V ∗)(x⊗ 1)σ(V ∗),
where x ∈ L∞(Ĝ) and V ∈ L∞(P̂) ⊗¯ L∞(G) is the bicharacter assigned Π. Using Lemma 2.15
we conclude that V is contained in L∞(P̂) ⊗¯ (L∞(N̂)′∩L∞(G)), and hence must be contained
in L∞(P̂) ⊗¯ L∞(G/N). In particular V viewed as an element L∞(P̂) ⊗¯ L∞(G/N) defines a
morphism G/N→ P. Running through the way in which bicharacters, regarded as morphisms,
compose in the category of locally compact quantum groups, this means precisely that Π
factors through G/N. ∎
Remark 2.22. From the perspective of the category of locally compact quantum groups,
Lemma 2.21 simply says that G → G/N is the coequalizer of the inclusion N → G and the
trivial map N → 1→ G.
Moreover, by the self-duality of the category of locally compact quantum groups, we can
conclude that the inclusion N → G of a normal subgroup is the equalizer of the arrows
G→ G/N and G→ 1→ G/N. ⧫
In fact, we can improve on Lemma 2.21 somewhat. For future reference, we record the result
in Lemma 2.23 below. Before its formulation let us consider an action α ∶ N → N ⊗¯ L∞(G)
of a locally compact quantum group G on a von Neumann algebra N. Then given a left
quantum group homomorphism γ ∶ L∞(G) → L∞(H) ⊗¯ L∞(G) there exists a unique action
β ∶ N→ N ⊗¯ L∞(H) such that
(id⊗ γ) ○ α = (β ⊗ id) ○ α.
In particular, given H ≤ G we get β which we denote by α∣H ∶ N→ N ⊗¯ L∞(H) and we say that
α∣H is the restriction of α to H. The details yielding the existence of β are left to the reader.
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Lemma 2.23. Let α ∶ N→ N ⊗¯ L∞(G) and N ⊴ G a closed normal subgroup. Then, α factors
as
N
N ⊗¯ L∞(G/N)
N ⊗¯ L∞(G)α
through an action by G/N on N if and only if N acts trivially on N.
Proof. Once again, one implication is trivial, so we prove the other one; that is, we assume
that the restriction α∣N of α to N is trivial. Let γ ∶ L∞(G) → L∞(N) ⊗¯ L∞(G) be the left
quantum group homomorphism assigned to N ⊴ G. Using the identity (α∣N⊗id)○α = (id⊗γ)○α
and the trviality of α∣N we conclude that α(N) ⊂ N ⊗¯ L∞(N/G) where
L∞(N/G) = {x ∈ L∞(G) ∶ γ(x) = 1⊗ x}.
We conclude by noting that normality of N yields L∞(N/G) = L∞(G/N) (see e.g. [14, Eq.
(1.4)]).
∎
Remark 2.24. In phrasing of [16, §4.3], Lemma 2.23 says that the quotient of G by the
kernel of α factors through G/N if and only if α∣N is trivial.
In addition to Lemma 2.21, Proposition 2.9 above is also a consequence of Lemma 2.23;
in effect, the intuitive content of that proposition is that since the abelian normal subgroup
N ⊴ G acts trivially on itself by conjugation, the conjugation action of G on N descends to a(G/N)-action. ⧫
Now, we shall discuss open quantum subgroups. Let us begin with [14, Definition 2.2].
Definition 2.25. Let H and G be locally compact quantum groups and π ∶ L∞(G)→ L∞(H)
a normal surjective ∗-homomorphism. We say that π identifies H with an open quantum
subgroup of G if ∆H ○ π = (π ⊗ π) ○∆G. ⧫
Let H be a locally compact quantum group which is identified with an open quantum
subgroup of G via π ∶ L∞(G)→ L∞(H). The central support of π (i.e. the smallest projection
of P ∈ L∞(G) such that π(P ) = 1) will be denoted by 1H and it will be refereed to as a group-
like projection assigned to π. The morphism π defines a morphism Π ∶ H → G which in terms
of the bicharacter is given by V = (id ⊗ π)(WG) ∈ L∞(Ĝ) ⊗¯ L∞(H). Using [14, Theorem 3.6]
we see that Π identifies H with a closed quantum subgroup of G as described in Example 2.8.
Let H ∈ QS(G). Then as proved in [16, Corollary 3.4], H can be identified with an open
quantum subgroup of G, (we shall say shortly that H is open in G) if and only if the Haar
weight ψĜ restricts to the Haar weight on L∞(Ĥ). In other words if and only if the restriction
of ψĜ to L∞(Ĥ) ⊂ L∞(Ĝ) is semifinite. This in turn is equivalent with the existence of a
conditional expectation T ∶ L∞(Ĝ)→ L∞(Ĝ) onto L∞(Ĥ) satisfying (see [15, Theorem 6.1]
(2.21) (T ⊗ id) ○∆
Ĝ
=∆
Ĝ
○ T = (id⊗ T ) ○∆
Ĝ
.
The subset of QS(G) that consists of open quantum subgroups of G will be denoted by
OQS(G). In what follows we shall investigate the structure of OQS(G) showing in particular
that it forms a lattice.
Proposition 2.26. Let G be a locally compact quantum group, H ∈OQS(G) and M ≤ QS(G).
Then H ∧M ∈OQS(M).
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Moreover, if
T ∶ L∞(Ĝ)→ L∞(Ĥ) and T ′ ∶ L∞(M̂)→ L∞(Ĥ ∧M)
are the expectations associated to the respective Haar weights, we have
T ′ = T ∣
L∞(M̂).
Proof. Let T ∶ L∞(Ĝ)→ L∞(Ĥ) be the conditional expectation assigned to H ∈OQS(G) (see
(2.21)). Consider the restriction of T to L∞(M̂) ≤ L∞(Ĝ). The equality (see (1.3))
L∞(M̂) = {(ω ⊗ id)(∆
Ĝ
(x)) ∶ ω ∈ L∞(Ĝ)∗, x ∈ L∞(M̂)}σ−cls
together with (see (2.21))
(id⊗ T ) ○∆
Ĝ
= (T ⊗ id) ○∆
Ĝ
imply that T (L∞(M̂)) ⊂ L∞(M̂). Thus we get an inclusion T (L∞(M̂)) ⊂ L∞(Ĥ) ∧ L∞(M̂).
On the other hand, this restriction is the identity on
L∞(Ĥ) ∧ L∞(M̂) = L∞(Ĥ ∧M).
In conclusion, T ∣L∞(M̂) is an expectation onto L∞(Ĥ ∧M) which clearly satisfies (2.21). Both
claims of the conclusion now follow from [15, Theorem 6.1]. ∎
Let us also note in passing that in the particular case when H ≤M we obtain:
Corollary 2.27. If H ≤ M ≤ G is a sequence of closed quantum group embeddings with H
open in G then H ≤M is also open. ∎
In fact, we can improve on Corollary 2.27 as in the next result, proving a strong transitivity
of openness.
Proposition 2.28. Let H ≤M ≤ G be a chain of closed embeddings of locally compact quantum
groups. Then, H is open in G if and only if
H ≤M and M ≤ G
are both open.
Proof. In order to see the leftward implication ‘⇐’ we use [16, Corollary 3.4].
Let us check the rightward implication ‘⇒’. We have already seen in Corollary 2.27 that
H ≤ M is open. On the other hand, [16, Theorem 3.3] shows that M ≤ G is open if and only
if there is some non-zero element of
L∞(M̂) ≤ L∞(Ĝ)
that is square-integrable with respect to the (either left or right) Haar weight of Ĝ. An
application of the same result in the opposite direction shows that there are such elements in
L∞(Ĥ) ≤ L∞(M̂) ≤ L∞(Ĝ).
This concludes the proof. ∎
Using Proposition 2.26 and Proposition 2.28 we get:
Corollary 2.29. The set OQS(G) forms a sublattice of QS(G).
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Remark 2.30. Let H ≤ G be an open quantum subgroup and ω ∈ Cu0(Ĝ)∗ the idempotent
state assigned to H ≤ G as described in [15, Remark 6.3]. The group-like projection 1H ∈
L∞(G) assigned to H ≤ G is given by
1H = (ω ⊗ id)(WG).
Let us denote 1uH = (ω ⊗ id)(V V) ∈ M(Cu0(G)); applying the reducing morphism ΛG ∈
Mor(Cu0(G),C0(G)) we get ΛG(1uH) = 1H. Denoting by πu ∈ M(Cu0(G),Cu0(H)) the mor-
phism assigned to H ≤ G we see that
(πu ⊗ id)(∆u(1uH)) = (πu ⊗ id)(∆u((ω ⊗ id)(V V)))
= (ω ⊗ id⊗ id)((id ⊗ πu)(V V12)V V13)
= 1⊗ 1uH
(2.22)
where in the third equality we used the identity ω(xπˆu(y)) = ω(x)ε̂(y)) which holds for all
x ∈ Cu0(Ĝ) and y ∈ Cu0(Ĥ). The latter can be easily concluded from the fact that the image of
the conditional expectation T u = (id⊗ ω) ○ ∆̂u is equal to πˆu(Cu0(Ĥ)).
Similarly we can prove that (id ⊗ πu)(∆u(1uH)) = 1uH ⊗ 1. In particular using (2.22) and
(2.5) we get
(1H ⊗ 1)∆r,ur (1H) = 1H ⊗ 1uH,
(1⊗ 1H)∆u,rr (1H) = 1uH ⊗ 1H.(2.23)
Now let M ≤ G be a closed quantum subgroup and ρ ∈Mor(Cu0(G),C0(M)) the correspond-
ing morphism. The group-like projection assigned to the open containment H ∧M ≤ M (see
Proposition 2.26) will be denoted by 1H∧M ∈ L∞(M). Using Proposition 2.26 we get
(2.24) 1H∧M = ρ(1uH)
which follows from the computation
(1⊗ 1H∧M)WM = (T ′ ⊗ id)(WM) = (T ⊗ ρ)( WG) = (1⊗ ρ(1uH))WM
(in this computation we use the embedding L∞(M̂) ⊂ L∞(Ĝ) and the notation of the proof of
Proposition 2.26). Denoting the action
α ∈Mor(C0(G),C0(G)⊗C0(M))
describing the embedding M ≤ G we get
(1H ⊗ 1)α(1H) = 1H ⊗ 1H∧M
Indeed, this follows (2.23), (2.24) and the the identity α = (id⊗ ρ) ○∆r,ur . Similarly we get
(1⊗ 1H)α(1H) = 1H∧M ⊗ 1H.
⧫
2.1. Well positioned quantum subgroups. For subgroups H ≤ G, we will be working with
the quantum homogeneous spaces (see Remark 2.2)
AH = L∞(G/H) = cd(L∞(Ĥ)) ⊆ L∞(G).
Definition 2.31. Let H and M be two closed quantum subgroups of a locally compact
quantum group G. We say that H and M are (relatively) well positioned if we have the
equality
(2.25) AH ∨AM = {AHAM}σ−cls
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(or equivalently its analogue with H and M reversed). ⧫
As we will see in Theorem 4.18, the well positioning property is relevant to the modular
law for quantum subgroups of a locally compact quantum group. Here, we discuss sufficient
conditions that ensure well positioning. Let us also note that in the algebraic context the
counterpart of well positioning always holds as noted in Corollary 1.20.
Proposition 2.32. The closed quantum subgroups H,M ≤ G are relatively well positioned if
(a) G is classical;
(b) one of H and M is compact;
(c) one of H and M is normal;
(d) G is dual-classical.
Proof. We prove the different points separately, as they require different techniques.
(a) This is immediate: L∞(G) is then commutative, and hence it does not matter in which
order we multiply elements of AH and AM.
(b) The condition is symmetric, so let us assume that H is compact and show that AMAH
is linearly dense in AH ∨AM. We will adapt the proof of Lemma 2.16.
We write W =WG and ϕ for the Haar state on the compact quantum group H. We further
denote by α the canonical coaction
L∞(G)→ L∞(G) ⊗¯ L∞(H)
and by V ∈ L∞(G) ⊗¯ L∞(H) the bicharacter corresponding to α.
Note that the elements of the form
(2.26) x = (id⊗ ϕ)α((ωp,q ⊗ id)W) = (ωp,q ⊗ id⊗ ϕ)(W12V13)
span a dense subset of AH for p, q ∈ L2(G). Hence, it suffices to show that an element obtained
by multiplying x as in (2.26) and an arbitrary a ∈ AM belongs to the closure of linear span on
AMAH.
With this purpose in mind, we first use
(id⊗α)W =W12V13
again to write
xa = (ωp,q ⊗ id⊗ϕ)(W12V13(1⊗ a⊗ 1)) = (ωp,q ⊗ id⊗ ϕ)(W12(1⊗ a⊗ 1)W∗12W12V13)).
Using
ωpq(●−) =∑
i
ωp,ei(●)ωei,q(−),
the expression turns into
∑
i
(ωp,ei ⊗ id)(W12(1⊗ a)W∗12) ⋅ (ωei,q ⊗ id⊗ϕ)(W12V13).
Now, the left hand side of the ‘⋅’ symbol belongs to AM by the normality condition
W(1 ⊗AM)W∗ ⊆ L∞(Ĝ) ⊗AM,
whereas the right hand side is of the same form as (2.26) and hence belongs to AH.
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(c) Once again the condition is symmetric, so for the sake of making a choice we assume
H is normal. But then AH is a Baaj-Vaes subalgebra of L
∞(G), and hence the desired result
follows from an application of Lemma 2.16 (in the form of (2.15)) to N = AM and M = AH.
(d) Since G is abelian, quantum subgroups of G are normal and part (c) applies. ∎
Remark 2.33. Let G be a locally compact quantum group and N ⊂ B(L2(G)) a von Neumann
algebra such that W(1⊗N)W∗ ⊂ L∞(Ĝ) ⊗¯N. Let M be a von Neumann subalgebra of L∞(G)
equipped with a conditional expectation E ∶ L∞(G) → M. Let N ∨M be the von Neumann
algebra generated by N and M. Using the method of the proof of point (b) of Proposition 2.32
we get
N ∨M = {NM}σ−cls.
⧫
3. Lattices of quantum subgroups of a linearly reductive quantum group
In this section we tackle some analogues of the group isomorphism theorems in the setting
of (mostly linearly reductive) linear algebraic quantum groups.
3.1. The second isomorphism theorem. We will prove a version of the second isomor-
phism theorem [34, Theorem 2.26] for function algebras of linearly reductive quantum groups,
i.e. cosemisimple Hopf algebras (see Definition 1.11). The general setup is as follows.
Recall from §1.2 that unless specified otherwise, we work over an algebraically closed field
k of arbitrary characteristic. O(G) denotes a cosemisimple Hopf algebra, to be thought of
as the algebra of regular functions on a quantum group G. We fit the latter into an exact
sequence
1→ K→ G→ G/K→ 1
in the sense that we have an exact sequence
k →O(G/K)→ O(G)→ O(K)→ k
as in Definition 1.22. Note that O(G/K) is automatically cosemisimple (being a Hopf subal-
gebra of a cosemisimple Hopf algebra), and hence ([7, Theorem 2.1]) the inclusion O(G/K)→
O(G) is automatically faithfully flat both on the left and the right. It then follows [7, Theorem
2.5] that O(K) is itself cosemisimple.
Assume now that we have another linearly reductive quantum subgroup H ≤ G, i.e. a
quotient cosemisimple Hopf algebra O(G)→O(H). We will now examine the issue of whether
or not the intersection H ∧K from Definition 1.15 is linearly reductive.
First, define the Hopf subalgebra ● of O(H) so as to make the following diagram commute.
(3.1) O(G/K)
O(G)
O(H)
●
● is then a Hopf subalgebra of O(H), and hence automatically cosemisimple. It is also
invariant under the adjoint actions of O(H) on itself, since O(G/K) is ad-invariant in O(G).
This means that ● is of the form
O(H/N) ⊆ O(H)
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for some normal linearly reductive quantum subgroup O(H)→O(N) of H. By construction,
we have a morphism
H/N→ G/K.
Our goal is to argue that we have
H ∧K = N,
for the intersection operation ∧ as in Definition 1.15. According to Remark 1.16, this is
achieved by the following result.
Proposition 3.1. In the setting above, the diagram
(3.2) O(N)
O(H)
O(G)
O(K)
is a pushout in the category of algebras, or equivalently, that of bialgebras, or Hopf algebras,
or Hopf algebras with bijective antipode.
Proof. For the fact that the forgetful functor from Hopf algebras to bialgebras or algebras is
a left adjoint and hence preserves colimits (such as pushouts) we refer to [32]. Hence, we will
focus on showing that the diagram is a pushout of algebras.
The exactness of the sequence
k →O(G/K)→ O(G)→ O(K)→ k
implies that the kernel of the surjection O(G)→ O(K) is the ideal
O(G)O(G/K)− = O(G/K)−O(G),
where the ‘−’ superscripts indicate kernels of counits. But this means that the pushout of the
two right hand arrows of (3.2) is the quotient of O(H) by the ideal generated by the kernel
of the counit of
O(H/N) ∶= Im(O(G/K)→O(H)).
Finally, the general theory of exact sequences of Hopf algebras as covered in [2] and recalled
in §1.2 above says that this is precisely right hand quotient in the sequence
k →O(H/N)→ O(H)→ ◻ → k,
which is by definition our O(H)→O(N). ∎
Remark 3.2. The substance of Proposition 3.1 is that the algebra colimit in question is
automatically cosemisimple as a Hopf algebra. This is analogous to the classical fact that
a normal subgroup of a linearly reductive linear algebraic group is automatically linearly
reductive, as follows easily, for instance, from the classification of linearly reductive groups
[30]. ⧫
Finally, suppose H and K generate G in the following representation-theoretic sense: a
linear map f ∶ V →W between comodules V,W ∈MO(G) is a G-intertwiner if and only if it is
both an H- and a K-intertwiner (see e.g. [4] for the identical notion of topological generation
for compact quantum groups, or [8], where the same property is phrased in terms of the
injectivity of the map from O(G) into the product O(K) × O(H) in the category of Hopf
algebras).
Remark 3.3. One can show that the condition above is equivalent to H ∨ K = G, for the
operation ‘∨’ from Definition 1.15. ⧫
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With all of this in place, we have
Theorem 3.4. Let H ≤ G and K ⊴ G be linearly reductive quantum subgroups of a linearly
reductive quantum group. If H and K generate G, then the canonical morphism H/H ∧K →
G/K is an isomorphism.
Proof. By construction,
O(G/K)→O(H/H ∧K)
is onto. In order to prove injectivity and complete the proof, it suffices to show that the functor
from (G/K)-representations to H-representations induced by the the upper composition in
(3.1) is full, i.e. it induces a bijection between sets of morphisms. The fact that this condition
is equivalent to the bijectivity of a map of coalgebras that is known to be onto follows e.g.
from [35, Lemmas 2.2.12, 2.2.13].
Let V andW be finite-dimensional (G/K)-representations, and f ∶ V →W an H-intertwiner
between them. Since the category MO(G/K) of comodules over O(G/K) is the full subcate-
gory of MG consisting of objects that break up as copies of the trivial representation when
restricted to K, f is also a K-intertwiner. But then, by the hypothesis that H and K generate
G, f is a G- and hence a (G/K)-intertwiner. This completes the proof. ∎
Remark 3.5. When working over C and all Hopf algebras in sight are CQG, Theorem 3.4
gives an alternate proof of the case of Proposition 4.1 when all quantum groups are compact.
⧫
We also have a version of Theorem 3.4 taking place in DQG.
Theorem 3.6. If the subgroup H and the normal subgroup K generate the discrete quantum
group G, then the canonical morphism H/H ∧K → G/K is an isomorphism.
Proof. The hypothesis that H ∨K = G means, in the context of algebraic discrete quantum
groups, that we have
kG = kHkK,
and the surjectivity of the canonical map
k(H/H ∧K) = kH/(kH(kH ∩ kK)−)→ kG/kGkK− = k(G/K)
follows from this.
As for injectivity, it amounts to showing that those simple kH-comodules that become
trivial (i.e. break up as direct sums of copies of the trivial comodule) over k(G/K) are
precisely those corresponding to subcoalgebras of kH ∩ kK; this is immediate, using the fact
that a kG-comodule becomes trivial over k(G/K) if and only if it is a kK-comodule. ∎
Note incidentally that a trivial version of the first isomorphism theorem is implicit in the
proof of Theorem 3.4. For a morphism Π ∶ H → G of locally compact quantum groups,
H/kerΠ is essentially the smallest “quotient LCQG” H→? for which Π factors as
(3.3) H G
?
Π
(see e.g. (2.8)) Similarly, imΠ is the smallest ? ≤ G such that Π factors similarly to (3.3) as
(3.4) H G
?
Π
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In the algebraic case, the image of a Hopf algebra morphism O(G)→ O(H) clearly has both
factorization universality properties, and hence by default the two concepts coincide. For this
reason, we do not state a First Isomorphism Theorem in the present section.
3.2. The modular law and Zassenhaus lemma. Throughout this subsection G denotes
a linearly reductive quantum group. We will be interested in studying its poset of subgroups
O(G)→O(H).
First, recall the modular law for subgroups of a discrete group G: whenever M , N and H
are subgroups of G with N ≤H we have
H ∩MN = (H ∩M)N,
where the juxtaposition AB of subgroups A,B ≤ G means the set
{ab ∣ a ∈ A, b ∈ B}.
We will be interested in cases where the set products in question are actually subgroups. To
this end, we first prove
Proposition 3.7. Let N ≤ H and M be normal subgroups of the linearly reductive quantum
group G. Then, we have
(3.5) H ∧ (M ∨N) = (H ∧M) ∨N.
Proof. We will dualize the picture, and study quotient Hopf algebras O(G) → O(●) cor-
responding to normal quantum subgroups from the perspective of the corresponding Hopf
subalgebras A● = O(●/G) ⊆ O(G).
This dualization procedure reverses the lattice operations on quotient Hopf algebras and
Hopf subalgebras. For this reason, the Hopf subalgebra
A = AH∧(M∨N)
corresponding to the left hand side of (3.5) is equal to
(3.6) AH(AM ∧AN).
Similarly, the Hopf subalgebra
B = A(H∧M)∨N
corresponding to the right hand side is
(3.7) (AHAM) ∧AN.
Now note that (3.6) is the sum of those simple subcoalgebras of O(G) whose simple comodules
V ≤W ⊗X,
where W is a simple AH-comodule and X is a simple comodule over both AM and AN (see
the discussion on cosemisimple coalgebras in §1.2).
On the other hand, the simple comodules of (3.7) are characterized by the fact that they are
AN-comodules, and also embed into tensor products of the formW ⊗X, for simple comodules
(3.8) W ∈MAH , X ∈MAM .
Clearly, the latter property for a simple comodule V ∈MO(G) is weaker than the former, and
hence A ≤ B.
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On the other hand, suppose the simple comodule V ∈MAN embeds into W ⊗X with W
and X as in (3.8) (and hence V ∈MB). Then we have a non-zero morphism
V →W ⊗X,
which by duality gives a non-zero morphism
W ∗ ⊗ V →X
(automatically an epimorphism, since X is assumed to be simple). But since
V ∈MAN , W ∈MAH ⊆MAN ,
we get X ∈MAN , and hence X is actually a comodule over
AM ∧AN.
This means that V is actually an A-comodule, and the proof is complete. ∎
Remark 3.8. Alternatively, we can restate Proposition 3.7 as saying that the normal quan-
tum subgroups of a linearly reductive quantum group form a modular lattice. ⧫
We can prove somewhat more when G is a compact quantum group. As noted above, the
identity
H ∩MN = (H ∩M)N
holds for all subgroups N ≤H ≤ G and M ≤ G. Our version (Proposition 3.10 below) will still
not be as general as this, but we will impose just enough restrictions to ensure that classically,
the product sets MN and (H ∩M)N are actually subgroups. To this end, we need
Definition 3.9. A quantum subgroup L ≤ G normalizes another M ≤ G if the latter is normal
in the quantum subgroup M ∨ L. ⧫
We are now ready to state
Proposition 3.10. Let G be a compact quantum group, with quantum subgroups L ≤ H ≤ G
and M ≤ G such that L normalizes M. Then, the equality H ∧ (M ∨ L) = (H ∧M) ∨ L holds.
Proof. As in the proof of Proposition 3.7, the goal is to show that we have
(3.9) AH(AM ∧AL) = AHAM ∧AL,
or rather that the right hand side is contained in the left hand side (the opposite inclusion
being immediate). Note that we have used Lemma 1.19 and Corollary 1.20 implicitly in order
to conclude that the subspace products in (3.9) are both coideal subalgebras.
For any quantum subgroup π ∶ O(G) → O(K) we have an expectation EK = O(G) → AK
defined as
O(G)
O(G)⊗O(G) O(K)⊗O(G)
O(G)
AK
∆
π⊗id
hK⊗id
EK
It is automatically an AK-bimodule map, and intertwines hG and its restriction to AK.
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Now consider the expectation EL ∶ O(G)→ AL. Applied to an element x in the right hand
side of (3.9), it fixes x that element (because EL acts as the identity on AL). On the other
hand, writing x = xHxM for
xH ∈ H, xM ∈M,
we have
EL(x) = xHEL(xM)
because xH ∈ AH ≤ AL and EL is the identity on AL. In conclusion, we would be done if we
could show that EL(xM) ∈ AM ∧AL. This is taken care of by Lemma 3.11 below. ∎
For the next result we will use the same notation as in the proof of Proposition 3.10 for
coideal subalgebras AL = O(L/G), expectations EL ∶ O(G)→ AL, etc. We will also denote by
πL the surjection O(G)→ O(L) onto the function algebra of a quantum subgroup.
Lemma 3.11. Let M and L be quantum subgroups of a compact quantum group G such that
L normalizes M. Then, we have
EL(AM) ⊆ AM ∧AL.
Proof. Since the range of EL is AL, we are trying to show that AM is invariant under EL. To
this end, let f ∈ AM be an arbitrary element. This means by definition that
(3.10) πM(f1)⊗ f2 = 1⊗ f.
Also by definition, the expression for the expectation is
EL(f) = hL(πL(f1))f2,
and hence our goal is to prove that we have
hL(πL(f1))πM(f2)⊗ f3 = 1⊗ hL(πL(f1))f2.
More generally, we will show that in fact we have
(3.11) πL(f1)⊗ πM(f2)⊗ f3 = πL(f1)⊗ 1⊗ f2.
Moreover, by substituting L ∨M for L, we may as well assume that M ⊴ L.
Using the defining property of the antipode, the left hand side of (3.11) equals
(3.12) πL(f1S(f3)f4)⊗ πM(f2)⊗ f5.
The normality assumption M ⊴ L implies by Lemma 1.21 that the surjection O(L) → O(M)
is one of left O(L)-comodules under the left adjoint coaction
x↦ x1S(x3)⊗ x2.
For this reason, (3.12) is the result of first applying the left adjoint O(L)-coaction to the left
hand leg of
πM(f1)⊗ f2,
and then subjecting the result to the operation
(3.13) ● ⊗ ● ⊗◻ ↦ ●(πL◻1)⊗ ●⊗ ◻2.
The conclusion now follows from (3.10), which ensures that the input of (3.13) is 1⊗1⊗f . ∎
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Remark 3.12. The proof of Lemma 3.11 is a quantum version of the following classical
argument that will be much more transparent:
Given a continuous function f on G, the expression for its expectation is
ELf = ∫
L
f(l−) dl.
We want to argue that if f is invariant under left translation by M, then so is ELf . In order
to see this, let m ∈M. We then have
(ELf)(m−) = ∫
L
f(lm−) dl = ∫
L
f(lml−1 ⋅ l−) dl,
which, because lml−1 ∈M and f is M-invariant, equals
∫
L
f(l−) dl = ELf.
⧫
Remark 3.13. We note that Proposition 3.10 would be problematic in the more general
setting of linearly reductive quantum groups (which is why we only have Proposition 3.7 in
the latter case).
The reason is that even classically, intersections of linearly reductive subgroups (such as(H ∧M) ∨L) need not be linearly reductive again, as Example 3.14 below shows. ⧫
Example 3.14. Let
G = SL3 = SL3(C).
Using the correspondence between complex Lie subalgebras of g = sl3 and complex linear
algebraic subgroups of G ([28, discussion preceding 3.42 and Theorem 4.22]) and the fact
that this correspondence is compatible with intersections ([28, Proposition 3.19] or [3, 6.12]),
it suffices to exhibit two semisimple Lie subalgebras a and b of g whose intersection is not
semisimple. We take the span of
(3.14) e =
⎛⎜⎝
0 0 0
0 0 0
1 0 0
⎞⎟⎠ , h =
⎛⎜⎝
1 0 0
0 0 0
0 0 −1
⎞⎟⎠ , f =
⎛⎜⎝
0 0 1
0 0 0
0 0 0
⎞⎟⎠
for a. The three displayed elements are a so-called sl2 triple; this means that their identifica-
tion with
(0 1
0 0
) , (1 0
0 −1
) , (0 0
1 0
)
respectively implements an isomorphism a ≅ sl2.
Similarly, we take the conjugate of a by
(3.15)
⎛⎜⎝
1 1 0
0 1 1
0 0 1
⎞⎟⎠ .
for b.
Since (3.15) commutes with the leftmost element e of (3.14) and conjugates the semisimple
element h outside of a (as can easily be seen), the intersection a ∩ b is the one-dimensional
span of e, and hence at the level of groups the corresponding intersection is a copy of the
(non-linearly reductive) additive algebraic group Ga over C (i.e. just C with its usual additive
group structure). ⧫
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There is also a dual version to Proposition 3.10, dealing with discrete quantum groups in
the sense of Definition 1.11.
Quantum subgroups M ≤ G then correspond to Hopf subalgebras
kM ⊆ kG.
Definition 3.15. Let G be an algebraic discrete quantum group. A quantum subgroup L
normalizes another M ≤ G if the group algebra kM of the latter is invariant under the adjoint
actions of kL on kG. ⧫
Proposition 3.16. Let G be an algebraic discrete quantum group, with quantum subgroups
L ≤ H ≤ G and M ≤ G such that L normalizes M. Then, the equality (3.5) holds.
Proof. The proof is essentially the same as that of Proposition 3.7, once we substitute kG for
O(G) in that result, and similarly substitute the Hopf subalgebras
kH, kL, kM ⊆ kG
of kG for
AL, AH, AM ⊆ O(G)
respectively. ∎
Propositions 3.10 and 3.16 will allow us to prove the following version of the butterfly (or
Zassenhaus) lemma ([22, Vol. 1, p. 77] or [34, Chapter 2, Lemma 5.10]) for compact and
discrete quantum groups.
Proposition 3.17. Let A′ ⊴ A and B′ ⊴ B be quantum subgroups of either a compact or an
algebraic discrete quantum group G. Then, we have an isomorphism
A′ ∨ (A ∧B)
A′ ∨ (A ∧ B′) ≅
B′ ∨ (A ∧ B)
B′ ∨ (A′ ∧ B) .
The analogous statement holds for linearly reductive G provided A, A′, etc. are all normal in
G.
Proof. We focus first on the compact / discrete case, following the usual strategy (as in
[22, Vol. 1, p. 77] or the proof of [34, Chapter 2, Lemma 5.10], for instance) of proving that
we have isomorphisms
A′∨(A∧B)
A′∨(A∧B′)
B′∨(A∧B)
B′∨(A′∧B)
A∧B
(A′∧B)∨(A∧B′)≅ ≅
By symmetry, it suffices to focus on the left hand side of this diagram. The required isomor-
phism will follow from the compact / discrete quantum version of the second isomorphism
theorem (Theorems 3.4 and 3.6) applied to
H = A ∧B and K = A′ ∨ (A ∧B′)
once we prove that we have
(A ∧ B) ∧ (A′ ∨ (A ∧ B′)) = (A′ ∧ B) ∨ (A ∧ B′).
In turn, this follows from Proposition 3.10 or Proposition 3.16 applied to H = A∧B, L = A∧B′
and M = A′.
As for the last claim regarding the linearly reductive case, its proof is virtually identical,
using Proposition 3.7 instead of Proposition 3.10. ∎
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3.3. The Schreier refinement theorem. In this subsection we prove an analogue of the
Schreier refinement theorem for compact and discrete quantum groups (see e.g. [34, Chapter
2, Theorem 5.11] for the classical analogue for ordinary discrete groups). To this aim, we
need to define a quantum analogue of the notion of (sub)normal series.
Definition 3.18. Let G be either a compact or (algebraic) discrete quantum group. A finite
system
(3.16) G = G0 ≥ G1 ≥ G2 ≥ G3 ≥ ⋯ ≥ Gk = 1
of closed quantum subgroups of G is called a subnormal series of G if every subgroup Gi is
a proper normal closed quantum subgroup of Gi−1 , i ∈ {1,2,⋯, k}. In particular, G1 is a
normal closed quantum subgroup of G, G2 is a normal closed quantum subgroup of G1, but
not necessarily of G, and so on.
A subnormal series is normal if each Gi is normal in the ambient group G.
The corresponding subquotient quantum groups
G1/G, G2/G1, ⋯, Gk/Gk−1
of G are the factors of the (sub)normal series (3.16).
The integer k is the length of the series (3.16). ⧫
Definition 3.19. A subnormal series
(3.17) G = H0 ≥ H1 ≥ H2 ≥ H3 ≥ ⋯ ≥ Hl = 1
is called a refinement of the subnormal series (3.16) if every quantum subgroup Gi of (3.16)
coincides with one of the quantum subgroups Hj , i.e. if every quantum subgroup that occurs
in (3.16) also occurs in (3.17).
In particular, every normal series is a refinement of itself. The lengths of the normal series
(3.16) and its refinement (3.17) of course satisfy the inequality k ≤ l.
Two subnormal series of a compact quantum groups are called equivalent if their lengths
are equal and their constituent subquotients are isomorphic up to permutation. ⧫
We are now ready for the following analogue of Schreier’s refinement theorem. As we will
see, its proof, given the Zassenhaus lemma (Proposition 3.17) is virtually automatic.
Theorem 3.20. Any two subnormal series of a compact / discrete quantum group G have
equivalent refinements.
The same holds for any two normal series of a linearly reductive quantum group.
Proof. We focus first on the claim relating to compact and algebraic discrete quantum groups.
Let (3.16) and (3.17) be two normal series of a compact quantum group G, and set
Gij = Gi ∨ (Gi−1 ∧Hj), Hij = Hj ∨ (Hj−1 ∧Gi).
For i ∈ {1,2,⋯, k} and j ∈ {1,2,⋯, l} we obtain two new refinements of (3.16) and (3.17)
respectively:
(3.18) Gi−1 = Gi0 > Gi(j−1) > Gij > Gii = Gi;
(3.19) Hj−1 = H0j > H(i−1)j > Hij > Gkj = Hj.
By Proposition 3.17, Gij is a normal closed quantum subgroup of Gi(j−1) and Hij is normal
in H(i−1)j , and moreover
(3.20) Gij/Gi(j−1) ≅ Hij/H(i−1)j
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The refinements induced by (3.18) and (3.19) have the same length, and (3.20) says that they
are equivalent.
The proof of the second claim follows similarly, using the corresponding second half of
Proposition 3.17. ∎
Remark 3.21. This is simply an adaptation to the quantum setting of the usual proof of
the Schreier refinement theorem (see e.g. the proof of [34, Chapter 2, Theorem 5.11]). As
mentioned above, once we have the Zassenhaus lemma the standard argument goes through
mechanically. The same goes for the Jordan-Ho¨lder theorem below. ⧫
3.4. The Jordan-Ho¨lder theorem. In this subsection we prove analogues of the Jordan-
Ho¨lder theorem for compact and discrete quantum groups (and a weaker form of it in the
linearly reductive case). We begin with the following definition.
Definition 3.22. A subnormal series (3.16) is a composition series of G if Gi is a proper
maximal normal closed quantum subgroup of Gi−1 for 1 ≤ i ≤ k. ⧫
Remark 3.23. In other words, a composition series is a subnormal series that cannot be
refined further. ⧫
The main result of this subsection is
Theorem 3.24. Any two composition series of a compact or discrete quantum group G are
equivalent.
Proof. This is immediate from Theorem 3.20 together with the observation (made in Remark 3.23)
that composition series cannot be refined strictly: two composition series have equivalent re-
finements, and hence they must already be equivalent. ∎
Analogously, making use of the second half of Theorem 3.20, we have
Proposition 3.25. Any two normal series of a linearly reductive quantum group which are
maximal with respect to refinement are equivalent. ∎
4. Isomorphism theorems, modular law: the locally compact case
4.1. The second isomorphism theorem. We shall first consider the setting of the second
isomorphism theorem for ordinary discrete groups, transported to the present framework: G
is a locally compact quantum group, H ∈QS(G) and N ∈ NQS(G).
In order to make sense of the statement of Proposition 4.1 below, note first that according
to Lemma 2.21, H→ G→ G/N factors through a morphism
H/H ∧N→ G/N
inducing an action of H/H ∧N on G/N.
Proposition 4.1. Let G be a locally compact quantum group, H ∈ QS(G) and N ∈ NQS(G).
Let us denote by Π ∶ H → G/N the induced morphism. Then H ∧ N = kerΠ. If moreover
G = H ∨N then imΠ = G/N.
Proof. Let us consider homomorphisms Π1 ∶ G → G/N and Π ∶ H → G → G/N. The right
quantum group homomorphism assigned to Π̂1 and Π̂ will be denoted by α̂1 ∶ L
∞(Ĝ) →
L∞(Ĝ) ⊗¯ L∞(Ĝ/N) and α̂ ∶ L∞(Ĥ) → L∞(Ĥ) ⊗¯ L∞(Ĝ/N) respectively. Viewing L∞(Ĥ) as
a subalgebra of L∞(Ĝ) we have α̂ ∶ L∞(Ĥ) → L∞(Ĥ) ⊗¯ L∞(Ĝ/N) where α̂ = α̂1∣L∞(Ĥ) (see
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Lemma 2.15). Let x ∈ cd(L∞(H/kerΠ)). Then x ∈ L∞(Ĥ) and α̂1(x) = x⊗1. By Lemma 2.13
we have x ∈ L∞(N̂) ∧ L∞(Ĥ). Thus L∞(H/kerΠ) = L∞(H/H ∧N), i.e. kerΠ = H ∧N.
Since G = H ∨N and N ∈ NQS(G) we conclude from Lemma 2.18 that
(4.1) L∞(Ĝ) = {L∞(N̂)L∞(Ĥ)}σ−cls.
Using (2.11) we can see that for all ω ∈ L∞(Ĝ)∗, x ∈ L∞(Ĥ) and y ∈ L∞(N̂) we have
(4.2) (ω ⊗ id)(α̂1(xy)) = (y ⋅ ω ⊗ id)(α̂(x)).
Using (2.10), (4.1), (4.2) we get
L∞(Ĝ/N) = {(ω ⊗ id)(α̂(a)) ∶ ω ∈ L∞(Ĥ)∗, a ∈ L∞(Ĥ)}σ−cls
i.e. the closure of the image of Π is also G/N. ∎
Using Theorem 2.11 and Proposition 4.1 we get
Corollary 4.2. The homomorphism H/H ∧ N → G/N is an isomorphism if and only if the
corresponding action of H/H ∧N on L∞(G/N) is integrable. ∎
Remark 4.3. The assumptions of Corollary 4.2 hold trivially when H is compact.
Assume on the other hand that N is compact. Then, since the action of H on L∞(G) is
integrable and we have a conditional expectation onto L∞(G/N), the integrability assumption
also holds in this case.
Finally, note that every morphism Π of discrete quantum groups automatically identifies
H/kerΠ with imΠ. In conclusion, Corollary 4.2 also goes through when all quantum groups
in sight are discrete. ⧫
Let us also note that equivalent statements ib Corollary 4.2 fails (and hence so does the
second isomorphism theorem) in general even classically, for locally compact abelian groups,
as the following example shows.
Example 4.4. Consider the group G = T2 ×R, and the subgroups
H = {(eitθ ,1, t) ∣ t ∈ R} and N = {(1, eisφ, s) ∣ s ∈ R}
for real numbers θ and φ that are incommensurable (i.e. linearly independent over Q). Then,
the subgroup
{(eitθ , e−itφ,0)} ⊂ T2 × {0}
of HN is dense T2×{0} and hence the closure H∨N of HN contains T2×{0}. But the product
of this latter group with H is clearly all of G, and we have H ∨N = G.
Now, H/H ∧N is a one-dimensional Lie group whereas G/N is a two-dimensional one, and
hence the conditions of Corollary 4.2 cannot possibly hold. ⧫
The fundamental characteristic of Example 4.4 is that the naive product HN is not closed
in G, and hence H ∨N is “larger than expected”. Indeed, classically, it is this failure of HN
to be closed that prevents the conditions of Corollary 4.2 from holding. This is summarized
in the following result.
Proposition 4.5. Let G be a classical locally compact group, and H ≤ G and N ⊴ G closed
subgroups.
Then, H/H ∧ N acts integrably on G/N if and only if for every (H ∧ N)-invariant closed
subset F of H the product FN is closed.
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Proof. According to Corollary 4.2, the integrability of the action in the statement is equivalent
to the canonical map
(4.3) H/(H ∧N)→ (H ∨N)/N
being an isomorphism. We will use this equivalence throughout the proof, implicitly or
explicitly.
(⇐) Suppose FN is closed in G for every closed F ⊆ H. Applying this to F = H first, we
have H ∨N = HN and hence the canonical one-to-one morphism (4.3) is also onto.
Now note that the composition
H→ G → G/N
realizes H/(H∧N) as a closed subgroup of the right hand side. Indeed, it induces an embedding
of the former group into G/N, and the condition on FN being closed means precisely that the
induced one-to-one map
H/(H ∧N)→ G/N
is closed.
All in all, (4.3) is a bijective inclusion of one closed subgroup of G/N, namely H/(H∧N), into
another, i.e. HN/N. It is then an isomorphism, and the conclusion follows from Corollary 4.2.
(⇒) Conversely, suppose the action in question is integrable, and hence by Corollary 4.2
the morphism (4.3) is bijective. The diagram
H
H ∨N
(H ∨N)/N
H/(H ∧N) ≅
shows that H ∨ N is generated as a (plain, not topological) group by H and N. Since N is
normal, this in turn implies H ∨N = HN, so that the latter product must be closed.
Moreover, the fact that (4.3) is a homeomorphism implies that it is in particular closed.
This means that the image of every closed subset F ⊆ H as in the statement is closed in G/N,
and hence its preimage FN through the quotient map G→ G/N is closed. ∎
Although quite explicit, the closure condition in Proposition 4.5 might be somewhat incon-
venient to check. In view of this, one might wonder whether the seemingly weaker condition
that HN be closed in G is sufficient. Example 4.6 shows that this is not the case, even in the
case of classical abelian locally compact groups.
Before spelling out the example, let us clarify what it is meant to do. Placing ourselves
entirely within the context of locally compact abelian groups, consider for simplicity the case
when H∧N is trivial. Moreover, we may further assume harmlessly that the subgroup HN ≤ G
(which is supposed to be closed anyway) is all of G.
All in all, we will have an algebraic decomposition
(4.4) G = H⊕N.
Then, the condition from Proposition 4.5 and its symmetric counterpart (i.e. with the roles of
H and N interchanged) jointly mean precisely that the decomposition (4.4) is one of topological
abelian groups as well as abstract ones.
In conclusion, in order to show that the closedness of HN does not entail the second iso-
morphism theorem, it suffices to exhibit a locally compact abelian group G which decomposes
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as (4.4) abstractly for closed subgroups H and N, but not topologically. Example 4.6 achieves
this by choosing H and N to be discrete, whereas G is not.
Example 4.6. We take G to be the direct product between a copy of the compact additive
group Zp of p-adic integers for some odd prime number p, and a discrete copy Γ of the
self-same group Zp (in other words, Γ is Zp as an abstract group, but with discrete topology).
Now, in G = Zp × Γ we have a diagonal subgroup
H = {(g, g) ∣ g ∈ Zp}
as well as an anti-diagonal one,
N = {(g,−g) ∣ g ∈ Zp}.
We have H∧N = {0} because Zp is torsion-free, and also H+N = G because Zp is divisible by
2. Moreover, H and N are easily seen to both be closed in G and discrete. By construction,
though, G is not. The preceding discussion explains why this will do. ⧫
4.2. The third isomorphism theorem. Recall ([13, §3.3, Theorem 19]) that this states
that given normal subgroups N and H of G with N ≤H, we have H/N ⊴ G/N and moreover
(G/N)/(H/N) ≅ G/H.
Consider now the typical setup for the third isomorphism theorem: a locally compact
quantum group G, and normal closed quantum subgroups N ≤ H of G. Then, because the
composition
N→ H→ G→ G/N
is trivial, Lemma 2.21 ensures that we have a factorization
H G/N
G
H/N
of the top composition H → G → G/N. We will now examine bottom right morphism H/N→
G/N.
In general, we say that a morphism Π ∶ P → Q of locally compact quantum groups has
trivial kernel if the quotient quantum group
P→ P/kerΠ
of [16, Definition 4.4] is an isomorphism. Let us recal that Π ∶ P → Q induces a morphism
Π1 ∶ P/kerΠ → Q which has trivial kernel.
Lemma 4.7. The canonical morphism H/N→ G/N has trivial kernel.
Proof. Let us consider the morphism
η ∶ H→ G → G/N.
Using Proposition 4.1 we see that ker η = H ∧N = N. In particular the kernel of the induced
morphism H/ker η → G/N is trivial. ∎
Lemma 4.8. The closed image of the canonical map G/N→ G/H is full.
Proof. As noted in Example 2.14 the closed image of Π ∶ G→ G/H is full. Since N ⊂ H = kerΠ
the induced morphism G/N → G/H exists and its closed image coincides with the one of
Π ∶ G→ G/H thus it is also full. ∎
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Let us gather up all of the ingredients we have so far in the form of Lemmas 4.7 and 4.8
into a weak version of the third isomorphism theorem (to be improved on later):
Proposition 4.9. Given normal closed quantum subgroups N ≤ H of a locally compact quan-
tum group G, the canonical morphism Π1 ∶ H/N→ G/N has trivial kernel and its closed image
is precisely the kernel of Π2 ∶ G/N→ G/H.
Proof. Let Π ∶ Ĝ → Ĥ be the morphism which is dual to the embedding H ≤ G. Let us
recall that L∞(G/N) being a Baaj-Vaes subalgebra of L∞(G) can be interpreted as Ĝ/N ≤ Ĝ.
Using Lemma 2.15 to Π ∶ Ĝ → Ĥ and Ĝ/N ≤ Ĝ we conclude that the right quantum group
homomorphism αH→G/N ∶ L
∞(G/N)→ L∞(G/N) ⊗¯ L∞(H) is the restriction of the right quan-
tum group homomorphism αH→G ∶ L
∞(G) → L∞(G) ⊗¯ L∞(H) to L∞(G/N) ⊂ L∞(G). Using
Lemma 4.7 we conclude that the kernel of the morphism H → G/N is equal N and using
Lemma 2.10 we get αH→G/N(L∞(G/N)) ⊂ L∞(G/N) ⊗¯ L∞(H/N). Summarizing the restriction
of αH→G ∶ L
∞(G) → L∞(G) ⊗¯ L∞(H) to L∞(G/N) induces right quantum group homomor-
phism
αH/N→G/N ∶ L
∞(G/N)→ L∞(G/N) ⊗¯ L∞(H/N).
In particular
(4.5) L∞(G/H) = {x ∈ L∞(G/N) ∶ αH/N→G/N(x) = x⊗ 1}.
Recalling that H/N→ G/N is denoted by Π1 let us consider imΠ1 ≤ G/N. Equation (4.5) then
shows that
(4.6) L∞((G/N)/imΠ1) = cd(L∞(îmΠ1)) = L∞(G/H).
On the other hand noting that Π2 ∶ G/N → G/H is represented by the bicharacter WG/H ∈
L∞(Ĝ/H) ⊗¯ L∞(G/N) (where we used that L∞(G/H) ⊂ L∞(G/N)) we get
L∞((G/N)/kerΠ2) = {(ω ⊗ id)(WG/H) ∶ ω ∈ L∞(Ĝ/H)∗}σ−cls = L∞(G/H)
which together with (4.6) shows that kerΠ2 = imΠ1.
∎
In order to have a full analogue of [13, §3.3, Theorem 19], we would further want to
know that the canonical morphism H/N → G/N identifies the former with a closed quantum
subgroup of the latter. Moreover, in view of Proposition 4.9 and Theorem 2.11, this amounts
to showing that the action of H/N on G/N is integrable.
To this end, we will first need the following Weyl-integral-formula-type result.
Proposition 4.10. Given a normal closed quantum subgroup N ⊴ G a left-invariant Haar
weight ϕG can be expressed as
ϕG/N ○ T,
where
(4.7) L∞(G)
L∞(G)⊗ L∞(N)
L∞(G/N)
id⊗ϕN
T
is a faithful semifinite normal operator-valued weight.
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Proof. The fact that the composition (4.7) is a faithful normal operator-valued weight (in the
sense of [38, Definition IX.4.12]) into the right hand side (one needs to check that it lands in
the algebra of N-invariants of L∞(G)) is essentially [40, Proposition 1.3].
The integrability [16, Theorem 6.2] of the action of the closed subgroup N on G means
by definition that T is semifinite, and hence pre-composing with T turns semifinite weights
on L∞(G/N) into semifinite weights on L∞(G) (see also e.g. [24, Definition 8.1]). Finally,
the requisite invariance property of ϕG/N ○ T is a routine computation, using the invariance
properties of ϕG/N and T . ∎
Given a morphism Π ∶ P → Q of locally compact quantum groups, we will denote by TP→Q
the operator-valued weight
L∞(Q) L∞(Q) ⊗¯ L∞(P) L∞(Q).id⊗ϕP
Let us note that in general TP→Q is not semifinite.
Finally, Proposition 4.10 will help in proving the missing integrability ingredient we re-
marked on above:
Proposition 4.11. Given closed normal subgroups N ≤ H of a locally compact quantum group
G, the canonical action of H/N on G/N is integrable.
Proof. We have to show that the operator-valued weight TH/N→G/N defined as
L∞(G/N) L∞(G/N) ⊗¯ L∞(H/N) L∞(G/N)id ⊗¯ϕH/N
is semifinite, or equivalently, that there is at least one element of L∞(G/N) that is integrable
with respect to the (H/N)-action ([24, Proposition 6.2]).
We have already observed via [16, Theorem 6.2] that actions of closed quantum subgroups
are integrable, and hence TN→G is semifinite. Similarly, TH→G is semifinite. We will argue
that for any x ∈ L∞(G)+ that is H-integrable, its image
TN→G(x) ∈ L∞(G/N)
is (H/N)-integrable; as observed, this is sufficient to finish the proof of the proposition.
First, consider the following diagram of operator-valued weights and von Neumann algebra
homomorphisms, where commutativity is immediate from the definitions:
(4.8) L∞(G)
L∞(G) ⊗¯ L∞(H)
L∞(G) ⊗¯ L∞(H) ⊗¯ L∞(N)
L∞(G) ⊗¯ L∞(H/N)
L∞(G) ⊗¯ L∞(N)
L∞(G/N)
L∞(G/N) ⊗¯ L∞(H/N)
id⊗ϕN
id⊗ϕN
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Now further glue the commutative square
(4.9)
L∞(G/N)⊗ L∞(H/N) L∞(G/N)
L∞(G)L∞(G)⊗ L∞(H/N)
id⊗ϕH/N
id⊗ϕH/N
to the right hand side of (4.8).
Using the Weyl integration formula (Proposition 4.10) for the normal subgroup N ⊴ H,
we can see that the composition of the top half of (4.8) with the top horizontal arrow of
(4.9) yields precisely the semifinite operator-valued weight TH→G. The commutativity of the
compound diagram obtained by gluing (4.8) and (4.9) then proves our assertion that the image
through TN→G of an H-integrable element of L
∞(G) is (H/N)-integrable, thus completing the
proof. ∎
In summary, we obtain
Theorem 4.12. Let N ≤ H ⊴ G be inclusions of closed locally compact quantum subgroups,
and assume furthermore that N is normal in G. Then, we have
H/N ⊴ G/N and (G/N)/(H/N) ≅ G/H.
Proof. As noted above, Theorem 2.11 and Proposition 4.9 reduce the problem to showing that
the action of H/N on G/N resulting from the canonical morphism H/N → G/N is integrable.
This is exactly what Proposition 4.11 says. ∎
In fact, some of the above results generalize somewhat so as to allow us to recover standard
results on topological groups in the locally compact quantum setting. For instance, the
conclusion that
H/N→ G/N
is a closed embedding does not actually require the normality of H, and hence Theorem 4.12
extends to this general setup.
Theorem 4.13. Let N ≤ H ≤ G be closed embeddings of locally compact quantum groups, with
N normal in G. Then the canonical morphism
H/N→ G/N
is a closed embedding, and
L∞((G/N)/(H/N)) = L∞(G/H)
∎
Let us now briefly go back to the setup of Proposition 4.1: H and N are closed quantum
subgroups of G, with N normal. Then, by Lemma 2.21, the composition H→ G→ G/N always
factors as
H G/N
G
H/H ∧N
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Moreover, Theorem 4.13 ensures that we can regard H ∨ N/N as a closed subgroup of G/N,
and an examination of the proof of Proposition 4.1 shows that we actually have the following
amplification of Proposition 4.1.
Theorem 4.14. Let H ≤ G and N ⊴ G be closed quantum subgroups of a locally compact
quantum group. Then, the canonical morphism
H/H ∧N→ G/N
has trivial kernel and closed image H ∨N/N ≤ G/N. ∎
4.3. The modular law and Zassenhauss lemma. We now proceed to address an analogue
of the Zassenhauss lemma for locally compact quantum groups. First, recall the classical
(non-topological) statement, for instance as in [22, Vol. 1, p. 77].
Proposition 4.15. Let A′ ⊴ A and B′ ⊴ B be subgroups of a group G. Then, we have a
canonical isomorphism
A′(A ∩B)
A′(A ∩B′) ≅
B′(A ∩B)
B′(A′ ∩B) .
Remark 4.16. The statement implicitly includes the claims that the group products appear-
ing in the formula (such as A′(A ∩B)) are indeed subgroups of G, and the groups appearing
as denominators are normal in those appearing as numerators. ⧫
Recall ([22, Vol. 1, p. 77]) that the proof typically proceeds through the second iso-
morphism theorem for groups (which Proposition 4.1 replicates) by using it to implement
connecting isomorphisms
A′(A∩B)
A′(A∩B′)
B′(A∩B)
B′(A′∩B)
A∩B
(A′∩B)(A∩B′)≅ ≅
We will adopt a similar approach here, but we need some preparatory remarks.
First, note that it is implicit in the proof sketch we have just recalled that under the
assumptions of the Zassenhaus lemma we have e.g.
(A ∩B) ∩ (B′(A′ ∩B)) = (A ∩B′)(A′ ∩B).
Given that A′ ∩B is a normal subgroup of A ∩ B and normalizes B′, this follows from the
modularity law for subgroups which we will use in the following form:
L ≤H ≤ G, M ≤ G and L normalizes M ⇒ H ∩ML = (H ∩M)L.
Theorem 4.18 is an analogue of modularity in the locally compact quantum setting. Let
us first prove an easy inclusion.
Lemma 4.17. Let G be a locally compact quantum groups M,H ≤ G, and L ≤ H. Then
(H ∧M) ∨ L ≤ H ∧ (M ∨L).
Proof. Let us note that H ∧M ≤ H ∧ (M ∨ L). Moreover, by assumption L ≤ H and clearly
L ≤M ∨L thus L ≤ H ∧ (M ∨L). This altogether shows that (H ∧M) ∨ L ≤ H ∧ (M ∨ L). ∎
We now turn to sufficient conditions for an inclusion reversal in Lemma 4.17. The material
surrounding Definition 2.31 above will be needed here.
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Theorem 4.18. Let L ≤ H and M be closed quantum subgroups of a locally compact quantum
group G such that L normalizes M. Then, we have
(4.10) H ∧ (M ∨ L) = (H ∧M) ∨L.
if either
(a) L is compact, or
(b) H is open in G.
Proof. We address the two versions of the result separately.
Proof of part (a). Here we rephrase the desired conclusion in terms of the quantum ho-
mogeneous spaces A● for ● = H, M, etc (see notation in §2.1). Since cd is an anti-isomorphism
of lattices the sought-after conclusion is
(4.11) AH ∨ (AM ∧AL) = (AH ∨AM) ∧AL.
Using Lemma 4.17 we see that the right hand side contains the left hand side. We hence
focus on proving the opposite inclusion.
Let us first consider the case when H and M are relatively well positioned in the sense
of Definition 2.31. Now, as in the proof of Proposition 4.11, consider the operator-valued
weights
T●→G ∶ L
∞(G)→ A●.
Since L is assumed to be compact, T = TL→G actually restricts to the identity on AL, and
hence also on the right hand side of (4.11).
On the other hand, in order to study the result of applying T to the right hand side algebra
of (4.11), it suffices by (2.25) to look at products
x = xHxM, xH ∈ AH, xM ∈ AM
When applied to the latter, due to the preservation by T of bimodule structures over AH ⊆ AL,
T produces the element
xHT (xM).
We would be finished if we could show that T (xM) ∈ AM∧AL; this is what Lemma 4.20 below
does.
In order to drop the well positioning assumption let us consider D = H∧ (L∨M). The con-
tainment L∞(Ĥ)∧(L∞(M̂)∨L∞(L̂)) ⊂ (L∞(Ĥ)∧L∞(M̂))∨L∞(L̂), which is effectively proved
above under the well positioning assumption of H and L, is equivalent with the following
containment
(4.12) L∞(D̂) ∧ (L∞(M̂) ∨ L∞(L̂)) ⊂ (L∞(D̂) ∧ L∞(M̂)) ∨ L∞(L̂).
Since D,L,M ≤ L ∨M, proving (4.12) we can substitute M ∨ L for G. After this substitution
the normalization assumption of M by L gets replaced by the normality of M in G. Using
Proposition 2.32 we see that D and M are well positioned and by the first part of the proof
(4.12) holds, thus we are done.
Proof of part (b). Here, we translate the claim into an equivalent statement for the
underlying von Neumann algebras of the dual groups Ĝ, Ĥ, etc.
Since L normalizes M we can use Lemma 2.18 and get
L∞(M̂ ∨ L) = {L∞(M̂)L∞(L̂)}σ−cls.
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In conclusion, the von Neumann subalgebra of L∞(Ĝ) corresponding to the left hand side of
(4.10) is
L∞(Ĥ) ∧ {L∞(M̂)L∞(L̂)}σ−cls.
Similarly, the right hand side corresponds to
{(L∞(Ĥ) ∧ L∞(M̂))L∞(L̂)}σ−cls,
and we seek to prove
(4.13) L∞(Ĥ) ∧ {L∞(M̂)L∞(L̂)}σ−cls = {(L∞(Ĥ) ∧ L∞(M̂))L∞(L̂)}σ−cls.
As in the first part, the inclusion of the right hand side in the left hand side is Lemma 4.17,
and we only need to prove ‘⊆’.
We will use essentially the same strategy as in the proof of part (1), substituting for
TL→G ∶ L
∞(G)→ AL from that other proof the expectation
T ∶ L∞(Ĝ)→ L∞(Ĥ)
corresponding to the compatible Haar weights on the two von Neumann algebras (this is
where the openness of H is essential; see e.g. [14, Theorem 7.5]).
As before, applying T to the left hand side of (4.13) on the one hand acts as the identity,
and on the other produces from a product
x = xMxL, xM ∈ L∞(M̂), xL ∈ L∞(L̂)
the element
T (xM)xL
due to the L∞(L̂)-bimodule map property of T . The conclusion that x = T (x) belongs to the
right hand side of (4.13) now follows from the fact that
T (xM) ∈ L∞(Ĥ) ∧ L∞(M̂),
which in turn relies on Proposition 2.26. ∎
Remark 4.19. The reader should note that since L = H ∧ L, the modular law is really a
form of the distributive law H ∧ (M ∨L) = (H ∧M) ∨ (H ∧L). The latter, however, is false in
general. ⧫
Lemma 4.20. Let G be a locally compact quantum group, L ≤ G a compact quantum subgroup,
and M ≤ G a closed quantum subgroup normalized by L. Then, the expectation
T ∶ L∞(G)→ AL
leaves AM invariant.
Proof. Indeed, the normalization condition ensures that the right action of L on G descends
to an action on the quantum homogeneous space G/M via the commutative diagram (see
Proposition 2.19)
L∞(G)
AM AM ⊗¯ L
∞(L)
L∞(G) ⊗¯ L∞(L)
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The conclusion now follows from the definition of the expectation T as the coaction
L∞(G)→ L∞(G) ⊗¯ L∞(L)
followed by an application of the Haar state φL to the right hand tensorand. ∎
Remark 4.21. We note that an appropriately rephrased version of Lemma 4.20 holds under
the weaker requirement that L/L ∧M acts integrably on G/M. T would then restrict to a
semifinite operator-valued weight
AM → AL ∧AM.
We do, however, need compactness in the proof of Theorem 4.18 above, where the operator-
valued weight T had to be an expectation and hence fix AL pointwise. ⧫
Note that Theorem 4.18 does not hold in full generality, even for classical locally compact
abelian groups. In order to see this, we can modify Example 4.4 as follows.
Example 4.22. Our ambient group G = T4×R is written as in Example 4.4, multiplicatively
in the first four variables and additively in the last.
We then take
M = {(eixθ1 ,⋯, eixθ4 , x) ∣ x ∈ R}
and
L = {(eisφ,1,1,1, s) ∣ s ∈ R}.
with φ and θi linearly independent over Q. Finally, let
H = {(eisφ, eitφ,1,1, s + t) ∣ s, t ∈ R}.
H is easily seen to be a two-dimensional closed Lie subgroup of G that contains L and intersects
M trivially. Since ML is dense in G, we have H∧ (M∨L) = H on the left hand side of (4.10).
On the other hand, the right hand side (H ∧M) ∨ L is L. ⧫
As in Section 3 above, we have the following consequence of modularity (i.e. of Theorem 4.18).
Proposition 4.23. Let A′ ⊴ A and B′ ⊴ B be either
(a) compact or
(b) open
quantum subgroups of a locally compact quantum group G. Then, we have an isomorphism
A′ ∨ (A ∧B)
A′ ∨ (A ∧ B′) ≅
B′ ∨ (A ∧ B)
B′ ∨ (A′ ∧ B) .
Proof. This follows from Theorem 4.18 in much the same way in which Proposition 3.17
follows from Propositions 3.10 and 3.16, by applying the earlier result to H = A∧B, L = A∧B′
and M = A′.
Everything goes through as before, modulo the observation that in the open case we need
Proposition 2.26 in order to conclude that A ∧ B is open in the open subgroup B, and hence
is also open in G by Proposition 2.28. ∎
Remark 4.24. In case (a) of Proposition 4.23 it is enough that L (and hence say B′) be
compact. ⧫
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4.4. Schreier and Jo¨rdan-Holder-type results. We devote this subsection to certain
partial analogues of Theorems 3.20 and 3.24 and Proposition 3.25 in the setting of locally
compact quantum groups.
In this context, the relevant notions of (sub)normal series and refinements thereof make
sense virtually verbatim, so we point to Definitions 3.18 and 3.19 for a reminder.
We write {Gℓ}ℓ≥0 for the generic (sub)normal series
(4.14) G = G0 ≥ G1 ≥ G2 ≥ G3 ≥ ⋯ ≥ Gk = 1.
of closed quantum subgroups of a locally compact quantum group G.
Theorem 4.25. Let G be a locally compact quantum group. Then, any two subnormal series{Gℓ} and G′t of G admit equivalent refinements, provided
Gℓ, ℓ ≥ 1 and G′t, t ≥ 1
are
(a) compact or
(b) open.
Proof. One can simply imitate the proof of Theorem 3.20, making use of parts (a) and (b) of
Proposition 4.23 respectively for the two parts of the present result. ∎
As for an analogue of Theorem 3.24 and Proposition 3.25, we have
Theorem 4.26. Let G be a locally compact quantum group. Then, all composition series of
G consisting of
(a) compact or
(b) open
quantum subgroups are equivalent.
Proof. Just as the proof of Theorem 3.24, this follows mechanically once we have Theorem 4.25
above. ∎
The compact versions of Theorems 4.25 and 4.26 refer to subnormal series (4.14) in which
all Gℓ, ℓ ≥ 1 are compact, but G = G0 need not be so. Let us note that this is equivalent to
the subquotient G/G1 being non-compact. Indeed, we have
Proposition 4.27. A locally compact quantum group G is compact if and only if it admits a
subnormal series (4.14) with compact quotients Gi/Gi+1.
Proof. The direct implication ‘⇒’ is immediate by considering the trivial length-zero series,
so we focus on the opposite implication.
By induction, it suffices to show that if L ⊴ G is compact along with G/L, then so is
G. This in turn follows from the fact that by the Weyl integration formula proven above
(Proposition 4.10) the Haar weight of G is a state. ∎
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