Data visualization, as well as data analysis and data analytics, are all an integral part of the scientific process. Collectively, these technologies provide the means to gain insight into data of ever-increasing size and complexity. Over the past two decades, a substantial amount of visualization, analysis, and analytics R&D has focused on the challenges posed by increasing data size and complexity, as well as on the increasing complexity of a rapidly changing computational platform landscape. While some of this research focuses on solely on technologies, such as indexing and searching or novel analysis or visualization algorithms, other R&D projects focus on applying technological advances to specific application problems. Some of the most interesting and productive results occur when these two activities-R&D and application-are conducted in a collaborative fashion, where application needs drive R&D, and R&D results are immediately applicable to real-world problems.
INTRODUCTION
The landmark 1987 report by McCormick et al. 1 coining the phrase "Visualization in Scientific Computing" cites a number of challenges, one of which in particular has grown by leaps and bounds as technology evolves: the need to deal with too much data. Whereas, in that 1987 report a supercomputer was one capable of O(100) gigaflops, present day supercomputers are capable of on the order 30 petaflops, with exascale-class platforms just around the corner. Concurrent with our increased ability to generate data, observational platforms and instruments have undergone a similar transformation, leaving us awash with data. And it is not just the world of scientific research that faces these challenges: the same challenges, in different forms, face us in nearly all aspects of our economy and society. While there are many different dimensions to the "big data challenge," the ones we discuss here are those that pertain to gaining scientific insight from large, complex collections of data using high performance computational platforms.
We will focus on two seemingly disparate science application areas-climate modeling and plasma physics-to examine a set of interrelated issues that weave together a theme that large-scale visual data analysis is difficult for several different reasons, and that effective solutions really require a close, intimate collaborative effort between researchers from computer and computational science, as well as domain scientists, an idea put forth in the McCormick et al. 1987 report.
Large-scale visual data analysis is difficult in part because it is really an end-to-end problem. In other words, one needs to consider all aspects of the problem, from the specific scientific question being asked at one end, to how to manage data generation, storage, organization and so forth at the other, as well as processing stages in between, along with the types of resources one might employ to implement and deploy solutions. Requirements issues at each of these stages inform design of components as well as shape the entire ecosystem. Additionally, these problems are difficult because the sheer size of data itself can be a problem. For example, the plasma physics case study (see Sec. 3) uses a simulation code to produce a ≈30TB file per timestep, and the researchers running this problem simply were unable to obtain sufficient disk space: the simulation runs for thousands of timesteps, but the storage allocation would permit storing and analyzing a handful of timesteps at any give point in time.
Another issue is the confluence of complexity between the underlying data and the science questions being asked. A significant challenge facing us as a society is coming to grips with the potential impact of climate change. A climate science case study (see Sec. 2) shows how researchers are developing new technologies that are flexible and adaptable to quickly provide answers, using some of the worlds largest computational platforms, about how potential future climate scenarios might impact us through a change in the frequency and strength of extreme weather events.
CLIMATE DATA ANALYTICS
As with many computational science domains, the study of climate and climate change, benefits from increasingly powerful computational platforms. Modern climate codes, which model processes in the atmosphere, ocean, ice caps, and more, produce massive amounts of data. For example, when modeling the atmosphere at 0.25
• resolution for a period of about two decades of simulation time, the CAM5.1 code 2 produces approximately 100TB of model output for a single problem configuration. When a code is run multiple times using different initial conditions, or the physics is slightly perturbed, the result is an ensemble collection of data. These ensembles are a crucial tool for international and national organizations, such as the Intergovernmental Panel on Climate Change (IPCC), tasked to assess the human role in climate change and to assess potential adaptation and mitigation strategies for reducing our role in climate change. The anticipated aggregate size of the model output to be used in AR5, the next worldwide assessment, will range into the multiples of PBs due to the number of models that comprise the study, each of which will produce an ensemble collection of output that assumes varying initial conditions and future atmospheric and climate scenarios.
One challenge facing the climate science community is a rich legacy of visualization and analysis tools that are serial in implementation, yet such tools are not capable of processing modern-sized data sets due to memory constraints. Worse, such tools are often incapable of performing the type of analysis required to gain understanding in ever-larger and ever-richer collections of data. Specific questions that will be part of AR5 include the study of the frequency and intensity of extreme weather events in a changing climate. Extreme weather events include things like severe storms, extreme precipitation and temperature events, droughts, and the like. These extreme weather events will have severe anthropogenic impact, ranging from the loss of coastal and island habitat due to sea level rise to changes in agricultural patterns. The legacy software tools that have served the community well for the past three decades are simply not capable of processing the sheer volume of climate model or observational data required by the study, nor do they contain the fundamental algorithms needed to answer these specific climate science questions.
In 2010, the U. S. Department of Energy's Office of Biological and Environmental Research funded three projects aimed at producing the next generation of software for analyzing and visualizing massive climate data collections, with an eye towards equipping the climate science community with the software infrastructure needed to conduct a study of unprecedented magnitude. The subsections that follow present work by Prabhat et 
Scalable Analytics Infrastructure
Output from codes like CAM5-which sample and discretize both space and time in a regular fashion and are often generated by ensemble simulation experiments for varying physical input parameters and initial conditionsexposes data parallelism in many different ways to analysis and visualization tasks. Many types of visualization or analysis codes can be run independently, and in parallel, across individual ensemble members, timesteps, spatial regions, and individual grid points.
There are several pressing needs and challenges within the climate modeling community. First is the growing "impedance mismatch" between the ability to collect or generate data, and the capacity to perform analysis and visualization on massive data sets. Second is the need to be able to quickly and easily create and test a variety of different types of quantitative analysis activities, such as spatiotemporal feature detection, tracking, and analysis. Third is the ability to execute such capabilities on large, parallel platforms, which have resources sufficient to process massive data sets in a reasonable amount of time.
Towards addressing these needs, Prabhat et al., 2012, 3 developed the Parallel Toolkit for Extreme Climate Analysis (TECA). Their objective was to enable rapid implementation of a variety of user-written and customizable spatiotemporal feature detection, tracking, and analysis algorithms in a single framework that accommodates different varieties of data parallelism. Within that framework, there are a number of capabilities that are common to all feature detection tasks, such as loading data files, accommodating different calendering systems, data scatter, etc. They demonstrate application of this framework to the detection analysis of different types of extreme weather events, such as tropical cyclones (see Sec. 2.2), extra-tropical cyclones, and atmospheric rivers (see Sec. 2.3).
To the user-developer who wants to implement a new feature detection and tracking algorithm, they write code that is handed a 1D/2D/3D sub-block of data and perform their computations on that block, storing results in a "local table." Later, the local tables are gathered and processed in a serial post-processing phase, which is typically much smaller in size compared to the original problem and easily accommodated in serial. The developer need not make any MPI calls, nor be concerned with the mechanics of data distribution or the gathering of results. This processing pattern is similar in many respects to MapReduce:
5 data distribution followed by a parallel processing stage, in turn followed by a gather and process stage.
Application: Tropical Cyclones
In terms of monetary damage and loss of or impact to human life, tropical storms are one of the most significant extreme weather events.
6 Gaining a better understanding of the future trend of frequency and severity of the tropical storms is critical to assessing impacts of climate change. High resolution climate models run under different scenarios of human activity provide a means to predict these trends.
6-8 Such models are tested by performing simulations of the recent past and comparing results against available observations as a verification. After assessing a model against these observations, they are run far into the future to investigate how tropical storm characteristics might change.
One well-known prior work for detecting tropical cyclones in model output is the TSTORMS code, developed at the Princeton Geophysical Fluid Dynamics Library.
8 It is representative of many such climate analysis programs: it processes climate model output one time step at a time, reads a handful of variables from the modeling output and then performs a series of computations to produce a relatively small set of candidate points.
The majority of computation time in the original TSTORMS code, which was a serial Fortran 77 implementation, was consumed by the detection processing stage. The detection stage consists of examining each grid point and determining if it satisfies a multi-variate condition: vorticity must exceed a given threshold; low pressure conditions prevail within a short distance from a vorticity threshold; and there exists a local temperature gradient going from warm (storm center) to cooler. All grid points that satisfy these multi-variate conditions are classified as candidates for the next processing step, which candidates are stitched together into tracks using spatiotemporal constraints related to storm movement over time and known biases in storm direction of movement.
Prabhat et al. implemented the multi-variate detection criteria in TECA, in effect by having TECA invoke the detection kernel from the original TSTORMS code, and applied the framework to 100TB of 19 simulated years of CAM5 model output * . At ≈7K-way parallel, execution time was about 2 hours, compared to an estimated serial run time of about 583 days. Visual results from a similar, yet earlier tropical cyclones study, is shown in Figure 1 . More recent versions of this work, yet unpublished, have scaled to approximately 80,000 cores.
Application: Atmospheric Rivers
Extreme precipitation events on the western coast of North America are often traced to an unusual weather phenomenon known as "atmospheric rivers" (ARs). Such events occur when long and narrow structures in the lower atmosphere transport tropical moisture distant regions outside of the tropical zone.
9, 10 As they can be highly localized, river is an apt description of such a narrow stream of moisture moving at high speeds across thousands of kilometers. AR events occur in oceans around the globe, including the Atlantic basin affecting the British Isles.
One key characteristic recognized in earlier studies of ARs is the moisture flux. 11 However, that quantity turns out to be difficult to observe directly. Ralph et al. 2004 12 established a much simpler set of conditions to identify atmospheric rivers in satellite observations. Their detection is primarily based on the total column Integrated Water Vapor (IWV) content. They identify an AR as atmospheric feature with IW V > 2cm, more than 2000 km in length, and less than 1000 km in width. Whereas instruments like satellites can measure and report IWV directly, it must be computed from the water vapor field in model output by performing a vertical integration.
The implementation in TECA consists of the following processing stages. Detection consists of finding all grid points where IWV exceeds a specified threshold, and where the grid points are in certain geographic regions (e.g., they lie outside tropical latitudes). Next, take all candidate grid points and group them together into regions using a connected component labeling algorithm to form a candidate region. For each candidate region, 
PLASMA PHYSICS DATA ANALYTICS
Collisionless magnetic reconnection is an important mechanism that releases energy explosively as magnetic field lines break and reconnect in plasmas, such as when the Earth's magnetosphere reacts to solar eruptions. Such a reconnection also plays an important role in a variety of astrophysical applications involving both hydrogen and electron-positron plasmas, and is the dominant mechanism enabling plasma from the solar wind to enter the Earth's magnetosphere. Reconnection is inherently a multi-scale problem. It is initiated in the small scale around individual electrons, but eventually leads to a large-scale reconfiguration of the magnetic field. Recent simulations have revealed that electron kinetic physics is not only important in triggering reconnection, [13] [14] [15] [16] [17] [18] [19] but also in its subsequent evolution. These findings suggest the need to model detailed electron motion, which poses severe computational challenges for 3D simulations of reconnection. A full-resolution magnetosphere simulation is an exascale computing problem.
Computational plasma physicists are generally interested in understanding the structure of high dimensional phase space distributions. For example, in order to understand the physical mechanisms responsible for producing magnetic reconnection in a collisionless plasma, it is important to characterize the symmetry properties of the particle distribution, such as agyrotropy. 20 Agyrotropy is a quantitative measure of the deviation of the distribution from cylindrical symmetry about the magnetic field. Another question of significant practical importance is characterization of the energetic particles and their behavior in space and time. For instance, are energetic particles preferentially accelerated along the magnetic field line, and what is their spatiotemporal distribution? During reconnection and near the "hot spot," what is the degree of agyrotropy in the particle distribution along the magnetic field line?
Recent work by Byna et al. 21 has approached this daunting set of scientific questions in a holistic way that considers the end-to-end problem of producing, storing, analyzing, and visualizing plasma physics simulation data of unprecedented scale. Given the science questions above and the desire to run the VPIC simulation at very high resolution, Byna et al. addressed data management challenges in storing, analyzing, and visualizing simulation output. They collaborated with the VPIC team to complete trillion particle simulation runs, producing ≈32TB of particle data per timestep, on 120,000 cores of the Hopper platform at NERSC † . They focused on some key research questions from data management (What is a scalable I/O strategy for storing massive particle data output?), analysis (What is a scalable strategy for conducting analysis on these datasets?) and visualization (What is the visualization strategy for examining these datasets?).
Parallel I/O
In the original implementation of the VPIC code, each MPI domain writes a file containing its particle data 22 into a custom binary file format. This file-per-process (fpp) approach is able to achieve a good fraction of system I/O bandwidth, but has a number of limitations. The first is that the number of files at large scale becomes too large. For example, in Byna et al.'s largest scale test, the simulation generates 20, 000 files per timestep. Performing even a simple ls command on the directory containing these files has significant latency. Second, the fpp model dictates the concurrency of subsequent stages in the analysis pipeline. Often a post-processing step is necessary to refactor fpp data into a format that is readable by analysis tools. Third, many data management and visualization tools only support standard data formats, such as HDF5 23 and NetCDF. 24 Byna et al. used the approach of modifying the VPIC code to write a single global file using a particle data extension of parallel HDF5 called H5Part, 25 which is a "veneer API" for HDF5 that encapsulates much of the complexity of implementing effective parallel I/O in HDF5. The H5Part interface opens the file with MPI-IO collective buffering and Lustre optimizations enabled. Collective buffering partitions the parallel I/O operations into two stages. The first stage uses a subset of MPI tasks to aggregate the data into buffers, and the aggregator tasks then write data to the I/O servers. With this strategy, fewer nodes communicate with the I/O nodes, which reduces contention. The Lustre-aware implementation of Cray MPI-IO sets the number of aggregators equal to the striping factor such that the stripe-sized chunks do not require padding to achieve stripe alignment.
26
Because of the way Lustre is designed, stripe alignment is a key factor in achieving optimal performance. Byna et al. conducted a series of weak-scaling experiments designed to study the behavior of the collective, parallel I/O approach and to compare it with the traditional fpp approach. Their results, described in more detail the original study, 21 show that their approach is able to achieve a sustained 77% of peak I/O rate at 120K cores (≈27GB/s measured, ≈35GB/s theoretical peak). The fpp approach initially achieved a larger percent of peak performance, but then the performance falls off due to load imbalance in the two-stage non-collective I/O process. The study results show the practicality of using collective I/O in terms of competitive write performance.
Parallel Index/Query
A central activity in all visual data analysis applications is the process of "discovering" features or phenomena in data collections. Discovery often entails asking questions of one type or another, then searching through collections of data. Byna et al. approach this activity by creating a new, hybrid parallel implementation of FastQuery [27] [28] [29] to accelerate the data analysis process of the trillion particle dataset.
FastQuery is a parallel indexing and querying system for array-based scientific data formats. It uses the FastBit bitmap indexing technology 30 to accelerate data selection based on arbitrary range conditions defined on the available data values, e.g., "energy > 10 5 and temperature > 10 6 ." The two main functions of FastQuery are indexing and querying. Indexing builds the indexes of the data and stores them into a single file. Querying function evaluates different queries by accessing the data and the indexes conveniently from the same file. Figure 3b to study agyrotropy. In order to process massive datasets, FastQuery uses parallelism across distributed memory nodes, as well as multiple CPU cores available on each node. The basic strategy of the parallel FastQuery implementation is to partition a large-scale dataset into multiple fixed-size sub-arrays and to assign the sub-arrays among processes for indexing and querying. When constructing the indexes, the processes build bitmaps on sub-arrays consecutively, and store them into the same file. The process of writing bitmaps uses collective I/O calls in high-level I/O libraries, such as HDF5. When evaluating a query, the processes apply the query on each sub-array and return the aggregated results.
Byna et al. implemented a hybrid parallel version of FastQuery using MPI and pthreads.
31, 32 The strategy is to let each MPI task create a fixed number of threads. The MPI tasks are only responsible for holding shared resources among threads, such as the MPI token for inter-process communication and the memory buffer for collective I/O, while the threads do the actual processing tasks of creating indexes and evaluating queries. The hybrid parallel FastQuery divides a dataset into multiple fixed size sub-arrays, and builds the indexes of those sub-arrays iteratively. During query processing, the hybrid parallel FastQuery is able to load indexes from the index file and evaluate bitmaps in-memory without involving any HDF5 collective calls.
Byna et al. conducted a series of experiments that focus on better understanding the performance differences between the MPI-only and hybrid parallel versions of FastQuery for index and query operations on the large plasma physics simulation output. For index building using the one trillion particle H5part file, the hybrid parallel version performs about 19% faster than the MPI-only version at 10K-way parallel primarily due to more efficient read I/O (less contention, better load balancing). For query operations, that is searching for those particles that are highly energetic so as to study their behavior, Byna et al.'s implementation completes the search through the 30TB collection of one trillion particles in less than 3 seconds when executed on 1250 cores.
Parallel Query-driven Visualization
The previous two subsections focus on the technologies and techniques for collecting, storing, and searching simulation data for features or phenomena of interest. An effective visual data analysis application will tie together these capabilities in a way they can be brought to bear on a specific application. Byna et al.'s approach is to implement these capabilities into VisIt, which has been demonstrated to operate at scale. 33 The basic idea here is to implement query-driven visualization capabilities 34 into a production-quality platform that scales well so as to leverage a substantial amount of visualization and analysis infrastructure. Here, a VisIt implementation entails a combination of modifying the H5part file loader in VisIt to use the new FastQuery implementation to execute queries that find energetic particles, then make use of VisIt's capabilities to perform visualization and analysis of the query results.
Using these capabilities, Byna et al. explore answers to several different science questions that center around studying the behavior of energetic particles and their relationship to the magnetic field. One of the primary questions they sought to study, which was previously not possible before their work due to the sheer size and complexity of the underlying data and the inability of off-the-shelf technologies to enable scientific inquiry, is to better understand the spatial distribution of energetic particles in the region of magnetic reconnection. The results, shown in Figure 3 , reveal the particle distribution F (U ⊥,1 , U ⊥,2 ) in the vicinity of an X-line. The distribution clearly shows the agyrotropy of the distribution, i.e., the lack of cylindrical symmetry about the local magnetic field. Agyrotropy is an expected signature of the reconnection site in collisionless plasma. While it has been well documented in simple 2D simulations, classification of agyrotropic distributions in 3D simulations have been much more challenging. While some information about agyrotropy can be recovered from coarserlevel moment computations, a direct computation based on particle data provides richer information about the structure of particle phase space. With these new capabilities, researchers are now well poised to compute agyrotropy and other finer characterizations of distribution functions.
CONCLUSIONS
The two case studies presented here serve to illuminate some key points. First is the notion that the multidisciplinary team has proven to be "the engine" that produces effective solutions to tackle these difficult challenges. Having science questions drive the evolution of solutions, guided by the adaptation to changing technology, has proven to be a successful formula in many different projects. This configuration ensures that new technologies are indeed useful in science, and also encourages cross-field growth of ideas and exchanges. Second is the notion that these complex problems are best solved by considering the entire ecosystem of science questions, data sources, and processing infrastructure to frame requirements that in turn inform design and deployment.
