This paper presents the application of neural networks for rotor cracks detection. The basic working principles of neural networks are presented. Experimental vibration signals of rotors with and without a propagating crack were used to train the Multi-layer Feed-forward Neural Networks using back-propagation algorithm. The trained neural networks were tested with other set of vibration data. A simple two-layer feed-forward neural network with two neurons in the input layer and one neuron in the output layer trained with the signals of a cracked rotor and a normal rotor without a crack was found to be satisfactory in detecting a propagating crack. Trained three-layer networks were able to detect both the propagating and non-propagating cracks. The FFT of the vibration signals showing variation in amplitude of the harmonics as time progresses are also presented for comparison
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INTRODUCTION
Competition in industries has necessitated the need for high-speed machines with high performance and reliability. One way to ensure good reliability of rotating machines is an on-line monitoring of the machine parameters in order to detect any fault/problem that can lead to breakdown as early as possible so as to take necessary action to forestall machine breakdown. A crack is an undesirable opening in a material; it is a sign of deterioration, which may be caused by many factors such as fatigue loading. The effect of a crack is somewhat similar to the effect of asymmetry and misalignment in rotor. Cracks make rotor mass to be unevenly distributed that leads to rotor imbalance. Also, cracks reduce the strength of the rotor; this is reflected in the variation of the rotor stiffness and damping with the rotation angle.
A good number of papers have been published on crack identification in structures machine components. Dimarogonas (1996) presented a comprehensive review of research on crack in structures; over 300 papers were reviewed. He remarked that a wealth of analytical, numerical and experimental investigation now exists but a consistent cracked bar vibration theory is yet to be developed. There are still many unanswered questions, especially in the area of breathing cracks in rotating shafts.
Majority of the researchers used the conventional Fast Fourier Transform (FFT) to analyze vibration signals of cracked rotors. They reported that cracks excite mainly 1X and 2X vibration harmonics in rotors at a steady running speed. The question that arose from these findings was how to distinguish crack from other rotor faults like imbalance, asymmetry and misalignment since one or combination of these faults can give similar frequency spectrum. The works of Diana et al (1986) Roemer, et al (1996) used FiniteElement-Based Neural Networks for machine health monitoring for predicting the location, magnitude, and phase of disk unbalances, amount of misalignment, degree of rotor rub or mechanical looseness, and bearing clearance problems. However, cracked rotor problem was not considered. This paper investigates the applicability of neural networks in detecting cracks in rotors; hence a neural network machine health monitoring techniques that can detect all machine problems is possible. Experimental vibration signals from rotors with and without cracks were used to train Multi-layer Feedforward Neural Networks using the back-propagation algorithm, the trained networks were tested with other vibration signals and conclusions are drawn from the results. The FFT of the vibration signals showing variation in the amplitude of the harmonics are also presented
ARTIFICIAL NEURAL NETWORKS
Artificial neural networks commonly referred to as neural networks mimic natural neural networks of human brain. The brain is a highly complex nonlinear and parallel computer; its mode of operation is, however, different from the conventional computer. The brain interacts with the environments by organizing its structural constituents known as neurons in order to perform certain computations (e.g. pattern recognition, perception, and motor control) many times faster than the conventional computer. A neural network (NN) is therefore a machine that performs a task similar to the way the human brain functions. The network is implemented by using electronic components or is simulated by software with a digital computer. A neural network derives its computing power through its massively paralleldistributed structure, and its ability to learn a trend and identify the trend at any other time. Neural networks have been trained to perform complex function in various fields of application including pattern recognition, identification, classification and control systems. A neuron model is shown in Figure 1 . The input vector p is transmitted through a connection that multiplies its strength by the weight row vector w, the scalar bias b, is added to the scalar product of wp to get n. The foregoing models the synapses of the human brain. The bias is much like a weight except that it has a constant input of unity, its function is to shift wp in the plane containing a and n. The sum wp + b, a scalar, is the argument of the transfer function f. The transfer functions are available for different applications. Some common ones include the hard limit that gives either 0 or 1 output; the linear transfer function used as linear approximation in Adaptive Linear Filters, and sigmoid transfer function used in non-linear approximation. The output of the network is a and the neuron parameters are related as
It should be noted that w and b are both adjustable parameters of the neuron and the central idea of the neuron networks is that such parameters can be adjusted so that the network exhibits some desired or interesting behavior which is achieved via neuron networks training. Two major training techniques are available namely: supervised and unsupervised training. In supervised training, an external teacher, a set of data is available. The w and b of the neuron are adjusted until they fully learn the pattern of the training data. In the unsupervised or self-organized learning, there is no external teacher or critic to oversee the training/learning process. There are many training algorithms. In this paper, the backpropagation algorithm is used.
Multiple Layers of Neurons
Two or more neurons may be combined to form a layer. A neural network contains one or more of such layers. For a layer, the weight becomes a matrix W whose row size equals the number of neurons and whose column size equals the length of the input vector. Similarly, the bias becomes a vector b. The output of the network is expressed as ) ) ) ( ( (
3 is the output of the network, LW 3 , 2 is weight matrix between layer 3 and layer 2, LW 2 , 1 is the weight matrix between layer 2 and 1 and IW I , 1 is the weight matrix between the input and layer 1.
Supervised Training of Feed-forward Neural Networks
Consider a pattern {p, t} i.e., a data set p with a target t. Training involves finding W and b for all layers such that the error between the network output and the target t when p is fed into the network is very small. The back-propagation algorithm used in this work is based on the steepest descent method and the square of errors performance index is defined as ( ) t(k) and a(k) are error, target and output of the output layer at iteration k. By using the traditional steepest descent method,
Detailed derivation of the back-propagation algorithm is available in the literature such as reference [7] . The weights and biases of the networks are updated as follows 
METHODOLOGY
Simple feed-forward neural networks are designed and trained using the back-propagation algorithm and experimental vibration signals of cracked and normal rotors. One of the problems that occur during neural network training is over-fitting that leads to poor generalization. It has been observed that the use of a large number of layers and neuron leads to over-fitting and the use of a network, which is just large enough to provide an adequate fit improves generalization capability of the network. However, there is no available rule to determine how large a network should be to avoid over-fitting. Therefore, different simple network architectures are tried to get the best configuration. Two-layer and three-layer networks are used. The numbers of neurons in each layer were varied. Programs in MATLAB language were written to train and test the neural networks. Figure 2 shows the flow chart for the network training. Figure 3(a) . The 8kg hanging side load was applied to produce bending stress on the crack and aid crack propagation. The 8kg load is attached to the shaft using a roller element bearing. The shafts are supported in self-lubricating sleeve bearings. Four shafts are machined, one without surface notch and the other three with 4 mm depth v-notch surface crack at different locations. The notch angle is 30 0 . Three experiments were carried out in the arrangement of Figure 3(a) . In the first experiment, the vibration signals the normal shaft without surface notch but with the disks and 8kg hanging side load located at 7 cm and 13 cm from the Bearing Support 1, respectively while the distance between the bearing supports was 39 cm was collected. The vibration signal is named S1. The second experiment consisted of the first shaft with 4mm depth v-notch surface crack located at 1.5 cm from Bearing Support 1. The locations of the disks, 8 kg hanging side load, and bearing supports are the same as those for the first experiment. The vibration data of the second experiment is named S2. In the third experiment, the second shaft with the 4 mm depth v-notch surface crack located at 3.5 cm from the Bearing Support 1 was used. The disks and 8kg hanging side load are located at 10 cm and 16 cm from the Bearing Support 1, respectively while the distance between the bearing supports was 39 cm. It should be noted that the 8kg side load was attached to the shaft for the three experiments. This enables the effects of a propagating crack to be studied since the effect of the 8kg load is common to all set-ups. The data of the third experiment data is S3. The vibration signals are measured at a steady-state speed of 3500 rpm from the vertical probes.
Two additional vibration data were obtained from a simply supported arrangement of Figure 3(b) . The first is S4, which is the vibration data of a simply supported shaft with a 4 mm surface v-nocth at the center of the shaft. Although a side load was applied via a spring, the crack did not propagate. The second is S5, which is the vibration data of the simply supported normal shaft without notch but with unbalance weight. The patterns used in training the networks are {S1,0} and {S2,1}. Signal S2, a vector of length 3840, is assigned a target of one, meaning that the output of the network should be one if the signal is from a rotor with cracks. Similarly, the network output will be zero if the signal is from a normal shaft without crack Table 1 summarizes the results of the output of the trained neural networks when all data are fed in one after the other. It can be seen in Table 1 that for the two-layer network, the performance of the neural networks trained with signal S2 only is poor since the networks could not detect S3, which is similar to S2. The results of the networks trained with both S1 and S2 are reasonable. In particular, the network with configuration [2 1] correctly identifies the presence of a propagating crack. The effect of the propagating Table 1 : Output of the Neural Networks (b) Simply Supported Arrangement crack is more prominent in S3 than S2. This is because the response of cracked structure is affected by the crack position. The crack location for signal S2 and S3 is different as described in the experimental set-up. Furthermore, the propagating crack of S3 led to the fracture of the rotor whereas the propagating crack of S2 did not fracture the rotor.
RESULTS AND DISCUSSIONS
The results of the tree-layer neural networks are interesting. Unlike the two-layer networks, the three-layer networks trained with only the cracked rotor vibration signals (S2) gave reasonable results. The configurations [5 3 1] and [8 5 1] trained with only S2 or S1 and S2 were able to detect the presence of both propagating and non-propagating cracks. However, these configurations could not accurately quantify the severity of crack. The results of these configurations give the impression that S2 (1.0) represents a case of more severe crack than S3 (0.8); the reverse is the case. But the configurations are able to correctly identify/classify signals S4 and S5. The shaded results of Table 1 represent the network that detected both the propagating and non-propagating cracks.
The three-layer network with configuration [10 6 1] trained with both S1 and S2 was able to detect only the propagating crack; it however accurately quantified the severity of the crack. The outputs of the network are similar to that of [2 1] . The bolded results in Table 1 configurations that detected and quantified the severity of the propagating crack. 
CONCLUSIONS
Application of neural networks in rotor crack detection is presented. A simple two-layer feedforward neural network with two neurons in the input layer and one neuron in the output layer trained with the signals of a cracked rotor and a normal rotor without a crack was found to be satisfactory in detecting a propagating crack. Three-layer networks were able to detect both the propagating and nonpropagating cracks; the accuracy of the network however depends on the number of neurons in each layer.
The procedure presented is a novel method for machine health monitoring. Neural networks are easy to design and could be trained using vibration signals for different machine faults identification.
