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Abstract By using the method of iterated integral representations of series, we establish some
explicit relationships between multiple zeta values and Integrals of logarithmic functions. As
applications of these relations, we show that multiple zeta values of the form
ζ(1¯, {1}m−1, 1¯, {1}k−1), (k,m ∈ N)
for m = 1 or k = 1, and
ζ(1¯, {1}m−1, p, {1}k−1), (k,m ∈ N)
for p = 1 and 2, satisfy certain recurrence relations which allow us to write them in terms of
zeta values, polylogarithms and ln 2. Moreover, we also prove that the multiple zeta values
ζ(1¯, {1}m−1, 3, {1}k−1) can be expressed as a rational linear combination of products of zeta val-
ues, multiple polylogarithms and ln 2 when m = k ∈ N. Furthermore, we also obtain reductions
for certain multiple polylogarithmic values at
1
2
.
Keywords Multiple zeta values; multiple polylogarithms; harmonic numbers; Euler sums.
AMS Subject Classifications (2010): 11A07; 11M32; 33B15
1 Introduction
Let N be the set of natural numbers. For integers n,m ∈ N, a generalized harmonic number
ζn(m) (also called the partial sums of Riemann zeta function when m > 1) is defined by (see
[35, 36])
ζn (m) :=
n∑
j=1
1
jm
,m ∈ N (1.1)
which is a natural generalization of the harmonic number [19, 20]
Hn := ζn (1) =
n∑
j=1
1
j
. (1.2)
Similarly, let
Ln (m) :=
n∑
j=1
(−1)j−1
jm
,m ∈ N (1.3)
∗Corresponding author. Email: 15959259051@163.com (C. XU)
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denote the alternating harmonic numbers (also called the partial sums of alternating Riemann
zeta function, see [35]). Here the Riemann zeta function and alternating zeta function are defined
respectively by the convergent series [2, 5, 6]
ζ(s) :=
∞∑
n=1
1
ns
,ℜ(s) > 1, (1.4)
and
ζ¯ (s) =
∞∑
n=1
(−1)n−1
ns
, ℜ (s) ≥ 1. (1.5)
In general, for m ∈ N, S := (s1, s2, ..., sm) ∈ (N)
m, and a non-negative integer n, the multiple
harmonic number (MHN for short) is defined by
ζn (s1, s2, . . . , sm) :=
∑
1≤km<···<k1≤n
1
ks1
1
· · · ksmm
(1.6)
and the multiple harmonic star number (MHSN for short) is given by
ζ⋆n (s1, s2, . . . , sm) :=
∑
1≤km≤···≤k1≤n
1
ks1
1
· · · ksmm
. (1.7)
The integers m and ω := |S| :=
∑m
i=1
si are called the depth and the weight of a multiple
harmonic number or multiple harmonic star number. By convention, we put ζn (S) = 0 if
n < m, and ζn (∅) = ζ
⋆
n (∅) = 1. By {s1, s2, . . . , sj}m we denote the sequence of depth mj with
m repetitions of (s1, s2, . . . , sj). (Many papers use the opposite convention, with the ki’s ordered
by n ≥ km > · · · > k1 ≥ 1 or n ≥ km ≥ · · · ≥ k1 ≥ 1, (see [22, 29, 37, 38])). Moreover, we put a
bar on top of sj (j = 1, 2, · · · ,m) if there is a sign (−1)
kj appearing in the denominator on the
right. For example
ζn (s¯1, s2, . . . , s¯m) =
∑
1≤km<···<k1≤n
(−1)k1+km
ks1
1
· · · ksmm
, (1.8)
ζ⋆n (s1, s¯2, . . . , s¯m) =
∑
1≤km≤···≤k1≤n
(−1)k2+km
ks1
1
· · · ksmm
. (1.9)
The limit cases of MHNs or MHSNs give rise to multiple zeta values (MZVs for short, also called
m-fold Euler sums [10]) or multiple zeta-star values (MZSVs for short):
ζ (s1, s2, . . . , sm) := lim
n→∞
ζn (s1, s2, . . . , sm) =
∑
k1>···>km≥1
1
ks1
1
· · · ksmm
, (1.10)
ζ⋆ (s1, s2, . . . , sm) := lim
n→∞
ζ⋆n (s1, s2, . . . , sm) =
∑
k1≥···≥km≥1
1
ks1
1
· · · ksmm
(1.11)
defined for s2, . . . , sm ≥ 1 and s1 ≥ 2 to ensure convergence of the series. For alternating MHNs
or MHSNs, we have the similar limit cases. For example
ζ (s¯1, s2, . . . , s¯m) := lim
n→∞
ζn (s¯1, s2, . . . , s¯m) =
∑
1≤km<···<k1
(−1)k1+km
ks1
1
· · · ksmm
, (1.12)
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ζ⋆ (s1, s¯2, . . . , s¯m) := lim
n→∞
ζ⋆n (s1, s¯2, . . . , s¯m) =
∑
1≤km≤···≤k1≤n
(−1)k2+km
ks1
1
· · · ksmm
. (1.13)
A good deal of work on multiple zeta values has focused on the problem of determining when
complicated sums can be expressed in terms of simpler sums. A crude but convenient measure
of the complexity of the sums (1.10)-(1.13) is the number m of nested summations. This is also
equal to the number of arguments in the definitions (1.10)-(1.13), and is called the depth. Thus,
researchers are interested in determining which sums can be expressed in terms of other sums
of lesser depth. When m = 2, the multiple zeta values ζ(s1, s2) (or ζ
⋆(s1, s2)) are also called
double linear Euler sums [19]. The general double nonlinear Euler sums involving harmonic
number and alternating harmonic number are defined by the series (see [35, 36])
∞∑
n=1
m1∏
i=1
ζ
q
i
n (ki)
m2∏
j=1
L
lj
n (hj)
np
,
∞∑
n=1
m1∏
i=1
ζ
q
i
n (ki)
m2∏
j=1
L
lj
n (hj)
np
(−1)n−1.
where p(p > 1),m1,m2, qi, ki, hj , lj are positive integers. Many values of double nonlinear Euler
sums can be expressed as a rational linear combination of zeta values [3, 8, 19, 35, 36]. The study
of these Euler sums was started by Euler. After that many different methods, including partial
fraction expansions, Eulerian Beta integrals, summation formulas for generalized hypergeometric
functions and contour integrals, have been used to evaluate these sums. For details and historical
introductions, please see [3, 8, 9, 12, 19, 20, 27, 35, 36] and references therein. The evaluation
of ζ (s1, s2) (or ζ
⋆ (s1, s2)) in terms of values of Riemann zeta function at positive integers is
known when s2 = 1, s1 = s2, (s1, s2) = (2, 4), (4, 2) or s1 + s2 is odd [3, 8, 19]. When m = 3,
the multiple zeta values ζ (s1, s2, s3) are investigated [13, 19, 25]. Markett [25] gave explicit
reductions to zeta values for all triple sums ζ (s1, s2, s3) with s1+ s2+ s3 ≤ 6, and he proved an
explicit formula for ζ (s, 1, 1) in terms of zeta values. In [13], Borwein and Girgensohn proved
that all ζ (s1, s2, s3) with s1 + s2 + s3 is even or less than or equal to 10 or s1 + s2 + s3 = 12
were reducible to zeta values and double sums. The best results to date are due to Jonathan M.
Borwein et al [10], D. Zagier [38] and Kh. Hessami Pilehrood et.al [29]. Zagier proved that the
multiple zeta values of the form ζ ({2}a, 3, {2}b) (or ζ
⋆ ({2}a, 3, {2}b)) can be expressed in terms
of ordinary zeta values and gave explicit formulas:
ζ ({2}a, 3, {2}b) = 2
a+b+1∑
r=1
(−1)r
((
2r
2b+ 2
)
−
(
1− 2−2r
)( 2r
2a+ 2
))
ζ (2r + 1)H (a+ b+ 1− r),
whereH (m) = ζ ({2}m) =
pi2m
(2m+ 1)!
. In [29], Hessami Pilehrood et al. gave some new binomial
identities for multiple harmonic numbers ζn ({1}a, c, {1}b) , ζn ({2}a, 3, {2}b) and provided a new
proof of Zagier’s formula for ζ⋆ ({2}a, 3, {2}b). For example:
ζn ({2}a, 1) = 2
n∑
k=1
(
n
k
)
k2a+1
(
n+ k
k
) ,
letting n tend to infinity in above equation, then have
ζ ({2}a, 1) = 2ζ (2a+ 1) , a ∈ N.
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The purpose of the present paper is to study multiple zeta values of the form
ζ
(
1¯, {1}m−1, 1¯, {1}k−1
)
, ζ
(
1¯, {1}m−1, p, {1}k−1
)
for p = 1, 2, 3 and m,k ∈ N. In this paper, we prove that the multiple zeta values
ζ
(
1¯, {1}m−1, 1¯
)
, ζ
(
1¯, 1¯, {1}k−1
)
, ζ (1¯, {1}k) , ζ
(
1¯, {1}m−1, 2, {1}k−1
)
can be expressed as a rational linear combination of products of zeta values, polylogarithms and
ln2. For instance,
ζ (1¯, {1}m) = (−1)
m+1 ln
m+12
(m+ 1)!
, ζ (1¯, 1¯, {1}m) = −Lim+2
(
1
2
)
.
The polylogarithm function is defined for |x| ≤ 1 by
Lip (x) =
∞∑
n=1
xn
np
,ℜ(p) > 1, (1.14)
with Li1(x) = − ln(1 − x), x ∈ [−1, 1). The generalized multiple polylogarithm function and
multiple polylogarithm star function are defined by
Lis1,s2,··· ,sm (x) :=
∑
1≤km<···<k1
xk1
ks1
1
ks2
2
· · · ksmm
, x ∈ [−1, 1) , (1.15)
Li⋆s1,s2,··· ,sm (x) :=
∑
1≤km≤···≤k1
xk1
ks1
1
ks2
2
· · · ksmm
, x ∈ [−1, 1) . (1.16)
For convenience, when S := (s1, s2, . . . , sm) ∈ (Z)
m in above definitions of (1.15) and (1.16), we
use the following notations
ζ (s1, s2, · · · , sm;x) := Lis1,s2,··· ,sm (x) , ζ
⋆ (s1, s2, · · · , sm;x) := Li
⋆
s1,s2,··· ,sm (x) . (1.17)
Of course, if s1 > 1, then we can allow x = 1. To avoid confusion with the notion of analytic
continuation, we shall henceforth adopt the notation of [10], in which each sj in (1.17) is replaced
by −sj when sj < 0. Thus, for example, ζ (1¯) = − ln 2. Furthermore, we show that the multiple
zeta values ζ
(
k + 1, {1}m−1
)
and ζ
(
1¯, {1}m−1, 1¯, {1}k−1
)
can be expressed as a rational linear
combination of zeta values, polylogarithms, ln 2 and multiple polylogarithmic values at 1/2.
Now we state our main theorems.
2 Main Theorems
The main result of this paper can be stated as follows.
Theorem 2.1 For integers k ≥ 0 and m ≥ 1, then the following identity holds:
ζ
(
k + 2, {1}m−1
)
=
(−1)m+k
m!k!
I (k,m) , (2.1)
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where I(k,m) is defined by the integral
I (k,m) :=
1∫
0
(lnx)klnm (1 + x)
x
dx.
Moreover, we have the following result of the integral I(k,m)
I (k,m) =
1
m+ k + 1
(ln 2)m+k+1 + (m+ k)!ζ (m+ k + 1)
−
m+k∑
l=0
l!
(
m+ k
l
)
(ln 2)m+k−lLil+1
(
1
2
)
+ (−1)k
k∑
j=1
j! (k +m− j)!
(
k
j
)

ζ
(
k +m+ 2− j, {1}j−1
)
+ζ
(
k +m+ 1− j, {1}j
)


− (−1)k
k∑
j=1
k+m−j∑
l=0
j!l!
(
k
j
)(
k +m− j
l
)
(ln 2)m+k−j−l


ζ
(
l + 2, {1}j−1;
1
2
)
+ζ
(
l + 1, {1}j;
1
2
)

 .
(2.2)
Theorem 2.2 For positive integers m and k, then the following identity holds:
ζ
(
1¯, {1}m−1, 1¯, {1}k−1
)
=
(−1)k−1
k! (m− 1)!
J (k,m− 1)−
m−1∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}m−1−i, 1¯, {1}k−1
)
, (2.3)
where J (k,m) is defined by
J (k,m) :=
1∫
0
lnk (1− t) lnm (1 + t)
1 + t
dt.
We have the following explicit formulas
J (k,m) =
1
m+ 1
(ln 2)m+k+1 +
k∑
i=1
m∑
j=0
(−1)i+ji!j!(ln 2)m+k−i−j
(
k
i
)(
m
j
)
ζ
(
j + 2, {1}i−1
)
−
k∑
i=1
m∑
j=0
j∑
l=0
(−1)i+ji!l!(ln 2)m+k−i−l
(
k
i
)(
m
j
)(
j
l
)
ζ
(
l + 2, {1}i−1;
1
2
)
, (2.4)
J (k,m) =
k∑
i=0
m∑
j=0
j∑
l=0
(−1)i+jj!l!(ln 2)m+k−j−l
(
k
i
)(
i
l
)(
m
j
)
ζ
(
l + 1, {1}j;
1
2
)
. (2.5)
Theorem 2.3 For integers m,k ∈ N, then the following identity holds:
ζ
(
1¯, {1}m−1, 2, {1}k−1
)
=(−1)m
(
m+ k
k
)
ζ
(
2¯, {1}m+k−1
)
−
(ln 2)m
m!
ζ
(
2¯, {1}k−1
)
−
m−1∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}m−i−1, 2, {1}k−1
)
. (2.6)
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Theorem 2.4 For positive integers m and k, we have
(−1)mζ
(
1¯, {1}m−1, 3, {1}k−1
)
+ (−1)kζ
(
1¯, {1}k−1, 3, {1}m−1
)
=
(−1)m+1
m!
(ln 2)mζ
(
3¯, {1}k−1
)
+
(−1)k+1
k!
(ln 2)kζ
(
3¯, {1}m−1
)
+ ζ
(
2¯, {1}m−1
)
ζ
(
2¯, {1}k−1
)
+ (−1)m+1
m−1∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}m−i−1, 3, {1}k−1
)
+ (−1)k+1
k−1∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}k−i−1, 3, {1}m−1
)
.
(2.7)
We prove Theorem 2.1 in section 3, Theorem 2.2 in section 4, Theorem 2.3 and Theorem 2.4 in
section 5. We will prove the Theorem 2.1-2.4 by the method of iterated integral representations
of series.
3 Proof of Theorem 2.1
We now prove our Theorems. First, we need to prove the following lemmas. It will be useful in
the development of the main theorems.
Lemma 3.1 For integer k > 0 and x ∈ [−1, 1), we have that
lnk (1− x) = (−1)kk!
∞∑
n=1
xn
n
ζn−1
(
{1}k−1
)
, (3.1)
s (n, k) = (n− 1)!ζn−1
(
{1}k−1
)
. (3.2)
where s (n, k) is called (unsigned) Stirling number of the first kind (see [21]).
s (n, 1) = (n− 1)!,
s (n, 2) = (n− 1)!Hn−1,
s (n, 3) =
(n− 1)!
2
[
H2n−1 − ζn−1 (2)
]
,
s (n, 4) =
(n− 1)!
6
[
H3n−1 − 3Hn−1ζn−1 (2) + 2ζn−1 (3)
]
,
s (n, 5) =
(n− 1)!
24
[
H4n−1 − 6ζn−1 (4)− 6H
2
n−1ζn−1 (2) + 3ζ
2
n−1 (2) + 8Hn−1ζn−1 (3)
]
.
The Stirling numbers s (n, k) of the first kind satisfy a recurrence relation in the form
s (n, k) = s (n− 1, k − 1) + (n− 1) s (n− 1, k) , n, k ∈ N,
with s (n, k) = 0, n < k, s (n, 0) = s (0, k) = 0, s (0, 0) = 1.
Proof. To prove the first identity we proceed by induction on k. Obviously, it is valid for k = 1.
For k > 1 we use the equality
lnk+1 (1− x)=− (k + 1)
x∫
0
lnk (1− t)
1− t
dt
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and apply the induction hypothesis, by using Cauchy product of power series, we arrive at
lnk+1 (1− x)=− (k + 1)
x∫
0
lnk (1− t)
1− t
dt
= (−1)k+1 (k + 1)!
∞∑
n=1
1
n+ 1
n∑
i=1
ζi−1
(
{1}k−1
)
i
xn+1
= (−1)k+1 (k + 1)!
∞∑
n=1
ζn ({1}k)
n+ 1
xn+1.
Nothing that ζn ({1}k) = 0 when n < k. By simple calculation, we can deduce (3.1). To prove
the second identity of our lemma, we use the following equation ([21])
lnk (1− x) = (−1)kk!
∞∑
n=k
s (n, k)
n!
xn, −1 ≤ x < 1. (3.3)
Thus, by comparing the coefficients of xn in (3.1) and (3.3), we obtain formula (3.2). The proof
of lemma 3.1 is thus completed. 
Lemma 3.2 For integers m ≥ 0 and n ≥ 1, then the following integral identity holds:
x∫
0
tn−1(ln t)mdt =
m∑
l=0
l!
(
m
l
)
(−1)l
nl+1
(lnx)m−lxn, x ∈ (0, 1). (3.4)
Proof. The lemma is almost obvious. By using integration by parts, we may easily deduce the
result. 
Putting x = 1 and 1/2 in (3.4), we obtain
1∫
0
tn−1(ln t)mdt = m!
(−1)m
nm+1
, (3.5)
1/2∫
0
tn−1(ln t)mdt = (−1)m
m∑
l=0
l!
(
m
l
)
(ln 2)m−l
1
2nnl+1
, (3.6)
1∫
1/2
tn−1(ln t)mdt = m!
(−1)m
nm+1
+ (−1)m−1
m∑
l=0
l!
(
m
l
)
(ln 2)m−l
1
2nnl+1
. (3.7)
Proof of Theorem 2.1. For integers m ≥ 1 and k ≥ 0, by using formula (3.1) and (3.5), we
have
I (k,m) =
1∫
0
(lnx)klnm (1 + x)
x
dx
=(−1)mm!
∞∑
n=1
ζn−1
(
{1}m−1
)
n
(−1)n
1∫
0
xn−1lnkxdx
7
=(−1)m+kk!m!
∞∑
n=1
ζn−1
(
{1}m−1
)
nk+2
(−1)n
=(−1)m+kk!m!ζ
(
k + 2, {1}m−1
)
. (3.8)
Hence, by a direct calculation, we obtain (2.1). To prove (2.2), applying the change of variable
x = u−1 − 1 to the above integral, we get the identity
I (k,m) =
1∫
1/2
lnk
(
1− u
u
)
lnm
(
1
u
)
u (1− u)
du
= (−1)m
1∫
1/2
(ln (1− u)− lnu)klnm (u)
u (1− u)
du
= (−1)m
k∑
j=0
(−1)k−j
(
k
j
) 1∫
1/2
lnj (1− u) lnm+k−j (u)
u (1− u)
du
= (−1)m
k∑
j=0
(−1)k−j
(
k
j
) 1∫
1/2
{
lnj (1− u) lnm+k−j (u)
u
+
lnj (1− u) lnm+k−j (u)
1− u
}
du.
(3.9)
Substituting (3.1) and (3.7) into (3.9) yields the desired result. We complete the proof of
Theorem 2.1. 
Putting x = −1 in (3.1), we get
ζ
(
1¯, {1}k−1
)
= (−1)k
lnk2
k!
.
Taking k = 0 and 1 in (2.1) and (2.2), we can give the following corollaries.
Corollary 3.3 For integer m ≥ 1, we have
ζ
(
2¯, {1}m−1
)
=
(−1)m
(m+ 1)!
lnm+12 + (−1)m
(
ζ (m+ 1)− Lim+1
(
1
2
))
− (−1)m
m∑
j=1
(ln 2)m+1−j
(m+ 1− j)!
Lij
(
1
2
)
. (3.10)
Corollary 3.4 For integer m ≥ 1, we obtain
ζ
(
3¯, {1}m−1
)
= (−1)m+1
{
mζ (m+ 2)−
(m+ 1)2
(m+ 2)!
(ln 2)m+2 − ζ (m+ 1, 1)
}
+
(−1)m+1
m!
m∑
l=0
l!
(
m
l
)
(ln 2)m−lζ
(
l + 1, 1;
1
2
)
−
(−1)m+1
(m− 1)!
m∑
l=0
l!
(
m
l
)
(ln 2)m−lLil+2
(
1
2
)
. (3.11)
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4 Proof of Theorem 2.2
Proof of Theorem 2.2. To prove the first identity (2.3), we consider the following multiple
integral
Mm (k) :=
1∫
0
1
1 + t1
dt1 · · ·
tm−1∫
0
1
1 + tm
dt1
tm∫
0
lnk (1− tm+1)
1 + tm+1
dtm+1. (4.1)
By using power series expansion and formula (3.1), we deduce that
Mm (k) =(−1)
k+m+1k!
∞∑
n1,n2,··· ,nm+1=1
(−1)n1+···+nm+1
ζn1−1
(
1¯, {1}k−1
)
n1
×
1∫
0
t
nm+1−1
1
dt1 · · ·
tm−1∫
0
tn1+n2−1m dtm
=(−1)k+m+1k!
∞∑
n1,n2,··· ,nm+1=1
(−1)n1+···+nm+1
ζn1−1
(
1¯, {1}k−1
)
n1 (n1 + n2) · · · (n1 + · · ·+ nm+1)
=(−1)k+m+1k!
∞∑
n1>···>nm+1≥1
ζnm+1−1
(
1¯, {1}k−1
)
n1n2 · · ·nm+1
(−1)n1
=(−1)k+m+1k!ζ
(
1¯, {1}m, 1¯, {1}k−1
)
. (4.2)
Hence, Mm−1 (k) = (−1)
k+mk!ζ
(
1¯, {1}m−1, 1¯, {1}k−1
)
. On the other hand, by using integration
by parts, we have
Mm−1 (k) = ln 2Mm−2 (k)−
∫
0<tm−1<···<t1<1
ln (1 + t1) ln
k (1− tm−1)
(1 + t1) (1 + t2) · · · (1 + tm−1)
dt1 · · · dtm−1
= ln 2Mm−2 (k)−
1
2
ln22Mm−3 (k)
−
1
2
∫
0<tm−2<···<t1<1
ln2 (1 + t1) ln
k (1− tm−1)
(1 + t1) (1 + t2) · · · (1 + tm−2)
dt1 · · · dtm−2
= · · ·
=
m−1∑
i=1
(−1)i−1
(ln 2)i
i!
Mm−i−1 (k) +
(−1)m−1
(m− 1)!
1∫
0
lnk (1− t1) ln
m−1 (1 + t1)
1 + t1
dt1. (4.3)
Combining (4.2) with (4.3) yields the desired result. To prove the second identity (2.4), applying
the change of variable t = 2u− 1 to the integral J (k,m), then we easily obtain
J (k,m) =
1∫
1/2
lnk (2− 2u) lnm (2u)
u
du
=
k∑
i=1
m∑
j=0
(ln 2)k+m−i−j
(
k
i
)(
m
j
) 1∫
1/2
lni (1− u) lnj (u)
u
du
9
+
m∑
j=0
(ln 2)k+m−j
(
m
j
) 1∫
1/2
lnj (u)
u
du. (4.4)
Substituting (3.1) and (3.7) into (4.4), we obtain the result. Similarly, to prove the third identity
(2.5), applying the change of variable t = 1− 2x to the integral J (k,m), we have that
J (k,m) =
1/2∫
0
lnk (2x) lnm (2− 2x)
1− x
dx
=
k∑
i=0
m∑
j=0
(ln 2)m+k−i−j
(
k
i
)(
m
j
) 1/2∫
0
lni (x) lnj (1− x)
1− x
dx. (4.5)
Combining (3.1), (3.7) and (4.5), we deduce (2.5). The proof of Theorem 2.2 is thus completed.

Letting m = 0 in (2.4), we get the recurrence relation
k∑
i=1
(−1)ii!(ln 2)k−i
(
k
i
){
ζ
(
2, {1}i−1
)
− ζ
(
2, {1}i−1;
1
2
)}
= (−1)kk!Lik+1
(
1
2
)
− (ln 2)k+1. (4.6)
On the other hand, the Aomoto-Drinfeld-Zagier formula reads [10]
∞∑
n,m=1
ζ
(
m+ 1, {1}n−1
)
xmyn = 1− exp
(
∞∑
n=2
ζ (n)
xn + yn − (x+ y)n
n
)
, (4.7)
which implies that for anym,n ∈ N, the multiple zeta value ζ
(
m+ 1, {1}n−1
)
can be represented
as a polynomial of zeta values with rational coefficients, and we have the duality formula
ζ
(
n+ 1, {1}m−1
)
= ζ
(
m+ 1, {1}n−1
)
.
In particular, we deduce that
ζ (2, {1}m) = ζ (m+ 2) ,
ζ (3, {1}m) =
m+ 2
2
ζ (m+ 3)−
1
2
m∑
k=1
ζ (k + 1) ζ (m+ 2− k).
Therefore, from (4.6) and (4.7), we know that the multiple polylogarithmic values ζ
(
2, {1}m;
1
2
)
can be evaluated in terms of zeta values, polylogarithms and ln 2. In particular, one can find
explicit formulas for small weights.
ζ
(
2;
1
2
)
=
ζ (2)− ln22
2
, ζ
(
2, 1;
1
2
)
=
1
8
ζ (3)−
1
6
ln32,
ζ
(
2, 1, 1;
1
2
)
= ζ (4) +
1
4
ζ (2) ln22− Li4
(
1
2
)
−
1
12
ln42−
7
8
ln 2ζ (3) .
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Setting m = 1 in Theorem 2.2, we have
ζ
(
1¯, 1¯, {1}k−1
)
= −Lik+1
(
1
2
)
. (4.8)
This formula was also given by [10]. Taking k = 1 in (2.4) and m = 1 in (2.5), we obtain
J (1,m) =
1
m+ 1
(ln 2)m+2 +
m∑
j=0
(−1)j+1j!(ln 2)m−j
(
m
j
)
ζ (j + 2)
−
m∑
j=0
j∑
l=0
(−1)j+1l!(ln 2)m−l
(
m
j
)(
j
l
)
Lil+2
(
1
2
)
, (4.9)
J (k, 1) =
k∑
i=0
i∑
l=0
(−1)il!
(
k
i
)(
i
l
)
(ln 2)k+1−lLil+1
(
1
2
)
+
k∑
i=0
i∑
l=0
(−1)i+1l!
(
k
i
)(
i
l
)
(ln 2)k−lζ
(
l + 1, 1;
1
2
)
. (4.10)
Hence, putting k = 1 or m = 2 in (2.3) and combining (4.9) with (4.10), we get the following
corollaries.
Corollary 4.1 For integer m ∈ N, we have the recurrence relation
ζ
(
1¯, {1}m−1, 1¯
)
=
1
m!
lnm+12−
ζ (2) lnm−12
(m− 1)!
−
m−1∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}m−i−1, 1¯
)
−
1
(m− 1)!
m−1∑
k=1
(
m− 1
k
)
(−1)k+1


k∑
l=1
l!
(
k
l
)
(ln 2)m−l−1Lil+2
(
1
2
)
−k!(ln 2)m−k−1ζ (k + 2)

.
(4.11)
Corollary 4.2 For positive integer k, then
ζ
(
1¯, 1, 1¯, {1}k−1
)
= ln 2Lik+1
(
1
2
)
−
(−1)k
k!
{
k∑
i=0
i∑
l=0
(−1)il!
(
k
i
)(
i
l
)
(ln 2)k+1−lLil+1
(
1
2
)}
−
(−1)k
k!
{
k∑
i=0
i∑
l=0
(−1)i−1l!
(
k
i
)(
i
l
)
(ln 2)k−lζ
(
l + 1, 1;
1
2
)}
. (4.12)
5 Proof of Theorem 2.3 and Theorem 2.4
Proof of Theorem 2.3. Similarly as in the proof of Theorem 2.2, we consider the following
multiple integral
Nm (k) : =
1∫
0
1
1 + t1
dt1 · · ·
tm−1∫
0
1
1 + tm
dtm
tm∫
0
lnk (1 + tm+1)
tm+1
dtm+1
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=∫
0<tm+1<···<t1<1
lnk (1 + tm+1)
(1 + t1) · · · (1 + tm) tm+1
dt1 · · ·dtm+1
= (−1)k+mk!
∞∑
n1,··· ,nm+1=1
(−1)n1+···+nm+1
ζn1−1
(
{1}k−1
)
n1
×
∫
0<tm+1<···<t1<1
t
nm+1−1
1
· · · tn2−1m t
n1−1
m+1 dt1 · · ·dtm+1
= (−1)k+mk!
∞∑
n1,··· ,nm+1=1
(−1)n1+···+nm+1
ζn1−1
(
{1}k−1
)
n2
1
(n1 + n2) · · · (n1 + · · · + nm+1)
= (−1)k+mk!ζ
(
1¯, {1}m−1, 2, {1}k−1
)
. (5.1)
By using integration by parts, we can arrive at the conclusion that
Nm (k) =(−1)
m+k−1k!
m−1∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}m−i−1, 2, {1}k−1
)
+
(−1)m−1
(m− 1)!
1∫
0
lnm−1 (1 + t1)
1 + t1
dt1
t1∫
0
lnk (1 + t2)
t2
dt2
=(−1)m+k−1k!
m−1∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}m−i−1, 2, {1}k−1
)
+
(−1)m−1
m!
(ln 2)m
1∫
0
lnk (1 + t)
t
dt+
(−1)m
m!
1∫
0
lnm+k (1 + t)
t
dt
=(−1)m+k−1k!
m−1∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}m−i−1, 2, {1}k−1
)
+ (−1)m+k−1
k!
m!
(ln 2)mζ
(
2¯, {1}k−1
)
+
(−1)k
m!
(m+ k)!ζ
(
2¯, {1}m+k−1
)
. (5.2)
Combining (5.1) and (5.2), we obtain (2.6). This completes the proof of Theorem 2.3. 
Proof of Theorem 2.4. By a similar as in the proof of Theorem 2.3, considering the iterated
integral
Pm (k) :=
1∫
0
1
1 + t1
dt1 · · ·
tm−2∫
0
1
1 + tm−1
dtm−1
tm−1∫
0
1
tm
dtm
tm∫
0
lnk (1 + tm+1)
tm+1
dtm+1
=
∫
0<tm+1<···<t1<1
lnk (1 + tm+1)
(1 + t1) · · · (1 + tm−1) tmtm+1
dt1 · · ·dtm+1
=(−1)k+m+1k!
∞∑
n1,··· ,nm=1
(−1)n1+···+nm
ζn1−1
(
{1}k−1
)
n2
1
×
∫
0<tm+1<···<t1<1
tnm−1
1
· · · tn2−1m−1 t
n1−1
m dt1 · · ·dtm
12
=(−1)k+m+1k!
∞∑
n1,··· ,nm=1
(−1)n1+···+nm
ζn1−1
(
{1}k−1
)
n3
1
(n1 + n2) · · · (n1 + · · ·+ nm)
=(−1)k+m+1k!
∞∑
n1>···>nm≥1
ζnm−1
(
{1}k−1
)
n3mnm−1 · · ·n1
(−1)n1
=(−1)k+m+1k!ζ
(
1¯, {1}m−2, 3, {1}k−1
)
. (5.3)
Similarly, it is easily shown using integration by parts that
Pm (k) =(−1)
k+mk!
m−2∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}m−i−2, 3, {1}k−1
)
+
(−1)m−2
(m− 2)!
1∫
0
lnm−2 (1 + t1)
1 + t1
dt1
t1∫
0
1
t2
dt2
t2∫
0
lnk (1 + t3)
t3
dt3
=(−1)k+mk!
m−2∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}m−i−2, 3, {1}k−1
)
+
(−1)m+k−2
(m− 1)!
k!(ln 2)m−1ζ
(
3¯, {1}k−1
)
+
(−1)m−1
(m− 1)!
1∫
0
lnm−1 (1 + t1)
t1
dt1
t1∫
0
lnk (1 + t2)
t2
dt2. (5.4)
Hence, by using (5.3) and (5.4), we get
ζ
(
1¯, {1}m−1, 3, {1}k−1
)
=−
m−1∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}m−i−1, 3, {1}k−1
)
−
(ln 2)m
m!
ζ
(
3¯, {1}k−1
)
+
(−1)k
m!k!
1∫
0
t1∫
0
lnm (1 + t1) ln
k (1 + t2)
t1t2
dt2dt1. (5.5)
By using integration by parts again, we find that
1∫
0
t1∫
0
lnm (1 + t1) ln
k (1 + t2)
t1t2
dt2dt1 +
1∫
0
t1∫
0
lnk (1 + t1) ln
m (1 + t2)
t1t2
dt2dt1
=

 1∫
0
lnm (1 + t)
t
dt



 1∫
0
lnk (1 + t)
t
dt


= (−1)m+kk!m!ζ
(
2¯, {1}m−1
)
ζ
(
2¯, {1}k−1
)
. (5.6)
which together with (5.5) gives (2.7) and finishes the proof of Theorem 2.4. 
Putting m = k in Theorem 2.4, we get the Corollary.
Corollary 5.1 For positive integer k, we have
ζ
(
1¯, {1}k−1, 3, {1}k−1
)
=−
k−1∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}k−i−1, 3, {1}k−1
)
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−
(ln 2)k
k!
ζ
(
3¯, {1}k−1
)
+ (−1)k
1
2
ζ2
(
2¯, {1}k−1
)
. (5.7)
6 Some results and cases
From Corollary 3.3 and 4.1, we get the following Theorem.
Theorem 6.1 For integers m,k ∈ N, then the multiple zeta values
ζ(1¯, {1}m−1, 1¯)
and
ζ(1¯, {1}m−1, 2, {1}k−1)
are expressible in terms of zeta values, polylogarithms and ln 2.
From Theorem 2.1-2.4, we can give the following results.
Example 6.1 Some closed form of integrals I(k,m) and J(k,m)
J(0, 1) =
1
2
ln22,
I(1, 1) = −
3
4
ζ (3) ,
J(1, 1) =
1
3
ln32−
1
2
ζ (2) ln 2 +
1
8
ζ (3)
J(2, 1) =
1
4
ln42 + 2ζ (3) ln 2− ζ (2) ln22−
1
4
ζ (4)
I(0, 3) = 6ζ (4) +
3
2
ζ (2) ln22−
1
4
ln42−
21
4
ζ (3) ln 2− 6Li4
(
1
2
)
,
I(1, 2) =
15
4
ζ (4) + ζ (2) ln22−
1
6
ln42−
7
2
ζ (3) ln 2− 4Li4
(
1
2
)
,
J(1, 2) =
1
3
ln42+2ζ (3) ln 2+2Li4
(
1
2
)
− ζ (2) ln22− 2ζ (4) ,
I(0, 4) = −24Li5
(
1
2
)
− 24 ln 2Li4
(
1
2
)
−
4
5
ln52−
21
2
ζ (3) ln22 + 24ζ (5) + 4ζ (2) ln32.
Example 6.2 Some closed form of multiple zeta values
ζ (1¯, 1, 1¯) =
1
8
ζ (3)−
1
6
ln32,
ζ (1¯, 2) =
1
2
ζ (2) ln 2−
1
4
ζ (3) ,
ζ (1¯, 3) =
3
4
ζ (3) ln 2−
5
16
ζ (4) ,
ζ (2¯, 1, 1) = Li4
(
1
2
)
+
1
24
ln42 +
7
8
ζ (3) ln 2−
1
4
ζ (2) ln22− ζ (4) ,
ζ (1¯, 1, 2) = 3Li4
(
1
2
)
+
1
8
ln42 +
23
8
ζ (3) ln 2− ζ (2) ln22− 3ζ (4) ,
ζ (1¯, 1, 1, 1¯) = Li4
(
1
2
)
+
1
12
ln42 +
7
8
ζ (3) ln 2−
1
2
ζ (2) ln22− ζ (4) .
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Next, we now close this paper with two Theorem.
Theorem 6.2 For integers m ≥ 1 and k ≥ 0, then the following identity holds:
m!
k∑
l=0
l!
(
k
l
)
(ln 2)k−lζ
(
l + 2, {1}m−1;
1
2
)
+ k!
m∑
l=0
l!
(
m
l
)
(ln 2)m−lζ
(
l + 1, {1}k;
1
2
)
= m!k!ζ (m+ 1, {1}k) . (6.1)
Proof. By using (3.1), (3.6) and (3.7), we deduce that
1/2∫
0
lnkxlnm (1− x)
x
dx =(−1)mm!
∞∑
n=1
ζn−1
(
{1}m−1
)
n
1∫
0
xn−1lnkxdx
=(−1)m+km!
k∑
l=0
l!
(
k
l
)
(ln 2)k−lζ
(
l + 2, {1}k−1;
1
2
)
1−x=t
=
1∫
1/2
lnk (1− t) lnmt
1− t
dt
=(−1)kk!
∞∑
n=1
ζn−1 ({1}k)
1∫
1/2
tn−1lnmtdt
=(−1)m+km!k!ζ (m+ 1, {1}k)
+ (−1)m+k−1k!
m∑
l=0
l!
(
m
l
)
(ln 2)m−lζ
(
l + 1, {1}k;
1
2
)
. (6.2)
By simple calculation, we obtain formula (6.1). 
Taking m = 2, k = 1 in (6.2), we have
ζ
(
3, 1;
1
2
)
=
1
8
ζ (4)−
1
8
ζ (3) ln 2 +
1
24
ln42.
Proceeding in a similar fashion to evaluation of the Theorem 2.1-2.4, it is possible to evaluate
other alternating multiple zeta values. For example, by using (3.1) and applying the same
arguments as in the proof of Theorem 2.1 and 2.2, we may easily deduce the following integral
representation of series
ζ
(
m+ 1, 1¯, {1}k−1
)
=
(−1)m+k−1
k!m!
1∫
0
(ln t)mlnk (1− t)
1 + t
dt, (6.3)
and identities
ζ
(
1¯, {1}m−1, 1¯, 1¯, {1}k−1
)
=
(−1)k−1
m!k!
{k(ln 2)mJ (1, k − 1)− (m+ k)J (1,m+ k − 1)}
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−
m−1∑
i=1
(ln 2)i
i!
ζ
(
1¯, {1}m−i−1, 1¯, 1¯, {1}k−1
)
, (6.4)
ζ
(
1¯, {1}m−1, 1¯, 1¯, 1¯, {1}k−1
)
= (−1)m+1ζ
(
k + 1, 2, {1}m−1;
1
2
)
. (6.5)
Hence, from (4.9) and (6.4), we obtain the conclusion.
Theorem 6.3 If m,k ∈ N, then the alternating multiple zeta values ζ
(
1¯, {1}m−1, 1¯, 1¯, {1}k−1
)
can be expressed as a rational linear combination of zeta values, polylogarithms and ln 2.
From (6.4) and (6.5), we can get the following results
ζ (1¯, 1¯, 1¯, 1¯) =
1
24
ln42 +
1
4
ζ (3) ln 2−
1
4
ζ (2) ln22 +
1
16
ζ (4) ,
ζ (1¯, 1¯, 1¯, 1) = 3Li4
(
1
2
)
+
1
6
ln42 +
23
8
ζ (3) ln 2− ζ (2) ln22− 3ζ (4) ,
ζ (1¯, 1, 1¯, 1¯) = −3Li4
(
1
2
)
−
1
12
ln42−
11
4
ζ (3) ln 2−
3
4
ζ (2) ln22 + 3ζ (4) .
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