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$X_{1},$ $\cdots,$ $X_{n}$ $N(\mu, \sigma^{2})$ $\mu\in[0, \infty)$
(i) $\sigma^{2}$ $\sigma^{2}=1$ $\mu$ (MLE)
$\hat{\mu}_{ML}:=\max\{\overline{X}, 0\}$
$\overline{X}=(1/n)\sum_{i=1}^{n}X_{i}$ $\hat{\mu}_{ML}$
$\hat{\mu}_{ML}$ $\hat{\mu}_{ML}$ 2 $\pi$




$\phi$ $N(0,1)$ $(p.d.f.)$ $\hat{\mu}^{*}(\cdot)$
$\hat{\mu}_{ML}$ $\hat{\mu}_{ML}$
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, $K>0$











$\Phi$ $N(O, 1)$ $(c.d.f.)$ (2.3)
$\lim_{Karrow\infty}\hat{\mu}_{K}(\overline{X})=\hat{\mu}_{0}^{*}(\overline{X})$































$\tilde{\pi}_{K}(\mu, \sigma)=\{\begin{array}{ll}\frac{1}{K\sigma}e^{-\mu/K} (\mu\geq 0, \sigma>0),0 (\text{ })\end{array}$
$\tilde{\pi}_{K}$
$\int_{0}^{\infty}\prod_{i=1}^{n}\phi(\frac{x_{\dot{\iota}}-\mu}{\sigma})\tilde{\pi}_{K}(\mu, \sigma)d\sigma=\int_{0}^{\infty}\prod_{i=1}^{n}\phi(\frac{x_{\dot{\iota}}-\mu}{\sigma})\frac{1}{K\sigma}e^{-\mu/K}d\sigma$








$C_{1};= \frac{2^{(n/2)-1}\Gamma(n/2)}{K(\sqrt{2\pi})^{n}}$ , $C_{2};=C_{1}(n-1)^{-n/2}$
$C_{0}:=C_{2} \frac{\sqrt{\pi(n-1)}\Gamma((n-1)/2)}{\Gamma(n/2)}$ , $s_{0}=\sqrt{\frac{1}{n-1}\sum_{:--1}^{n}(x_{i}-\overline{x})^{2}}$ ,
$t=\sqrt{}(\overline{x}-\mu)/s_{0}$
$f_{n-1}$ $n-1$ $t$ p.d. $f$. (2.9)
$\int_{0}^{\infty}\prod_{i=1}^{n}\phi(\frac{x_{i}-\mu}{\sigma})\tilde{\pi}_{K}(\mu, \sigma)d\sigma=C_{0}s_{0}^{-n}f_{n-1}(\frac{\sqrt{n}(\overline{x}-\mu)}{s_{0}})e^{-\mu/K}$
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$\int_{0}^{\infty}\int_{0}^{\infty}\prod_{i=1}^{n}\emptyset(\frac{x_{i}-\mu}{\sigma})\tilde{\pi}_{K}(\mu,$ $\sigma)d\sigma d\mu=\int_{0}^{\infty}C_{0}s_{0}^{-n}f_{n-1}$ $( \frac{\sqrt{n}(\overline{x}-\mu)}{S_{0}})e^{-\mu/K}d\mu$
$= \frac{C_{0}s_{0}^{-n+1}}{\sqrt{n}}e^{-\acute{x}/K}\int_{-\infty}^{\sqrt{n}\overline{x}/s0}\frac{\Gamma(n/2)}{\sqrt{\pi(n-1)}\Gamma((n-1)/2)}(1+\frac{t^{2}}{n-1})^{-n/2}e^{s0t/(K\sqrt{n})}dt$
$= \frac{C_{0}s_{0}^{-n+1}}{\sqrt{n}}e^{-\overline{x}/K}\int_{-\infty}^{\sqrt{n}\overline{x}/80}f_{n-1}(t)e^{s0t/(K\sqrt{n})}dt=:\frac{C_{0}s_{0}^{-n+1}}{\sqrt{n}}e^{-\overline{x}/K}H_{K}(\overline{x},$ $s_{0})$ $(2.10)$
(2.9), (2.10) $\mu$
2 $\pi_{K}^{\sim}$ Bayes










$\theta>0$ $\theta=\theta_{0}>0$ $\theta=\theta_{0}$ $\theta\neq\theta_{0},$ $\theta>0$
( ) $\alpha$ $A(\theta_{0})$ $X$




([SA04], [AST05]). $X$ j.p.d.f. $fx(x, \theta)$ $H$ : $\theta=\theta_{0}$









$I(\overline{X})$ $:=[ \max\{0,\overline{X}-\frac{u_{\alpha/2}}{\sqrt{n}}\},$ $\max\{0,\overline{X}+\frac{u_{\alpha/2}}{\sqrt{n}}\}]$ (3.1)








$1- \alpha=\int_{\{\mu|\pi_{K}(\mu|\overline{X})\geq c,\mu\geq 0\}}\pi_{K}(\mu|\overline{X})d\mu$ (3.3)
$\{\mu|\pi_{K}(\mu|\overline{X})\geq c, \mu\geq 0\}$ , $1-\alpha$ $\mu$ ( $\mu_{K}(\cdot|\overline{X})$ )
(highest posterior density(HPD)) (3.2), (3.3)





)HPD ( 32 ). (3.2) $Karrow\infty$
$\pi_{K}(\mu|\overline{X})arrow\frac{\sqrt{n}\phi(\sqrt{n}(\mu-\overline{X}))}{\Phi(\sqrt{n}X^{-})}=:\pi_{0}(\mu|\overline{X})$
$1- \alpha=\int_{\{\mu|\pi o(\mu|\overline{X})\geq c,\mu\geq 0\}}\pi_{0}(\mu|\overline{X})d\mu$
$= \frac{1}{\Phi(\sqrt{n}X^{-})}\int_{\{\mu|\pi o(\mu|\overline{X})\geq c,\mu\geq 0\}}\sqrt{n}\phi(\sqrt{}(\mu-\overline{X}))d\mu$
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$\mu=\underline{c}_{\alpha}(K),\overline{c}_{\alpha}(K)$ $[\underline{c}_{\alpha}(K),\overline{c}_{\alpha}(K)]$ $1-\alpha$ $\mu$ $(\pi_{0}(\cdot|\overline{X})$
)HPD (3.4) $\alpha$ $K$
$N(1,1)$ $\mu$ $(\pi_{K}(\mu|\overline{X})$ $)$HPD
( 31 ). 31 $\mu$
HPD $K$
32 $1-\alpha$ $\mu$ $(\pi_{K}(\mu|\overline{X})$ $)$ HPD $[\underline{c}_{\alpha}(K),\overline{c}_{\alpha}(K)]$
31 $n=1$ $1-\alpha$ $\mu$ ( $\pi_{K}(\cdot|\overline{X})$ )HPD
$[\underline{c}_{\alpha}(K),\overline{c}_{\alpha}(K)]$
4
$N(\mu, \sigma^{2})(\mu\geq 0)$ $\mu$
$\sigma^{2}=1$
Bayes $\sigma^{2}$
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