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Abstract. In a paper by Su and Zhao, the Lie algebra A[D] = A
⊗
F [D] of Weyl type was
defined and studied, where A is a commutative associative algebra with an identity element over a
field F of arbitrary characteristic, and F [D] is the polynomial algebra of a commutative derivation
subalgebra D of A. The 2-cocycles of a class of A[D] were determined by Su. In the present
paper, we determine the 2-cocycles of a class of Lie superalgebras of Weyl type over a field F of
characteristic 0.
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§1. Introduction
Recently there appeared a number of papers on the structure theory of infinite dimen-
sional Lie (super)algebras and conformal (super)algebras (for example, [SXZ, SZ1–SZ3, SZZ,
X1–X5, Z] and references cited in those papers). Among them, a class of Lie algebras of
Weyl type, which is closely related to W-infinity algebras W1+∞, W∞ and the general con-
formal algebras gcN (see, e.g., [BKV, S3, S4]), was studied in [SZ1, SZZ, Z]. In this paper,
we study the 2-cohomology groups of the Lie superalgebras of Weyl type, a natural gener-
alization of Lie algebras of Weyl type, which are closely related to W-infinity superalgebras
and general conformal superalgebras. The main result of this paper is Theorem 3.5. Since
the classification of finite dimensional simple Lie superalgebras was given in [K2], the role of
Lie superalgebras has become more and more important in solving problems in the quantum
field theory and string theory. A cohomology theory of Lie superalgebras and Lie color alge-
bras was developed in [ScZ1], while a general theory of cohomology of Lie conformal algebras
was established in [BKV]. The cohomology theory of Lie algebras has played important roles
in the structure and representation theories of Lie algebras. It is well-known that central
extensions, which are determined by 2-cohomology groups, are widely used in the structure
theory and the representation theory of Lie algebras (e.g., [K1, KP, S3]). Unlike the finite
1Supported by NSF grant 10171064 of China
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dimensional simple Lie algebras, since the complete reducibility of modules does not hold
in super case or conformal case, one may expect that, as pointed in [BKV], the cohomology
theory of Lie superalgebras and conformal superalgebras, is very interesting and important,
and further, one may expect that it is more difficult as is already seen even for the case of
finite dimensional classical simple Lie superalgebras sl(m/n) [ScZ1, ScZ2].
The problem of determining the cohomology groups of general conformal algebras gcN
remains open (see [BKV]). Using some techniques developed in [S2] which determined 2-
cocycles of Lie algebras of Weyl type, a partial answer to the problem was given in [S4]. One
of our motivation in this paper is to develop some results and techniques in order to be used
to determine cohomology groups of the general conformal superalgebras in the future.
Now we begin with some brief definitions. Let F be a field of characteristic 0. For any
positive integer ℓ, an additive subgroup Γ of the ℓ-dimensional vector space F ℓ is called
nondegenerate if Γ contains an F -basis of F ℓ. Let ℓ1, ℓ2, · · · , ℓ5 be five nonnegative integers
such that ℓ =
∑5
p=1 ℓp > 0. For convenience, we denote
ℓ′i =
i∑
p=1
ℓp, and m,n = {m,m+ 1, · · · , n} if m,n ∈ Z , m ≤ n. (1.1)
An element of F ℓ will be written as α = (α1, ..., αℓ). Take an additive subgroup Γ of F
ℓ such
that
α = (α1, · · · , αℓ) = (0, · · · , 0, αℓ1+1, · · · , αℓ′4 , 0 · · · , 0) ∈ {0}
ℓ1 × F ℓ2+ℓ3+ℓ4 × {0}ℓ5 (1.2)
for all α ∈ Γ, and such that Γ is nondegenerate as a subgroup of F ℓ2+ℓ3+ℓ4. Set
~J = Z
ℓ′2
+ × Z
ℓ3 × {0}ℓ4 × {0, 1}ℓ5. (1.3)
For convenience, we shall always decompose a vector ~k = (k1, ..., kℓ) ∈ ~J as
~k =~i+~j, where, (1.4)
~i = (i1, ..., iℓ) = (k1, · · · , kℓ′3, 0, · · · , 0) ∈ Z
ℓ′3 × {0}ℓ4+ℓ5,
~j = (j1, ..., jℓ) = (0, · · · , 0, kℓ′4+1, · · · , kℓ) ∈ {0}
ℓ′4 × {0, 1}ℓ5,
and we denote
|~k| =
ℓ∑
p=1
|kp|, a[p] =
p
(0, · · · , 0, a, 0, · · · , 0), (1.5)
2
where a ∈ Z if p ∈ 1, ℓ′4, and a ∈ {0, 1} if p ∈ ℓ
′
4 + 1, ℓ.
Let
A1 = F [Γ] = span{x
α |α ∈ Γ} (1.6)
be the group algebra with product xαxβ = xα+β for α, β ∈ Γ. Let
A2 = F [ ~J ] = F [t1, t2, · · · , tℓ′3, s1, s2, · · · , sℓ5] (1.7)
be the (super)polynomial algebra with the ordinary (or even) variables tp, p ∈ 1, ℓ′3 and the
Grassmannian (or odd) variables sq, q ∈ 1, ℓ5, namely, variables tp, sq satisfy
tpa = atp, sqsq′ = −sq′sq (in particular, s
2
q = 0) (1.8)
for all a ∈ A2, p ∈ 1, ℓ3, q, q
′ ∈ 1, ℓ5. Let A = A1 ⊗A2, and denote
xα,
~k = xα ti11 · · · t
iℓ′
3
ℓ′3
s
jℓ′
4
+1
1 · · · s
jℓ
ℓ5
, x0,0 = 1, t
~i = x0,
~i, s
~j = x0,
~j , (1.9)
for α ∈ Γ and ~k ∈ ~J written as in (1.4). Then A = F [Γ× ~J ] is a semi-group superalgebra
with basis {xα,
~k | (α,~k) ∈ Γ× ~J}, and the product
xα,
~kxα
′, ~k′ = xα,
~i+~jxα
′,~i′+~j′ = (−1)
∑
ℓ′
4
<p<q≤ℓ jqj
′
pxα+α
′,~k+~k′ (1.10)
for α, α′ ∈ Γ, ~k,~k′ ∈ ~J, where we have used the following convention.
Convention 1.1. If an undefined notion appears in an expression, we regard it as zero;
for instance, xα,
~k = 0 if kp ≥ 2 for some p ∈ ℓ
′
4, ℓ since in this case
~k /∈ ~J .
Let Z 2 = Z/2Z = {0¯, 1¯}. Then A = A0¯ +A1¯ is a Z 2-graded supercommutative superal-
gebra with the gradation spaces given by
A0¯ = span{x
α,~i+~j
∣∣∣ |~j| is even}, A1¯ = span{xα,~i+~j
∣∣∣ |~j| is odd}. (1.11)
Define the linear transformations {∂−1 , ∂
−
2 , · · · , ∂
−
ℓ′3
, ∂+
ℓ′3+1
, · · · , ∂+
ℓ′4
, ∂−
ℓ′4+1
, · · · , ∂−ℓ } on A by
∂−p (x
α,~k) = kpx
α, ~k−1[p], ∂+p′(x
α,~k) = αp′x
α,~k, ∂−q (x
α,~k) = (−1)
∑q−1
r=ℓ′
4
+1
kr
kqx
α,~k−1[q] , (1.12)
for p ∈ 1, ℓ′3, p
′ ∈ ℓ1 + 1, ℓ
′
4, q ∈ ℓ
′
4 + 1, ℓ. We call the operators ∂
−
p down-grading operators,
and the operators ∂+p′ grading operators. Set
∂q = ∂
−
q , ∂p = ∂
−
p + ∂
+
p , ∂p′ = ∂
+
p′ and ∂ˇr = ∂ℓ4+r, (1.13)
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for q ∈ 1, ℓ1
⋃
ℓ′4 + 1, ℓ , p ∈ ℓ1 + 1, ℓ
′
3, p
′ ∈ ℓ′3 + 1, ℓ
′
4 and r ∈ 1, ℓ5. Then ∂ˇr, r ∈ 1, ℓ5 are the
odd (or Grassmannian) derivations satisfying ∂ˇ2r = 0.
Denote D =
∑ℓ
p=1 F∂p. Let F [D] be the (super) polynomial algebra of D with basis
{
∂µ =
ℓ∏
p=1
∂
µp
p
∣∣∣ µ = (µ1, ..., µℓ) ∈ ~K
}
, where ~K = Z
ℓ′4
+ × {0, 1}
ℓ5, (1.14)
and where ∂µ = 1 if µ = 0. Then the vector space
W =W(ℓ1, · · · , ℓ5,Γ) = A⊗ F [D] = span{x
α,~k∂µ | (α,~k, µ) ∈ Γ× ~J × ~K}, (1.15)
becomes a Z 2-graded associative superalgebra, called a superalgebra of generalized Weyl type,
under the operations (cf. [SZ1, SZZ])
u∂µ · v∂ν = u
∑
λ∈ ~K
(
µ
λ
)
(−1)
g(v)g(µ−λ)+
∑
ℓ′
4
<p<q≤ℓ(µq−λq)νp∂λ(v)∂µ+ν−λ, (1.16)
where v is a homogeneous element of A with degree g(v) ∈ Z 2 (the gradation of the elements
in W is defined by (1.11) and by g(∂p) = 0¯ if p ≤ ℓ
′
4 and g(∂p) = 1¯ otherwise), and in
general g(µ) =
∑ℓ
p=ℓ′4+1
µp for µ ∈ ~K, and (
µ
λ ) =
∏ℓ
p=1(
µp
λp
) (here ( ji ) is defined to be
j(j − 1) · · · (j − i + 1)/i! if i ≥ 0 or 0 otherwise), and ∂λ(v) = ∂λ11 (∂
λ2
2 (· · · (∂
λℓ
ℓ (v)))). Here
we have again used Convention 1.1; for instance, ∂
2[ℓ′
4
+1] = 0 since 2[ℓ′4+1] /∈
~K. We shall
ALWAYS omit the product notion “·” when the context is clear.
Under the usual bracket, the superalgebra W induces a Lie superalgebra, also denoted
by W and called a Lie superalgebra of generalized Weyl type, which is central simple in the
sense that [W,W]/F is simple (see [SZZ]).
§2. Preliminaries
Since we shall be mainly interested in infinite dimensional cases, we assume ℓ′4 6= 0.
Choose a basis of W to be B = {xα,
~k∂µ | (α,~k, µ) ∈ Γ× ~J × ~K}. Fix an element
τ ∈ Γ such that τp 6= 0 for all p ∈ ℓ1 + 1, ℓ′4. (2.1)
For µ = (µ1, · · · , µℓ) ∈ ~K, we define the level of µ, by |µ| =
∑ℓ
p=1 µp, and define a total order
on ~K by
µ < µ′ ⇔ |µ| < |µ′|, or |µ| = |µ′|, ∃ p such that µq = µ
′
q (q < p) and µp < µ
′
p. (2.2)
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Recall that a 2-cocycle on Lie superalgebraW is an F -bilinear function ψ :W×W → F ,
satisfying the following conditions
ψ(u1, u2) = −(−1)
g(u1)g(u2)ψ(u1, u2) (super-skew-symmetry), (2.3)
ψ(u1, [u2, u3]) = ψ([u1, u2], u3) + (−1)
g(u1)g(u2)ψ(u2, [u1, u2]) (super-Jacobi identity), (2.4)
for u1, u2, u3 ∈ W (we shall always assume an element in W is homogeneous). The vector
space of 2-cocycles on W is denoted by C2(W,F). A 2-cocycle ψ is called 2-coboundary or
trivial if there exists an F -linear function f on W such that ψ = ψf , where
ψf (u1, u2) = f([u1, u2]) for u1, u2 ∈ W.
Denote the vector space of all 2-coboundaries by B2(W,F). Two 2-cocycles ψ, φ are equiv-
alent if φ− ψ is trivial, the quotient space
H2(W,F) = C2(W,F)/B2(W,F)
is called the 2-cohomology group of W.
The first preliminary result in obtaining our main theorem is the following rather technical
lemma.
Lemma 2.1. Let ψ be a 2-cocycle on Lie superalgebra W, then there exists a 2-cocycle
ϕ equivalent to ψ such that
ϕ(tp∂p, x
α,~k∂µ) = 0 if p ∈ 1, ℓ′3, (2.5)
ϕ(∂p, x
α,~k∂µ) = 0 if p ∈ 1, ℓ, (2.6)
ϕ(sp∂ˇp, x
α,~k∂µ) = 0 if p ∈ 1, ℓ5, (2.7)
for (α,~k, µ) ∈ Γ× ~J × ~K (cf. notations (1.9) and (1.13)).
Proof. Define an F -linear function f : W → F as follows: For xα,
~k∂µ ∈ B with α 6= 0,
let q ∈ ℓ1 + 1, ℓ
′
4 be the minimal index such that αq 6= 0, we define f(x
α,~k∂µ), inductively on
|kq|, by
f(xα,
~k∂µ) =


α−1q (ψ(∂q, x
α,~k∂µ)− kqf(x
α,~k−1[q]∂µ)) if kq ≥ 0,
−(1 + µq)
−1(ψ(tq∂q, x
α,~k∂µ)− αqf(x
α,~k+1[q]∂µ)) if kq = −1,
(kq + 1)
−1(ψ(∂q, x
α,~k+1[1q ]∂µ)− αqf(x
α,~k+1[q]∂µ)) if kq ≤ −2.
(2.8)
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Note that ∂q ∈ W0¯ and [∂q, x
α,~k∂µ] = αqx
α,~k∂µ+kqx
α,~k−1[q]∂µ. If kq ≥ 1, then (~k−1[q]) ∈ ~J, so,
xα,
~k−1[q]∂µ ∈ B; if kq ≤ −1 then q ∈ ℓ′2 + 1, ℓ
′
3 and x
α,~k+1[q]∂µ ∈ B, tq∂q ∈ W0¯, [tq∂q, x
α,~k∂µ] =
αqx
α,~k+1[q]∂µ + (kq − µq)x
α,~k∂µ. Thus the right-hand side of (2.8) makes sense in all cases.
For t
~k∂µ ∈ B with ~k = ~i+~j and ~i 6= 0, let r be the minimal index such that ir 6= 0, we
define
f(t
~k∂µ) =


(ir − µr)
−1ψ(tr∂r, t
~k∂µ) if ir 6= µr,
(ir + 1)
−1ψ(∂r, t
~k+1[r]∂µ) if ir = µr.
(2.9)
Note that in (2.9) since ir 6= 0, we have r ≤ ℓ
′
3 and tr∂r ∈ W0¯, so the right-hand side of (2.9)
makes sense.
For s
~j∂µ ∈ B with ~j 6= 0, let r′ ∈ ℓ′4 + 1, ℓ be the minimal index such that jr′ 6= 0 (i.e.,
jr′ = 1), we define
f(s
~j∂µ)=


ψ(sr′−ℓ′4 ∂ˇr′−ℓ′4 , s
~j∂µ) if 1 = jr′ 6= ur′ = 0,
ψ(∂1, t1s
~j∂µ) if ℓ′3 6= 0, jr′ = µr′ = 1,
−τ−1
ℓ′4
(µℓ′4 + 1)
−1
(
ψ(xτ , x−τs
~j∂
µ+1[ℓ′4])
+
∑
λ∈ ~K,λ6=0,1[ℓ′
4
]
(µ+1[ℓ′4]
λ
)
[τ ]λf(s
~j∂
µ+1[ℓ′
4
]−λ)
)
if ℓ′3=0 6=ℓ
′
4, jr′=µr′=1,
(2.10)
where in general we denote
[α]λ =
ℓ′4∏
p=1
αλpp for α ∈ Γ, λ ∈
~K. (2.11)
Note that [sr′−ℓ′4 ∂ˇr′−ℓ′4 , s
~j∂µ]=s
~j∂µ if 1=jr′ 6=µr′=0, and [∂1, t1s
~j∂µ] = s
~j∂µ if ℓ′3 6= 0, and
[xτ , x−τs
~j∂
µ+1[ℓ′4] ]=−τℓ′4(µℓ′4 + 1)s
~j∂µ−
∑
λ∈ ~K,λ6=0,1[ℓ′
4
]
x−τs
~j
(µ+ 1[ℓ′4]
λ
)
∂λ(xτ )∂
µ+1[ℓ′4]
−λ
(2.12)
if ℓ′3=0 6=ℓ
′
4. We define f(s
~j∂µ) by induction on µ with respect to the order defined in (2.2).
Finally for ∂µ ∈ B with µ ∈ ~K, if ℓ′3 6= 0, we define
f(∂µ) = ψ(∂1, t1∂
µ), (2.13)
and if ℓ′3 = 0 6= ℓ
′
4, we define (cf. (2.11) and (2.12))
f(∂µ)=−(τℓ′4(µℓ′4+1))
−1
(
ψ(xτ , x−τ∂
µ+1[ℓ′
4
])+
∑
λ∈ ~K,λ6=0,1[ℓ′
4
]
(
µ+1[ℓ′4]
λ
)[τ ]λf(∂
µ+1[ℓ′
4
]−λ)
)
(2.14)
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by induction on the order of µ.
Now set ϕ = ψ − ψf . For v = x
α,~k∂µ ∈ B, we define


q = qv = min{q ∈ ℓ1 + 1, ℓ
′
4 |αq 6= 0} if α 6= 0,
r = rv = min{r ∈ 1, ℓ′3 | ir 6= 0} if ~i 6= 0,
r′ = r′v = min{r
′ ∈ ℓ′4 + 1, ℓ | jr′ 6= 0} if ~j 6= 0,
(2.15)
(when there is confusion, we add subscript v to the notation). Then by (2.8)–(2.14), we have
ϕ(∂q, x
α,~k∂µ) = 0 if α 6= 0, (2.16)
ϕ(tq∂q, x
α,~k∂µ) = 0 if α 6= 0, iq = −1, (2.17)
ϕ(tr∂r, t
~i∂µ) = 0 if ir 6= µr, (2.18)
ϕ(∂r, t
~k∂µ) = 0 if ir ≥ 2, µr = ir − 1, or r = 1, ~i = 1[1], (2.19)
ϕ(sr′−ℓ′4 ∂ˇr′−ℓ′4 , s
~j∂µ) = 0 if 1 = jr′ 6= µr′ = 0, (2.20)
ϕ(∂1, t1s
~j∂µ) = 0 if ℓ′3 6= 0, jr′ = µr′ = 1, (2.21)
ϕ(xτ , x−τs
~j∂
µ+1[ℓ′
4
]) = 0 if ℓ′3 = 0 6= ℓ
′
4, jr′ = µr′ = 1, (2.22)
ϕ(xτ , x−τ∂
µ+1[ℓ′4]) = 0 if ℓ′3 = 0 6= ℓ
′
4. (2.23)
Now we prove the lemma in 4 cases.
Case 1: α 6= 0. Let q be as in (2.15), by (2.16) and (2.17) we obtain
0 = ϕ(∂q, αpx
α,~k+1[p]∂µ + (kp − µp)x
α,~k∂µ) = ϕ(∂q, [tp∂p, x
α,~k∂µ])
= ϕ([∂q, tp∂p], x
α,~k∂µ) + ϕ(tp∂p, [∂q, x
α,~k∂µ])
= δp,qϕ(∂p, x
α,~k∂µ) + ϕ(tp∂p, αqx
α,~k∂µ + iqx
α,~k−1[q]∂µ)
= αqϕ(tp∂p, x
α,~k∂µ) + iqϕ(tp∂p, x
α,~k−1[q]∂µ) for p ∈ 1, ℓ′3. (2.24)
We also have
0 = ϕ(∂q, αpx
α,~k∂µ ± ipx
α,~k−1[p]∂µ) = ϕ(∂q, [∂p, x
α,~k∂µ])
= αqϕ(∂p, x
α,~k∂µ) + iqϕ(∂p, x
α,~k−1[q]∂µ) for p ∈ 1, ℓ, (2.25)
(note that when p ∈ ℓ′4 + 1, ℓ, ∂p is an odd derivation, so it may produce a minus sign when
applying it to xα,
~k). If iq ≥ 0, then (2.5) and (2.6) follow from (2.24), (2.25) and induction
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on iq. If iq = −1, p = q, then (2.5) and (2.6) follow from (2.16) and (2.17). Assume
iq = −1, p 6= q. Using (2.17) we have
0 = ϕ(tq∂q, [tp∂p, x
α,~k∂µ]) = ϕ(tp∂p, [tq∂q, x
α,~k∂µ])
= ϕ(tp∂p, αqx
α,~k+1[q]∂µ + iqx
α,~k∂µ − µqx
α,~k∂µ) = −(1 + µq)ϕ(tp∂p, x
α,~k∂µ), (2.26)
which implies (2.5), where the last equality of (2.26) follows from the fact that (2.5) holds
when iq ≥ 0. Using (2.24), the proof of (2.5) can be completed by induction on −iq when
iq ≤ −2. To complete the proof of (2.6), first suppose p ∈ 1, ℓ′4. If iq = −1, then
0=ϕ(tq∂q, [∂p, x
α,~k∂µ])
=ϕ([tq∂q, ∂p], x
α,~k∂µ) + ϕ(∂p, [tq∂q, x
α,~k∂µ])
=−δp,qϕ(∂p, x
α,~k∂µ)+αqϕ(∂p, x
α,~k+1[q]∂µ)− (1+µq)ϕ(∂p, x
α,~k∂µ)
=−(1 + δp,q + µq)ϕ(∂p, x
α,~k∂µ), (2.27)
which implies (2.6), where the last equality of (2.27) follows from the fact that (2.6) holds
when iq ≥ 0. If iq ≤ −2, (2.6) is obtained from (2.25) by induction on −iq. Next suppose
p ∈ ℓ′4 + 1, ℓ. If iq = −1 then from (2.5) we have (noting that p 6= q in this case)
0=ϕ(tq∂q, [∂p, x
α,~k∂µ]) = ϕ([tq∂q, ∂p], x
α,~k∂µ) + ϕ(∂p, [tq∂q, x
α,~k∂µ])
=αqϕ(∂p, x
α,~k+1[q]∂µ)− (1 + µq)ϕ(∂p, x
α,~k∂µ) = −(1 + µq)ϕ(∂p, x
α,~k∂µ), (2.28)
which implies (2.6). The proof of (2.6) is completed by (2.25) and induction on −iq when
iq ≤ −2. The proof of (2.7) is similar to that of (2.5).
Case 2: α = 0, ~i 6= 0 (which implies ℓ′3 ≥ 1). Let r be as in (2.15). First we prove (2.5).
If ir 6= µr, then by (2.18) we have
0 = ϕ(tr∂r, [tp∂p, t
~k∂µ]) = ϕ([tr∂r, tp∂p], t
~k∂µ) + ϕ(tp∂p, [tr∂r, t
~k∂µ])
= (ir − µr)ϕ(tp∂p, t
~k∂µ) (noting that r, p ∈ 1, ℓ′3), (2.29)
which implies (2.5). Assume ir = µr. Then we have ir ≥ 1 (cf. (2.15)), and
ϕ(tp∂p, t
~k∂µ) = (1 + ir)
−1ϕ(tp∂p, [∂r, t
~k+1[r]∂µ])
= (1 + ir)
−1(−δr,p + ip + δp,r − µp)ϕ(∂r, t
~k+1[r]∂µ) = 0, (2.30)
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which gives (2.5), where the last equality follows from (2.19) by noting that the condition
of (2.19) is satisfied by t
~k+1[r]∂µ since ir + 1 = µr + 1 ≥ 2. Similarly we have (2.7). Next
consider (2.6). First suppose p∈1, ℓ′4. Since
t
~k∂µ =


(i1 + 1)
−1[∂1, t
~k+1[1]∂µ] if i1 6= −1,
−(1 + µ1)
−1[t1∂1, t
~k∂µ] if i1 = −1,
(2.31)
we have
ϕ(∂p, t
~k∂µ) =


(i1 + 1)
−1(ip + δp,1)ϕ(∂1, t
~k+1[1]−1[p]∂µ) if i1 6= −1,
−(1 + µ1)
−1δp,1ϕ(∂1, t
~k∂µ) if i1 = −1,
(2.32)
where the second case is obtained from the super-Jacobi identity and (2.5). So the proof of
(2.6) is reduced the case p = 1. Using (2.5) we have
0 = ϕ(t1∂1, [∂1, t
~k∂µ]) = (−1 + i1 − µ1)ϕ(∂1, t
~k∂µ). (2.33)
Thus it remains to consider the case i1 = µ1 + 1. The result follows from (2.19) if µ1 ≥ 1 or
~i = 1[1]. Thus assume µ1 = 0 and ~i 6= 1[1]. Then iq′ 6= 0 for some q
′ ∈ 2, ℓ′3 and we denote q
′
to be the minimal index with iq′ 6= 0. If iq′ 6= µq′, then by (2.5) we have
0 = ϕ(tq′∂q′ , [∂1, t
~k∂µ]) = (iq′ − µq′)ϕ(∂1, t
~k∂µ), (2.34)
and if iq′ = µq′ then
ϕ(∂1, t
~k∂µ) = (iq′ + 1)
−1ϕ(∂1, [∂q′ , t
~k+1[q′]∂µ]) = (iq′ + 1)
−1ϕ(∂q′ , t
~k−1[1]+1[q′]∂µ) = 0, (2.35)
where the last equality follows from (2.19) by noting that q′ is precisely the number rv defined
in (2.15) for v = t
~k−1[1]+1[q′]∂µ. Finally assume p ∈ ℓ′4 + 1, ℓ. From the result above we have
0 = ϕ(∂1, [∂p, t
~k+1[1]∂µ]) = ϕ(∂p, [∂1, t
~k+1[1]∂µ]) = (i1 + 1)ϕ(∂p, t
~k∂µ), (2.36)
which implies (2.6) if i1 6= −1. If i1 = −1, then (2.5) gives
0 = ϕ(t1∂1, [∂p, t
~k∂µ]) = ϕ(∂p, [t1∂1, t
~k∂µ]) = −(1 + µ1)ϕ(∂p, t
~k∂µ), (2.37)
which implies (2.6) since µ1 ≥ 0.
Case 3: α = 0, ~i = 0, ~j 6= 0. Consider (2.5). For p ∈ 1, ℓ′3, we have
ϕ(tp∂p, s
~j∂µ) = ϕ(tp∂p, [∂p, tps
~j∂µ]) = 0, (2.38)
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where the last equality follows from the super-Jacobi identity and Case 2. Consider (2.7).
Assume p ∈ 1, ℓ5. If ℓ
′
3 6= 0, then similar to (2.38), we have
ϕ(sp∂ˇp, s
~j∂µ) = ϕ(sp∂ˇp, [∂1, t1s
~j∂µ]) = 0.
Assume ℓ′3 = 0 6= ℓ
′
4. Let r
′ be as in (2.15). If µr′ = 0, we have
ϕ(sp∂ˇp, s
~j∂µ) = ϕ(sp∂ˇp, [sr′−ℓ′4∂ˇr′−ℓ′4 , s
~j∂µ]) = 0 (cf. notations (1.9) and (1.13)),
where the last equality follows from super-Jacobi identity and (2.20). If µr′=1=jr′, we have
0 = ϕ([sp∂ˇs, x
τ ], x−τs
~j∂
µ+1[ℓ′
4
]) (since [sp∂ˇp, x
τ ] = 0)
= ϕ(sp∂ˇp, [x
τ , x−τs
~j∂
µ+1[ℓ′4] ]) (from (2.4) and (2.22))
= −
∑
06=λ∈ ~K
(µ+ 1[ℓ′4]
λ
)
[τ ]λϕ(sp∂ˇp, s
~j∂
µ−λ+1[ℓ′
4
]) (cf. (2.11)), (2.39)
and (2.7) follows from the induction on |µ|. Consider (2.6). If p ∈ 1, ℓ′3, we have
0 = ϕ(tp∂p, [∂p, s
~j∂µ]) (since [∂p, s
~j∂µ] = 0)
= ϕ([tp∂p, ∂p], s
~j∂µ) + ϕ(∂p, [tp∂p, s
~j∂µ]) = −(1 + µp)ϕ(∂p, s
~j∂µ). (2.40)
Assume p ∈ ℓ′3 + 1, ℓ. If ℓ
′
3 ≥ 1, we have
ϕ(∂p, s
~j∂µ) = ϕ(∂p, [∂1, t1s
~j∂µ]) = ϕ(∂1, [∂p, t1s
~j∂µ]) = 0 (by Case 2). (2.41)
Assume ℓ′3 = 0. If there exists p
′ ∈ ℓ′4 + 1, ℓ \{p} such that jp′ 6= µp′, then
ϕ(∂p, s
~j∂µ) = ϕ(∂p, [sp′−ℓ′4∂ˇp′−ℓ′4, s
~j∂µ]) = 0 (by (2.4) and (2.7)).
Assume
jp′ = µp′ for all p
′ ∈ ℓ′4 + 1, ℓ \{p}. (2.42)
If p = r′ and 1 = jr′ = µr′, we have
0 = ϕ(sr′−ℓ′4 ∂ˇr′−ℓ′4 , [∂p, s
~j∂µ]) = −ϕ(∂p, s
~j∂µ) (cf. notations (1.9) and (1.13))
by super-Jacobi identity. Assume p = r′ and 1 = jr′ 6= µr′ = 0. Let v = [∂p, x
−τs
~j∂
µ+1[ℓ′4] ] =
x−τs
~j−1[r′]∂
µ+1[ℓ′
4
]. Then v either has the form x−τ∂
µ+1[ℓ′
4
] (if s
~j = 1[r′]) or r
′
v 6= r
′ satisfies
jr′v = µr′v = 1 by (2.42) and by definition (2.15); in either case, we have
ϕ(xτ , v) = 0 (by (2.22) or (2.23)). (2.43)
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Thus
0 = ϕ([∂p, x
τ ], x−τs
~j∂
µ+1[ℓ′4]) (since [∂p, x
τ ] = 0)
= ϕ(∂p, [x
τ , x−τs
~j∂
µ+1[ℓ′
4
] ]) + ϕ([∂p, x
−τs
~j∂
µ+1[ℓ′
4
] ], xτ ) (by (2.4))
= ϕ(∂p, [x
τ , x−τs
~j∂
µ+1[ℓ′4] ])
= −
∑
06=λ∈ ~K
(µ+ 1[ℓ′4]
λ
)
[τ ]λϕ(∂p, s
~j∂
µ+1[ℓ′
4
]−λ) (cf. (2.12)), (2.44)
which gives (2.6) by induction on µ, where the third equality follows from (2.43). Finally
assume p 6= r′. Then by (2.42) we must have 1 = jr′ = µr′, and we still have (2.44) where
now the third equality follows from (2.22).
Case 4: α = 0, ~k = 0. From (2.38), we have (2.5). Consider (2.6). If p ∈ 1, ℓ′3, then
0 = ϕ(t1[p]∂p, [∂p, ∂
µ]) = −(1 + µp)ϕ(∂p, ∂
µ), (2.45)
which implies (2.6). Assume p ∈ ℓ′3 + 1, ℓ. If ℓ
′
3 ≥ 1, then
ϕ(∂p, ∂
µ) = ϕ(∂p, [∂1, t
1[1]∂µ]) = ϕ(∂1, [∂p, t
1[1]∂µ]) = 0. (2.46)
If ℓ′3 = 0, then
0 = ϕ([∂p, x
τ ], x−τ∂
µ+1ℓ′4 ) = −
∑
06=λ∈ ~K
(µ+ 1ℓ′4
λ
)∏
q
τ
λq
q ϕ(∂p, ∂
µ+1[ℓ′4]
−λ
) (2.47)
by (2.12), (2.23) and by noting that if p ≤ ℓ′4 then [∂p, x
τ ] = τpx
τ , [∂p, x
−τ∂
µ+1[ℓ′4]] =
−τpx
−τ∂
µ+1[ℓ′
4
] , and if p > ℓ′4 then [∂p, x
τ ] = 0, [∂p, x
−τ∂
µ+1[ℓ′
4
]] = 0. Induction on |µ| gives
(2.6). Finally consider (2.7). Suppose p ∈ 1, ℓ5. If ℓ
′
3 6= 0, we have
0 = ϕ(∂1, [sp∂ˇp, t1∂
µ]) = ϕ(sp∂ˇp, [∂1, t1∂
µ]) = ϕ(sp∂ˇp, ∂
µ). (2.48)
If ℓ′3 = 0, ℓ
′
4 6= 0 then by (2.23) and (2.12) we have
0 = ϕ([sp∂ˇp, x
τ ], x−τ∂
µ+1[ℓ′
4
]) = ϕ(sp∂ˇp, [x
τ , x−τ∂
µ+1[ℓ′
4
] ]) + ϕ(xτ , [sp∂ˇp, x
−τ∂
µ+1[ℓ′
4
] ])
=
∑
06=λ∈ ~K
(µ+ 1[ℓ′4]
λ
)
[τ ]λϕ(sp∂ˇp, ∂
µ−λ+1[ℓ′
4
]),
which gives the result by induction on |µ|. This completes the proof of the lemma. 
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§3. Main results
Recall that we assume ℓ′4 > 0. Denote
W0=span{x
α,~i∂µ | (α,~i, µ)∈Γ× ~J ′× ~K ′}, ~J ′=Z
ℓ′2
+×Z
ℓ3×{0}ℓ4+ℓ5, ~K ′=Z
ℓ′4
+×{0}
ℓ5 (3.1)
(cf. (1.3) and (1.14)). ThenW0 is a Lie algebra of Weyl type whose 2-cocycles were considered
in [S2] (cf. also [L], [LW], [S1]). The following result can be found in [S2].
Theorem 3.1. (1) If ℓ′4 = ℓ4 = 1, then H
2(W0,F) = Fφ0, where φ0 is the cohomology
class of φ0 defined by
φ0(x
α[∂1]µ, x
β [∂1]ν) = δα+β,0(−1)
µµ!ν!(
α + µ
µ+ ν + 1), (3.2)
for α, β ∈ Γ ⊆ F , µ, ν ∈ Z+, where [∂1]µ = ∂1(∂1 − 1) · · · (∂1 − µ+ 1).
(2) If ℓ′4 = ℓ3 = 1, then for any γ ∈ Γ, there exists a cohomology class φγ ∈ H
2(W0,F)
defined by
φγ(x
α,i∂µ, xβ,j∂ν) = δα+β,γ(−1)
µµ!ν!
µ+ν+1∑
s=0
( is )
αµ+ν+1−s
(µ+ ν + 1− s)!
·
γs−i−j−1
(s− i− j − 1)!
, (3.3)
for all (α, i, µ), (β, j, ν) ∈ Γ×Z ×Z+, where as in [S2],
1
k!
is understood as zero when k < 0,
and when α is taken value 0, it is understood as limα→0 α (thus in particular, α
µ+ν+1−r = 1
if µ+ ν + 1− r = 0 and α = 0). Furthermore H2(W0,F) =
∏
γ∈Γ Fφγ is a direct product.
(3) If ℓ1 + ℓ2 ≥ 1 or ℓ
′
4 ≥ 2, then H
2(W0,F) = 0. 
Remark 3.2. (1) It is proved in [S2] that φγ is in fact a 2-cocycle of the associative
algebra W0, satisfying
φγ(a, bc) + φγ(b, ca) + φγ(c, ab) = 0 for a, b, c ∈ W0. (3.4)
(2) In the case of Theorem 3.1(1), we can suppose 1 ∈ Γ (see e.g., [SZ2]). Then we can
define the derivative d
dx
by d
dx
xα = αxα−1. We have [∂1]µ = x
µ( d
dx
)µ and (3.3) becomes
φ0(x
α+µ( d
dx
)µ, xβ+ν( d
dx
)ν) = δα+β,0(−1)
µµ!ν!(
α+ µ
µ+ ν + 1) for α, β ∈ Γ, µ, ν ∈ Z+ (3.5)
(this 2-cocycle for the case Γ = Z (the classical Weyl algebra) seems to appear first in [KP]).
We prove as follows that φ0 also satisfies (3.4): First by (3.5), we have
φ0(x
α+µ( d
dx
)µ, xβ+ν( d
dx
)ν) = (−1)ν+1
µ!ν!
(µ+ ν + 1)!
φ0(x
1, xα+µ( d
dx
)µ+ν+1(xβ+ν)). (3.6)
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Using this and xα+µ( d
dx
)µxβ+ν( d
dx
)ν =
∑
λ∈Z+
(µλ)[β+ν]λx
α+β+µ+ν−λ( d
dx
)µ+ν−λ (where [β+ν]λ
is a similar notation to [∂1]λ, cf. (3.2), (1.16)), we have
φ0(a(
d
dx
)µ, b( d
dx
)νc( d
dx
)λ)=
ν∑
s=0
(−1)ν+λ+1−s
µ!(ν+λ−s)!
(k+1−s)!
(νs)φ0(x
1, a( d
dx
)k+1−s(b( d
dx
)s(c))), (3.7)
for a, b, c ∈ A0¯ (cf. (1.11)), where k = µ+ ν + λ. Using shifted version of (3.7), we have
φ0(b(
d
dx
)ν , c( d
dx
)λa( d
dx
)µ) =
λ∑
s=0
(−1)ν+s
ν!(λ+µ−s)!
(k+1−s)!
(λs)φ0(x
1, a( d
dx
)s(( d
dx
)k+1−s(b)c)), (3.8)
φ0(c(
d
dx
)λ, a( d
dx
)µb( d
dx
)ν) =
µ∑
s=0
(−1)λ
λ!(ν+µ−s)!
(k+1−s)!
(
µ
s)φ0(x
1, a( d
dx
)s(b)( d
dx
)k+1−s(c)). (3.9)
Denote the right-hand sides of (3.7)–(3.9) by
∑k+1
s=0 dp,sφ(t
1, a( d
dx
)s(b)( d
dx
)k+1−s(c)) for p =
1, 2 and 3 respectively. Using (1+x)k+1−s(1+x)−(λ+1) = (1+x)µ+ν−s, we deduce the binomial
formula
∑
q(−1)
q(k + 1− sν − q )(
λ+ q
q ) = (
µ+ ν − s
ν ). From this, we can deduce that if s ≤ µ,
then
d1,s=
ν∑
q=0
(−1)ν+λ+1−q
µ!(ν+λ−q)!
(k + 1− q)!
(νq)(
k+1−q
s ) = (−1)
λ+1λ!(ν+µ−s)!
(k + 1− s)!
(
µ
s) = −d3,s,
and d2,s = 0; and if µ < s ≤ µ+ ν, then d1,s = d2,s = d3,s = 0; and if µ+ ν < s ≤ k+1, then
d1,s=
ν∑
q=0
(−1)ν+λ+1−q
µ!(ν + λ− q)!
(k + 1− q)!
(νq)(
k + 1− q
s )
=
λ∑
q=0
(−1)ν+q+1
ν!(λ+ µ− q)!
(k + 1− q)!
(λq)(
q
k + 1− s
) = −d2,s,
and d3,s = 0. This proves that the sum of (3.7)–(3.9) is zero. 
Assume ℓ5 > 0. Observe that as an associative superalgebra under the product (1.16),
W can be decomposed into the following tensor product of super-subalgebras:
W =W0 ⊗W1, W1 =W1,1 ⊗W1,2 ⊗ · · · ⊗W1,ℓ5 , (3.10)
where
W1,p=span{s
m
p ∂ˇ
n
p |m,n∈{0, 1}} (a superalgebra of dimension 4) for p∈1, ℓ5 (3.11)
(cf. notations (1.9) and (1.13)). Denote
W∧p =W0 ⊗W1,1 ⊗ · · · ⊗W1,p−1 ⊗W1,p+1 ⊗ · · · ⊗W1,ℓ5 for p ∈ 1, ℓ5. (3.12)
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In the following, an element v ∈ W will always mean a homogeneous element with g(v) ∈ Z 2.
Observe from (1.16) that
[u, vw] = [u, v]w + (−1)g(u)g(v)v[u, w] for u, v, w ∈ W. (3.13)
Thus for a, b ∈ W0, u, v ∈ W1 and y, z ∈ W
∧
p , we have
[au, bv] = [a, b]uv + ba[u, v], (3.14)
[ysp, zsp] = [y∂ˇp, z∂ˇp] = 0, (3.15)
[ysp∂ˇp, zsp∂ˇp] = [ysp∂ˇp, z] = [y, z]sp∂ˇp, (3.16)
[ysp, z∂ˇp] = (−1)
g(z)
(
[y, z]sp∂ˇp + (−1)
g(y)g(z)zy
)
. (3.17)
Now suppose ϕ is a 2-cocycle satisfying (2.5)–(2.7).
Lemma 3.3. We have
ϕ(y, z) = ϕ(ysp, z) = ϕ(ysp, zsp) = ϕ(y∂ˇp, z)
= ϕ(y∂ˇp, z∂ˇp) = ϕ(ysp∂ˇp, zsp) = ϕ(ysp∂ˇp, z∂ˇp) = 0, (3.18)
(−1)g(z)ϕ(ysp, z∂ˇp) = ϕ(y, zsp∂ˇp) = ϕ(ysp∂ˇp, zsp∂ˇp), (3.19)
for p ∈ 1, ℓ5 and y, z ∈ W
∧
p .
Proof. We have ϕ(y, z) = ϕ([∂ˇp, spy], z) = (−1)
1+g(y)ϕ(spy, [∂ˇp, z]) = 0. The other
equalities of (3.18) follow from the fact
0 = ϕ(sp∂ˇp, [ys
k
p∂ˇ
µ
p , zs
k′
p ∂ˇ
ν
p ]) = (k + k
′ − µ− ν)ϕ(yskp∂ˇ
µ
p , zs
k′
p ∂ˇ
ν
p ) (by (2.4) and (2.7))
for k, k′, µ, ν ∈ {0, 1}. By (2.4) and (2.6), we have
0 = ϕ(∂ˇp, [ysp, zsp∂ˇp]) = (−1)
g(y)
(
ϕ(y, zsp∂ˇp)− (−1)
g(z)ϕ(ysp, z∂ˇp)
)
,
which gives the first equality of (3.19). Since W∧p = [W
∧
p ,W
∧
p ], by linearity, we can suppose
z = [z1, z2] for some z1, z2 ∈ W
∧
p without loss of generality. Then by (3.16) and (2.4),
ϕ(y, zsp∂ˇp)= ϕ([y, z1sp∂ˇp], z2sp∂ˇp) + (−1)
g(y)g(z1)ϕ(z1sp∂ˇp, [y, z2sp∂ˇp])
= ϕ([ysp∂ˇp, z1sp∂ˇp], z2sp∂ˇp) + (−1)
g(y)g(z1)ϕ(z1sp∂ˇp, [ysp∂ˇp, z2sp∂ˇp])
= ϕ(ysp∂ˇp, [z1sp∂ˇp, , z2sp∂ˇp]) = ϕ(ysp∂ˇp, zsp∂ˇp),
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which gives the second equality of (3.19). 
Note that we have
W1 = [W1,W1]⊕ Fu1, where u1 = s1 · · · sℓ5 ∂ˇ1 · · · ∂ˇℓ5 ∈ W1. (3.20)
We define a linear function P :W1 → F by setting
P (u1) = 1 and P ([W1,W1]) = 0. (3.21)
Then by the second equation of (3.21), we have
P (uv) = (−1)g(u)g(v)P (vu) for u, v ∈ W1. (3.22)
Define a bilinear function φ :W0 ×W0 → F by setting
φ(a, b) = ϕ(au1, bu1) = ϕ(a, bu1) for a, b ∈ W0. (3.23)
where the second equality follows from Lemma 3.3 and the fact that u1u1 = u1. We have
Lemma 3.4. φ is a 2-cocycle on W0 satisfying (2.5) and (2.6) (with ℓ replaced by ℓ
′
4).
In particular φ = cφ0 for some c ∈ F if ℓ
′
4 = ℓ3 = 1, or φ =
∑
γ∈Γ cγφγ for some cγ ∈ F if
ℓ′4 = ℓ3 = 1, or φ = 0 if ℓ
′
2 ≥ 1 or ℓ
′
4 ≥ 2.
Proof. The first statement can be verified directly, the second follows from [S2] (we
remark that although
∑
γ∈Γ cγφγ may be an infinite sum, it is summable in the sense that
when it applies to any (a, b) for a, b ∈ W0, there are only finite many nonzero terms). 
Our main result of this paper is the following.
Theorem 3.5. (1) Suppose ℓ′4 = ℓ4 = 1. Then H
2(W,F) = Fϕ0, where ϕ0 is defined by
ϕ0(au, bv) = φ0(a, b)P (uv) for a, b ∈ W0, u, v ∈ W1, (3.24)
and φ0 is defined by (3.2).
(2) Suppose ℓ′4 = ℓ3 = 1. Then for any γ ∈ Γ, there corresponds a cohomology class
ϕγ ∈ H
2(W,F) defined by
ϕγ(au, bv) = φγ(a, b)P (uv) for a, b ∈ W0, u, v ∈ W1, (3.25)
and φγ is defined by (3.3). Furthermore, H
2(W,F) is a direct product:
H2(W,F) =
∏
γ∈Γ
Fϕγ. (3.26)
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(3) If ℓ′2 ≥ 1 or ℓ
′
4 ≥ 2, then H
2(W,F) = 0.
Proof. The result follows from Theorem 3.1 if ℓ5 = 0. Thus assume ℓ5 ≥ 1. First we
verify that in case of ℓ′4 = ℓ4 = 1, a bilinear function ϕ0 defined by (3.24) is a nontrivial 2-
cocycle on W: The super-skew-symmetry follows from the skew-symmetry of φ0 and (3.22).
By (3.14), we have
ϕ0(au, [bv, cw]) = ϕ0(au, [b, c]vw + cb[v, w])
= φ0(a, [b, c])P (uvw) + φ0(a, cb)P (u[v, w]), (3.27)
for a, b, c ∈ W0, u, v, w ∈ W1. Now the super-Jacobi identity follows from (3.4), (3.22) and
(3.27) (together with its shifted version). Clearly, ϕ0 is nontrivial since φ0 is nontrivial.
Similarly, in case of ℓ′4 = ℓ3 = 1, since (3.27) still holds with ϕ0 replaced by ϕγ for any γ ∈ Γ,
one can prove that ϕ =
∑
γ∈Γcγϕγ is a nontrivial 2-cocycle on W, where ϕγ is defined in
(3.25), and cγ ∈ F for γ ∈ Γ such that cγ 6= 0 for at least one γ ∈ Γ. In particular, the
right-hand side of (3.26) is a direct product.
Now suppose ϕ is a 2-cocycle satisfying (2.5)–(2.7). For any
u = sj11 · · · s
jℓ5
ℓ5
∂ˇµ11 · · · ∂ˇ
µℓ5
ℓ5
∈ W1, where jp, µp ∈ {0, 1}, (3.28)
we define its support to be supp(u) = {p∈ 1, ℓ5 | (jp, µp) 6=0}. We want to prove
ϕ(a, bu) = 0 for a, b ∈ W0, u ∈ [W1,W1]. (3.29)
Suppose u ∈ [W1,W1] is as in (3.28), then u 6= u1 by (3.20). Thus there exists p ∈ 1, ℓ5 such
that u = u′u′′ for some u′ ∈ W∧p and u
′′ = 1, sp or ∂ˇp. Now take y = a, z = bu
′ ∈ W∧p , by
(3.18), we obtain (3.29). Let φ be defined as in (3.23). By using (3.19), (3.21), (3.23), (3.29)
and induction on the support size #supp(u), one can similarly prove
ϕ(au, bv) = ϕ(a, buv) = φ(a, b)P (uv) for a, b ∈ W0, u, v ∈ W1. (3.30)
For example, if #supp(u) = 0 then (3.30) follows from (3.21), (3.23) and (3.29).
Now the theorem follows from (3.30) and Lemma 3.4. 
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