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Abstract
We consider the AdS/CFT correspondence in the hydrodynamic
regime up to the second order in a derivative expansion. We demon-
strate that the fluid conservation equations are equivalent to Ein-
stein’s constraint equations projected on different hyper-surfaces.
We derive that result for hyper-surfaces of the form r = R (xα) up
to the first order in a derivative expansion of the metric. At the sec-
ond order expansion, we introduce the notion of different black hole
horizons, and focus on two particular horizon hyper-surfaces: the
event horizon and the apparent horizon. We calculate the tempera-
ture and entropy current for the apparent horizon and show that the
latter agrees with the area increase theorem for the black hole, and
differs from the entropy current calculated for the event horizon.
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Chapter 1
Introduction
The AdS/CFT correspondence proposed in [1], plays a significant
role in understanding strongly coupled conformal gauge field theo-
ries. One important application of this duality is the study of the
effective description of these strongly coupled gauge field theories
in the long wavelength regime1. This effective description is the
hydrodynamic plasma description. The correspondence states that
a strongly coupled conformal field theory corresponds to a weakly
coupled string theory, and the latter, in a certain regime, reduces
to the Einstein classical field equations with a negative cosmological
constant in an asymptotically Anti de Sitter space-time. This cor-
respondence is suitable for describing out-of equilibrium fluid flow
(the hydrodynamic description) which is dual to out-of-equilibrium
long wavelength dynamics of a black brane. An example for this
is the fluid-gravity correspondence presented in [2]. The AdS/CFT
duality has a remarkable application in describing strongly coupled
QCD type plasma [3].
The equations governing relativistic hydrodynamics are conserva-
tion equations, namely the relativistic navier-stokes equations [4, 5].
Those equations can be found from parts of Einstein’s equations
1We are actually using the small Knudsen number regime, which is explained in the fol-
lowing chapters.
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in the dual gravitational description [6, 7]. In this thesis we will
project those equations on different hyper-surfaces and verify that
every hyper-surface reproduce the same conservation equations.
From thermodynamics we get the notion of many thermodynamic
quantities that can be generalized for hydrodynamics, for example:
temperature, chemical potential and entropy current. The latter will
be dual to the area of a hyper-surface that admits the area increase
theorem. In this thesis we will explore the different hyper-surfaces
and we will focus on two of them, namely: the event and apparent
horizons.
We will start by describing the relativistic hydrodynamic fluid
and the derivative expansion in chapter 2. At the end of the chap-
ter we will explain the Weyl formalism, which we will work with
in the rest of the thesis. In chapter 3 we will set the stage for the
gravity description and in chapter 4 we will provide basic geometric
quantities. At the end of chapter 4 we will present parts of Ein-
stein’s equation which are dual to the conservation equations of the
hydrodynamic fluid, and in the following two chapter 5, 6 we will
explore those equations for different hyper-surfaces. For this we will
introduce the apparent horizon hyper-surface in chapter 6. In chap-
ter 7 we will calculate the entropy current and the temperature for
the apparent horizon, and we will present our conclusion in chapter
8.
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Chapter 2
Relativistic Hydrodynamics
Hydrodynamics [5] is a theoretical model which describes the behav-
ior of fluids in motion. It treats the fluid as having local domains
which are in equilibrium, hence one can define in those domains
definite thermodynamic quantities such as temperature, pressure,
entropy, etc.
One can address a fluid as a relativistic only if the macroscopic
velocity of the fluid is close to the speed of light.
2.1 Hydrodynamics equations
In order to derive the relativistic equations of fluid dynamics we first
need to derive the form of the energy momentum stress tensor .
If we look on a d dimensional fluid element1 in its local rest frame,
we will realize that in that frame Pascal law is valid, which means
that the pressures on the different surfaces surrounding it are equal.
Therefore, we get T ii = p. On that local frame the component T 00
of the stress tensor is just the local internal energy density of the
fluid ε. The other components of the stress tensor are zero T 0i = 0.
If we introduce the d-velocity of the fluid uµ, then in the local
rest frame of the fluid we get u0 = −1 and ui = 0 . Then the energy
1Can be understood as a volume within the fluid which contains a large number of molecules
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momentum stress tensor of an ideal fluid will be:
T µνIdeal = εu
µuν + p (ηµν + uµuν) (2.1)
If the fluid equation of state is provided, then one can find the
connection between the pressure and the energy density.
From the definition of the d-velocity in the local rest frame, we
can calculate its norm (which will be valid in any frame):
uµuµ = −1 (2.2)
We can define the tensor which multiplies the pressure on (2.1)
as the projector tensor P µν , because it projects along the transverse
direction of the fluid velocity.
We would like to consider a fluid which undergoes viscosity ef-
fects, so we will need to introduce a viscous stress tensor τµν , which
will be added to the ideal stress tensor:
T µν = T µνIdeal + τ
µν (2.3)
We have some freedom in the determination of the viscous stress
tensor that we would like to set. First, we will consider the viscous
stress tensor to be proportional to the derivatives of uµ (x). Second,
we will need to consider how viscosity will affect the fluid in its local
rest frame. In order to do so we will require that the energy density
and the momentum densities in the local rest frame will not change
due to viscous effects, which means τ 00 = 0, τ 0i = 0, and because
the fluid velocity ui = 0, we have in the local rest frame of the fluid
the following expression:
τµνuν = 0 (2.4)
This result is correct not only in the rest frame of the fluid but
also in any Lorentz frame, this result is called the Landau—Lifshitz
4
frame.
We will also specify the equations of motion that can be written
in a simple form, because they are just the conservation equations
of the stress tensor:
∂µT
µν = 0 (2.5)
2.2 Hydrodynamics as an effective Conformal Field The-
ory
When working in the regime of small Knudsen number (long wave-
length) the relativistic field theory has a relativistic hydrodynamic
description [4].
The Knudsen number is just the correlation length of the fluid
`cor divided by the characteristic length scale L of the variations
of the macroscopic fields, so we can write the condition of effective
hydrodynamics description as:
Kn =
`cor
L
 1 (2.6)
Under this condition we can expand the stress tensor in a small
parameter Kn 1 and get:
T µν (x) =
∞∑
l=0
T µνl (x) , T
µν
l ∼ (Kn)l (2.7)
where T µνl (x) is determined locally by the value of the velocity
uµ (x), the pressure p (x)2 and their derivatives. For example the
zeroth order will be the ideal with no derivatives.
If we consider a relativistic Conformal Field Theory with a finite
temperature T , we get:
T µµ = 0 (2.8)
2We are assuming that the equation of state has been given.
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Therefore, we can find the equation of state from this condition
and we get p = ε
d−1 . From dimensional analysis we have p = aT
d
and ε = (d− 1) aT d where a is a normalization coefficient. Then
equation (2.1) takes the form:
T µνIdeal = aT
d (ηµν + duµuν) (2.9)
In order to find the viscous stress tensor τµν , we will use the con-
formality requirement (2.8), from which we will see that the viscous
stress tensor has to be traceless, i.e., τµµ = 0. In addition, if we apply
the equations of motion (2.5) to the zeroth order stress tensor, we
get a connection between the derivatives of the velocity of the fluid
uµ (x) to the derivatives of the fluid temperature T (x), so we can
replace, in the next order, the derivatives of T (x) with the deriva-
tives of uµ (x). We can follow this procedure to all higher order in
this iterative form, in order to eliminate completely the derivatives
of T (x).
By those two conditions and the symmetry of the stress tensor,
one can find the stress tensor by taking all possible terms with dif-
ferent coefficients[8]. Here we will present the complete stress tensor
to second order in derivatives expansion,
T µν = aT d (ηµν + duµuν)−2ησµν+ητΠΣµν(0) +λ1Σµν(1) +λ2Σµν(2) +λ3Σµν(3)
(2.10)
where the shear tensor is defined by:
σµν = P
α
µ P
β
ν ∂(αuβ) −
∂αu
α
d− 1Pµν (2.11)
the vorticity tensor is defined by:
ωµν = P
α
µ P
β
ν ∂[αuβ] (2.12)
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and
Σµν(0) = 2P
µαP νβuλ∂λσαβ+2
∂αu
α
d− 1σ
µν , Σµν(1) = 4σ
µ
λσ
νλ−4σαβσ
αβ
d− 1 P
µν ,
Σµν(2) = 2σ
µλωνλ + 2σ
νλωµλ , Σ
µν
(3) = ω
µ
λω
νλ − ωαβω
αβ
d− 1 P
µν . (2.13)
The brackets represents symmetric or anti-symmetric tensorsA(αβ) =
1
2
(Aαβ + Aβα) , A[αβ] =
1
2
(Aαβ − Aβα).
The coefficients η, τΠ, λ1, λ2, λ3 are called transport coefficients ,
and in the literature [5] η is also called the shear viscosity coefficient.
2.3 Weyl covariant formulation
In this section, we will introduce the Weyl covariant formulation as
done in [9], which is useful for conformal fluid.
We will consider a d > 3 conformal fluid in a curved background
with metric gµν3 and we will look at some observables of the fluid.
We will consider a conformal transformation:
gµν = e
2φg˜µν , g
µν = e−2φg˜µν (2.14)
where φ = φ (xµ).
As in the previous section we will denote by uµ the d-velocity
of the fluid with the normalization (2.2). From this normalization
and (2.14) we can find the transformation rule of the d-velocity by:
gµνu
µuν = g˜µν u˜
µu˜ν = −1 and we get: uµ = e−φu˜µ.
However, if we look on the transformation rule of the covariant
derivative of uµ we get:
3In the rest of the thesis we will consider a flat background metric ηµν , thus for a flat
background one needs to replace gµν → ηµν and ∇λ → ∂λ.
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∇µuν = e−φ
(
∇˜µu˜ν + δνµu˜σ∂σφ− g˜µλu˜λg˜νσ∂σφ
)
(2.15)
which does not transform homogeneously. In order to deal with ho-
mogeneous transformations, which are allowed in a conformal fluid,
we define a Weyl covariant derivative Dλ in the following manner: if
a tensorial quantity Qµ···ν··· transforms Qµ···ν··· = e−ωφQ˜µ···ν··· then the weyl
covariant derivative will transform:DλQµ···ν··· = e−ωφD˜λQ˜µ···ν···, where:
DλQ
µ···
ν··· ≡ ∇λQµ···ν··· + ωAλQµ···ν···
+ [gλαA
µ − δµλAα − δµαAλ]Qα···ν··· + . . . (2.16)
− [gλνaα − δαλAν − δαν ]Qµ···α··· − . . .
Where Aλ is a one-form that can be determined uniquely by the
requirements that the Weyl covariant derivative of the d-velocity
will be traceless and transverse to the fluid direction, i.e., Dµuµ = 0
and uλDλuµ = 0. We get:
Aν = u
λ∇λuν − ∇λu
λ
d− 1uν (2.17)
Note that the Weyl covariant derivative is metric compatible, i.e:
Dλgµν = 0.
We will present here additional transformations of some observ-
ables of the fluid:
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Dµu
ν = ∇µuν + uµuλ∇λuν − ∇λu
λ
d− 1P
ν
µ
= σνµ + ω
ν
µ = e
−φD˜µu˜ν , (2.18)
σµν ≡ 1
2
(
P µλ∇λuν + P νλ∇λuµ
)− ∇λuλ
d− 1P
ν
µ
=
1
2
(Dµuν +Dνuµ) = e−3φσ˜µν , (2.19)
ωµν ≡ 1
2
(
P µλ∇λuν − P νλ∇λuµ
)
=
1
2
(Dµuν −Dνuµ) = e−3φω˜µν (2.20)
Dλσ
λ
µ = (∇λ − (d− 1)Aλ)σλµ (2.21)
Dλω
λ
µ = (∇λ − (d− 3)Aλ)ω λµ (2.22)
uλDλσµν = P
α
µ P
β
ν ∇λσαβ +
∇λuλ
d− 1σµν (2.23)
We will also define a Weyl covariant Riemann curvature tensor
for a vector field with a weight ω ,i.e.V µ = e−ωφV˜ µ by
[Dµ, Dν ]Vλ = ωFµνVλ +R αµνλ Vα (2.24)
with
Fµν = ∇µAν −∇νAµ (2.25)
Rµνλσ = Rµνλσ+Fµνgλσ−4δα[µgν][λδβσ]
(
∇αAβ + AαAβ − AαA
α
2
gαβ
)
(2.26)
After defining the Weyl covariant Riemann curvature tensor, it
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is natural to define the Weyl-covariantized Ricci tensor Rµν and
Weyl-covariantized Ricci scalar R by,
Rµν = Rµν + (d− 2) (∇µAν + AµAν − AαAαgµν) + gµν∇λAλ + Fµν
(2.27)
R = R + 2 (d− 1)∇λAλ − (d− 2) (d− 1)AλAλ (2.28)
Note that we will work with a flat metric on the boundary, hence,
the Riemann curvature tensor, the Ricci tensor, and the Ricci scalar
of the boundary are zero (However, their Weyl definitions are not
zero).
In order to evaluate fluid dynamics to the second order, we will
need to take all sorts of terms with two Weyl covariant derivatives.
This work was done in [10] and can also be found in [9] which we
use for our notations.
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Chapter 3
Fluid Gravity Correspondence
The fluid gravity correspondence is the AdS/CFT or gauge/gravity
duality in a long wavelength regime. This duality relates a particular
strongly coupled non-abelian gauge theory in d dimensions to string
theory, which in a certain regime reduces to classical gravity in d+1
dimensions. The regimes we will work with are the planar limit
in the field theory and the long wavelength regime. The latter is
a small Knudsen number regime, and the CFT can be described
effectively by a hydrodynamic description. Hence, we have a duality
between a d-dimensional relativistic fluid to a classical gravity in
d+ 1 dimensions which is just Einstein’s equations with a negative
cosmological constant in an asymptotically Anti de Sitter space-
time. We can describe this duality holographically and relate to the
fluid as “living on the boundary” of the whole d+1 space-time, which
we will refer to as the bulk. Moreover, the small Knudsen number
suggests an expansion of the fields, from both side of the duality, in a
derivative expansion. This will allow us to solve Einstein’s equations
order by order. It turns out that parts of Einstein’s equations at
a certain order implement the stress tensor conservation equations
of the fluid at a lower order. This statement will be checked in the
following chapters, but not before we will give the basic set up of
11
the bulk space-time geometry in this chapter. Two reviews on the
gauge/gravity duality can be found in [11, 12].
3.1 Preliminaries: Schwarzschild black holes in AdSd+1
We would like to look at the dual description of fluid from the gravity
perspective. In order to do so, we will have to solve Einstein’s
equations with a negative cosmological constant with a particular
choice of units (RAdS = 1) and we get:
Eab = Rab − 12Rgab − d(d−1)2 gab = Tmatterab = 0
=⇒ Rab + dgab = 0, R = −d (d+ 1) (3.1)
One solution to these equations is just the AdSd+1 solution which
is dual to a vacuum state in the CFT. Another class of solutions is
described by the "boosted Schwarzschild black branes",
ds2 = −2uµdxµdr − r2f (br)uµuνdxµdxν + r2Pµνdxµdxν (3.2)
with,
f (r) = 1− 1
rd
, uµ =
(
γ, γui
)
, γ =
1√
1− (ui)2
b =
d
4piT
,
(
ui
)2
= uiui (3.3)
This solution is dual to a CFT at a finite temperature T , where
the velocity ui and the temperature are constants.
The metrics (3.2) describe the uniform black brane in an asymp-
totically Anti de Sitter space-time written in the ingoing Eddington-
12
Figure 3.1: Penrose diagram of the uniform black brane and the causal structure
of the space-times dual to fluid mechanics illustrating the tube structure. The
dashed line in the second figure denotes the future event horizon, while the
shaded tube indicates the region of space-time over which the solution is well
approximated by a tube of the uniform black brane. (Taken from [11]).
Finkelstein coordinates1, at temperature T , moving at velocity ui.
The sets of solutions characterized by d parameters give us d pos-
sible different solutions. The parameters are just the temperature
and the d parameters which define the d-velocity, so we have d + 1
parameters, and because of the normalization (2.2) they are reduced
to d parameters.
If we had written the solution in Schwarzschild type coordinates2
we could easily have read from the metric the location of the event
horizon r = 1
b
. One can look on the left image of figure 3.1 in order
to understand in a pictorial way the casual structure of space-time.
1These coordinates exhibit a regular solution at the event horizon for all orders of expan-
sion.
2The unboosted solution in Schwarzschild type coordinates
ds2 = −r2f (br) dt2 + dr
2
r2f (br)
+ r2δijdx
idxj
with δij is Kronecker’s delta. Note that it is not exhibits regularity at the event horizon
location.
13
3.2 Away from global equilibrium
Now we would like to consider an out-of-equilibrium black brane in
such manner that the dual description will give us hydrodynamics
of a viscous fluid [2]. In order to do so, we promote the parameters
to be dependent on the boundary coordinates xµ, but not on the
radial direction r, and we get from (3.2):
ds2 = −2uµ (xα) dxµdr−r2f (b (xα) r)uµ (xα)uν (xα) dxµdxν+r2Pµν (xα) dxµdxν
(3.4)
However (3.4), denoted as g(0) (u (xα) , b (xα))3, is not a solution
of Einstein’s equations.
The procedure to satisfy Einstein’s equations goes as follow:
1. Expand the velocity and temperature fields in a small param-
eter.
2. Use the ansatz so that after a while the system relaxes and go
back to the static solution (3.2).
3. Calculate the metric order-by-order to satisfy Einstein’s equa-
tions.
We will do the expansions in the manner of effective field theory.
As we have done in (2.7), we will take all possible derivatives along
the boundary coordinates (i.e., xµ) to get the expansions,
uµ (xα) =
∞∑
l=0
uµ(l) (x
α) , b (xα) =
∞∑
l=0
b(l) (x
α) (3.5)
It is possible to prove that every derivative will come with a
factor of b, and if the fields are changing slowly when looking on a
large length scale L, we have that every term in the expansions is
3Consider the fields as the zeroth order of 3.5
14
Figure 3.2: Cartoon of ‘tubewise approximation’ of slowly-varying configuration
by a corresponding piecewise-constant one. (Taken from [12]).
proportional to
(
b
L
)l ∼ ( 1
TL
)l. In other words, in order that these
expansions be justified we will require the Knudsen number to be
small 2.6.
This regime of expansions can be visualized as tubes that go
along the radial direction and their basis is on the boundary (figure
3.1 right picture). In those tubes we can define a definite velocity
and definite temperature (figure 3.2).
Now we will plug the expansions (3.5) into the metric and get
gab =
∑∞
l=0 g
(l)
ab . Then we will require that this metric solves Ein-
stein’s equation and we can determine the metric order-by-order in
an iterative form.
The Einstein’s equations can be written in the form:
H
[
g(0)
(
b(0), u
µ
(0)
)]
g
(n)
ab (x
α) = sn (3.6)
whereH is a linear second order differential operator in the r variable
alone. Note that it does not depend on n, so that it is the same
operator in any order of the expansion. Moreover, the precise form
of this operator at the point xµ depends only on the values of b(0)
and uµ(0) at x
µ but not on the derivatives of these functions at that
point. The source term sn is a regular source term which contains
15
complicated combinations of derivatives of the fields and the fields
themselves and it is different in any order of expansion.
It turns out that it is possible to classify Einstein’s equations into
two categories:
1. the constraint equations Erµ = 0.
2. the dynamical equations Err = 0, Eνµ = 0.
The d constraint equations are defined as the equations that are
of first order in r derivatives. It follows that they are connecting
the derivatives of the temperature field with the derivatives of the
velocity field. Hence we can use them in order to eliminate the
temperature derivatives in all order of expansion. The remaining
d(d+1)
2
dynamical equations are determined by the next order metric4.
Then all together we have (d+1)(d+2)
2
which is the number of equations
that (3.6) possess.
3.3 The Bulk Metric
In this section we will present the general form of metrics that can
describe the bulk geometry of AdS and are also in accord with the
conformal fluid on the boundary of the AdS space-time. Then we
will present the second order solution of the metric which satisfy
(3.1) in a Weyl covariant formulation [13].
We start by writing the most general metric that satisfies the
gauge choice of the previous section:
ds2 = −2uµ (xα) dxµ (dr + Vν (r, xα) dxν) + Gµν (r, xα) dxµdxν ,
(3.7)
4There is a redundancy among the remaining equations which leaves d(d−1)
2
independent
‘dynamical’ equations, this freedom is eliminating by choosing the following gauge condition:
grr = 0, grµ = −uµ.
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where Gµν is transverse to the fluid velocity, i.e., uµGµν = 0.
We will also present the inverse of the bulk metric,
uµ [(∂µ − Vµ∂r)⊗ ∂r + ∂r ⊗ (∂µ − Vµ∂r)]
+
(
G−1
)µν
(∂µ − Vµ∂r)⊗ (∂ν − Vν∂r) (3.8)
or in another form,
ds2 = 2
(
uµ − (G−1)µν Vν) ∂µ⊗∂r+((G−1)µν VµVν − 2uµVµ) ∂r⊗∂r+(ϑ−1)µν ∂µ⊗∂ν
(3.9)
where the symmetric tensor (G−1)µν is uniquely defined by the re-
lations: uµ (G−1)
µν
= 0 and (G−1)µλGλν = P µν .
We will now write the solution to the second order,
Vµ = rAµ + 1
d− 2
[
Dλω
λ
µ −Dλσλµ +
R
2 (d− 1)uµ
]
− 2L (br)
(br)d−2
P νµDλσ
λ
ν
− uµ
2 (br)d
[
r2
(
1− (br)d
)
− 1
2
ωαβω
αβ − (br)2K2 (br) σαβσ
αβ
d− 1
]
Gµν = r
2Pµν − ω λµ ωλν
+2 (br)2 F (br)
[
1
b
σµν + F (br)σ
λ
µ σλν
]
− 2 (br)2K1 (br) σαβσ
αβ
d− 1 Pµν
−2 (br)2H1 (br)
[
uλDλσµν + σ
λ
µ σλν −
σαβσ
αβ
d− 1 Pµν
]
+2 (br)2H2 (br)
[
uλDλσµν + ω
λ
µ σλν + ω
λ
ν σµλ
]
and,
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(
G−1
)µν
=
1
r2
P µν +
1
r4
ωµλω νλ
−2b
2
r2
F (br)
[
1
b
σµν − F (br)σµλσλν
]
+
2b2
r2
K1 (br)
σαβσ
αβ
d− 1 P
µν
+
2b2
r2
H1 (br)
[
uλDλσ
µν + σµλσ
λν − σαβσ
αβ
d− 1 P
µν
]
−2b
2
r2
H2 (br)
[
uλDλσ
µν + ωµλσ
λν + ωνλσ
µλ
]
with,
F (br) ≡
ˆ ∞
br
yd−1 − 1
y (yd − 1)dy
H1 (br) ≡
ˆ ∞
br
yd−2 − 1
y (yd − 1)dy
H2 (br) ≡ 1
2
F (br)2 −
ˆ ∞
br
dξ
ξ (ξd − 1)
ˆ ξ
1
yd−2 − 1
y (yd − 1)dy
K1 (br) ≡
ˆ ∞
br
dξ
ξ2
ˆ ∞
ξ
dy y2F ′ (y)2
K2 (br) ≡
ˆ ∞
br
dξ
ξ2
[
1− ξ (ξ − 1)F ′ (ξ)− 2 (d− 1) ξd−1
+
(
2 (d− 1) ξd − (d− 2)) ˆ ∞
ξ
dy y2F ′ (y)2
]
L (br) ≡
ˆ ∞
br
ξd−1dξ
ˆ ∞
ξ
dy
y − 1
y3 (yd − 1)
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Chapter 4
Horizon Dynamics
Given a manifold of space-time one would like to investigate the
geodesic dynamics equations of that manifold. To do that one has to
solve the Einstein equations. However, it is possible to consider slices
of that manifold, for instance hyper-surfaces. Einstein’s equations
projected onto a hyper-surface take a simpler form called the Gauss-
Codazzi equations.
In order to understand the geodesic dynamics on hyper-surfaces
of the space-time geometry (Gauss-Codazzi equations), we need to
introduce some basic quantities that characterize the hyper-surfaces
[14] (induced metric, extrinsic curvature, etc.).
4.1 Geometric Preliminaries
A hyper-surface is a sub-manifold that can either be space-like, time-
like, or null1 (we will almost not deal with the latter in this section).
A particular hyper-surface S is selected either by imposing a restric-
tion on the coordinates, Φ (xa) = 0, or by providing a parametric
equation of the form xa = xa (yµ).
The normal vector to the surface S is defined by Φ,a, because the
value of Φ changes only in the direction orthogonal to S.
1For the null case refer to [15, 16]
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A unit normal mˆa is defined by:
mˆa =
Φ,a√|gabΦ,aΦ,b| (4.1)
where we demand that mˆa point in the direction of increasing Φ:
mˆaΦ,a > 0, and we get its norm to be:
mˆamˆa =
−1 if S is space− like+1 if S is time− like (4.2)
In the case of a null surface we can only define a class of null
normal co-vectors, in the following way:
`a = f Φ,a (4.3)
where f is an arbitrary function. The norm of the class of vectors
is:
`a`a = 0 (4.4)
.
Now we would like to define a metric that would be intrinsic to
the hyper-surface. The induced metric hµν to a hyper-surface S is
obtained by restricting the line element to displacements confined
to the hyper-surface. Using the parametric equations xa = xa (yµ),
we find that the vectors,
eaµ =
∂xa
∂yµ
(4.5)
are tangent to curves contained in S. (This means that eaµmˆa =
02). Therefore, we now write the restriction of the line element for
displacements within S:
2eaµmˆa = 0 ∝ ∂x
a
∂yµ
∂Φ
∂xa
= ∂Φ
∂yµ
= 0. It is zero because the function is constant in the
directions of the surface.
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ds2 = gabdx
adxb
= gab
(
∂xa
∂yµ
dyµ
)(
∂xb
∂yν
dyν
)
(4.6)
= hµνdy
µdyν
where
hµν = gabe
a
µe
b
ν (4.7)
Note that the induced metric is a scalar under bulk space-time
coordinate transformations, xa → xa′ . However, it transforms as
a tensor under the hyper-surface coordinate transformations, yµ →
yµ
′ .
With the aid of the induced metric we can write the decomposi-
tion of the bulk metric:
gab = hab ± mˆamˆb (4.8)
with:
hab = hαβeaαe
b
β (4.9)
where the plus sign in (4.8) represents the time-like hyper-surfaces,
and the minus represents the space-like hyper-surfaces.
This decomposition can be defined to every hyper-surface that is
not null.
We now would like to understand how tangent tensor fields are
differentiated. First we define such fields:
A tangent tensor field Aab··· is a tensor field that is defined only
on S and is purely tangent to the hyper-surface. Such fields admit
the following decomposition:
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Aab··· = Aµν···eaµe
b
ν · · · (4.10)
Equation (4.10) implies that Aab···mˆa = Aab···mˆb = · · · = 0 which
confirm that Aab··· is tangent to the hyper-surface. The tangent
tensor Aµν indices are lowered and raised with the induced metric
on the hyper-surface hµν and hµν .
Now we can define an intrinsic covariant derivative. We will
use a tangent vector field for simplicity: Aa = Aµeaµ, Aamˆa =
0, Aµ = Aae
a
µ. The intrinsic covariant derivative of Aµ is defined
by the projection of Aa;b onto the hyper-surface:
Aµ|ν ≡ Aa;beaµebν (4.11)
It is possible to prove that equation (4.11) can take the form of,
Aµ|ν ≡ Aµ,ν − ΓσµνAσ (4.12)
where
Γσµν = h
σλ (hµσ,ν + hνσ,µ − hµν.σ) (4.13)
We can now introduce the extrinsic curvature of a hyper-surface,
which is just the projection of the covariant derivative of the normal
to the hyper-surface onto the hyper-surface S:
Kµν ≡ mˆa;beaµebν (4.14)
This quantity is a symmetric tensor and it tells us how the hyper-
surface S is embedded in the bulk. We can see this by taking its
trace: K = hµνKµν = mˆa;a (we used the decomposition equation
(4.8)) which is the expansion3 of a congruence of geodesics that
intersect the hyper-surface S orthogonally. When K > 0 (the con-
3This term will be explained in chapter 6.
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gruence is diverging), the hyper-surface is convex and if K < 0 (the
congruence is converging), the hyper-surface is concave.
4.2 Gauss-Codazzi equations
We are ready to introduce the Einstein equations on a hyper-surface
S. We start by defining a purely intrinsic curvature tensor by the
relation:
Aσ|µν − Aσ|νµ = RσλνµAλ (4.15)
where the explicit expression for the purely intrinsic curvature tensor
is:
Rσλνµ = Γ
σ
λµ,ν − Γσλν,µ + ΓσανΓαλµ − ΓσαµΓαλν (4.16)
We now want to establish a connection between the intrinsic cur-
vature tensor to the Riemann curvature tensor defined in the bulk
geometry of space-time. It can be proven [14] that the relation is:
Rdabce
a
αe
b
βe
c
γ = R
σ
αβγe
d
σ ±
(
Kαβ|γ −Kαγ|β
)
mˆd±Kαβmˆd;cecγ ∓Kαγmˆd;bebβ
(4.17)
where again the plus sign represents the time-like hyper-surfaces and
the minus represents the space-like hyper-surfaces.
Projecting along md and using the symmetry of Riemann curva-
ture tensor4 gives:
Radcbmˆ
deaαe
b
βe
c
γ =
(
Kαβ|γ −Kαγ|β
)
(4.18)
We will now contract the indices by using the metric hαγ with
equation (4.18). Then, by using equation (4.8) and the symmetry
of Riemann curvature tensor, we get:
4Rabcd = −Rbacd = −Rabdc = Rcdab
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Rabmˆ
aebβ =
(
Kαβ|α −K,β
)
(4.19)
If we look at the bulk metric gab contracted with mˆaebβ we get,
gabmˆ
aebβ = mˆbe
b
β = 0 (4.20)
This means that we can replace the left hand side of (4.19) with
(Rab + Cgab) mˆ
aebβ, where C is an arbitrary coefficient, because every
term that is proportional to the metric will vanish. For instance,
we can replace the left hand side with the Einstein tensor Gab =
Rab − 12Rgab to get the Gauss-Codazzi equations,
Gabmˆ
aebβ = K
α
β|α −K,β (4.21)
Because we are solving the Einstein equations with a cosmological
constant we would like to replace the left hand side of (4.19) with
Eab, which we introduced in equation (3.1), and we get,
Eabmˆ
aebβ = K
α
β|α −K,β (4.22)
As mentioned in the equations (4.21) and (4.22) we are eventually
reducing these equations, because of (4.20), to (4.19) and these are
the equations we have to solve in order to find the geodesic dynamic
equations.
4.3 The Constraint equations
In the previous chapter we stated and showed that Einstein’s equa-
tions can be divided into two categories, the dynamical equations
and the constraint equations. In this section we will deal with the
latter.
Claim: The constraint equations Erµ = 0 with the metric (3.7),
which solves the dynamic Einstein’s equation, can be written in the
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form:
Eabξ
beaµ = 0 (4.23)
where ξb is normal to any hyper-surface S (time-like, space-like and
null) that is defined by Φ = r − r (xα) = 0. Thus ξb is defined by
ξb = f gbaΦ,a, where f is an arbitrary normalization function.
Proof: Let us set f = 1 for convenience reasons and look at the
LHS of (4.23):
Eabξ
beaµ = Rabξ
beaµ
= eaµRabg
bc∂cΦ
= eaµR
r
a − eaµRνa∂νr (xα)
= Rrµ +R
r
r∂µr (x
α)−Rνµ∂νr (xα)−Rνr∂µr (xα) ∂νr (xα)
= Rrµ − d∂µr (xα) + dδνµ∂νr (xα)− (gνσRσr + gνrRrr) ∂µr (xα) ∂νr (xα)
= Rrµ + dg
νσgσr∂µr (x
α) ∂νr (x
α)
= Rrµ − dgνσuσ∂µr (xα) ∂νr (xα)
= Rrµ
where we got the fifth line by using Einstein’s equations (3.1) and
we got the sixth line by using the relation: gµνgrν = −Gµνuν = 0.
Using the relation: Erµ = Rrµ completes the proof.

For the non-null case we can take ξa = mˆa5 in (4.23) and we get
from (4.22) the Gauss-Codazzi equations with a vanishing matter
stress tensor:
Kνµ|ν −K,µ = 0 (4.24)
5Note that the normalization function f can be different from one.
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If we look at the constraint equations on the boundary with the
normal vector to the boundary surface ξa = gar, then the constraint
equations, according to [17], take the simple form of the equations
of motion for the boundary fluid (2.5).
The constraint equations just connect the derivatives of the fluid
d-velocity with the derivatives of the temperature (or the inverse
temperature b), and of course the d-velocity and the temperature
fields depend, by our definition (3.5), on the coordinates perpendic-
ular to the r coordinate, which are the boundary coordinates xα.
For this reason we can claim that the constraint equations are the
same for every hyper-surface Φ = r − r (xα) of space-time. In the
following chapters we check this claim explicitly.
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Chapter 5
The Second Order Constraint Equations
5.1 Hyper-Surfaces At Constant Radial Location
In this section we will check the constraint equations to the first
order in derivative expansion for a constant radial coordinate hyper-
surface, i.e., Φ = r −R, where R is constant.
For reasons of convenience, we will write here only the zeroth and
first order parts of the metric (3.7)
ds2 = −2uµdxµdr − r2f (br)uµuνdxµdxν + r2Pµνdxµdxν (5.1)
+2r2bF (br)σµνdx
µdxν +
2
d− 1ruµuν∂λu
λdxµdxν − ruλ∂λ (uµuν) dxµdxν
The components of the inverse metric to the first order are:
grr = r2f (br)− 2
d− 1r∂λu
λ, grµ = uµ−1
r
uλ∂λu
µ, gµν =
1
r2
P µν−2bF (br)
r2
σµν
(5.2)
Our basis vectors (4.5) are:
erµ =
∂R
∂xµ
= 0, eνµ =
∂xν
∂xµ
= δνµ (5.3)
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The normal vector to this surface is:
mˆa =
gab∂bΦ√|gab∂aΦ∂bΦ| = 1√|grr|gar (5.4)
The components of the one-form dual to the normal vector are:
mˆr =
1√|grr| , mˆµ = 0 (5.5)
In order that the last expression will be defined, we demand grr 6=
0. The surface Φ is time-like if grr > 0, or space-like if grr < 0.
Our goal is to write the constraint equations by using (4.24), so
we will need to find the extrinsic curvature of the hyper-surface.
We will calculate the mixed upper and lower indices of the extrinsic
curvature in the following way:
Kµν = h
µσKσν
= hµσmˆa;be
a
σe
b
ν
= hµamˆa;be
b
ν
= (gµa ∓ mˆµmˆa) mˆa;bebν (5.6)
= gµamˆa;be
b
ν ∓ mˆµmˆamˆa;bebν
= mˆµ;be
b
ν
= ∇νmˆµ
where we used (5.3) to get the fourth line and mˆamˆa;b = 0 to get
the sixth line. After applying the covariant derivative, we get:
Kµν = ∇νmˆµ = ∂νmˆµ + Γµνamˆa = ∂νmˆµ + Γµνrmˆr + Γµνσmˆσ (5.7)
In order to compute the constraint equations up to the second
order in derivative expansion, we have to find the constraint equa-
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tions that come from the zeroth order metric, and then apply them
to the calculation of the constraint equations that comes from the
first order metric. We show here the explicit form of the extrinsic
curvature to the zeroth order,
Kµ(0)ν = · · · =
1√|f (br)|
(
−1
2
d
(br)d
uµuν + f (br) η
µ
ν
)
(5.8)
and its trace is,
K(0) =
1√|f (br)|
(
1
2
d
(br)d
+ df (br)
)
(5.9)
Inserting (5.8) and (5.9) to the Gauss-Codazzi equations (4.24)
we get:
K
µ(0)
ν|µ −K(0),ν =
d
2 (bR)d
√|f (bR)| (2duνuµ∂µ ln b− uµ∂µuν
−uν∂µuµ + (d+ 1) ∂ν ln b
−dP µν ∂µ ln b) = 0 (5.10)
Projecting (5.10) along uν we get:
d
2 (bR)d
√|f (bR)| (∂µuµ − (d− 1)uν∂ν ln b) = 0⇒
⇒ ∂µuµ − (d− 1)uν∂ν ln b = 0 (5.11)
Projecting (5.10) along P νσ we get:
− d
2 (bR)d
√|f (bR)| (uµ∂µuσ − P νσ ∂ν ln b) = 0⇒
⇒ uµ∂µuσ − P νσ ∂ν ln b = 0 (5.12)
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Now we compute the extrinsic curvature to the first order from
the first order bulk metric (5.1),
Kµ(0+1)ν = · · ·
=
1
r
√|f (br)|
(
−1
2
r
d
(br)d
uµuν + rf (br) η
µ
ν + σ
µ
ν
+r2f (br) ∂rF (br) bσ
µ
ν
−1
2
d
f (br) (br)d
uµuρ∂ρuν
)
(5.13)
K(0+1) = K(0) (5.14)
We define the quantities with the superscript: (0), (1), (2) to be
quantities that have no derivative, only one derivative or two deriva-
tive terms respectively. Now we insert (5.13) and (5.14) to Gauss-
Codazzi equations (4.24) and get the constraint equations to the
second order:
K
µ(0+1)
ν|µ −K(0+1),ν = Kµ(0)ν|µ −K(0),ν +Kµ(1)ν|µ −K(1),ν
= ∂µK
µ(0)
ν + Γ¯
µ(1)
µσ K
σ(0)
ν − Γ¯σ(1)µν Kµ(0)σ − ∂νK(0) +
+∂µK
µ(1)
ν + Γ¯
µ(1)
µσ K
σ(1)
ν + Γ¯
µ(2)
µσ K
σ(0)
ν
−Γ¯σ(1)µν Kµ(1)σ − Γ¯σ(2)µν Kµ(0)σ
= ∂µK
µ(0)
ν + Γ¯
µ(1)
µσ K
σ(0)
ν − Γ¯σ(1)µν Kµ(0)σ − ∂νK(0) +
+
d
2 (bR)d
√|f (bR)| 2bd (∂µσµν − (d− 1)Aµσµν ) = 0
(5.15)
where the bar over the Christoffel symbols represents the Christoffel
symbols which have been calculated with respect to the metric hµν
of the hyper-surface Φ. The fifth line is the LHS of equation (5.10).
Projecting (5.15) along uν we get,
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d2 (bR)d
√|f (bR)|
(
∂µu
µ − (d− 1)uν∂ν ln b− 2b
d
σαβσ
αβ
)
= 0⇒
⇒ ∂µuµ − (d− 1)uν∂ν ln b = 2b
d
σαβσ
αβ (5.16)
where we used the relation,
−∂µσµνuν = σµν ∂µuν
= σµνP
µαP νβ ∂αu
β
= σµνP
µαP νβ
1
2
(
∂αu
β + ∂βu
α
)
= σµν
(
Pαµ P
ν
β
1
2
(
∂αu
β + ∂βu
α
)− P νµ ∂αuαd− 1
)
= σαβσ
αβ
Projecting (5.15) along P νσ ,
d
2 (bR)d
√|f (bR)|
×
(
−uµ∂µuσ + P νσ ∂ν ln b+
2b
d
P νσ (∂µσ
µ
ν − (d− 1)Aµσµν )
)
= 0⇒
⇒ uµ∂µuσ − P νσ ∂ν ln b =
2b
d
P νσ (∂µσ
µ
ν − (d− 1)Aµσµν ) (5.17)
We can see that our results are in agreement with the equations
of motion (2.5) of a conformal fluid to the second order in derivative
expansion, that is, up to first order terms of the stress tensor (2.10).
5.2 Non-Constant Radial Location
We can generalize our discussion to non-constant hyper-surfaces, i.e.:
R = R (x). In order to do so, we need to use the property in which
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we can explicitly calculate the r derivatives of tensors which have
been calculated in the bulk. For instance, the constraint equations,
Erµ = R
r
µ = 0 can have the following form:
Rrµ =
∑
i
gi (r, b)hiµ (∂u (x) , ∂b (x) , ∂∂u (x) , ∂∂b (x) , higher terms)
(5.18)
Note that in this expression there are no derivatives of r because
we can calculate them explicitly. However, derivatives of xµ can
not be calculated explicitly, because they are operating on arbitrary
functions uµ (x) , b (x).
For the second order constraint equations, we have no higher
terms in the brackets of (5.18) and the answer for constant R was
calculated above by Gauss-Codazzi equations (5.15). From (4.19)
and the claim in chapter 4 (4.23) we have:
1
N R
r(1+2)
ν
∣∣∣∣
r=R
= K
µ(0+1)
ν|µ −K(0+1),ν = g1 (R)h1ν = 0 (5.19)
where:
g1 (R) =
d
2 (bR)d
√|f (bR)| (5.20)
h1ν =
(
2duνu
µ∂µ ln b− uµ∂µuν
−uν∂µuµ + (d+ 1) ∂ν ln b− dP µν ∂µ ln b
+
2b
d
(∂µσ
µ
ν − (d− 1)Aµσµν )
)
(5.21)
and
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N =
√
|gab∂a (r − r (xα)) ∂b (r − r (xα))| (5.22)
Therefore, the sum in (5.18) has only one term: gi (R) = 0 ∀i ≥ 2.
However, the latter is supposed to be true for ∀R = const. Thus:
gi (r) = 0 ∀i ≥ 2. Therefore, we obtain the constraint equations for
the second order in a derivative expansion1 which are the same for
any non-null hyper-surface2.
1Because g1 (R) 6= 0, we can divide the equations: g1 (R)h1ν = 0 by g1 (R).
2However, the constraint equations for f (bR) = 0, which is in the case of a null hyper-
surface, hold true and are still the same as in the non-null case [6].
The case in which R = 0 is not define.
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Chapter 6
Event vs Apparent Horizon
In this chapter we review the different notions of black hole horizons.
We will focus our discussion on two distinct horizons, namely, the
apparent and the event horizons. The last section in this chapter
is devoted to calculating the constraint equations from the second
order bulk metric projected on the different horizons.
6.1 Event Horizon
One approach to define the unique hyper-surface that defines the
boundary of a black hole is the causal approach. In this approach one
defines the unique hyper-surface, which is called the event horizon,
as the boundary of the casual past of future null infinity [18]. This
mathematical definition can be put in a more physical language by
the following statement: the event horizon is the boundary of the
region in space-time from which nothing can ever escape.
We should note here that the future null infinity is a time-like
hyper-surface. That is because we deal with an asymptotically AdS
space-time, for which the future directed null geodesics (which is
the future null infinity in the definition) end on a time-like hyper-
surface.
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One should also note that by definition the event horizon is a null
hyper-surface which is generated by null geodesics.
We would like to describe a method for finding the location of
the event horizon. This method requires the knowledge of the late
time generators of the event horizon, which means the location of
the event horizon in late time. The method goes as follow: evolve
the geodesic equation backwards in time and use the knowledge of
the late time generators as the future boundary condition.
For our metric, which describes a dynamical black hole which is
dual to viscous fluid flow, we can assume that after a while the fluid
relaxes, which means that we have a stationary black hole that is
described by the metric (3.2). The location of the event horizon for
the metric is well known and is rstatEH =
1
b
. Since we are working in
a small Knudsen number i.e., derivative expansion, we can find the
location of the event horizon order by order [17]:
rEH (x
α) =
∞∑
l=0
r
(l)
EH (x
α) (6.1)
We require that the normal vector `a to the event horizon hyper-
surface SEH , defined by:
SEH (r, x) = r − rEH (x) , `a = gab∂b SEH (6.2)
will be a null vector `a`a = 0 and we get the equation,
grr − 2∂µrEHgrµ + ∂µrEH∂νrEHgµν = 0 (6.3)
which can be solved algebraically by using the initial condition for
the location of the stationary event horizon: r(0)EH =
1
b
. The solution
up to the second order,
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Figure 6.1: The event horizon r = rEH(xµ) is sketched as a function of the time
t and one of the spatial coordinates x (the other d − 2 spatial coordinates are
suppressed). (Taken from [11]).
rEH (x
α) =
1
b (x)
+ b (x)
(
h1σαβσ
αβ + h2ωαβω
αβ + h3R
)
(6.4)
with
h1 =
2 (d2 + d− 4)
d2 (d− 1) (d− 2) −
K2 (1)
d (d− 1)
h2 = − d+ 2
2d (d− 2) (6.5)
h3 = − 1
d (d− 1) (d− 2)
Note that the solution is dependent on the boundary coordinates
alone, which means that for a constant xµ, i.e., a tube along the
radial direction, we have a fixed solution and that in late time we
get our starting condition that is the static solution (figure 6.1).
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6.2 Apparent Horizon
We would now like to describe a black hole by relating to its strong
gravitational fields instead of its causal structure. The latter defini-
tion led us to the introduction of the event horizon hyper-surface in
the previous section. In this section we show the major drawback in
that definition, which leads us to a new hyper-surface, the apparent
horizon [19].
In order to find the location of the event horizon, one needs to
know the entire future evolution of space-time, which means that
one needs to wait infinite time in order to find the location of the
event horizon. To illustrate the problem, we will present the ex-
ample given in [20]. Imagine a Schwarzschild black hole which has
been irradiated by an infalling shell of null dust (figure 6.2). This
is represented by the gray rectangle. The inward and outward null
directions are tangent to the light gray dashed lines. Note that the
inward null direction is horizontal. In order to find the event hori-
zon, one needs to track the evolution of radial null geodesics. If they
fall into the singularity, they are inside the black hole and if they
are heading outward, even after the null dust passes, then they are
outside the black hole. If one wants to provide the location of the
event horizon without having any prior knowledge of the arrival of
the null dust, one would state that it is located at the hard dashed
line, which is clearly a false statement. One can realize this by ex-
amining the radial null geodesic B, which seems to be escaping from
the black hole, but ends at the singularity. By a close examination
one sees that the location of the event horizon is the hard line. One
can see how it curves a bit in anticipation for the null dust to arrive,
as if it “knows” that it is coming.
We will now explain how a new perspective on a dynamical black
hole avoids the causal problem. This perspective is, as mentioned
before, the strong gravitational field approach. In order to describe
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Figure 6.2: A schematic demonstrating the non-local nature of event horizon
evolution for a spherically symmetric space-time with the angular dimensions
suppressed. Horizontal location measures the radius of the associated spherical
shell while time is (roughly) vertical. The shaded gray region represents infalling
null dust. (Taken from [20]).
this approach we will give an example found in [19, 20]. Imagine a
spherical shell, in a four dimensional world, which emits light and
then stops. The light front null geodesics will be divided into two
families that move in two null directions: the outgoing null direction
and the ingoing null direction. We will denote the tangent to the
light ray null vectors, which are perpendicular to the spherical shell
surface, by `a and na respectively. The outgoing light front will
increase in cross-sectional area and diverge, while the ingoing light
front will decrease in the cross-sectional area and converge. In a
more mathematical way, if we define the expansion parameter θ [14]
as the fractional rate of change (per unit affine-parameter distance)
of the congruence’s (a family of geodesics that does not intersect
each other) cross-sectional area:
θ =
1
δA
d
dλ
δA (6.6)
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Figure 6.3: An “instant” Σt along with some of its trapped surfaces (small black
circles), the associated trapped region (dark gray) and the apparent horizon
(thick dashed line). (Taken from [20]).
where λ is an affine-parameter, and δA is the infinitesimal cross-
sectional area measured in the purely transverse directions1, then
we can describe the convergence and divergence of the light front by
the following:
θ(`) > 0, θ(n) < 0 (6.7)
where the sub-script implies to which light front the expansion is re-
ferring to. A positive expansion means that the cross-sectional area
will increase while negative expansion means that it will decrease.
Now we are ready to introduce the notion of a trapped surface:
A trapped surface in d + 1 space-time dimensions is a space-like
hyper-surface of d−1 dimensions, which, by definition, has two null
normals: the outgoing null normal `a and the ingoing null normal
na, where the expansion in both directions is negative.
θ(`) < 0, θ(n) < 0 (6.8)
The hyper-surface that surrounds all of the trapped surfaces is
called the apparent horizon2 (figure 6.3) and defined mathematically
by:
1The geodesics are crossing the cross-sectional area δA orthogonally.
2The apparent horizon is a special case of the so called marginally trapped surface reviewed
in [21]
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θ(`) = 0, θ(n) < 0 (6.9)
Note to the condition θ(`) = 0. It does not mean that if matter
comes into the black-hole the apparent horizon location will not
change (increase)3. If we let the apparent horizon evolve in time,
we get a co-dimension one tube (which means the dimensions of
the tube is d). The tube is built in the following manner: given a
foliation of space-time with d− 1 hyper-surfaces Sλ which have two
null normal vectors: `a and na as defined above, we connect them
with an evolution vector field νa that maps every point in Sλ to Sλ+1
to create the d-dimensional tube ∆ (figure 6.4). The evolution vector
is perpendicular to each of the hyper-surface Sλ and tangent to the
d-dimensional tube ∆. If the Sλ are the apparent horizon hyper-
surfaces, then we say that∆ is a time evolved apparent horizon4.
We will now explain about the geometric quantities that we de-
fined. First we state that we cross normalized the null normal vec-
tors,
`ana = −1 (6.10)
Moreover, we present their normalization:
`a → f`a na → 1
f
na (6.11)
where f is an arbitrary function.
Then we define the evolution vector to be normal to the Sλ hyper-
surfaces, so it will be built from the two null vectors5 `a and na:
3The expansion of the apparent horizon is related the expansion in the direction of the
evolution vector νa (6.12), which is:
θ(ν) = θ(`) − Cθ(n) = −Cθ(n) > 0
4From now on we will refer to the time evolved apparent horizon as the apparent horizon.
5Because we are using null vectors, we can always choose a normalization that will give us
this form of evolution vector.
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Figure 6.4: A schematic of an d-tube ∆ with compact foliation hyper-surfaces
Sλ along with the outward and inward pointing null normals to those hyper-
surfaces. νa is the future-pointing tangent to ∆ that is simultaneously normal
to the Sλ. (Taken from [20]).
νa = `a − Cna (6.12)
for some function C. Note that if C > 0, then we get space-like
hyper-surface, if C = 0, we get a null hyper-surface and if C < 0,
we get a time-like hyper-surface.
Now we can present ma, the normal to the d-tube hyper-surface
∆ vector, which is perpendicular to the evolution vector and we get:
ma = `a + Cna (6.13)
Because ma is normal to the hyper-surface ∆, which can be pre-
sented by the hyper-surface equation φ (r, x) = 0, we will choose to
define it as:
ma = gab∂bφ (6.14)
which is similar to what we did in (4.1) but without having to nor-
malize it6.
6Note that ma can be space-like, time-like and even null.
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We pause here and return to the event horizon description. The
event horizon can also be described by the d-tube description and
of course its evolution vector will be with C = 0, so we actually
see that both the normal vector to the hyper-surface ∆ (the event
horizon) and the evolution vector are the same:
ma = νa = `a (6.15)
where `a is defined in (4.3)7
We now specify some more geometric quantities and we introduce
the metric for the hyper-surface Sλ, as well:
qab = gab + `anb + `bna (6.16)
Note that this metric has two zero eigenvalues.
We can associate the expansion parameters to the geometric
quantities using the following definition:
θ(`) = q
ab∇a`b, θ(n) = qab∇anb (6.17)
Note that qab is defined as in (6.16), but with upper indices and
it is not the inverse of qab8.
Now we are ready to return to the causal problem (the global
definition of the event horizon) presented earlier and see whether
we can provide a solution to it. One can see (figure 6.5) that the
apparent horizon changes only when the null dust comes in, as op-
posed to the event horizon that “anticipates” the arrival of the null
dust, and curves even before it arrives. Therefore, we have found a
solution to the problem. Note that the apparent horizon is located
inside the black hole, which means that it lies within the event hori-
zon. Moreover, the apparent and the event horizons are the same
7In the rest of the section we will set the normalization of f in (4.3) to one.
8One can think of qab as a projection onto the Sλ hyper-surfaces, which in (6.17) restricts
∇a`b and ∇anb to the hyper-surfaces. The expansion θ is the trace after the restriction.
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Figure 6.5: A simulation similar to that of Figure 4 though this time two distinct
shells fall into the black hole. Both the apparent and event horizons are plotted.
(Taken from [20]).
in the stationary case; one can see this by looking at their location
after the two null dusts pass (figure 6.5).
We want to find the location of the apparent horizon in the same
manner that we did for the event horizon, by using a derivative
expansion:
rAH (x
α) =
∞∑
l=0
r
(l)
AH (x
α) (6.18)
From the requirement θ(`) = 0 we can find the location order by
order.
However, in order to do so we need to foliate space-time with
d − 1 hyper-surfaces Sλ. We define those surfaces by specifying
the two null vectors to the surfaces. The symmetry of space-time
singles out the Sλ hyper-surfaces of constant r and constant “time”
propagation. The latter is an arbitrary combination of xµ. The
outward null normal `a and the inward null normal na are chosen to
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be:
`a = B
(
∂
∂r
)a
+N µ
(
∂
∂xµ
)a
(6.19)
na = −
(
∂
∂r
)a
(6.20)
We can determined them by the relation (6.10) and the fact that
they are both null vectors and we get
N µ = uµ + T µ, T µuµ = 0 (6.21)
B = −N µVµ (6.22)
to the second order, where T µ is composed from one or two deriva-
tives of the d-velocity or the temperature, so we have freedom in
determining this quantity. We therefore require that this descrip-
tion be suited to describe the event horizon, because we know that
the apparent horizon coincides with the event horizon in the station-
ary case. In order to do so, we require that the null outward vector
in the xµ direction resembles the null outward vector in the xµ di-
rection that defines the event horizon. This requirement determines
T µ, and we get:
T µ =
(
1− 1
br
)
buλ∂λu
µ − 1
r2
1
d− 2P
µρ (∂λ − (d− 3)Aλ)ωλρ +
+
(
1
r2
(
2L (br) +
1
d− 2
)
− 2b
2
d
)
P µρ (∂λ − (d− 1)Aλ)σλρ +
+
(
1− 1
br
)
2b
r
F (br)σµνuλ∂λuν (6.23)
Now we are ready to find the expansion in the outward null di-
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rection:
θ(`) = q
ab∇a`b
= ∇a`a + `anb∇a`b
= ∂a`
a + Γaab`
b + `anb (∂a`b − Γcab`c)
= ∂r`
r + ∂µ`
µ + 2Γrrµ`
µ + Γννr`
r + Γννµ`
µ + `νΓµνr`µ
= − (d− 1)
2r (br)d
[
r2
(
1− (br)d
)
−
(
2 (br)d
(d− 2) +
1
2
)
ωαβω
αβ+
+
(
2 (br)d−2
d− 2 −
K2 (br)
d− 1
)
(br)2 σαβσ
αβ
]
+
R
2r (d− 2)
−
r2
(
1− (br)d
)
2 (br)d
(
−b2∂rK1 (br)σαβσαβ + 1
r3
ωαβω
αβ
)
(6.24)
Inserting (6.18) to (6.24) and using θ(`) = 0, we find order by
order the location of the apparent horizon:
rAH (x
α) =
1
b (x)
+ b (x)
(
h˜1σαβσ
αβ + h2ωαβω
αβ + h3R
)
(6.25)
h˜1 = h1 − 4
d2 (d− 1) (6.26)
where h1, h2, h3 are defined in (6.5).
Note that up to the first order in derivative expansion, the event
and apparent horizons coincide.
6.3 Event and Apparent Horizons Constraint Equations
We are now well equipped to check if the constraint equations for the
event and apparent horizons are the same up to the third order in
a derivative expansion. The work that was done in [6] showed that
45
the event horizon, to the first order in derivative expansion of the
metric, exhibits the same constraint equations to the second order in
derivative expansion9, as in the case of non-null hyper-surface (5.16),
(5.17). As we mentioned above, the event and apparent horizons
differ only in the second order in derivative expansion. Therefore,
the constraint equations up to the second order are the same in all
of the hyper-surfaces mentioned above. Recall our statement about
the ability to get the same constraint equations from different hyper-
surfaces10, we see that it turns out to be right up to first order in
the metric.
In order to check this statement for the event and apparent hori-
zons to the second order in derivative expansion of the metric, let
us look directly at the constraint equations i.e.: Erµ and calculate
their difference while they are evaluated on the event and apparent
horizons hyper-surfaces:
EH − AH = Erµ
∣∣
r=rEH
− Erµ
∣∣
r=rAH
= Rrµ
∣∣
r=rEH
− Rrµ
∣∣
r=rAH
(6.27)
Bear in mind that the difference in Rrµ between the event and
apparent horizons to the third order will only come from the eval-
uation of Rrµ in the bulk to the first order and from the location of
the horizons to the second order. Recall that the difference between
the horizons location is only in the second order.
Now we present the calculation of the tensor Rrµ to the first order
in the bulk:
Rr(1)µ =
1
2
r
d
(br)d
(∂µ ln b+ du
ρ∂ρ ln b− uµ∂αuα − uν∂νuµ) (6.28)
9The constraint equations always have one derivative more than the derivative expansion
of the metric
10Actually for hyper-surfaces of the form φ = r − r (xα).
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From Einstein’s equations (3.1) we know that Rr(1)µ = 0 for any
r. Therefore, the expression in the brackets in (6.28) is zero. This
expression is just the constraint equations we found in (5.11) and
(5.12).
Now we are ready to calculate (6.27) to the third order:
EH − AH = Rr(1)µ
∣∣
r=rEH
− Rr(1)µ
∣∣
r=rAH
=
(
1
2
rEH
d
(brEH)
d
− 1
2
rAH
d
(brAH)
d
)
(∂µ ln b
+duρ∂ρ ln b− uµ∂αuα − uν∂νuµ)
= 0 (6.29)
where we get the fourth line by using the constraint equation to the
first order.
There is another method to get this result. This method is more
cumbersome than what we presented here, however, it poses chal-
lenging computational techniques; therefore, we presented it in the
appendix.
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Chapter 7
Hydrodynamic Quantities
7.1 Entropy Current
In [17] the authors introduce a boundary entropy current obtained
from the event horizon by using the area of the black hole event
horizon. By using the connection between the area of a hyper-
surface to the square root of the metric determinant of that hyper-
surface, and by using a pull-back along ingoing null geodesics to that
area, we get the entropy current on the boundary1. In order to do so,
we split the boundary coordinate xµ to (ν, xi) and we continue to use
the same coordinates on the hyper-surface Φ = r−r (x). We will get,
as in the d-tube description, a space-like hyper-surfaces Σν which is
a constant ν slice. This, as well, will divide the components of mµ
into (mν ,mi)2. After we split space-time, we define the metric on
the space-like hyper-surface Σν by the restriction of the line element
to be only on that hyper-surface:
ds2 = gabdx
adxb = q˜ijdx
jdxj (7.1)
1Of course not every hyper-surface is adequate. We require that the hyper-surface admits
the area increase theorem, that gives us a natural candidate: the event horizon. However, it
is not the only hyper-surface with that property.
2Here ν does not represent d different coordinates, but a specific coordinate. These nota-
tions were also used in [17].
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Then by using the procedure done in [17]we get:
Jµ =
√
q˜
4
mµ
mν
(7.2)
where q˜ is the determinant of q˜ij. It can be shown that this form
of entropy current is indeed covariant [17]. Also the authors in [17]
found the entropy current for the event horizon hyper-surface, and
[13] reproduced it to arbitrary d-dimensions:
4bd−1JµEH = u
µ + b2uµ
[
A1σαβσ
αβ + A2ωαβω
αβ + A3R
]
+
+ b2
[
B1Dλσ
µλ +B2Dλω
µλ
]
(7.3)
with,
A1 =
2
d2
(d+ 2)− K1 (1) d+K2 (1)
d
, A2 = − 1
2d
, B2 =
1
d− 2 ,
B1 = −2A3 = 2
d (d− 2) (7.4)
In order to evaluate the the entropy current to the second order
in derivative expansion for the apparent horizon, we calculate the
difference between the two entropy currents:
JµEH − JµAH =
√
q˜
4
mµ
mν
∣∣∣∣∣
r=rEH
−
√
q˜
4
mµ
mν
∣∣∣∣∣
r=rAH
(7.5)
Because mµ for the event horizon and apparent horizon is the
same (C.5), we need to evaluate the difference in
√
q˜ on the horizons.
The difference to the order we are seeking will come from inputting
the location of the horizon to the second order into the zero order
of the metric determinant,
√
q˜
(0)
= rd−1 (7.6)
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and we get the difference between the entropy currents to be:
JµEH − JµAH =
1
4
mµ
mν
(√
q˜
∣∣∣
r=rEH
−
√
q˜
∣∣∣
r=rAH
)
=
1
4
mµ
mν
(
rd−1
∣∣
r=rEH
− rd−1∣∣
r=rAH
)
=
(d− 1)
4
mµ
mν
b−(d−2)
(
r(2)
∣∣
r=rEH
− r(2)∣∣
r=rAH
)
=
mµ
mν
b−(d−3)
d2
σαβσ
αβ (7.7)
Therefore, we see that the entropy current for the apparent hori-
zon is,
4bd−1JµAH = u
µ + b2uµ
[
A˜1σαβσ
αβ + A2ωαβω
αβ + A3R
]
+
+ b2
[
B1Dλσ
µλ +B2Dλω
µλ
]
(7.8)
with,
A˜1 = A1 − 4
d2
(7.9)
and the other coefficients are the same as the coefficients of the event
horizon entropy current (7.4).
We now have to check if this entropy current be suitable to de-
scribe the notion of entropy, which means we need to answer the
question: does the entropy current never decreases?
In order to answer this question [17] calculated the divergence
of the entropy current and required the non-negativeness of the ex-
pression:
DµJ
µ ≥ 0 (7.10)
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They did it with arbitrary coefficients A1, A2, A3, B1, B2 and
found that in order that (7.10) applies, the following connection
should be valid:
B1 = 2A3 (7.11)
This connection, of course, is holds true for the event horizon
and also for the apparent horizon. Therefore, we can say that it is
possible to ascribe a different entropy current to the boundary by
the apparent horizon hyper-surface.
7.2 Temperature
Besides the entropy current, we can relate another thermodynamic
quantity of the fluid to gravity, that is the temperature.
The temperature of the black hole can be related to the surface
gravity of the event horizon by TEH = κ2pi . We use a generalized
definition for the surface gravity shown in [20]:
κν = −nbνa∇a`b = −nb`a∇a`b + Cnbna∇a`b = κ` + Cκn (7.12)
to calculate the surface gravity for different hyper-surfaces.
The result for a hyper-surface located at r = 1
b
+ r(2) (r(2) has
second order derivatives) is:
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κν = κ`
=
d
2b
− ∂λu
λ
d− 1
− d
2
(d− 3) r(2) + ∂r
[
1
2 (br)d
(
1
2
ωαβω
αβ
+ (br)2K2 (br)
σαβσ
αβ
d− 1
)]
(7.13)
and by inserting the location of the event horizon or the apparent
horizon, we can get their associated surface gravity respectively.
These quantities may relate to different notion of temperature fields
by dividing them by 2pi.
In order to set the surface gravity to be equal, up to 2pi, to the
temperature field of the conformal fluid we set the normalization of
(6.11) in such a way that we get: Tfluid = κ`2pi . The surface gravity
transforms in the following way:
κ′` = f
(
κ` +
d
dλ
ln f
)
(7.14)
where f is the normalization in (6.11), κ′` is the new surface gravity
and λ is an arbitrary parameter3.
Under this change of the normalization f , we need to check how
the other quantities that we defined transform and if this transfor-
mation changes our results regarding the location of the apparent
horizon and the entropy current.
The location of the apparent horizon depends on how the expan-
sion parameter transforms:
θ′(`) = f θ(`) (7.15)
3Note that this is the transformation of the change of the parameter λ, because if λ→ λ∗,
then `∗a = dλ
dλ∗ `
a ≡ f `a.
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and we can see that it does not change the location of the apparent
horizon. We can see this by trying to find the “new” location of the
apparent horizon by setting θ′(`) = 0. It means that if f 6= 0, which
is the trivial case, then θ(`) = 0 which is exactly the “old” location
of the apparent horizon.
By the definition of the entropy current (7.2) one can see that it
is invariant to the normalization transformation.
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Chapter 8
Conclusions
In this thesis we presented a method and different techniques to
evaluate properties of an out-of-equilibrium black hole that has a
dual description as a conformal out-of-equilibrium relativistic fluid,
which “lives” on the boundary of AdS space-time. We set the stage
and presented the derivative expansion for both the relativistic fluid
and for the black-hole. We presented a way to compute the Ein-
stein constraint equations for different hyper-surfaces. The con-
straint equations turned out to be just the conservation equations
of the fluid. We found, as expected, that from any hyper-surface
which is located at r = r (x), we get the same conservation equa-
tions. This implies that maybe one can describe a hydrodynamic
duality, not just from the quantities that are related to a certain
hyper-surface, namely the event horizon, but also to quantities re-
lated to other hyper-surfaces. We suggested the apparent horizon
as a possible candidate, and calculated from the apparent horizon
area the entropy current and from its surface gravity the tempera-
ture for a conformal fluid. Our work poses a few future questions.
The first is: which hyper-surface describes correctly the conformal
fluid properties? The second is: how can we use these results for
the description of the QGP (Quark Gluon Plasma)?
54
Our solution for the difference between the location and the en-
tropy current of the event and apparent horizons is in agreement
with the boost invariant Bjorken flow which was done in [20, 23].
Only recently we came across a similar work [22] that finds the
entropy for the apparent horizon. They used a slightly different
approach than what we did to define the entropy current for the
apparent horizon. However, it is in complete agreement with our
results.
Moreover, a recent work [23] suggests that the apparent horizon
is a better candidate to describe the dual fluid flow at the boundary.
This work examines the exact solution of the conformal soliton flow,
which results in the divergence of the area of the event horizon, while
the apparent horizon stays finite and constant. This suggests that
the corresponding entropy of the fluid should be described by the
apparent horizon.
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Appendix A
Notation
We refer to lower Roman indices that start from the beginning of the
alphabet a, b. . . , h as the whole d + 1 space-time coordinates (bulk
coordinate). The Greek indices µ, ν... refer to the d dimensions
hyper-surface of the fluid that "lives" on the boundary of the bulk,
which are just the indices of the CFT. The lower Roman indices
that start from i, j... refer to the d−1 spatial directions of the fluid.
We commonly use different metrics, which we will specify here:
• gab - is the d + 1-dimensional bulk metric. We use this metric
to lower and raise tensors with bulk indices that are defined in
the whole space-time.
• hab - is a d+1-dimensional metric that is restricted to a certain
hyper-surface. We use this metric to lower and raise tensors
with bulk indices that are defined on a certain hyper-surface.
• hµν - is a d-dimensional metric of a hyper-surface. We get this
metric by a projection of gab into the hyper-surface. We use
this metric to lower and raise tensors with Greek indices that
are defined on a certain hyper-surface.
• gµν - is a d-dimensional boundary metric. In our calculation
gµν is the flat metric ηµν . Only in the section that deals with
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the Weyl formalism, do we let it be also a curved metric.
• ηµν - is the d-dimensional Minkowski boundary metric, with the
signature convention of "more plus signs" (−,+,+, ...). This is
the metric of the fluid in the boundary and we will lower and
raise tensors with boundary Greek indices with that metric,
i.e., uµ = ηµνuν .
• qab - is a d+1-dimensional metric, which defines the d−1 space-
like hyper-surfaces that create the d-dimensional tube. This
metric projects the bulk tensor onto the d − 1 hyper-surface.
We use this metric to lower and raise tensors that we want to
restrict into the d−1 hyper-surface and that are written in the
bulk indices, a, b, ....
• q˜ij - is a d−1-dimensional metric, which defines the d−1 space-
like hyper-surfaces that create the d-dimensional tube. We use
this metric to lower and raise tensors that are restricted to the
d− 1 hyper-surface and have i, j... indices.
We remind the reader of the basic tensors used commonly in this
thesis:
The Riemann curvature tensor defined below for bulk vector field
Aa,
∇c∇dAa −∇d∇cAa = Rabcd Ab (A.1)
Rabcd ≡ Γabd,c − Γacb,d + ΓaceΓedb − ΓadeΓecb (A.2)
Additionally we define the Ricci tensor and the Ricci scalar by,
Rbd = R
a
bad (A.3)
R = gabRab (A.4)
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Appendix B
Detailed Calculations
For the hyper-surface Φ = r − R, where R is constant, we have the
basis vectors written in (5.3). Then the metric on the surface, to
any order, is:
hµν = gabe
a
µe
b
ν = gµν (B.1)
The inverse metrics to the zero and the first order are:
hµν(0) =
1
R2
P µν − 1
R2f (bR)
uµuν (B.2)
hµν(0+1) = h
µν
(0) −
2bF (bR)
R2
σµν − 2
d− 1
1
R3f (bR)2
∂λu
λuµuν
+
1
R3f (bR)
uλ∂λ (u
µuν) (B.3)
The Christoffel symbol, with respect to the metric of the hyper-
surface Φ to the first order, is:
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Γ¯σ(1)µν =
1
2
hσλ (hµλ,ν + hνλ,µ − hµν,λ)
=
1
2 (bR)d
[
1
2
u(µ∂ν)u
σ + duµuνP
σλ∂λ ln b
−P σλ∂λ (uµuν) + 1
f (bR)
uσ
(
1
2
∂(νuµ)
−1
2
du(µ∂ν) ln b− duλuµuν∂λ ln b
+uλ∂λ (uµuν)
)]
(B.4)
Γ¯µ(2)µν =
1
d− 1
1
Rf (bR)
(∂ρu
ρ∂ν ln f (bR)− ∂ν∂ρuρ) (B.5)
Γ¯σ(2)µν u
µuσ =
1
2
1
Rf (bR)
(
uνu
ρ∂ρu
λ∂λf (bR) + 2
∂ν∂ρu
ρ
d− 1
−2uρ∂ρuλ∂νuλ − 2 ∂ρu
ρ
d− 1∂ν ln f (bR)
+ (1− f (bR))uρ (∂ρuλ∂νuλ
−uν∂ρuλuµ∂µuλ − ∂ρuλ∂λuν
))
(B.6)
We will specify the detailed calculation of the Christoffel symbols
for the entire bulk space-time.
The Christoffel symbols that we can calculate in full to all orders,
of the full bulk metric gab, are:
Γνrr =
1
2
gνa (gra,r + gra,r − grr,a)
=
1
2
gνr (grr,r + grr,r − grr,r)
+
1
2
gνλ (grλ,r + grλ,r − grr,λ) = 0 (B.7)
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Γrrr =
1
2
gra (gra,r + gra,r − grr,a)
=
1
2
grr (grr,r + grr,r − grr,r)
+
1
2
grλ (grλ,r + grλ,r − grr,λ) = 0 (B.8)
The Christoffel symbols that are needed to calculate the Ricci
tensor, with respect to the metric g(0+1)ab = g
(0)
ab + g
(1)
ab , to the first
order are:
Γν(0+1)µσ =
1
2
gνa (gµa,σ + gσa,µ − gµσ,a)
=
1
2
gνr (gµr,σ + gσr,µ − gµσ,r)
+
1
2
gνλ (gµλ,σ + gσλ,µ − gµσ,λ)
=
1
2
uν
(−2∂(µuσ) − ∂r (−r2f (br)uµuσ + r2Pµσ))
+
1
2
[
2 (1− f (br))u(µ∂σ)uν
−P νρ∂ρ (−f (br)uµuσ + Pµσ)]
−b∂r
(
r2F (br)
)
uνσµσ − ∂λu
λ
d− 1u
νuµuσ
+
1
2
uνuρ∂ρ (uµuσ)− 1
2r
∂r
(
r2f (br)
)
uµuσu
ρ∂ρu
ν
+uρ∂ρu
νPµσ (B.9)
Γν(0+1)µr =
1
2
gνa (gµa,r + gra,µ − gµr,a)
=
1
2
gνr (gµr,r + grr,µ − gµr,r) + 1
2
gνλ (gµλ,r + grλ,µ − gµr,λ)
=
1
r
P νµ +
1
2r2
+ ω νµ + b∂r (F (br))σ
ν
µ (B.10)
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Γr(0+1)µν =
1
2
gra (gµa,ν + gνa,µ − gµν,a)
=
1
2
grr (gµr,ν + gνr,µ − gµν,r) + 1
2
grλ (gµλ,ν + gνλ,µ − gµν,λ)
=
1
2
r2f (br)
(−2∂(µuν) − ∂r (−r2f (br)uµuν + r2Pµν))
+
1
2
r2
[
2∂(ν
(
f (br)uµ)
)
−2∂(νuµ) − uρ∂ρ (−f (br)uµuν + Pµν)
]
+r2f (br)
(
− b∂r
(
r2F (br)
)
σµν
− ∂λu
λ
d− 1uµuν +
1
2
uλuλ (uµuν)
)
− ∂λu
λ
d− 1r∂r
(
r2f (br)
)
uµuν + 2r
2 ∂λu
λ
d− 1Pµν (B.11)
Γr(0+1)µr =
1
2
gra (gµa,r + gra,µ − gµr,a)
=
1
2
grr (gµr,r + grr,µ − gµr,r)
+
1
2
grλΓr(0+1)µν (gµλ,r + grλ,µ − gµr,λ)
=
1
2
∂r
(
r2f (br)
)
uµ − ∂λu
λ
d− 1uµ (B.12)
The Christoffel symbols that are needed to calculate the expansion
parameter θ(`), with respect to the metric g
(0+1+2)
ab = g
(0)
ab +g
(1)
ab +g
(2)
ab
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to the second order, are:
Γr(0+1)µν =
1
2
gra (gµa,ν + gνa,µ − gµν,a)
=
1
2
grr (gµr,ν + gνr,µ − gµν,r) + 1
2
grλ (gµλ,ν + gνλ,µ − gµν,λ)
=
1
2
r2f (br)
(−2∂(µuν) − ∂r (−r2f (br)uµuν + r2Pµν))
+
1
2
r2
[
2∂(ν
(
f (br)uµ)
)− 2∂(νuµ)
−uρ∂ρ (−f (br)uµuν + Pµν)]
+r2f (br)
(
− b∂r
(
r2F (br)
)
σµν
− ∂λu
λ
d− 1uµuν +
1
2
uλuλ (uµuν)
)
− ∂λu
λ
d− 1r∂r
(
r2f (br)
)
uµuν + 2r
2 ∂λu
λ
d− 1Pµν (B.13)
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Γr(0+1+2)rµ =
1
2
gra (gµa,r + gra,µ − gµr,a)
=
1
2
grr (gµr,r + grr,µ − gµr,r) + 1
2
grλ (gµλ,r + grλ,µ − gµr,λ)
=
1
2
(
uν − (G−1)νσVσ) (−2∂[µuν] + ∂r (−2u(µVν) + Gµν))
= −uµ ∂λu
λ
d− 1 − uµ∂r
[
1
2 (br)d
(
r2
(
1− (br)d
)
−1
2
ωαβω
αβ − (br)2K2 (br) σαβσ
αβ
d− 1
)]
+
1
2r
uλ∂λuσP
λ
µ ∂λu
σ − br∂rF (br)uλ∂λuσσσµ
−1
r
2
d− 2P
ρ
µ (∂λ − (d− 3)Aλ)ωλρ
+
(
2L (br)
r (br)d−2
− 1
2
∂r
(
2L (br)
(br)d−2
)
+
1
r
1
d− 2
)
×P ρµ (∂λ − (d− 1)Aλ)σλρ
− 1
2r
uλ∂λu
σ∂σuµ (B.14)
Γν(0+1+2)νr =
1
2
gνa (gνa,r + gra,ν − gνr,a)
=
1
2
gνr (gνr,r + grr,ν − gνr,r) + 1
2
gνλ (gνλ,r + grλ,ν − gνr,λ)
=
1
2
(
G−1
)νσ
∂rGνσ
=
1
r
(d− 1)− b2∂rK1 (br)σαβσαβ
+
b2
r
Pαβuρ∂ρσαβ∂r (H2 (br)−H1 (br))
+
1
r3
ωαβω
αβ (B.15)
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Γν(0+1+2)νµ =
1
2
gνa (gνa,µ + gµa,ν − gνµ,a)
=
1
2
gνr (gνr,µ + gµr,ν − gνµ,r) + 1
2
gνλ (gνλ,µ + gµλ,ν − gνµ,λ)
=
1
2
(
uν − (G−1)νσ Vσ) (−2∂(µuν) − ∂r (−2u(µVν) + Gµν))
+
1
2
(
G−1
)νσ
∂µ
(−2u(σVν) + Gσν)
= uµ
∂λu
λ
d− 1 + uµ∂r
[
1
2 (br)d
(
r2
(
1− (br)d
)
−1
2
ωαβω
αβ − (br)2K2 (br) σαβσ
αβ
d− 1
)]
− 1
2r
uλ∂λuσP
λ
µ ∂λu
σ + br∂rF (br)u
λ∂λuσσ
σ
µ
+
1
r
2
d− 2P
ρ
µ (∂λ − (d− 3)Aλ)ωλρ
+
(
2L (br)
r (br)d−2
− 1
2
∂r
(
2L (br)
(br)d−2
)
+
1
r
1
d− 2
)
P ρµ (∂λ − (d− 1)Aλ)σλρ
+
1
2r
uλ∂λu
σ∂σuµ
= −Γr(0+1+2)rµ (B.16)
`µΓσ(0+1+2)rµ `σ = 0 (B.17)
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Appendix C
The Constarint Equations to The Third
Order
We will present here a different method than what we presented in
chapter 6 to find the constraint equations to the third order of the
event and apparent horizons.
In order to do so, we look at equation (4.23) and use (4.20) to
get the following form of the constraint equations:
Rabm
aebµ = 0 (C.1)
In order to check that we get the same constraint equations from
the two hyper-surfaces, we calculate the difference between the con-
straint equations evaluated on the event horizon and the constraint
equations evaluated on the apparent horizon, to the third order in
derivative expansion, i.e.:
EH − AH ≡ Rabmaebµ
∣∣
r=rEH
− Rabmaebµ
∣∣
r=rAH
(C.2)
The quantities will be calculated from the full second order bulk
metric (3.7). Bearing in mind that the difference in ma only starts
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from the second order, and that the difference in Rab and eaµ only
starts from the third order, we can write (C.2) in the following
manner:
EH − AH =
(
R(3)aµ
∣∣
r=rEH
− R(3)aµ
∣∣
r=rAH
)
ma(0)
+
(
ma(2)
∣∣
r=rEH
− ma(2)∣∣
r=rAH
)
R(1)aµ +
+
(
eb(3)µ
∣∣
r=rEH
− eb(3)µ
∣∣
r=rAH
)
R
(0)
ab m
a(0)
+
(
ma(3)
∣∣
r=rEH
− ma(3)∣∣
r=rAH
)
R(0)aµ +
+
(
ma(2)
∣∣
r=rEH
− ma(2)∣∣
r=rAH
)
R
(0)
ab e
b(1)
µ +
+
(
R
(2)
ab
∣∣∣
r=rEH
− R(2)ab
∣∣∣
r=rAH
)
ma(0)eb(1)µ
+
(
R(2)aµ
∣∣
r=rEH
− R(2)aµ
∣∣
r=rAH
)
ma(1) (C.3)
where the superscript refers to the order that we are evaluating the
specific quantities, i.e., if it is written (1) only the first derivative
terms should be taken (no zero terms). The quantities in (C.3) that
are outside the brackets should be evaluated at the location r = b−1,
for instance:
mr(0)
∣∣
r=b−1 = g
rr(0)
∣∣
r=b−1 = r
2f (br)
∣∣
r=b−1 = 0 (C.4)
Here we write some of the quantities that will help us to evaluate
(C.3),
R(0)rr = 0,
mr(0) = 0, mν(1) = 0,
mµ(2)
∣∣
r=rEH
= mµ(2)
∣∣
r=rAH
, (C.5)
R(0)rν = duν , R
(1)
rν = R
(2)
rν = R
(3)
rν = 0,
e
a(1)
µEH/AH = e
r(1)
µEH/AH = ∂µr
(0)
EH/AH = ∂µb
−1, ea(3)µ = e
r(3)
µ = ∂µr
(2)
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We know that only the third order terms that will be different
are the one that are composed of the second order horizon location
r(2), which is different in both hyper-surfaces. For instance, the only
part that will contribute in the third order Ricci tensor, is the Ricci
tensor calculated to the first order in derivatives evaluated on one of
the hyper-surfaces and from this we will take the third order terms
that come from r(2)EH/AH . We denote , to represent the only terms
that will not cancel out in the difference ma(3)
∣∣
r=rEH
− ma(3)∣∣
r=rAH
,
for example we will write,
mµ(3)
∣∣
r=rEH/AH
= gµr(3) − gµν(0)∂ν
(
r
(2)
EH/AH (x)
)
− gµν(2)∂ν
(
r(0) (x)
)
, −1
r
uλ∂λu
µ − 1
r2
P µν∂µr
(2)
EH/AH −
1
r2
P µν∂νb
−1
= −1
r
uλ∂λu
µ +
1
r2
b−1uλ∂λuµ − b2P µν∂µr(2)EH/AH
, −b2r(2)EH/AHuλ∂λuµ − b2P µν∂µr(2)EH/AH (C.6)
mr(3)
∣∣
r=rEH/AH
= grr(3) − grν(0)∂ν
(
r
(2)
EH/AH (x)
)
− grν(2)∂ν
(
r(0) (x)
)
, −2r ∂λu
λ
d− 1 − u
ν∂νr
(2)
EH/AH
, −2r(2)EH/AH
∂λu
λ
d− 1 − u
ν∂νr
(2)
EH/AH (C.7)
where rEH/AH is the event or apparent horizon full location up to
the second order, and r(0) = b−1.
Now we are ready to evaluate each term in (C.3):
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(
R(2)aµ
∣∣
r=rEH
− R(2)aµ
∣∣
r=rAH
)
ma(1) =
=
(
R(2)rµ
∣∣
r=rEH
− R(2)rµ
∣∣
r=rAH
)
mr(1) +
(
R(2)νµ
∣∣
r=rEH
− R(2)νµ
∣∣
r=rAH
)
mν(1)
= 0
(
R
(2)
ab
∣∣∣
r=rEH
− R(2)ab
∣∣∣
r=rAH
)
ma(0)eb(1)µ =
=
(
R(2)rr
∣∣
r=rEH
− R(2)rr
∣∣
r=rAH
)
mr(0)er(1)µ +
(
R(2)µr
∣∣
r=rEH
− R(2)νr
∣∣
r=rAH
)
mν(0)er(1)µ
= 0
(
ma(2)
∣∣
r=rEH
− ma(2)∣∣
r=rAH
)
R
(0)
ab e
b(1)
µ =
=
(
mr(2)
∣∣
r=rEH
− mr(2)∣∣
r=rAH
)
R(0)rr e
r(1)
µ +
(
mν(2)
∣∣
r=rEH
− mν(2)∣∣
r=rAH
)
R(0)νr e
r(1)
µ
= 0
(
ma(3)
∣∣
r=rEH
− ma(3)∣∣
r=rAH
)
R(0)aµ =
=
(
mr(3)
∣∣
r=rEH
− mr(3)∣∣
r=rAH
)
R(0)rµ +
(
mν(3)
∣∣
r=rEH
− mν(3)∣∣
r=rAH
)
R(0)νµ
= −d
(
r(2)
∣∣
r=rEH
− r(2)∣∣
r=rAH
)
2
∂λu
λ
d− 1uµ
+db−2Pµν
(
r(2)
∣∣
r=rEH
− r(2)∣∣
r=rAH
)
b2uλ∂λu
ν
−duνuµ
(
∂ν
(
r(2) (x)
)∣∣
r=rEH
− ∂ν
(
r(2) (x)
)∣∣
r=rAH
)
+dP σµ
(
∂σ
(
r(2) (x)
)∣∣
r=rEH
− ∂σ
(
r(2) (x)
)∣∣
r=rAH
)
= −d
(
r(2)
∣∣
r=rEH
− r(2)∣∣
r=rAH
)(
2
∂λu
λ
d− 1uµ − u
λ∂λuν
)
+d
(
∂µ
(
r(2) (x)
)∣∣
r=rEH
− ∂µ
(
r(2) (x)
)∣∣
r=rAH
)
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(
eb(3)µ
∣∣
r=rEH
− eb(3)µ
∣∣
r=rAH
)
R
(0)
ab m
a(0) =
=
(
er(3)µ
∣∣
r=rEH
− er(3)µ
∣∣
r=rAH
)
R(0)rr m
r(0) +
(
er(3)µ
∣∣
r=rEH
− er(3)µ
∣∣
r=rAH
)
R(0)rν m
ν(0)
= −d
(
∂µ
(
r(2) (x)
)∣∣
r=rEH
− ∂µ
(
r(2) (x)
)∣∣
r=rAH
)
(
ma(2)
∣∣
r=rEH
− ma(2)∣∣
r=rAH
)
R(1)aµ =
=
(
mν(2)
∣∣
r=rEH
− mν(2)∣∣
r=rAH
)
R(1)νµ +
(
mr(2)
∣∣
r=rEH
− mr(2)∣∣
r=rAH
)
R(1)rµ = 0
(
R(3)aµ
∣∣
r=rEH
− R(3)aµ
∣∣
r=rAH
)
ma(0) =
=
(
R(3)rµ
∣∣
r=rEH
− R(3)rµ
∣∣
r=rAH
)
mr(0) +
(
R(3)νµ
∣∣
r=rEH
− R(3)νµ
∣∣
r=rAH
)
mν(0)
=
(
R(3)νµ
∣∣
r=rEH
− R(3)νµ
∣∣
r=rAH
)
uν
= d
(
r(2)
∣∣
r=rEH
− r(2)∣∣
r=rAH
)(
2
∂λu
λ
d− 1uµ − u
λ∂λuν
)
We seek the third order constraint equations. This is the reason
that in our calculation we used the previous constraint equations
(5.16), (5.17) that are of the second order. Assembling all of the
above terms and inserting them into (C.3), reveals that our state-
ment is correct, for we found:
EH − AH ≡ Rabmaebµ
∣∣
r=rEH
− Rabmaebµ
∣∣
r=rAH
= 0 (C.8)
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