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ABSTRAKT
Diplomova´ pra´ce se zaby´va´ hleda´n´ım a testova´n´ım neuronovy´ch s´ıt´ı, jejichzˇ vlastnosti a
parametry se hod´ı pro rˇ´ızen´ı aktivn´ıho s´ıt’ove´ho prvku. Rˇesˇ´ı optimalizacˇn´ı u´lohu prioritn´ıho
pˇrepojova´n´ı datovy´ch jednotek ze vstupu na vy´stup. Pra´ce je zameˇˇrena z velke´ cˇa´sti
na vyuzˇit´ı Hopfieldovy a Kohonenovy s´ıteˇ a jejich optimalizaci. Vy´sledkem pra´ce jsou
dva modely. Prvn´ı je rˇesˇen teoreticky v programu Matlab, kde se vza´jemneˇ porovna´vaj´ı
teoreticke´ vy´sledky neuronovy´ch s´ıt´ı. Druhy´m modelem je rea´lny´ model aktivn´ıho prvku
navrzˇeny´m v programu Simulink.
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ABSTRACT
The diploma thesis deal with finding and testing neural networks, whose characteristics
and parameters suitable for the active management of network element. Solves opti-
mization task priority switching of data units from input to output. Work is focused
largely on the use of Hopfield and Kohonen networks and their optimization. Result of
this work are two models. The first theory is solved in Matlab, where each comparing
the theoretical results of neural networks. The second model is a realistic model of the
active element designed in Simulink.
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U´VOD
Aktivn´ı prˇep´ınac´ı prvky jsou za´kladem vsˇech komunikacˇn´ı s´ıt´ı. Jejich hlavn´ı u´loha
je zpracova´n´ı prˇijaty´ch datovy´ch jednotek a podle vy´sledk˚u zpracova´n´ı smeˇruj´ı tyto
data do prˇ´ıslusˇny´ch s´ıti.
Popta´vka po sta´le veˇtsˇ´ıch kapacita´ch komunikacˇn´ıch s´ıti, za u´cˇelem vyuzˇit´ı r˚uz-
ny´ch typ˚u uzˇivatelsky´ch sluzˇeb, prˇedevsˇ´ım pak na´rocˇny´ch videokonferencˇn´ıch apli-
kac´ı, datovy´ch cˇi multimedia´ln´ıch sluzˇeb a spra´vy s´ıteˇ vede k proble´mu, jak tyto
sluzˇby na aktivn´ıch uzlovy´ch smeˇrovac´ıch prvc´ıch efektivneˇ zpracovat. Kazˇda´ z vy´sˇe
jmenovany´ch sluzˇeb potrˇebuje specificke´ vlastnosti prˇenosu. Prˇedevsˇ´ım pak audio-
vizua´ln´ı sluzˇby jako naprˇ´ıklad IP telefonie, zkra´ceneˇ VoIP, nebo streaming videa
cˇi zvuku kladou vysoke´ na´roky na aktivn´ı s´ıt’ove´ prvky, ktere´ mus´ı poskytnout do-
statecˇnou sˇ´ıˇrku pa´sma, kvalitu spojen´ı a urcˇit spra´vne´ smeˇrova´n´ı. Tyto sluzˇby jsou
citlive´ na zpozˇdeˇn´ı, jitter, chybovost a sˇpatneˇ sna´sˇ´ı nedeterministicke´ chova´n´ı naprˇ.
na´hodne´ zpozˇdeˇn´ı. Teˇm to pozˇadavk˚um rˇ´ıka´me parametry kvality spojen´ı. Tyto
u´koly v soucˇasnosti zab´ıraj´ı nejv´ıce cˇasu a jsou prˇedmeˇtem dnesˇn´ıho vy´zkumu.
Klasicke´ metody zpracova´n´ı mohou by´t zalozˇeny na jedne´ centra´ln´ı vyhodnoco-
vac´ı jednotce, tedy rychlost je za´visla´ na rychlosti a efektivnosti jednotky. Takove´
rˇesˇen´ı se sta´va´ neefektivn´ı se vzr˚ustaj´ıc´ı prˇenosovou rychlost´ı, nebot’ se prodluzˇuje
doba zpracova´n´ı jedne´ datove´ jednotky. Mozˇny´m rˇesˇen´ım je pouzˇit´ı paraleln´ıho
rˇazen´ı teˇchto jednotek. Ovsˇem ani toto rˇesˇen´ı neprˇina´sˇ´ı vy´znamne´ zvy´sˇen´ı efekti-
vity. Du˚vodem je proble´move´ rˇ´ızen´ı, synchronizace a spolupra´ce vsˇech teˇchto jedno-
tek. Vyvsta´va´ tedy ota´zka, jaky´m zp˚usobem rˇesˇit tento proble´m? Odpoveˇd´ı mohou
by´t umeˇle´ neuronove´ s´ıteˇ, ktere´ maj´ı charakter jednoduchy´ch funkcˇn´ıch syste´mu˚ s
rozprostrˇenou pameˇt´ı. Neuronove´ s´ıteˇ mohou rˇesˇit slozˇite´ paraleln´ı u´lohy s veˇtsˇ´ı efek-
tivitou neˇzˇ klasicke´ metody. Vhodny´m propojen´ım velke´ho mnozˇstv´ı maly´ch a jed-
noduchy´ch elementa´rn´ıch blok˚u zapojeny´ch do specificke´ architektury lze dosa´hnout
zaj´ımavy´ch vy´sledk˚u [4].
Tato pra´ce si klade za c´ıl vytvorˇen´ı architektury aktivn´ıho uzlove´ho prvku rˇ´ızene´ho
pomoc´ı neuronove´ s´ıteˇ, ktera´ bude rˇesˇit prioritn´ı prˇepojova´n´ı dat ze vstupn´ıch port˚u
na vy´stupn´ı porty. Cˇa´st pra´ce se zaby´va´ hleda´n´ım a testova´n´ım vhodny´ch neuro-
novy´ch s´ıt´ı v prostrˇed´ı Matlab. Zde se porovna´vaj´ı jejich za´kladn´ı vlastnosti, jakou
jsou zabrany´ procesorovy´ cˇas prˇi vy´pocˇtu, chyby ve vzorech aj. Dalˇs´ı cˇa´st pra´ce je
veˇnova´na jizˇ prakticky´m zkousˇka´m neuronovy´ch s´ıti v programu Simulink, kde je
vytvorˇeno jednoduche´ testovac´ı prostrˇed´ı.
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1 AKTIVNI´ SI´TˇOVY´ PRVEK
V te´to kapitole budou rozebra´ny za´kladn´ı vlastnosti a architektura aktivn´ıho prvku.
Protozˇe na´zev aktivn´ı s´ıt’ovy´ prvek je velmi obecne´ te´ma, je trˇeba uprˇesnit, o jake´m
prvku budeme hovorˇit. V na´sleduj´ıc´ı textu budeme pracovat s prvkem, ktery´ pra-
cuje na trˇet´ı a cˇtvrte´ vrstveˇ modelu ISO/OSI. Bude se tedy jednat o jednoduchy´
smeˇrovacˇ, ktery´ dle priority a smeˇru cesty vstupn´ıch paket˚u, prˇepoj´ı prˇ´ıslusˇne´ pakety
na vy´stup. Smeˇrovacˇ je specifikova´n za´kladn´ımi prˇenosovy´mi parametry:
• Pocˇet linek - rozumı´me t´ım kolik I/O komunikacˇn´ıch port˚u obsahuje dany´
smeˇrovacˇ.
• Prˇenosova´ kapacita linek - kazˇda´ linka je specifikova´na svoji prˇenosovou
kapacitou nejcˇasteˇji v Gb/s.
• Zpozˇdeˇn´ı - cˇasovy´ rozd´ıl˚u mezi prˇ´ıchodem datove´ jednotky, na´sledny´m zpra-
cova´n´ım a jej´ım vy´stupem ze smeˇrovacˇe.
• Ztra´tovost´ı - zp˚usobena zahozen´ım datovy´ch jednotek vlivem prˇeplneˇn´ı vy-
rovna´vac´ıch pameˇt´ı nebo vysˇsˇ´ımi pravidly provozu (firewall).
• Celkovou propustnost´ı - u´daj, ktery´ na´m rˇ´ıka´, jak efektivneˇ doka´zˇe smeˇrovacˇ
prˇene´st vstupn´ı data na vy´stupy za jednotku cˇasu. Idea´ln´ı hodnota je 100%.
• Pameˇt’ova´ na´rocˇnost - kazˇdy´ smeˇrovacˇ v sobeˇ obsahuje vyrovna´vac´ı pameˇti,
podle zp˚usobu zpracova´n´ı, tedy architektury, se liˇs´ı jejich velikosti.
• Procesorova´/vy´pocˇetn´ı na´rocˇnost - se odv´ıj´ı od slozˇitosti algoritmu˚ spra´vy
datovy´ch jednotek ve smeˇrovacˇi.
1.1 Model aktivn´ıho prˇep´ınac´ıho prvku
Obecny´ model prˇep´ınac´ıho prvku s pokrocˇily´m rˇ´ızen´ım je naznacˇen na obra´zku 1.1.
Zde je pro jednoduchost realizova´n jako dvouportovy´ prvek 1. Model se skla´da´ ze cˇtyrˇ
cˇa´st´ı: vstupn´ı/vy´stupn´ı bloky, vstupn´ı fronty resp. Vy´stupn´ı, rˇ´ıd´ıc´ı cˇlen a Spojovac´ı
pole.
1.1.1 Vstupn´ı a vy´stupn´ı bloky
Zajiˇst’uj´ı: prˇ´ıjem, odes´ıla´n´ı a kontrolu paket˚u v nasˇem modelu pln´ı funkci pouze
detekce prˇ´ıchoz´ıch paket˚u.
1Dvou portovy´ prvek je z hlediska funkcˇnosti zcela zbytecˇny´. Takovy´ prvek by fungoval v praxi
pouze jako propojka.
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Obr. 1.1: Model aktivn´ıho s´ıt’ove´ho prvku s pokrocˇily´m rˇ´ızeny´m
1.1.2 Vstupn´ı fronty
Jsou zobrazeny na obra´zku 1.1 jako bloky (2). Jedna´ se o pameˇti typu VOQ Virtual
Output Queuing virtua´ln´ı vy´stupn´ı fronty, i kdyzˇ v zapojen´ı pln´ı funkci vstupn´ıch
pameˇt´ı. Lze je cha´pat a realizovat jako FIFO fronty. Jej´ıch princip spocˇ´ıva´ v tom, zˇe
dojde k rozdeˇlen´ı pameˇti kazˇde´ho vstupn´ıho portu na N virtua´ln´ıch front, prˇicˇemzˇ
N je pocˇet port˚u a kazˇda´ fronta obsahuje pouze data urcˇena´ pro prˇ´ıslusˇny´ port.
Lze i realizovat fronty pro kazˇdou prioritn´ı trˇ´ıdu. V nasˇem prˇ´ıpadeˇ bude celkovy´
pocˇet front vzˇdy kvadra´tem pocˇtu port˚u. Na obra´zku 1.1 jsou ve fronta´ch zobrazeny
pakety, jejichzˇ forma´ln´ı za´pis je ve tvaru [Y|Z], kde Y uda´va´ smeˇr paketu. Pro jed-
Obr. 1.2: Algoritmy nejveˇtˇs´ıho mozˇne´ho a maxima´ln´ıho prˇirˇazen´ı [5]
nodusˇ´ı na´vrh je zamy´sˇleno pouze cˇ´ıslo vy´stupn´ıho portu. Polozˇka Z uda´va´ hodnotu
priority paketu. V praxi mu˚zˇe by´t priorita z´ıska´na r˚uzny´mi zp˚usoby. Naprˇ´ıklad z
c´ılove´ho portu nebo pole TOS ze za´hlav´ı TCP protokolu. Mu˚zˇe by´t take´ obsazˇena v
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Obr. 1.3: Uka´zka blokova´n´ı fronty. Paket s pozˇadavkem na port
”
1“ je blokova´n.
ra´mc´ıch vysˇsˇ´ıch protokol˚u, ktere´ zabal´ı prˇena´sˇena´ data do svy´ch ra´mc˚u nebo jen ne-
sena spolecˇneˇ s paketem jako samostatna´ polozˇka. Druha´ mozˇnost je vyuzˇita v te´to
pra´ci. VOQ se da´le da´ rozdeˇlit na dveˇ skupiny. Nejveˇtˇs´ı mozˇne´ prˇirˇazen´ı (maximum
matching) - propoj´ı nejveˇtsˇ´ı mozˇny´ pocˇet vstupn´ıch a vy´stupn´ıch port˚u. V za´kladn´ım
sestaven´ı mu˚zˇe jeden vstup propojit pouze jeden vy´stup. Maxima´ln´ı prˇirˇazen´ı (ma-
ximal matching) - vy´sledkem je stav, kdy dalˇs´ı mozˇne´ prˇiˇrazen´ı uzˇ nen´ı mozˇne´ prˇidat
bez modifikace sta´vaj´ıc´ıho prˇiˇrazen´ı. Nejveˇtsˇ´ı mozˇne´ spojen´ı a maxima´ln´ı prˇiˇrazen´ı
jsou zna´zorneˇny´ na obra´zku 1.2. Nejveˇtsˇ´ı mozˇne´ prˇiˇrazen´ı prˇiˇrad´ı azˇ 3 cesty. Fronty
VOQ, pro kazˇdy´ port, maj´ı oproti jedne´ samostatne´ fronteˇ, pro jeden port, vy´hodu v
potlacˇen´ı blokova´n´ı fronty. Na obra´zku 1.3 je naznacˇen prˇ´ıpad blokova´n´ı. Vy´stupn´ı
port 3 je jizˇ obsazen paketem z prvn´ıho vstupn´ıho portu. Pakety ve fronteˇ cˇtvrte´ho
vstupn´ıho portu mus´ı cˇekat do dalˇs´ıho cyklu, i kdyzˇ port 1 je volny´ a mohl by se
propojit se 4 portem. Podobna´ situace mu˚zˇe nastat i v prˇ´ıpadeˇ blokova´n´ı spojove´ho
pole.
1.1.3 Rˇı´d´ıc´ı cˇlen
Jeho u´lohou je rozhodova´n´ı, jaky´ paket z jake´ fronty bude prˇepojen na prˇ´ıslusˇny´
vy´stupn´ı port. Vstupn´ı fronty poskytnou prioritn´ı hodnoty paket˚u, ktere´ jsou v
dane´m cˇase ve fronta´ch jako prvn´ı. Z teˇch to hodnot se sestav´ı tzv. prioritn´ı vektor,
ktery´ je vstupem pro neuronovou s´ıt’ viz kapitola 2 nebo jiny´ rozhodovac´ı algoritmus.
Vy´stupem teˇchto blok˚u je konfiguracˇn´ı vektor. Jesˇteˇ uprˇesn´ıme termı´ny port a vstup.
V souvislosti s rˇ´ıd´ıc´ım cˇlenem a neuronovou s´ıt´ı bude termı´nem port vzˇdy mysˇlena
jedna I/O cesta a vstupem vstupn´ı cesty neuronove´ s´ıteˇ. Tento blok je hlavn´ım
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prˇedmeˇtem te´to pra´ce, a proto se j´ım zde nebudeme zaby´vat.
1.1.4 Spojovac´ı pole
Spojovac´ı pole (SP) zajiˇst’uje fyzicke´ propojen´ı a prˇesun paket˚u mezi vstupem a
vy´stupem. Propojen´ı je rˇ´ızeno pomoc´ı konfiguracˇn´ıho vektoru. Existuje neˇkolik typ˚u
spojovac´ıch pol´ı, my se pro jednoduchost na´vrhu budeme zaby´vat pouze jedno-
cestny´mi poli. Pro jednocestne´ pole je charakteristicke´, propojen´ı pra´veˇ jedne´ cesty
mezi jedn´ım vstupem a vy´stupem. Pro cˇtyrˇportovy´ smeˇrovacˇ mu˚zˇe existovat ma-
xima´lneˇ cˇtyrˇi neza´visla´ propojen´ı Jedn´ım z nejrozsˇ´ıˇreneˇjˇs´ıch prˇepojovac´ıch pol´ı je
krˇ´ızˇovy´ prˇep´ınacˇ (crossbar switch). Pocˇet sp´ınac´ıch uzl˚u je roven N2, prˇicˇemzˇ
N je pocˇet port˚u. Je zobrazen na obra´zku 1.4a). Spojen´ı mezi vstupn´ım portem
i a vy´stupn´ım portem j je uveden´ım sp´ınac´ıho prvku (i, j) do sepnute´ho stavu.
Uveden´ı do sepnute´ho stavu lze u kazˇde´ho sp´ınac´ıho prvku spousˇteˇt automaticky
prˇ´ıchodem bunˇky s odpov´ıdaj´ıc´ı adresou vy´stupu. Tento proces mu˚zˇe prob´ıhat zcela
neza´visle na ostatn´ıch bunˇka´ch. Vyuzˇit´ım tohoto rˇesˇen´ı rˇ´ızen´ı spojovac´ıho pole se
znacˇneˇ zjednodusˇ´ı a spojovac´ı pole se stane samo smeˇrovac´ım, tj. rˇ´ıdic´ı funkce jsou
distribuova´ny mezi sp´ınac´ı prvky [5]. Vy´hodou a d˚uvody zvolen´ı te´to struktury:
• nedocha´z´ı k vnitrˇn´ımu blokova´n´ı, viz kap.[1.1.2].
• Struktura je jednoducha´ a prˇep´ına´n´ı funguje na vysoky´ch frekvenc´ıch.
• Snadna´ modularita a mozˇnost paraleln´ıho rˇazen´ı v´ıce pol´ı obra´zku 1.4b).
Obr. 1.4: Obra´zek a) zobrazuje obecne´ rˇesˇen´ı krˇ´ıˇzove´ho prˇep´ınacˇe. Obra´zek b) pa-
raleln´ı rˇazen´ı v´ıce krˇ´ıˇzovy´ch prˇep´ınacˇ˚u.
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1.1.5 Tre´novac´ı mnozˇina, prioritn´ı a konfiguracˇn´ı vektor
• Prioritn´ı vektor (prioVect) obsahuje hodnoty priorit ze vsˇech paket˚u, ktere´
jsou na prvn´ıch pozic´ıch vstupn´ıch front. Hodnoty priorit jsou v modelech
nastaveny v rozmez´ı (0-10), z nichzˇ
”
0“ uda´va´ pra´zdnou frontu-zˇa´dny´ paket.
Hodnota priority
”
0“ se nesmı´ prˇena´sˇet v zˇa´dne´m paketu, je urcˇena pouze pro
intern´ı nastaven´ı. Nejvysˇsˇ´ı prioritu, tedy paket bude mı´t prˇednost prˇed jiny´mi,
prˇedstavuje cˇ´ıslo
”
10“. Naopak nejv´ıce znevy´hodneˇna je priorita 1. Naprˇ´ıklad
VOIP by meˇl prioritu 10, FTP prˇenos 1. Velikost prioritn´ıho vektoru je da´na
pocˇtem vstupn´ıch front.
• Konfiguracˇn´ı vektor (configVect) nebo take´ konfiguracˇn´ı vzor je vy´sledkem
vy´pocˇtu neuronove´ s´ıteˇ. Je to vzor, ktery´ nejle´pe odpov´ıda´ zadane´mu prio-
ritn´ımu vektoru. Obsahuje pouze bina´rn´ı hodnoty, z nichzˇ logicka´ hodnota
”





klidove´mu rozpojene´mu uzlu. Jeho velikost je stejna´ jako velikost prioritn´ıho
vektoru. Pro neuronove´ s´ıteˇ SOM a Hopfield, viz da´le, slouzˇ´ı konfiguracˇn´ı vek-
tor za´rovenˇ jako inicializacˇn´ı-ucˇ´ıc´ı vzory. V prˇ´ıpadeˇ konfiguracˇn´ıho vektoru
mohou nastat 2 nechteˇne´ stavy. Jak ukazuje obra´zek [1.5] jsou to vznik koliz´ı
a v´ıceportove´ho pos´ılan´ı. Kolize vznikne tak, zˇe ve spojovac´ım poli dojde
k propojen´ı dvou vstup˚u s jedn´ım vy´stupem. T´ım dojde k interferenci a data
z obou vstup˚u se budou navza´jem rusˇit. V prˇ´ıpadeˇ v´ıceportove´ho pos´ılan´ı2
k narusˇen´ı integrity dat nedojde, ale kv˚uli velke´ slozˇitost implementace te´to
metody nen´ı zahrnuta v pra´ci.
Obr. 1.5: Vznik koliz´ı a nedovolene´ho propojen´ı v prˇ´ıpadeˇ chybne´ho konfiguracˇn´ıho
vektoru.
2Technika smeˇrova´n´ı, prˇi ktere´ jsou data z jednoho portu smeˇrova´na na v´ıce port˚u za´rovenˇ.
Prˇ´ıkladem je multicast.
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• Tre´novac´ı mnozˇina (TRM) je zpravidla mnozˇina prioritn´ıch vektor˚u a k nim
prˇiˇrazeny´ch konfiguracˇn´ıch vzor˚u. Hleda´n´ım spra´vne´ TRM je cˇasto kl´ıcˇovou
u´lohou prˇi rˇesˇen´ı optimalizacˇn´ıch proble´mu˚. Se zvysˇuj´ıc´ım se pocˇtem port˚u a
pravidel roste pocˇet mozˇny´ch kombinac´ı vstupn´ıch vektor˚u pro neuronovou s´ıt’.
V tabulce 1.1, je zobrazena za´vislost pocˇtu konfiguracˇn´ıch vzor˚u a prioritn´ıch
vektor˚u na pocˇtu port˚u. Pocˇet konfiguracˇn´ı vzor˚u je rovny´ faktoria´lu pocˇtu
port˚u a tedy zahrnuje pouze stavy, kdy na jeden vy´stup mu˚zˇe smeˇrˇovat pouze
jeden paket. Nelze tedy smeˇrovat jeden paket na v´ıce vy´stupn´ıch port˚u. Pokud
vsˇechny vstupn´ı fronty neobsahuj´ı pakety, prioritn´ı vektor obsahuje hodnoty
priorit
”
0“, rˇ´ıd´ıc´ı cˇlen vybere nejblizˇsˇ´ı konfiguracˇn´ı vzor.
Pocˇet prioritn´ıch vektor˚u roste podle rovnice
N = P I , (1.1)
kde P uda´va´ hodnotu maxima´ln´ı priority a I velikost prioritn´ıho vektoru.
Jak vyply´va´ z tabulky, ktera´ je spocˇ´ıta´na pro P = 10, je mnozˇina vstupn´ıch
kombinac´ı prioritn´ıch vektor˚u obrovska´. Jizˇ prˇi male´m pocˇtu port˚u je pra´ce s
tak obrovskou mnozˇinou, velmi problematicka´.







Tab. 1.1: Pocˇet konfiguracˇn´ıch vzor˚u a pocˇet prioritn´ıch vektor˚u pro 10 prioritn´ıch
trˇ´ıd
1.1.6 Algoritmy rˇazen´ı a vy´beˇru
Implementace algoritmu rˇ´ızen´ı front ve smeˇrovacˇi je jeho d˚ulezˇitou soucˇa´st´ı, ktera´ se
stara´ o vy´beˇr datovy´ch jednotek z pameˇti a jejich odesla´n´ı do spojovac´ıho pole. Tyto
algoritmy jsou cˇa´sti, ktere´ se budeme snazˇit nahradit neuronovy´mi s´ıteˇmi. Jelikozˇ
existuje velke´ mnozˇstv´ı algoritmu˚ a modifikac´ı nebudeme zde uva´deˇt vsˇechny, pouze
vyjmenuji neˇktere´ z nich.
• FIFO - za´kladn´ı implementace tohoto algoritmu vzˇdy vyb´ıra´ nejstarsˇ´ı bunˇku
ve fronteˇ. Velmi nezˇa´douc´ı vlastnost´ı algoritmu je jev blokova´n´ı fronty, ktery´
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nastane, kdyzˇ pozˇadovany´ vy´stup nen´ı volny´. V tomto prˇ´ıpadeˇ z vyrovna´vac´ı
pameˇti dane´ho portu nebude prˇenesena zˇa´dna´ bunˇka a to ani v prˇ´ıpadeˇ, zˇe v
pameˇti jsou dalˇs´ı bunˇky, ktere´ se smeˇrˇuj´ı na volne´ vy´stupy. [5] Tato fronta je
snadno implementovatelna´, ale nejme´neˇ efektivn´ı.
• VOQ - jizˇ popsa´no v prˇedesˇly´ch kapitola´ch.
• PIM - Paralell Iterative Matching - iteracˇn´ı algoritmus, vyuzˇ´ıvaj´ıc´ı VOQ a
na´hodne´ho vy´beˇru
• iSLIP - Iterative Round-Robin with SLIP - rozsˇiˇruje mozˇnosti PIM viz [5]
17
2 NEURONOVE´ SI´TEˇ
Jak jizˇ bylo naznacˇeno v u´vodu, umeˇle´ neuronove´ s´ıteˇ (UNS) maj´ı charakter husteˇ
propojene´ho velke´ho pocˇtu jednoduchy´ch obvod˚u (neuron˚u) s rozprostrˇenou pameˇt´ı.
Tyto obvody pocˇ´ıtaj´ı pouze jednoduche´ funkce. Jejich chova´n´ı a prˇedevsˇ´ım vy´stup
prˇipomı´na´ chova´n´ı biologicky´ch neuron˚u - lidske´ inteligence. Nejprve pop´ıˇseme za´kla-
dy neuronovy´ch s´ıt´ı - jejich vy´hody a nevy´hody, pote´ jednotlive´ typy s´ıti pouzˇity
v prakticke´ cˇa´sti te´to pra´ce. Obrovskou vy´hodou UNS je schopnost ucˇit se, tedy
adaptovat se. Dalˇs´ı vlastnost´ı je generalizace. Generalizace je schopnost, kdy do
spra´vny´ch trˇ´ıd jsou klasifikova´ny i vstupn´ı vzory, ktere´ nejsou soucˇa´st´ı tre´novac´ı,
neboli ucˇ´ıc´ı mnozˇiny [11]. Generalizace je tady velmi zˇa´da´na vlastnost, jelikozˇ UNS
se pouzˇ´ıvaj´ı prˇeva´zˇneˇ v u´loha´ch, ktere´ maj´ı obrovske´ mnozˇstv´ı kombinac´ı vstupn´ıch
a vy´stupn´ıch hodnot, a proto v mnoha prˇ´ıpadech nelze natre´novat s´ıt’ pro vsˇechny
vzory. Dalˇs´ı vlastnost´ı je asociace vstupn´ıch vzor˚u k jizˇ naucˇeny´m/zna´my´m vzor˚um.
Naopak nevy´hody umeˇly´ch neuronovy´ch s´ıt´ı jsou: doba potrˇebna´ k natre´nova´n´ı,
obt´ızˇna´ volba optima´ln´ı struktury (topologie) s´ıteˇ, velikost a slozˇitost s´ıt´ı - fyzicke´
omezen´ı pameˇt´ı a obt´ızˇne´ zjiˇsteˇn´ı, zda s´ıt’ spra´vneˇ generalizuje.
2.1 Za´kladn´ı pojmy
Za´kladem umeˇle´ neuronove´ s´ıteˇ je matematicky´ neuron, ten je tvorˇen N-rozmeˇrny´m
vstupn´ım vektorem a M-rozmeˇrny´m vy´stupn´ım vektorem. V dalˇs´ım textu budou
indexy i a j oznacˇovat prˇ´ıslusˇne´ neurony v neuronove´ s´ıti.
Obr. 2.1: Model McCulloch-Pittsova neuronu [11].
Soucˇa´st´ı neuronu je vektor synapticky´ch vah wij (synaptic weights), ktery´ vy-
jadrˇuje ulozˇen´ı zkusˇenost´ı do neuronu. Synapticke´ va´hy jsou tedy zdrojem schopnosti
neuronu adaptovat se na noveˇ z´ıskane´ zkusˇenosti beˇhem ucˇen´ı. Prˇi ucˇen´ı hleda´me
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optima´ln´ı hodnoty vah tak, abychom pro vstupy z tre´novac´ı mnozˇiny dostali od-
pov´ıdaj´ıc´ı hodnoty vy´stup˚u. Pra´h neuronu (bias, threshold) Θj - hodnota urcˇuje,
kdy je neuron aktivn´ı nebo neaktivn´ı (va´zˇena´ suma vstup˚u mus´ı by´t veˇtsˇ´ı nezˇ pra´h).
Aktivita neuronu je za´visla´ od hodnoty aktivacˇn´ıho potencia´lu u. Ten je pro kazˇdy´
typ s´ıteˇ odliˇsny´ dle topologie. Aktivacˇn´ı potencia´l, nebo-li obvodova´ funkce (net
function), urcˇuje jaky´m zp˚usobem budou vstupn´ı parametry kombinova´ny uvnitrˇ




wijxi + Θj. (2.1)
Vy´stupn´ı funkce neuronu, ktera´ simuluje prˇenos signa´lu neuronem
yj = f(u).
Aktivacˇn´ı funkce (activation function) nebo take´ prˇenosova´ funkce, ovlivnˇuje
vy´stupn´ı data z neuronu. Nejcˇasteˇji pouzˇ´ıvane´ aktivacˇn´ı funkce jsou zobrazeny v
tabulce 2.1. Dalˇs´ı funkce viz [1]. Sloupec NNtool reprezentuje za´pis dane´ funkce v
programu Matlab NNtool kap. 2.6.
Aktivacˇn´ı funkce neuronu Matematicky´ za´pis NNtool
Signoida f(u) = 1
1+eu/t
logsig
Skokova´ funkce f(u) =<1 u≥0−1 u<0 hardlims
Linea´rn´ı funkce f(u) = au+ b purelin






Gaussova (RBF) f(u) = e−(u
2) radbias
Tab. 2.1: Neˇktere´ vybrane´ aktivacˇn´ı funkce umeˇly´ch neuron˚u. T je strmost funkce
Kazˇda´ neuronova´ s´ıt’ je popsa´na svoj´ı energetickou funkc´ı E, ktera´ popisuje
chova´n´ı s´ıteˇ. Z energeticke´ funkce lze odvodit mechanizmy ucˇen´ı a vybavova´n´ı. Je
zˇa´douc´ı, aby hodnota byla velka´ pro velke´ chyby a mala´ pro male´ chyby.
2.1.1 Klasifikace neuronovy´ch s´ıt´ı
Neuronove´ s´ıteˇ mu˚zˇeme klasifikovat podle neˇkolika krite´ri´ı.
Podle zp˚usob˚u sˇ´ıˇren´ı informace
• v prˇ´ıme´m smeˇru/doprˇedne´m smeˇru - (feedforward) od vstupu k vy´stupu.
• ve zpeˇtne´m - (backpropagation) realizova´no jako zpeˇtna´ vazba mezi neurony.
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Podle topologie s´ıteˇ
Topologi´ı rozumı´me usporˇa´da´n´ı a propojen´ı vrstev neuron˚u mezi sebou. Na obra´zku
2.2, jsou zna´zorneˇny nejcˇasteˇjˇs´ı typy topologi´ı.
• Jednovrstva´ s´ıt’ - neurony propojeny syste´mem kazˇdy´ s kazˇdy´m a informace
se sˇ´ıˇr´ı v doprˇedne´m smeˇru. Podrobneˇji v kapitole 2.3. rˇ´ıkladem jednovrstve´
s´ıteˇ je Hopfieldova s´ıt’ obr. 2.2a).
• Vı´cevrstva´ s´ıt’ - tvorˇena minima´lneˇ trˇemi vrstvami. Prvn´ı vrstva je vstupn´ı
(input layer), tato vrstva se cˇasto neuva´d´ı. Pak na´sleduje jedna nebo v´ıce
skryty´ch vrstev (hidden layer). Kazˇda´ skryta´ vrstva mu˚zˇe obsahovat libovolny´
pocˇet neuron˚u. Posledn´ı vrstvou je vy´stupn´ı vrstva (output layer) obr. 2.2b).
• Rekurentn´ı s´ıt’ - obr. 2.2b) je mu˚zˇe by´t podobna´ v´ıcevrstve´ s´ıti, ovsˇem ob-
sahuje zpeˇtnovazebn´ı smycˇky. Zpeˇtne´ vazby mohou by´t umı´steˇny mezi jednot-
livy´mi neurony uvnitrˇ jedne´ vrstvy nebo mezi vrstvami.
• Mrˇ´ızˇkova´ struktura - obr. 2.2c) je vyuzˇ´ıva´na u samorganizuj´ıc´ıch se map
(SOM). SOM se skla´daj´ı z jednoho, dvou nebo v´ıcedimenziona´ln´ı pole neu-
ron˚u. Jejich schopnost usporˇa´dat mnozˇinu vstupn´ıch dat do trˇ´ıd podle jejich
charakteristicky´ch vlastnost´ı.
Podle principu ucˇen´ı
• Hebb˚uv za´kon ucˇen´ı - je vzorem pro vsˇechny soucˇasne´ algoritmy ucˇen´ı.
Princip je zalozˇen na podobnosti biologicke´ho neuron˚u, kdy docha´z´ı vlivem
aktivity dvou neuron˚u k posilova´n´ı nebo naopak k oslabova´n´ı jejich vazby
(synapticke´ va´hy). Pokud je aktivn´ı jen jeden z neuron˚u va´hy zustanou stejne´.
Vztah (2.2) [11] matematicky popisuje hebb˚uv za´kon
wij(t+ 1) = wij(t) + gyi(t)xj(t) (2.2)
kde wij jsou prvky matice synapticky´ch vah dvou propojeny´ch neuron˚u, xj
je presynapticky´ stav neuronu, yi postsynapticky´ stav a g je zes´ılen´ı procesu
ucˇen´ı (0 < g < 1).
• Za´kon kompozice nebo take´ za´kon souteˇzˇen´ı, kdy se upravuj´ı pouze va´hy
”
v´ıteˇzne´ho“ neuronu, prˇ´ıpadneˇi neˇkolika dalˇs´ıch neuron˚uv jeho bl´ızke´m okol´ı
• asociativn´ı - c´ılem je extrakce vza´jemny´ch vztah˚u mezi jednotlivy´mi vzory
nebo skupinami vzor˚u [11].
• ucˇen´ı s ucˇitelem (supevised learning) - UNS jsou opakovaneˇ prˇedkla´da´ny
vstupn´ı hodnoty a k nim jsou zna´my pozˇadovane´ vy´stupn´ı hodnoty. Ucˇ´ıc´ı
algoritmus porovna´va´ rozd´ıl mezi pozˇadovany´mi a vy´stupn´ımi hodnotami pro
kazˇdy´ vzor. Uka´zka realizace ucˇen´ı s ucˇitelem obr. 2.3. Hodnota γ urcˇuje zmeˇnu
vah mezi neurony. Je za´visla´ na pouzˇ´ıte´m algoritmu a jeho nastaven´ı.
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Obr. 2.2: Typy topologi´ı UNS: A) jednovrstva´ (Hopfieldova), B) v´ıcevrstva se
zpeˇtnou vazbou nebo take´ rekurentn´ı (Elmanova). C) Mrˇ´ıˇzkova´ (Kohenova).
• ucˇen´ı bez ucˇitelem - samoorganizace (self-organization) je zalozˇeno na
schopnosti neuronovy´ch s´ıt´ı rozeznat ve vstupn´ıch vzorech stejne´ vlastnosti.
S´ıt’ ve sve´ strukturˇe sdruzˇuje podobne´ vstupn´ı vzory do skupin cˇi oblast´ı.
Docha´z´ı k systematicke´mu ukla´da´n´ı vzor˚u. S´ıteˇ zalozˇene´ na tomto principu se
pouzˇ´ıvaj´ı tam, kde nezna´me ucˇ´ıc´ı mnozˇinu, viz 2.5.
• jednora´zove´ ucˇen´ı - nejlepsˇ´ıho vy´sledku je dosazˇeno v jednom ucˇ´ıc´ım kroku.
• opakovane´ ucˇen´ı - s´ıti se opakovaneˇ prˇedkla´daj´ı vzory. Existuj´ı r˚uzne´ typy
a modifikace takove´ho ucˇen´ı.
Podstatou kazˇde´ho ucˇen´ı je sestaven´ı vstupn´ı prˇ´ıpadneˇ vy´stupn´ı tre´novac´ı mnozˇiny
a nastaven´ı parametr˚u UNS (vektor vah poprˇ´ıpadeˇ i strmosti aktivacˇn´ı funkce)
tak, aby odchylka mezi pozˇadovany´m a skutecˇny´m vy´stupem prˇi odezveˇ na sou-
bor tre´novac´ıch vzor˚u byla minima´ln´ı [11], nebo aby UNS doka´zala rozeznat stejne´
nebo podobne´ vlastnosti ve vstupn´ıch vzorech a systematicky je roztrˇ´ıdit do skupin.
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Obr. 2.3: Realizace ucˇen´ı s ucˇitelem [2]
Podle aplikace s´ıteˇ
• Klasifikace - vstupn´ı vzory jsou prˇiˇrazeny do prˇedem dany´ch trˇ´ıd.
• Asociace - mu˚zˇeme rozdeˇlit na autoasociativn´ı (stacˇ´ı cˇa´st vzorku k vybaven´ı
kompletn´ıho vzoru) a heteteroasociativn´ı (vybav´ı se sdruzˇene´ informace na
za´kladeˇ vstupn´ıho vzoru).
• Aproximace
• Predikce - prˇedpov´ıda´n´ı vy´stupn´ıch vzor˚u
• Optimalizace
• Identivikace
2.2 Vı´cevrstve´ s´ıteˇ typu Perceptron
Multi-layer perceptron - MLP se skla´da´ minima´lneˇ ze trˇ´ı vrstev. Prvn´ı vrstva -
vstupn´ı (distribucˇn´ı), minima´lneˇ jedne´ skryte´ a jedne´ vy´stupn´ı vrstvy s doprˇedny´m
propojen´ım a sˇ´ıˇren´ım signa´lu [11]. Jedna´ se o heteroasociativn´ı s´ıteˇ s ucˇitelem. Dva
zp˚usoby ucˇen´ı
• off-line - v tomto prˇ´ıpadeˇ se pocˇ´ıtaj´ı synapticke´ va´hy a prahy pro vsˇechny
vzory. Vypocˇ´ıta se gradient chyby pro vsˇechny vstupn´ı vzory tre´novac´ı mnozˇiny.
• on-line - va´hy a prahy jsou upravova´ny po kazˇdeˇm tre´novac´ım vzorku
Oba zp˚usoby tre´ninku nezarucˇuj´ı nalezen´ı minima. Pro ucˇen´ı byl vynalezen algo-
ritmus zpeˇtne´ho s´ıˇreˇn´ı chyby (Error Back-propagation Algorithm BPG). Za´kladn´ı
princip i modifakce jsou podrobneˇji rozebra´ny v [3] a [10].
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2.3 Hopfieldova s´ıt’
Tato s´ıt’ se nejcˇasteˇji pouzˇ´ıva´ jako auto-asociativn´ı pameˇt’, prˇi rekonstrukci neu´plny´ch
a sˇumem posˇkozeny´ch obraz˚u a v optimalizacˇn´ıch proble´mech. Jedna´ se o jednovrst-
vou rekurentn´ı s´ıt’, tzn. kazˇdy´ vy´stup z neuronu je prˇiveden na vstup vsˇech ostatn´ıch
neuron˚u [11]. Struktura s´ıteˇ je zobrazena na obr. 2.3a). S´ıt’ ma´ stejny´ pocˇet vstup˚u,
vy´stup˚u a neuron˚u. Norma´love´ hodnoty na vstupu i vy´stupu, naby´vaj´ı hodnot z
intervalu < −1, 1 >. Hopfieldova s´ıt’ mu˚zˇe rˇesˇit u´lohy pro spojite´ i bipola´rn´ı hod-
noty Maxima´ln´ı pocˇet uchovany´ch vzor˚u v s´ıti je roven P ≤ 0, 15N , kde P je pocˇet
uchovany´ch vzor˚u v pameˇti a N je pocˇet neuron˚u. Pameˇt’ova´ na´rocˇnost s´ıteˇ roste
kvadraticky s pocˇtem vstup˚u. Nı´zky´ pomeˇr mezi P a N je jedn´ım z hlavn´ıch nevy´hod.
Druhy´m proble´mem je nutnost volit tre´novac´ı vzory tak, aby byly rovnomeˇrneˇ roz-
prostrˇeny v cele´ mnozˇineˇ a byly co nejme´neˇ podobne´. Dı´ky strukturˇe, s´ıt’ doka´zˇe












Z rovnice 2.3 [4] je patrne´, zˇe s´ıt’ aplikuje na vstupn´ı hodnoty v neuronu va´hovy´
soucˇet a vy´sledek se pouzˇije jako argument prˇenosove´/aktivacˇn´ı funkce.
Ucˇen´ı hopfieldovi s´ıteˇ
Ucˇen´ı hopfieldovi s´ıteˇ je zalozˇeno na Hebboveˇ za´koneˇ. Princip ucˇen´ı:
1. Nastaven´ı synapticky´ch vah na na´hodne´ hodnoty.
2. Inicializace - na vstup prˇivedeme vy´stupn´ı vzor z inicializacˇn´ı matice vzor˚u
3. Iterace - Dokud se s´ıt’ neusta´l´ı s´ıti se neusta´le prˇedkla´da´ vy´stupn´ı vzor
4. Skok na bod 2.
Fungova´n´ı Hopfieldovy s´ıteˇ zna´zornˇuje obra´zek 2.4. Pro lepsˇ´ı prˇedstavu je prˇ´ıklad
zna´zorneˇn pro trˇ´ı-dimenziona´ln´ı prostor, tedy vstupn´ı vektor bude mı´t 3 prvky-
sourˇadnice (x,y,z). Cˇerne´ body v roz´ıch znacˇ´ı naucˇene´ vzory. Pra´zdne´ vzory, ktere´
nebyly v inicializacˇn´ı matici, jsou znacˇeny jako b´ıle body1. Na vstup prˇivedeme
vektor P, a s´ıt’ v prvn´ım iteracˇn´ım kroku spocˇ´ıta´ bod P1 a v dalˇs´ım, bod P2. S´ıt’
dosa´hla v tomto bodeˇ stabiln´ıho stavu a spra´vneˇ prˇiˇradila P k P2. Naproti tomu
vstupn´ı vektor D, ani pro v´ıce kroc´ıch nedosa´hl stabiln´ıho stavu a s´ıt’ se zastavila
ve
”
falesˇne´m“ loka´ln´ım minimu. V prˇ´ıpadeˇ, zˇe by jeden z bod˚u skoncˇil ve vrcholu,
ktery´ na´lezˇ´ı nenaucˇene´mu vzoru, dojde k chybeˇ viz kapitola 3.2.
Pocˇet neuron˚u roste s kvadra´tem pocˇtu vstup˚u.
1Vsˇechny vzory maj´ı vzˇdy bipola´rn´ı sourˇadnice.
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Obr. 2.4: Prˇ´ıklad vy´pocˇtu Hopfieldovy s´ıteˇ pro 3D prostor. Pro bod D sit’ nenasˇla
dostatecˇneˇ male´ energeticke´ minimum[1].
2.4 Neuronova´ s´ıt’ RBF
Jedna´ se o doprˇednou s´ıt’ se skrytou vrstvou, prˇipomı´naj´ıc´ı samoorganizacˇn´ı s´ıteˇ.
Skryta´ vrstva obsahuje neurony s radia´ln´ı ba´zovou funkc´ı (RBF) a s Gaussovou
aktivacˇn´ı funkc´ı. Va´hy v prvn´ı vrstveˇ jsou nastavova´ny pevneˇ na zacˇa´tku ucˇen´ı, ve
druhe´ vrstveˇ podobneˇ jako u v´ıcevrstve´ perceptronove´ s´ıteˇ. Obecneˇ se s´ıt’ hod´ı pro
klasifikaci nebo regresi. Vnitrˇn´ı (postsynapticky´) potencia´l neuronu




je vzda´lenost vstupn´ıho vektoru x od strˇedu c, poprˇ´ıpadeˇ podeˇlena´ s´ıˇrkou b. Po-
tencia´l dosad´ıme do aktivacˇn´ı funkce v tab. 2.1. Vy´sledna´ vy´stupn´ı funkce neuronu
je








Pro ucˇen´ı lze pouzˇ´ıt modifikovanou metodu zpeˇtne´ho sˇ´ıˇren´ı. Prvn´ı krok algoritmu
je urcˇen´ı pozice strˇed˚u RBF jednotek cj, jezˇ jsou reprezentova´ny vahami wsj mezi
vstupn´ı a skrytou vrstvou. Druha´ fa´ze nastavuje hodnoty prˇ´ıpadny´ch dalˇs´ıch para-
metr˚u RBF jednotek. Zpravidla maj´ı jednotky nastavitelny´ parametr, ktery´ definuje
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sˇ´ıˇrku oblasti bj kolem strˇedu, v n´ıchzˇ ma´ jednotka relativn´ı vy´stup. Trˇet´ı fa´ze je
zpravidla realizovana´ ucˇen´ım s ucˇitelem, ktere´ adaptuje va´hy mezi skrytou vy´stupn´ı
vrstvou [10].
Rovnomeˇrne´ rozlozˇen´ı
Jedn´ım z mozˇnost´ı jak zkra´tit celkovou dobu ucˇen´ı a prˇedevsˇ´ım dostat u RBF uspo-
kojive´ vy´sledky na vstupn´ı vzoru neobsazˇene´ prˇi tre´nova´n´ı je rovnomeˇrneˇ pravidelne´
rozmı´steˇn´ı strˇed˚u jednotek po vstupn´ım prostoru [10].
Na´hodne´ rozlozˇen´ı
Princip je zalozˇen na na´hodne´m vybra´n´ı n vzor˚u a umı´steˇn´ı strˇed˚u RBF jednotek
na jejich vstupn´ı cˇa´sti. Tento typ ucˇen´ı jizˇ v za´kladu mapuje rozlozˇen´ı dat.
Samoorganizace
Pouzˇ´ıva´ se algoritmus k-means clustering, ktery´ na´hodneˇ rozmı´st´ı strˇedy po vstupn´ım
prostoru. Pote´ hleda´ nejbl´ızˇsˇ´ı strˇed prˇ´ıslusˇ´ıc´ı vstupu x a posune strˇed bl´ızˇe k x podle
vzorce
c = c+ Ψ ‖x− c‖ ,
kde Ψ je parametr ucˇen´ı v intervalu (0,1).
2.5 Kohonenovy mapy
Patrˇ´ı do kategorie samoorganizuj´ıc´ıch se neuronovy´ch s´ıt´ı [11]. Struktura je zobra-
zena na obra´zku 2.2c). Zkra´cene´ je budeme v te´to u´ra´ci nazy´vat SOM. Jedna´ se
o jednovrstvou s´ıt’ s doprˇedny´m sˇ´ıˇren´ım signa´lu. Vstupn´ı hodnoty jsou prˇes matici
vah na´sobeny a na´sledneˇ se vybere neuron nejbl´ızˇe odpov´ıdaj´ıc´ı vstupu. Na rozd´ıl
od jiny´ch ucˇ´ıc´ıch princip˚u je aktivn´ı v urcˇite´m cˇase pra´veˇ jeden neuron.
V nasˇ´ı u´loze budeme dodrzˇovat podmı´nku, kdy pro jeden konfiguracˇn´ı vzor bude
aktivn´ı pra´veˇ jeden neuron s´ıteˇ. V prˇ´ıpadeˇ neplatnosti te´to podmı´nky, tzn. v´ıce
konfiguracˇn´ıch vzor˚u je prˇiˇrazeno jednomu neuronu, dojde k situaci, kdy neuro-
nova´ s´ıt’ bude chybneˇ prˇep´ınat mezi porty. Obra´zek 2.5, horn´ı cˇa´st, ukazuje na
neplatnost podmı´nky a chybneˇ naucˇenou s´ıt’. Jeden neuron je aktivn´ı prˇi dvou
vstupn´ıch vzorech. Spodn´ı obra´zek ukazuje j´ızˇ spra´vneˇ naucˇenou s´ıt’. S´ıt’ je naucˇena
pro cˇtyrˇportovy´ prˇep´ınacˇ. Vy´stupn´ı matice te´to s´ıteˇ nema´ stejnou velikost ani forma´t
pozˇadovane´ho konfiguracˇn´ıho vektoru. Tvorˇ´ı ji jeden sloupec o de´lce rovnaj´ıc´ı se
pocˇtu neuron˚u v s´ıti. Obsahuje same´
”
0“ mimo jednoho rˇa´dku, ktery´ reprezentuje
pra´veˇ dany´ aktivn´ı neuron. Ten bude obsahovat
”
1“. Pozice aktivn´ıho neuronu ve
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Obr. 2.5: Uka´zka naucˇen´ı s´ıteˇ SOM, smeˇrovacˇ 4 porty a 24 mozˇny´ch kombinac´ı.
Mrˇ´ıˇzkova´ topologie. Prvn´ı obra´zek ukazuje sˇpatneˇ naucˇenou s´ıt’ a druhy´ spra´vneˇ
naucˇenou. Generova´no funkc´ı plotsomhits[1].
vy´stupn´ı matici na´m prˇedstavuje pra´veˇ jeden konfiguracˇn´ı vektor. Je tedy potrˇeba
ke kazˇde´ s´ıti vytvorˇit jedinecˇnou prˇevodn´ı matici vstupn´ıch kombinac´ı na kon-
figuracˇn´ı vektory. Nutnost pouzˇit´ı algoritmu pro prˇevod vy´stupn´ıch dat na konfi-
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guracˇn´ı vektory je hlavn´ı nevy´hoda te´to s´ıteˇ. V te´to pra´ci je pouzˇita konvencˇn´ı2
metoda prˇevodu a take´ metoda prˇevodu zalozˇena´ na optimalizaci SOM pomoc´ı per-
ceptronove´ neuronove´ s´ıti. Petceptronova´ s´ıt’ zde slouzˇ´ı jako prˇevodn´ık mı´sto kon-
vencˇn´ı metody. S´ıteˇ jsou zapojeny kaska´dneˇ za sebou a cely´ vy´pocˇet konfiguracˇn´ıho
vektorou se stane plneˇ
”
neuronovy´“. Pocˇet neuron˚u je rovny pocˇtu konfiguracˇn´ıch
vzor˚u a tedy roste s faktoria´lem pocˇtu vstupn´ıch port˚u.
2.6 Neuronove´ s´ıteˇ v Matlab/Simulink
Softwarovy´ program Matlab v sobeˇ integruje sadu programu˚ pro na´vrh a simulaci
neuronovy´ch s´ıt´ı - neural network toolbox (NNT). Spolu s mozˇnostmi programu
Matlab a simulacˇn´ıho programu Simulink je tento na´stroj velice vy´konny´m po-
mocn´ıkem prˇi rˇesˇen´ı u´loh s neuronovy´mi s´ıteˇmi. Dı´ky objektove´mu modelu je mozˇne´
snadno vytvorˇit zcela novou s´ıt’, kde je mozˇno kombinovat prˇeddefinovane´ s´ıteˇ nebo
vytva´rˇet zcela nove´ vlastn´ı neuronove´ s´ıteˇ a aplikovat na neˇ r˚uzne´ kombinace funkc´ı.
Nen´ı d˚uvod vypisovat vsˇechny funkce NNT, jelikozˇ je jeho pouzˇ´ıva´n´ı popsa´no v Help
programu Matlab [1] a [11]. Pouze vyjmenujeme za´kladn´ı na´stroje. Toolbox se skla´da´
z neˇkolika podp˚urny´ch graficky´ch na´stroj˚u:
• nntool - pomoc´ı tohoto na´stroje, lze importovat/exportovat data pro UNS a
vytva´rˇet prˇedefinovane´ UNS.
• nctool - klasifikacˇn´ı na´stroj pro rˇesˇen´ı proble´mu shlukova´n´ı pomoc´ı samoor-
ganizuj´ıc´ıch map.
• nntraintool - na´stroj pro tre´nova´n´ı neuronovy´ch s´ıt´ı a vyhodnocen´ı tre´nova´n´ı.
• nntraintool - rozpozna´va´n´ı vzoru
• view - zobraz´ı navrzˇenou s´ıt’ jako blokovy´ diagram
• gensim - vstupn´ım agumentem je neuronova´ s´ıt’, ze ktere´, vygeneruje blokovy´
model neuronove´ s´ıteˇ do prostrˇed´ı Simulink.
V te´to pra´ci bude vyuzˇ´ıva´no prˇedevsˇ´ım konstruktor˚u neuronovy´ch s´ıt´ı network,
tre´novac´ıch funkc´ı train a simulacˇn´ı funkce sim.
2Konvencˇn´ım algoritmem jsou mysˇleny klasicky procesoroveˇ a se´rioveˇ orientovane´ metody
vy´pocˇtu.
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3 TEORETICKY´ MODEL SI´TˇOVE´HO PRVKU
Tato kapitola je jednou ze dvou cˇa´sti prakticke´ho rˇesˇen´ı te´to pra´ce. Zaby´va´ se
tre´nova´n´ım a testova´n´ım neuronovy´ch s´ıti v prostrˇed´ı Matlab pomoc´ı na´stroje Neu-
ral Network Tool. Testova´n´ı je zameˇrˇeno na teoreticky´ model smeˇrovacˇe.
Za teoreticky´ model s´ıt’ove´ho prvku je zde povazˇova´n prvek, ktery´ rˇesˇ´ı pouze
aktua´ln´ı stavy na vstupech. Prˇiveden prioritn´ıho vektor a na´sledny´ vy´pocˇet konfi-
guracˇn´ıho vektoru. Rˇ´ıd´ıc´ı cˇlen, ktery´ je naznacˇen na obra´zku 1.1. Nerˇesˇ´ı proble´my
s frontami, nezahrnuje vlastnosti provozu jako jsou: zpozˇdeˇn´ı, prˇenosovou rychlost,
definovane´ pravidla provozu atd. Da´le nerˇesˇ´ı prˇepojovac´ı pole ani dalˇs´ı budoucnost
prˇenesene´ho paketu.
3.1 Parametry s´ıt’ove´ho prvku
Nejprve je nutne´ stanovit vlastnosti a parametry aktivn´ı prvku, ktery´ budeme
vytva´rˇet. Na´sˇ prvek bude pracovat na druhe´ a trˇet´ı vrstveˇ modelu ISO/OSI. Bude
tedy zajiˇst’ovat sluzˇby s´ıt’ove´ho prˇep´ınacˇe a cˇa´stecˇneˇ bude zasahovat do transportn´ı
vrstvy, jako smeˇrovacˇ. Parametry prvku
• Pocˇet port˚u bude 3-7. Omezen´ı pouze do 7 portu je da´no enormn´ı vy´pocˇetn´ı
na´rocˇnost´ı simulace.
• Prvek bude zalozˇen na vstupn´ıch virtua´ln´ıch fronta´ch. Bude mı´t cˇa´stecˇnou
vlastnost blokova´n´ı port˚u.
• Umı´steˇn´ı smeˇrovacˇe v architekturˇe s´ıteˇ bude jako vysokorychlostn´ı prˇep´ınacˇ
podporuj´ıc´ı QoS, to znamena´, zˇe smeˇrovacˇ bude umı´steˇn mezi hranicˇn´ım a
distribucˇn´ım smeˇrovacˇem.
• Spojove´ pole ¨bude realizova´no jako krˇ´ızˇovy´ prˇep´ınacˇ.
• QoS - implementova´no jako jednoduche´ trˇ´ıdy od 1 do 10, z nichzˇ hodnota 10
(VoIP) znacˇ´ı vysokou prioritu a hodnota 1 naopak nejmensˇ´ı (FTP).
• Mozˇnost odeslat data z jednoho portu do v´ıce vy´stupn´ıch port˚u soucˇasneˇ ne-
bude implementova´na.
3.2 Metodika testova´n´ı a meˇrˇene´ velicˇiny
Doba vy´pocˇtu konfiguracˇn´ıho vzoru
V te´to u´loze se jedna´ o hlavn´ı meˇrˇenou velicˇinu. V programu Matlab je mozˇne´
meˇrˇit cˇas procesu pomoc´ı funkc´ı tic a toc. Funkce pracuj´ı na nizˇsˇ´ı aplikacˇn´ı u´rovni
a do vy´sledny´ch hodnot zapocˇ´ıta´vaj´ı i cˇasy, kdy procesor rˇesˇil jine´ u´lohy nezˇ jen
nasˇe. Tento fakt se projevuje jako vysoke´ na´razove´ cˇasove´ sˇpicˇky, ktere´ se vsˇak daj´ı
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dobrˇe odstranit. Naprˇ´ıklad pr˚umeˇrova´n´ım nebo orˇezem. Princip potlacˇen´ı sˇpicˇek je
popsa´n blokoveˇ na obra´zku [3.1]. Prvn´ı funkce tic ulozˇ´ı pocˇa´tecˇn´ı cˇas prˇed meˇrˇeny´m
procesem. Po skoncˇen´ı procesu funkce, neuronova´ s´ıt’ vypocˇ´ıta´ konfiguracˇn´ı vektor,
funkce toc vra´t´ı hodnotu cˇasu dle rovnice
t = takt − tic, (3.1)
kde takt je aktua´ln´ı cˇas. Vy´sledny´ cˇas se z´ıska´ aritmeticky´m pr˚umeˇrem se vsˇech
meˇrˇeny´ch hodnot. Nameˇrˇene´ hodnoty je nutne´ bra´t jako relativn´ı a mohou slouzˇit
pouze jako pomeˇrove´ za´vislosti mezi sebou v te´to pra´ci.
Obr. 3.1: Princip Meˇrˇen´ı a vy´pocˇtu cˇasu beˇhu programu s odstraneˇn´ım cˇasovy´ch
sˇpicˇek
Odliˇsne´ vzory
Dalˇs´ım zkoumany´m parametrem jsou odliˇsne´ konfiguracˇn´ı vzory. Nasta´vaj´ı tehdy,
kdyzˇ neuronova´ s´ıt’ vypocˇ´ıta´ jiny´ konfiguracˇn´ı vektor nezˇ p˚uvodneˇ zamy´sˇleny´. Tyto
chyby jsou vsˇak vysoce za´visle´ na tvaru prioritn´ıho vektoru. Mu˚zˇe nastat stav, kdy
za dany´ch podmı´nek existuje v´ıce mozˇnosti konfiguracˇn´ıch vektor˚u. Jako prˇ´ıklad
mu˚zˇeme uve´st prioritn´ı vektor, jehozˇ vsˇechny prvky jsou nastaveny na jedno kon-
stantn´ı cˇ´ıslo. Mnozˇina vsˇech mozˇny´ch rˇesˇen´ı je tedy u´plna´ a je rovna faktoria´lu pocˇtu
port˚u. Tato chyba nemus´ı znamenat zˇa´dny´ negativn´ı dopad na funkcˇnost nebo efek-
tivitu smeˇrovacˇe. Je to pouze doplnˇkovy´ indika´tor pro hodnocen´ı neuronove´ s´ıteˇ.
Chybne´ konfiguracˇn´ı vzory
Mnohem d˚ulezˇiteˇjˇs´ım parametrem jsou opravdove´ chyby. To jsou chyby, ktere´ vzni-
kaj´ı nedostatecˇny´m natre´nova´n´ı s´ıteˇ nebo sˇpatny´m prˇiˇrazen´ı vstupn´ıho prioritn´ıho
vektoru jine´mu konfiguracˇn´ımu vzoru, ktery´ nebyl v mnozˇineˇ TRM. V takove´m
prˇ´ıpadeˇ mu˚zˇe doj´ıt ke spocˇ´ıta´n´ı konfiguracˇn´ıho vektoru, ktery´ ve spojovac´ım poli
mu˚zˇe propoj´ı v´ıce vstup˚u s jedn´ım nebo v´ıce vy´stupy. Prˇi takove´to situaci by dosˇlo
ke ztra´teˇ vsˇech datovy´ch jednotek1. Jak v prˇ´ıpadeˇ odliˇsny´ch vzor˚u, tak i chybny´ch
vzor˚u jsou vzˇdy porovna´va´ny se spra´vny´m konfiguracˇn´ım vektorem.
1V nasˇ´ı u´loze k te´to situaci nemu˚zˇe doj´ıt, jelikozˇ to pole fyzicky nedoka´zˇe.
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3.3 Seznam a popis funkc´ı
Pro tuto u´lohu bylo vytvorˇeno neˇkolik funkc´ı, ktere´ zajiˇst’uj´ı vytvorˇen´ı prˇ´ıslusˇne´
neuronove´ s´ıteˇ, jej´ı inicializaci a natre´nova´n´ı. Da´le jsou tu zacˇleneˇny funkce, ktere´
zajiˇst’uj´ı generova´n´ı vzor˚u, prˇevody vy´stupn´ıch hodnot neuronovy´ch s´ıt´ı do refe-
rencˇn´ıho forma´tu a detekce chyb. Cela´ knihovna funkc´ı s utvorˇenou hierarchi´ı je na-
znacˇena na obra´zku 3.2. Nebudeme zde popisovat konkre´tneˇ ko´dy funkc´ı, ale funkce
pop´ıˇseme slovneˇ nebo blokoveˇ. Zacˇneme nejprve od za´kladn´ıch funkc´ı slouzˇ´ıc´ıch k
vytvorˇen´ı a inicializaci s´ıteˇ, tzv. konstruktory. Pro vsˇechny konstruktory, viz da´le, je
spolecˇny´ forma´t dat. Jednotlive´ vzory jsou v matic´ıch realizova´ny po rˇa´dc´ıch, ovsˇem
neuronove´ s´ıteˇ cˇtou po sloupc´ıch. Je tedy provedena vzˇdy transformace vstupn´ıch
matic.
Obr. 3.2: Hierarchicke´ zacˇleneˇn´ı funkc´ı v projektu.
Konstruktor Hopfieldovy s´ıteˇ
Forma´ln´ı za´pis funkce hop.m:
net = hop(confVectHopf)
Vytvorˇ´ı a natre´nuje Hopfieldovu neuronovou s´ıt’. Vstupem je matice inicializacˇn´ıch
a za´rovenˇ vsˇech mozˇny´ch konfiguracˇn´ıch vzor˚u. Funkce natre´nuje s´ıt’, resp. nastav´ı
jej´ı matici vah tak, aby vstupn´ı vzory odpov´ıdaly co nejbl´ızˇe vzor˚um v inicializacˇn´ı
matici. Vy´stupn´ı hodnoty naby´vaj´ı bipola´rn´ıch stav˚u.
Konstruktor Kohonnenovy s´ıteˇ
Forma´ln´ı za´pis funkce som.m:
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[net,convertVect] = som(inputs,dim,TFCN,DFCN,STEP,IN)
Funkce pln´ı trˇi u´koly.
1. Vytvorˇ´ı samo-organizacˇn´ı mapu Kohonnenovy s´ıteˇ. Vstupem je, stejneˇ jako
u Hopfieldovy s´ıteˇ, inicializacˇn´ı matice vzor˚u, ovsˇem zde normova´na do uni-
pola´rn´ıch hodnot. Dalˇs´ı vstupn´ı parametry definuj´ı:
• dimenze - pocˇet neuron˚u a jejich rozlozˇen´ı
• TFCN - tvar topologie/rozlozˇen´ı neuron˚u
– Hextop - sˇestiu´heln´ıkovy´ tvar, vy´choz´ı
– Gridtop - cˇtvercovy´ tvar, pouzˇ´ıvany´ prˇi rˇesˇen´ı
– Randtop - na´hodne´ rozlozˇen´ı
• DFCN - funkce pro urcˇen´ı vzda´lenosti vrstev neuron˚u
– Linkdist - vy´choz´ı a pouzˇ´ıvane´ prˇi rˇesˇen´ı, hodnota se urcˇ´ı ze vzda´lenost´ı
pozic mezi neurony
– Dist - hodnota se urcˇ´ı pomoc´ı Euklidovy va´hove´ funkce
– Mandist - manhattan va´hova´ funkce
• STEP - krok smrsˇteˇn´ı/testova´n´ı sousedn´ıch neuron˚u. Vy´choz´ı hodnota
100.
• IN - inicializacˇn´ı vzda´lenost mezi sousedy. . Vy´choz´ı hodnota 3.
2. Podle vy´sˇe zmı´neˇny´ch vstupn´ıch parametr˚u dojde k natre´nova´n´ı s´ıteˇ.
3. Posledn´ım krokem je vytvorˇen´ı prˇevodn´ı matice viz kap. 2.5. Vytvorˇen´ı tohoto
vektoru zajiˇst’uje funkce somVectToVect :
[convertVect,error] = somVectToVect(Network,Target),
kde parametr target je matice vsˇech konfiguracˇn´ıch vzor˚u a network naucˇena´
s´ıt’ SOM z prˇedchoz´ıho kroku. Funkce postupneˇ simuluje vsˇechny konfiguracˇn´ı
vzory ze vstupn´ı matice a matici vy´stupn´ıch hodnot prˇevede na hodnotu pozice
aktivn´ıho neuronu. Da´le se zkontroluje jedinecˇnost cˇ´ısla pozice s jizˇ prˇedesˇly´mi
hodnotami v prˇevodn´ı matici. Jestlizˇe je cˇ´ıslo jedinecˇne´, prˇida´ se jako dalˇs´ı
polozˇka do prˇevodn´ı matice. V prˇ´ıpadeˇ existence cˇ´ısla (chybneˇ naucˇena´ s´ıt’
viz obra´zek 2.5), algoritmus se ukoncˇ´ı a prˇeda´ se tato informace funkci som
pomoc´ı parametru error. Funkce som mus´ı znovu proj´ıt 2. a 3. bodem dokud
nebude spra´vneˇ natre´nova´na s´ıt’.
Obra´zek 3.3 ukazuje princip prˇevodu vy´stupn´ı matice s´ıteˇ SOM na konfiguracˇn´ı
vektor. Pozice aktivn´ıho neuronu je 3. Hodnota v prˇevodn´ı matici na rˇa´dku cˇ´ıslo 3
je 4. Z matice vsˇech konfiguracˇn´ıch vzor˚u se vybere rˇa´dek cˇ´ıslo 4. Prˇevodn´ı matice
tedy obsahuje na kazˇde´ pozici cˇ´ısla rˇa´dku konfiguracˇn´ıho vektoru.
Konstruktor kohonnenovy s´ıteˇ a perceptronove´ s´ıteˇ
Forma´ln´ı za´pis funkce somop.m:
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Obr. 3.3: Princip prˇevodu vy´stupn´ıho vektoru SOM s´ıteˇ na konfiguracˇn´ı vektor.
[net,netp] = somopt(inputs,dim,TFCN,DFCN,STEP,IN)
Tato funkce stejneˇ jako funkce som.m vytvorˇ´ı SOM neuronovou s´ıt’, a mı´sto nale-
zen´ı prˇevodn´ıho vektoru convertVect natre´nuje perceptronovou s´ıt’. Vy´stupem funkce
jsou obeˇ s´ıteˇ. Vstupn´ı parametry byly vysveˇtleny vy´sˇe.
Konstruktor perceptronove´ s´ıteˇ
Forma´ln´ı za´pis funkce per.m:
net = per(convertVect,initVect,TF,LF,epochs,sizeSet)
Parametry s´ıteˇ
• convertVect - vstupn´ı vektory
• initVect - vy´stupn´ı vzory vztazˇene´ ke vstupn´ım.
• TF - prˇenosova´ funkce, nastaveno na ba´zickou funkci hardlim viz kap. 2.
• LF - ucˇ´ıc´ı algoritmus, nastaveno na ’learnp’ [1]
• epochs - pocˇet tre´novac´ıch cykl˚u.
• sizeSet - velikost tre´novac´ı mnozˇiny. Podle velikosti tohoto cˇ´ısla (vy´choz´ı hod-
nota 5) je rozmnozˇena p˚uvodn´ı tre´novac´ı mnozˇina. Zveˇtsˇen´ı TRM vy´razneˇ
zrychl´ı a zprˇesn´ı natre´nova´n´ı.
pocˇet neuron˚u v te´to s´ıti se odv´ıj´ı od velikosti convertVect a initVect.
Detekce chyb konfiguracˇn´ıho vektoru
Forma´ln´ı za´pis funkce chechError.m:
error = chechError(configVect)
Tato funkce slouzˇ´ı pro kontrolu spra´vnosti konfiguracˇn´ıho vzoru prˇedevsˇ´ım Ho-
pfieldovy siteˇ. Vy´stupn´ı vzory testuje na kolizi a soucˇasne´ pos´ıla´n´ı dat z jednoho
portu do v´ıce vy´stupn´ıch port˚u viz kap.[1.1.5].
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Generova´n´ı inicializacˇn´ı matice
Forma´ln´ı za´pis funkce genInitVect.m:
initVect = genInitVect(numPort,type).
Po zada´n´ı pocˇtu port˚u numPort a parametru type, ktery´ uda´va´ pozˇadovany´ vy´stupn´ı
forma´t dat (’hop’ - bipola´rn´ı nebo ’som’ - unipola´rn´ı hodnoty), funkce vygeneruje
matici vsˇech mozˇny´ch permutac´ı konfiguracˇn´ıch vektor˚u.
Tato matice se pouzˇije i jako inicializacˇn´ı pro naucˇen´ı Hopfieldovi a SOM s´ıteˇ.
Generova´n´ı na´hodne´ho vektoru
Forma´ln´ı za´pis funkce genRandVectPrio.m:
[testPrioVec correctTest vectChoice] =
genRandVectPrio(prioVector,maxRandPrio,minRandPrio,div,number).
algoritmus je zna´zorneˇn na obra´zku 3.4. Funkce na´hodneˇ vybere z TRM jeden kon-
figuracˇn´ı vzor (rˇa´dek). Ten je da´le rozveden do dvou veˇtv´ı. V jedne´ z veˇtv´ı dojde
k invertova´n´ı hodnot ve vzorech prˇes invertuj´ıc´ı cˇlen. Takovy´ to vektor slouzˇ´ı jako
za´klad pro
”
zasˇumeˇn´ı“ cˇa´sti vektoru urcˇene´ho pro me´neˇ vy´znamne´ prioritn´ı hod-
noty. Kazˇda´ slozˇka vektor je postupneˇ vyna´sobena cely´m cˇ´ıslem, ktere´ je generova´no
na´hodneˇ z mnozˇiny zdola ohranicˇenou parametrem minRandPrio a shora paramet-
rem div(1). Vstupn´ı parametr div je vektor, ktery´m mu˚zˇeme urcˇit mı´ru
”
zasˇumeˇn´ı“.
Obr. 3.4: Algoritmus generova´n´ı prioritn´ıho vektoru z matice konfiguracˇn´ıch vzor˚u
Stejny´ princip je pouzˇit i v druhe´ veˇtvi. Ta naopak zasˇumı´ vy´znamneˇjˇs´ı cˇa´st vek-
toru (konfiguracˇn´ı bity). Mnozˇina na´hodneˇ generovany´ch hodnot je tentokra´t ome-
zena´ parametry maxRandPrio a div(2). Oba nove´ vektory se secˇtou a vznikne tak
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novy´ prioritn´ı vektor prioVect. Zby´va´ definovat posledn´ı vstupn´ı parametr number,
ktery´m je mozˇno vybrat konkre´tn´ı vzor z matice. Pokud je nastaven na
”
0“, pouzˇije
se funkce na´hodne´ho vy´beˇru.
Testovac´ı funkce Hopfieldovy s´ıteˇ
Forma´ln´ı za´pis funkce hoptest.m:
[configVect,error,time,count,true error] =
hoptest(net,testPrioVect,correctTestVect,maxTS,repeat)
Funkce testuje prˇed vytvorˇenou s´ıt’ net na vstupn´ı testovac´ı(prioritn´ı) vektor
testPrioVect, a oveˇrˇuje ho se spra´vny´m vzorem correctTestVect. Prˇi simulovan´ı Ho-
pfieldovy s´ıteˇ v NNT je nutne´ nastavit pevny´ pocˇet rekurenc´ı, po ktere´m se vy´pocˇet
ukoncˇ´ı. Pro tuto pra´ci je znalost pocˇtu rekurenc´ı d˚ulezˇita´, a proto testovac´ı funkce
obsahuje algoritmus nalezen´ı nejmensˇ´ıho pocˇtu rekurenc´ı. Kdybychom neuvazˇovali
o tomto algoritmu, vy´sledky by byly znacˇneˇ zkresleny a nemohli bychom je pouzˇ´ıt.
Princip tohoto algoritmu je na´sledovny´. V cyklu, s pocˇtem opakova´n´ı maxTS, simu-
lujeme s´ıt’ na aktua´ln´ı prioritn´ı vektor pouze s jednou rekurenc´ı. Vy´stup ze s´ıteˇ je
zpeˇt veden na vstup s´ıteˇ a je znovu se stejny´m nastaven´ım testova´n. V pr˚ubeˇhu se
zaznamena´va´ pocˇet rekurenc´ı. Na konci kazˇde´ho cyklu se testuje vy´stup s´ıteˇ, jestli
jizˇ neodpov´ıda´ normovane´mu stavu (1 a -1). Pote´ je algoritmus ukoncˇen. V dalˇs´ım
kroku se jizˇ testuje s´ıt’ s nalezeny´m pocˇtem rekurenc´ı count. Pro kazˇdy´ prioritn´ı
vektor se pocˇ´ıta´ vzˇdy novy´ pocˇet rekurenc´ı. Pokud s´ıt’ nedoka´zˇe naj´ıt konfiguracˇn´ı
vzor za dobu maxTS, nastav´ı se vy´stupn´ı parametr count na hodnotu maxTs.
Funkce meˇrˇ´ı take´ cˇas vy´pocˇtu konfiguracˇn´ıho vektoru time. Zp˚usob jaky´m to
prova´d´ı je naznacˇen v kapitole 3.2. Parametrem repeat se nastavuje pocˇet opakova´n´ı
prˇi meˇrˇen´ı cˇasu. Error indikuje odliˇsny´, ale forma´lneˇ spra´vny´ konfiguracˇn´ı vzor.
Vy´stupem je matice o trˇech rˇa´dc´ıch: testPrioVect, correctTestVect a vy´stupn´ıho
vektoru s´ıteˇ. True error bina´rn´ı vyja´drˇen´ı chyby.
Testovac´ı funkce SOM s´ıteˇ
Forma´ln´ı za´pis funkce somtest.m:
[configVect,error,time avg,true error] =
somtest(net,testPrioVect,correctTestVect,convertVect,initVect,repeat)
Funkce testuje s´ıteˇ typu SOM. Opeˇt je tu implementova´n algoritmus meˇrˇen´ı cˇasu
a take´ algoritmus nalezen´ı konfiguracˇn´ıho vektoru v prˇevodn´ım matici convertVect a
initVect. Princip toho algoritmu byl objasneˇn vy´sˇe viz obra´zek 3.3. Vy´stupy funkce
jsou stejne´ jako v prˇ´ıpade hoptest. Ve funkci somopttest, je tento algoritmus a
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proble´m nahrazen natre´novanou perceptronovou s´ıt´ı, ktera´ prˇevede vy´stup ze som
do normovane´ho tvaru konfiguracˇn´ıho vektoru.
Testovac´ı funkce SOM s´ıteˇ s optimalizac´ı perceptronovou s´ıt´ı
Forma´ln´ı za´pis funkce somopttest.m:
[configVect,error,time avg,true error] =
somopttest(net,netp,testPrioVect,correctTestVect,repeat)
Cele´ testova´n´ı a vy´stupn´ı hodnoty jsou stejne´ jako v prˇ´ıpadeˇ somtest, ovsˇem
mı´sto algoritmu prˇevodu konfiguracˇn´ıho vektoru je zde naucˇena´ perceptronova´ s´ıt’
netp.
Testovac´ı funkce se´riove´ho vy´pocˇtu
Forma´ln´ı za´pis funkce sctest.m:
[configVect,error,time avg,true error] =
sctest(testPrioVect,correctTestVect,initVect,repeat)
Funkce se´riove´ho vy´pocˇtu slouzˇ´ı jako reference k porovna´n´ı vsˇem neuronovy´ch
s´ıt´ım. Jej´ı princip je prˇevzat z [7] a spocˇ´ıva´ na jednoduche´m principu, kdy v cyklu
postupneˇ na´sob´ıme prioritn´ı vektor s kazˇdy´m rˇa´dkem matice vsˇech konfiguracˇn´ıch
vektor˚u. Hodnoty ve vyna´sobene´m prioritn´ı vektoru secˇteme, a v dalˇs´ım cyklu po-
rovna´me s dalˇs´ım rˇa´dkem. Nejvysˇsˇ´ı hodnota nejle´pe odpov´ıda´ zkutecˇnosti a takovy´
vzor je vy´sledkem. Tento zp˚usob se v praxi nepouzˇ´ıva´, jelikozˇ ma´ stejnou nevy´hodu
jako s´ıt’ SOM v nutnosti uchovat v pameˇti matici vsˇech vzor˚u.
Testovac´ı funkce neuronove´ s´ıteˇ s radia´ln´ı ba´zickou funkc´ı
Forma´ln´ı za´pis funkce rbftest.m:
[configVect,error,timeavg,trueerror] =
rbftest(net,testPrioVect,correctTestVect,repeat)
Testovac´ı funkce pro tuto s´ıt’ pln´ı stejnou funkci jako vy´sˇe jmenovane´. Testova´n´ı
se prova´d´ı pomoc´ı souboru rbf.m. Vy´sledky testova´n´ı te´to s´ıteˇ nebyly zahrnuty do
celkovy´ch vy´sledk˚u, protozˇe vy´stupn´ı chyba vzor˚u dosahovala cˇasto prˇes 90%, pro
relativneˇ maly´ pocˇet vzor˚u. Du˚vodem bylo nedostatecˇne´ natre´nova´n´ı s´ıteˇ i prˇes
pouzˇ´ıt´ı pomeˇrneˇ velky´ch tre´novac´ıch mnozˇin. Proto mus´ıme konstatovat, zˇe tyto
s´ıteˇ se nehod´ı pro tuto u´lohu. Velmi podobneˇ tomu bylo i v prˇ´ıpadeˇ v´ıcevrstvy´ch
s´ıt´ı se zpeˇtny´m sˇ´ıˇren´ı chyby.
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Simulacˇn´ı soubor
V souboru teoreticky model.m jsou zahrnuty vsˇechny testy neuronovy´ch s´ıt´ı. Obsa-
huje baterie test˚u rozdeˇleny´ch do blok˚u pro kazˇdy´ typ neuronove´ s´ıteˇ zvla´sˇt’. Testy
jsou provedeny pro 2 azˇ sedmiportovy´ prˇep´ınacˇ a vsˇechny vytvorˇene´ s´ıteˇ se samo-
statneˇ ukla´daj´ı.
3.4 Nastaven´ı simulace
Pro Hopfieldovu s´ıt’ pouzˇijeme na´sleduj´ıc´ı nastaven´ı generova´n´ı testovac´ıho prio-
ritn´ıho vektoru:
• maxRandPrio = 10
• minRandPrio = -10
• Parametry testovac´ı mnozˇiny div byly zvoleny tak, aby jejich hodnoty byly
rozprostrˇeny po cele´m spektru prioritn´ıch kombinac´ı vektoru.
test=[8 1],[8 0],[8 2],[8 3],[8 5],[6 5],[0 0],[5 3],[4 0],[9 -5]
Pocˇet vygenerovany´ch testovac´ıch vektor˚u je u kazˇde´ s´ıteˇ nastaveno na 100. Pro
SOM jsou vy´sˇe jmenovane´ hodnoty nastaveny na
• maxRandPrio = 10
• minRandPrio = 0
• Parametry testovac´ı mnozˇiny div byly zvoleny tak, aby jejich hodnoty byly
rozprostrˇeny po cele´m spektru prioritn´ıch kombinac´ı vektoru.
test=[9 2],[8 2],[7 3],[5 5],[5 7]
Da´le je proveden test, ktery´ ukazuje jaky´ forma´t prioritn´ıch dat, som nebo hop,
je pro Hopfieldovu s´ıt’ vhodneˇjˇs´ı.
3.4.1 Verze a konfigurace vy´vojove´ho softwaru
Vsˇechny vznikle´ modely jsou vyv´ıjeny na verzi Matlab R2009b x64 verze 7.9.0.529
a Simulink verze. 7.4. Probeˇhlo take´ testova´n´ı na verzi R2008b, ovsˇem zde funguje
spolehliveˇ pouze prakticka´ cˇa´st v Simulinku. Du˚vod nefunkcˇnosti cˇa´sti pro Matlab
je chyba v na´stroji NNT, prˇi vytva´rˇen´ı samo-organizacˇn´ı mapy. Ostatn´ı cˇa´sti fun-
guj´ı. V Simulinku jsou pouzˇity komponenty Stateflow - stavove´ automaty, jejichzˇ
prˇechodove´ stavy mohou neˇkdy a na r˚uzny´ch verz´ıch programu vyvolat chybu s po-
pisem ignoreUnsafeTransitionActions. V tom prˇ´ıpadeˇ je nutne´ v Matlab command




Obra´zek 3.5 ukazuje pr˚umeˇrnou hodnotu vy´pocˇtu jednoho prioritn´ıho vektoru, pro
vsˇechny vy´sˇe popsane´ algoritmy a neuronove´ s´ıteˇ, v za´vislosti na pocˇtu port˚u. Z
grafu je patrne´, zˇe s´ıteˇ typu SOM si zachova´vaj´ı pro maly´ pocˇet port˚u, velmi po-
zvolneˇ vzr˚ustaj´ıc´ı pr˚ubeˇh a maj´ı dobre´ vy´pocˇetn´ı vlastnosti. Bohuzˇel tento typ s´ıteˇ
se nepodarˇilo natre´novat pro v´ıce jak 6 port˚u z d˚uvod˚u velmi dlouhe´ho tre´nova´n´ı.
Optimalizovana´ s´ıt’ SOM pomoc´ı perceptronove´ s´ıteˇ ma´ na vy´stupu velmi podobny´
Obr. 3.5: Vy´sledna´ cˇasova´ za´vislost vsˇech s´ıt´ı na pocˇtu port˚u
pr˚ubeˇh jako samostatna´ s´ıt’ SOM. Vy´pocˇetn´ı cˇas konfiguracˇn´ıho vzoru je vsˇak dvoj-
na´sobny´ a je zp˚usoben prˇida´n´ım pra´veˇ zmı´neˇne´ s´ıteˇ. Rychlost vy´pocˇtu Hopfieldovy
s´ıteˇ je z cˇa´sti za´visla´ na maxima´ln´ım pocˇtu rekurenc´ı. V grafu jsou zobrazeny 2
pr˚ubeˇhy pro maxima´ln´ı pocˇet rekurenc´ı (maxTS ) 50 a 200. Je patrne´, zˇe doba
vy´pocˇtu se razantneˇ sn´ızˇila po omezen´ı pocˇtu rekurenc´ı z 200 na 50. Obra´zek 3.6 po-
rovna´va´ procentua´ln´ı vyja´drˇen´ı pocˇtu odliˇsny´ch vzor˚u. Obeˇ s´ıteˇ SOM meˇly nejme´neˇ
odliˇsny´ch vzor˚u. Naopak nejv´ıce a tedy nejme´neˇ prˇesnou je Hopfieldova s´ıt’. Vsˇechny
s´ıteˇ mimo Hopfieldovy nemeˇly zˇa´dne´ chyby konfiguracˇn´ıch vzor˚u. Du˚vodem je je-
jich princip fungova´n´ı nebo dobre´ natre´novan´ı (Somopt). U Hopfieldovy s´ıteˇ ukazuje
vy´voj chyb tabulka 3.1. Velmi zaj´ımave´ hodnoty byly zjiˇsteˇny pro pocˇet port˚u 6.
Procento chyb zde bylo velmi male´ a pravdeˇpodobneˇ to ukazuje na lepsˇ´ı schop-
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Obr. 3.6: Vy´voj odliˇsny´ch konfiguracˇn´ıch vzor˚u v za´vislosti na pocˇtu port˚u.
nost natre´nova´n´ı Hopfieldovy s´ıteˇ pro tento pocˇet port˚u. Podobny´ch hodnot bylo
dosazˇeno i prˇi opakova´n´ı. Posledn´ı test je zameˇrˇen na teoreticke´ poznatky Hopfiel-
Porty 2 3 4 5 6 7
Chyby vzor˚u [%] 0 1,9 3,1 1,7 0,6 8,7
Tab. 3.1: Chybne´ konfiguracˇn´ı vzory Hopfieldovy s´ıteˇ.
dovy s´ıteˇ a dokazuje, jaky´ forma´t vstupn´ıch prioritn´ıch vektor˚u se nejle´pe hod´ı pro
tuto s´ıt’. Na obra´zku 3.7 jsou zna´zorneˇny dva histogramy, oba zna´zornˇuj´ıc´ı pocˇet
vy´skyt˚u rekurenc´ı v kazˇde´m vektoru testovac´ı mnozˇiny. Vektor testovac´ı mnozˇiny
jsou oddeˇleny r˚uznou barvou. Horn´ı graf zobrazuje rozlozˇen´ı pro s´ıt’, ktera´ byla
testova´na s bipola´rn´ım (hop) forma´tem vstupn´ıch prioritn´ıch vektor˚u. Spodn´ı graf
zobrazuje testova´n´ı s unipola´rn´ım (som) forma´tem vstupn´ıch dat. Idea´ln´ı vy´sledek
je stav, kdy cela´ mnozˇina testovac´ıch vektor˚u by byla obsazˇena v oblasti od 0-50
rekurenc´ı. Z toho je patrne´, zˇe v´ıce te´to definici odpov´ıda´ spodn´ı graf a tedy s´ıt’ je
nejlepsˇ´ı tre´novat bipola´rn´ımi hodnotami a testovat s unipola´rn´ımi. Velmi podobne´
rozlozˇen´ı histogramu bylo i v prˇ´ıpadeˇ chyb a cˇasove´ za´vislosti konfiguracˇn´ıho vek-
toru.
Pokud se s´ıt’ tre´nuje s unipola´rn´ımi hodnotami vy´sledky simulac´ı jsou velmi
sˇpatne´. Prˇi hleda´n´ı vhodny´ch s´ıt´ı pro tuto u´lohu, jsme testovali take´ dalˇs´ı typy neu-
ronovy´ch s´ıt´ı. Testovane´ s´ıteˇ byly s´ıteˇ s radia´ln´ı ba´zickou funkc´ı a v´ıcevrstve´ s´ıteˇ.
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Mus´ıme konstatovat, zˇe oba typy s´ıt´ı se nehod´ı pro rˇesˇen´ı nasˇ´ı u´lohy. Du˚vodem je ne-
dostatecˇne´, a v ra´mci technicky´ch mozˇnosti proble´move´, sestaven´ı tre´novac´ı mnozˇiny
a natre´nova´n´ı s´ıteˇ. Du˚sledkem toho bylo velke´ mnozˇstv´ı chyb v konfiguracˇn´ıch vek-
torech.
Obr. 3.7: Histogramy Hopfieldovy s´ıteˇ, ukazuje pocˇet rekurenc´ı pro s´ıt’ se 7 porty a
maxima´ln´ım pocˇtem rekurenc´ı 200. Barvy znacˇ´ı jednotlive´ testovac´ı rozdeˇlen´ı.
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4 PRAKTICKY´ MODEL SI´TˇOVE´HO PRVKU
Tato kapitola je druhou praktickou cˇa´st´ı te´to pra´ce. Bude se zaby´vat cely´m modelem
s´ıt’ove´ho prvku, ktery´ byl popsa´n a vysveˇtlen v kapitole 1.1. Model jizˇ bude zahrnovat
pra´ci s frontami a prˇep´ınac´ım polem.
Za´kladn´ı u´rovenˇ modelu je zobrazena v prˇ´ıloze A.1. Skla´da´ se ze trˇ´ı hlavn´ıch
cˇa´st´ı. Prvn´ı cˇa´st slouzˇ´ı ke generova´n´ı a ukla´da´n´ı testovac´ıch paket˚u. Druha´ a za´rovenˇ
hlavn´ı je model prˇep´ınacˇe. A posledn´ı cˇa´st´ı jsou bloky staraj´ıc´ı se o prezentaci
nameˇrˇeny´ch vy´sledk˚u. Je zamy´sˇlen prvek se cˇtyrˇmi porty.
Neˇktere´ z na´sleduj´ıc´ıch blok˚u jsou slozˇeny z neˇkolika vrstev dalˇs´ıch blok˚u a tvorˇ´ı
tak spolecˇneˇ pomeˇrneˇ slozˇite´ vnorˇene´ struktury. Pro zobrazen´ı teˇchto struktur zpra-
vidla stacˇ´ı pouze otevrˇ´ıt dany´ blok, ovsˇem neˇktere´ bloky pouzˇ´ıvaj´ı pro sve´ nasta-
ven´ı graficke´ formula´rˇe tzv. masky. V takove´m prˇ´ıpadeˇ je trˇeba oznacˇit blok a z
kontextove´ho menu navolit polozˇku Look Under Mask. Cely´ model je v souboru
network element.mdl.
4.1 Forma´t ra´mce a paketu
Pro tuto u´lohu jsme vytvorˇili paket a ra´mec viz obr. 4.1. Zacˇa´tek a konec ra´mce zde




-2“. Ty v modelu slouzˇ´ı pro detekci
ra´mce. Bloky mezi nimi jsou cˇa´sti paketu. Paket obsahuje polozˇky:
Obr. 4.1: Struktura ramce a paketu pouzˇ´ıvane´ho v prakticke´ cˇa´sti.
• De´lka paketu i ra´mce. Minima´ln´ı de´lka je pocˇet blok˚u, tedy 9 hodnot (vzork˚u).
Maxima´ln´ı de´lka nen´ı fyzicky omezena.
• C´ıl prˇedstavuje adresu v nasˇem prˇ´ıpadeˇ pro jednoduchost hodnotu vy´stupn´ıho
vektoru.
• Zdroj, adresa portu odkud paket pocha´z´ı.
• Priorita paketu, nebo take´ trˇ´ıda priority. Hodnoty mus´ı by´t v intervalu <
1, 10 >, z nichzˇ veˇtsˇ´ı cˇ´ıslo ma´ vysˇsˇ´ı prioritu a tedy prˇednost prˇed mensˇ´ımi.
• Sekvence je porˇadove´ cˇ´ıslo paketu.
• Data obsah uzˇivatelsky´ch dat. Minima´ln´ı velikost je jeden vzorek.
• Cˇas odesla´n´ı paketu. Slouzˇ´ı pro u´cˇely meˇrˇen´ı zpozˇdeˇn´ı a jitter1.
1Jitter je hodnota uda´vaj´ıc´ı velikost kol´ısa´n´ı zpozˇdeˇn´ı.
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4.2 Generator paket˚u
Blok s na´pisem Packet Generator. Generuje pakety podle definovane´ konfiguracˇn´ı
tabulky. Ta se nastav´ı pomoc´ı graficke´ho formula´rˇe bloku. Uka´zka je na obra´zku
4.2. Je zde mozˇno nastavit azˇ deset samostatny´ch sluzˇeb se specificky´m nastaven´ım.
Jednotlive´ sluzˇby se mohou navza´jem aplikacˇneˇ prˇekry´vat, dokonce mu˚zˇe existovat






Velikost“ mohou obsahovat vektor, tedy rozsah hodnot. Vektor
mus´ı mı´t pouze dveˇ slozˇky. Naprˇ´ıklad [1 4],[2 3]. V konfiguracˇn´ı matici maj´ı tyto
polozˇky dveˇ hodnoty. Parametr
”





Vy´plnˇ“ je urcˇen k vy´plni uzˇivatelsky´ch dat a jeho minima´ln´ı hodnota
je
”
1“. Polozˇka Priorita uda´va´ velikost priority u paketu. Jej´ı hodnota mus´ı by´t v
intervalu < 1, 10 >.
Graficka´ nab´ıdka je vytvorˇena pomoc´ı GUI editoru Matlab. Algoritmus nab´ıdky
je zapsa´n ve spustitelne´m souboru packetGUI.m. Graficke´ rozlozˇen´ı je v souboru
packetGUI.fig. Hlavn´ı cˇa´st paketove´ho genera´toru tvorˇ´ı blok typu Stateflow. Jedna´
Obr. 4.2: Graficke´ nastaven´ı genera´toru paket˚u.
se o grafickou komponentu, slouzˇ´ıc´ı k modelova´n´ı uda´lostmi rˇ´ızeny´ch syste´mu˚ [12].
Obra´zek 4.3 ukazuje vytvorˇeny´ algoritmus generova´n´ı. Za´kladem jsou extern´ı syn-
chronizacˇn´ı hodiny
”
Tick“, jej´ızˇ perioda odpov´ıda´ vzorkovac´ı frekvenci cele´ho mo-
delu. Promeˇnna´
”




vy´stupn´ı datovy´ port genera´toru.
Po spusˇteˇn´ı simulace se jako prvn´ı aktivuje stav2
”
Delay“. Na´hodneˇ se vybere
neˇktera´ z prioritn´ıch trˇ´ıd a podle nastaven´ı trˇ´ıdy v konfiguracˇn´ı matice se na´hodneˇ
vygeneruje zpozˇdeˇn´ı paketu
”
Wait“. Po uplynut´ı te´to doby se zacˇnou odes´ılat jednot-
live´ cˇa´sti paketu. Ve stavu
”
Sequence“ se spocˇ´ıta´ porˇadove´ cˇ´ıslo odeslane´ho paketu.
Algoritmus prˇiˇrazuje cˇ´ısla podle priority a c´ılove´ adresy, tyto u´daje jsou uchova´ny
v matici
”
Seq“. Da´le se vygeneruje de´lka uzˇivatelsky´ch dat a postupneˇ se odesˇlou.




Obr. 4.3: Algoritmus generova´n´ı paket˚u.
4.3 Zachyta´vacˇ datove´ho provozu (Paket Recor-
der)
Tento blok slouzˇ´ı k uchova´n´ı a znovu reprodukova´n´ı datove´ho toku. Zaznamenany´
tok ukla´da´ do Matlab Workspace jako promeˇnou port inX, kde
”
X“ je cˇ´ıslo portu.
Vkla´da´ se za genera´tor paketu. Ma´ celkem trˇ´ı mo´dy fungova´n´ı:
2Stav je blok, ktery´ mu˚zˇe obsahovat neomezene´ mnozˇstv´ı dalˇs´ıch stav˚u a funkc´ı. Ve stavu
aktivn´ım mu˚zˇe setrvat neomezeneˇ dlouhou dobu.
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1. pr˚uchoz´ı - v nastaven´ı nen´ı zatrzˇena zˇa´dna´ volba, obycˇejne´ propojen´ı vstup s
vy´stupem.
2. Ulozˇen´ı datove´ho toku do Workspace.
3. Nacˇten´ı datove´ho toku z Workspace.
Obr. 4.4: Blok a znacˇka Paket Recorder
Algoritmus je napsa´n v Matlab S-Function. Na´zev souboru je save switch.m.
Pomoc´ı parametr˚u, cˇ´ıslo portu (name base var), zapsat do workspace (save to w) a
cˇ´ıst z workspace (load from w), jsou funkci prˇeda´va´ny informace o nastaven´ı. Obvod
nedoka´zˇe za´rovenˇ cˇ´ıst ani zapisovat, proto nemohou by´t obeˇ volby zatrzˇeny.
4.4 Prˇep´ınac´ı prvek
Blok Prˇep´ınac´ı prvek (Network Element) je zobrazen v prˇ´ıloze A.2. Je slozˇen z blok˚u
VOQ Manager, Control Element, CrossBar a dalˇs´ıch neˇkolika obsluzˇny´ch obvod˚u.
4.4.1 Spra´vce VOQ front (VOQ Manager)
Da´le jen VOQM, je na obra´zku 4.5. Tyto bloky spravuj´ı a sdruzˇuj´ı virtua´ln´ı vy´stupn´ı
fronty. Pocˇet front v kazˇde´m bloku je za´visl´ı na pocˇtu port˚u. Kazˇdy´ VOQM ma´
nastaveno jedinecˇne´ cˇ´ıslo vstupn´ıho portu, ktery´ obsluhuje a ktere´ slouzˇ´ı pro adresaci
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paket˚u. Nastaven´ı se prova´d´ı pomoc´ı graficke´ho dialogu, kde je mozˇne´ prˇiˇradit jizˇ
zminˇovane´ cˇ´ıslo portu, maxima´ln´ı pocˇet ulozˇeny´ch paket˚u a jejich maxima´ln´ı de´lku.
Obr. 4.5: Vnitrˇn´ı usporˇa´da´n´ı blok˚u v VOQ Manager.
Spra´vce FIFO fronty (FIFO Manager)
Je hlavn´ım prvkem VOQM je spra´vce fronty
”
FIFO Manager“. Stejneˇ jako v prˇ´ıpadeˇ
VOQM, se parametry fronty nastavuj´ı v graficke´m okneˇ. Definuje se zde cˇ´ıslo vy´stup-
n´ıho portu, ktere´ se vztahuje na konkre´tn´ı frontu. Vsˇechni spra´vci vront prˇeb´ıraj´ı
parametry front ze sve´ho VOQM. Vnitrˇn´ı struktura (obr. 4.6) je tvorˇena samostat-
nou frontou Queue a obvodem zajiˇst’uj´ıc´ı detekci prˇ´ıchoz´ıho paketu. Fronta je rˇ´ızena
trˇemi vstupn´ımi uda´lostmi/funkcemi. Prvn´ı uda´lost je hodinovy´ signa´l Tick. Dru-
hou je detekce noveˇ prˇ´ıchoz´ıho paketu Paket Start a posledn´ı funkce je pro cˇten´ı
dat z pameˇti Pop. Vstupem Fifo se prˇena´sˇ´ı informace o cˇ´ısle fronty, ze ktere´ ma´ by´t
cˇteno.
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Obr. 4.6: Vnitrˇn´ı zapojen´ı FIFO Manager
Fronta (Queue
Frontu tvorˇ´ı 3 paralelneˇ rˇazene´ stavy/diagramy. Uda´losti tedy v nich mohou prob´ıhat
neza´visle na ostatn´ıch. Jsou to: za´pis do pameˇti (Write to Queue), cˇten´ı z pameˇti
(Read from Queue) a aktua´ln´ı prˇipravenost fronty (Fifo state).
Prˇehled vy´stupn´ıch promeˇnny´ch v Queue:
• Num Packets - aktua´ln´ı pocˇet paketu ve fronteˇ.
• Data Out - datovy´ vy´stup.
• Priority - hodnota priority prvn´ıho paketu ve fronteˇ. Sloucˇen´ı vsˇech vy´stup˚u
front tvorˇ´ı prioritn´ı vektor.
• Packet Send - pocˇet odeslany´ch paket˚u od zacˇa´tku simulace.
• Packet Receive - pocˇet prˇijaty´ch paket˚u od zacˇa´tku simulace.
• Pop - popisuje stav, ve ktere´m se fronta nacha´z´ı, pokud fronta aktua´lneˇ odes´ıla
je Pop rovna
”
1“, v opacˇne´m prˇ´ıpadeˇ ma´ hodnotu
”
0“.
Diagram za´pis do fronty
Nejprve objasn´ıme princip diagramu zajiˇst’uj´ıc´ı ukla´da´n´ı paketu do pameˇti. Vy´vojovy´
diagram ve Stateflow je naznacˇen na obra´zku 4.7. Po spusˇteˇn´ı simulace se nacˇtou
vy´choz´ı hodnoty index˚u End a count a aktivuje se stav Idle.
1. Prˇ´ıchoz´ı paket je detekova´n vy´sˇe zmı´neˇny´m obvodem, ktery´ vyvola´ aktivaci
prˇechodove´ funkce Packet Start. Za´rovenˇ se podmı´nkou zkontroluje, zda-li
pocˇet aktua´ln´ıch paket˚u Num Packets ve fronteˇ je mensˇ´ı, nezˇ maxima´ln´ı pocˇet
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Obr. 4.7: Diagram za´pisu do fronty
ulozˇitelny´ch paket˚u Max Packets. Paklizˇe je podmı´nce vyhoveˇno, aktivn´ı stav
se prˇesune do stavu Storing.
2. Ve stavu Storing dojde k ulozˇen´ı cele´ho paketu i s ra´mcem do matice (pameˇti)
Fifo. Prˇi aktivaci tohoto stavu (prˇ´ıchodu), se vykonaj´ı prˇ´ıkazy k zapsa´n´ı u´vod-
n´ıho znaku ze vstupn´ı datove´ promeˇnne´ Data In do pameˇti a inkrementuje se
count. Pakety se ukla´daj´ı po rˇa´dc´ıch. Index End znacˇ´ı aktua´ln´ı pozice pro
ukla´da´n´ı paketu. Promeˇnna´ count je index jednotlivy´ch polozˇek paketu. Stav
Storing je rˇ´ızen vstupn´ı prˇechodovou funkci Tick. Po jej´ı aktivaci se provede
uvnitrˇ stavu prˇechod s prˇ´ıkazem ulozˇen´ı polozˇky. Po dokoncˇen´ı ulozˇen´ı se oveˇrˇ´ı
na´sleduj´ıc´ı podmı´nky 3, 4 a 5.
3. Tato podmı´nka kontroluje de´lku paketu. Jestlizˇe je veˇtsˇ´ı neˇzˇ maxima´ln´ı de´lka
Max Length, paket se nezap´ıˇse a aktivuje se stav Idle.
4. Podmı´nka testuje, zda-li paket ma´ by´t ulozˇen pra´veˇ v te´to fronteˇ. Hodnota
c´ıle v paketu se mus´ı shodovat s cˇ´ıslem vy´stupn´ıho portu fronty My Number.
V prˇ´ıpadeˇ splneˇn´ı podmı´nky se prˇestane s ukla´da´n´ım paketu a aktivuje se stav
Idle.
5. Pokud je detekova´n ukoncˇuj´ıc´ı znak ra´mce, ulozˇ´ı se tento posledn´ı znak a jsou
inkrementova´ny promeˇnne´ Num Packets, End a Fifo State.Packet Pushed. Pro-
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meˇnna´ Fifo State.Packet Pushed je pocˇet prˇijaty´ch paket˚u a slouzˇ´ı pro vyhod-
nocen´ı. Soucˇasneˇ je aktualizova´n pomoc´ı uda´losti Fifo State.Packet Pushed
aktivn´ı stav v Diagramu Fifo State.
6. Na´sledneˇ je zkontrolova´na pozice indexu End v˚ucˇi maxima´ln´ımu pocˇtu paket˚u
a v prˇ´ıpadeˇ veˇtsˇ´ıho indexu je tento index nastaven-rotova´n na prvn´ı polozˇku.
Diagram cˇten´ı z fronty
Druhy´ diagram je cˇten´ı z fronty a je na obra´zku 4.8. Princip je velmi podobny´ jako
prˇedchoz´ımu prˇ´ıpadeˇ.
Obr. 4.8: Diagram cˇten´ı z fronty
1. Stav Idle je po spusˇteˇn´ı aktivn´ı. Vy´stupn´ı datova´ promeˇnna´ Data out nasta-
vena na
”
0“, index polozˇek paketu (count2) na
”




2. Cˇten´ı z pameˇti se spust´ı pokud je prˇechodova´ funkce Start Popping akti-
vova´na extern´ı funkc´ı Pop a je splneˇna platnost podmı´nky, kdy se rovna´ cˇ´ıslo
fronty vypocˇ´ıtane´ z konfiguracˇn´ıho vzoru s vlastn´ım cˇ´ıslem fronty a za´rovenˇ
se v pameˇti nacha´z´ı alesponˇ jeden paket. V takove´m prˇ´ıpadeˇ je vykona´na
prˇechodova´ podmı´nka Fifo State.Packet Popping, ktera´ zmeˇn´ı vy´stupn´ı akti-
vitu ve trˇet´ım diagramu viz n´ızˇe. Provede se nacˇten´ı de´lky paketu do promeˇnne´
Length Out.
3. Odes´ıla´n´ı paketu v kazˇde´m vzorku podle impulsu Tick.
4. Po odesla´n´ı posledn´ıho znaku ra´mce je zvy´sˇen index Start, odecˇten jeden pa-
ket z Num Packets a zvy´sˇena vy´stupn´ı promeˇnna´ pocˇtu odeslany´ch paket˚u
Packet Receive. aktualizova´n pomoc´ı uda´losti Fifo State.Packet Popped ak-
tivn´ı stav v Diagramu Fifo State a doj
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5. Zkontroluje se pozice indexu Start v˚ucˇi maxima´ln´ımu pocˇtu paket˚u a v prˇ´ıpadeˇ
veˇtsˇ´ıho indexu je tento index nastaven-rotova´n na prvn´ı polozˇku.
Diagram stav fronty
Posledn´ı diagram prezentuje aktivitu fronty a hodnotu priority.
1. Pocˇa´tecˇn´ı aktivn´ı stav je opeˇt Idle. Jelikozˇ fronta neobsahuje zˇa´dny´ paket pri-
orita fronty Priority je nastavena na syste´movou hodnotu
”
0“, t´ım se snazˇ´ıme
zajistit to, aby neuronova´ s´ıt’ dala prˇednost jiny´m fronta´m s veˇtsˇ´ı prioritou.
Promeˇnna´ Pop se rovna´
”
0“ oznacˇuje frontu jako prˇipravenou k odesla´n´ı.
2. Stav Idle prˇejde do stavu Ready, fronta nen´ı pra´zdna´ a ma´ na vy´stupu hodnotu
priority mensˇ´ı nezˇ
”
0“, po aktivac´ı uda´losti Packet Pushed. Ta je vyvola´na
za´pisem paketu do pameˇti. Nacˇte se hodnota priority prvn´ıho paketu ve fronteˇ.
Po aktivaci uda´losti Packet Popping (neuronova´ s´ıt’ chce cˇ´ıst) zmeˇn´ı se status
fronty na cˇten´ı Pop = 1. po skoncˇen´ı vycˇ´ıta´n´ı se funkce prˇesune do stavu
Ready, prˇ´ıpadneˇ Idle, pokud v pameˇti nejsou zˇa´dne´ pakety.
Obr. 4.9: Diagram aktivity fronty
Konvertor konfiguracˇn´ıho vektoru (Convert Config Vect)
Jeho cˇinnost´ı je z konfiguracˇn´ıho vektoru vypocˇ´ıtat pomoc´ı cˇ´ısla portu VOQM cˇ´ıslo
vy´stupn´ı fronty, ktera´ ma´ odes´ılat pakety. Blok je zobrazen na obra´zku 4.10A) a na
obra´zku B) je zobrazeno jeho vnitrˇn´ı zapojen´ı.
Princip je prˇevzat z [7]. Pro dalˇs´ı vysveˇtlen´ı budeme uvazˇovat tyto hodnoty v
promeˇnny´ch:
• Konfiguracˇn´ı vektor: configVect = [1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 ]
• Pocˇet port˚u: num = 4;
• Cˇ´ıslo portu VOQM: Number = 2;
Konfiguracˇn´ı vektor je prˇiveden na blok Selector. Zde se za pomoci rovnice:
((Number − 1) ∗ num) + [1 : num] (4.1)
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Obr. 4.10: Blok konvertuj´ıc´ı konfiguracˇn´ı vektor na cˇ´ıslo fronty. Obra´zek A) je
znacˇka bloku. Obra´zek B) je vnitrˇn´ı zapojen´ı bloku. [7]
vybere pouze cˇa´st vektoru, ktera´ se vztahuje ke konkre´tn´ımu cˇ´ıslu portu VOQM
Number. Selector vybere z konfiguracˇn´ıho vektoru prvky, ktere´ jsou na pozic´ıch [5 6
7 8], tedy druhy´ kvartet hodnot a na vy´stupu se objev´ı vektor u = [0 1 0 0]. Novy´
vektor u v bloku Gain se vyna´sob´ı s vektorem v = [1 2 3 4]. Vy´sledkem bude [0 2 0
0]. Posledn´ı blok je funkce max, ktera´ ze vstupn´ıho vektoru vybere nejveˇtsˇ´ı cˇ´ıslo, v
nasˇem prˇ´ıpadeˇ 2. Toto cˇ´ıslo se odesˇle do vsˇech Spra´vc˚u front v prˇ´ıslusˇne´m VOQM,
kde se sn´ım pracuje v diagramu cˇten´ı z pameˇti jako s promeˇnou Which Fifo viz
prˇedchoz´ı kapitola.
Synchronizacˇn´ı hodiny
Obvody v prˇep´ınacˇi jsou spolu synchronizova´ny pomoc´ı diskre´tn´ıho genera´toru. Pe-
rioda je stanovena na jeden vzorek simulace. Vy´stup z genera´toru je prˇiveden na
spousˇteˇcˇ trigger funkce a ta je smeˇrova´na do jednotlivy´ch VOQM.
Distribucˇn´ı cˇa´st ze synchronizacˇn´ıch hodin je pouzˇita i v jednotlivy´ch VOQM,
kde slouzˇ´ı ke generova´n´ı signa´lu Pop. Rˇ´ızen´ı pomoc´ı diskre´tn´ıho genera´toru je na-
hrazeno vstupem Vector Ready .
Detekce stavu front
Vstupem teˇchto obvod˚u jsou vy´stupn´ı stavy Pop a pocˇet paket˚u ve vsˇech fronta´ch
Num packets. Podle stav˚u se urcˇ´ı, jestli jsou fronty prˇipraveny odes´ılat, nebo jestli
pra´veˇ odes´ılaj´ı. Tato informace je smeˇrova´na do kontroln´ıho prvku viz kap. Rˇ´ıd´ıc´ı
prvek (Control Element).
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Obr. 4.11: Genera´tor hodinove´ho signa´lu s genera´torem trigger funkce.
Na obra´zku 4.12A) je zobrazena prvn´ı u´rovenˇ vy´pocˇtu. Tyto bloky se nacha´z´ı
v kazˇde´m VOQM. Bloky na obra´zku 4.12B), se nale´zaj´ı v samotne´m prˇep´ınacˇi a
agreguj´ı vy´stupy z jednotlivy´ch VOQM do jedine´ho vy´stupu.
Princip je takovy´, zˇe pokud neˇktera´ z front v neˇktere´m spra´vci front odes´ıla´ data,
tedy Pop je
”
1“, bude na vy´stupu logicke´ho obvodu vzˇdy hodnota
”
0“. V prˇ´ıpadeˇ,
zˇe vsˇechny vstupy Use PrioX jsou nastaveny na logickou hodnotu
”
1“ a alesponˇ v
jedne´ fronteˇ se nacha´z´ı jeden paket bude vy´stup rovny´ hodnoteˇ
”
1“.
Obr. 4.12: Detekce stavu front.
4.4.2 Rˇı´d´ıc´ı prvek (Control Element)
Hlavn´ı kontroln´ı prvek. V tomto bloku jsou ukryty prioritn´ı algoritmy pro generova´n´ı
konfiguracˇn´ıch vektor˚u. V te´to pra´ci ma´me celkem 4 prioritn´ı algoritmy, ktere´ byly
testova´ny v kapitole 3. Obra´zek 4.13 ukazuje bloky teˇchto algoritmu˚ implemento-
vany´ch do Simulinku. Vsˇechny typy maj´ı stejny´ pocˇet vstupn´ıch i vy´stupn´ıch port˚u
se stejny´m vy´znamem. Vstup Can Use Prior spousˇt´ı algoritmus (neuronovou s´ıt’),
ktery´ vypocˇ´ıta´ konfiguracˇn´ı vektor. Prior Vector je matice sestavena´ ze vsˇech hod-
not priorit paket˚u. Vy´stupem je Vector Ready, ktery´ spousˇt´ı generova´n´ı signa´lu pro
cˇten´ı z pameˇt´ı. Posledn´ım je vy´stup samotne´ho konfiguracˇn´ıho vektoru.
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Obr. 4.13: Bloky rˇ´ıd´ıc´ıch algoritm˚u. Blok Hopfieldovy s´ıteˇ, SOM s optimalizac´ı,
SOM a blok se´riove´ho vy´pocˇtu.
Vsˇechny modely mus´ı mı´t na vstupu Can Use Prior a Vector Ready prˇipojen
blok Scope, ktery´ zaznamena´va´ pr˚ubeˇhy teˇchto hodnot v cˇase. Slouzˇ´ı pro vyhodno-
cen´ı simulace. Viz kapitola 4.5.
Na obra´zku 4.14, jsou jesˇteˇ jednou graficky vysveˇtleny rˇ´ıd´ıc´ı signa´ly Can Use Prior
a Vector Ready. Na´sleduj´ıc´ı vysveˇtlen´ı se vztahuje na vsˇechny rˇ´ıd´ıc´ı bloky.
• V cˇase < t1 se ve fronta´ch jesˇteˇ nenacha´z´ı zˇa´dny´ kompletn´ı paket a cely´ syste´m
je neaktivn´ı.
• V cˇase t1 jizˇ neˇktera´ ze vstupn´ıch front obsahuje kompletn´ı paket a je prˇipravena
k odesla´n´ı Can Use Prior. Soucˇasneˇ neuronova´ s´ıt’ zacˇne pocˇ´ıtat konfiguracˇn´ı
vektor a plyne nastavene´ cˇasove´ zpozˇdeˇn´ı (prˇ´ıpadneˇ pocˇet rekurenc´ı).
• V cˇase t2 jizˇ uplynulo zpozˇdeˇn´ı nebo s´ıt’ vypocˇ´ıtala konfiguracˇn´ı vektor a jej
prˇipravena odeslat do VOQM a spojove´ho pole prˇes port Config Vector. Tento
stav signalizuje zmeˇna hodnoty Vector Ready.
• Mezi cˇasy t2 a t3 docha´z´ı k odes´ıla´n´ı paketu z fronty.
• V cˇase t3 se dokoncˇilo odes´ıla´n´ı, fronta se prˇepne do stavu ”prˇipraven“ a vyvola´
zmeˇnu stavu signa´lu Can Use Prior a zacˇne opeˇt nove´ pocˇ´ıta´n´ı konfiguracˇn´ıho
vektoru.
Rˇı´d´ıc´ı blok Hopfieldovy s´ıteˇ
Blok te´to s´ıteˇ ma´ jedine´ nastaven´ı a t´ım je maxima´ln´ı pocˇet rekurenc´ı. Vnitrˇn´ı
struktura bloku je na obra´zku 4.15. Princip fungova´n´ı bloku:
Prioritn´ı vektor je prˇiveden na prvn´ı vstup bloku Switch, a na jeho rˇ´ıd´ıc´ı vstup





1“, v bloku Switch dojde k propojen´ı prvn´ıho vstupu s vy´stupem
a prioritn´ı vektor je prˇiveden na vstup bloku neuronove´ s´ıteˇ. Neuronova´ s´ıt’ provede
jeden vy´pocˇet konfiguracˇn´ıho vektoru a vy´sledek odesˇle zpeˇt na 3. vstup bloku Switch
a do bloku Product Ready. V bloku Product Ready se testuje vy´sledek na usta´len´ı s´ıteˇ




-1“. Jestlizˇe vektor vyhovuje podmı´nce
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Obr. 4.14: Pr˚ubeˇhy rˇ´ıd´ıc´ıch signa´l˚u pro odes´ıla´n´ı paket˚u a vy´pocˇet konfiguracˇn´ıho
vektoru.
(je spra´vny´), odesˇle se do bloku Recurrence, ktery´ hl´ıda´ maxima´ln´ı pocˇet rekurenc´ı.
Prˇes tento blok se dostane azˇ na vy´stup. Pokud podmı´nka nen´ı splneˇna, v dalˇs´ım
vzorku se Switch prˇepne na trˇet´ı vy´stup (detektor na´beˇzˇne´ hrany =
”
0“) a propoj´ı se
zpeˇtna´ smycˇka neuronove´ s´ıteˇ. Vznikne tak rekurentn´ı spojen´ı. V prˇ´ıpadeˇ, zˇe dojde
k prˇekrocˇen´ı maxima´ln´ıho pocˇtu rekurenc´ı, blok Recurrence vypocˇte z prioritn´ıho
vektoru konfiguracˇn´ı vzor. Vy´pocˇet je zalozˇen na rozdeˇlen´ı vektoru do kvartet, z
nichzˇ se pote´ vyb´ıra´ nejveˇtsˇ´ı priorita. Te´ se prˇiˇrad´ı
”
1“ a zbytek hodnot je nastaven
na
”
0“. Je to kompromisn´ı rˇesˇen´ı, jinak se komunikace zastav´ı. Funkce je napsana´ v
S-funkction a nacha´z´ı se v souboru maxRecurr.m.
Obr. 4.15: Subsyste´m bloku Hopfieldovy s´ıteˇ.
V bloku Hopfieldovy s´ıteˇ se nacha´z´ı blok Scope1, ktery´ zapisuje do grafu infor-
mace o pr˚ubeˇhu vy´pocˇtu konfiguracˇn´ıho vzoru, pocˇet rekurenc´ı, hodnoty z detektoru
na´beˇzˇne´ hrany a Vector ready jak celkove´ho bloku, tak z vy´stupu neuronove´ s´ıteˇ.
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Obr. 4.16: Uka´zka vy´pocˇtu bloku Hopfieldovy s´ıteˇ. Sub-block Scope1
Vy´stup bloku Scope je na obra´zku 4.16.
Rˇı´d´ıc´ı blok SOM s´ıteˇ s optimalizac´ı
Blok umozˇnˇuje nastavit zpozˇdeˇn´ı vy´pocˇtu vzoru. Subsyste´m tohoto bloku je zobra-
zen na obra´zku 4.17. V za´kladu je princip velmi podobny´ jako u bloku s Hopfiel-
dovou s´ıt´ı, ale zde je jednodusˇsˇ´ımu zapojen´ı. Zpozˇd’ovac´ı cˇleny na vstupech jsou z
d˚uvod˚u odstraneˇn´ı vzniku smycˇky v cele´ho modelu. Blok delayComputingConfigVect
zajiˇst’uje ono zpozˇdeˇn´ı vy´pocˇtu. Zpozˇdeˇn´ı je provedeno tak, zˇe po aktivaci detektoru
na´beˇzˇne´ hrany zacˇne pocˇ´ıtat cˇas a po prˇekrocˇen´ı cˇasove´ho limitu se propoj´ı vstupn´ı
port od neuronovy´ch s´ıt´ı se vy´stupem Config Vect a Vector Ready je nastaven na
”
1“. S´ıteˇ tedy po cˇas pr˚ubeˇhu zpozˇdeˇn´ı v kazˇde´m vzorku spocˇ´ıtaj´ı konfiguracˇn´ı vek-
tor.
Funkce, ktera´ rˇ´ıd´ı zpozˇdeˇn´ı, se nacha´z´ı v souboru delayComputingConfigVect2.m
a z graficke´ volby hodnot prˇeb´ıra´ parametr de´lku zpozˇdeˇn´ı delay.
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Obr. 4.17: Subsyste´m bloku SOM s´ıteˇ s optimalizac´ı pomoc´ı perceptronove´ s´ıteˇ.
Rˇı´d´ıc´ı blok s´ıteˇ SOM
Pouzˇ´ıva´ stejny´ princip zpozˇdeˇn´ı jako s´ıt’ SOM s optimalizaci, ale po uplynut´ı zpozˇdeˇn´ı
se vypocˇte konfiguracˇn´ı vektor. Prˇevodn´ı matice s´ıteˇ je vlozˇena prˇes graficke´ nasta-
ven´ı bloku (obr. 4.18) a to jako na´zev promeˇnne´ ve Workspace. De´le se definuje
velikost zpozˇdeˇn´ı a pocˇet port˚u. Princip algoritmu prˇevodu prˇevodn´ı matice na kon-
figuracˇn´ı vektor byl rozebra´n v kapitole 3.3. V rˇ´ıd´ıc´ım bloku SOM rˇ´ıd´ı zpozˇdeˇn´ı
funkce delayComputingConfigVect. Jej´ı parametry jsou vygenerovana´ matice vsˇech
konfiguracˇn´ıch vzor˚u, pocˇet port˚u, vlastn´ı prˇevodn´ı vektor neuronove´ s´ıteˇ a doba
zpozˇdeˇn´ı.
Obr. 4.18: Uka´zka graficke´ho nastaven´ı bloku SOM.
Rˇı´d´ıc´ı blok Seriove´ho vy´pocˇtu
Cˇinnost zajiˇst’uje funkce serialcomputing a jej´ı algoritmus je stejny´ jako ma´ funkce
sctest.m v teoreticke´ cˇa´sti.
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4.4.3 Export neuronovy´ch s´ıt´ı do Simulinku
Tato cˇa´st pra´ce neumozˇnˇuje prˇ´ıme´ tre´nova´n´ı a vytva´rˇen´ı neuronovy´ch s´ıt´ı, i kdyzˇ v
Simulinku lze z elementa´rn´ıch blok˚u slozˇit neuronovou s´ıt’. Zde se vyuzˇ´ıva´ toho, zˇe
vyuzˇijeme natre´novane´ s´ıteˇ z teoreticke´ cˇa´sti, ktere´ se jen vyexportuj´ı do Simulink.
Nejrychlejˇs´ı cestou jak vytvorˇit blok neuronove´ s´ıteˇ z Matlabu je pouzˇit´ı podpro-
gramu gensim z knihovny NNT. Prˇ´ıkaz pro vytvorˇen´ı modelu s´ıteˇ je:
gensim(na´zev neuronove´ sı´teˇ v Matlab).
Na obra´zku 4.19 jsou uka´za´ny vygenerovane´ s´ıteˇ pomoc´ı funkce gensim. Obra´zek
A) ukazuje blok Hopfieldovy s´ıteˇ a obra´zek B) SOM neuronove´ s´ıteˇ.Takto vyge-
nerovane´ modely s´ıt´ı je trˇeba jesˇteˇ dodatecˇneˇ upravit a odstranit cˇa´sti, ktere´ jsou
zbytecˇne´. V prˇ´ıpadeˇ Hopfieldovy s´ıteˇ je trˇeba otevrˇ´ıt blok Neural Network a vyjmout
blok Layer1. Zbytky obvodu tvorˇ´ı zpeˇtna´ vazba a vy´stupn´ı obvod, ty si zajist´ıme
sami viz vy´sˇe. U vygenerovana´ modelu s´ıt’ SOM (plat´ı i pro perceptronovou s´ıt’) stacˇ´ı
odstranit jen vstupn´ı a vy´stupn´ı obvod.
Obr. 4.19: Uka´zka vygenerovany´ch model˚u A) Hopfieldovy a B) SOM neuronove´
s´ıteˇ s jejich na´slednou u´pravou.
4.4.4 Spojove´ pole (CrossBar)
Pln´ı funkci popsanou v teoreticke´ cˇa´sti viz kapitola 1.1.4. Tento blok je cely´ napsa´n
jako funkce, tedy neobsahuje v sobeˇ dalˇs´ı bloky (obr. 4.20). Na´zev funkce, ktera´
se stara´ o chod je CrossBar a prˇeb´ıra´ parametr o pocˇtu port˚u. Minima´ln´ı pocˇet
port˚u je 3. Blok meˇn´ı pocˇty port˚u dynamicky v za´vislosti na pocˇtu zadany´ch port˚u.
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Prvn´ı vstupn´ı port je rˇ´ıd´ıc´ım portem, kam prˇicha´z´ı konfiguracˇn´ı vzor. Z tohoto
konfiguracˇn´ıho vzoru se nejprve vyberou a prˇevedou vsˇechny kvarteta, podobneˇ jako
v konvertoru konfiguracˇn´ıho vektoru. Ze zna´my´ch cˇ´ısel port˚u se vytvorˇ´ı propojen´ı
mezi vstupem a vy´stupem.
Obr. 4.20: Blok spojove´ pole (CrossBarr).
4.5 Vyhodnocen´ı nameˇrˇeny´ch dat
Vsˇechny data se zaznamena´vaj´ı do promeˇnny´ch v Matlab Workspace. Na´zvy promeˇ-
nny´ch pro vy´stupy ze spojovac´ıho pole jsou port outX, kde X je cˇ´ıslo portu. Vstupn´ı
datovy´ tok mu˚zˇe by´t zaznamena´n do promeˇnny´ch port inX viz kapitola 4.3. Vsˇechny
data jsou v
”
surove´“ podobeˇ a je slozˇite´ se v nich orientovat. Pro u´cˇel vyhodnocen´ı
byla napsa´na aplikace interpreter.m (interpreter.fig), ktera´ zobrazuje za´kladn´ı infor-
mace o provozu. Tato aplikace se spust´ı po dvojstisku bloku s na´zvem Show Statistics
Jedna´ se o grafickou nab´ıdku (obr. 4.21), ktera´ po vy´beˇru vy´stupn´ı promeˇnne´ a zvo-
len´ı za´vislost´ı vyhodnot´ı nameˇrˇena´ data a poda´ zpra´vu o vy´sledc´ıch.
Obr. 4.21: Graficka´ aplikace pro vyhodnocen´ı nameˇrˇeny´ch dat.
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Soupis dostupny´ch za´vislost´ı:
• prˇijate´ pakety - ve vybrane´ promeˇnne´ port outX secˇte pocˇet vsˇech paket˚u,
ktere´ prˇiˇsly kompletn´ı, a ktere´ maj´ı stejnou c´ılovou adresu jako vybrany´ vy´stup-
n´ı port
”
X“. Pakety rˇad´ı a scˇ´ıta´ podle prˇ´ıchoz´ıho portu.
• Chybneˇ prˇijate´ pakety - ve vybrane´ promeˇnne´ port outX spocˇ´ıta´ pakety, ktere´
byly chybneˇ prˇeposla´ny na port s jinou adresou.
• Odeslane´ pakety - funkce vyhleda´ a secˇte ve vsˇech ulozˇeny´ch datovy´ch toc´ıch
port inX pakety, ktere´ maj´ı stejne´ cˇ´ıslo c´ılove´ho portu
”
X“ jako zvolena´ pro-
meˇnna´ port outX. Vy´sledky pro kazˇdy´ port port inX zobraz´ı samostatneˇ. Tato
vy´sledky zahrnuj´ı jak pakety, ktere´ jizˇ dorazily do c´ıle, tak i pakety ktere´
z˚ustaly ve vstupn´ıch fronta´ch.
• Jitter - velikost jitter uda´va´ zmeˇnu zpozˇdeˇn´ı prˇ´ıchoz´ıch paket˚u. Pro kazˇdou
prioritn´ı trˇ´ıdu, ktera´ prˇiˇsla na vy´stupn´ı port outX, je zobrazena v grafu sa-
mostatna´ za´vislost. Da´le je zobrazeno moda´ln´ı okno s pr˚umeˇrny´m jitter kazˇde´
prioritn´ı skupiny.
• Zpozˇdeˇn´ı - uda´va´ rozd´ıl mezi odchoz´ım a prˇ´ıchoz´ım cˇasem paketu. Stejneˇ
jako u jitter je zobrazen graf se zpozˇdeˇn´ım jednotlivy´ch prioritn´ıch trˇ´ıd a je
vypocˇ´ıta´no pr˚umeˇrne´ zpozˇdeˇn´ı kazˇde´ prioritn´ı trˇ´ıdy.
Vsˇechny vy´sˇe popsane´ za´vislosti a vy´sledky jsou po zobrazen´ı automaticky odesla´-
ny do Matlab Workspace, kde se s nimi da´le pracovat. Na´zvy promeˇnny´ch maj´ı prˇed
hlavn´ım na´zvem prˇ´ıvlastek
”
vyhodnoceni“ a na konci cˇ´ıslo portu, ze ktere´ho byly
data porˇ´ızeny. Naprˇ´ıklad vyhodnoceniJitterPakety port1, vyhodnoceniZpozdeniPakety-
port3.
Dalˇs´ım vyhodnocovac´ım prvkem je blok Show NN graphs, ten zobrazuje stavy
neuronovy´ch s´ıt´ı. Otv´ıra´ blok Scope viz kapitola 4.4.2. Pro zjiˇsteˇn´ı aktua´ln´ıho pocˇtu
ulozˇeny´ch paket˚u v jednotlivy´ch fronta´ch a informace o odeslany´ch a prˇijaty´ch pa-
ketech slouzˇ´ı v modelu bloky Display viz prˇ´ıloha A.1.
4.6 Knihovna blok˚u
Mimo zapojen´ı cele´ho modelu, byla vytvorˇena knihovna vsˇech vy´sˇe popsany´ch blok˚u.
Za´kladn´ı rozcˇleneˇn´ı je na obra´zku 4.22 a knihovna je dostupna´ po nacˇten´ı soubor
network element lib.mdl.
4.7 Metodika meˇrˇen´ı
Simulink pracuje na jine´m principu nezˇ Matlab, u ktere´ho rea´lna´ doba vy´pocˇtu
konfiguracˇn´ıho vektoru neuronovou s´ıt´ı za´vis´ı prˇesneˇ na slozˇitosti a vy´konnosti pro-
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Obr. 4.22: Knihovna funkc´ı a blok˚u rozdeˇlena na kategorie.
cesorove´ jednotky. Naproti tomu bloky v Simulink se rˇ´ıd´ı pomoc´ı vzorkovac´ıho cˇasu.
Pokud blok neobsahuje zpozˇd’ovac´ı cˇleny, nelze v Simulink meˇrˇit rea´lnou rychlost.
V modelu je pouzˇita Hopefildova s´ıt’, ktera´ d´ıky sve´ rekurenci potrˇebuje k vy´pocˇtu
neˇkolik vzork˚u. Ostatn´ım s´ıt´ım by za stejny´ch podmı´nek stacˇil k vy´pocˇtu pouze
jeden vzorek, cozˇ neodpov´ıda´ vy´sledk˚um nameˇrˇeny´m v kapitole 3.5 a realiteˇ. Proto
je u ostatn´ıch s´ıt´ı mimo Hopfieldovi nutne´ pouzˇit zpozˇd’ovac´ı cˇlen, ktery´ ma´ za u´kol
transformovat rea´lnou cˇasovou slozˇitost vy´pocˇtu do zpozˇdeˇn´ı vzork˚u. Vypocˇ´ıtat veli-
kost zpozˇdeˇn´ı je velmi slozˇite´ a vzˇdy bude v souvislosti s Hopfielfdovou s´ıt´ı neprˇesne´.
Je to z toho d˚uvodu, zˇe do vy´pocˇtu mus´ıme zahrnout vy´sledek neˇjake´ho pocˇtu re-
kurenc´ı s´ıteˇ, ktery´ byl z´ıska´n z male´ mnozˇiny prioritn´ıch vektor˚u. Hodnoty zpozˇdeˇn´ı
tedy nema´ smysl slozˇiteˇ urcˇovat a tyto hodnoty odhadneme z vy´sledk˚u meˇrˇen´ı v te-
oreticke´ cˇa´sti. Pokud bychom neuvazˇovali o Hopfieldoveˇ s´ıti, rˇesˇen´ı by bylo pomeˇrneˇ
trivia´ln´ı, jelikozˇ ostatn´ı s´ıteˇ maj´ı konstantn´ı dobu vy´pocˇtu, ktera´ se da´ snadno a
prˇesneˇ prˇepocˇ´ıtat na velikost zpozˇdeˇn´ı. Tabulka 4.1 obsahuje doporucˇene´ hodnoty
zpozˇdeˇn´ı pro ostatn´ı s´ıteˇ v za´vislosti na Hopfieldovu s´ıt’. 3.
Port˚u 2 3 4 5 6 7
Hop max recukurenc´ı 6 8 15 20 30 50
Som 9 9 10 10 13 -
Som opttimalizace 18 19 20 20 23 -
Serial computing 3 3 3 3 3 4
Tab. 4.1: Doporucˇena´ prˇevodn´ı tabulka de´lky zpozˇdeˇn´ı pro jednotlive´ neuronove´ s´ıteˇ.
Testova´n´ı bude prob´ıhat s na´sledovny´m nastaven´ım paketovy´ch genera´tor˚u:
De´lka simulace je 2000 vzork˚u. Blok Paket Recorder nastav´ıme do rezˇimu ulozˇen´ı
do Workspace a necha´me vygenerovat a ulozˇ´ıt datove´ toky z jednotlivy´ch port˚u.
Na´sledneˇ zatrhneme v bloku Paket Recorder volbu
”
Nacˇ´ıst z Workspace“, t´ım doc´ıl´ıme
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Sluzba Priorita Cil Interval Zdroj Velikost Vypln
1. 10 3 [5 10] 1 9 10
2. 5 [2 3] [8 10] 1 9 5
3. 5 4 30 1 9 5
4. 1 [1 3] 1 1 9 1
Tab. 4.2: Nastaven´ı paketove´ho genera´toru pro port port in1.
Sluzba Priorita Cil Interval Zdroj Velikost Vypln
1. 10 1 [5 10] 2 9 10
2. 8 4 [5 15] 2 9 8
3. 3 3 20 2 9 3
Tab. 4.3: Nastaven´ı paketove´ho genera´toru pro port port in2.
generova´n´ı vzˇdy stejne´ho datove´ho toku. Postupneˇ budeme vkla´dat jednotlive´ rˇ´ıd´ıc´ı
bloky neuronovy´ch s´ıt´ı a budeme vyhodnocovat dopad na komunikaci. Porovna´va´j´ı
se vy´sledky vzˇdy mezi jednotlivy´mi porty vsˇech algoritmu˚. Da´le budeme testovat
dveˇ skupiny nastaven´ı velikosti zpozˇdeˇn´ı a pocˇtu rekurenc´ı.
1. Nastaven´ı podle tabulky 4.1
2. Konstantn´ı velikost 20 pro vsˇechny s´ıteˇ.
4.8 Simulace a vyhodnocen´ı
Pocˇet prˇekrocˇen´ı maxima´ln´ıho pocˇtu rekurenc´ı u Hopfieldovy s´ıteˇ se pohyboval, pro
nastaven´ı 15 rekurenc´ı, prˇiblizˇneˇ kolem 50%.
4.8.1 Pocˇet prˇijaty´ch paket˚u
Na obra´zku 4.23 jsou zobrazeny pocˇty prˇ´ıchoz´ıch paket˚u z jednotlivy´ch vstupn´ıch
port˚u na vy´stupn´ı port 3. Pocˇet prˇijaty´ch paket˚u je zpravidla za´visly´ na velikosti
zpozˇdeˇn´ı, ovsˇem v prˇ´ıpadeˇ SOM s´ıt´ı docha´z´ı cˇasto k tomu, zˇe s´ıteˇ maj´ı velmi podobne´
pr˚ubeˇhy, i kdyzˇ jejich zpozˇdeˇn´ı je rozd´ılne´. Nejlepsˇ´ı vy´sledky v tomto testu meˇla s´ıt’
klasicka´ SOM.
4.8.2 Vy´sledky zpozˇdeˇn´ı
Za´vislosti zpozˇdeˇn´ı paket˚u jsou zobrazeny na obra´zku 4.24. Hodnoty jsou z´ıska´ny z
vy´stupn´ıho portu 3. Osa
”
x“ uda´va´ jake´ hodnoty priorit byly prˇepojeny na vy´stupn´ı
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Sluzba Priorita Cil Interval Zdroj Velikost Vypln
1. 1 2 [5 10] 3 9 10
2. 4 [1 3] [10 15] 3 9 4
3. 5 2 12 3 9 10
4. 6 4 [5 30] 3 9 6
Tab. 4.4: Nastaven´ı paketove´ho genera´toru pro port port in3.
Sluzba Priorita Cil Interval Zdroj Velikost Vypln
1. 10 [1 2] [10 15] 4 9 10
2. 9 [1 2] [9 20] 4 9 9
Tab. 4.5: Nastaven´ı paketove´ho genera´toru pro port port in4.
port. V tomto prˇ´ıpadeˇ to byly priority: 1, 3, 4, 5 a 10. Graf ukazuje, zˇe nejvysˇsˇ´ı
priorita (10) nema´ prˇedpokla´dane´ nejmensˇ´ı zpozˇdeˇn´ı. Tato zkutecˇnost mu˚zˇe by´t
zp˚usobena vybra´n´ım jine´ho
”
spra´vne´ho“ konfiguracˇn´ıho vektoru. Opeˇt je zde videˇt,
zˇe klasicka´ s´ıt’ SOM poda´va´ dobre´ vy´slekdy.
4.8.3 Vy´sledky jitter
Dalˇs´ım grafem je pr˚ubeˇh velikosti jitter v za´vislosti na pouzˇite´ prioritn´ı trˇ´ıdeˇ paket˚u.
Je zobrazen na obra´zku 4.26. Hodnoty jsou opeˇt z´ıska´ny z vy´stupn´ıho portu 3 a
koresponduj´ı s grafem zpozˇdeˇn´ı.
Posledn´ım grafem je uka´zka vy´stupu z vyhodnocovac´ı aplikace popsane´ v kapitole
4.5. Graf zobrazuje rea´lny´ pr˚ubeˇh zpozˇdeˇn´ı paket˚u v cˇase simulace, pro jednotlive´
priority. Sledovany´ port je 4. Rˇ´ıd´ıc´ım cˇlenem je optimalizovana´ SOM s´ıt’. Je zde
dobrˇe patrne´, zˇe vysˇsˇ´ı priorit paket˚u byly uprˇednostneˇny prˇed druhy´mi.
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Obr. 4.23: Pocˇet prˇ´ıchoz´ıch paket˚u z jednotlivy´ch vstupn´ıch port˚u na vy´stupn´ı port
3.
Obr. 4.24: Za´vislost jitter na prioriteˇ paket˚u pro vy´stupn´ı port 3.
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Obr. 4.25: Velikost zpozˇdeˇn´ı v za´vislosti na prioriteˇ paket˚u pro vy´stupn´ı port 3.
Obr. 4.26: Zpozˇdeˇn´ı pro vy´stupn´ı port 4. Rˇı´d´ıc´ı cˇlen optimalizovana´ s´ıt’ SOM.
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5 ZA´VEˇR
C´ılem diplomove´ pra´ce bylo nalezen´ı a natre´nova´n´ı vhodne´ neuronove´ s´ıteˇ pro
rˇ´ızen´ı aktivn´ıho s´ıt’ove´ho prvku. Tento prvek meˇl by´t optimalizova´n pro prioritn´ı
prˇepojova´n´ı vstupn´ıch pozˇadavku na vy´stupy. Zada´n´ı bylo rozdeˇleno na dveˇ cˇa´sti.
V prvn´ı cˇa´sti byl rˇesˇen teoreticky´ model s´ıt’ove´ho prvku. Model se zaby´val
hleda´n´ım a testova´n´ım vhodny´ch neuronovy´ch s´ıt´ı. Byl uvazˇova´n jako jednoduchy´
syste´m vy´pocˇtu konfiguracˇn´ıch vzor˚u a nezahrnoval ostatn´ı syste´my jako jsou fronty
a spojove´ pole. Tento model byl realizova´n v prostrˇed´ı Matlab, kde byla pro tuto cˇa´st
vytvorˇena knihovna neˇkolika funkc´ı, ktere´ zajiˇst’ovali natre´novan´ı a testovan´ı s´ıt´ı.
Testovany´mi s´ıteˇmi byly tyto typy neuronovy´ch s´ıt´ı: Hopfieldovy, samoorganizuj´ıc´ı
se Kohonenovy mapy, s´ıteˇ s radia´ln´ı ba´zickou funkc´ı a Perceptronove´ neuronove´
s´ıteˇ. U Hopfieldovy s´ıteˇ jsme se zaby´vali nalezen´ım nejmensˇ´ıho pocˇtu rekurenc´ı pro
dany´ pocˇet vstup˚u aktivn´ıho prvku. Da´le jsme provedli optimalizaci Kohonenovy
s´ıteˇ za pomoci Perceptronove´ s´ıteˇ, ktera´ prˇeva´deˇla vy´stupn´ı hodnoty Kohonenovy




Z vy´sledk˚u meˇrˇen´ı bylo zjiˇsteˇno a potvrzeno, zˇe nejle´pe se pro tuto u´lohu hod´ı
Hopfieldovy a Kohonenovy s´ıteˇ. Naopak obecneˇ nejh˚urˇe se zde hod´ı pouzˇ´ıt v´ıcevrstve´
s´ıteˇ. Du˚vodem je nesmı´rneˇ na´rocˇne´ nalezen´ı vhodne´ tre´novac´ı mnozˇiny. Samoorga-
nizuj´ıc´ı se typy s´ıt´ı nebylo mozˇne´ natre´novat pro v´ıce jak 6 port˚u z d˚uvod˚u velke´
na´rocˇnosti, ktera´ roste s faktoria´lem pocˇtu vstup˚u. Naopak jej´ıch vy´hoda spocˇ´ıva´
vzˇdy v nalezen´ı spra´vne´ho konfiguracˇn´ıho vektoru. Pro Hopfieldovu s´ıt’ je typicke´
relativneˇ rychle´ natre´nova´n´ı, ovsˇem vy´sledek nemus´ı by´t vzˇdy nalezen v prˇijatelne´m
cˇase ani tvaru. Pr˚umeˇrna´ chyba konfiguracˇn´ıch vzor˚u se pohybovala okolo 3%.
Druha´ cˇa´st te´to pra´ce se zaby´vala vytvorˇen´ım rea´lne´ho modelu s´ıt’ove´ho prvku.
Tento model byl realizova´n v prostrˇed´ı Simulink a jizˇ obsahuje vsˇechny komponenty
s´ıt’ove´ho prvku. Zde se testovaly neuronove´ s´ıteˇ z prvn´ı cˇa´sti v rea´lne´m provozu.
Vy´sledky uka´zaly, zˇe nejlepsˇ´ı s´ıt´ı je klasicka´ Kohonenova s´ıt’ bez optimalizace. S´ıt’
s optimalizac´ı meˇla podobneˇ pr˚ubeˇhy, ale d´ıky zpozˇdeˇn´ı ve vy´pocˇtu nedosahovala
takovy´ch vy´sledk˚u.
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
VoIP Voice over Internet Protocol – prˇenos digitalizovane´ho hlasu pomoci IP
protokolu
FIFO First-In-First-Out – typicka´ fronta, analogie s frontou u pokladny
QoS Quality of Service – rezervaci a rˇ´ızen´ı datovy´ch tok˚u v telekomunikacˇn´ıch a
pocˇ´ıtacˇovy´ch s´ıt´ıch s prˇep´ına´n´ım paket˚u
WAN Wide Area Network – s´ıt’ rozkla´daj´ıc´ı se na rozlehle´m geograficke´m u´zemı´
ATM Asynchronous Transfer Mode
VOQ Virtual Output Queuing – virtua´ln´ı vy´stupn´ı fronta
CRC Cyclic redundancy check – Cyklicky´ redundantn´ı soucˇet, vypocˇtena hash
funkce z paketu




A.1 Popis sche´mat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
A.2 Obsah prˇilozˇene´ho me´dia . . . . . . . . . . . . . . . . . . . . . . . . 69
A.2.1 Slozˇka Doc . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
A.2.2 Slozˇka Teoreticky model . . . . . . . . . . . . . . . . . . . . . 69




Obr. A.1: S´ıt’ovy´ prvek s testovac´ımi obvody a vyhodnocovac´ı cˇa´st´ı.
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Obr. A.2: vnitrˇn´ı architektura s´ıt’ove´ho prˇep´ınacˇe s cˇtyrˇmi v
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A.2 Obsah prˇilozˇene´ho me´dia
A.2.1 Slozˇka Doc
Obsahuje:
• Elektronicka´ verze te´to pra´ce
• Obra´zky a vy´sledky test˚u





















A.2.3 Slozˇka Prakticky model





• networkq element lib.mdl
• packetgenGUI.m
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• packetgenGUI.fig
• save swtich.m
• serialcomputing.m
• maxRecurr.m
• interpreter.m
• interpreter.fig
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