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A B S T R A C T  
Fuel cells are appealing alternatives to combustion engines for efficient conversion 
of chemical energy to electrical energy, with the potential to meet substantial energy 
demands with a small carbon footprint. Intermediate temperature fuel cells (200-300oC) 
combine the kinetic benefits and fuel flexibility of higher operating temperatures along 
with the flexibility in material choices that lower operating temperatures allow. Solid acid 
fuel cells (SAFCs) offer the unique benefit amongst intermediate temperature fuel cells of 
a truly solid electrolyte, specifically, CsH2PO4, which in turn, provides significant system 
simplifications relative to phosphoric acid or alkaline fuel cells9, 10 However, the power 
output of even the most advanced SAFCs has not yet reached levels typical of conventional 
polymer electrolyte or solid oxide fuel cells.  This is largely due to poor activity of the 
cathodes. That is, while it has been possible to limit electrolyte voltage losses in SAFCs 
through fabrication of thin-membrane fuel cells (with electrolyte thicknesses of 25–50 μm), 
it has not been possible to attain high activity cathodes or to limit Pt loadings to competitive 
levels.1 In this thesis, the efficacy of non-precious metal catalysts in the solid acid 
electrochemical system is evaluated. In addition, an attractive synthesis route (specifically, 
the electrospray method) to fabricating high surface area electrodes with high catalyst 
utilization is presented.  
 
 Elimination of Pt was pursued by the evaluation of carbon nanostructures as 
potential oxygen reduction reaction (ORR) catalysts in the solid acid electrochemical 
system. Multi-walled carbon nanotubes were the most consistently catalytically active in 
comparison with nano-graphite. It is demonstrated that the a) precursor partial pressure, b) 
seed catalyst size, c) growth temperature and d) chemical functionalization can be used to 
control the defect density and atomic composition of multi-walled carbon nanotubes 
(MWCNTs), all of which play a significant role on the measured ORR activity. Increasing 
the precursor partial pressure, decreasing the seed catalyst size, and decreasing the growth 
temperature increases the density of ORR active defects. In addition, the oxygen reduction 
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reaction (ORR) electrochemical activity evaluated by symmetric cell AC impedance 
spectroscopy and fuel cell measurements, were significantly enhanced by chemical 
functionalization with oxygen containing functional groups. Area normalized impedance 
responses as low as 7 Ω cm2 were measured on symmetric MWCNT/ CsH2PO4 cells. 
However, it was discovered that these reactive MWCNTs also catalyze and are slightly 
consumed by steam reforming. Moreover, the orders of magnitude improvement with 
functionalization measured in impedance measurements is not replicated in fuel cell power 
output as a result of a decrease in open circuit voltage relative to standard cells. It is 
proposed that the loss in voltage results from hydrogen production at the cathode via the 
steam reforming reaction, although formation of hydrogen peroxide rather than water as 
the oxygen reduction product cannot be ruled out. This work has a significant contribution 
to catalysis, it demonstrates how carbon nanostructures can be designed by synthesis routes 
and chemical functionalization processes, to create active precious-metal-free ORR 
catalysts. It is also important that we have demonstrated potential ORR catalysts in acidic 
media. These catalysts have potential applications in phosphoric acid fuel cells and 
PEMFCs.  
 
In addition to the study of carbon nanostructures, oxides were evaluated as potential 
ORR catalysts. Specifically, TiOx nanoparticles were studied. Analysis shows that the 
activity is controlled by the oxidation state of Ti. The active site seems to be on or near 
slightly reduced Ti sites. In this study we have outlined synthesis routes to tune the 
oxidation state of Ti and enhance ORR activity in the solid acid fuel cell.  
 
Finally, the fundamentals of the electrospray process are explored to understand 
how the particle size ultimately resulting from electrospray synthesis depends on both 
solution properties and process parameters. This analysis presents a systematic way to 
control the fabrication of high surface area SAFC electrodes with increased throughput, 
catalyst utilization and consequently power density.  
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In this chapter, we present a brief introduction to fuel cells with an emphasis on SAFCs. 
The basics of electro-catalysis in SAFCs and the current challenges facing solid acid 
electrochemical systems will be presented.  
 
1.2. Fuel cells 
 
Of the various technology routes being studied to combat the energy crisis, fuel cells have 
the potential to play a significant role in any renewable energy cycle design. Fuel cells can be 
refueled like a combustion engine and can directly convert chemical energy to electrical energy 
like a battery. In addition, they are not limited by the Carnot efficiency as is the case in combustion 
engines. This results in a technology with a host of advantages, which is poised to make an impact 
in both stationary and mobile power generation.  
A fuel cell consists of an anode and a cathode separated by an electrolyte membrane. With 





𝑂2(𝑔)  →  𝐻2𝑂(𝑔),                                                        (𝑟. 1.1) 
 
which is a spontaneous reaction driven by the Gibbs free energy conversion. In a fuel cell, the 
direct reaction is inhibited by separating the electrodes with an electrolyte membrane. In general, 
the fuel cells are classified by electrolyte composition.10 
A fuel cell is a galvanic cell and the standard Gibbs free energy of formation (ΔG0) of Reaction 
1.1 can be converted into the standard electrical potential E0 or Nernst potential (at standard 




  𝐸0(𝑇) =  −
Δ𝐺0(𝑇)
𝑛𝐹
 ,                                                                      (1.1) 
 
where n is the number of electrons transferred in the overall reaction and F is the Faraday constant 
(96,485 C/mol). ΔG0 (Temperature = 298K) = -237 kJ/mol; from Equation (1), E0 = 1.23V. To 












0.5) ,          (1.2) 
 
where Eeq is the theoretical equilibrium current density at zero current density (j = 0) and px is the 
partial pressure of species x at the anode or cathode. The voltage across the cell during operation 
is less than predicted by the Nernst potential as a result of irreversible losses as current is drawn 
from the cell. The overpotential η is defined as the drop in voltage from equilibrium to drive a 
particular process. In fuel cell operation, the goal is to maximize the power (current * voltage) 
density, minimizing the overall overpotential losses. The losses in fuel cell operation are depicted 





It is evident from Figure 1.1, that the largest source of overpotential loss is as a result of slow 
kinetics at the electrodes (ηact). ηleaks can be minimized by proper sealing of the electrodes and 
choosing an electrolyte that is a pure ion conductor with high density and low porosity. ηIR can 
be calculated as; 
 
𝜂𝐼𝑅 = 𝑗𝑅 = 𝑗
𝐿
𝜎
 ,                                                                              (1.3) 
 
where L is the electrolyte thickness, σ is the proton conductivity and j is the current density. Hence, 
ohmic losses can be minimized by fabricating electrodes that are as thin as possible and preventing 
leakage. The activation potential (ηact) is related to the rate at which half-cell reactions can occur 
at the electrodes and is often expressed as 
 






⌋,                                                                    (1.4) 
 
 where j0 is the exchange current density that flows under zero overpotential and α is the exchange 
coefficient, an indicator of the electrochemical activity under non-equilibrium conditions.3 From 

































ηleaks – loss from gas leaks across the 
electrolyte or partial electronic conductivity 
of the electrolyte 
ηact – activation potential as a result of 
slow reaction kinetics 
ηIR – overpotential due to ion transport 
across the electrolyte. This is the linear 
portion of polarization curve (ohmic 
resistance). 
ηd – mass transport losses at high current 
as a result of depletion of the reactants at 
the electrodes faster than they are supplied. 
 
Figure 1.1. Schematic of a fuel cell polarization curve, with contributions of various 
overpotentials indicated by the shaded regions, and explained on the right. The power density 




Equation 1.4, it is clear that to lower ηact and improve electrode activity, larger values of α and j0 
are desirable. If the electrode activity is high, lower overpotentials are required to attain sufficient 
current densities. To increase the exchange current density (jo), the number of active sites per 
electrode area can be increased or the intrinsic activity of the electrode improved. On the other 
hand, the exchange coefficient (α) is not dependent on electrode geometry and can only be 
modified by changing inherent material properties.  
 The requirements for electrodes are obviously more arduous to meet than other fuel cell 
components. To minimize ηact, electrodes must be catalytically active, readily transport electrons 
and ions to and from reaction sites, and have sufficient porosity, enabling easy gas access, to 
minimize diffusion losses (ηd). Typically, an electrode is a porous composite of electrolyte (pure 
ion conductor) and catalyst (electron conductor) particles.  The electrocatalytic reaction is limited 
to the triple-phase boundaries (TPBs) at which the electrolyte, catalyst and the gas phase are in 
contact as illustrated in Figure 1.2. An ideal electrode must have a well interconnected structure 
to ensure continuous pathways for ion, electron and gas phase transport, since any isolated catalyst 
site will not contribute to the total measured power density.  
 
 
Fuel cells are classified by the type of electrolyte in the cell. Table 1.1 shows the major 
types of fuel cells and their characteristics. Low temperature (70-200 0C) fuel cells have the 
advantage of rapid thermal cycling, making them a convenient option for portable/mobile 
applications. However, operation with sufficient power density requires high catalyst loading. 
Generally, high operating temperatures (500-1000 0C) increase the electrode reaction kinetics, 
allowing for lower catalyst loading and fuel flexibility in terms of tolerance to impurities like 
current collector 
electrolyte 
Figure 1.2. Schematic of a typical porous composite electrode showing a proton conducting 
electrolyte, electron conducting catalyst, and gas phase species (O2), that comprise a triple 




carbon monoxide. However, higher operating temperatures put stringent constraints on the choices 
for support components and the portability of the fuel cells. Consequently, there is a significant 
amount of research in lowering the operating temperature of solid oxide fuel cells (SOFCs) and 
increasing the operating temperature of polymer electrolyte fuel cells (PEMFCs).11, 12 Of all the 
intermediate temperature fuel cells available, solid acid fuel cells have a truly solid electrolyte as 
opposed to the corrosive liquid electrolyte in phosphoric acid fuel cells. This allows the added 
benefit of ease of cell stack fabrication and flexibility in support components.  
 








PEMFC polymer electrolyte 
membrane fuel cell 
NafionTM 70 - 110 (H2O)nH+ H2, CH3OH 
AFC alkaline fuel cell KOH(aq) 100 - 250 OH- H2 
PAFC phosphoric acid fuel cell H3PO4 150 -250 H+ H2 
SAFC solid acid fuel cell CsH2PO4 230 - 280 H+ H2 
MCFC molten carbonate fuel cell (Na/K)2CO3 500 - 700 CO32- Hydrocarbons, 
CO 
SOFC solid oxide fuel cell (Zr/Y)O2-δ 700 - 1000 O2- Hydrocarbons, 
CO 
Table 1.1. Major fuel cell types and their characteristics.3, 10, 13 
 
1.3. Solid Acid Fuel cells 
 
1.3.1. Solid Acid compounds  
 
Solid acids are compounds whose chemical properties lie between those of an acid such as H2SO4 
and a salt such as K2SO4. Solid acid compounds have a structure typically in the form of MHXO4, 
MH2XO4 or M3H(XO4)2, where M can be an alkali metal or an ammonium ion and X = 
P, A, S, Se. In these structures oxyanions XO4
2-/3- are linked by hydrogen bonds and charge 
balanced by large cations M+. A few of these compounds undergo a structural polymorphic 
superprotonic phase transition.14 Through this transition, the conductivity jumps by several orders 
of magnitude to 10-2 S/cm, which approaches the value of state of the art aqueous proton 
  
6 
conducting electrolytes.9, 15 Superprotonic transition behavior has been confirmed for various 
compounds like CsHSeO4 and CsHSO4,




18 and other mixed Cesium sulfate-phosphates.19 The proton conductivity σH as a 
function of temperature for several solid acids is plotted in Figure 1.3.  
 
 
Figure 1.3. Arrhenius plot of proton conductivity, σH, of a few solid acid compounds that exhibit 
a super-protonic phase transition. 20 3 
 
Typical transition temperatures are between 50 0C – 250 0C and the rate of that transition depends 
on the type of solid acid. For now, cesium di-hydrogen phosphate (CsH2PO4) is the most viable 
solid acid fuel cell electrolyte of the solid acids studied.21 Although other solid acids have 
sufficiently high proton conductivity, studies of selenates and acid sulfates reveal instability of S 
and Se containing oxyanions in the presence of hydrogen to form H2S and H2Se, respectively.
22 
These by-products are poisonous to precious metal catalysts used in fuel cell operation, hence, S 
and Se containing electrolytes are considered unsuitable for SAFC operation. CsH2PO4 exhibits 
high proton conductivity of 10−2 S/cm upon heating to temperatures above the superprotonic 
  
7 
transition at 230°C 14. CsH2PO4 undergoes a polymorphic phase transition from a low symmetry 
monoclinic phase to a high symmetry cubic phase 20. Figure 1.4a shows the Arrhenius behavior 
of CsH2PO4 proton conductivity first reported by Baranov et al. and confirmed by Haile et al. 
Figure 1.4a shows hysteresis behavior of the superprotonic conductivity which is due to the 
structural incompatibility of the high temperature and low temperature phases.14 CsH2PO4 
undergoes a monoclinic to cubic phase transition illustrated in Figure 1.4b. The monoclinic 
structure is comprised of phosphate groups linked in chains by double minima hydrogen bonds, 
charge balanced by Cs cations. The high temperature structure is a cubic CsCl type structure with 



































Figure 1.4. Super-protonic phase transition in CsH2PO4. (a) Arrhenius plot of proton 
conductivity (σ), in humidified N2. (b)  Unit cells of monoclinic and cubic phases.2, 3 
  
8 
A major challenge with CsH2PO4 is that it is subject to thermodynamic driving forces favoring 
dehydration at high temperatures.  As illustrated in the phase diagram in Figure 1.5, when 
CsH2PO4 is heated to superprotonic temperatures the following dehydration reaction takes place:  
 
𝐶𝑠𝐻2𝑃𝑂4(𝑠)  → 𝐶𝑠𝑃𝑂3(𝑠) + 𝐻2𝑂(𝑔).          (𝑟 1.3) 
 
Above 260 0C a stable conductive liquid phase CsH2(1-x)PO4(1-x) is formed.
23 Under application of 
a suitable partial pressure of H2O the dehydration reaction can be suppressed.  
 
   
While solid acid compounds have a tendency to dehydrate at elevated temperatures, they 
are soluble in water. This is not a cause for concern as operating temperatures are well above 100 
0C and humid reactant/product gases are purged out of the system during on-off cycling. Another 
challenge in working with CsH2PO4 is its high ductility in the superprotonic phase. This is quite 
undesirable in fuel cell operation but can be easily remedied with the addition of 10 wt% SiO2. 
On the other hand, there is a small loss of about 20% in super-protonic conductivity 9. 
 Despite challenges associated with CsH2PO4 as a fuel cell electrolyte, CsH2PO4 is for now 
the ideal solid acid. Nevertheless, this is not cause to relax the search for other applicable solid 












































Figure 1.5. Phase stability regions of CsH2PO4 adapted from Taninouchi et al.






yet to be exploited. The possibility of having a solid acid that has lower transition temperature and 
smaller hysteresis in super-protonic conductivity, with similar or better proton conductivity than 
CsH2PO4, could ease the burden on thermal cycling in SAFC electrolytes. CsHPO3H has a 
relatively low transition temperature (~140 0C) but has not been pursued as it is expected to be 
unstable at oxidizing conditions, although related compounds have shown promise as good 
electrolytes.3, 24, 25  In addition, solid acids with sulfur and selenates could be potential solid acid 
electrolytes after all, if precious metal catalysts are completely eliminated from the fuel cell. 
 
1.3.2. Solid acid fuel cells (SAFCs); basics, challenges and current status 
 
In a solid acid fuel cell (SAFC) the electrolyte is a proton conducting solid acid. The electrolyte 
between the cathode and anode serves as a barrier to gas diffusion that would otherwise result 
because of the chemical driving force for oxygen and hydrogen to react to form water. However, 
the electrolyte permits the transport of hydrogen protons across it. A schematic of a SAFC and the 
anode and cathode half reactions are presented in Figure 1.6.   
 
 
Results to date have proven the viability of solid acid fuel cells 20, 26, with peak power outputs of 
415 mW/cm2 at 248 0C and 8mg /cm2 Pt loading27. Power densities of 200 mW/cm2 have been 
demonstrated to be scalable to 20 cell stacks, with each cell having a total electrode Pt loading of 




4 mg cm2 (50 µm CsH2PO4 membrane). In addition, SAFCs have shown potential fuel flexibility 
by demonstrating tolerance to 100ppm H2S, 100 ppm NH3, 5% CH3OH, 5% CH4, 3% C3H8, and 
20% CO.  
SAFC peak power output is not yet competitive with state of the art polymer electrolyte 
membrane fuel cells (PEMFCs) or solid oxide fuel cells 14, 28 Pt loadings of 4-8 mg/cm2 are over 
an order of magnitude higher than competitive loadings (0.1mg/cm2 for PEMFCs). A major 
limitation is the high over-potential loss at the electrodes 14. In Figure 1.7a, the electrolyte area 
specific resistance (calculated from the electrode thickness) is subtracted from the raw polarization 
curve data. It is clear that ohmic losses from the electrode thickness have a small effect on 
polarization losses in comparison to slow electro-catalysis 14.  The contribution from the anode 
and cathode is shown in Figure 1.7b. It is evident that activation polarization at the cathode is 
dominant over the anode (~ 2 orders of magnitude larger).  
 
 
Figure 1.7. (a) IR corrected solid acid fuel cell polarization plot showing small ohmic losses in 
comparison to other sources of overpotential loss.4 (b) Cathode and anode contributions to the 
overpotential of a SAFC.29 
 
 
Another major challenge to SAFCs is cost. At present the precious metal loading in SAFCs 
is about 22 mg Pt/W (Pt costs ~$1800 per oz), exceeding the target for commercialization by two 
to three times ($1000/kW) 9. With this knowledge, there is tremendous focus on the improvement 







Typical fuel cell electrode fabrication tools include crude techniques like mechanical 
mixing, slurry deposition and cold pressing. These methods lead to non-deal CsH2PO4 
microstructures 7. Hence, it is nearly impossible to get a high density of TPBs with micron sized 
CsH2PO4 and nanoparticle Pt. Recent successes in incorporating CsH2PO4 in SAFCs suggest that 
intimate mixing of nanoparticles of platinum (Pt) and CsH2PO4 dramatically enhances the contact 
area between the two phases 9. Figure 1.8 shows the polarization curve for different CsH2PO4 
particle sizes. The overpotential losses as a result of the effective charge transfer resistance, has a 
square root dependence on average particle size, and decreases with decreasing CsH2PO4 particle 
size 9. Since the activity is inversely dependent on the charge transfer resistance, further reductions 
in the nanoscale will increase the TPB per unit - projected area, increasing electrocatalytic activity. 
Accordingly, the goal is to have an interconnected, porous 3D composite. Electrospray deposition 
has been demonstrated as a suitable method to fabricate this ideal structure.7  Figure 1.9a shows 
SEM micrographs of composite anode nanostructures composed of CsH2PO4, Pt-black and poly-
vinylpyrrolidone (PVP). The anode is a three-dimensional, porous, interconnected CsH2PO4 and 
Pt nanostructure with an average feature size of 100 nm. Impedance spectra of representative 
CsH2PO4 + Pt|CsH2PO4|CsH2PO4 + Pt symmetric, electrochemical cells with electrosprayed 
electrodes on carbon and a Pt loading of 0.3 ± 0.2 mg/cm2  are presented in Figure 1.9b. Data was 
collected under humidified hydrogen with pH2O = 0.4 atm at 240 
0C. The interfacial impedance is 
~1.5 Ω cm2 for hydrogen electro-oxidation. In comparison to mechanically milled electrodes of Pt 
Figure 1.8. Comparison of IR-free polarization curves of SAFCs incorporating different sized 





black and CsH2PO4 with similar composition, the electrochemical activity is maintained despite a 
~30-fold reduction in Pt loading.7 This result indicates that electrospray deposition can 
dramatically increase Pt utilization in SAFC electrodes relative to cruder fabrication methods, 
however, the specific combination of activity and Pt loading reported here is not sufficient to meet 
the standard for commercialization. 
 
To improve current collection in the electrosprayed nanostructures, and consequently the 
Pt utilization, carbon nanotubes (CNTs) have been explored as interconnects in SAFC anodes to 
improve the link between nanoscale Pt catalyst and macroscale current collectors. Figure 1.10 
shows the impedance spectra of composites (similar to the composites shown in Figure 1.9) 
electrosprayed onto carbon nanotube overgrown current collectors. Results show about a five-fold 
improvement in impedance over previous work as a result of improved interconnectivity. This 
corresponds to a three times improvement in Pt utilization for the same Pt loading.  
(a) 
(b) 
Figure 1.9. (a) SEM micrographs of composite electrode nanostructures comprising CsH2PO4, 
Pt-black and poly-vinylpyrrolidone (PVP). (b) Impedance spectra of representative CsH2PO4 + 
Pt|CsH2PO4|CsH2PO4 + Pt symmetric, electrochemical cells with electrosprayed electrodes on 
carbon and a Pt loading of 0.3 ± 0.2 mg/cm2; data collected under humidified hydrogen with 







Further improvements on Pt utilization have been made in solid acid anodes by using Pt 
decorated carbon nanotubes for hydrogen oxidation.8 Figure 1.11a details the synthesis approach 
to decorating the CNTs with Pt. Figure 1.11b shows a route to making a symmetric cell with two 
porous interconnected Pt decorated CNT + CsH2PO4 composite electrodes.  Impedance 
characterization is shown in Figure 1.11c. For a platinum loading of 5.1E-3 mg/cm2, the electrode 
area normalized impedance is ~1.5 Ω cm2. This corresponds to an order of magnitude improvement 




Figure 1.10. Impedance spectra of four CsH2PO4 + Pt +PVP composite electrodes 
electrosprayed onto CNTs, and one without CNTs but otherwise identical.6  
 
 
Figure 1.11. (a) Synthetic approach for Pt decorated CNTs. (b) Electrospray deposition strategy 
of Pt-CNT + CsH2PO4 composites. (c) Symmetric cell impedance measurements of 30 wt % Pt-
CNT based electrodes. Measurements performed in humidified H2 (pH2O = 0.4 atm) and Pt 




ensures minimal catalyst particle isolation and electrospraying the Pt decorated CNTs + CsH2PO4 
composites result in uniformly distributed porous nanostructures. Table 1.2 details the progress of 
SAFC anodes in terms of performance, Pt loading and Pt utilization thus far.  
 
Anode Area normalized 
impedance (Ω cm2) 
Pt loading (mg/cm2) Pt utilization (S/mg) 
Pt  + CsH2PO4 + Pt/C 
(3:3:1) mechanically milled26, 30 
0.06 7.1 2.2 
Pt                                     
7.5 nm sputtered Pt film31 
3.1 17E-3 19 
Pt + Pt/C + CsH2PO49 
SAFCell Inc.  
0.06 0.8 21 
Pt + CsH2PO4                       
(1:2) electrosprayed on carbon 
paper7 
1.5 0.3 2.2 
Pt  + CsH2PO4 + Pt/C 
(3:3:1) electrosprayed on CNT 
overgrown carbon paper6 
0.5 0.3 6.6 
30 wt% Pt-CNT + 
CsH2PO4  
electrosprayed on carbon paper8 
2.0-3.0 4.9-5.7 (x 10-3) 64-81 
40 wt% Pt-CNT + 
CsH2PO4  
electrosprayed on carbon paper8 
1.6-1.9 6.3-11 (x 10-3) 45-94 
46 wt% Pt-CNT + 
CsH2PO4  
electrosprayed on carbon paper8 
1.2-1.3 10-14 (x 10-3) 61-78 
Table 1.2. Progress of Pt-CNT-CsH2PO4 SAFC anodes thus far 
 
It is evident that substantial progress has been made in improving Pt utilization in SAFC 
anodes, however, there is still room for improvement with the Pt decorated CNTs’ electrode 
nanostructure. In addition, as discussed previously, cathode overpotential losses are dominant over 
anode losses (Figure 1.7b). Cathodes require almost an order of magnitude higher catalyst loading 
than anodes. Therefore, considerable effort is required to increase catalyst utilization in the cathode 
structures as well. However, further reduction of catalyst loading at the anode gives more leeway 
for cathode catalyst loading. Hence, SAFCs stand to gain by improving the performance and 





1.4. Objectives of this thesis  
 
Alternative cathode catalysts- The oxygen reduction reaction (ORR) at the cathode is the dominant 
contributor to the overpotential in fuel cell systems, and is therefore the focus of tremendous 
electrocatalysis research.  Generally, the cathode requires higher catalyst loading in various energy 
conversion processes and the allure of replacing precious metal catalysts with alternatives to 
precious metal catalysts has garnered attention. This dissertation aims to access the efficacy of 
carbon nanostructures and oxides as oxygen reduction (ORR) reaction catalysts in solid acid fuel 
cells (SAFCs) cathodes. 
Enhancing catalyst utilization in SAFC electrodes - The electrospray method has been 
demonstrated as an electrode fabrication method that can reduce the electrolyte size and increase 
triple phase boundary density and Pt utilization. In this dissertation, the fundamentals of the 
electrospray process are explored to understand how the particle size ultimately resulting from 


















C H A P T E R  2  
Experimental methods 
 
In this chapter, we introduce the underlying principles of the characterization techniques and the 
synthesis methods used in this work.  
2.1. Characterization techniques 
 
We can divide characterization techniques into two types: (a) Electrochemical characterization (in-
situ) and (b) ex situ characterization. In situ techniques use the electrochemical variables of 
voltage, current and time to characterize the performance of fuel cell under operating conditions. 
(b) Ex situ techniques characterize the structure or chemical properties of fuel cell components 
employing methods such as Raman spectroscopy, x-ray photoelectron spectroscopy (XPS), and 
infrared spectroscopy. In this section, Raman spectroscopy is discussed.   
 
2.1.1. Electrochemical characterization (in situ) 
 
The most common fuel cell characterization technique is a current-voltage measurement.10 It 
provides an overall quantitative evaluation of fuel cell performance and power density. There are 
two main methods used; in the potentiostatic technique, the voltage of the system is controlled and 
the resulting current is measured, whereas in the Galvanostatic technique, the current of the system 
is controlled and the resulting voltage is measured. Either approach can be steady state, where the 
current/voltage is constant in time, or dynamic, where the current/voltage is varying with time. At 
steady state, it does not matter whether a potentiostatic or galvanostatic measurement is used to 
record the j-V curve, both methods will yield the same result. Under non-steady-state conditions, 
potentiostatic and galvanostatic measurements may differ from one another if the system has not 
had time to ‘relax’ to its steady state condition. Study of these slow relaxation processes can give 
better insight to fuel cell performance. Hence, sophisticated dynamic techniques like current 
interrupt measurement, cyclic voltammetry and impedance spectroscopy are often combined with 




2.1.1.1 Current voltage (j-V) measurement 
In the steady state j-V measurement, the current/voltage is held fixed in time and the steady 
state value of the fuel cell voltage/current is recorded after a long equilibration time. A high 
performance fuel cell will exhibit higher voltage for a given current load. By slowly stepping the 
current demand, the entire j-V response of the fuel cell can be recorded. For small fuel cell systems, 
a slow scan j-V curve can be recorded where the current demanded is gradually scanned in time 
from zero to a set limit and the voltage is recorded as it steadily drops. Alternatively, the voltage 
applied can be scanned in a predetermined range and the resulting current measured. To determine 
the suitable scan rate, a series of j-V curves at different scan rates should be measured first. If the 
scan rate is too fast, the j-V will be artificially high. The point at which the decreasing the scan 
speed no longer affects the j-V curve significantly is usually a good indication of a suitable scan 
rate.10  
At low current densities as illustrated in Figure 1.1, ohmic losses can be calculated from 
Equation 1.3 and subtracted, and the approximate activation loss can be calculated from the data. 
If the j-V curve is plotted on a log scale, the low current density region shows linear behavior. In 
low-temperature fuel cells, reaction kinetics are slow and large activation potentials are required 
at both electrodes. Data analysis of the j-V curve by the Tafel equation allows approximate 
activation losses to be isolated. The Tafel equation can be written10  
 
𝜂𝑎𝑐𝑡 =   
𝑅𝑇
𝑛𝛼𝐹
ln(𝑗0) −  
𝑅𝑇
𝑛𝛼𝐹
ln(𝑗),                                                               (2.1) 
 
where n is the number of electrons transferred in the redox reaction, jo is the exchange current 
density, and α is the transfer coefficient. Experimental data plotted in the form η versus ln(j) can 
be fit with a line that yields a slope of α and intercept ln(j0) as illustrated in Figure 2.1a. From the 
Tafel equation, it is evident that to lower ηact, larger values of α and j0 are desirable. To increase 
the exchange current density (jo), the intrinsic activity of the catalyst needs to be improved or the 
density of active sites increased. On the other hand, the exchange coefficient (α) is not dependent 
on electrode geometry and can only be modified by changing inherent material properties. Figure 




Figure 2.1. (a) The j-η representation of a hypothetical electrochemical reaction. The Tafel 
approximation deviates from Butler-Volmer kinetics at low overpotentials.10 (b) Effect of 
overpotential on fuel cell performance. 
 
2.1.1.2. AC Impedance spectroscopy  
  Alternating current impedance spectroscopy is the study of microscopic processes 
simulated by an electric field. It is a widely used technique for fuel cell electrochemistry because 
it gives insight into material properties, transport processes and electrode | electrolyte interfacial 
processes.10, 32, 33 In an impedance measurement, a low sinusoidal voltage V(t) of varying 
frequency is applied to the system and the resulting current is measured. The current response will 
have the same frequency as the voltage perturbation but will generally have a phase shift as 
illustrated in Figure 2.2a. The frequency variation in voltage gives insight into different 
electrochemical processes in the system with a characteristic timescale. In comparison to a fuel 
cell measurement, a small signal voltage perturbation confines the impedance measurement to a 





Figure 2.2. (a) Application of a small signal perturbation confines the impedance measurement 
to a pseudo-linear portion of a fuel cell’s I-V curve (b) A sinusoidal voltage perturbation and 
resulting current response with a phase shift (θ) 
 
 The input signal is a complex time-dependent wave function of the form  
 
𝑉(𝑡) = 𝑉0 ∙ 𝑒
𝑗𝜔𝑡,                                                                                               (2.2) 
 
where V0 is the amplitude voltage, the angular frequency ω = 2πf and j is the complex index. For 
a small voltage perturbation, this input potential generates a current output; 
 
𝐼(𝑡) = 𝐼0 ∙ 𝑒
𝑗(𝜔𝑡+𝜃),                                                                                (2.3)        
 





= |𝑍|𝑒−𝑗𝜃 = |𝑍| cos(𝜃) − 𝑗|𝑍| sin(𝜃) = 𝑍𝑅𝑒 − 𝑗𝑍𝐼𝑚,      (2.4) 
 
where ZRe is the real and ZIm is the imaginary part of the impedance and |Z| is the impedance 
modulus.32, 33   
An AC impedance analyzer is able to measure the current output and calculate the 
frequency dependent impedance response of the system. In a Nyquist plot (ZIm vs. ZRe), 
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electrochemical processes with sufficiently different characteristic timescales (at least two orders 
of magnitude apart) can be distinguished as separate arcs along the real axis. Another common 
representation is the Bode-Bode plot, which is a plot of |Z|(ω) versus θ(ω), where |Z| and θ are  
 
|𝑍| = 𝑍(𝜔) = √𝑍𝑅
2 + 𝑍𝐼
2,                                                                                     (2.5)                                                        
   𝜃 = 𝑡𝑎𝑛−1 (
𝑧𝐼
𝑍𝑅
).                                                                                                   (2.6)          
 
Figure 2.3a shows the Nyquist plot of a hypothetical fuel cell. For the hypothetical fuel cell, the 
size of these two semicircles, ZA and ZC, can be attributed to the magnitude of the anode and 
cathode activation losses, respectively. The anode and cathode half reactions are shown in Figure 
2.3b. ZΩ corresponds to ohmic losses across the electrolyte. In this hypothetical fuel cell, cathode 
activation losses dominate fuel cell performance while anode activation and ohmic losses are 
small. This is the case for many fuel cell types.9, 10, 13, 34  
 
 
Figure 2.3. (a) Nyquist plot of a hypothetical fuel cell. Regions marked correspond to ohmic, 
anode activation and cathode activation losses, respectively.  (b) Schematic of a fuel cell with 
cathode and anode half reactions. 
 
The phase shift between the input voltage and output current is as a result of the time-dependent 
nature of the capacitive processes occurring in the system, such as the charging of the interfaces 
as depicted in Figure 2.4b. The movement of the charged species sampled is a consequence of the 
perturbation frequency. As depicted in Figure 2.4a, at infinitely large frequencies, the charged 
species samples an infinitely small distance in the bulk of the electrolyte. Hence the resistance to 
this flow is zero. At a high and finite frequency, the charged species can interact with the bulk 
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lattice and have a finite impedance. At lower frequencies the interaction of the charged species 
with grain boundaries can be sampled, and at even lower frequencies the electrode | electrolyte 
interface can be sampled. The impedance of each of these electrochemical processes can be 
modelled as a resistor and capacitor in parallel as shown in Figure 2.4c. The capacitor describes 
the charge separation between ions and electrons across the interface. The resistor describes the 
kinetic resistance to the electrochemical reaction process.10 At infinitely low frequencies, the 
impedance measured correspond to the resistance of all the processes in the system. Bulk processes 
typically have higher characteristic frequencies than electrode processes, hence yield arcs that are 
well separated from electrode arcs.3  
 
 
Figure 2.4. (a) An illustration of the movement of a proton under electric field perturbation at 
varying frequencies.  (b) Physical representation of an electrochemical interface. (c) Proposed 
equivalent circuit model of an electrochemical reaction interface.  
 
Fuel cell testing requires sealing of respective oxidant and fuel gas, hence, symmetric cell AC 
impedance measurements are common to study individual electrodes. Figure 2.5a shows a 
simulated impedance spectrum of a symmetric cell showing the grain boundary and bulk arcs at 
mid-range and high frequency. Figure 2.5b and 2.5c show the half-cell reactions for a symmetric 




Figure 2.5. (a) Simulated impedance spectrum of a symmetric cell showing the grain boundary 
and bulk arcs at mid-range and high frequency. Half-cell reactions for a symmetric (b) cathode 
cell and (c) anode cell. 
 
In this thesis, bulk and grain boundary interactions are not studied in detail, so the 
frequency range of measurement is selected to study the electrode arc. In addition, in the symmetric 
configuration, both the forward and reverse half reactions are probed at both electrodes and the 
forward and reverse reaction kinetics are assumed to have equal activation potential. Hence, the 
electrode arc measured is divided by two to get the impedance of the cathode or anode. 
The modelling of real electrochemical systems can lead to complex equivalent circuits 
since systems involve both ionic and electronic transport in addition to multiple electrochemical 
reactions. To analyze electrochemical data, an equivalent circuit model comprised of a 
combination of discrete circuit elements. An in depth look into equivalent circuit modelling can 
be found in the literature.32, 33 Table 2.1 shows a summary of the impedance and Nyquist plot of 
frequently encountered circuit elements. It is noteworthy that only the ohmic resistance (R) is 
independent of frequency.  The inductance is represented as L and the capacitance as C. The 
constant phase element, Q, is an empirical circuit element introduced to account for deviations 
from purely capacitive behavior. The constant phase element is purely capacitive when n=1 and 
purely resistive when n=0. The Warburg elements (WS and W0) are used to describe diffusion 
phenomena of uncharged reactant species, which undergo a charge transfer reaction. Warburg 
impedance is derived from a solution to Fick's second law, specifying an unsteady diffusion of the 
species.32 For reversible diffusion with fast charge transfer and fast supply of the uncharged species 
at the site where the electrochemical step occurs, the result is a finite-length Warburg circuit 
element (Ws). For reversible diffusion and slow supply of the uncharged species at the 
electrochemical step, the result is the blocked Warburg solution (Wo). The solution of the diffusion 
problem yields n=0.5, but n is allowed to vary freely. Thus, n acts as an indicator for non-ideality.32 
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Table 2.2  shows the impedance response of several common sub circuits. As shown in Figure 
2.4, an electrochemical interface can be modelled as a resistor and capacitor in parallel, which 
generates a perfect semi-circle. There are indications that surface roughness or spatial 
heterogeneities at the electrochemical interface result in the dispersion of characteristic frequencies 
of a process and thus can cause a depression of the resulting arc.35 To capture this dispersion, the 











Table 2.2. Impedance response of frequently encountered sub-circuits. The open circle 
corresponds to the characteristic frequency, ω0. 
 
It is important to note, that in analyzing experimental data, choosing a particular circuit 
element or sub-circuit should be supported with additional evidence about the electrochemical 
processes being studied. In general, impedance spectra can be fit with several different circuit 
elements or sub-circuits with similar fidelities. For example, observance of a tear drop shape arc 
could suggest that the process is rate-limited by diffusion and the spectra could be fit with a finite 
length Warburg circuit element. However, two or more electrode processes with similar 





2.1.2. Ex situ characterization 
 
2.1.2.1. Raman spectroscopy 
Raman spectroscopy is a two photon inelastic light scattering event where the incident 
photon is of much greater quantum energy, and loses part of its energy to the molecular vibrations36 
thereby emitting a quanta of energy ℎ ∙ 𝑐 ∙ (𝜈0 ± 𝜈𝑣𝑖𝑏), with the remaining energy scattered as a 
photon with reduced frequency. Light scattering in terms of electromagnetic radiation (EM) is 
produced by oscillating dipoles induced in the molecule by the EM fields of the incident radiation. 
Induced dipole moment occurs as a result of the molecular polarizability, α, where the 
polarizability is the deformability of the electron cloud about the molecule by an external electric 
field. The principle of Raman scattering is shown in Figure 2.6.  
  There are two photon processes involving scattering of incident light from a virtual state: 
Stokes and anti-Stokes. Stokes scattering describes the excitation of a molecule from the ground 
state by the incident photon with energy, ℎ𝑐𝜈0. A new photon is created and scattered with energy 
ℎ𝑐(𝜈0 − 𝜈𝑣𝑖𝑏), leaving the molecule in an excited vibrational state. Depending on the absolute 
temperature of the sample, according to Boltzmann's distribution some molecules are already 
excited, hence can perform the reverse scattering process, the so-called anti-Stokes. Both processes 
lead to second order scattering, resulting in a jump of two vibrational levels. Rayleigh scattering 
is elastic scattering, hence there is no change in energy.  
The intensity ratio of the Stokes relative to the anti-Stokes Raman bands is governed by 
absolute temperature of the sample and energy difference between ground and excited state. Figure 
(b) depicts the relative intensities and illustrates the low level of anti-Stokes scattering at ambient 
temperatures. Therefore, in common Raman spectroscopy only Stokes scattering is detected and 
anti-Stokes is negligible. In addition, Raman scattering is less probable in comparison to Rayleigh  
scattering. Hence, high energy lasers are used in addition to a filter that removes Rayleigh scattered 
photons to get measurable Raman effect.37 Raman spectrometry is best for symmetric vibrations 
of non-polar groups. Certain functional groups show characteristic frequencies. Only molecular 
vibrations that cause a change in the polarizability are Raman active.36 In this work, Raman spectra 
was used for the characterization of carbon materials. First and second-order scattered photons can 






Carbon materials (that are not single crystal) have a variety of bands.38, 39  The G band 
(~1580 cm-1) is the Raman active mode of graphitic materials. It is relatively constant despite 
excitation wavelength. The intensities of the D and D’ band are defect dependent and these bands 
are dispersive with incident wavelength.38 These disorders cause a symmetry break of the graphene 
sheets as a result of impurities, point vacancies, or five/seven member rings.40, 41 The D band is 
also a measure of the density of edge plane exposures.42 According to double resonance theory,43 
the crystal defects scatter the excited electrons resulting in the wave vector condition that explains 
the D band appearance. The D and D’ bands are a result of elastic phonon scattering, close to the 
Κ and Г points of the Brillouin zone, respectively. The overtone of the D-band is called the G’-
band, which is a result of an inelastic phonon emission process, and occurs usually around 2700 
cm-1.44  Observations indicate that there is a correlation between defect density and ID/IG ratio,
45-51 
but there is some influence on structural arrangement on the enhancement of the D band.52 Relative 
Stokes Rayleigh anti-Stokes 
ground state 
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Figure 2.6. (a) Schematic of Stokes, Rayleigh and anti-Stokes scattering. (b) Scattered Raman 




intensities of the G+D band follow the same trend as ID/IG. T is a band that appears ~1080 cm
-1. 
The T and T+D bands have negative dispersion, that is, they shift to larger wavenumber with 
increasing incident wavelength. However, these modes are not well studied in the literature and 
were excluded from the characterization study in this work.  
As proposed by Mennella et al and shown in Figure 2.7, the black spectrum is de-
convoluted and fitted by green Lorentz shaped peaks, with exception of the D’ band which is fitted 
with a Gaussian. This is the best fitting strategy to capture the non-dispersive behavior of the G 
band and the dispersive behavior of the defect dependent bands.53  
The Lorentz shaped peaks used for the fitting of Raman spectroscopy can be expressed as 
 






,                                                                     (2.7)                     
 
where A is the integrated intensity and y0 and xc are the y-offset and the peak center, respectively. 
The parameter w describes the peak broadening and can be attributed to the full-width-half-
maximum FWHM by  
𝐹𝑊𝐻𝑀 = √2 ∙ ln (2) ∙ 𝑤.                                                                                       (2.8) 

























Figure 2.7. First and second-order Raman spectra of a carbon nanotube material. Background 
corrected spectrum is shown in black, fitted peaks in green dashed lines and cumulative fit peak 




The Gaussian peak shape used for the fitting of Raman spectroscopy can be expressed as 
 










.                                                                     (2.9) 
 
In this thesis, Raman spectra were collected with a Renishaw M1000 Micro Raman 
Spectrometer System, using a green laser at 514.5 nm.  Measurements were made at room 
temperature, in air, using a depolarized light-source in a wave-number range from 1150-1800 cm-
1 at 20 s exposure time and a maximum laser power of 6mW on the sample surface. Samples were 
prepared by dispersing the carbon nanotube in a volatile organic solvent and drying an aliquot of 
the suspension onto a slide.  
 
2.2. Synthesis methods 
 
The synthesis method discussed is electrospray deposition. The principles guiding the synthesis of 
electrolyte nanoparticles via electrospray deposition are explained and considered in relation to 
this work.  
 
2.2.1. Electrospray deposition 
 
 Electrospray deposition is a well-established technique for aerosolizing liquids 54-58. It has 
also recently gained attention for thin film fabrication of ceramics, battery electrodes and fuel cell 
electrodes 7, 59-69. It relies on electrostatic forces to expel micron-sized droplets from a charged 
liquid. Liquid is pumped through a capillary and a counter balance of surface tension on the liquid 
meniscus and electrostatic forces causes the liquid to emerge in a shape called a Taylor cone 70. 
This is called cone-jet mode; at the cone tip a concentrated strong electric field induces the 
emission of a fine spray of charged droplets. Evaporation occurs as the droplets are accelerated 
towards the grounded substrate. This results in a charge concentration that induces the columbic 
breakup of the droplet at the Rayleigh limit as illustrated in Figure 2.8 and the ultimate deposition 
of sub-micron to nanoscale particles on the substrate 57. The electric field required to overcome 










,                                                      (2.10)                                             
 
where rc is the capillary radius, γ is the gas-liquid surface tension, θ is the cone semi vertex angle, 
and ε0 is the permittivity of free space. 
 
 
Figure 2.8. A schematic of electrospray ionization, the effluent leaves the Taylor cone as charged 
droplets that undergo columbic explosions at the Rayleigh limit. 
 
The equilibrium cone semi-vertex is 49.30, ignoring space charge effects 71. The onset capillary 
voltage required to establish this electric field at the capillary tip is 
 









) ,                                                        (2.11) 
  
where h is the distance between the capillary tip and the grounded substrate. The greater the 
distance between the capillary tip and substrate, the higher the voltage required to establish a 
Taylor cone. Parameters like solvent composition, solution concentration (affecting solution 
conductivity, surface tension and viscosity), temperature, gas flow rate, and spray geometry (e.g. 
tip-to-substrate path length, spraying direction) can be varied to tune the characteristics of the 
resultant structure 59. Under the appropriate set of conditions, the cone-jet mode of the electrospray 
method has been employed to obtain porous composite electrode structures of solid acid electrolyte 
and catalyst with increased triple phase boundaries (TPB) per unit-projected area and reduced Pt 




2.2.1.1 Film morphology 
 Chen et al. observed four types of film morphologies from electrospray in the cone-jet 
regime: dense, dense with incorporated particles, porous top layer with dense bottom layer and 
fractal-like porous, as shown schematically in Figure 2.9.60, 64: 
 
 
Figure 2.9. Four types of film morphologies obtained by electrospray. I, dense film; II, dense film 
with incorporated particles; III, porous top layer with dense bottom layer; IV, fractal-like porous 
structure, according to Chen et al.60 
 
 The authors concluded that the main parameter that determines the film morphology is the 
substrate temperature, and the concentration of the precursor solution also had an effect. They 
suggested that the spreading behavior of droplets on the substrate determines the resultant 
morphology and this behavior is determined by the surface tension of the droplet and the roughness 
of the coated substrate. They showed that films with low porosity were produced using a solvent 
with a high boiling point and dense films were produced with a solvent with a lower boiling point 
72. This is a result of slower evaporation of the solvent during the droplet transport and spreading 
on the substrate causing slower precipitation. Therefore, the morphology of the film can also be 
tailored by using additives to the precursor solution 64. Varga et al. demonstrated that thin 
electrolyte films can be deposited as opposed to fractal porous structures by controlling the 
concentration of the precursor solution and the substrate temperature.7  
 
2.2.1.2 Droplet formation and size 
A study by Ganan-Calvo presents an integrated analysis that unifies previous observations 
of different scaling laws under different experimental regimes.73 Under conditions relevant to the 
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present work ((i) inertial forces dominate the jet development over surface tension and viscous 
forces, and (ii) electrostatic suction dominates over polarization forces in cone-jet necking), the 










2 .                                                                                                             (2.12) 
 
where Q is the volumetric flow rate through the capillary. K is the electrical conductivity of the 
solution. This relation suggests that the size of the droplet decreases with a decrease in flow rate 
and an increase in conductivity of the solution. Significantly, the viscosity of the liquid and its 
dielectric constant do not appear to influence the system behavior. The minimal influence of 
viscosity in this parametric regime, moreover, results in emitted droplets having diameters, dd, 
comparable to those of the jet, and thus dj can be evaluated as a proxy for dd.
74 Since the initial 
droplet size emitted from the cone tip determines the size of the particles deposited, to deposit 
nanoparticle CsH2PO4 for an ideal SAFC electrode the droplet size must be minimized. This puts 
a large constraint on the flow rate and the throughput of the process. 
 
2.2.1.3 Droplet velocity and travel time 
 At the cone jet tip, the surface tension forces on the liquid meniscus are counter balanced by 
the electrostatic forces as  
 
𝐹𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑡𝑒𝑛𝑠𝑖𝑜𝑛 =  𝐹𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 ,                                                                           (2.13)    
                    2𝜋𝛾𝑑𝑗  =  
𝑞2
𝜋𝜀0𝑑𝑗
2 .                                                                                      (2.14)         
 
The electric charge of the liquid, q, can be derived as  
 
                                  𝑞 = √2𝜋2𝜀0𝛾𝑑𝑗




A force balance on the emitted droplet can be written as  
 
              𝐹𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐 𝑓𝑖𝑒𝑙𝑑 = 𝐹𝑑𝑟𝑎𝑔 +  𝐹𝑔𝑟𝑎𝑣𝑖𝑡𝑦,       (2.16)           




+ 𝑚𝑝𝑔,       (2.17) 
 
where the drag coefficient, 𝐶𝐷 =
24
𝑅𝑒
 in the Stokes regime and the Cc is the Cunningham correction 
factor or slip factor. The Cunningham correction factor Cc accounts for the “slip” between the 
particle and the surrounding gas that develops in the transition from continuum to non-continuum 
flow.75, 76 For micron-sized droplets in the continuum range, where dd >> mean free path of the 
sheath gas molecules (λ=60-75 nm),  𝐶𝑐 = 1 + 1.257
2𝜆
𝑑𝑑 
≈ 1. However, for droplets and or 
nanoparticles in the free molecular/non-continuum regime, where λ >> dd,  𝐶𝑐 = 1 + 1.657
2𝜆
𝑑𝑑 
.  In 
Figure 2.10, the velocity of the emitted droplet calculated from the force balance above is plotted 
for varying liquid CsH2PO4 concentration. It is evident that the velocity increases with increasing 
solute (in this case CsH2PO4/CDP).  After emission, the electric field gradient (normally also the 
direction of gas flow) drives the droplets toward the substrate. In addition to the electrostatic force, 
during travel the droplets experience aerodynamic drag and rapidly approach a quasi-steady-state 
migration velocity 
 







































 ,                                                                                     (2.18)                          
  
where η is the liquid viscosity. These parameters allow informed design of the electrospray setup 
for desired nanoparticle deposition.  
In this thesis, two generations of electrospray stations were fabricated. The first generation 
electrospray is a single emitter spray station modeled according to specifications in Varga et al.7 






















C H A P T E R  3  
Electrochemistry as a tool for evaluating the reactivity of carbon 
 




Multi-walled CNTs have been proposed as catalyst support because of their mechanical 
stability and high thermal and electrical conductivity.77, 78 Depending on the chiral symmetry, 
CNTs can either be metallic or semiconducting. These changes in electronic properties suggest 
that CNTs can promote electron transfer with an active species in solution.79 It has been shown 
that electrodes modified with CNTs exhibit higher electrochemical response.80 Pure CNTs are 
electrochemically inert. However, during synthesis, electroactive structural and chemical defects 
can be introduced into the CNT structure.81 In addition, CNTs can be modified by chemical 
oxidation or doping to enhance chemical reactivity.  Of late, there is much interest in using doped 
multiwall CNTs as oxygen reduction catalysts in the low to intermediate temperature fuel cell 
community.  
The oxygen reduction reaction (ORR) at the cathode is the dominant contributor to the 
overpotential in fuel cell systems, and is therefore the focus of tremendous electrocatalysis 
research.  Generally, the cathode requires higher catalyst loading in various energy conversion 
processes and the allure of replacing precious metal catalysts with fabricated carbon nanostructures 
has garnered attention.82, 83 Gong et al. demonstrated nitrogen doped CNT based electrodes exhibit 
higher power densities than Pt/C electrodes in alkaline fuel cells.84 Li et al. demonstrated that a 
nitrogen doped mesoporous CNT nanostructure has higher catalytic activity and better tolerance 
to methanol cross-over than a comparable Pt/C catalyst.85 However, most studies of ORR on 
carbon nanostructure electrodes are in alkaline media,86-93 as opposed to acidic media,94-97 because 
carbon nanostructures are more active at high pH. In general, it is accepted that in alkaline and 
acidic media, ORR on carbon–based electrodes involves the formation of hydrogen peroxide 
which is an unwanted by-product in polymer electrolyte fuel cells.94, 98    
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Most electrochemical characterization of CNT nanostructures is done by cyclic 
voltammetry (CV) and rotating ring disk electrode (RRDE). This serves as a facile screening 
method of catalysis and gives insight into kinetics of heterogeneous electron-transfer reactions and 
coupled chemical reactions. However, it is important to consider the activity of the carbon 
nanostructure in a composite fuel cell electrode in comparison to platinum. Tang et al. showed that 
cathode stability and fuel cell performance are dramatically degraded due to corrosion of the 
carbon support in a polymer electrolyte fuel cell (PEMFC) as a result of air leakage into the 
anode.99 Maas et al.  studied this carbon corrosion mechanism and found that dynamic operation 
of the PEMFC leads to higher carbon corrosion rates than constant-potential operation, and that 
carbon oxidation showed strong positive correlation with humidity and temperature.100  
 The goal of this study is to access the efficacy of multiwall CNTs as oxygen reduction 
(ORR) reaction catalysts in solid acid fuel cell (SAFC) cathodes. SAFCs are intermediate 
temperature fuel cells in which the electrolyte is a solid acid (cesium di-hydrogen phosphate, 
CsH2PO4, was used in this study).
15 SAFCs combine kinetic benefits of higher operating 
temperatures, with the flexibility in fuel and material choices that lower operating temperatures 
permit. In a previous study, it has been demonstrated that the use of CNTs as platinum supports in 
SAFC anodes increases current collection and platinum utilization.6, 8 In these studies, 
characterization of the SAFC anodes was done by symmetric cell alternating current (AC) 
impedance spectroscopy. AC impedance spectroscopy is a powerful facile technique for 
characterizing a variety of solid state electrochemical systems with the potential to distinguish 
between electrochemical processes with sufficiently different timescales and determine the 
contribution of each process to the overpotential losses.10, 32 Symmetric cell measurements give 
information about the resistance of the reaction of interest at equilibrium, (slope of the polarization 
curve at zero current). The main disadvantage of the symmetric cell AC impedance technique is 
the inability to probe the catalytic activity at non-equilibrium conditions. In addition, the forward 
and the reverse half reactions are probed simultaneously and it is not straightforward to isolate the 
electrochemical behavior in the direction of interest. On the other hand, a current-voltage 
measurement during fuel cell operation gives quantitative performance of the electrode reaction in 
the direction of interest. In this work, the ORR activity of bare multiwall CNTs, and CNTs with 
carboxylic acid and amine functionalization, were studied by AC impedance spectroscopy and 
current-voltage measurements in gas environments relevant to SAFC operating conditions. 
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Typically, SAFCs operated at high levels of humidity (pH2O > 0.2atm) are required to inhibit a 
thermodynamically favored dehydration reaction of CsH2PO4 to CsPO3 at operating 
temperatures.14, 15 In this study, we found that at non-equilibrium conditions, the more active CNTs 
(as characterized by AC impedance spectroscopy) undergo corrosion reactions with steam that 
degrade fuel cell performance. The reactivity of the CNTs with steam is studied by mass 
spectroscopy and the corresponding impact on fuel cell performance is investigated.     
 
3.1.2. Experimental  
 
Materials- Commercial multi-walled CNTs and CNTs with carboxylic acid (CNT-COOH) and 
amine (CNT-NH2) functionalizations (15 ± 5 nm diameter, 1–5 µm length) were purchased from 
Nanolab, Inc. CsH2PO4 was synthesized in-house by dissolving stoichiometric amounts of  Cs2CO3 
(Alfa Aesar, 99% metal basis, Stk# 12 887)) and H3PO4 (Mallinckrodt Chemicals, 85%, Stk#2788-
14) in deionized water. The mixture was pipetted into a vat of methanol to induce precipitation of 
a CsH2PO4 powder. The resulting precipitate was dried at 120
 0C for 6 hours. To increase triple 
phase boundary density in the electrode layer, fine CsH2PO4 was synthesized by precipitating a 
saturated solution of CsH2PO4 in deionized water (100 mg CsH2PO4: 85 mL DI water) through a 
fine needle (26G1/2) into excess anhydrous methanol (J.T. Baker, #9093-03). The resulting surface 
area was measured to be ~2-2.5 m2/g by the BET method. Toray carbon paper (TGP-H-120, Fuel 
Cell Earth, LLC.) was used as the current collector in symmetric cells and fuel cells. Porous 
stainless steel (McMaster-Carr, Type 316, mesh size 100 × 100) served as a gas-diffusion layer 
and mechanical support for the cell.   
 
Cell Fabrication – For electrochemical testing, symmetric cells were configured as: SS | carbon 
paper | CNT/ CsH2PO4 cathode | CsH2PO4 electrolyte| CNT/ CsH2PO4 cathode | carbon paper | SS. 
The fuel cell is configured as SS | carbon paper | CNT/ CsH2PO4 cathode | CsH2PO4 electrolyte| 
Pt/ CsH2PO4 anode | carbon paper |SS. The CNT/ CsH2PO4 cathode was prepared by milling a 
mixture of the multiwall CNTs and fine CsH2PO4. Unless otherwise stated, the CNT/ CsH2PO4 
electrode is 50 mg in a 1:1 mass ratio. The anode in all cases is 25 mg of a CsH2PO4 and Pt on 
carbon black (40% Pt/Carbon black, Sigma Aldrich) mixture in a 3:1 mass ratio. Cells were 
fabricated by sequentially depositing the electrode, electrolyte and counter electrode powders into 
a stainless steel die. The cells were assembled by pressing the cathode and anode composites (in 
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symmetric configuration it is cathode versus cathode) against ca. 700 mg of CsH2PO4 powder in 
a 19 mm die at 69 MPa for 20 min. The thickness of the CsH2PO4 solid electrolyte was ca. 0.7 mm 
with ca. 90% of the theoretical density. The current collector and the stainless steel gas diffusion 
layers were placed on either side of the cells. The fuel cells were wrapped in Teflon tape to ensure 
proper sealing before placing in the custom-built stainless steel anode and cathode cell 
compartments. Symmetric cell pellets were 1.9 cm diameter and 3 mm thick and fuel cell pellets 
were 1.9cm in diameter and ~1mm thick.  
 
Characterization- CNT defect density was characterized by Raman spectroscopy with a M-1000 
Renishaw Ramanscope (514.3 nm) at 20s exposure time and a maximum laser power of 5.0 mW. 
Qualitative characterization of polar functional groups was done by Fourier-transform infrared 
(FTIR) on a Nicolet 6700 FTIR with a deuterated tri-glycine sulfate (DTGS) detector and a 
potassium bromide beamsplitter (KBr).  The morphological features of the CNTs and the cells 
were characterized using a scanning electron microscope (Zeiss 1550VP field emission SEM) 
equipped with a secondary electron detector. X-ray photoelectron spectroscopy (XPS) experiments 
were carried out in an ultrahigh vacuum system (Thermo Scientific ESCALAB 250Xi) equipped 
with a 180° hemispherical electron analyzer. A monochromatic Al Κα X-ray source (1486.7 eV; 
anode operating at 14.6 kV and 4.35 mA) was used as incident radiation in all XPS measurements. 
Charging effects were compensated by using a flooding electron gun and Ar ion gun. The XPS 
core level spectra were analyzed with a CASAXPS fitting routine, which can deconvolute each 
spectrum into mixed Lorentzian-Gaussian peaks after a Shirley background subtraction. The 
binding energies were calibrated based on the graphite C 1s peak at 284.4 eV. The standard 
deviation in XPS core level peak positions is ~± 0.06 eV. Thermochemical studies were performed 
in a tube furnace (Lindberg/Blue M #STF54434C) held at 800 °C, with the CNTs placed in an 
alumina crucible at the center of the furnace. The sheath gas (argon) was humidified by passing 
the gas through a bubbler upstream of the furnace and dehydrated by passing through a condenser 
(held at 1 °C) downstream of the furnace. The exhaust was sampled by a quadrupole mass 
spectrometer (Pfeiffer Thermostar GSD301T2) every 0.44 sec. Quantification of the mass 
spectrometry data was achieved by a six-point calibration with known compositions of hydrogen 
and oxygen in Ar. The Arrhenius dependence of hydrogen current was collected by cooling the 
sample down from 800 0C to 600 0C and allowing it to equilibrate for 4 hours and then heating the 
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sample up from 600 0C to 800 0C and the resulting ion current measured. Thermo-gravimetric 
analysis (TGA) of the CNTs was conducted in air at 280 °C (heating rate of 2 0C/min) by a Netzch 
Model STA 449C Jupiter.  
AC impedance spectra on the symmetric cells were collected using a Solartron 1260 
Impedance/Gain-Phase Analyzer. The perturbation voltage was 40 mV and the frequency range 
was 5 mHz to 10 kHz. The cell was initially heated to 140 0C at 2 0C/min in air, then heated up to 
250 0C under Ar humidified through a water bubbler held at 80 0C (saturation pH2O = 0.4 atm). 
At each condition, the cells were equilibrated for 10 minutes before collecting the impedance 
spectra. Polarization curves were measured with an AutoLab PGSTAT20N instrument, the cells 
were cycled between 0.95 V and 0.0 V at a scan rate of 2.5 mV s-1.  Impedance measurements on 
fuel cells were collected using the same Autolab instrument. The perturbation voltage was 40 mV 
and the frequency range was 10 mHz to 0.2 MHz. Impedance data was fitted with was fitted with 
a blocked Warburg circuit element with Zview (Scribner Associates). 
 
 
3.1.3. Results and discussion 
 
Surface characterization- Fourier transform infrared (FTIR) spectroscopy can identify organic 
functional groups on the MWCNT surface by measuring characteristic vibrational modes. Surface 
functional groups of the as-received CNTs were characterized by Fourier transform infrared 
(FTIR) spectroscopy. As shown in Figure 3.1a CNTs with carboxylic acid functionalization 
(CNT-COOH) have characteristic carbonyl (w = 1730 cm-1), hydroxyl (w = 1575 cm-1), and 
carboxylic acid groups (w = 1150 cm-1). CNTs with amine functionalization (CNT-NH2) have the 
characteristic amide (w = 1700 cm-1) and amine (w = 3290 cm-1) peaks. Both sets of peaks are 
consistent with the literature.101-103 The structural quality of the MWCNTs can be characterized 
quantitatively by Raman spectroscopy. Characteristic D (w = 1350 cm-1), G (w = 1585 cm-1), and 
D’ (w = 1619 cm-1) peaks appear in the wavenumber region of 1150-2250 cm-1 as first order Raman 
modes.38 The G band is as a result of tangential in-plane stretching of C-C bonds in graphene 
sheets.50, 104    The D and D’ bands are a double resonance Raman mode and can be attributed to 
CNT defects.39 Raman spectra of the as-received CNTs are presented in Figure 3.1b. As proposed 
by Mennella et al., the D and G bands were fitted with Lorentzian curves and the D’ band was 
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fitted with a Gaussian (shown inset).53 The integrated intensity ratio (ID/IG) is a measure of defect 
density.39, 105 CNT-COOH and CNT-NH2 have higher defect densities than un-functionalized 
CNTs. The defects are attributed to bends, kinks in the graphite planes and missing carbon atoms 
in the hexagonal ring. In addition, acid refluxing can shorten the CNTs, increasing the density of 
edge plane sites and consequently the measured structural defect density.50, 106  XPS C 1s, N 1s, 
and O 1s peaks of the as-received CNTs are presented in Figure 3.2 and curve fitting results (Casa 
XPS) are summarized in Table 3.1. In general, CNT and CNT-COOH samples have no nitrogen 
content and CNT-NH2 samples have 5% nitrogen content. CNT-COOH has the highest oxygen 
content (22%) followed by CNT-NH2 (7%) and CNT (3%), respectively. The carbon to oxygen 
ratio for each sample is calculated as C/OCNT = 32, C/OCNT−NH2 = 13, and C/OCNT−COOH = 3.5. 
CNT-NH2 is made by reacting CNT-COOH powder with ethylene diamine, hence it follows that 
there is residual oxygen. The appearance of the N 1s peak at 399 eV indicates presence of pyridinic 
nitrogen on the CNT surface.103, 107 The appearance of the O1s peak at 532.2 eV is assigned to 
oxygen in a double bond with carbon atoms (C=O or O-C=O).108 Deconvolution of the CNT, CNT-
NH2, CNT-COOH C1s spectra has a characteristic peak at 284.4 eV and ~291 eV attributed to sp
2 
hybridized graphitic carbon atoms and the characteristic shakeup line of carbon in aromatic 
compounds (π-π* transition loss), respectively.77, 109 The most intense peak in the C 1s scan appears 
at ~285.8 - 285.9 eV. This peak is likely a sum of contributions from sp3 hybridized carbon atoms 
that are a result of structural defects at the surface of the graphitic sheet (amorphous carbon atoms 
in another state to typical graphitic sp2 carbon atoms), typically present at 285.5 eV, and C-OH 
species, typically present at 286 eV.108-111 There isn’t a significant difference between the CNT 
and the CNT-NH2 C 1s scans. The CNT C 1s scan has a peak at 287 eV assigned to carbon atoms 
in a double bond with oxygen (C=O bonds in quinones, ketones and aldehydes).77 This peak is 
slightly shifted to 286.9 eV in the CNT-NH2 C 1s scan. According to literature, the presence of C-
N shifts the characteristic C=O peak to a lower binding energy of 286.5 eV.103, 107 As the nitrogen 
content is about 5% as indicated in Table 3.1, there isn’t a significant peak shift. The CNT-COOH 
C 1s scan has a peak at 288 eV that originates from the COOH species, absent from the CNT and 
CNT-NH2 spectra.
77, 108   
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Figure 3.1.  (a) Fourier-Transform infrared (FTIR) spectra of hollow CNTs, CNT-NH2 and CNT-
COOH. Dashed lines identify peaks corresponding to labelled functional groups. (b) First order 
Raman spectra of the CNTs, CNT-NH2 and CNT-COOH. The dashed lines specify the peak 
position of the D band, G band and D’ band. The defect density characterized as the ratio of the 
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Figure 3.2. Deconvolution of the XPS (a) C1s, the (b) N1s and (c) O1s spectra of the CNTs, CNT-





Thermal stability in air- Thermal stability of the varying CNTs was characterized by thermo-
gravimetric analysis (TGA). Thermo-gravimetric analysis (TGA) profiles for the CNTs in dry air 
is presented in Figure 3.3. Functionalized CNT samples exhibit weight loss at 280 0C (~8% for 
CNT-COOH and ~3% for CNT-NH2) while the plain CNTs have negligible weight loss in air. The 
trend in mass loss suggests that there are reactive functional groups present in CNT-COOH, and 
less so in CNT-NH2, that are evolved at 280 °C. The elemental composition of the CNT-COOH 
powders was quantitatively characterized by XPS, before and after TGA analysis. Curve fitting 
results from the C 1s and O 1s scans are summarized in Table 3.2. The oxygen content is decreased 
in the post-TGA CNT-COOH powders, hence, the C/O atomic ratio increases with oxidation in air 
from 3.5 to 5.2. However, there is an increase in the relative concentration of the –COOH species 
(from 8% - 10%), and structural defects (sp3 –C-) with oxidation in air. 
 
Thermal stability in humidified atmosphere- Mass spectroscopy analysis reveals hydrogen 
evolution upon heating in humidified argon (pH2O = 0.2 atm). Figure 3.4a shows the ion current 
of ratio of H2 to H2O of 400mg of the varying multi-walled CNTs at pH2O = 0.2 atm and 800 °C. 
The temperature and humidity levels were chosen to maximize signal above the mass spectrometer 
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2 8 58 10 78 - 22 3.5 
Table 3.1. Integrated atomic concentrations of MWCNTs, MWCNT-NH2, and MWCNT-COOH 
from XPS characterization 
  
44 
detection limit. There is a correlation between the water signal and the hydrogen signal, giving 
excess to the hydrogen mass. Hence, the ratio of H2 : H2O ion current is reported as the metric for 
hydrogen production comparison between samples. In Figure 3.4a, the hydrogen production of 
CNT-COOH is greater than CNT-NH2 and CNT. Figure 3.4b, shows that at 800 °C, hydrogen 
production decreases with decreasing humidity for CNT-COOH and CNT. Figure 3.5 shows the 
Arrhenius behavior of hydrogen production from a CNT-COOH sample in humidified argon. The 
hydrogen detection limit of the mass spectrometer is reached at ~600 0C. To estimate the amount 
of hydrogen produced in CNT-COOH electrodes at 250 0C, the high temperature behavior (linear 
region) is extrapolated to 250 0C. The hydrogen concentration estimated from the data collected 
during the cool down measurement is 3E-15 atm, and the hydrogen concentration estimated from 
data collected during the heat up measurement is 4E-15 atm. It is important to note that this 
measurement was taken on a 200 mg of CNT-COOH sample in 250 sccm of argon and pH2O = 
0.2 atm. At SAFC testing conditions, 50 mg of CNT-COOH is at the cathode, at a gas flow rate of 
40 sccm and pH2O = 0.4 atm. However, it is clear that the functionalized CNTs have higher 
reactivity with steam than the un-functionalized CNTs.  













































Figure 3.3. TGA profiles for hollow MWCNTs, MWCNT-NH2 and MWCNT-COOH measured 
































































Figure 3.4. (a) Ion current ratio of H2 to H2O for 400 mg of hollow CNT, hollow CNT-NH2 and 
hollow CNT-COOH at pH2O = 0.2 atm and 800
0C. (b) Ion current ratio of H2 to H2O for 400 mg 
of hollow CNT and hollow CNT-COOH with varying pH2O. 
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1.5 10 21 42 10 84 16 5.2 
Table 3.2. Integrated atomic concentrations of hollow CNTs and hollow CNTs after 12 hours 







Morphology characterization- The CNTs are ‘hollow’ multi-walled CNTs that are of 15 ± 5 nm 
diameter and 1–5 µm length. The cross section of the electrode | electrolyte interface of the CNT, 
CNT-NH2, CNT-COOH symmetric pellets after impedance testing is shown in Figure 3.6a, 3.6b, 
and 3.6c, respectively. It appears that the electrolyte/catalyst mixing improves with 
functionalization. For equal electrode mass, electrode thickness decreases as CNT > CNT-NH2 > 
CNT-COOH. It has been shown in the literature that oxygen functionalities increase hydrophilicity 
of CNTs.112 Therefore, it is likely that interconnectivity between hydrophobic CNT powders and 
hydrophilic CsH2PO4 during electrode fabrication improves with increasing oxygen content. 
Impedance spectra collected on CNT symmetric cells in humidified argon and on fuel cells in H2 
| N2 atmosphere show a decrease in diffusion resistance with a decrease in electrode layer thickness 
(see Figure 3.S.1 in Supplemental Information). However, it is unclear whether surface 
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Figure 3.5.  Arrhenius plot of H2 ion current versus inverse temperature of the cool down and 




electrode thickness (as a result of improved mixing) is the reason for decrease in diffusion 
resistance.  
 
Electrochemical characterization- Polarization curves measured on fuel cells with Pt based 
anodes and CNT, CNT-NH2 and CNT-COOH cathodes are presented in Figure 3.7a. Four cycles 
between 0.0V and 0.95 V were measured consecutively for each electrode. Impedance 
measurements taken on each fuel cell, at equilibrium (before polarization curve measurements) are 
presented in Figure 3.7b. The impedance is the resistance of the hydrogen oxidation reaction and 
the oxygen reduction reaction at equilibrium (slope of the polarization curve at zero current). 
Figure 3.7a and Figure 3.7b show that the CNT-COOH electrodes are more active towards ORR 
than the CNT-NH2 and CNT electrodes. From the summary of impedance fitting results in Figure 
3.7d, the total area normalized impedance values are 𝑅𝐶𝑁𝑇 = 1868 Ω 𝑐𝑚
2, 𝑅𝐶𝑁𝑇−𝑁𝐻2 =
101  Ω 𝑐𝑚2, and  𝑅𝐶𝑁𝑇−𝐶𝑂𝑂𝐻 = 33 Ω 𝑐𝑚
2. In SAFCs, the anode impedance is on the order of 1 
Ω cm2,34 therefore, we can attribute the total impedance measured to the cathode. The electrode 
overpotential (η) at higher current densities follows the trend in activity measured in impedance 
(𝜂𝐶𝑁𝑇−𝐶𝑂𝑂𝐻   <  𝜂𝐶𝑁𝑇−𝑁𝐻2 <  𝜂𝐶𝑁𝑇). However, there is a surprising anti-correlation between open 
circuit potential (OCP) and electrode impedance (Figure 3.7). The CNT-COOH electrodes with 
the lowest impedance values and lowest overpotentials have the lowest OCP. The presence of an 
oxidation current below the equilibrium Nernst voltage (1.13V) suggests the presence of a species 
at the cathode that lowers the Nernst voltage from the expected value of 1.13V.  
(c) Hollow MWCNT-NH
2
 (d) Hollow MWCNT-COOH (b) Hollow MWCNT 
20 μm 20 μm 20 μm 
Figure 3.6. a)  SEM images of Hollow MWCNTs 15 ± 5 nm in outer diameter, 5-20 µm in length. 
Cross-sectional SEM images of symmetric pellets with 600mg of CsH2PO4 electrolyte 
sandwiched between 50mg 1:1 MWCNT: CsH2PO4 composite electrodes of b) Hollow 
MWCNTS, c) Hollow MWCNTs-NH2, d) Hollow MWCNTs-COOH. 
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Impedance spectra collected on CNT symmetric cells in humidified oxygen are presented 
in Figure 3.8a. As measured in the fuel cell configuration, there is a two order of magnitude 
improvement with functionalization (Figure 3.8b). The CNT-COOH electrodes are most active, 
followed by the CNT-NH2 electrodes. For ~10 samples each, the average area normalized 
impedance for the oxygen reduction reaction from curve fitting are 𝑅𝐶𝑁𝑇 = 858 ±
87 Ω 𝑐𝑚2, 𝑅𝐶𝑁𝑇−𝑁𝐻2 = 150 ± 30 Ω 𝑐𝑚
2, and  𝑅𝐶𝑁𝑇−𝐶𝑂𝑂𝐻 = 33 ± 3 Ω 𝑐𝑚
2, summarized in 
Figure 3.8c. In addition, the ORR area normalized impedance values are reproducible in the 
symmetric cell and fuel cell configuration.  
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Figure 3.7. Measurements performed at 250 °C under humidified O2 and H2 gases (pH2O = 0.4 
atm) at a flow rate of 40 sccm. (a) Four H2/O2 polarization curves (IR corrected) measured 





RTOT             
(Ω CM2) 
CNT 17 616 1868 
CNT-NH2 5 28 101 
CNT-
COOH 





mg 1:3 Pt/C : CsH2PO4  anode.  Fuel cell polarization curve recorded at 2.5mv/s for CNTs, CNT-
NH2 and CNT-COOH electrodes. Inset is the open circuit potential (OCP). (b) Impedance 
measurements on the fuel cell, at equilibrium in the frequency range of 10 mHz to 0.2 MHz. Inset 
is the impedance model fit which is a finite length Warburg element (Ws) and a resistor in series 
with a resistor (R) and constant phase element (CPE) in parallel. Impedance measurements were 
taken on the cell before the polarization curves were measured. (c) Open circuit potential versus 
area normalized impedance from impedance curve fits. (d) Summary of impedance curve fitting. 
 
 




























































Figure 3.8. Measurements performed at 250 °C under humidified oxygen (pH2O = 0.4atm) flowing 
at 40 sccm. (a) Comparison of Symmetric cell impedance measurements of 50mg 1:1 CNT: 
CsH2PO4 composite electrodes of MWCNTs, MWCNTs-NH2 and MWCNTs-COOH in humidified 
O2 in a Nyquist representation (ω=10 KHz – 5 mHz). Inset is the impedance model fit which is a 
finite length Warburg element (Ws) and a resistor in series with a resistor (R) and constant phase 
element (CPE) in parallel.  (b) Semi-log plot of average normalized impedance for the CNT 
electrodes (~10 samples each) from curve fitting. The error bar is the standard deviation in fit 
results. (c) Summary of impedance fitting values showing Warburg resistance (Ws), constant phase 
element resistance (RCPE) and the total resistance (RTOT).  
 
 
Electrochemical stability- To quantify the degradation in ORR impedance, the measurements 
were repeated at intervals of 25 min for 1000 min (shown in Figure 3.9a). Rrel is the 
electrochemical resistance of 50 mg 1:1 CNT : CsH2PO4  composite electrodes at time (t) 
 WS-R (Ω) RCPE (Ω) RTOT                  
(Ω CM2) 
CNT 55 450 858 ± 87 
CNT-NH2 24 83 150 ± 30 





normalized by the area normalized impedance measured after 10 minute equilibration in 
humidified  O2 (impedance measurement in Figure 3.8a). Therefore, the steepness of Rrel versus 
time is a measure of degradation rate of the symmetric cell impedance. The degradation rates of 
CNT-COOH electrodes are higher than those of CNT-NH2 and CNT electrodes. However, when 
a similar electrode is tested with CNT over-grown carbon paper (in-house grown by CVD) as the 
current collector rather than plain carbon paper, the degradation rate is similar to the CNT and 
CNT-NH2 electrodes. This result suggests that although the mixing of the electrode is improved 
with carboxylic acid functionalization, the thinner electrode needs to be mechanically stabilized 
during testing. It has been shown CsH2PO4 exhibits ductile behavior in the super-protonic state. In 
general, composite membranes can be stabilized with oxides.9 In this case, the in-house CNT 
overgrown-mesh is chemically inert and provides mechanical stability to the electrode. In addition, 
using an organic poreformer (naphthalene) in the CNT-COOH electrodes stabilizes the electrode 
impedance over 1000 min (see Figure 3.S.2 in Supplemental Material).   
To probe if the reactivity in air significantly affects the density of active sites, the 
impedance of CNT-COOH electrodes made from post-TGA CNT-COOH powders, and CNT-
COOH powders that had been oxidized in humidified oxygen (40 sccm, pH2O = 0.4 atm) at 250 
°C for 12 hours, were measured (Figure 3.9b). The electrodes made from pre-treated CNT-COOH 
powders have lower impedance values from 30 ± 3 Ω cm2 to 21 ± 1 Ω cm2 (12 hours in air) and 
17 ± 1 Ω cm2  (12 hours in humidified oxygen). This suggests that the mass loss does not affect 
the density of active sites, and is it is likely that active functional groups are created and consumed 
in the oxidation process. From the elemental composition analysis from XPS of the post-TGA 
sample (summarized in Table 3.2), there isn’t a significant change in the surface chemistry of the 
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Figure 3.9. Long term degradation behavior of MWCNTs. (a) Symmetric impedance 
measurements in humidified O2 (pH2O = 0.4atm).  Rrel is the electrochemical resistance of 50 mg 
1:1 CNT : CsH2PO4  composite electrodes at time (t) divided by electrochemical resistance 
measured 10 min after O2 is flowed to the cell. Inset is an SEM image of MWCNT over-grown 
carbon paper used as a current collector to improve electrode stability. (b) Comparison of 
symmetric cell impedance measurements of 50mg 1:1 CNT: CsH2PO4 composite electrodes of 
hollow MWCNTs, hollow MWCNT after 12-hour treatment in air and hollow MWCNT after 12-
hour treatment in humidified O2. Measurements performed at 250
0C under humidified O2 gas 





ORR electrochemical activity-  Impedance measurements at OCP in fuel cell mode and symmetric 
cell mode show that the CNT-COOH electrodes are more active than the CNT-NH2 electrodes, 
followed by the CNT electrodes. However, polarization curve results suggest a side reaction that 
reduces the concentration of the oxygen at the cathode or hydrogen at the anode. We propose a 
corrosion reaction of carbon with steam at the cathode. Figure 3.10a shows a schematic of the 
hydrogen oxidation reaction and the ORR at the anode and cathode, respectively, in the fuel cell 
configuration. At the CNT/CsH2PO4 cathode in the forward direction, we propose a  carbon 
corrosion reaction, C + H2O  CO + H2, where steam oxidation of carbon generates hydrogen at 
the cathode, lowering the OCP from the expected value based on input H2O and O2 partial 
pressures at the cathode. In the reverse direction, C + H2O  CO + 2H+ + 2e-, where the proton 
generated also lowers the voltage. Figure 3.10b shows the oxygen reduction reaction and the 
counter steam reforming reaction at the acting anode in symmetric cell configuration. In the 
symmetric cell configuration, the CNT electrode in the forward direction catalyzes the oxygen 
reduction reaction (ORR), and in reverse the electrode could either catalyze the steam reforming 
reaction or the carbon corrosion reaction. Either reaction will drive the formation of protons and 
electrons that complete the electron pathway. We can estimate the resistance to proton diffusion 
from the length of the linear portion of the impedance response under H2 at the anode and Ar at 
the cathode (Figure 3.S.1a in Supplementary Material).  These results show that the resistance to 
proton diffusion is lower for the CNT-COOH cathodes in comparison to the CNT-NH2 cathodes, 
and the CNT cathodes. This likely drives the carbon-steam reforming reaction at the fuel cell 
cathode that lowers the Nernst potential.  
Ignoring all other sources of voltage loss, the expected Nernst voltage is 1.1 V.  From 
Equation 1, the 𝑃𝐻2 at the cathode required to decrease the OCP to 0.65 V (measured for CNT-








)                           (3.1) 
 
From linear extrapolation of the Arrhenius behavior of CNT-COOH H2 production (Figure 3.5), 
at 250 °C and 0.2 atm, a value of ~10-15 atm is estimated for hydrogen production from 200 mg of 
CNT-COOH. Although this is not a direct comparison, the estimated value of 𝑃𝐻2 (cathode) 
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calculated from Equation 3.1 does not consider losses as a result of leaks and crossover, hence is 
possibly an over-estimation of the amount of H2 required to lower OCP to values measured. In 
addition, the comparison between the H2 production of the varying CNTs shows that the more 
active CNT-COOH electrode for ORR is the more reactive carbon material with steam (Figure 
3.4a).  The cathodic branch of the I-V curve crosses the zero current line at a higher OCP than the 
anodic branch of the I-V curve, demonstrated with the CNT electrode I-V curve in Figure 3.11a. 
A plot of the average OCP (for all four polarization curves in Figure 3.7a) versus the average 
slope of the polarization curve at zero current is presented in Figure 3.11b. The slope at zero 
current corresponds to the electrode impedance at OCP. From Figure 3.11b, the OCP of each 
electrode decreases with a decrease in the slope at zero current (electrode impedance). This 
substantiates the hypothesis that with increase in electrocatalytic activity for the ORR, there is an 
increase in catalytic activity for the steam reforming reaction with carbon. This hydrogen 
production in fuel mode at the cathode lowers the theoretical Nernst voltage and the measured 
OCP, impacting fuel cell power output.  
 
 
Figure 3.10. (a) Forward and reverse hydrogen oxidation and oxygen reduction half reactions at 
the anode and cathode, respectively, in fuel cell configuration. (b) The oxygen reduction reaction 
and the steam reforming reaction at the electrodes in symmetric cell configuration. The proposed 








































































Figure 3.11. (a) First scan of the I-V curve measured in Figure 3.6. Inset shows that the cathodic 
branch of the I-V curve has a higher OCP than the anodic branch of the fuel cell I-V curve. (b) 
The average OCP value (where the I-V curve crosses the zero current density line) for the cathodic 




In conclusion, we have demonstrated catalytic activity of hollow tube multi-walled CNTs 
in the solid acid electrochemical system. CNTs with carboxylic acid functionalization have 





functionalization and untreated MWCNTs. This activity was characterized by two orders of 
magnitude decrease in symmetric cell impedance in humidified oxygen, and fuel cell impedance 
in H2/O2. However, the orders of magnitude improvement in impedance was not replicated in the 
decrease in overpotential in H2/O2 fuel cell measurements. In fact, the measured OCP was anti-
correlated with the electrode impedance measured in fuel cell mode and symmetric cell mode. A 
carbon reaction with steam producing hydrogen at the cathode was proposed as the suspect for 
reducing the theoretical Nernst voltage and impacting the fuel cell performance. This suggests that 
hydrogen production at the cathode, as a result of oxidation of carbon with water, is a major setback 
to CNT performance in the SAFC cathode. However, in the symmetric cell configuration, at 
equilibrium, the carbon corrosion reaction is not detrimental to the performance of the catalysts 
studied. Hence, CNTs with COOH functionalization have the potential to be used as ORR catalysts 






















Section 3.1. Supplemental material  
 
Figure 3.S.1 and Figure 3.S.2a are the impedance measured on the varying CNT electrodes under 
humidified hydrogen at the anode and humidified argon at the cathode and symmetric humidified 
argon, respectively. The resistance of the linear region in each curve (indicated for the CNT 
electrode as a dashed line) is a multiple of the resistance to proton diffusion. The length of the 
linear region is the resistance to proton diffusion divided by three.113  The resistance to proton 
clearly decreases with functionalization in fuel cell and symmetric mode.   
 
 
                       



































Figure 3.S.1. Comparison of electrode responses for 50 mg 1:1 CNT : CsH2PO4  composite 











































































Figure 3.S.2. (a) Comparison of electrode responses for 50 mg 1:1 CNT : CsH2PO4  composite 
electrodes in humidified (pH2O = 0.4atm) under symmetric argon. (b) Log-log plot of |z(ω)2|versus 















Figure 3.S.3. Symmetric impedance measurements in humidified O2 (pH2O = 0.4atm).  Rrel is the 
electrochemical resistance of 25 mg 1:1 CNT : CsH2PO4  composite electrodes at time (t) divided 
























































Figure 3.S.4. (a) Symmetric cell AC impedance measurements of 1:1 hollow CNT-COOH: 
CsH2PO4 composite electrodes in humidified O2 (pH2O=0.4 atm). Electrode loading was 25mg, 
50mg and 100mg, respectively. (b) Plot of average area specific resistance (ASR) from fitting 
impedance data versus mass of 1:1 hollow CNT-COOH  : CsH2PO4 composite electrodes. The 






































































































































Figure 3.S.5. (a) Comparison of symmetric cell impedance measurements of 50mg 1:1 CNT: 
CsHSO4 composite electrodes of Hollow MWCNTs-COOH. Measurements performed at 165
0C in 
symmetric 60 sccm O2 and varying pH2O. (b) Electrode resistance from impedance fitting with 
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Figure 3.S.6. RDE polarization curves for Hollow MWCNTs and Hollow MWCNTs-COOH. 5 mg 
of Hollow MWCNT and 10 mg of hollow MWCNT-COOH were suspended respectively, in 450µL 
of ethanol, 450µL of isopropanol and 100 µL of Nafion.  5 µl of the resulting carbon nanotube ink 
was deposited on the glassy carbon electrode. In a) polarization curves in acidic media are shown 
for 0.1 M HClO4, 0.1 M phosphate buffer, and 0.1 M acetate buffer. (b)Ppolarization curves in 0.1 
M KOH are shown for MWCNTs in comparison with Pt/C. In c) the onset voltage at -1mA/cm2 is 




Figure 3.S.7. Average area specific resistance (ASR) or area normalized impedance (from 
symmetric cell AC impedance measurements in humidified O2) versus the mass loading of the CNT 
electrodes. This shows that the 1:1 mass ratio loading had the highest ORR activity, hence was 





























The MWCNTs introduced in Section 3.1 are ‘hollow’ tube MWCNTs with concentric graphite 
tubes. In this section we introduce bamboo MWCNTs. These are MWCNTs with graphite planes 
at an angle from the tube axis as illustrated in the schematic114 in Figure 3.2.1. As a result, bamboo 
MWCNTs have a higher density of edge plane sites than the traditional hollow MWCNTs. Figure 
3.2.1a shows an SEM image of hollow MWCNTs that are 15 ± 5 nm in diameter (OD) and 5 – 10 
µm in length (L). Figure 3.2.1b shows bamboo MWCNTs that are 30 ± 5 nm in diameter (OD) 
and 1-5 µm in length (L).  
 The defects in the structure can be characterized by Raman spectroscopy in terms of an 










 From symmetric AC impedance measurements, we find that this increase in structural 
defects enhances the oxygen reduction reaction (ORR) activity, characterized by a decrease in area 
normalized impedance (Figure 3.2.3).  
                                  


























Figure 3.2.3. Measurements performed at 2500C under humidified oxygen (pH2O = 0.4atm) 
flowing at 40 sccm. Comparison of symmetric cell impedance measurements of 50mg 1:1 CNT: 
CsH2PO4 composite electrodes in a Nyquist representation (ω=10 KHz – 5 mHz).  
 
 
ID/IG = 1.12 ± 0.03 
ID/IG = 0.87 ± 0.01 
Figure 3.2.2. First order Raman spectra of hollow MWCNTs and bamboo MWCNTs. Inset is 
the integrated peak ratio of the D peak to the G peak (ID/IG). Hollow MWCNTs (OD is 15 ± 5 
nm  and length is 5– 10 µm) and bamboo MWCNTs (OD is 30 ± 5 nm and length is1-5 µm). 
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Additional electroactive sites can be added to the bamboo variation MWCNTs by 
carboxylic acid functionalization as shown in Section 3.1. Raman characterization of the as-
received MWCNTs in Figure 3.2.4a shows that the structural defect density (characterized by the 
ID/IG) increases with functionalization with -NH2 and –COOH functionalization. Surface 
functional groups of the as-received CNTs were characterized by Fourier transform infrared 
(FTIR) spectroscopy. As shown in Figure 3.2.4b, CNTs with carboxylic acid functionalization 
(CNT-COOH) have characteristic carbonyl (w = 1730 cm-1), hydroxyl (w = 1575 cm-1), and 
carboxylic acid groups (w = 1150 cm-1). CNTs with amine functionalization (CNT-NH2) have the 
characteristic amide (w = 1700 cm-1) and amine (w = 3290 cm-1) peaks. Both sets of peaks are 
consistent with the literature.101-103. Figure 3.2.5 is a summary of the electrochemical activity of 
select hollow and bamboo CNTs, with and without functionalization.  
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Figure 3.2.4. a) First order Raman spectra of hollow and bamboo MWCNTs. The dashed lines 
specify the peak position of the D band, G band and D’ band. The defect density characterized as 









Id/Ig = 1.20 ± 0.05 
Id/Ig = 1.12 ± 0.05 
Id/Ig = 1.07 ± 0.05 
Id/Ig = 1.02 ± 0.05 
Id/Ig = 0.87 ± 0.01 
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infrared (FTIR) spectra of hollow and bamboo MWCNTs. Dashed lines identify peaks 







































































Figure 3.2.5. Plot of average area specific resistance (ASR) from fitting impedance data versus 
type of CNT used in 50 mg 1:1 mass ratio CNT  : CsH2PO4 composite electrodes. The error bars 
correspond to the standard deviation in ASR. 
 
From Figure 3.2.5, it is evident that –COOH functionalized MWCNTs have the lowest area 
normalized impedance, and consequently the highest ORR activity.  
In this section we evaluate the electrochemical activity of –COOH functionalized hollow 
MWCNTs and bamboo MWCNTs of varying length and diameter, and characterize all the samples 
by Raman spectroscopy, BET surface area measurements and XPS. ORR electrochemical activity 
was assessed by symmetric cell AC impedance spectroscopy in humidified O2 (as described in 
Section 3.1). The aim is to conduct a parametric study of structural defect density (characterized 
by Raman spectroscopy), surface area (characterized by BET measurements), and elemental 
composition (characterized by XPS) on the measured ORR electrochemical activity. Four 
variations in length (L) and outer diameter (OD) of hollow MWCNTs were studied with given 
dimensions; (i) OD= 15 nm, L= 1-5 µm, (ii) OD- 15 nm, L= 5- 20 µm, (iii) OD= 30 nm, L=1-5 
µm, and (iv) OD= 30 nm, L=5- 20 µm. Two variations of bamboo MWCNTs were studied with 
dimensions; (i) OD= 30 nm, L= 1-5 µm, and (ii) OD = 30 nm L= 5- 20 µm. 
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3.2.2. Results and discussion 
 
 
Length and diameter (aspect ratio) of MWCNT- The lengths (L) and diameter s(OD) of the 
hollow MWCNTs and bamboo variation MWCNTs are plotted versus the area normalized 
impedance and the defect density (ID/IG from Raman spectroscopy measurements) are presented 
in Figure 3.2.6 The ID/IG ratio does not discriminate active defects for hollow MWCNTs. That is, 
the higher defect density measured by Raman spectroscopy does not correlate with lower area 
normalized impedance (higher ORR activity). On the other hand, the ID/IG ratio does discriminate 
active defects in the case of the bamboo variation MWCNTs. For the two lengths tested, the shorter 
MWCNTs (1-5 µm) had the higher defect densities and the lower measured area normalized 
impedances. Raman spectroscopy is more sensitive to the graphene structures along the tube axis, 
because an in-plane polarization of the electric field is necessary for these optical transitions.  Since 
the graphite planes are along the tube axis for bamboo MWCNTs, and the edges are likely to be 
the location of the electroactive sites, Raman spectroscopy is better at discriminating active 




























































































































































Figure 3.2.6. Area normalized impedance from impedance measurements versus outer diameter 
(OD) and length (L) of hollow and bamboo variation MWCNTs. 
 
However, in both cases, the ID/IG is sensitive to length (summarized in Table 3.2.1). The 
shorter MWCNTs have higher densities of edge sites and that corresponds to increased intensity 
of the D band. The diameter variation (hollow CNTs only) does not affect the ID/IG. This agrees 
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with previous reports on sensitivity of ID/IG to diameter variation. If the top of the hollow 
MWCNTs  is not aligned to the incident radiation, the ID/IG is insensitive to diameter variation.
52 
Another interesting observation in Figure 3.2.6 is that for the same dimension (OD, L) the bamboo 
variation MWCNTs do not necessarily have higher defect densities than equivalent hollow tubes.  
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Hollow OD 15 nm 1-5 m
Hollow OD 30 nm 5-20 m
Hollow OD 15 nm 5-20 m
Hollow OD 30 nm 1-5 m
Bamboo OD 30 nm 1-5 m
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Figure 3.2.7. ID/IG (from Raman measurements) for all varying hollow and bamboo MWCNTs 
characterized, versus area normalized impedance values (from symmetric cell AC impedance 
measurements in humidified O2). Brackets indicate that the shorter MWCNTs of both variations 
have higher measured ID/IG. 
 
BET surface area- The surface area measured by BET for all MWCNTs is summarized in Figure 
3.2.8. Surprisingly, there appears to be no correlation between impedance and CNT dimension for 
the hollow MWCNTs measured. In addition, it appears that decreasing surface area corresponds 
to decreasing area normalized impedance, which is counter-intuitive. On the other hand, the shorter 
bamboo MWCNTs have higher BET surface areas and lower area normalized impedances (higher 
ORR activity). The counter-intuitive trend observed for the hollow MWCNTs suggest that the 
BET method is perhaps not the best method for accurate measurement of nanotube surface area. 
A summary of the data in Figure 3.2.7 and Figure 3.2.8 















































































































































































Figure 3.2.8. BET surface area for all varying hollow and bamboo MWCNTs characterized, 













































30 1-5 60±3 1.20±0.05 100.1±0.1 





Elemental composition- The elemental composition of the near surface region of the as-received 
–COOH functionalized MWCNTs was quantitatively analyzed by XPS. Curve fitting results are 
summarized in Table 3.2.2. C 1s peak assignments are as explained in Section 3.1. For the hollow 
MWCNTs, the 30 nm tubes have increased oxygen content in comparison to the 15 nm tubes of 
equal length. This suggests that oxygen incorporation is dominant at the edges of the hollow tube 
CNTs. This is in agreement with literature reports that carbon atoms at the tube edges are more 
reactive than carbon atoms on the side wall.114 This is also consistent with the observation that 
shorter hollow and bamboo MWCNTs (especially for OD = 30 nm, L = 1-5 µm) have higher 



























   
15 5-20 2.76 7.86 57.4 9.74 78 22 3.5 
15 1-5 5.54 7.94 55.5 9.02 78 22 3.5 
30 5-20 4.48 8.05 55.2 7.77 76 24 3.2 













   
30 5-20 5.45 7.21 54.9 10.3 78 22 3.5 
30 1-5 3.87 8.40 42.4 7.02 65 35 1.9 
Table 3.2.2. Integrated atomic concentrations of hollow and bamboo MWCNTs of varying outer 




   The effect of elemental composition on ORR activity is summarized in Figure 3.2.9. In 
general, the MWCNTs with higher relative concentration of carboxylic acid functional group have 
decreased area normalized impedance and consequently higher ORR activity. The catalytic ORR 
activity of carbon materials is generally attributed to quinone (C=O) groups.115 Although the 
trendline is not equivalent for the different variations in MWCNT structure, in each case, the 
MWCNT with higher carbonyl content has higher ORR activity. This gives experimental evidence 
that the proposed mechanism on carbon nanostructures extends to MWCNTs.  
 






































Figure 3.2.9. Area normalized impedance from symmetric AC impedance measurements in 
humidified O2 versus the relative concentration of the carbonyl (C=O) functional group in the 
hollow/bamboo MWCNT.  
 
Although unfunctionalized bamboo MWCNTs have higher electrochemical activity than 
unfunctionalized hollow MWCNTs (Figure 3.2.3), it is unclear why equivalent –COOH 
functionalized bamboo MWCNTs have lower electrochemical activity than the –COOH hollow 
MWCNTs. This is not in agreement with a previous report on the ORR electrochemcial activity 
of bamboo MWCNTs versus hollow MWCNTs measured by cyclic voltammetry in aqueous 0.1 
M HClO4.
96. The hollow and bamboo MWCNTs used in that study were purchased from the same 
source as this study (Nanolab Inc.) and the –COOH functionalized was done in-house by the 
  
71 






 In conclusion, we have found that the ID/IG ratio is a unique descriptor of active defects for 
bamboo variation MWCNTs and not hollow MWCNTs. In addition, the BET surface area can be 
used to parametrize bamboo MWCNTs but not hollow MWCNTs. We have also found that the 
elemental composition is the most important parameter in determining ORR activity. The higher 
the relative concentration of the –COOH group, the higher the ORR activity. This is because the 
quinone (C=O) group is considered the active center for the ORR on carbon surfaces. Finally, we 
found in this parametric study that although bamboo MWCNTs have higher density of edge sites, 
-COOH functionalized bamboo MWCNTs do not have higher ORR activity than hollow 




























C H A P T E R  4  





This work focuses on the synthesis and characterization of highly defective multi-walled CNTs as 
potential precious metal free ORR catalysts. CNTs were grown by chemical vapor deposition 
(CVD) onto silicon using nickel nanoparticles as the seed catalyst and acetylene as the carbon 
source. It was found that increasing the precursor partial pressure, decreasing the Ni catalyst size, 
and decreasing the growth temperature increases the density of ORR active defects evaluated by 
symmetric AC impedance spectroscopy. In addition, the oxygen reduction reaction (ORR) 
electrochemical activity was significantly enhanced by chemical functionalization with oxygen 
containing functional groups. Area normalized impedance as low as 200 ohms cm2 has been 
measured for MWCNT/CsH2PO4 composite electrodes. In addition, HNO3 functionalization 
decreased the area normalized impedance by two orders of magnitude, corresponding to a decrease 
in impedance to ~7 ohms cm2. We have demonstrated that the relative concentration of carbonyl 
functional groups in the form of quinones can be correlated to the ORR activity. This gives 
substantial experimental evidence for the ORR mechanism on carbon surfaces proposed by Yeager 




There is growing interest in carbon nanostructures for oxygen reduction reaction (ORR) 
catalysis and catalyst support in aqueous electrochemistry systems and in polymer electrolyte 
membrane fuel cells.84, 95, 96, 116  Multi-walled carbon nanotubes (MWCNTs) have high mechanical 
stability and high thermal and electrical conductivity.77, 78 Depending on the chiral symmetry, 
MWCNTs can either be metallic or semiconducting. These changes in electronic properties can 
promote electron transfer with an active species in solution.79 It has been shown that electrodes 
modified with MWCNTs exhibit higher electrochemical activity.80 In low to intermediate 
temperature fuel cells, the cathode has been identified as the dominant source of activation losses.  
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Generally, catalyst loading is higher at the cathode, and in various energy conversion processes 
the allure of replacing precious metal catalysts with fabricated carbon nanostructures has garnered 
attention.82, 83 Most studies of the ORR on MWCNT electrodes are in alkaline media,86-93 as 
opposed to acidic media,94-96 because carbon nanostructures are more active at high pH.   
It has been shown in the literature that the ORR activity of a graphite edge plane is higher 
than that of a basal plane in alkaline solutions.117 This catalytic activity difference is attributed to 
the presence of electro-active surface moieties on the edge plane as opposed to the basal plane. 
Ideal MWCNTs are electrochemically inert concentric graphene layers. However, during 
synthesis, electroactive structural and chemical defects can be introduced into the MWCNT 
structure.81  
MWCNTs generally have two areas with active sites: the fullerene-like tube ends and the 
less reactive hexagonal cylindrical tube walls.50 The possible types of structural defects are (i) 
rehybridization, (electronic state between sp2 and sp3) (ii) incomplete bonding defects (vacancies, 
dislocations), and (iii) topological defects (non-hexagonal rings).118 A schematic growth model for 
MWCNT tip growth is depicted in Figure 4.1a.81 At time to, the seed catalyst is on the substrate 
in the reactive atmosphere. At time t1, the volume of the CNT is v1, with pressure p1. The pressure 
in the growth chamber is pc. Assuming walls are hardly permeable to sheath gases, at a particular 
time, t1, the pressure inside the CNT is less than the pressure in the chamber (p1 < pc). At a later 
time, t2, as the CNT grows, the volume of the CNT increases, v2 > v1, and the pressure in the CNT, 
p2, is less than the pressure in the chamber (p2 < pc).  It follows that p2 < p1, or in general the 
pressure inside the MWCNT continuously decreases, and the pressure gradient across the side 
walls continuously increases causing defects in the side wall structure. The weakest part of the 
CNT is the ‘embryo’, where the catalyst and CNT side wall are joined, and this is thought to buckle 
during growth as a result of the axial load, causing additional bends and kinks in MWCNT 
structure.81 In Figure 4.1b, the growth rate (dL/dt) depends on the rate of diffusion (dNc/dt) of 
active carbon species through the catalyst, which depends on the amount of carbon flux on the 




Figure 4.1. (a) Schematic diagram of tip growth model at different time steps. (b) The MWCNT in 
the tip growth scheme depicting the (i) catalyst particle, (ii) embryo and (iii) full grown MWCNT 
(Reproduced from Hembram et al.).81 
 
The structural quality and defect density of MWCNTs is commonly studied through Raman 
spectroscopy. This is especially useful to optimize the growth recipe, and to investigate the impact 
of growth parameters on the resulting MWCNT morphology and crystal structure. This was 
demonstrated by Hembram et al. where MWCNTS grown at a heating rate of 20 °C/min had higher 
defect densities from Raman studies than MWNTs grown at 5 °C/min.81 The authors cited these 
results as experimental justification for the tip growth defect formation model in Figure 4.1. In 
addition, Matsubara et al. have shown that for two types of carbon nanotubes, the MWCNTs with 
the higher defect density from Raman studies had higher electrochemical activity measured by 
RRDE experiments in alkaline media.96 However, the influence of growth parameters on the 
MWCNT structure, and the synthesis routes to incorporate electro-active defects were not studied.  
Carbon materials (that are not single crystal) have a variety of Raman bands.38, 39  The G 
band (~1580 cm-1) is the Raman active mode of graphitic materials. It is relatively constant despite 
excitation wavelength. The intensity of the D (~1350 cm-1) and D’ (~1620 cm-1)) band is defect 
dependent and these bands are dispersive with incident wavelength.38 These disorders cause a 
symmetry break of the graphene sheets as a result of impurities, point vacancies, or five/seven 
member rings.40, 41 The D band is also measure of the density of edge plane exposures.42 According 
to double resonance theory,43 the crystal defects scatter the excited electrons resulting in the wave 
vector condition that explains the D band appearance. The D and D’ band are as a result of elastic 
phonon scattering close to the Κ and Г point of the Brillouin zone, respectively. The overtone of 
the D-band is called G’-band, which is a result of an inelastic phonon emission process, and occurs 
usually around 2700 cm-1.44  In general, hollow and bamboo variation MWCNTs the ratio of the 
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integrated intensity of the D band to the G band (ID/IG) is considered a quantitative measure of the 
density of defects in the MWCNT structure. However, for low crystalline quality carbon 
nanostructures like herringbone CNTs or carbon nanofibers, an additional T2 band appears at 
~1500 cm-1 in the Raman spectra. This band increases ID/IG with increasing crystallinity, rendering 
it an incorrect estimate of the defect density. Few reports have looked at empirical correlations of 
crystallinity with Raman spectra parameters, there are indications that the FWHM of the D band 
decreases with increasing crystallinity for low quality carbon nanostructures.120 Another report 
recommends the ratio of  IG’/IG, which shows an increase with increasing crystallinity.
121. 
Unfortunately, fitting of second order bands is difficult for low quality samples as they appear as 
modulation only. In this work the FWHM (D) was looked at for low crystalline quality CNTs 
grown. Finally, these Raman parameters are dependent on the excitation laser wavelength, 
substrate and MWCNT alignment, therefore it is crucial that these parameters be equivalent for 
quantitatively fair defect density comparison between samples.  
MWCNTs can be modified by chemical oxidation,122, 123 and doping84, 91, 93 to enhance 
oxygen reduction reaction activity. Common oxidizing treatments include high concentration 
acids, plasma techniques, and UV/ozone oxidants. Oxygen containing functional groups like 
carboxyls, carbonyls, esters, ether, and aldehyde can be incorporated into the MWCNT structure. 
The type and the degree of oxygen functional groups present in the MWCNT structure after 
oxidation depends on the oxidizing agent and synthesis/processing technique. It is not clearly 
understood why pre-treatment of MWCNTs improves the ORR catalytic activity, but it is 
understood that pre-treatment creates more surface functional groups and exposes fresh carbon 
edges and defects along the MWCNT wall.124, 125 X-ray photoelectron spectroscopy (XPS) and 
Fourier transform infrared (FTIR) spectroscopy can give information about the functional groups 
present on the surface of the MWCNT structure. XPS has the advantage over FTIR in that it gives 
quantitative information about the oxygen content. In addition, XPS spectra yield relative 
percentages of different oxygen containing functional groups in the MWCNT structure.126, 127 
 The overarching goal of this work is to investigate the efficacy of MWCNTs as ORR 
electrocatalysts in SAFCs. SAFCs are intermediate temperature fuel cells in which the electrolyte 
is a solid acid (cesium di-hydrogen phosphate, CsH2PO4, was used in this case). Specifically, we 
performed a parametric study of the effect of a) precursor partial pressure, b) seed catalyst size, c) 
growth temperature and d) chemical functionalization on the defect density and elemental 
  
76 
composition of MWCNTs. The defect structure and elemental composition were studied by Raman 
spectroscopy and X-ray photoelectron spectroscopy, respectively. The ORR activity was 
quantified by symmetric cell AC impedance spectroscopy under conditions relevant for operation 
of SAFCs 
 
4.3. Experimental  
 
CsH2PO4 synthesis: CsH2PO4 was synthesized in-house by dissolving stoichiometric amounts of 
Cs2CO3 (Alfa Aesar, 99% metal basis, Stk# 12 887)) and H3PO4 (Mallinckrodt Chemicals, 85%, 
Stk#2788-14) in deionized water. The mixture was pipetted into a vat of methanol to induce 
precipitation of a CsH2PO4 powder. The resulting precipitate was dried at 120
 0C for 6 hours. To 
increase triple phase boundary density in the electrode layer, fine CsH2PO4 was synthesized by 
precipitating a saturated solution of CsH2PO4 in deionized water (100 mg CsH2PO4: 85 mL DI 
water) through a fine needle (26G1/2) into excess anhydrous methanol (J.T. Baker, #9093-03). 
The resulting surface area of the CsH2PO4 particles was measured to be ~2-2.5 m
2/g by the BET 
method.  
 
Carbon nanotube synthesis: Nickel nanoparticles served as the seed catalyst and the precursor gas 
was acetylene. The nickel nanoparticles were synthesized according to the procedure by Metin et 
al.128 Typical particle sizes obtained by this method are 40 ± 8 nm  and 80 ± 10 nm. The resulting 
oleylamine-capped particles were re-dispersed in hexane for substrate coating. To prepare the 
substrate, the catalyst suspension was subjected to ultra-sonication for 10 min to break up 
agglomerates, then a silicon wafer was dip-coated in the catalyst suspension. The catalyst loaded 
substrate was placed in the center of a quartz tube (1” diameter, 25” length) that was loaded into a 
tube furnace (Lindberg/Blue M Mini Mite). The silicon substrate was placed such that it was on 
top of a K-type thermocouple and mass flow controllers. The growth steps and conditions are 
detailed in Table 4.1. After the sample is loaded into the reactor, the nickel nanoparticles are 
passivated in a mixture of argon and acetylene for 10 min. Then the oven was ramped up at 50 
0C/min to the growth temperature which was varied in this study from 600 0C – 800 0C in argon 
only. This was followed by a 10 min Ar/H2 anneal to remove the oleyl-amine ligands on the nickel 
nanoparticles. Then Ar/H2/C2H2 were introduced in the desired ratio for carbon nanotube growth 
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for 10 min. After growth, the oven was rapidly cooled down to allow additional defects to be 
incorporated into the structure.  
 
Step Passivation Ramp up Ni anneal Growth Cool down 
Time (min) 10 20  10 120 
Temp (oC) 25 600-800 600-800 600-800 25 
Ramp rate (oC/min) - 50 - - - 
Ar flow rate (sccm) 750 750 750 750/0 750 
H2 flow rate (sccm) 0 0 250 250 0 
C2H2 flow rate /sccm) 16 0 0 16 0 
Table 4.1. Growth conditions for multi-walled CNTs by chemical vapor deposition 
 
Chemical vapor deposition is sensitive to growth temperature, so care was taken to place 
substrate in the oven in the region with uniform temperature distribution.  Unfortunately, that limits 
the sample loading per growth cycle, resulting in low yields of ~5 mg per growth. After growth, 
the MWCNTs were extracted from the silicon substrate by ultra-sonication in methanol. This 
suspension was dried in an oven at 80 °C for 6 hours. The MWCNTs disperse well in methanol, 
making it difficult to collect the MWCNTs for electrode processing. To collect the MWCNTs, the 
MWCNTs were re-dispersed in toluene in an ultrasonic bath. The resulting suspension was 
centrifuged and decanted. The collected MWCNTs were dried in an oven at 100 °C for 6 hours.  
 
MWCNT functionalization: Procedure was adapted from experiments detailed in Tsang et al.129  
MWCNTs were functionalized by refluxing 100 mg MWCNTs in 50 mL HNO3 for 12 hours at 
135 °C. Functionalization was quenched by pouring 50 mL de-ionized water into the flask after 
12 hours. The suspension was centrifuged and decanted, then rinsed with deionized water. This 
washing step was repeated three to four times to remove excess acid. The collected MWCNTs 




Cell Fabrication – For electrochemical testing, symmetric cells were configured as: SS | carbon 
paper | CNT/ CsH2PO4 cathode | CsH2PO4 electrolyte| CNT/ CsH2PO4 cathode | carbon paper | SS. 
The CNT/ CsH2PO4 cathode was prepared by milling a mixture of the multiwall CNTs and fine 
CsH2PO4. Unless otherwise stated, the CNT/ CsH2PO4 electrode is 50 mg in a 1:1 mass ratio. Cells 
were fabricated by sequentially depositing the electrode, electrolyte and counter electrode powders 
into a stainless steel die. The cells were assembled by pressing the cathode and anode composites 
(in symmetric configuration it is cathode versus cathode) against ca. 700 mg of CsH2PO4 powder 
in a 19 mm die at 69 MPa for 20 min. The thickness of the CsH2PO4 solid electrolyte was ca. 1-
1.5 mm with ca. 90% of the theoretical density. Toray carbon paper (TGP-H-120, Fuel Cell Earth, 
LLC.) was used as the current collector. Two stainless steel gas diffusion layers (McMaster-Carr, 
Type 316, mesh size 100 × 100) were placed on either side of the cells and served as a gas-diffusion 
layer and mechanical support for the structure. Symmetric cell pellets were 1.9 cm diameter and 2 
mm thick. 
 
MWCNT characterization- MWCNT defect density was characterized by Raman spectroscopy 
with a M-1000 Renishaw Ramanscope (514.3 nm) at 20s exposure time and a maximum laser 
power of 5.0 mW. Qualitative characterization of polar functional groups was done by Fourier-
transform infrared (FTIR) on a Nicolet 6700 FTIR with a deuterated tri-glycine sulfate (DTGS) 
detector and a potassium bromide beamsplitter (KBr).  The morphological features of the CNTs 
and the cells were characterized using a scanning electron microscope (Zeiss 1550VP field 
emission SEM) equipped with a secondary electron detector. X-ray photoelectron spectroscopy 
(XPS) experiments were carried out in an ultrahigh vacuum system (Thermo Scientific ESCALAB 
250Xi) equipped with a 180° hemispherical electron analyzer. A monochromatic Al Κα X-ray 
source (1486.7 eV; anode operating at 14.6 kV and 4.35 mA) was used as incident radiation in all 
XPS measurements. Charging effects were compensated by using a flooding electron gun and Ar 
ion gun. The XPS core level spectra were analyzed with a CASAXPS fitting routine, which can 
deconvolute each spectrum into mixed Lorentzian-Gaussian peaks after a Shirley background 
subtraction. The binding energies were calibrated based on the graphite C 1s peak at 284.4 eV. 




Electrochemical characterization- AC impedance spectra on the symmetric cells were collected 
using a Solartron 1260 Impedance/Gain-Phase Analyzer. The perturbation voltage was 40 mV and 
the frequency range was 5 mHz to 10 kHz. The cell was initially heated to 140 0C at 2 0C/min in 
air, then heated up to 250 0C under Ar humidified through a water bubbler held at 80 0C (saturation 
pH2O = 0.4 atm). At each condition, the cells were equilibrated for 10 minutes before collecting 
the impedance spectra. 
 
4.4. Results and discussion 
 
 Precursor partial pressure and seed catalyst size- The effect of the partial pressure of the 
precursor gas, acetylene (𝑃𝐶2𝐻2), on resulting carbon nanotube nanostructure is shown in the SEM 
micrographs taken in Figure 4.2. The MWCNTs shown were grown with 80 ± 10 nm nickel (Ni) 
nanoparticles and at 800 °C. Structural defects were incorporated into the MWCNT nanostructure 
by changing the partial pressure of acetylene in the growth oven during growth from 0.016 atm 
(Figure 4.2a) to 0.060 atm (Figure 4.2b). Bright spots at the end of the MWCNTs in both images 
suggest a tip growth mechanism as illustrated in Figure 4.1. The MWCNTs in Figure 4.2a are 
~10 µm in length and 90 ± 10 nm in diameter.  MWCNTs in Figure 4.2b are generally shorter at 
3-10 µm in length and thicker, with a diameter of 100 ± 15 nm.  
 
 
Figure 4.2. SEM micrographs of MWCNTs grown with 80 nm Ni seed catalyst and growth 
temperature  800 °C in; (a) 𝑃𝐶2𝐻2 = 0.016 𝑎𝑡𝑚: 16 sccm C2H2, 750 sccm Ar, 250 sccm H2 and (b) 




The MWCNTs grown with lower 𝑃𝐶2𝐻2  (Figure 4.2a) appear to have fewer bends and 
kinks along the MWCNT tube walls in comparison to MWCNTs grown at higher 𝑃𝐶2𝐻2 , shown in 
Figure 4.2b. Scanning tunneling electron microscopy images shown in Figure 4.3 reveal that the 
MWCNTS grown by this CVD method are ‘bamboo’ like. The dashed lines in Figure 4.3a 
highlight the MWCNT structure from which the ‘bamboo’ name is derived. In bamboo variation 
MWCNTs, the graphite planes are formed at an angle to the axis of the tube, therefore these 
MWCNTs have a higher proportion of edge plane sites/defects than the traditional hollow 
MWCNTs.114 MWCNTs grown at higher 𝑃𝐶2𝐻2 , shown in Figure 4.3b, reveal amorphous carbon 
deposits (black spots) along the bends and kinks. It is suspected that the MWCNTs are ‘bamboo’ 
with more breaks along the side wall. The graphite planes are likely invisible as a result of 
amorphous carbon deposits along the side walls. This could also explain why these CNTs have a 
slightly larger diameter, despite being grown with the same Ni nanoparticle size.  
 
 
The structural quality of the MWCNTs can be characterized quantitatively by Raman 
spectroscopy. Characteristic D (w = 1350 cm-1), G (w = 1585 cm-1), and D’ (w = 1619 cm-1) peaks 
appear in the wavenumber region of 1150-2250 cm-1 as first order Raman modes.38 The G band is 
a result of tangential in-plane stretching of C-C bonds in graphene sheets.50, 104    The D and D’ 
Figure 4.3. STEM images  of MWCNTs grown with 80 nm Ni seed catalyst and growth temperature  
800 °C in (a) 𝑃𝐶2𝐻2 = 0.016 𝑎𝑡𝑚. Dashed lines show the ‘bamboo’ like structure of the MWCNTs. 





bands are double resonance Raman mode and can be attributed to MWCNT defects.39 Therefore, 
the integrated intensity ratio (ID/IG or ID’/IG) is a measure of defect density in MWCNTs. Structural 
defect characterization of the MWCNTs by Raman spectroscopy is presented in Figure 4.4. As 
proposed by Mennella et al. the D and G band were fitted with Lorentzian curves and the D’ band 
was fitted with a Gaussian (shown inset).53  Figure 4.4a shows the Raman spectra for samples 
grown with 80 nm Ni seed catalyst for 𝑃𝐶2𝐻2= 0.06 atm and 𝑃𝐶2𝐻2 = 0.016 atm. Inset is the 
integrated peak intensities (the standard deviation is for 3-5 samples each). Figure 4.4b shows the 
same characterization for MWCNTs grown with 40 nm Ni seed catalyst. SEM analysis of these 
MWCNTs (not shown) reveals that the MWCNT diameter decreases to 40 -50 nm and the length 
is relatively unchanged in comparison to those grown with 80 nm Ni. In Figure 4.4a, it is evident 
that the MWCNT structural defect density (ID/IG) increases from 0.96 ± 0.07 to 1.2 ± 0.05 with 
increase in 𝑃𝐶2𝐻2. In Figure 4.4b, ID/IG increases from 1.2 ± 0.05 to 1.6 ± 0.05.  
These results support the model for defect formation introduced in Figure 4.1. The growth 
rate of the CNTs is directly related to the flux of carbon atoms through the catalyst. Following a 
model in the literature for CNT growth from ethylene, 119 the CNT growth rate can be shown to be 









). Therefore, the carbon flux and consequently the growth rate is higher in the growth 
conditions with higher 𝑃𝐶2𝐻2. It is known that for single walled CNTs, the migration energy of 
carbon atoms is much lower than the binding energy of carbon in the graphite plane. In the presence 
of surplus carbon, these interstitial carbon atoms agglomerate to from graphitic clusters or 
amorphous carbon. Interestingly, the activation barrier to form defects in the form of non-
hexagonal rings (pentagons and hexagons) decreases from 5-8 eV to 3.5 eV in the presence of 
interstitial carbon.118 Therefore, the observation of amorphous and graphitic carbon deposits in the 
high acetylene growth regime, suggests lower activation barrier to defect formation. The increase 
in 𝑃𝐶2𝐻2 increases the flux of the carbon species through the catalyst to the MWCNT walls during 
growth, causing increased defect formation, apparent in the SEM/STEM images, and supported 
by quantitative Raman characterization. 
In addition, the results in Figure 4.4 suggest that decreasing the Ni seed catalyst size 
(consequently the MWCNT diameter) increases the measured defect density. It is known that there 
is a correlation between seed catalyst size and MWCNT diameter, consequently influencing the 
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Raman peaks. 52, 130 Antunes et al. and Bokova et al. found an increase in defect related Raman 
bands with decreasing diameter.52, 130 The ID/IG density is sensitive to MWCNT structural 
organization, particularly along the tube axis, and the decrease in tube curvature is likely the cause 
of the increase in D band intensity.52  Therefore, growing MWCNTs with smaller Ni seed catalyst 
does not necessarily increase the number of defects per nanotube. However, decreasing MWCNT 
diameter is expected to increase the mass normalized electro-active surface area, which should 




Figure 4.4. First order Raman spectra measured for MWCNTs grown with 𝑃𝐶2𝐻2 =
0.016 𝑎𝑡𝑚 (top) and  𝑃𝐶2𝐻2 = 0.060 𝑎𝑡𝑚 (bottom). (a) 80 nm Ni seed catalyst. (b) 40 nm Ni seed 
catalyst. The dashed lines indicate the peak position of the D band, G band and D’ band. The 
defect density characterized as the ratio of the D band intensity to the G band intensity is shown 
inset. In all cases, the growth temperature is 800 °C. 
 
Symmetric cell AC impedance measurements in humidified O2, on the CNTs characterized 
in Figure 4.2, are presented in Figure 4.5a. In Figure 4.5b, ID/IG is plotted against the area 
normalized impedance from curve fitting the impedance spectra in Figure 4.5a. Figure 4.5 shows 
a clear trend that an increase in defect density (ID/IG, characterized by Raman spectroscopy) 
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correlates with an increase in ORR electrochemical activity in the solid acid electrochemical 
system. Thus, for bamboo variation MWCNTs, the structural defects measured by Raman 
spectroscopy are active for the ORR. The improvement with decrease in MWCNT diameter is 
likely a result of the increase in electro-active surface area as hypothesized above.  
 
Chemical oxidation of MWCNT-  Figure 4.6 is a scanning tunneling electron microscope (STEM) 
image of HNO3 treated MWCNTs grown with conditions 𝑃𝐶2𝐻2 = 0.060 𝑎𝑡𝑚, growth temperature 
= 800 °C, and 80 nm Ni seed catalyst in scanning mode (Figure 4.6a) and transmission mode 
(Figure 4.6b). Literature reports indicate that liquid phase acid treatments simultaneously remove 
amorphous carbon and metal impurities.108, 131, 132 After acid treatment, the MWCNT walls are 
visible in transmission mode in comparison to the image of untreated MWCNTs shown in Figure 




Figure 4.5. a) Comparison of symmetric cell impedance measurements of 50mg 1:1 CNT: 
CsH2PO4 composite electrodes (varied parameters shown inset and growth temperature is 800 
°C) in a Nyquist representation (ω=10 KHz – 5 mHz). Measurements collected at 2500C under 
humidified O2 (pH2O = 0.4atm) flowing at 40 sccm. (b) Area normalized impedance versus ID/IG 




Fourier transform infrared (FTIR) spectroscopy can identify organic functional groups on 
the MWCNT surface by measuring characteristic vibrational modes. Surface functional groups of 
the MWCNTs before and after functionalization were characterized by FTIR spectroscopy. Acid-
treated MWCNTs have characteristic carbonyl (w = 1720 cm-1), hydroxyl (w = 1575 cm-1), and 
carboxylic acid groups (w = 1150 cm-1) consistent with literature reports.101 The elemental 
composition of the near surface region of the MWCNTs was quantitatively analyzed by XPS. C 
1s peaks of the untreated and HNO3 treated MWCNTs are presented in Figure 4.8 and curve fitting 
results are summarized in Table 4.2. Deconvolution of the untreated and HNO3 treated MWCNTs 
C1s spectra in Figure 4.8 have a characteristic peak at 284.4 eV and ~290-292 eV. The peak at 
284.4 eV is attributed to sp2 hybridized graphitic carbon atoms, and the peak at 290-292 eV is the 
characteristic shakeup line of carbon in aromatic compounds (π-π* transition loss).77, 109 The 
MWCNT C 1s peak at 285.4 eV is from sp3 hybridized carbon atoms that are a result of structural 
defects at the surface of the graphitic sheet (amorphous carbon atoms in another state than typical 
graphitic sp2 carbon atoms).108-111 In the HNO3-treated MWCNT C 1s scan, this peak is shifted to 
285.8 eV, representative of C-OH bonds. In addition, the HNO3 treated MWCNTs C 1s spectra 
Figure 4.6. STEM microscopy images of MWCNTs grown at 𝑃𝐶2𝐻2 = 0.060 𝑎𝑡𝑚, growth 





have a peak at 288.4 eV assigned to carbon atoms in a double bond with oxygen (C=O bonds in 
carboxylic acid groups).77, 108   
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Figure 4.8. Deconvolution of the XPS C1s peak for MWCNTs grown at 𝑃𝐶2𝐻2 = 0.060 𝑎𝑡𝑚,  
growth temperature = 800 °C, and 80 nm Ni seed catalyst: (a) untreated MWCNTs (b) HNO3 
treated MWCNTs. 
 
Figure 4.7. Normalized relative transmittance FTIR spectra of MWCNTs grown at 800 °C 
with 80 nm Ni seed catalyst. Solid lines indicate peaks corresponding to labelled functional 
groups. 
 





























































𝑃𝐶2𝐻2 = 0.016 𝑎𝑡𝑚 
𝑃𝐶2𝐻2 = 0.060 𝑎𝑡𝑚 
𝑃𝐶2𝐻2 = 0.060 𝑎𝑡𝑚 + 𝐻𝑁𝑂3 
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Table 4.2. Integrated elemental concentrations of MWCNTs grown at 𝑃𝐶2𝐻2 = 0.060 𝑎𝑡𝑚, 




The N 1s peaks at ~405 eV (Table 4.2) indicate the presence of chemisorbed nitrogen 
oxide species,107, 133 likely a result of HNO3 refluxing. HNO3 treated MWCNTs have higher 
oxygen content (26%) than untreated MWCNT (3%). The carbon to oxygen (C/O) ratio decreases 
from 15 for the untreated MWCNTs  to 3 with HNO3 acid treatment.  The O1s peak at 532.2 eV 
is assigned to oxygen in a double bond with carbon atoms (C=O or O-C=O) and the peak at 530.7 
eV is assigned to physically absorbed oxygen moieties.108 It is clear from the FTIR and XPS 
analysis that oxygen functionalities - specifically –COOH functional groups - have been 
incorporated into the MWCNT surface chemistry. 
 Raman characterization before and after HNO3 treatment is presented in Figure 4.9. There 
are conflicting reports in the literature on the effect of acid treatment on the structural defect 
density (characterized by ID/IG in MWCNTs); some authors report a decrease in ID/IG with acid 
treatment108 that they attribute to the absence of amorphous carbon, and others report an increase 
in ID/IG as a result of additional kinks incorporated into the MWCNT structure.
50, 106 In this case, it 
is evident that the D and D’ peaks are more prominent in the acid treated MWCNT Raman spectra 
than untreated MWCNTs. This suggests that the dark spots visible in the STEM images in Figure 
4.4 are likely additional defect sites from the chemical oxidation process. In addition, the authors  
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that report the opposite finding used a weaker acid concentration, did not report the refluxing 
temperature and did not report a standard deviation in ID/IG. Hence, we conclude that the acid 
treatment incorporates additional defects that include the oxygen moieties incorporated into the 
MWCNT characterized by the increase in ID/IG and ID’/IG.  
 To investigate the effect of chemical functionalization on the electrocatalytic activity 
towards ORR, electrodes made from HNO3 treated MWCNTs and untreated MWCNTs were 
characterized by symmetric cell AC impedance measurements (shown in Figure 4.10). The area 
normalized electrode impedance decreases from 360 ± 13 Ω cm2  to 21 ± 2 Ω cm2.   This 
Figure 4.9. First order Raman spectra measured for MWCNTs grown with 𝑃𝐶2𝐻2 =
0.60 𝑎𝑡𝑚 and   80 nm Ni seed, at 800 °C; (a) HNO3 treated and (b) untreated MWCNTs. The 






demonstrates that oxygen functionalities result in order of magnitude improvement in ORR 
resistance in comparison to untreated MWCNTs in the solid acid electrochemical system.  
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Figure 4.10. Comparison of symmetric cell impedance measurements of 50mg 1:1 MWCNT: 
CsH2PO4 composite electrodes in a Nyquist representation for untreated and HNO3 treated 
MWCNTs. Measurements were collected at 2500C under humidified O2 (pH2O = 0.4atm) flowing 
at 40 sccm in the 5mHz to 10KHz frequency range. Inset is higher magnification. MWCNTs grown 
in 𝑃𝐶2𝐻2 = 0.060 𝑎𝑡𝑚, growth temperature = 800 °C, and 80 nm Ni seed catalyst. 
 
 
MWCNT growth temperature - SEM images for MWCNTs grown in 𝑃𝐶2𝐻2 = 0.16 atm with 80 
nm Ni particles at varying substrate temperatures are shown in Figure 4.11. MWCNTs were grown 
at 600 °C, 650 °C, 700 °C, and 800 °C. It is clear that there is a difference in morphology of the 
MWCNTs with varying substrate temperature. The MWCNTs grown at lower temperatures appear 
to have twists in the MWCNT structure characteristic of ‘herringbone’ MWCNTs.114 Herringbone 
MWCNTs are known to have a higher number of edge plane-like defect sites than hollow tube 
MWCNTs. This is because the graphite sheet planes are at an angle to the axis of the tube, requiring 




To study the influence of growth temperature on the defect density, elemental composition, 
and congruently the chemical functionalization process, MWCNTs grown at varying substrate 
temperatures (shown in Figure 4.11) were characterized by Raman Spectroscopy and XPS. In 
Figure 4.12a Raman spectra collected from all MWCNTs were fit with two Lorentzian curves and 
a Gaussian curve (as presented previously in Figure 4.4 and Figure 4.9). This is the accepted way 
to fit MWCNT Raman that captures the non-dispersive behavior of the graphite (G) band. 
However, for the MWCNTs grown at 600 °C – 700 °C, G band shifts to ~1562 cm-1. This means 
the curve fitting routine is incorrect because the G band is non-dispersive for all graphitic materials. 
This highlights the power of Raman spectroscopy in characterizing MWCNT structure. Raman 
characterization of ‘herringbone’ structures has not been reported extensively in the literature. For 
example, one literature reports Raman spectra fitting of ‘herringbone’ MWCNTs (or carbon 
nanofibers as the authors refer to this structure) with an additional ‘T2’ band at ~1500 cm-1.121 This 
captures the non-dispersive behavior of the G band but disallows the use of the ID/IG or ID’/IG as a 
measure of structural defects as a result of the influence of the T2 band on the ID/IG or ID’/IG ratio. 
Figure 4. 11. SEM images of  MWCNTs grown in 𝑃𝐶2𝐻2 = 0.060 atm with 80 nm Ni particles at 
600 °C, 650 °C, 700 °C, and 800 °C. Inset is higher magnification 
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The authors found that the G’ (overtone of the D-band which is a result of an inelastic phonon 
emission process, and occurs usually around 2700 cm-1) and full width half maximum (FWHM) 
of the D band were the better metric for quantifying crystallinity of carbon nanofibers They report 
an increase in IG’/IG and a decrease in FWHM (D) with increasing crystallinity. The latter 
observation is supported in the literature by Zickler et al.120 who report that the FWHM (D) 
decreases with increasing crystallinity for samples with a small graphite crystal size, La. They 
conclude that for graphitic samples of low crystalline quality the relation found between La and 
ID/IG in the seminal paper by Tuinstra and Koenig
105 should be taken with caution. 
 
 
In Figure 4.12b the MWCNTs grown at 600 °C – 700 °C were fit with an additional 
Gaussian T2 band at ~1520 cm
-1 (MWCNTs grown at 800 °C same fitting routine in Figure 4.12a 
Figure 4.12. First order Raman spectra measured for HNO3 -treated MWCNTs grown with 
𝑃𝐶2𝐻2 = 0.060 𝑎𝑡𝑚 and 80 nm Ni seed catalyst; (a) fit with D band, G band and D’ band (b) D 
band, G band D’ band, and T2 band. Growth temperature is inset. 
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and 4.12b).121 The FWHM of the D band from Figure 4.12b fitting is shown versus growth 
temperature in Figure 4.13.  
























Figure 4.13. FWHM of the ‘D’ peak in Raman measurements versus growth temperature.  
 
The FWHM of the D peak decreases with increasing growth temperature, suggesting that the 
samples grown at lower temperature have more structural defects (less crystalline quality).  
 To assess the surface functionalities on the acid treated MWCNTs, chemical composition 
was characterized by XPS. The XPS C 1s of untreated MWCNTs at varying substrate temperature 
is shown in Figure 4.14. XPS C 1s and N 1s spectra of the HNO3 treated MWCNTs grown at 
varying substrate temperature are shown in Figure 4.15 and Figure 4.16, respectively. All C 1s 
scans (HNO3 treated and untreated) have the characteristic peaks observed previously at 284.4 eV 
and ~290-291 eV, attributed to sp2 hybridized graphitic carbon atoms and the π-π* transition loss, 
respectively. In addition, the peak at 285.8 is a sum of contributions from sp3 hybridized carbon 
atoms that are a result of structural defects at the surface of the graphitic sheet (amorphous carbon 
atoms in another state than typical graphitic sp2 carbon atoms) typically present at 285.5 eV, and 
C-OH species typically present at 285.9 eV.108-111 The HNO3 treated MWCNTs C 1s spectra (at all 
growth temperatures) have a peak at 288.4 eV, assigned to COOH groups.  However, for the HNO3 
treated MWCNTs, there is a distinct increase in the COOH peak at ~288.4 eV with decreasing 
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temperature. Therefore, the herringbone structures ( grown at 700 °C- 600 °C) have a higher 
concentration of oxygen functionalities.  
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Figure 4.14. Deconvolution of the XPS C1s peak for MWCNTs grown at 𝑃𝐶2𝐻2 = 0.060 𝑎𝑡𝑚 with 
80 nm Ni seed catalyst at a growth temperature of (a) 600 °C, (b) 650 °C, (c) 700 °C, and (d) 800 
°C 
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Figure 4.15. Deconvolution of the XPS C1s peak for HNO3 treated MWCNTs grown at 𝑃𝐶2𝐻2 =
0.060 𝑎𝑡𝑚 with 80 nm Ni seed catalyst at a growth temperature of (a) 600 °C, (b) 650 °C, (c) 700 
°C, and (d) 800 °C. 
 
In addition, there is a noticeable shift in binding energy of the peak at 285.8 eV, for the 
MWCNTs grown at 800 °C, to 286.5 eV for the MWCNTs grown at 600 °C (highlighted bold) in 
Figure 4.15.  That peak shifts from 285.5 eV at 600 °C, to 286.0 eV at 700 °C and 286.5 eV at 
650-600 °C. This peak positions suggest carbon-oxygen covalent bond formation in the form of 
C-OH at 285.9 eV and C=O at 286.9 eV). This results indicate that there are more C=O groups, 
either in quinone form or in carboxylic acid form, in the MWCNTs grown at lower temperatures.   
XPS N 1s scans reveal that the slight nitrogen incorporation observed for samples grown 
at 800 °C increase with decreasing growth temperature. The N1s peaks at 400.0 eV and 405.2 eV 
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Figure 4.16. Deconvolution of the XPS N1s peak for MWCNTs grown at 𝑃𝐶2𝐻2 = 0.060 𝑎𝑡𝑚 with 
80 nm Ni seed catalyst at a growth temperature of (a) 600 °C, (b) 650 °C, (c) 700 °C, and (d) 800 
°C (CPS refers to counts per second). 
 
 
 Integrated elemental compositions are presented in Table 4.3 show that the nitrogen 
incorporation is fairly constant at 3% for the herringbone structures (700 °C- 600 °C). This is not 
untoward, as one reference on nitric acid treatments of  MWCNTs, reports 2% nitrogen 
incorporation into the MWCNT structure as a result of HNO3 treatment.
77. The nitrogen 
incorporation observed is likely due to the highly reactive defect sites in these structures. In 
addition, there is a significant increase in oxygen content with decreasing growth temperature. 
Therefore, the carbon to oxygen ratio (C/O) decreases with decreasing substrate temperature. It is 
expected that the nature and the density of these oxygen moieties observed will impact the oxygen 




ORR electrochemical reactivity of all four HNO3 treated MWCNTs were assessed by 
symmetric cell impedance studies presented in Figure 4.17, alongside average area normalized 
impedance values for multiple samples grown at each temperature. There is an observed decrease 
in average area normalized impedance from 21 ± 2 Ω cm2 (800 °C)  to  8 ± 1 Ω cm2 (700 °C) , 
and further decrease to 7 ± 1 Ω cm2 (650 °C). Surprisingly, the MWCNTs grown at 600 °C showed 
no activity, as is evident by the blocking electrode impedance response. It is important to note here 
that the mixing by conventional milling techniques, was more difficult for the herringbone 
structures grown at lower CVD growth temperatures (600- 650°C). The herringbone MWCNTs 
after HNO3 treatment, although dispersive in aqueous solvents, were difficult to mix by mortar 
and pestle into an electrode matrix with the electrolyte, CsH2PO4. This suggests that the 
functionalization treatment has a strong influence on the nominally weak Van der Waals forces 
between the graphite layers. CsH2PO4 is water soluble and hygroscopic, hence, this presented a 
challenge in making the electrode with a solvent-based method. Electrospray has been 
demonstrated as a feasible method to fabricate solid acid electrodes from aqueous solutions 
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2.6 8.0 3.1 36.2 50 1.2 1.6 3 28.3 19.0 47 1.1 
650-
COOH 
3.8 4.7 12.2 32.4 53 1.2 1.2 3 24.0 20.4 44 1.2 
700-
COOH 






C-OH   
sp3     
-C- 
         
800-
COOH 
2 3.7 41.5 25.1 73 1   18 8 26 3 
Table 4.3. Integrated elemental concentrations of HNO3 treated MWCNTs grown at 𝑃𝐶2𝐻2 =
0.016 𝑎𝑡𝑚, with 80 nm Ni seed catalyst. 
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containing MWCNTs.7, 8 However, electrospray deposition of the MWCNTs was not explored in 
this work but is a potential electrode fabrication method to circumvent this issue. 
The increase in ORR activity observed can be correlated to the increase in oxygen content 
in the form of carbonyl and carboxylic acid functional groups in the MWCNTs. The HNO3 treated 
MWCNTs grown at 650 °C show the highest concentration of the quinone (C=O) functional group.  
The catalytic ORR activity of carbon materials is generally attributed to quinone groups.115 
Although, this mechanism has not been confirmed,  glassy carbon electrodes modified with a 
variety of quinone compounds have shown enhanced catalytic activity towards oxygen reduction 
reaction via a 2 electron pathway.87, 134 In this case, an increase in the relative percent of oxygen 
in the form of (C=O in quinone and carboxylic form) causes an increase in ORR activity. Presented 
in Figure 4.18 is the average ORR area normalized impedance versus the relative percent of 
oxygen in the MWCNT structure. The increased activity of MWCNTs with higher percentage of 
Figure 4.17. Comparison of symmetric cell impedance measurements of 50mg 1:1 MWCNT: 
CsH2PO4 composite electrodes in a Nyquist representation for HNO3 treated MWCNTs. 
Measurements were collected at 2500C under humidified O2 (pH2O = 0.4atm) flowing at 40 sccm 
in the 5mHz to 10KHz frequency range. MWCNTs grown in 𝑃𝐶2𝐻2 = 0.060 𝑎𝑡𝑚 with 80 nm Ni 




C=O groups in quinone and carboxylic form gives experimental evidence that the proposed 
mechanism on carbon nanostructures extends to MWCNTs. 
 








































Figure 4.18. Average area normalized impedance values versus the % Oxygen from XPS analysis 




MWCNTS grown by chemical vapor deposition have been demonstrated as potential ORR 
catalysts in the solid acid electrochemical system. The structural defect density characterized by 
Raman spectroscopy can be correlated to the size of the Ni catalyst used in the growth 
(consequently MWCNT diameter), the partial pressure of the acetylene precursor, and the growth 
temperature. All of which can be used to control the density of ORR active sites. In addition, ORR 
activity is enhanced by two orders of magnitude with HNO3 oxidation. This enhancement is as a 
result of increasing carbonyl functionalization in the MWCNTs. This experimental observation 
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C H A P T E R  5  
Oxygen reduction by TiOx overlayers 
 
 









Materials preparation - CsH2PO4 solid electrolyte was synthesized in house using the method 
explained previously.14 Commercial TiO2 powders of rutile (Alfa Aesar) and anatase (Alfa Aesar) 
were used as received. An in-house synthesis method was used to grow TiOx overlayers. The 
growth was performed by oxidizing Ti metal powder (325 mesh from Alfa Aesar) under 0.7% O2 
(balance Ar) at a flow rate of 250 sccm at selected temperatures between 600 °C and 900 °C for 
30 min. The powder samples were brought to the growth temperature under pure Ar (250 sccm) at 
a rate of 15° per minute. Following the growth, the temperature was ramped down to the room 
temperature under Ar atmosphere. For the samples prepared at 600 °C, the growth time was varied 
between 15 min and 60 min. 
 
Characterization - X-ray diffraction measurements were carried out using an X'pert MD 
(Panalytical) diffractometer. Peak refinement analysis was performed using the GSAS software. 
X-ray photoelectron spectroscopy measurements on powder samples were carried out on a 
Thermo-Scientific ESCALAB 250Xi instrument using a monochromatic Al Kα (1486.6 eV) X-
ray source. C 1s peak at 285 eV was used as reference for correcting the binding energy values. 
Electrochemical testing - Cathode composites were made by mechanically mixing CsH2PO4, Ti-
based catalysts, and nanographitic powders as the primary electronic component (GS-2299, 
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Asbury Carbons, Asbury, NJ) in a 3:3:1 mass ratio, and 50 mg was used for each experiment. The 
Pt cathode data was acquired from a mechanically mixed CsH2PO4, Pt-black, and Pt/carbon black 
(40 weight % loading on carbon from Sigma Aldrich) in a 3:3:1 mass ratio, and 50 mg was used. 
The anode mixture was kept constant between all samples. Anode in all cases was a mixture of 
CsH2PO4 and Pt on carbon black (40% Pt/Carbon black, Sigma Aldrich) in a 3:1 mass ratio, and 
30 mg was used. The cells were assembled by pressing 50 mg of cathode and anode composites 
against ca. 700 mg of CsH2PO4 powder in a 19 mm die at 69 MPa for 20 min. The thickness of the 
CsH2PO4 solid electrolyte was ca. 0.7 mm with ca. 90% of the theoretical density. Two stainless 
steel gas diffusion layers (McMaster-Carr, Type 316, mesh size 100 × 100) were placed on either 
side of the cells. The cells were wrapped in Teflon tape to ensure proper sealing before placing in 
the custom-built stainless steel anode and cathode cell compartments. Initially, the cell 
compartment was ramped up to 140 °C at 5 °C min−1 in air.  Then the temperature was increased 
to 240 °C at 5 °C min−1, under humidified Ar (0.4 atm H2O, 6 cm min−1). At 240 °C, humidified 
hydrogen and oxygen (0.4 atm H2O, 6 cm min−1) were introduced to the anode and cathode 
compartments of the fuel cell. Gases were humidified by flowing through a water bubbler heated 
to 80 °C. Once at 240°C under humidified gases, polarization and impedance data were collected 
using an AutoLab PGSTAT20N instrument. 
5.3. Results and discussion  
 
Electrochemical activity and oxide phase- Figure 5.1a shows polarization curves of cathodes 
made from as-received rutile and anatase micropowders. For performance comparison, TiOx 
samples were compared with a cathode made from 40% Pt on carbon. Interestingly, rutile TiO2 
shows an onset potential of ca. 0.70 V, which is higher than the onset potential of the as-received 
anatase powder at ca. 0.63 V. The cathode made with the rutile micropowder also exhibits higher 
voltage at all current values. This observation seems consistent with previously reported higher 
activity of mainly rutile oxide films grown on titanium metal substrates.135 Figure 5.1b shows 
XRD spectra of as received micropowders, which reveals phase impurities of both rutile and 
anatase micropowders. Phase fraction analysis of powder samples confirms that the rutile and 
anatase titania powders are not phase pure.  
The apparent correlation of oxygen reduction reaction (ORR) catalysis with the phase of 
the TiO2 based electrodes led us to further investigate this material as an alternative catalyst in the 
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cathodes of the solid acid fuel cell. To this end, an in-house growth method was used to control 
the phase fraction of the oxide overlayers. Oxide films were grown on Ti metal powder substrates 
at selected growth temperatures and times under slightly oxidizing environment (0.7% O2, balance 
Ar). Figure 5.1a shows the oxide phase fraction acquired from peak refinement of XRD patterns 
of different powder samples following the growth. The XRD analysis reveals that the phase 
fraction of the rutile TiO2 increases with increasing growth temperature from 600 °C to 900 °C, 
while 800 °C and 900 °C shows similar phase distribution. Interestingly, anatase growth pattern 
with temperature is not monotonic. Initially anatase phase fraction increases from 600 °C to 700 
°C. At 700 °C, the relative anatase amount is the highest of all growth temperatures studied here. 
At higher temperatures, i.e. 800 °C and 900 °C, the oxide overlayer is almost entirely rutile. In 









Figure 5.1. (a) Polarization behavior and (b) phase fraction of the as-received TiO2 micropowders 
of rutile (R) and anatase (A). 
 
Figure 5.2b shows polarization curves acquired from fuel cells assembled using cathodes 
made from oxide overlayer titanium powders, annealed between 600 °C and 900 °C under 
mentioned conditions for 30 min vs. Pt/carbon anodes. For comparison, polarization data from 
cathodes made from as-received rutile and anatase micropowders and Pt/carbon cathodes are also 
included. Figure 5.2c shows the cell voltage of the titania based cathodes at a current value of 5 
mA cm-2. Interestingly, the sample prepared at 600 °C, which showed the lowest amount of rutile 
phase in the XRD analysis (Figure 5.2a), outperforms the rest of the titanium oxide based 
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cathodes. This sample exhibits an onset voltage of ca. 0.72 V, while showing higher voltage at all 
current values. The activity of the remaining titanium oxide based cathodes correlates with the 
relative amount of rutile oxide phase present in the oxide overlayers, which agrees with what was 
observed in the as-received TiO2 micropowders. The sample prepared at 700 °C, with ca. 5% of 





Figure 5.2. (a) Phase fraction of rutile and anatase TiO2 in the oxide layers grown on Ti metal 
powders. (b) Polarization response of different Ti-based cathodes, and comparison with a Pt on 
carbon black cathode. R and A represents as received rutile and anatase micro-powders. 
Polarization curves represented are from Titanium micro-powders treated at shown temperatures 
for 30 min under 0.7% O2 (Ar balance). (c) Cell voltage of the titania cathodes shown in part b at 
5 mA cm-2 of current.  
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Influence of oxidation state on electrochemical activity- In order to further investigate the 
observed higher activity as a result of annealing at 600 °C, we varied the annealing time at this 
temperature. Figure 5.3 shows the cell voltage of cathodes made from samples annealed for 
different times at 600 °C. The cell voltage is shown at a current value of 5 mA cm-2, although the 
trend remains the same for even higher current values. As evident from Figure 5.3, voltages of the 
cells made from powders annealed at this temperature are sensitive to the growth time. The highest 
voltages are evident at 25 and 30 minutes of annealing.  Deviation from these annealing times, that 
is, annealing for longer and shorter times, results in a decrease of cell voltage. This indicates that 
the powders annealed for 25-30 minutes under slightly oxidizing environment at 600 °C contain 
some form of an active site for the reduction of O2. Furthermore, we continued cycling the cells 
between 0.95 V and 0.0 V at a scan rate of 2.5 mV s-1. After five electro-chemical cycles (gray 
bars in Figure 5.3), the most active samples, that is powders annealed for 25 and 30 min at 600 
°C, show no loss of activity. The activity of the rest of the cells assembled with cathodes made 
from powders annealed at 600 °C decreases with cycling, as more negative potentials are required 
to achieve 5 mA cm-2 current. 
 
 
Figure 5.3. Cell voltage with cathodes made from titanium micropowders annealed at 600 °C, 
under 0.7% O2 (balance Ar) for different growth times. Voltage is compared at 5 mA cm
-2 of 
current. Gray bars represent the cathodes following five electrochemical cycles between 0.95 V 
and 0V at a scan rate of 2.5 mV s-1. 
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Interestingly the color of powder samples annealed at 600 °C changes as the treatment time was 
varied. Figure 5.4 shows photographs of the starting titanium powder (Figure 5.4a) and powders 
following annealing at 600 °C for 15, 30 and 60 minutes (Figure 5.4b-d). While the titanium metal 
powder substrate is gray, annealing at 600 °C for 15 min results in a navy blue color. Annealing 
for longer times of 30 and 60 minutes results in dark and bright green colored powders 
respectively. The powders annealed at 800 and 900 °C for 30 minutes remain gray.  
 
 
Figure 5.4. Samples prepared from titanium metal micropowder (a) before annealing; and after 
annealing at 600 °C in 0.7% O2 (balance Ar) for (b) 15 min, (c) 30 min and (d) 60 min.  
 
To identify the nature of the active sites on oxidized titanium samples, we further analyzed 
the powders annealed at 600 °C using XRD. Phase fraction of the samples prepared at 600°C 
acquired from XRD are shown in Figure 5.5. Annealing the titanium micropowder at 600 °C for 
15 minutes under 0.7% O2 (balance Ar) results in an oxide film (ca. 5.5%) entirely in rutile form. 
Annealing for 30 minutes under the same condition results in ca. 7.5% rutile and 0.3% anatase 
TiO2. Annealing the powder under the same conditions for 60 minutes results in ca. 9.5% rutile 
and 6.1% anatase phase in the oxide overlayer. Hence, the growth behavior at 600 °C under these 
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conditions initially favors the rutile phase. With increasing annealing time, the phase fraction of 
the anatase form increases rapidly.  
Although the presence of the rutile phase seems to be important in the activity toward 
oxygen reduction, phase distribution alone does not explain the higher activity of some powders 
annealed at 600 °C in a slightly oxidizing environment. In order to gain insight into the electronic 
properties of oxidized titanium powders, and their effect on catalysis, we performed XPS analysis. 
Figure 5.6 shows XPS spectra of Ti 2p (Figure 5.6a) and O 1s (Figure 5.6b) regions of the Ti-
based powders studied here. XPS analysis of the Ti 2p region of the starting titanium metal powder 
(labeled Ti, Bg) exhibits two distinct peaks at ca. 464.5 and 458.8 eV (with a separation of 5.5 
eV), corresponding to 2p3/2 and 2p1/2 respectively. These values match the binding energies of the 
Ti 2p region of TiO2
136. These peaks are assigned to the native oxide formed on Ti metal surfaces 
upon exposure to air as shown previously.136 It has been also shown that the native oxide layer can 
be removed under inert atmosphere at elevated temperatures (ca. 600 °C).136 Here, since Ti metal 
powders are brought up to the selected temperature (600 °C to 900 °C) under an Ar atmosphere 
(at a 15 ° min-1 rate), the growth of crystalline oxide overlayers occurs on a mostly metallic titanium 
powder substrate, as the native oxide layer is removed. As expected, XPS analysis of a powder 
sample annealed at 600 °C for 30 min under Ar atmosphere results in no change in the Ti 2p region, 
as a TiO2 native oxide is formed on the surface upon re-exposure to air. Interesting XPS spectra 
of the powder sample annealed at 600 °C under 0.7% O2 (Ar balance) for 15, 30 and 60 min reveal 
a shift (ca. 0.1 eV) to smaller binding energies for the Ti 2p3/2 core-level electrons. Binding energy 
shifts indicate changes in the chemistry and electronic structure of materials; these are especially 
important in catalysis.137 In this case, the observed shift to smaller binding energies indicates 
slightly reduced metal sites. The powder sample annealed at 700 °C also shows a slight shift to 
smaller binding energy values. However, the samples annealed at higher temperatures (800 °C and 
900 °C) under the same gas environment do not show any shift in the binding energy of the Ti 2p 
region, and they show values consistent with a TiO2 films. The O 1s region (Figure 5.6b) of the 
XPS spectra reveals a similar trend, as the samples annealed at 600 °C for 15, 30, and 60 min show 
a shift to lower (ca. 0.4 eV) binding energies. Samples annealed at 800 °C and 900 °C do not show 




Figure 5.5. Rutile and anatase phase fractions of the powder samples following annealing at 600 





Figure 5.6.  XPS spectra of (a) Ti 2P and (b) O 1S regions acquired from the different powder 
samples prepared.  
 
The shift to lower binding energies in both Ti 2p and O 1s for some samples indicates that 
oxygen vacancies are generated under these conditions.138, 139 The presence of oxygen vacancies 
is consistent with the change in the color of powder samples following annealing at 600 °C under 
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0.7% O2 (balance Ar). The change of the color is due to the partially reduced TiO2.
140-142 It should 
be noted that these so-called self-doped structures remain stable at ambient conditions. 
As evident in the Ti 2p and O 1s binding energies, all the samples annealed at 600 °C under 
0.7% O2 (balance Ar) exhibit the partially reduced structure as evident in the XPS spectra of the 
powders (Figure 5.6). However, only samples annealed for 25-30 min at this temperature show 
improved electrochemical activity toward oxygen reduction (Figure 5.3). The lower activity of 
the sample annealed at 600 °C for 15 min may be related to the growth of a discontinuous oxide 
film, and lower amount of oxide. 
Interplay of phase distribution and oxidation state in oxygen reduction catalysis- Here we 
investigate the dependence of O2 reduction reaction activity on phase distribution and oxidation 
state of oxidized Ti materials. As evident from XRD analysis (Figure 5.2a and Figure 5.5) 
annealing the powders under a low amount of oxygen results in the formation of fully crystalline 
oxide films. The crystalline nature of the oxide films is further confirmed from Raman spectra of 
the samples (Figure 5.7). The titanium metal powder shows no features in its Raman spectra, 
which is consistent with the presence of an amorphous native oxide layer. The powder samples 
annealed at different temperatures under low amount of oxygen show two distinct features. The 
bands located at ca. 447 and 612 cm-1 are characteristic features of the rutile phase.142, 143 This 
result agrees with the higher weight fraction of rutile (acquired from XRD analysis) in all annealed 
samples (Figure 5.2a and Figure 5.5). Raman spectrum of an anatase micropowder (as-received 
sample) shows the characteristic bands of anatase phase located at 146, 197, 397, 516, 640 cm-1.144 
Powders annealed at 600 °C for 60 min and at 700 °C for 30 min show broad features at ca. 437 
and 613 cm-1 which indicate the presence of a higher amount of anatase TiO2, as also is evident 
from their XRD analyses. It should be noted that both these samples showed lower activity toward 
O2 reduction even though their XPS analyses revealed partially reduced Ti sites. We propose that 
this observation could be related to their phase distribution and the presence of a higher amount of 
anatase phase in the oxide overlayer. Anatase surfaces are known to have a lower concentration of 
oxygen vacancies at their top-most layer surface, and are more difficult to reduce.145, 146 Oxygen 
vacancies are more stable at subsurface in anatase TiO2. Surface concentration of oxygen 
vacancies is higher on rutile surfaces.147-149 The higher activity of the partially reduced TiOx 
overlayers with higher rutile content may be explained by the higher concentration of oxygen 
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vacancies on these surfaces. As the amount of anatase increases, since defect sites are more stable 
at the subsurface, the partially reduced structures are not as active toward oxygen reduction. 
 
 
Figure 5.7. Raman spectra of the titanium metal powder (Ti, Bg), titanium powders following 
annealing at 600 °C under Ar for 30 min, and under 0,7% O2 (balance Ar) for 15, 30 and 60 min, 
and at 700, 800 and 900 °C. For comparison, Raman spectra of as received TiO2 rutile (R) and 





The activity of the titanium oxide is controlled by both the phase and the oxidation state of 
Ti in the oxide overlayers. The lowest amount of rutile phase titania in the XRD, XPS, and Raman 
analyses outperforms pure anatase, pure rutile and all other combinations of titanium oxide based 
cathodes. The effect of the Ti phase on ORR activity is attributed to differences in the availability 
of oxygen vacancies between rutile and anatase phases.  
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C H A P T E R  6  
Electrospray of nano-sized CsH2PO4 for SAFC electrodes 
 
Section 6.1. In situ characterization of electrosprayed CsH2PO4 solid acid 
nanoparticles 
 
Reproduced with permission from Áron Varga, Vanessa Evoen, Andrew J. Downard, Hyung 





Nanometer-sized particles of the solid acid fuel cell electrolyte material CsH2PO4 have been 
prepared by electrospray synthesis. Using a differential mobility analyzer to provide real-time 
particle-size information, the role of electrospray parameters, such as precursor solution 
composition, surface tension, conductivity, sheath gas temperature and flow rate, and solution flow 
rate, were evaluated. The results are compared with particle sizes calculated using well-established 




Fuel cells have long held the promise of efficient, clean, and silent conversion of chemical 
to electrical energy. As such, they are positioned to play an important role in a sustainable energy 
future. Among the various types of fuel cells, solid acid fuel cells (SAFCs) are particularly 
attractive due to their intermediate temperature of operation (~240ºC) and their incorporation of a 
truly solid electrolyte. These features engender fuel flexibility, enhance impurity tolerance, 
eliminate fuel cross-over and obviate challenges with catalyst flooding.150 These advantages 
notwithstanding, state-of-the-art SAFCs deliver lower power densities than their solid oxide fuel 
cell (SOFC) and polymer electrolyte membrane (PEM) fuel cell counterparts, largely due to 
performance limitations at the cathode.14 This component is generally constructed as a composite 
of the electrolyte material, serving as the proton transport medium; nanoparticulate platinum 
supported on carbon, serving as the electrocatalyst; and graphitic carbon serving to create 
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additional electron transport pathways from the sites of electrocatalysis to the carbon paper current 
collector. To date, a peak power density of 415 mW cm-2 has been achieved with a platinum 
loading of 7.7 mg cm-2. 26 Significantly, it has been shown that the electrode overpotentials scale 
with the size of the electrolyte particles in the electrode structure, a phenomenon that has been 
attributed to the increase in the density of electrocatalytically active triple phase boundaries 
between the catalyst, the electrolyte and a gas phase with decreasing electrolyte particle size.151 
Such an observation motivates an effort to substantially decrease the particle size while 
maintaining an interconnected, porous structure. To this end, we recently applied the method of 
electrospray deposition for the fabrication of SAFC electrodes and attained a significant reduction 
in electrolyte particle size to about 100 nm. The achievement enabled a dramatic reduction in Pt 
loading without sacrifice in electrode activity.7  
Despite this advance, Pt loadings in SAFCs remain too high for commercial viability in 
many applications. Thus, even greater reductions in electrode feature sizes, predicted to provide 
still greater activity, are desirable, motivating further refinements to the electrospray approach. A 
major challenge to the utilization and optimization of this method as currently implemented, 
however, is the long development time involved in the deposit-image-modify cycle. This long 
cycle time has hindered efforts to lower particle size beyond the ~100 nm size obtained in the first 
study. In addition, it is not known whether dry particles, semi-dry particles, or (supersaturated) 
solution droplets are deposited onto the substrate during the electrospraying process. For many 
systems, the morphology of the film can be used to deduce the nature of the species that has 
impacted the substrate. In the case of hygroscopic and low melting point materials as used here, 
however, uncertainty emerges because of possible differences between as-deposited and imaged 
structures. Thus, the feature sizes recorded post-deposition may not be reflective of the actual 
particle size achieved during synthesis.  
In the present work, we address the challenges associated with post-deposition 
characterization through the implementation of in situ characterization capabilities. Specifically, 
we integrate a differential mobility particle sizer (DMPS) into the electrospray apparatus so as to 
gain immediate feedback connecting electrospray parameters and aerosol size. This integrated 
system enables rapid and systematic exploration of the parameter space for controlling the 
electrospray outcome. The experimentally measured sizes are compared with the scaling law 




6.1.3. Electrospray background 
 
 
Electrospray atomization is a process in which a liquid is supplied to a capillary that is held 
at a high voltage relative to a substrate or emitter placed some distance away from the capillary. 
The process can be utilized for the deposition of materials included as either dissolved solutes or 
suspended particles in the precursor liquid. It is of value to consider the droplet creation and 
evolution in order to understand the impact of process parameters on the final outcome.  
 
Droplet formation- For low viscosity liquids, a stable cone-jet mode of droplet emission can be 
achieved in which the liquid adopts a geometry with conical cusp (the Taylor cone) and a thin jet 
of diameter dj emerges from the cone tip. Varicose break-up of this emerging solution describes 
the situation in which a highly monodisperse distribution of droplets is emitted from an axially 
symmetric jet, in contrast, for example, to a whipping break-up in which the jet whips from side 
to side as droplets are emitted and provides the greatest opportunity for control over the spray 
characteristics.74, 152 There have been extensive studies in the literature, both theoretical and 
experimental, to understand the relationship between electrospray parameters and the size of the 
emitted droplets under the varicose break-up regime.73, 74, 153-156 A study by Ganan-Calvo presents 
an integrated analysis that unifies previous observations of different scaling laws under different 
experimental regimes.73 Under conditions relevant to the present work ((i) inertial forces dominate 
the jet development over surface tension and viscous forces, and (ii) electrostatic suction 













,  (6.1) 
where ρ is the liquid density, K is the liquid electrical conductivity, Q is the liquid flow rate, γ is 
the gas-liquid surface tension, ε0 is the permittivity of vacuum.  Significantly, the viscosity of the 
liquid and its dielectric constant do not appear in Eq. (6.1) and hence do not influence the system 
behavior. The minimal influence of viscosity in this parametric regime, moreover/ results in 




74 For the range of solution parameters explored, the initial droplet size is on the order 
of several micrometers. 
 
Droplet velocity and time- At the point of emission from the Taylor cone tip, the Coulumbic force 
(qE) is balanced by the drag force on the droplet and gravity, hence establishing the initial droplet 
velocity (discussed in Chapter 2).76 After emission, the electric field gradient (normally also the 
direction of gas flow) drives the droplets toward the substrate. In addition to the electrostatic force, 
during travel the droplets experience aerodynamic drag and rapidly approach a quasi-steady-state 
migration velocity. The characteristic time required to establish this steady-state is the 






 , (6.2) 
where η is the gas viscosity. The Cunningham correction factor Cc accounts for the “slip” between 
the particle and the surrounding gas that develops in the transition from continuum to non-
continuum flow. For micron-sized droplets in the continuum range, where dd >> mean free path of 
the sheath gas molecules (60-75 nm)), Cc is ~1, but it can be as large as ~25 when dd falls to 
~10 nm, the diameter of the smallest particles observed in this work. The range of parameters 
encountered in this study implies, via Eq. (6.2), a range for the relaxation times from several 
milliseconds for a micron sized droplet to tens of milliseconds for a 10 nm dry CsH2PO4. On the 
other hand, the total flight time for gas molecules to travel 2.5 cm (the tip-to-substrate distance 
employed in our earlier work)7 at a gas space velocity of ~1.8 cm s-1 (a typical value for this and 
the previous work) is > 1 s, much longer than the relaxation time. Thus the total flight time, a key 
factor in determining whether residual liquid remains when the particle impacts the substrate, can 
be approximated as the flight time implied by the gas space velocity. In the present configuration 
the travel distance from the point of emission to the particle sizer is substantially longer (39 cm), 
justifying the use of the gas space velocity to estimate the travel time. However, as solvent 
evaporates, droplet size decreases causing non-continuum effects, which could possibly affect the 
value of the slip factor and consequently the relaxation time. Non-continuum effects are addressed 




Solvent evaporation rate- During droplet travel to the counter-electrode, the droplet decreases in 
radius as solvent evaporates. Concomitant with the reduction in droplet volume is an increase in 
the surface charge density. Ultimately, the Columbic repulsion due to charge concentration 
overcomes surface tension forces (Rayleigh limit) causing the droplet to undergo a fission event. 
In accord with the charge residue model (CRM), multiple small secondary droplets, with sizes less 
than 5% of that of the parent, are emitted, whereas the loss of charge is much greater, on the order 
of 15 - 40%. 157, 158 152 159 Thus, the fission has little influence on the parent droplet size, but 
increases the particle size distribution through the generation of progeny in a distribution which 
itself is less monodisperse than the original distribution.160   
Of particular importance to the synthesis of solid particles by the electrospray process is 
the question of whether solvent evaporation is complete by the time of impact with the substrate. 
Evaporation of multicomponent droplets has been studied experimentally and described with 
quasi-steady state evaporation models.161, 162  
An approximation for the evaporation rate of a droplet can be obtained using the simple 
expression derived in Seinfeld and Pandis.  A conservative estimate of drying time at ambient 
room temperature and 99% relative humidity of a single, non-ideal CsH2PO4 solution droplet, was 
estimated as 90 ms. In Figure 6.1, the droplets travel 39 cm before reaching the Differential 
Mobility Analyzer (DMA). A gas space velocity of 1.8 cm/s corresponds to 22 seconds of particle 
flight time. In addition, using pure water as the solvent, the calculations for evaporation rate give 
the upper bound for the time required for complete evaporation of the electrosprayed droplet, since 
the presence of a significantly more volatile methanol component is expected to result in a faster 
evaporation rate. This suggests that in the parameter space explored in this experiment, the 




Figure 6.1. Schematic of the electrospray and differential mobility analyzer 
 
It becomes evident from this overview that the particle size ultimately resulting from 
electrospray synthesis depends on both solution properties and process parameters.157 152, 154 
Furthermore, while the Ganan-Calvo expression of Eq. (6.1), can provide guidance on these 
dependencies, the expression is unlikely to provide a quantitative prediction of the electrospray 
process outcome, which includes not only the step of initial droplet formation, but also the 
evolution of the charged droplet into a dry neutral particle deposited onto a conductive substrate. 
Integration of an in situ aerosol sizing tool to evaluate particle size prior to deposition, as 
implemented here, advances our ability to quantitatively understand the role of these various 
parameters by deconvoluting post-deposition microstructural evolution from the outcome of the 
droplet generation and particle creation steps. 
 
6.1.4. Experimental procedures 
 
Materials preparation and solution characterization - The electrolyte CsH2PO4 was synthesized 
from aqueous solution as described elsewhere.163 In brief, stoichiometric quantities of CsCO3 (Alfa 
Aesar, 99% metal basis, Stk# 12 887) and H2PO3 (Mallinckrodt Chemicals, 85%, Stk#2788-14) 
were dissolved in deionized water and the precipitation of the compound was induced by 
introduction of methanol (EMDMillipore, HPLC grade, Stk#67-56-1). Phase formation was 
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molecular weight 8000, purity), found in our previous work to be effective for morphological 
stabilization of the resulting structure15, was acquired from a commercial source (Alfa Aesar, Stk# 
41626) and used without further purification. [Aqueous solutions of these compounds served as 
the electrospray liquid.  
As indicated from the discussion above, several properties of the electrospray solution and 
process parameters influence the synthesis outcomes. The three properties of the greatest 
relevance, solubility of CsH2PO4, electrical conductivity, and surface tension, were measured here. 
Solubility was determined using straightforward light scattering methods. Granulated CsH2PO4 
was added incrementally to the solution of interest at room temperature under continuous stirring 
while observing the light scattering that resulted from shining a conventional laser light on the 
liquid. If scattering was observed beyond one hour of stirring, the solution was considered to be 
beyond the saturation limit. Electrical conductivity was measured using a digital conductivity 
meter (Omega CDH-7X, applied DC voltage: 10 mV) equipped with fixed stainless steel 
electrodes which were cleaned prior to each measurement. The surface tension of selected 
solutions was measured via the DuNuoy ring method, using a Cenco Interfacial Tensiometer 
(Precision direct reading model, Ser. No. 909) and a CSC Scientific Inc. platinum ring (Cat. No. 
70542, mean circumference 5.992 cm).  
 
 
Experimental apparatus - The electrospray apparatus constructed for the fabrication of 
nanoparticulate CsH2PO4 has been described previously.
164 Briefly, the system consists of a heated 
chamber into which the CsH2PO4 solution is supplied by mechanical pumping through an 
electrically biased stainless steel capillary positioned to electrospray upwards, as shown in Figure 
6.1. For fabrication of fuel cell electrodes, a carbon paper substrate is placed 3 cm from the 
capillary tip and particles are directly deposited on this substrate. An example of the type of 
structure resulting from this deposition is shown in Figure 6.2, a scanning electron microscopy 
image (ZEISS 1550VP Field Emission SEM); the morphology is similar to what we have 
previously reported. To facilitate in situ particle sizing, the electrospray apparatus is modified by 
removing the grounded substrate holder for electrode deposition and replacing it with a grounded 
collection tube (ID 4.8 mm, OD 20 mm) exiting from the top of the chamber. A small flow of 
aerosol is extracted from the electrospray chamber through this orifice and directed to a differential 
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mobility particle size analyzer (DMPS). The benefits and challenges of combining electrospray 
atomization and particle sizing have been addressed in a handful of previous studies [Knutson & 
Whitby (1975)165]; the system constructed here is described in some depth below. 
 
 
The DMPS is comprised of three primary components: a 210Po neutralizer, a cylindrical 
differential mobility analyzer (DMA, TSI Model 3081), and a butanol condensation particle 
counter (CPC, TSI Model 3010). The neutralizer is positioned upstream of the DMA and 
immediately after the sampling orifice. By exposing the particles to an electrically neutral cloud 
of positive and negative gas ions the neutralizer serves to reduce the charge per aerosol particle, 
as required for subsequent sizing. A 210Po neutralizer was selected as it has the most efficient 
neutralizing properties for the initial charge distribution and flow rates resulting from the 
electrospray system utilized. Within the 210Po neutralizer environment the aerosol attains a steady-
state charge distribution in which a small but known fraction of the particles carries a single 
elementary unit of charge, i.e. q =  e. The positioning of the neutralizer is selected to minimize 
losses due to electrostatic repulsion and deposition on walls, which could, in turn, influence the 
measured particle size distribution.166 After passing through the neutralizer (beyond which aerosol 
droplet size can decrease only via evaporation of any residual liquid), the polydisperse aerosol is 
introduced into the cylindrical DMA (flow rate of 0.3 l min-1), the core component of the DMPS. 
A DMA-sheath gas (flow rate of 3 l min-1) is also introduced at the inlet of the DMA, Figure 6.1. 
Charged particles entering the DMA are classified according to the velocities with which they 
migrate across the particle-free sheath-gas flow that is confined between coaxial cylindrical 
electrodes held at different voltages. Particles of different diameter are selected by adjusting the 






electric field strength that is applied transverse to the flow, where the voltage range is bounded by 
the electrostatic breakdown at the high end and the onset of diffusional degradation at the low end. 
Because the drag force is a monotonic function of diameter, singly charged particles are 
differentially displaced by the electric field. Those particles whose transit time across the channel 
equals the residence time in the classification region are eluted in the classified flow. Their mean 
mobility, Zp, is simply their velocity (obtained from the residence time and gas space velocity) 
divided by the electric field. The remainder particles are rejected in the excess flow or deposited 
on the walls of the classifier. The classified aerosol exiting the DMA at each voltage step is then 
directed to the condensation particle counter (CPC). Conducting polymer tubes were used as 
interconnections in order to avoid parasitic fields arising from charge buildup, which may cause 
severe aerosol losses and, hence, complicate the measurement of the particle size distribution. In 
the CPC the particles are grown to a sufficiently large size that they can be counted optically. The 
mobility distribution so determined was translated into a size distribution recognizing that the 


















  , (6.3) 
where Cc is the slip correction factor and  the mean-free-path of the gas molecules. For small 
particles in the free molecular regime, Zp   dp-2. The charge on the particles is taken from the 
known distribution resulting from the 210Po neutralizer. To establish whether the neutralization 
was sufficient, the residual charge carried by the aerosol particles was measured via a grounded 
probe and a picoammeter (Keithley 480) placed downstream of the 210Po neutralizer.  
The data were analyzed using the following standard methodology.168 The DMA voltage 
measurement range was 84 V to 500 V, with step sizes linearly varying from 8.2 V to 17 V. At the 
operating flow rates, this corresponds to a particle size range from 10 to 100 nm. Periodically, a 
wider particle size range was scanned with voltages ranging from 84 V to 5.2 kV and step size 
varying linearly from 8.2 V to 40 V. The measurement time was 10 seconds at each step, with the 
concentration recorded every second, i.e. 10 measurements per step. The transients between the 
size steps were deleted and the concentration data for each size step averaged and adjusted for 
aerosol particle-size-dependent charging statistics described by Hoppel & Frick (1986)169 and 
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manufacturer specified counting efficiency of the CPC. The raw data (counts vs. applied voltage) 
were inverted to obtain the size distribution for each electrospray condition using the methodology 
proposed by Stolzenburg & McMurry (2008)168. The resulting distribution was subsequently fitted 
to a log-normal function - the standard distribution function for dilute nanometer sized aerosol 
particles - from which the geometric mean diameter, dg, and standard deviation of the distribution 
were obtained, Figure 6.3. The standard deviations in the size distributions are shown as error bars 
in figures in which the mean sizes are reported. The system was calibrated using stock polymer 
spheres (21, 59, 82, 92, 105 nm diameter, Nanosphere Size Standards, Duke Scientific Corp.) 
dispersed in de-ionized water and aerosolized via a standard particle aerosolizer170. 
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Figure 6.3. Example of particle size measurements and data analysis. (a) Counts (cm−3 s−1) as a 
function of particle diameter, multiple measurements, as detected at discrete particle sizes; and 
(b) averaged values and fit to a log-normal distribution. 
 
Parameter variations - Key parameters were varied to determine their impact on mean particle 
size and size distribution. Given the breadth of the parameter space, the problem was parsed by 
retaining a set of default parameters and changing only one variable at a time, Table 6.1. This 
default parameter set had been determined in a previous study to be adequate for deposition of 
porous solid acid fuel cell electrode structures.164 Both solution properties (CsH2PO4 
concentration, methanol to water ratio, and PVP concentration) and process parameters (voltage, 
temperature, nitrogen flow rate, and precursor solution flow rate) were varied in this study. The 




evaluate reproducibility and enable determination of experimental uncertainty. The range of 
parameter space accessible (in particular the voltage and precursor liquid flow rate), was limited 
to those conditions that yielded a stable Taylor cone-jet spraying mode. The stability of the spray 
was monitored by visual observation through the viewing port of the apparatus. Erratic fluctuations 
in the Taylor cone were interpreted as indications that other spraying modes, such as the multi-jet, 
pulsating, or dripping mode, had emerged,171 and such conditions were avoided. Instabilities in the 
Taylor cone were also reflected in increases in the breadth of the particle size distribution.172  
 
6.1.5. Results  
 
Solution properties - The solubility limit for CsH2PO4 in water methanol mixtures determined 
here is presented in Figure 6.4. The solubility decreases exponentially with increasing methanol 
content, from 137.9 g/L in 100% H2O to 0.5 g/L in 90 wt% methanol, and undetectable solubility 
in 100% methanol. These values set the limit of the maximum CsH2PO4 concentration that can be 
employed in the electrospray solutions. Use of solutions with solute concentrations no higher than 
~50 % of the solubility limit ensured that the electrospray nozzle would not clog during operation 
over long time periods (>1 hour). At the default methanol concentration of 53 wt% this process-
imposed limit corresponds to a CsH2PO4 concentration of 5 g/L, in turn, corresponding to a volume 
per cent of solids of 0.16 %. Thus, the radius of the equivalent solid material contained in the 
droplet is smaller than that of the droplet by a factor of 8.5 for the default solution concentration. 
 












































































The impact of CsH2PO4 and methanol concentration on solution properties (conductivity 
and surface tension) are presented in Figure 6.5. Varying the CsH2PO4 concentration has a 
dramatic impact on the solution conductivity, but limited impact on the surface tension of the 
solution. For example, for a methanol concentration of 50 wt% (close to the default) the 
conductivity rises from negligible (< 0.1 mS/cm) in the absence of CDP to ~ 2 mS/cm at a CDP 
concentration of 10 g/L, whereas the surface tension is almost unchanged, rising from 31.6 to 33.8 
over approximately the same CDP concentration range. Both results are in line with expectations 
for introducing ions into an aqueous solution. In contrast, the methanol concentration influences 
dramatically the surface tension but has a smaller effect on conductivity, the latter particularly at 
low CDP concentrations. The measured values for the surface tension of pure distilled water and 
pure methanol, with values of 73.4 mN/m and 22.5 mN/m, respectively, are in excellent agreement 
with the literature, as are the measured values for the mixtures thereof. Introduction of CDP has 
little effect on the dependence of surface tension on the solvent composition. In the case of 
conductivity, this property decreases linearly with increasing methanol concentration, for example, 
at a CDP concentration of 3 g/L the value drops from 1 to 0.42 mS/cm as the methanol content is 
increased from 16 to 60 wt%, and the sensitivity to methanol concentration increases with 
increasing electrolyte concentration. The additive PVP was found to have negligible effect on both 
the solution conductivity and surface tension, specifically over the concentration range from 0 to 










































         



























































Figure 6.5. (a) Surface tension of precursor solutions with 16 wt %, 33 wt %, 50 wt%, and 60 wt% 
methanol in water vs. CsH2PO4 concentration. Inset is surface tension of precursor solutions vs. 
methanol concentration (3 g/L CsH2PO4 and no CsH2PO4, respectively). (b) Conductivity of 
precursor solutions with 16 wt %, 33 wt %, 50 wt%, and 60 wt% methanol in water vs. CsH2PO4 







These results suggest that, although the methanol content and CDP concentration have 
measurable impact on the important properties of conductivity and surface tension, because of the 
-1/6 power law dependence of dj on γ and K, the impact on initial droplet size may, in fact, be 
slight.  
 
Particle size trends - An initial exploration of the system behavior was carried out by varying the 
applied capillary voltage, the results of which are summarized in Figure 6.6. The current measured 
with and without the 210Po neutralizer show, in the former case, a current that is nearly zero, and 
in the latter, a current that increases linearly with voltage, demonstrating the high efficiency of the 
neutralizer. As measured in the absence of the neutralizer, an increase in voltage resulted in an 
increase in current. However, counter to the behavior expected according to Eq. 6.3, this increased 
current did not necessitate an increase in the liquid flow rate to maintain the Taylor cone. This 
observation reveals the limitations of analyses of the electrospray process that ignore complexities 
such as capillary shape and surface tension between the liquid and capillary material. Nevertheless, 
it is apparent that, at the lower voltages within the range of this particular exploration, the spray 
becomes increasing erratic, as reflected in the increase in the particle size distribution (reflected in 
the error bars). For each measurement of particle size distribution in the subsequent results, voltage 

























































Figure 6.6. Influence of electrospray voltage on (a) mean particle size in the CDP aerosol, and 
(b) detected current, with and without the Po neutralizer. Solution and process parameters as 
given in Table 6.1 (default values), with CDP concentration of 10 g/L. 
 
 
Turning to the influence of parameters expressed in Eq. (6.1), the expected variation in 
initial droplet size and corresponding solid volume is shown in Figure 6.7 as a function of 
methanol concentration, CDP concentration and liquid flow rate. Overall, an initial droplet size in 
the range of 1 to 3 µm is expected for the range of conditions explored, and the predicted particle 
sizes range from 100 to 350 nm. The latter values are substantially larger than the ~ 25 nm 
determined experimentally, for example in Figure 6.6a, a point to which we return below. 
Increasing the methanol concentration is predicted to cause the size of the initial droplet and 
accordingly that of the dry particle to increase slightly. This can be understood to result from the 
slight decrease in surface tension and in conductivity with increasing methanol concentration 
(Figure 6.5), in combination with the weak power law dependence of dj on these two parameters 
in Eq. (6.1). Varying the CDP concentration has a noticeably more significant impact on initial 
droplet size, causing it to decrease by a factor of almost two over the range explored. This is largely 
a result of the substantial increase in solution conductivity with increasing solid acid concentration. 
However, because each droplet now carries a greater mass of CsH2PO4, one expects that the 
ultimate particle size will increase with increasing CDP concentration. Liquid flow rate is 
predicted to be the most effective parameter for manipulated droplet and ultimately particle size. 
As given in Eq. (6.1), the power law exponent in this case is ½, much larger than the 1/6 exponent 
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Figure 6.7.  Expected variation in initial droplet size and corresponding expected variation in 
solid volume according to Eq. (6.1) as a result of varying solution and process parameters: (a) 
varied methanol concentration, (b) varied CsH2PO4 concentration, and (c) varied liquid flow rate. 








Figure 6.8a summarizes the impact of methanol concentration on the mean particle size 
measured. In agreement with the theoretical prediction, methanol concentration has minimal 
impact on the final aerosol particle size. Here the CsH2PO4 concentration is fixed at 5 g/L and no 
other components are added to the solution. With increasing methanol concentration in the 
precursor solution, that is decreasing precursor solution surface tension the mean particle diameter 
decreases only slightly. At 22 wt% and 53 wt% methanol concentration, a less stable spraying 
mode (pulsating mode) was observed, corresponding to low particle concentrations and a broad 
particle size distribution. At 25 and 36 wt% methanol, we observe the narrowest particle size 
distribution and the highest measured concentration, respectively. Rather remarkably, increasing 
the CDP concentration causes a substantial decrease in particle size, Figure 6.8b. As noted, while 
a decrease in initial droplet size is to be expected, the size of the final dry particles is expected to 
increase. Clearly, this expectation is not met. Finally, the precursor solution flow rate can be varied 
within a range, controlled by the stability of the Taylor cone spraying mode.172 Increasing the 
liquid flow rate has the expected impact of increasing the particle size, Figure 6.8c. We observed 
both a reduction in CsH2PO4 particle size and a narrower particle size distribution with a decrease 
in precursor solution flow rate, Figure 6.8c. At flow rates higher than 2.5 ml/h, the dripping mode 
was observed. At flow rates lower than 0.5 ml/h, the Taylor cone disappeared periodically and 
clogging of the capillary tip occurred frequently. The particle size distribution is narrowest at 0.5 
ml/h. 
Figure 6.6a shows minimal variation in the mean particle size as the electrospray voltage 
is varied over the narrow range of 4.9 to 5.75 kV, limited by the stability of the Taylor cone 
spraying mode. More significant is the narrowing of the particle size distribution as voltage is 
increased. Figure 6.6a, shows a significantly broader particle size distribution at the lower bound 
of the applied voltage. At voltages higher than 5.75 kV, corona discharge and/or occasional 
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Figure 6.8. Mean particle size of aerosol vs. (a) MeOH concentration, (b) CsH2PO4 concentration, 
and (c) liquid flow rate through electrospray capillary with standard deviation of the distributions 
indicated.  
 
When the surfactant PVP is added to the electrospray precursor solution, the mean particle 
diameter increases monotonically, see Figure 6.9a. We observe the narrowest particle size 
distribution with the highest peak concentration at 10 g/L, indicating a stable spraying mode. The 
particle size exhibits a broad minimum with electrospray temperature (heated gas lines, chamber, 
and substrate). Smaller electrolyte particles are seen at 60 and 100°C, with a significantly larger 
particle size and higher concentration at 120°C as shown in Figure 6.9b. The particle size 
distributions were significantly narrower at the intermediate temperature range. The final 
parameter giving a reduction of the electrolyte particle size is the nitrogen sheath gas flow rate. 
The increased nitrogen sheath gas flow rate results in a significant initial decrease in particle size 


































































































Figure 6.9. Mean particle size of aerosol vs. (a) PVP concentration, (b) electrospray chamber 
temperature, and (c) sheath nitrogen flow rate through electrospray capillary with standard 





Generally, the trends can be explained by applying current models for the initial droplet 
formation from the Taylor cone.153, 154, 173, the evaporation-fission sequence75, 157, 158 23, 24, and 
solute precipitation174 175, 176. The dynamic equilibrium between surface tension and repulsive 
electrostatic forces at the tip of the electrospray capillary determine how the droplets are ejected 





the liquid before droplets form when the cone jet breaks up. The formation of aerosol droplets is 
more facile and occurs more frequently for high conductivity and low surface tension solutions, 
resulting in smaller initial droplet size.  
Similarly, highly charged liquid aerosol droplets experience both repulsive Coulombic 
forces and stabilizing forces due to surface tension. As the solvent evaporates without carrying a 
significant amount of charge away from the primary droplet, the charge concentration increases 
up to the Rayleigh limit, when Coulomb fission or oscillatory instabilities occur according to the 
charge residue model. The Rayleigh limit is reached faster when the surface tension is lower and 
the droplet charge higher, leading to more frequent droplet fission events. Solvent evaporation rate 
is higher from smaller droplets, also favoring more frequent fission events. Fission events can 
occur multiple times during droplet flight, leading to significantly smaller aerosol droplets. When 
the aerosol droplets reach the neutralizer, the charge per droplet is reduced so that fission events 
become impossible. Beyond the neutralizer droplet size reduction can only occur via solvent 
evaporation. At this stage, the final electrolyte particle size is dependent on the droplet size and 
the solute concentration. As the solvent evaporates, the solute concentration of the droplets 
increases. The solute precipitates when critical supersaturation is reached, forming either solid 
particles or hollow shells, depending mainly on the solvent evaporation rate. Volume precipitation 
is favored at low evaporation rates, while surface precipitation is favored at high evaporation rates.  
Considering the results of this paper, the decrease in the mean particle size with increasing 
CsH2PO4 concentration observed in Fig. 5 is consistent with the increased solution conductivity. 
A higher conductivity results in smaller initial aerosol droplets and a higher evaporation rate. In 
addition, higher solution conductivity permits more charge to be transferred on the aerosol droplets 
at the Taylor cone. Stronger repulsive Coulomb forces cause less stable aerosol droplets leading 
to more frequent disintegration events and, hence, smaller aerosol droplets. The leveling off of the 
particle size is plausibly a result of the higher amount of solute per droplet as the CsH2PO4 
concentration continues to increase.  
If we take this measured particle size to reflect solid rather than liquid particles, we can 
estimate, based on the solubility limit, the droplet sizes prior to solid precipitation. This provides 
an indication of the liquid content of the particles as they impinge onto the substrate. In the case 
of 25 nm and 45 nm solid CsH2PO4 particles, the droplet sizes, beyond which no further Coulomb 
fission events are possible, are 86 nm and 150 nm, respectively, in a 53 wt% methanol-water 
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solution. We also observe a decrease in the standard deviation, i.e., a more monodisperse particle 
size distribution with increasing CsH2PO4 concentration, consistent with a more stable Taylor 
cone. A CsH2PO4 concentration larger than 5 g/L leads to frequent clogging of the capillary and 
hence is not suitable for long-term operation (>1 hour). 
The slight decrease of the mean particle diameter with increasing methanol concentration 
is consistent with the decreasing surface tension of the solution; however, the effect is moderated 
by the simultaneous drop in solution conductivity, which reduces the droplet charge. In addition 
to smaller size initial aerosol droplets due to lower surface tension, methanol has a lower boiling 
point than water. Decreasing the water-methanol ratio should allow faster evaporation of the 
solution and, with that, more frequent droplet disintegration events before the aerosol enters the 
neutralizer. This effect is less dramatic because of the decrease of the solution conductivity with 
increasing methanol concentration, so that the droplets are charged to a smaller fraction of the 
Rayleigh limit, driving fewer fission events. 
Similarly, the slightly lower surface tension with increasing PVP content does not impact 
particle size. The added volume of the surfactant as a skin on the electrolyte particles probably 
influences the evaporation rate adversely to counter the surface tension effect.176  
When the applied capillary voltage is increased, the droplets are charged to a higher fraction of the 
Rayleigh limit, facilitating droplet disintegration.177 Since the range of the voltage variation is very 
limited, the particle size reduction at the high end of the applied voltage range is also barely 
detectable. 
When the electrospray temperature is varied, the reduction of the mean particle diameter 
can be explained by the higher evaporation rate of the solvent and the reduction of the surface 
tension. A higher solvent evaporation rate allows more frequent fission events leading to smaller 
electrolyte particles. At very high evaporation rates, hollow particles with larger diameters are 
generated as in other salt containing liquid systems, explaining the marked increase in the mean 
particle diameter and the width of the particle size distribution, without the increase of the solute 
supply rate.  
Finally, an increase in the nitrogen flow rate effectively reduces the partial pressure of the 
solvents and hence increases the evaporation rate in addition to possible convective effects, leading 


















Range 22 – 53 0.5 - 10 
 
1 – 30 
 
22 – 120 200 - 1200 0.5 – 2.5 4.9 – 5.75 
Default 53 5 or 10 1 100 1000 0.5 5 
Table 6.1. Parameters varied in the electrospray deposition process. The sprayed solution consists 
of CsH2PO4 dissolved in a water-methanol mixture, in some cases with PVP added as a surfactant. 
*The voltage and liquid flow rate settings cannot be varied entirely independently as they are 




In situ aerosol size measurement via a differential mobility particle sizer allowed the 
characterization of the electrospray parameter space, including the precursor solution composition, 
surface tension, conductivity, and flow rate; and the electrospray sheath gas temperature, flow rate, 
and electrospray voltage. The process established here yielded insights into the influence of certain 
parameters on the final particle size, and this process can be applied to similar systems for rapid, 
in situ exploration of the large parameter space that is common for nanoparticle synthesis methods.  
The most significant parameters influencing the final particle size are solute concentration, 
electrospray temperature, and nitrogen flow rate, each resulting in a decreased mean particle 
diameter as their value is increased. 
It is interesting to note the size difference between the deposited CsH2PO4 nanoparticles 
with a ~100 nm feature size as observed with a scanning electron microscope164 and the 
consistently smaller particle size of  <50 nm as measured with the differential mobility particle 
sizer. The presented results provide two possible explanations for the size discrepancy. If fully dry 
nanoparticles are measured by the differential mobility particle sizer, then all else being equal, the 
process parameter nitrogen carrier gas flow rate should not have a significant impact on the particle 
size, as it only influences the speed at which the droplets go through the evaporation-Coulomb 
fission-evaporation sequence. But if the droplets entering the neutralizer still contain solvent, a 
further reduction in particle size due to Coulomb fission events is prevented, hence at low nitrogen 
carrier gas flow rates we observe larger particles than at high flow rates. The significantly larger 
feature size of ~100 nm of deposited CsH2PO4 can be explained by the presence of solvent in the 
droplet when deposited, which is not sufficient to re-dissolve the already deposited porous, fractal 
structure, but enough to prevent the crystallization of sub-100 nm particles. Increasing the capillary 
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to substrate distance may lead to smaller, dry particles depositing. Furthermore, the low melting 
temperature of 345C, and the high hygroscopicity of CsH2PO4 explain fast agglomeration of the 
nanoparticles even at ambient conditions without a stabilizing agent.  
Depending on the possibility of stabilizing the nanometer phases and allowing fully dry 
CsH2PO4 nanoparticles to deposit on a substrate, this result opens the opportunity for fabricating 
composite solid acid fuel electrodes that have the ideal structure consisting of percolating, porous 
networks of 12 nm CsH2PO4 particles. These structures hold the promise of much improved 
catalyst utilization allowing for significantly enhanced fuel cell power density values with equal 
























Section 6.1. Supplementary material  
 
6.1.1. Solvent evaporation of a single µm sized droplet 
  
For an isothermal, quasi-steady state evaporation of a spherical droplet, Maxwell obtained 











= 2𝜋𝑑𝑑𝐷𝑣(𝑐𝑤,∞ − 𝑐𝑤,𝑠),                  (6S.1) 
 
 
where dd is the diameter of the droplet, ρ is the droplet density, cw,∞ and cw,s is the concentration of 
water in the gas and surface of the droplet, respectively, and Dv  is the diffusivity of water vapor in 
air as a function of temperature and pressure given as  Dv=(0.211/P)(T/273)
1.94 in cm2 s-1. 
Evaporation of sub-micron droplets is in the Knudsen transition regime, hence, non-continuum 














,               (6S.2) 
 
where 𝛼𝑐 is the water accommodation coefficient, Mw is the molar mass of droplet and R is the gas 
constant.  Equation 6S.1 is derived on the assumption that the interfacial concentration cw,s is 
constant (equivalent to assuming the interfacial temperature Ta is constant). When the initial 
temperature of the droplet is different from the surrounding continuum and a large heat of 
vaporization is involved, the interfacial temperature cannot be expected to be constant, especially 
during the short time after vaporization begins 179. Therefore, the heat and mass transfer processes 













),             (6S.3) 
 
where α =k/ρcp is the thermal diffusivity of air and ur is the mass average velocity. The first term 
is the convective term called Stefan flow, which can be neglected on the assumption that the bulk 
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flow of vapor is small compared with diffusional flux of vapor. Hence, an energy balance on the 
droplet can be written as 
 
2𝜋𝐷𝑝𝑘𝑎
′ (𝑇∞ − 𝑇𝑎) = −∆𝐻𝑣 (
𝑑𝑚
𝑑𝑡
).                             (6S.4) 
 
Ta is the surface temperature, T∞ is the environment temperature, ΔHv is the latent heat of 
vaporization and ka’ is the modified form for the thermal conductivity of air accounting for non-














,                              (6S.5) 
 
where 𝑘𝑎 = 10
−3(4.39 + 0.071𝑇) in Jm-1s-1K-1, and Ma, ρ and cp are the air molar mass, density 
and heat capacity, respectively. 𝛼𝑇 is the thermal accommodation coefficient, which is also 
uncertain and often set equal to the value of the mass accommodation coefficient 𝛼𝑐. Equation 
6S.4 simply states that at steady state the heat released during water condensation is equal to the 
heat released to the droplet surroundings 180.  
There are two types of factors that affect the kinetics of droplet growth and evaporation 
given in Equation 6S.1; namely, those that provide resistance to heat and vapor flow and those 
that change the equilibrium vapor pressure of the droplet. The thermal and water accommodation 
coefficient belong to the first group representing resistance to heat and vapor flow. Two opposing 
factors belong to the second type - the Kelvin effect and the solute effect. The Kelvin effect of the 
droplet surface curvature tends to cause an increase in vapor pressure as the droplet decreases and 
the solute effect causes a decrease in vapor pressure as radius decreases. One or the other of these 
effects is dominant depending on the droplet radius and solute content of the drop. Substituting 




















where Mw is the molar mass of the solution, 𝑝0(𝑇∞) is the vapor pressure at T, 𝑝𝑤,∞/𝑝
0(𝑇∞) is the 
environmental saturation ratio and is equal to unity (relative humidity is equal to 100%) when the 
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],     (6S.8) 
 
where ns is the number of moles of solute, σw is the droplet surface tension, γw is the activity 
coefficient, 𝑣?̃? is the partial molar volume of water and du is the diameter of insoluble particles in 
the droplet solution. γw was estimated with the Davies equation for a 10g/L cesium di-hydrogen 
phosphate solution in water as 0.8. The first two terms in Equation 6S.8 are the Kelvin effect, 
giving the dependence of vapor pressure on surface tension and droplet diameter, the third term in 
Equation 6S.8 accounts for the solute effect from Raoults’s law.   
 
The second term in Equation 6S.7 is a ratio of water saturation pressures at Ta and T∞ and is given 










)ቃ.       (6S.9) 
 


























)]].  (6S.10) 
  
138 
Equation 6S.10 and Equation 6S.4 are coupled and must be solved numerically to describe the 
evaporation rate of a single droplet. The set of parameters used to solve the evaporation are given 
as follows; T∞ =373K, and the concentration of the solute of choice (cesium di-hydrogen 
phosphate) is 10g/L. The solvent parameters molar mass, surface tension, density correspond to 
values for water. Figure 6.S.1 shows the evolution of a single droplet of initial droplet size of 1μm 
to its dry solute size 100nm for varying relative humidity and ambient temperature and a water 
accommodation coefficients (αc) and the thermal accommodation coefficient (αT) of unity.  
 
 
Figure 6.S.1. Evolution of a single 1µm droplet to 100nm dry CsH2PO4 particle in 20-99% 
relative humidity and ambient temperature of (a) 250C and (b) 1000C. 
 
The evaporation coefficient (αC) is defined as the fraction of molecules that hit the liquid 
surface and condense. This is also called the sticking probability and corresponds to the water 
accommodation coefficient in the derivations above. Polar liquids like water vaporize at 
significantly lower rates than the maximum rate predicted by kinetic theory using the equilibrium 
value of vapor pressure, and therefore have a smaller value of evaporation coefficient than non-
polar liquids. An increase in water accommodation coefficient (sticking probability of water to the 
droplet) decreases the modified diffusivity of the water molecule in air. On the other hand, increase 
in the thermal accommodation coefficient (transfer of vapor molecules across the interface) 
increases the modified thermal conductivity of air.   
The magnitude of the non-continuum correction depends strongly on the value of the water 
accommodation coefficient (αc) and the thermal accommodation coefficient (αT). In Figure 6.S. 1, 
αc=αT. The value of αc has been subject to be debate, a value of 0.045 was used by Pruppacher and 
Klett, while ambient measures suggest a value closer to unity 180, 181. Fukuta et al explain the 
𝑝𝑤,∞
𝑝𝑜(𝑇)








difference between thermal accommodation coefficient and evaporation coefficient (water 
accommodation coefficient) 182. They define the thermal accommodation coefficient as the transfer 
of heat energy by molecules arriving and leaving the interface between a gas and a condensed 
phase, and consider it to be related to the transfer of vapor molecules across the interface. 






 ,                                                                                                                    (6S.12) 
 
where T1 is the temperature of the gas molecule (T1=373K), T2 is the temperature of the condensed 
phase and 𝑇2
′ is the temperature of the gas molecule leaving the condensed phase. If we assume T2 
is the initial droplet temperature, 298K, and 𝑇2
′ is the geometric mean, 336K, this corresponds to a 
thermal accommodation coefficient (αT) of 0.5.  
The combined effect is shown in Figure 6.S.2 where the change in droplet evolution time 
for constant relative humidity of 40% is shown for varying αC = αT. It is evident that, αc and αT do 
not have a significant effect on the overall prediction of evaporation rate in this setup.  
 
                                              
Figure 6.S.2. For αT = αC ranging from 0.05-1, the evolution of a single droplet of initial droplet 
size 1μm at 40% relative humidity and T=100 °C. 
 
The results above indicate that the drying time of a micron sized droplet is in the 
millisecond range. Since the particles have a substantially long flight time to the analyzer (22sec), 
the particles sizes reported in Section 6.1. are of dry CsH2PO4 nanoparticles.  
 




Section 6.2. Electrospray throughput 
 
 
 The main challenges of the electrospray process are its low throughput and the uniformity of 
the deposited film. The electrospray throughput is on the order of 10μl/hr in the cone-jet mode 183. 
Such low flow rates severely limit the use of a single electrospray emitter in industrial applications 
183. Therefore, several studies have been done on scaling up the electrospray process 71, 183-189. Very 
sophisticated multi-electrospray arrays have been manufactured by micro-fabrication techniques 
for mass spectrometry applications 185, 187, 188, 190. These designs are aimed at mass spectrometric 
sensitivity rather than increasing the flow rate. Laser etching and MEMS techniques have been 
used for liquid fuel combustion 186, 189. Although these works are aimed at increasing throughput, 
they are not intended to deposit uniform overlapping films suitable for fuel cell electrodes. A 
common characteristic of the emitters in the works above is the conical shapes at the tip of the 
capillary to anchor the Taylor cone menisci. This is because the Taylor cone is less likely to be 
stable in a single cone-jet if the capillary tip is flat and sharp. In addition, it is unclear in most of 
these works if the emitters operated in the steady cone-jet mode necessary for nanostructure 
fabrication. There are some important issues addressed in the literature that are useful to the 
proposed multi-capillary electrospray process for fuel cells.  
 Rulison et al. found that the potential required to establish Taylor cones on each capillary 
increases with decreasing distance between capillaries in a linear array but the liquid flow rate per 
cone was independent of spacing 71. In addition, they found that dummy capillaries must be placed 
at the ends of the array to reduce field distortions at the capillary tips. Without these capillaries, 
the Taylor cones located at the ends of the array are distorted and tilt away from the inner 
capillaries. Although this work does not report the uniformity of the deposition profile, unstable 
Taylor cones at the edges that are tilted away from the center could lead to non-uniform deposition.   
 Deng et al. fabricated a 90-microneedle injector in a hexagonal pattern on a silicon thin plate. 
This is the electrospray with the highest compactness built thus far at 250 emitters per square 
centimeter 185. They found that with such high compactness, an intermediate electrode called an 
extractor was required to lead the droplet from the cone tip to the ground electrode. The extractor 
is a metal plate with holes aligned with the emitter. Without an extractor, the space charge from 
the cloud of charged droplets is significantly high causing shielding of the electric field near the 
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surface of the Taylor cones located in the central part of the atomizer. These affected emitters lose 
the cone-jet shape, stop emitting mass and charge, or have fluctuating Taylor cones. The extractor 
also lowers the voltage difference required to form the Taylor cone. This is significant since 
increasing the number of emitters and decreasing the distance between the emitters increases this 
voltage. In addition, if the extractor to emitter distance is smaller than the distance between each 
Taylor cone, the electric field near a conical meniscus due to the extractor is larger than the effect 
of the neighboring Taylor cone. Therefore, each Taylor cone is electrically isolated from all the 
others 183.  
 Finally, Bocanegra, Barrero, Loscertales and Marquez reported that liquids could also be 
electrosprayed in a steady cone-jet mode without using capillaries or tips but through holes on a 
flat metallic surface 183, 191-193. The authors also found that, like Deng, an extractor plate with larger 
holes aligned with the emitting holes is required for stable Taylor cones. Unfortunately, the authors 
do not detail the uniformity of films deposited in these works but clearly increase throughput with 
high compactness of emitters. Most importantly, feeding holes through a reservoir versus multiple 
capillaries greatly simplifies fabrication. 
 Therefore, there are significant factors to be considered in the case of a multi-spray setup. 
Electrical shielding in the form of dummy capillaries or metal extractors will be crucial to forming 
multiple stable Taylor cones.  
 
6.2.1. Experimental details  
 
Simulations were done to gain insight on the electrospray system. COMSOL is a multi-physics 
simulation package used to calculate the trajectory and magnitude of the electric field lines emitted 
from a capillary. COMSOL simulations give insight to the behavior of the electric field with 
differing geometries. This is important because the electric field lines predict the particle flight 
path. This is because electrostatic forces on the charged particles are dominant, in comparison to 
drag force as a result of the sheath gas, and the gravitational pull on the charged particles. The 
electric field can be derived from the negative gradient of the scalar potential as shown in Equation 





                                                          𝐸 = −∇φ,                                              (6.2.1) 
                                                 ∇2𝜑 = −
𝜌
𝜀0
 ,                                            (6.2.2) 
 
where ρ is the space charge density and ε0 is the permittivity of free space. In the electrospray 
model the space charge density is a function of distance and time. The charged droplets after 
emission from the Taylor cone experience a changing charge density as they move towards the 
substrate. This makes solving the Poisson’s equation almost impossible. Some groups have 
developed models with intensive computing methods to simulate the electrospray space charge 
cloud184 185. The COMSOL package can model the Laplace equation (∇2𝜑 = 0). Therefore, in 
these simulations it is assumed that the space charge density is zero. This is an assumption that the 
electric field information calculated by COMSOL represents the initial behavior of the droplet 
right after emission from the Taylor cone.  
 The electric field required to overcome the surface tension of a liquid and establish a Taylor 
cone is given as 71 






,                                                 (6.2.3) 
 
where rc is the capillary radius, γ is the gas-liquid surface tension, θ is the cone semi vertex angle, 
and ε0 is the permittivity of free space. The equilibrium cone semi-vertex is 49.30, ignoring space 
charge effects 71. The onset capillary voltage required to establish this electric field at the capillary 
tip is 
 









) ,                                 (6.2.4)  
 
where h is the distance between the capillary tip and the grounded substrate. The greater the 
distance between the capillary tip and substrate, the higher the voltage required to establish a 
Taylor cone. 
 From the calculated electric field at the capillary tip, it can determine if a Taylor cone will 
form on a capillary in a defined setup, and a specified set of parameters, with Equation 6.2.3. 




               
Figure 6.2.1. Electric field map showing top view and side view, to the right is the scale bar 
depicting red as the highest electric field value. A schematic of Taylor cone formation shown at 
bottom left. (a) Flat capillary (b) Frustum shaped capillary. 
 
The side view shows that the electric field is highest at the sharp edges of the capillary. In addition, 
bottom left schematic shows where Taylor cones will form according to Equation 6.2.3 (electric 
field > 106 V/m). This agrees with literature findings that the capillary tips must be sharpened to 
anchor the Taylor cone 64, 71, 194, 195. The angle at which the authors in the literature sharpened the 
tip is never really specified. Therefore, simulations were made to calculate the electric field above 
the tip of the capillary and at the corner of the capillaries to see if the tip angle has an effect on the 
electric field. Figure 6.2.2 shows that the tip angle does not really affect the electric field above 
the capillary but the electric field at the sharp edges of the capillary increases with an increase in 
tip angle. A tip angle of zero corresponds to the flat capillary. On the other hand, there is a limit 
on the angle of a frustum for a given height. Hence, getting as close to this limit when sharpening 
the capillary tip is paramount. With this insight from COMSOL, an electrospray setup was 
constructed for testing.  
 
(a)  (b)  
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 |E| at the top of the capillary tip

















Figure 6.2.2. Plot of electric field versus the capillary tip angle 
 
 The aqueous solution electrosprayed was 10g/L of CsH2PO4 and 20g/L polyvinylpyrrolidone 
(PVP) dissolved in a 1 : 1 molar ratio of methanol : water mixture. This gives the optimized balance 
between conductivity and surface tension of the solution to maintain a steady cone-jet and deposit 
porous, fractal nanostructures 7. The PVP serves as a surfactant that keeps the solute in solution 
and also prevents the nanostructures deposited from agglomerating. CsH2PO4 was prepared by 
precipitation from an aqueous solution of Cs2CO3 and H3PO4.  The solution enters the deposition 
chamber at a controlled flow rate by a syringe pump via a stainless steel capillary (ID 127μm, OD 
1.6mm, L 50mm) that has been sharpened to a frustum shape. The capillary tip is opposite an 
aluminum substrate holder. The spray geometry is upwards in order to avoid instabilities that can 
arise from dripping of excess droplets. A positive bias in the 4.5 kV – 8 kV range is applied to the 
capillary and the substrate is grounded. The chamber is an aluminum casing with insulating caps 
to electrically isolate the capillary from the substrate holder. The chamber walls are heated 
independently of the substrate. Two inlets on the side of the wall allow preheated N2 gas to flow 
towards the outlets on the substrate holder. The N2 gas serves as a drying gas for the charged wet 
particles moving towards the substrate. The current carried by the flux of charged particles to the 
substrate was measured using a Keithley 40 Digital 3.5 digit Bench Picoammeter connected in 
series between the ground wire and the substrate holder. Monitoring the current is an easier and 
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safer way to monitor the stability of the Taylor cone versus looking through the chamber windows 
at high proximity to high voltage wires. The parameters leading to the porous fractal structure ideal 
for an SAFC are summarized in Table 6.2.1. 
 
6.2.2. Results and discussion  
 
 
In general, the parameters to get a porous, fractal structure with different chambers/setups 
are similar. The discrepancy in voltage is likely because the chambers are different and the 
distance between capillary and substrate is about 1cm longer in my chamber. Although the 
capillary flow rate is significantly lower, deposition rate is similar in both works (~5 mg/h).7 
Therefore, the deposition rate is not necessarily solely determined by the flow rate through the 
capillary. 
 
Parameter Varga et al. 7 This work 
Chamber and N2 
Temperature/0C 
140  100 
Substrate Temperature/0C 140  140 
Voltage/kV 4.5 5 
N2 gas flow rate 1000 1000 
CsH2PO4 concentration/g L
-1 10 10 
Capillary Flow rate /mL h-1 1 0.5 
Table 6.2.1. Electrospray parameters  
 
  It was found that if the solution composition remains the same, the substrate temperature is 
above 100 0C, and the spray is in cone jet mode (~5 kV). Changes to the chamber temperature, N2 
temperature and flow rate do not affect the outcome of the porous fractal structure. On the other 
hand, there are small, insignificant changes in deposition rate with changes in N2 flow rate. This 
agrees with Chen and Perednis’ suggestion that solution composition and substrate temperature 
are the most important factors that determine film morphology. The CsH2PO4 feature size 
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deposited in Figure 6.2.3 is 300 nm. Changes to capillary flow rate, N2 temperature and flow rate 
do not affect the particle size deposited on the substrate. Although the particle size emitted from 
the Taylor cone is determined by the flow rate through the capillary as shown in Equation 6.1, the 
droplets undergo subsequent coulumbic breakup and drying as they move towards the substrate. 
Intuitively, capillary flow rate, N2 temperature and flow rate should affect the particle size 
deposited if dry nanoparticles are deposited directly on the substrate. The results above concur 
with Chen’s observation that spreading and additional drying can occur on the substrate after the 
deposition on the substrate 72. A study has been done in the Haile group on how gas temperature, 
gas flow rate, capillary flow rate, solute composition and solvent composition affect the particle 
size in real time (before deposition). CsH2PO4 particle sizes as small as 12 nm were produced under 
optimized conditions. The CsH2PO4 size is significant because the smallest commercially available 
platinum catalyst size is about 10 nm. Hence, if CsH2PO4 co-deposited by electrospray is the same 




Figure 6.2.3. SEM micrograph of porous interconnected CsH2PO4 obtained by electrospray. (a) 
Published work by Varga et al.7 (b) This work. 
 
 Platinum and platinum black were co-sprayed with CsH2PO4 for electrochemical 
characterization. Incorporation of these electron-conducting and catalytic additives increases the 
solution conductivity, which in turn decreases the particle size emitted from the Taylor cone (Eqn. 





feature size of CsH2PO4 deposited.  
 Electrochemical characterization was done by symmetric cell measurement of the AC 
impedance. This is done by applying a sinusoidal voltage to both sides of a cell with identical 
electrodes, varying the frequency and measuring the resulting steady sinusoidal current. Each 
physical process responds to a certain frequency, based on the time constant of that process. AC 
impedance separates physical properties in the Nyquist plot. Symmetric electrochemical cells were 
fabricated using dense CsH2PO4 and identical, electrosprayed carbon paper substrates were the 
electrodes. The carbon paper served as the current collector from the electrodes. CsH2PO4 powder 
was cold-pressed for 20 min under a uniaxial pressure of 34 MPa. Two porous stainless steel discs 
were placed on the electrosprayed electrodes on either side of the electrolyte for uniform gas 
diffusion to the surface of the electrode.  This ‘sandwich’ is placed in a compression holder that 
goes in to the testing chamber. Electrical data was collected under humidified hydrogen at 248 0C 
using an impedance analyzer (Eco Chemie Autolab PGstat302). The voltage amplitude of 10 mV 
is applied over frequencies ranging from 10 MHz to 1MHz. The H2 flow rate was 30 sccm and it 
was humidified with water flowing through a bubbler at 80 0C.  Figure 6.2.4a is a schematic of 
the components of the symmetric cell sandwich. Figure 6.2.4b is a picture of the symmetric cell 
in the compression holder that goes into the chamber for testing.  
 
 
Figure 6.2.4. Schematic of symmetric cell assembly used for electrochemical characterization. 
(B) Picture of compression holder that holds the symmetric cell in the testing chamber. 
 
 
 Figure 6.2.5 is the impedance spectra in Nyquist form. In general, the Nyquist plot displays 
an arc in the 1MHz to 10 Hz frequency range. The offset along the real axis corresponds to the 
resistance of the electrolyte (thickness) and electrolyte conductivity. The span of the arc 
corresponds to the electrode resistance. The lower the electrode resistance the higher the electrode 
performance. The plot below shows the Nyquist plot for a mechanically milled and pressed 
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electrode with a 3:3:1 composition of platinum : CsH2PO4 : platinum on carbon and that for an 
electrosprayed electrode with a 2:1:1 composition of CsH2PO4 : platinum : platinum on carbon. 
The mechanically milled electrodes have a higher mass of 25mg each and higher platinum loading 
of about 10mg/cm2. The electrosprayed electrodes have a mass of 8mg each and platinum loading 
of about 0.3 mg/cm2. Platinum loading is based on the change in mass of the substrate before and 
after deposition, and is estimated at 0.3 mg/cm2. The impedance of the mechanically milled 
electrode is 0.07 Ω cm2 and the impedance of the electrosprayed electrode is about 0.7 Ω cm2. The 
mechanically milled electrode has lower electrode resistance as indicated by the impedance, but 
the platinum mass normalized activity is the same at 2.2 S/mg. The performance of these 
electrosprayed samples is comparable to the performance of the electrosprayed electrodes with the 
same composition published by Varga (1.5 Ω cm2).7  
 






















Figure 6.2.5. Impedance spectra of a representative CsH2PO4 (CDP) : platinum : platinum on 
carbon symmetric cell collected under humidified hydrogen with a water partial pressure of 0.4 
atm at 2480C. 
 
Although these results are promising there is room for improvement. There are three main 
challenges; the feature size deposited, the uniformity of the film deposited, and the deposition rate.  
 Reducing the CsH2PO4 feature size will increase the power density by increasing the triple 
phase boundaries. Back scattering images of the electrosprayed electrodes show well-dispersed 
bright spots believed to be the Pt nanoparticles. Platinum’s high conductivity can cause rapid 
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discharge of the electrical current and repulsion of the particles from each other. The lack of 
interconnectivity between the catalyst nanoparticles suggests that the current measured by 
impedance is not the total output from every triple phase boundary in the electrode structure. 
Therefore, future work will be done on improving the electrospray electrode structure 
interconnectivity and reducing feature size.  
 
Improving uniformity of the films deposited -Figure 6.2.6a shows SEM images of the cross-section 
of CsH2PO4 electrosprayed on carbon paper. Figure 6.2.6b is a top view. From both images, it is 
clear that the deposition area (~1.3 cm diameter) is non-uniform. The height varies from about 
260μm (Carbon paper thickness) to 580μm at the center of the film. Consequently, this non-
uniformity affects the electrochemical characterization, hence it is important that the film tested 
be fairly flat to maintain good contact with the electrolyte surface. Typically, after SEM inspection 
of an electrosprayed sample, a uniform area of the sample, usually about 0.3-0.7 cm2, is cut out 
and used for electrochemical testing. For accurate comparison between samples, the impedance 
measured must be normalized by the area tested. To make this method useful for fuel cell 
electrodes, the uniformity of the films deposited must be improved. Increasing the area of 




Figure 6.2.6. a) SEM micrographs of the cross section of an electrosprayed CsH2PO4 sample on 
carbon paper. (b) Picture showing the top view of CsH2PO4.  
 
 
  To solve this problem of non-uniformity, the charged cloud of particles has to be spread out 
with a defocusing effect. A defocusing lens is an electrode used in beam physics to interfere with 
the path of a charged beam. COMSOL was used to predict how a metal electrode and 
corresponding bias would affect the electric field emitted from a capillary. Figure 6.2.7a shows 
electric field lines from a single capillary, biased at 5 kV, moving towards a grounded substrate. 




Figure 6.2.7b-d show the electric field line behavior when there is a metal ring with no bias around 
the capillary. The capillary bias is 5 kV. The figure suggests that the smaller the ring the wider the 
field lines spread. In addition, the electric field at the tip of the capillary (top right) decreases with 
increase in ring diameter. Hence, a metal ring of small enough diameter can act as an extractor, 
reducing the onset voltage required to achieve a Taylor cone (electric field >106 V/m).  
 
 
Figure 6.2.7. Side view of the electric field map, the electric field scale bar is on the right. The 
highest value of electric field (at the top right corner) corresponds to the electric field at the 
capillary tip (not visible). (a) Single capillary biased at 5kV. (b) Single capillary surrounded by a 
ring 1.9 cm in diameter. (c) Single capillary surrounded by a ring 2.8 cm in diameter. (d) Single 
capillary surrounded by a ring 5.7 cm in diameter 
 
The influence of the ring bias on the electric field was also studied. Figure 6.2.8 shows that 
increasing the bias above zero will cause the particles to reverse trajectory and deposit on the ring. 
From these simulations, I gather that there is a possibility of losing material to the ring.  
 
 
Figure 6.2.8. Side view of the electric field map, the electric field scale bar is on the right. The 
highest value of electric field (at the top right corner) corresponds to the electric field at the 
capillary tip (not visible). (a) Single capillary biased at 5kV. (b) Single capillary surrounded by a 
ring 1.9 cm in diameter with no bias. (c) Single capillary surrounded by a ring 1.9 cm in diameter 
with a bias of -0.5 kV. (d) Single capillary surrounded by a ring 1.9 cm in diameter with a bias of 
-3 kV 
It is cumbersome and wasteful to build a chamber for each configuration above. So a testing 
station with a single capillary and a grounded plate was setup in a fume hood. In this open setup, 
5* 106 V/m 3* 107 V/m 6 * 106 V/m 5 * 106 V/m 
0 kV  0 kV  0 kV  
5 kV  
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the deformation ring size can be easily exchanged and with varying voltage bias. The experimental 
results of this study are shown in Figure 6.2.9.  
 




















Negative bias on shield 1.1" I.D. (-kV)
 
Figure 6.2.9. Plot of film diameter (in inches) versus the bias on the negative bias on the ring 
surrounding the capillary (-kV). Increasing the bias increases the defocusing effect. 
 
Figure 6.2.9 is a plot of deposited film diameter versus the negative bias on a metal ring 
that is 2.8 cm (1.1”). For comparison, a single capillary without a metal ring deposits a film with 
a diameter of 1.3 cm (0.5”). Although COMSOL simulations predict that all field lines would go 
to the biased ring, it is clear that increasing the negative bias increases the diameter of the film 
deposited. COMSOL accurately predicts that there will be a spread in the space charge cloud with 
the presence of a metal ring. On the other hand, the COMSOL simulations do not account for the 
varying space charge density and the presence of N2 gas sheath flow that can carry the charged 
particle upwards. Therefore, COMSOL simulations cannot accurately predict what the trend 
experiments show. -2.9 kV is the highest negative bias used in this experiment because it is the 
























Inner diameter of cylindrical shield at -2.9kV (in.)
 
Figure 6.2.10. Plot of deposited film diameter (in inches) versus the internal diameter of the metal 
ring (in inches). Decreasing shield radius increases the defocusing effect. 
 
Figure 6.2.10 is a plot of the deposited film diameter versus the inner diameter of the 
cylindrical shield. As predicted by the COMSOL simulations, the film diameter decreases as the 
inner diameter of the metal ring increases. The smallest inner diameter tested is the smallest 
possible without breakdown between the capillary and the ring. The experimental data in Figure 
6.2.9 and Figure 6.2.10 show that the metal ring has a defocusing effect that attracts the charged 
particles, spreading the beam as they move toward the substrate. With this knowledge, we built an 
electrospray chamber that can accommodate a ring with a negative bias and deposit films with 
greater uniformity.  
Figure 6.2.11 shows the SEM cross-section images of CsH2PO4 electrosprayed with a 
defocusing ring that is 2.8 cm (1.1”) in diameter.  In comparison to the cross-section of the 
electrospray sample without the ring in Figure 11, the average height is uniform. The total mass 
deposited in both samples is the same. Hence, defocusing the beam improves the uniformity of the 





Figure 6.2.11. SEM micrographs of the cross section of an electrosprayed CsH2PO4 sample with 
a defocusing ring on carbon paper 
 
Electrochemical characterization was done on samples with incorporated Pt and Pt on 
carbon. The impedance data for a uniform sample, of area ~2.8 cm2 (0.75” diameter), 
electrosprayed with a defocusing ring, is shown in Figure 6.2.12.  
 












 Electrosprayed 2:1:1 (CDP:Pt:Pt/C) w/o defocusing ring




















Figure 6.2.12.  Impedance spectra for electrosprayed 2:1:1 CsH2PO4 :Pt : Pt/C of equal area with 
and without a defocusing ring.  
 
For comparison, the impedance of a non-uniform sample of equal area (electrosprayed 
without ring) is also shown in Figure 6.2.12. The activity is drastically improved with an increase 
in uniformity from over 375 Ω cm2 to 0. 8 Ω cm2. In addition, the area-normalized performance of 
268 μm 268 μm 266 μm 250 μm 
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these uniform large area films is comparable to the performance of the electrosprayed electrodes 
of area ~0.3 cm2 published by Varga (1.5 Ω cm2) and shown in Figure 6.2.10 (0.7 Ω cm2). 
 
Increasing deposition rate with a multi-capillary electrospray setup - Increasing the 
throughput is definitely the most challenging issue facing electrospray. The deposition rate of 
CsH2PO4 with a single capillary is about 5mg/hr, this decreases to ~1mg/hr with a defocusing ring 
because of material lost to the ring as predicted by COMSOL. Fortunately, with incorporation of 
Pt and Pt/C, material lost to the ring is negligible. This is probably because the jump in conductivity 
of the solution causes preferential deposition of platinum on the substrate versus the stainless steel 
ring. Since we cannot increase the deposition rate of a single capillary, increasing the number of 
capillaries can increase total amount deposited at a time.  
 The scale-up goal is to increase the area of the film deposited from 1.3 cm2 (0.5” diameter) 
to 20 cm2 (2” diameter)-200 cm2 (6” diameter). COMSOL simulations of a three capillary system 
and a seven capillary system were done to determine the optimum geometry for stable Taylor 
cones on each capillary. In the three-capillary system the influence of dummy capillaries (non-
emitting capillaries) on the emitting capillaries was studied. The geometry studied is shown in 
Figure 6.2.13. The three central capillaries in the center are the emitters and the outer capillaries 




Figure 6.2.13. (a) Top view of the capillary arrangement. (b) Side view showing the central 
emitting capillaries and the dummy capillaries lower in height. (c) Picture of the capillaries used 
in the experiment. 
 
 From the COMSOL simulations, we found that without the dummy capillaries the electric 









capillaries experience end effects and need a dummy capillary to reduce this end effect.71 In 
addition, we found that if the dummy capillaries are the same height as the emitting capillaries, the 
electric field at the tip of the capillaries is too low to form a Taylor cone. The optimal geometry 
where the electric field at the emitting tip is uniform, and the electric field is high enough for a 
Taylor cone, is when the dummy capillary height is 75% of the emitting capillary height. This 
geometry is depicted above in Figure 6.2.13c. We built a three-capillary system to test these 
findings.  
 The experimental results are presented in Figure 6.2.14. The top row is the electric field map 
calculated by COMSOL for differing cases where blue is the lowest electric field magnitude and 
red is the highest. In all cases, all of the capillaries are biased at 5kV. Case A is three capillaries 
only, case B is three capillaries surrounded by dummy capillaries half the height of the emitting 
capillaries in the center, case C is three capillaries surrounded by dummy capillaries three quarters 
their height, and case D is three capillaries surrounded by dummy capillaries of the same height. 
The numbers below correspond to the electric field range at the emitting capillary tip. The 
corresponding experimental result is below the simulation. In case A, the electric field is highest 
at the outer corners of the capillary due to shielding from the other capillaries. This non-uniformity 
in electric field causes the formation of unstable Taylor cones and little or no deposition on the 
substrate. In case B, the electric field is more uniform at the capillary tip because of the stabilizing 
effect of the dummy capillaries, hence Taylor cones form. COMSOL predicts that the field lines 
move outwards because the charge clouds repel each other (not shown). This can be seen in the 
deposition profile. The particles repel each other such that there is deposition on the side of the 
substrate holder as shown in Figure 6.2.14. In case C, the dummy capillaries are higher, hence the 
field lines from the emitting capillaries are shielded inwards causing the deposition profile shown 
below. The electric field on the capillary tip is also more uniform and the Taylor cone is stable for 
longer periods of time than in case B. An important note is that although the three films are closer 
together, they do not overlap because the particles still repel each other as they move toward the 
substrate. In case D, the electric field is the most uniform at the capillary tip but the dummy 
capillaries shield the emitting capillaries such that the electric field is too low to form Taylor cones. 
The solution electrosprayed is an aqueous solution electrosprayed of 10g/L of CsH2PO4 and 20g/L 





Figure 6.2.14. First row is the electric field map (red -highest electric field, blue-lowest), second 
row is the electric field range at the capillary tip, and the third row is the experimental result. (a) 
3 capillaries only. (b) 3 capillaries surrounded by dummy capillaries half the height of the emitting 
capillaries in the center. (c) 3 capillaries surrounded by dummy capillaries three quarters their 
height. (d) 3 capillaries surrounded by dummy capillaries of the same height 
 
 COMSOL simulations were carried out to predict the behavior of a seven-capillary system. 
The dummy capillaries act as a shield in the experiments above so COMSOL results suggest that 
dummy capillaries as shown above can be replaced with a metal ring and the effect on the emitting 
capillaries is the same. This makes fabrication easier and less cumbersome because it is easier to 
work with a ring instead of the over 20 dummy capillaries needed to properly shield seven 
capillaries. Figure 6.2.15a is a schematic of the seven-capillary model and the corresponding 
systems built in Figure 6.2.15b.  
 
           
Figure 6.2.15. a) Schematic of the seven-capillary system with a metal ring. (b) Picture of 
apparatus. 
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Figure 6.2.16 shows the COMSOL simulations and the corresponding experimental results. The 
metal shield is 75% of the capillary height. In addition, the capillaries are biased at 8kV and the 
shield is at 3kV to attain a high enough electric field to form a Taylor cone at the capillary tips. 
The top row is the electric field map generated by COMSOL and the legend. Blue is the region of 
highest electric field and red is the region of lowest electric field. The second row is the 
corresponding picture of the capillaries. The third row is the spray deposition profile for each 
experiment. In case A, the seven capillaries are of equal height. Because of the shielding effect of 
the six surrounding capillaries the electric field is not high enough at the central capillary’s tip to 
form a Taylor cone. Hence, there is relatively no deposition at the center of the substrate. 
Increasing the height of the central capillary by 0.3-0.5 cm increases the electric field at the tip and 
all seven capillaries electrospray onto the substrate. The results for the three-capillary and seven-
capillary system are promising, however, to use these systems to electrospray fuel cell electrodes 




Figure 6.2.16. First row is the electric field map at the capillary tips, to the right is the electric 
field scale bar. Second row is a picture of the capillary arrangement. Third row is the CsH2PO4 
deposition profile. (a) All seven capillaries are the same height. (b) The central capillary is ~0.3cm 






These results suggest that if the particles are defocused at each capillary tip, they might 
have a greater chance at combining. This effect cannot be accurately predicted by COMSOL 
because the streamlines terminate at the negative shield because of the limitations in computation. 
To test this idea without building a cumbersome seven-capillary setup with seven defocusing rings, 
we tried the experiment with two and three capillary systems. The results are summarized in 
Figure 6.2.17. The top row is the COMSOL simulation result showing the electric field 
streamlines and the arrows are the potential vector plots depicting the magnitude and the direction 
of the electric field vector at that point. The second row is a picture of the capillaries in the 
configuration. The third row is a picture of the deposited film for the corresponding experiment. 
In case A, two capillaries about 1.3 cm apart are biased at 6 kV. COMSOL results show that the 
streamlines move outward away from each other. Accordingly, the field vectors move out towards 
the substrate. This is confirmed by the experimental result, which gives two distinct deposition 
profiles. In case B, metal rings 2.5 cm in diameter each surround two capillaries. The capillaries 
are biased at 4kV and the rings are biased at -3kV. COMSOL predicts that the field lines terminate 
at the rings. The vector plot is more informative showing that the defocusing ring changes the 
particle trajectory from its original path in case A. This defocusing effect causes an overlap in the 
deposition profile. This is also the case in case C, where three defocused capillaries equidistant 





Figure 6.2.17. First row is COMSOL simulation showing the electric field lines and the potential 
vector plot. Second row is the picture of the apparatus. Third row is the resulting CsH2PO4 profile. 
(a) Two capillaries 1.3cm apart. (b) Two capillaries each surrounded by metal rings 2.8 cm in 
diameter biased at -3kV. (c) Three capillaries equidistant from each other surrounded by rings 
2.8cm in diameter.  
 
 
With this insight, an electrospray setup that can electrospray films with overlap and 
excellent uniformity can be realized. Defocusing the charged particles emitted at each capillary tip 
with oppositely charged electrodes allows for overlap in deposition from the capillaries. The ideal 









Figure 6.2.18.  Schematic of proposed multi-capillary apparatus. 
 
Simulations were carried out to compare the vector map of a seven-capillary system 
without a defocusing plate with a seven-capillary system with defocusing. Figure 6.2.19a is a 
seven-capillary system with a plate with holes bigger that the capillary radius. The plate is at -3kV. 
The capillaries are biased at +8kV. Figure 6.2.19b is a seven-capillary system without a 
defocusing plate. It is clear that the defocusing plate puuls apart the charged cloud from it’s ideal 




Figure 6.2.19. COMSOL simulations comparing the electric field lines and the potential gradient 





With the objective of creating a porous, interconnected nanostructure electrode for solid 
acid fuel cells, with a uniform thickness and high deposition rate, electrospray deposition was 
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studied. I explored the electrospray parameter space to obtain a porous nanostructure of CsH2PO4 
and platinum composite. Electrochemical measurements were made on electrodes to confirm good 
electro-catalytic activity. The interfacial impedance was 0.7 Ω cm2, this is similar to the 
performance of mechanically milled electrodes with a thirty-fold reduction in platinum loading.  
The three areas for improvement in these results are the feature size, uniformity and the deposition 
rate. Future work will be done on reducing the CsH2PO4 feature size from 100nm to the order of 
the platinum particle size (10nm). This will improve power density and ultimately performance. 
To address the issue of uniformity, the particles emitted were defocused with rings of opposite 
charge that caused the charged particles to spread out and uniformly deposit on the substrate. 
Multiple capillary approaches were used to address the low deposition rate issue.  COMSOL 
simulations aided in making educated guesses on how to build a multi-spray setup. We built three-
capillary and seven-capillary electrospray systems to scale up the electrospray. It was discovered 
that multi-cone jet regimes will not combine without a defocusing effect. This was demonstrated 
with two and three capillary systems. The next steps include building an electrospray setup with 
multiple capillaries with a negatively biased plate as the defocusing electrode. These findings 
demonstrate the viability of electrospray deposition as a scalable fabrication tool for widespread 

















I M P A C T S  A N D  I N S I G H T S  
In this thesis, we have demonstrated the efficacy of carbon nanostructures in the solid acid 
electrochemical system. We found that CNTs have high oxygen reduction reaction (ORR) activity, 
as well as high reactivity with steam in SAFC cathodes. The ORR activity is dependent on the 
oxygen functionalities in the MWCNT structure, as well as the structural defect density. We have 
demonstrated that these properties can be tuned by CNT growth parameters such as; the precursor 
partial pressure, seed catalyst size and growth temperature.  
On the other hand, the reactivity with steam generates hydrogen at the cathode that lowers 
the open circuit potential and consequently, the operational power density. However, a solid 
acid(s) with suitable proton conductivity (>10-2 S/cm) that does not have a humidity requirement 
for stability in the superprotonic phase, could mitigate this problem.  Currently, the only solid acids 
that meet these criteria are S and Se containing solid acids that decompose in H2 at the anode to 
form H2S and H2Se. These byproducts are poisonous to anode catalysts and unsuitable for 
widespread applications. Moreover, the humidity requirement for CsH2PO4 SAFCs reduces the 
efficiency of the fuel cell, by decreasing the concentration of the oxidant and fuel at the electrodes. 
Therefore, for the realization of Pt-free SAFC cathodes with carbon naotubes, the humidity 
requirement must be mitigated.  
The work on electrospray fabrication of nano-sized CsH2PO4, presents a systematic way to 
fabricate high surface area SAFC electrodes with increased throughput, catalyst utilization and 
consequently, power density. Although CsH2PO4 nanoparticles as small as 13 nm (sized in situ) 
can be synthesized, the smallest feature size observable by SEM after deposition is ~50 - 100nm. 
Thus, the outstanding issue is stability of the nano-sized CsH2PO4 after synthesis. We recommend 
coating the synthesized nano-sized CsH2PO4 with few atomic layers of ion-permeable oxide (like 
ceria/titania) to inhibit CsH2PO4 agglomeration after electrospray synthesis. This has the potential 
to drastically increase SAFC electrode power density. In this work, the CsH2PO4 particles in the 
CNT/CsH2PO4 electrodes studied, were µm-sized. Therefore, there is room for orders of 
magnitude in improvement over the ORR activity reported in this work, solely by decreasing the 
CsH2PO4 nanoparticle size.  Another issue with electrode fabrication is throughput. We have 
demonstrated that electrospray can be scaled up via multiple emitters and a defocusing plate. 
However, this is still not a particularly facile method to realize throughput of the scale of 
grams/hour necessary for widespread application. Therefore, we recommend research on other 
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