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Abstract
We consider a Demazure slice of type A
(2)
2l , that is an associated graded
piece of an infinite-dimensional version of a Demazure module. We show
that a global Weyl module of a hyperspecial current algebra of type A
(2)
2l is
filtered by Demazure slices. We calculate extensions between a Demazure
slice and a usual Demazure module and prove that a graded character
of a Demazure slice is equal to a nonsymmetric Macdonald-Koornwinder
polynomial divided by its norm. In the last section, we prove that a global
Weyl module of the special current algebra of type A
(2)
2l is a free module
over the polynomial ring arising as the endomorphism ring of itself.
Introduction
A Demazure module in a highest weight module L(Λ) of a Kac-Moody Lie
algebra g is studied for a long time. For an affine Lie algebra g, there are two
types of Demazure modules in the literature [Kas, Kum]. One is a thin Demazure
module, that is usual Demazure module. The other is a thick Demazure module,
that is an infinite-dimensional version of a thin Demazure module. Consider an
affine Lie algebra of type X
(r)
l (X = A,D,E) and r = 1, 2, 3 that is called type
I in [CI]. Its level one thin Demazure module has special features. Sanderson
[San] and Ion [Ion] showed that its graded character is equal to a nonsymmetric
Macdonald polynomial specialized at t = 0 in X
(r)
l 6= A(2)2l -case and equal to
a nonsymmetric Macdonald-Koornwinder polynomial specialized at t = 0 in
A
(2)
2l -case. Another special feature is the connection with a local Weyl module
of a current algebra Cg that is a hyperspecial maximal parabolic subalgebra of
g ([CIK]). Chari-Loktev [CL], Fourier-Littelmann [CL], Fourier-Kus [FK] and
Chari-Ion-Kus [CIK] showed that a Cg-stable level one thin Demazure module
is isomorphic to a local Weyl module as a Cg-module.
Less is known about a thick Demazure module compared to a thin Demazure
module. A thick Demazure module is a module of a lower Borel subalgebra that
is generated from an extremal weight vector of L(Λ). Cherednik and Kato [CK]
recently studied a Demazure slice that is defined as a quotient module of a thick
Demazure module. In type I but not of type A
(2)
2l , they showed that a global
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Weyl module of Cg have a filtration by level 1 Demazure slices. Moreover they
calculated extensions between a level one Demazure slice and a level one thin
Demazure module. As a result, they showed graded characters of a level one
Demazure slice and a thin Demazure module are orthogonal to each other with
respect to the Euler-Poincare´-pairing. In particular, the graded character of a
Demazure slice is equal to a nonsymmetric Macdonald polynomial specialized
at t =∞ divided by its norm.
In this paper, we provide anaologues of these results in [CK] for A
(2)
2l .
Let g be an affine Kac-Moody Lie algebra of type A
(2)
2l and g˚ be a simple Lie
algebra of type Cl contained in g. Let h be a Cartan subalgebra of g. Let
P˚ be the integral weight lattice of g˚ and P˚+ be the set of dominant integral
weights of g˚. For each λ ∈ P˚+, we have a Cg-module W (λ), that is called a
global Weyl module. Level one Demazure slices and thin Demazure modules are
parametrized by λ ∈ P˚ as Dλ and Dλ, respectively. Let Λ0 be the unique level
one dominant integral weight of g and let δ be the simple imaginary root of g.
Let W˚ be the Weyl group of g˚. Let b− be a lower-triangular Borel subalgebra
of g.
Theorem A (=Theorem 2.38). For each λ ∈ P˚+, the global Weyl module
W (λ) ⊗C CΛ0 has a filtration by Demazure slices as b−-module and each Dµ
(µ ∈ W˚λ) appears exactly once.
Let B be a full subcategory of the category of U(b−)-modules and 〈−,−〉Ext
be the Euler-Poincare´-pairing associated to ExtB (see Section 1 for their precise
definitions).
Theorem B (=Thorem 2.42). For each λ, µ ∈ P˚ , m ∈ Z/2 and k ∈ Z, we
have
dimC Ext
n
B(D
λ ⊗C Cmδ+kΛ0 , D∨µ ) = δn,0δm,0δk,0δλ,µ n ∈ Z+,
where ∨ means the restricted dual.
For each λ ∈ P˚ , let E¯λ(x1, .., xl, q) and E†λ(x1, ..., xl, q) be nonsymmetric
Macdonald polynomials specialized at t = 0, ∞ respectively. Let (−,−) be
the Weyl group invariant inner product on the dual of a Cartan subalgebra h∗
normalized so that the square length of the shortest roots of g with respect to
(−,−) is 1. Let gchM be a graded character of M (see §1.6 for the definition).
As a corollary of Theorem B, we have
Theorem C (=Corollary 2.44). For each λ ∈ P˚ , we have
gch Dλ = q
(b|b)
2 E†λ(x
−1
1 , ..., x
−1
l , q
−1)/〈E¯λ, E†λ〉Ext.
In this paper, we refer to a maximal parabolic subalgebra of affine Lie algebra
that contains a finite dimensional simple Lie algebra as a current algebra. For
an affine Lie algebra of type A
(2)
2l , two kind of current algebras are studied in
the literature. They contain simple Lie algebras of type Cl and Bl, respectively.
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The former is called a hyperspecial current algebra. A dimension formula of
a local Weyl module of a hyperspecial current algebra and freeness of a global
Weyl module over its endomorphism ring are proved in [CIK]. The latter is
called a special current algebra and a dimension formula of a local Weyl module
of a special current algebra is proved in [FK] and [FM]. Let Cg† be a special
current algebra of g. Then Cg† contains a simple Lie algebra g˚† of type Bl.
Let W (λ)† be a global Weyl module of Cg†. Let Cg†′ = [Cg†,Cg†]. In the last
section, we prove the following theorem.
Theorem D (=Theorem 3.15+Theorem 3.16). Let λ be a dominant integral
weight of g˚†. The endomorphism ring EndCg†′(W (λ)
†) is a polynomial ring and
W (λ)† is free over EndCg†′(W (λ)
†).
The organization of the paper is as follows: In section one, we prepare
basic notation and definitions. Section two is about a Demazure slice. Main
contents of section two are the relation between a global Weyl module and a
Demazure slice (Theorem A), and calculation of extensions between a Demazure
slice and a thin Demazure module (Theorem B). As a corollary, we prove a
character formula of a Demazure slice (Theorem C). In section three, we study
a global Weyl module of a special current algebra of type A
(2)
2l . We prove the
endomorphism ring of a global Weyl module is isomorphic to a polynomial ring
and a global Weyl module is free over its endomorphism ring (Theorem D).
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1 Preliminaries
We refer to [Sahi00], [Kac, Chapter 6] and [CI] for general terminologies through-
out this section. Mainly we refer to [Kac] for §1.2 and §1.4 and refer to [CI] for
the §1.3.
1.1 Notations
We denote the set of complex numbers by C, the set of integers by Z, the
set of nonnegative integers by Z+, the set of rational numbers by Q, and the
set of natural numbers by N. We work over the field of complex numbers.
In particular, a vector space is a C-vector space. For each x ∈ Q, we set
⌊x⌋ := max{z ∈ Z| x ≥ z}. We set x(r) := xr/r! for an element x of a C
algebra.
1.2 Affine Kac-Moody algebra of type A
(2)
2l
Let g be an affine Kac-Moody algebra of type A
(2)
2l and h be its Cartan subalge-
bra. We denote the set of roots of g with respect to h by ∆ and fix a set of simple
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roots {α0, α1, ..., αl}, where α0 is the shortest simple root of g. Let ∆+ and ∆−
be the set of positive and negative roots, respectively. We set the simple imagi-
nary root as δ := 2α0+α1+· · ·+αl, the set of imaginary roots as ∆im := Zδ, and
the set of real roots ∆re := ∆\∆im. We set Q :=
⊕l
i=0 Zαi, Q˚ :=
⊕l
i=1 Zαi,
and Q˚† :=
⊕l−1
i=0 Zαi. We set Q+ :=
⊕l
i=0 Z+αi, Q˚+ :=
⊕l
i=1 Z+αi, and
Q˚†+ :=
⊕l−1
i=0 Z+αi. Let ∆˚ = ∆ ∩ Q˚. The set ∆˚ is a root system of type
Cl. Using the standard basis ε1, ..., εl of Rl, we have:
∆˚ = {±(εi ± εj), ±2εi| i, j = 1, ..., l}.
We denote the set of short roots of g˚ by ∆˚s and the set of long roots of g˚ by
∆˚l. We have
∆re = (∆˚s + Zδ) ∪ (∆˚l + 2Zδ) ∪ 1
2
(∆˚l + (2Z+ 1)δ)
and
α0 = δ + ε1, α1 = −ε1 + ε2, · · · , αl−1 = −εl−1 + εl, αl = −2εl.
We set ∆l± := ∆±∩∆l, ∆s± := ∆±∩∆s and ∆˚± := ∆±∩∆˚. For each α ∈ ∆re,
let αˇ ∈ h be the corresponding coroot of g. Let θ be the highest root of ∆˚. Let
d ∈ h be the scaling element that satisfies αi(d) = δi,0. We denote a central
element of g by K = αˇ0 + 2αˇ1 + · · ·+ 2αˇl. For each α ∈ ∆, we denote the root
space corresponding to α by gα. For each α ∈ ∆re, the root space gα is one
dimensional and we denote a nonzero vector in gα by eα. A Borel subalgebra
b± and a maximal nilpotent subalgebra n± of g are
b+ = h⊕ n+, n+ =
⊕
α∈∆+
gα, b− = h⊕ n−, and n− =
⊕
α∈∆−
gα.
For each i ∈ {0, 1, ..., l}, we define Λi ∈ h∗ by
Λi(αˇj) = δi,j , Λi(d) = 0.
We set
P := ZΛ0 ⊕ · · · ⊕ ZΛl ⊕ Z
2
δ, and P+ := Z+Λ0 ⊕ · · · ⊕ Z+Λl ⊕ Z
2
δ.
We set ̟i := Λi − 2Λ0 (i ∈ {1, ..., l}),
P˚ = Z̟1 ⊕ · · · ⊕ Z̟l and P˚+ = Z+̟1 ⊕ · · · ⊕ Z+̟l.
We set Q˚′ := Q˚+ Z2 ∆˚l and Q˚
′
+ := Q˚+ +
Z+
2 ∆˚l+.
1.3 Hyperspecial current algebra of A
(2)
2l
We set h˚ :=
⊕l
i=1Cαi, g˚ :=
⊕
α∈∆˚
gα ⊕ h˚, and b˚+ :=
⊕
α∈∆˚+
gα. Then g˚ is a finite
dimensional simple Lie algebra of type Cl, the Lie subalgebra h˚ is a Cartan
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subalgebra of g˚, the Lie subalgebra b˚+ is a Borel subalgebra of g˚, and ∆˚ is the
set of roots of g˚ with respect to h˚. The lattice P˚ is the integral weight lattice
of g˚, and P˚+ is the set of dominant integral weight of g˚. A hyperspecial current
algebra Cg is a maximal parabolic subalgebra of g that contains g˚. I.e.
Cg := g˚+ b−.
We set Cg′ := [Cg,Cg].
Remark 1.1. Usually Cg′ is called current algebra in the literature. We have
Cg = Cg′ ⊕ Cd⊕ CK.
We define a subalgebra Cgim of Cg by
Cgim :=
⊕
n∈−N
gnδ,
and define a subalgebra Cn+ of Cg by
Cn+ :=
⊕
α∈(∆˚s+−Z+δ)∪(∆˚l+−2Z+δ)∩
1
2 (∆˚l+−(2Z++1)δ)
gα.
1.4 Weyl group
Let sα ∈ Aut (h∗) be the simple reflection corresponding to α ∈ ∆re. We have
sα(λ) = λ− 〈λ, αˇ〉α, for λ ∈ h∗.
We set W as the subgroup of Aut (h∗) generated by sα (α ∈ ∆re), and W˚ as
the subgroup generated by sα (α ∈ ∆˚). For each i = 0, ..., l, let si := sαi . Then
W is generated by si (i = 0, ..., l), and W˚ is generated by si (i = 1, ..., l). Let
(−|−) be aW -invariant bilinear form on h∗ normalized so that (α0|α0) = 1. For
each µ ∈ P˚ , we define tµ ∈ Aut (h∗) by
tµ(λ) = λ+ 〈λ,K〉µ− ((λ|µ) + 1
2
(µ|µ)〈λ,K〉)δ.
We have tµ ∈W and
W = W˚ ⋉ P˚ . (1.1)
For each λ ∈ P˚ , we denote the unique element of W˚λ∩±P+ by λ±, respectively.
We set ρ := 12
∑
α∈∆˚+
α. For each w ∈ W˚ and λ ∈ P˚ , we define w ◦ λ :=
w(λ+ ρ)− ρ. For each Λ ∈ P , we set WΛ := {w ∈ W | wΛ = Λ}. We denote the
set of minimal coset representatives of W˚\W by W0.
Definition 1.2 (Reduced expression). Each w ∈W can be written as a product
w = si1si2 · · · sin (ij ∈ {0, ..., l}). If n is minimal among such expressions, then
si1si2 · · · sin is called a reduced expression of w and n is called the length of w
(written as l(w)).
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Definition 1.3 (Left weak Bruhat order). Let w ∈ W and i = 0, .., l. We write
siw > w if l(siw) > l(w) holds. Left weak Bruhat order is the partial order on
W generated by >.
Definition 1.4 (Macdonald order). We write µ  λ if and only if one of the
following two conditions holds:
(1) µ− λ ∈ Q˚+ if µ ∈ W˚λ;
(2) λ+ − µ+ ∈ Q˚′+ if µ+ 6= λ+.
For w ∈W and µ ∈ P˚ , let w((µ)) ∈ P˚ be the restriction of w(µ+Λ0) to h˚. For
each λ ∈ P˚ , let πλ ∈ W be a minimal length element such that (πλΛ0)((0)) = λ.
For each µ ∈ P˚ , we denote the convex hull of W˚µ by C(µ).
Lemma 1.5 ([Mac] Proposition 2.6.2). If µ ∈ P˚ , then C(µ) ∩ (µ + Q˚′) ⊆⋂
w∈W˚ w(µ+ − Q˚′+).
Proof. The set w(µ+ − Q˚′+) is the intersection of µ+ + Q˚′ with the convex hull
of w(µ+− Q˚′+). The set W˚µ is contained in
⋂
w∈W˚ w(µ+− Q˚′+). Hence we have
C(µ) ∩ (µ+ Q˚′) ⊆ ⋂w∈W˚ w(µ+ − Q˚′+)
Lemma 1.6.
(1) If w > v ∈ W , then v((0))  w((0));
(2) Let b, c ∈ P˚ satisfy b = si((c)) for some i = 0, ..., l. Then
c ≻ b ⇐⇒ πb = siπc > πc.
Proof. First, we prove (1). It is enough to prove the assertion for w = siv.
Since w > v, we have 〈vΛ0, αˇi〉 ≥ 0. This implies vΛ0 − wΛ0 ∈ Q+. Hence
we have v((0))  w((0)) if i 6= 0. If i = 0, then we have w((0)) − v((0)) =
〈vΛ0, αˇ0〉θ/2. We set N = 〈vΛ0, αˇ0〉. We have 〈w((0)), θˇ〉 = (N + 1)/2. Hence
sθ(w((0))) = w((0)) − N+12 θ and v((0)) = NN+1sθ(w((0))) + 1N+1w((0)). Therefore,
v((0)) ∈ C(w((0))) ∩ (w((0)) + Q˚′). By Lemma 1.5, w((0))+− v((0))+ ∈ Q˚′+. Hence
v((0))  w((0)).
Next, we prove (2). We already proved (⇐). So we prove (⇒). By Definition
1.3, we have siπc > πc or siπc < πc. From c ≻ b and (1), we have siπc > πc
and πb > siπb. We have (siπc)((0)) = b thanks to b = si((c)). We show that
πb = siπc. If πb 6= siπc, then we have l(siπc) > l(πb) by the minimality of
l(πb). Since l(πb) = l(siπb) + 1, l(siπc) = l(πc) + 1 and l(siπc) > l(πb), we get
l(πc) > l(siπb). This contradicts the minimality of l(πc). Hence the assertion
follows.
1.5 Macdonald-Koornwinder polynomials
In this subsection, we recall materials presented in [Sahi00, §3] and [Ion], and
we specialize parameters t, t0, u0, tl, ul in [Sahi00] as t0 = tl = u0 = t and
ul = 1 [Ion].
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1.5.1 Nonsymmetric case
We set F := Q((t, q1/2)). Let F[P˚ ] be a group ring of P˚ over F and Xλ be an
element of F[P˚ ] corresponding to λ ∈ P˚ . We identify F[x±11 , ..., x±1l ] with F[P˚ ]
by xi = X
εi for each i ∈ {1, ..., l}. We define
∆(x) := ∆(x)+∆(x
−1)+
∏
n∈N
(1 − qn)l ∈ F[[x±11 , ..., x±1l ]]
by
∆(x)+ :=
∏
i=1,...,l
(xi)∞(−xi)∞(q1/2xi)∞
(txi)∞(−txi)∞(q1/2t2xi)∞
∏
1≤i<j≤l
(xixj)∞(xix
−1
j )∞
(txixj)∞(txix
−1
j )∞
.
Here (u)∞ =
∏
n∈Z+
(1 − qnu). We define
ϕ(x) :=
∏
i=1,...,l
(xi − a)(xi − b)
x2i − 1
∏
1≤i<j≤l
(xixj − t)(xix−1j − t)
(xixj − 1)(xix−1j − 1)
and C(x) := ∆(x)ϕ(x). We have
∆(x)+|t=0 =
∏
i=1,...,l
(xi)∞(−xi)∞(q1/2xi)∞
∏
1≤i<j≤l
(xixj)∞(xix
−1
j )∞
and
ϕ(x)|t=0 =
∏
i=1,...,l
1
1− x−2i
∏
1≤i<j≤l
1
(1− x−1i x−1j )(1− x−1i xj)
.
Under the identification xi = X
εi , we have
∆(x)|t=0 =
∏
α∈∆ and α(d)≤0
(1−Xα)dim gα and ϕ(x)|t=0 =
∏
α∈∆˚+
1
1−Xα .
Hence we have
C|t=0 =
∏
α∈∆−
(1−Xα)dim gα .
Definition 1.7. We define an inner product on F[x±11 , ..., x
±1
l ] by
〈f, g〉′nonsym := the constant term of fg⋆C ∈ F.
Here ⋆ is the involution on F[x±11 , ..., x
±1
l ] such that q
⋆ = q−1, x⋆i = x
−1
i and
t⋆ = t−1.
Definition 1.8. The set of nonsymmetric Macdonald-Koornwinder polynomials
{Eλ(x, q, t, a, b, c, d)}λ∈P˚ is a collection of elements in F[P˚ ] indexed by P˚ with
the following properties:
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(1) 〈Eλ, Eµ〉′nonsym = 0 if λ 6= µ;
(2) Eλ = X
λ +
∑
µ≻λ
cµX
µ.
As in [Ion, §3.2], we set
E¯λ := lim
t→0
Eλ, E
† := lim
t→0
E⋆λ.
Let 〈−,−〉nonsym be a specialization of 〈−,−〉′nonsym at t = 0.
1.5.2 Symmetric case
The Weyl group W˚ acts linearly on F[P˚ ] by w(eλ) = ew(λ) for each w ∈ W˚ and
λ ∈ P˚ .
Definition 1.9. We define an inner product on F[x±11 , ..., x
±1
l ] by
〈f, g〉′sym := the constant term of fg∆(x) ∈ F.
Definition 1.10. The set of symmetric Macdonald-Koornwinder polynomials
{Pλ(x, q, t, a, b, c, d)}λ∈P˚ is a collection of elements in F[P˚ ]W˚ indexed by P˚+
with the following properties:
(1) 〈Pλ, Pµ〉′sym = 0 if λ 6= µ;
(2) Pλ = X
λ +
∑
µ≻λ
cµX
µ.
We set
P¯λ := lim
t→0
Pλ.
Let 〈−,−〉sym be a specialization of 〈−,−〉′sym at t = 0. We abbreviate E¯λ(x1, ..., xl, q),
E†λ(x1, ..., xl, q), P¯λ(x1, ..., xl, q) and P
†
λ(x1, ..., xl, q) as E¯λ(X, q), E
†
λ(X, q), P¯λ(X, q)
and P †λ(X, q), respectively.
Proposition 1.11 ([Ion] Theorem 4.2). For each λ ∈ P˚+, we have
P¯λ(X
−1, q−1) = E¯λ(X
−1, q−1).
1.6 Representation of b− and Cg and their Euler-Poincare´-
pairing
1.6.1 Representations of b−
For each b−-moduleM and λ ∈ P , we set Mλ := {m ∈M | hm = λ(h)m for h ∈
h}. Let B be the full subcategory of the category of U(b−)-module such that a
b−-module M is an object of B if and only if M has a weight decomposition
M =
⊕
λ∈P
Mλ,
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where Mλ has at most countable dimension for all λ ∈ P . We set wt M :=
{λ ∈ P | Mλ 6= {0}}. Let B′ be the full subcategory of B such that M ∈ B
is an object of B′ if and only if M is a b−-module such that the set of weights
wtM is contained in
⋃
i=1,...,k
(µi −Q+) for some µi ∈ P , and every weight space
is finite dimensional. Let B0 be the full subcategory of B
′ consisting of finite
dimensional b−-modules. For each M ∈ B′, we define a graded character of M
by the following formal sum
gchM :=
∑
λ−mδ∈P˚⊕ Z2 δ
qmXλdimC Homh˚⊕Cd (Cλ−mδ,M),
where Cλ−mδ is a 1-dimensional h˚ ⊕ Cδ-module with its weight λ − mδ. For
each Λ ∈ P , let C′Λ be the 1-dimensional h-module with its weight Λ, and CΛ
be the 1-dimensional simple module of b− with its weight Λ. For each Λ ∈ P ,
we set P (Λ) := U(b−) ⊗
U(h)
C′Λ and N(Λ) :=
∑
µ∈P\{Λ} P (Λ)µ. Then N(Λ) is a
b−-submodule of P (Λ) and CΛ ∼= P (Λ)/N(Λ).
Proposition 1.12. For each Λ ∈ P , the b−-module P (Λ) = U(b−) ⊗
U(h)
C′Λ is
a projective cover of CΛ in B.
Proof. For each M ∈ B, we have HomB(P (Λ),M) = Homh(CΛ,M). Hence,
P (Λ) is a projective cover of CΛ in B.
Proposition 1.13 ([FKM] Lemma 5.2). The category B has enough projectives.
Definition 1.14. Let M be a b−-module with h-weight decomposition M =⊕
µ∈h∗
Mµ. Then M
∨ :=
⊕
µ∈h∗
M∗ is a b−-module with a b−-action defined by
Xf(v) := −f(Xv) for X ∈ b−, f ∈M∨ and v ∈M.
Definition 1.15. For each M ∈ B′ and N ∈ B0, we define the Euler-Poincare´-
pairing 〈M,N〉Ext as a formal sum by
〈M,N〉Ext :=
∑
p∈Z+,m∈Z/2
(−1)pqmdimC ExtpB(M ⊗C Cmδ, N∨).
Proposition 1.16. For each M ∈ B′ and N ∈ B0, the following hold:
(1) The pairing 〈M,N〉Ext is an element of C((q1/2));
(2) This pairing depends only on the graded characters of M and N.
Proof. First, we prove (1). Let S be the set of highest weight vectors ofM . Since
wtM is bounded from above, we have a surjection ϕ0 : P 0 :=
⊕
v∈S P (wt(v))→
M, where wt(v) is the h-weight of v. Since v ∈ S such that (wt(v) +Q+\{0})∩
wt M = ∅ is not an element of Kerϕ0, the set wt Kerϕ0 is a proper subset of
wt P 0. For Kerϕ0, we define ϕ1 : P 1 → Kerϕ0 in the same way. Repeating
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this procedure, we get a projective resolution · · · → P 1 → P 0 → M → 0
such that wt P k+1 is a proper subset of wt P k for all k ∈ Z+. The complex
P • ⊗C Cmδ is a projective resolution of M ⊗C Cmδ. For each m ∈ Z/2, we have
wt (P k ⊗C Cmδ) ∩ wt N = ∅ for all k ≫ 0 since N and every weight space
of M are finite dimensional. This implies ExtkB(M ⊗C Cmδ, N∨) = {0} for all
k ≫ 0. Hence∑k∈Z+(−1)kqmdimC ExtkB(M ⊗CCmδ, N∨) is well-defined. Since
b−-action on P
0 does not increase d-eigenvalues, and the set of weights of an
object of B′ is bounded from above, the intersection of the set of d-eigenvalues
of N∨ and P 0 ⊗C Cmδ is empty for all m≪ 0. This implies the assertion.
Next, we prove (2). Let N ′ be an object of B0 such that gch N = gch N
′.
The sets of composition factors of N and N ′ are the same. We denote the set
of composition factors by S. For each exact sequence 0 → L1 → L2 → L3 →
0, we have 〈M,L2〉Ext = 〈M,L1〉Ext + 〈M,L3〉Ext. This implies 〈M,N〉Ext =∑
CΛ∈S
〈M,CΛ〉Ext = 〈M,N ′〉Ext. Hence the assertion for the second argument
follows. Let K0 :=
⊕
v∈S N(wt(v)) be a b−-submodule of P
0. We set N0 :=M
and N1 := ϕ0(K0). We define a b−-submodule N
2 of N1 in the same way
for N1 instead of M . Repeating this, we get a sequence of b−-submodules
M = N0 ⊃ N1 ⊃ N2 ⊃ · · · . Since every weight space ofM is finite dimensional,
for each µ ∈ P , we have Nsµ = {0} for s ≫ 0 by construction. We can take a
composition series M =M0 ⊃ · · · ⊃M s ⊃M s+1 ⊃ · · · of M as a refinement of
the above sequence of b−-modules. Since N is finite dimensional, for s≫ 0, we
have wt(v) − wt(u) /∈ Q+ for each v ∈ M s and u ∈ N. By taking a projective
resolution of M s as in the proof of (1), we have ExtkB(M
s ⊗C Cmδ, N∨) = {0}
for s≫ 0. Using this composition series, we can prove the assertion for the first
argument in the same way.
Thanks to Proposition 1.16, we get a bilinear map from C((q1/2))[P˚ ] ×
C((q1/2))[P˚ ] to C((q1/2))[P˚ ], that we denote also 〈−,−〉Ext
Proposition 1.17. For eachM ∈ B′ and N ∈ B0, we have 〈gchM, gch N〉Ext =
〈gchM, gch N〉nonsym.
Proof. {gch CΛ}Λ∈P and {gch P (Λ)}Λ∈P are C((q1/2))-basis of C((q1/2))[P˚ ].
Therefore, it suffices to check the assertion for M = CΛ and N = P (Λ). By the
PBW theorem, we have ch P (Λ) = Xλ/
∏
α∈∆−
(1−Xα)dimC gα . Hence we have
ch P (Λ) = XΛ/C|t=0. Hence we get
〈gch P (Λ), gch CΛ〉Ext = 1 = 〈gch P (Λ), gch CΛ〉nonsym.
The assertion follows.
1.6.2 Representations of Cg
Let Cg-modwt be the full subcategory of the category of Cg-modules such that
M is an object of Cg-modwt if and only if M is a Cg-module which has a weight
decomposition
M =
⊕
Λ∈P
MΛ
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such that every weight space has at most countable dimension. Let Cg-modint
be the full subcategory of the category Cg-modwt such that an object M of Cg-
modwt is an object of Cg-mod
int if and only if M is an integrable g˚-module and
the set of weights wtM = {λ ∈ P |Mλ 6= {0}} is contained in
⋃
i=1,...,k
(µi−Q+)
for some µi ∈ P and every weight space is finite dimensional. For each λ ∈ P˚+,
µ ∈ P˚ and n, 2m ∈ Z, we set
P (λ+ nΛ0 +mδ)int := U(Cg) ⊗
U (˚g+h)
V (λ+ nΛ0 +mδ)
and
P (µ+ nΛ0 +mδ)wt := U(Cg) ⊗
U(h)
Cµ+nΛ0+mδ,
where V (λ + nΛ0 +mδ) is the highest weight simple module of g˚ + h with its
highest weight λ + nΛ0 +mδ and Cµ+nΛ0+mδ is the 1-dimensional module of
h with its weight µ + nΛ0 + mδ. Let π : Cg → g˚ be a homomorphism of Lie
algebras defined by
π|˚g = id˚g, π(Cg 6=0) = {0},
where Cg 6=0 := {X ∈ Cg | [d,X ] 6= 0}. We can prove the following proposition
in the same way as Proposition 1.12, and we omit its proof.
Proposition 1.18. For each µ ∈ P˚ and n, 2m ∈ Z, the Cg-module P (µ+nΛ0+
mδ)wt is a projective module.
Proposition 1.19 ([CI] Proposition 2.3). Let λ ∈ P˚+ and n, 2m ∈ Z.
(1) π∗V (λ+ nΛ0 +mδ) is a simple object in Cg-mod
int.
(2) P (λ+nΛ0+mδ)int is a projective cover of its unique simple quotient π
∗V (λ+
nΛ0 +mδ) in Cg-mod
int.
Proposition 1.20. The categories Cg-modwt and Cg-mod
int have enough pro-
jectives.
Proof. We can prove that Cg-modwt has enough projectives in the same way as
Proposition 1.13. Let M be an object of Cg-modint. Since M is an integrable
g˚-module, for each g˚-highest weight vector v ∈M with its weight Λ, we have a
morphism of Cg-module P (Λ)int →M. Collecting them for all g˚-highest weight
vector, we obtain a surjection from a projective module to M.
Definition 1.21. For each M , N ∈ Cg-modint such that N is finite dimen-
sional, we define the Euler-Poincare´-pairing 〈M,N〉int as a formal sum by
〈M,N〉int :=
∑
p∈Z+,m∈Z/2
(−1)pqmdimC ExtpCg−modint(M ⊗C Cmδ, N∨).
We can prove the following proposition in the same way as Proposition 1.16,
and we omit its proof.
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Proposition 1.22. For each M , N ∈ Cg-modint such that N is finite dimen-
sional, the following hold:
(1) The pairing 〈M,N〉int is an element of C((q1/2));
(2) This pairing depends only on the graded characters of M and N.
2 Demazure modules
We continue to work in the setting of the previous section.
2.1 Representations of g
2.1.1 Highest weight simple module
Definition 2.1. Let Λ ∈ P and let CΛ be the corresponding 1-dimensional
module of b+. The Verma module M(Λ) of highest weight Λ is a g-module
defined by
M(Λ) := U(g) ⊗
U(b+)
CΛ.
The Verma module M(Λ) has a unique simple quotient (see [Kac] Proposi-
tion 9.2). We denote it by L(Λ).
Theorem 2.2 (see [Kac] Proposition 3.7, Lemma 10.1 and §9.2). For each
Λ ∈ P , the following hold.
(1) L(Λ) is an integrable g-module if and only if Λ ∈ P+;
(2) For each Λ ∈ P+ and w ∈ W , we have dimC L(Λ)wΛ = 1;
(3) L(Λ) has a h-weight decomposition
L(Λ) =
⊕
µ∈P
L(Λ)µ
and L(Λ)µ is finite-dimensional for all µ ∈ P .
We remark that gch L(Λ) is well-defined thanks to Theorem 2.2 (3).
2.1.2 Realization of L(Λ0)
Definition 2.3 (Heisenberg algebra). For each l ∈ N, let Sl be a unital C-
algebra generated by xi,n (i = 1, ..., l, 0 6= n ∈ Z) and K which satisfy the
following conditions:
(1) [xi,n, xj,m] = nδi,jδn,−mK;
(2) [K,Sl] = 0.
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We set R = C[yi,n | i ∈ {1, ..., l}, n ∈ N]. We define a representation
p : Sl → EndC (R) by
p(xi,−n) = yi,n, p(xi,n) = n
∂
∂yi,n
, p(K) = idR (n > 0).
Let gim :=
⊕
n∈Z\{0}
gnδ. The algebra Sl is a Z-graded algebra by setting deg xi,n =
n and deg K = 0, and U(gim ⊕ CK) is a Z-graded algebra by the Z-grading
induced from the adjoint action of the scaling element d. For g of type A
(2)
2l , we
have dimC gnδ = l for n ∈ Z, and we have the following.
Proposition 2.4 (see [Kac] Proposition 8.4). The algebras U(gim ⊕ CK) and
Sl are isomorphic as Z-graded algebras.
By Proposition 2.4, we identify Sl with U(gim ⊕CK). Since h˚ and U(gim⊕
CK) are mutually commutative, the following C-algebra homomorphism pλ :
U(gim ⊕ h˚⊕ CK)→ EndC (R) (λ ∈ P˚ ) is well-defined
pλ|Sl = p and pλ(h) = λ(h)idR for h ∈ h˚.
We denote this U(gim ⊕ h˚⊕ CK)-module by Rλ.
Theorem 2.5 ([LNX] Theorem 6.4). We put p˜ :=
∏
λ∈P˚
pλ : U(gim ⊕ h˚ ⊕
CK) → EndC (
⊕
λ∈P˚
Rλ). Then p˜ extends to an algebra homomorphism U(g) →
EndC (
⊕
λ∈P˚
Rλ) and
⊕
λ∈P˚
Rλ is isomorphic to L(Λ0) as a g-module.
2.2 Thin and thick Demazure modules
Definition 2.6. For each w ∈W and Λ ∈ P+, we define b−-modules
DwΛ := U(b−)v
∗
wΛ ⊂ L(Λ)∨ and DwΛ := U(b−)vwΛ ⊂ L(Λ).
Here vwΛ ∈ L(λ)wΛ and v∗wΛ ∈ (L(Λ)wΛ)∗ are nonzero vectors. By Theorem
2.2 (3), these vectors are unique up to scalars. Hence DwΛ and D
wΛ are well-
defined. We call DwΛ a thin Demazure module and D
wΛ a thick Demazure
module.
Remark 2.7. A Demazure module in [Kum] means the thin Demazure module
DwΛ.
Lemma 2.8 ([Kac] Proposition 3.6). For each w ∈ W , Λ ∈ P+ and α ∈ ∆+,
we have
vsαwΛ ∈


g
〈wΛ,αˇ〉
−α vwΛ (〈wΛ, αˇ〉 > 0)
g
−〈wΛ,αˇ〉
α vwΛ (〈wΛ, αˇ〉 < 0)
CvwΛ (〈wΛ, αˇ〉 = 0)
,
where gmα = {X1X2 · · ·Xm ∈ U(g) | Xi ∈ gα}.
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Lemma 2.9 and Corollary 2.12 in the below are proved in [CK] for the dual
of the untwisted affine Lie algebra. The proofs in [CK] are also valid for type
A
(2)
2l .
Lemma 2.9 ([CK] Corollary 4.2). For each w, v ∈ W and Λ ∈ P+, we have
the following:
(1) If w ≤ v, then DvΛ ⊆ DwΛ;
(2) If w and v are minimal representatives of cosets in W/WΛ and D
vΛ ⊆ DwΛ,
then w ≤ v.
Lemma 2.9 allows us to define as follows:
Definition 2.10. For each w ∈ W and Λ ∈ P+, we define a U(b−)-module
DwΛ as
DwΛ := DwΛ/
∑
w<v
DvΛ.
We call this module a Demazure slice.
Proposition 2.11 ([Kat] Corollary 2.22). For each Λ ∈ P+ and S ⊂W , there
exists S
′ ⊂W such that ⋂
w∈S
Dwλ =
∑
w∈S′
DwΛ.
Corollary 2.12 ([CK] Corollary 4.4). For each w, v ∈ W and Λ ∈ P+, we
have
(DwΛ ∩DvΛ)/(DvΛ ∩
∑
u>w
DuΛ) = DwΛ or {0}.
2.3 Level one case
In this subsection, we consider level one Demazure modules. The unique level
one dominant integral weight of A
(2)
2l is Λ0. From (1.1),
P˚ ∋ λ 7→ λ+ Λ0 + (λ|λ)
2
δ ∈WΛ0
is a bijection. For each λ ∈ P˚ , we set
Dλ := Dπλ , D
λ := Dπλ , Dλ := Dπλ .
Lemma 2.13. For each λ, µ ∈ P˚ , we have Dλ ( Dµ if and only if µ ≻ λ.
Proof. If Dλ ( Dµ, then we have πµ < πλ by Lemma 2.9. Then, Lemma 1.6
(1) implies µ ≻ λ. Conversely, we assume that µ ≻ λ. There exists w ∈ W
such that µ ≻ λ = w((µ)). Let w = si1 · · · sin be a reduced expression of w such
that (sik+1 · · · s1)((µ)) ≻ (siksik+1 · · · s1)((µ)) for all k. If n = 1, then Lemma
1.6 (2) implies πµ < πλ. Hence, we have D
λ ( Dµ. If n > 1, then we have
Dλ ( D(si2 ···sin )((µ)) ( · · · ( Dµ inductively.
Theorem 2.14 ([Ion] Theorem 1). For each λ ∈ P˚ , we have
gch Dλ = q
(b|b)
2 E¯λ(X
−1, q−1).
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2.4 Weyl modules
Definition 2.15 ([CIK] §3.3). For each λ ∈ P˚+, the global Weyl module is a
cyclic Cg-moduleW (λ) generated by a vector vλ that satisfies following relations:
(1) hvλ = λ(h)vλ for each h ∈ h;
(2) e
〈λ,αˇ〉+1
−α vλ = 0 for each α ∈ ∆˚+;
(3) Cn+vλ = 0.
Definition 2.16 ([CIK] §3.5 and §7.2). For each λ ∈ P˚ , the local Weyl module
is a cyclic Cg-module W (λ)loc generated by a vector vλ satisfies relations (1),
(2), (3) of Definition 2.15 and
(4) Xvλ = 0 for X ∈ Cgim.
Theorem 2.17 ([CIK] Theorem 2). Let λ ∈ P˚+. Then Dλ ⊗C C(λ|λ)δ/2−Λ0 is
isomorphic to W (λ)loc as Cg-module, where C(λ|λ)δ/2−Λ0 is the 1-dimensional
module with its h-weight (λ|λ)δ/2 − Λ0.
Corollary 2.18. For each λ ∈ P˚+, we have
gchW (λ)loc = q
(b|b)
2 P¯λ(X
−1, q−1).
Proof. By Theorem 2.17, we have
gchW (λ)loc = gch Dλ.
By Proposition 1.11 and Theorem 2.14, the assertion follows.
Theorem 2.19 ([CI] Theorem 2.5 (3), Theorem 4.7 and [Kle] Theorem 7.21).
For each λ, µ ∈ P˚+ and m ∈ Z/2, we have
dimC Ext
n
Cg-modint(W (λ)⊗C Cmδ,W (µ)∨loc) = δm,0δ0,nδλ,µ.
Corollary 2.20. For each λ, µ ∈ P˚+, we have 〈gch W (λ), gch W (µ)loc〉int =
δλ,µ.
Proof. The assertion follows from Definition 1.21 and Theorem 2.19.
2.4.1 Extensions between Weyl modules in B
In this subsection, we prove the following corollary of Theorem 2.19.
Theorem 2.21. For each λ, µ ∈ P˚+, m ∈ Z/2 and n ∈ Z+, we have
dimC Ext
n
B(W (λ)⊗C Cmδ,W (µ)∨loc) = δm,0δ0,nδλ,µ.
Definition 2.22 ([Gro] §2.1). Let C, D be abelian categories. A contravariant
δ-functor from C to D consists of the following data:
(a) A collection T = {T i}i∈Z+ of contravariant additive functors from C to D;
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(b) For each exact sequence 0 → M ′′ → M → M ′ → 0, a collection of mor-
phisms {δn : T n(M ′′)→ T n+1(M ′)}n∈Z+ with the following conditions:
(1) For each exact sequence 0 → M ′′ → M → M ′ → 0, there is a long exact
sequence
0 → T 0(M ′)→ T 0(M)→ T 0(M ′′) δ
0
→
→ T 1(M ′)→ · · · → T n−1(M ′′) δ
n−1
→
→ T n(M ′)→ T n(M)→ T n(M ′′) δ
n
→ · · · ;
(2) For each morphism of short exact sequence
0 −−−−→ M ′′ −−−−→ M −−−−→ M ′ −−−−→ 0y y y
0 −−−−→ N ′′ −−−−→ N −−−−→ N ′ −−−−→ 0
,
we have the following commutative diagram
T n−1(N ′′)
δn−1−−−−→ T n(N ′)y y
T n−1(M ′′)
δn−1−−−−→ T n(M ′)
.
Definition 2.23 ([Gro] §2.1). For each contravariant δ-functors T = {T i}i∈Z+
and S = {Si}i∈Z+, a morphism of δ-functor from T = {T i}i∈Z+ to S =
{Si}i∈Z+ is a collection of natural transformations F = {F i : T i → Si}i∈Z+
with the following condition:
(∗) For each exact sequence 0 → M ′′ → M → M ′ → 0, the following diagram
is commutative
T n−1(M ′′)
δn−1−−−−→ T n(M ′)
Fn−1(M ′′)
y Fn(M ′)y
Sn−1(M ′′)
δn−1−−−−→ Sn(M ′)
.
Definition 2.24 ([Gro] §2.2). A contravariant δ-functor T = {T i}i∈Z+is called
a universal δ-functor if for each δ-functor S = {Si}i∈Z+ and for each natural
transformation F 0 : T 0 → S0, there exists a unique morphism of δ-functor
{F i : T i → Si}i∈Z+ .
Definition 2.25 ([Gro] §2.2). An additive functor F : C → D is called coef-
faceable if for each object M of C, there is a epimorphism P → M such that
F (P ) = 0.
Theorem 2.26 ([Gro] Proposition 2.2.1). For each C, D be abelian categories
and let T = {T i}i∈Z+ be a contravariant δ-functor from C to D. If T i is coef-
faceable for i > 0, then T is universal.
16
Lemma 2.27 (Shapiro’s lemma). For each M ∈ B, N ∈ Cg-modwt and n ∈
Z+, we have
ExtnB(M,N) = Ext
n
Cg-modwt(U(Cg) ⊗
U(b−)
M,N).
Proof. Let P • → M → 0 be a projective resolution of M in B. Since U(Cg)
is free over U(b−), the complex U(Cg) ⊗
U(b−)
P • is a projective resolution of
U(Cg) ⊗
U(b−)
M in Cg-modwt. The assertion follows from the Frobenius reciprocity.
Lemma 2.28. We have the following:
(1) For each M, N ∈ Cg-modint, we have
ExtkCg-modwt(M,N
∨) = ExtkCg-modint(M,N
∨) k ∈ Z+;
(2) For each N ∈ Cg-modint, we have
ExtkCg-modwt(U(Cg) ⊗
U(b−)
C0, N
∨) = ExtkCg-modwt(C0, N
∨) k ∈ Z+.
Proof. First, we prove the first assertion. The sets of functors {ExtkCg-modwt(−, N∨)}k∈Z+
and {ExtkCg-modint(−, N∨)}k∈Z+ are contravariant δ-functors from Cg-modint to
the category of vector spaces. From Theorem 2.26, {ExtkCg-modint(−, N∨)}k∈Z+
is a universal δ-functor. We prove {ExtkCg-modwt(−, N∨)}k∈Z+ is also a universal
δ-functor. From Theorem 2.26, it is sufficient to show ExtlCg-modwt(P (λ+nΛ0+
mδ)int, N
∨) = {0} for λ ∈ P˚+, n, 2m ∈ Z and l > 0. From the BGG-resolution,
we have an exact sequence
· · · →
⊕
w∈W˚,l(w)=n+1
M˚(w◦λ+nΛ0+mδ)→
⊕
w∈W˚,l(w)=n
M˚(w◦λ+nΛ0+mδ)→ · · ·
· · · →
⊕
w∈W˚,l(w)=1
M˚(w◦λ+nΛ0+mδ)→ M˚(λ+nΛ0+mδ)→ V (λ+nΛ0+mδ)→ 0,
where
M˚(µ) := U (˚g+ h) ⊗
U (˚b++h)
Cµ.
Since U(Cg) is free over U (˚g + h), by tensoring U(Cg), we obtain a projective
resolution P • → P (λ+nΛ0+mδ)int → 0 of P (λ+nΛ0+mδ)int in Cg-modwt such
that Pn =
⊕
w∈W˚,l(w)=n
U(Cg) ⊗
U (˚g+h)
M˚(w ◦ λ + nΛ0 +mδ). For each l(w) > 0,
since U(Cg) ⊗
U (˚g+h)
M˚(w ◦ λ + nΛ0 + mδ) does not have a g˚-integrable quo-
tient, we have HomCg-modwt(U(Cg) ⊗
U (˚g+h)
M˚(w ◦ λ + nΛ0 + mδ), N∨) = {0}.
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This implies ExtlCg-modwt(P (λ + nΛ0 + mδ)int, N
∨) = {0} for l > 0. Hence
{ExtkCg-modwt(−, N∨)}k∈Z+ is a universal δ-functor by Theorem 2.26. Since
Ext0Cg-modwt(−, N∨) = Ext0Cg-modint(−, N∨), the assertion follows.
Next, we prove the second assertion. Two sets of functors {ExtkCg-modwt(U(Cg) ⊗
U(b−)
C0, (−)∨)}k∈Z+ and {ExtkCg-modwt(C0, (−)∨)}k∈Z+ are contravariant δ-functors
from Cg-modint to the category of vector spaces. Since C0 is an object of Cg-
modint, we can prove that the latter is a universal δ-functor by the same argu-
ment as in the proof of (1). We show that ExtlCg-modwt(U(Cg) ⊗
U(b−)
C0, P (λ +
nΛ0+mδ)
∨
int) = {0} for each l > 0. For each w ∈ W˚ , by the PBW theorem and
the Frobenius reciprocity, we have
HomCg(U(Cg) ⊗
U(b−)
C0, (U(Cg)⊗U (˚g+h) M˚(w ◦ λ+ nΛ0 +mδ))∨)
= HomCg(U(Cg)⊗U (˚g+h) M˚(w ◦ λ+ nΛ0 +mδ), (U(Cg) ⊗
U(b−)
C0)
∨)
= Hom
b˚++h
(Cw◦λ+nΛ0+mδ, (U(Cg) ⊗
U(b−)
C0)
∨)
= Hom
b˚++h
(Cw◦λ+nΛ0+mδ, (U (˚b+ + h) ⊗
U(h)
C0)
∨)
= Hom
b˚++h
(U (˚b+ + h) ⊗
U(h)
C0,C−w◦λ−nΛ0−mδ)
= Homh(C0,C−w◦λ−nΛ0−mδ).
If l(w) > 0, then Hom
b˚++h
(Cw◦λ+nΛ0+mδ, (U (˚b+ + h) ⊗
C
C0)∨) = {0}. Using
the projective resolution of P (λ + nΛ0 +mδ)int considered in the proof of (1),
this implies ExtlCg-modwt(U(Cg) ⊗
U(b−)
C0, P (λ + nΛ0 + mδ)∨int) = {0} for each
l > 0. Hence ExtkCg-modwt(U(Cg) ⊗
U(b−)
C0, (−)∨) = {0} is a universal δ-functor.
Since Ext0Cg-modwt(U(Cg) ⊗
U(b−)
C0, N∨) = Ext
0
Cg-modwt(C0, N
∨), the assertion
follows.
Lemma 2.29. For each M, N ∈ B, we have
ExtnB(M,N
∨) = ExtnB(C0,M
∨ ⊗C N∨) for n ∈ Z+.
Proof. We show that {ExtnB(C0, (−)∨ ⊗C N∨)}n∈Z+ is a universal δ-functor.
For each injective object I ∈ B, the object I ⊗C N∨ is an injective object
in B. Hence we have ExtkB(C0, P
∨ ⊗C N∨) = {0} for each projective ob-
ject P ∈ B and k ∈ N. From Theorem 2.26, this implies {ExtnB(C0, (−)∨ ⊗C
N∨)}n∈Z+ is a universal δ-functor. For each R ∈ B, we have HomB(R,N∨) =
HomB(C0, R∨ ⊗C N∨). Since {ExtnB(−, N∨)}n∈Z+ is a universal δ-functor, this
implies {ExtnB(−, N∨)}n∈Z+ ∼= {ExtnB(C0, (−)∨⊗CN∨)}n∈Z+ . Hence the asser-
tion follows.
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Remark 2.30. The conclusion of Lemma 2.29 remains valid if we replace ExtnB
with ExtnCg-modint by the same argument.
Theorem 2.31. For M, N ∈ Cg-modint, we have
ExtnB(M,N
∨) = ExtnCg-modint(M,N
∨).
Proof. We have
ExtnB(M,N
∨) = ExtnB(C0,M
∨ ⊗C N∨) from Lemma 2.29
= ExtnCg-modwt(U(Cg) ⊗
U(b−)
C0,M
∨ ⊗C N∨) from Lemma 2.27
= ExtnCg-modwt(C0,M
∨ ⊗C N∨) from Lemma 2.28 (2)
= ExtnCg-modint(C0,M
∨ ⊗C N∨) from Lemma 2.28 (1)
= ExtnCg-modint(M,N
∨) from Remark 2.30.
Proof of Theorem 2.21. If we set M = W (λ) ⊗C Cmδ and N = W (µ)loc in
Theorem 2.31, then we obtain Theorem 2.21.
Corollary 2.32. For each f, g ∈ C((q1/2))[P˚ ]W˚ , we have
〈f, g〉int = 〈f, g〉Ext.
Proof. From Theorem 2.31, we have
〈gchW (λ), gchW (µ)loc〉int = 〈gchW (λ), gchW (µ)loc〉Ext
for each λ, µ ∈ P˚+. Since {gchW (λ)}λ∈P˚+ and {gchW (λ)loc}λ∈P˚+ are C((q1/2))-
basis of C((q1/2))[P˚ ]W˚ , we obtain the assertion.
2.4.2 Demazure-Joseph functor
For each i = 0, ..., l, let sl(2, i) be a Lie subalgebra of g isomorphic to sl2
corresponding to ±αi and pi := b− + sl(2, i). For each i = 0, ..., l and a b−-
module M with semisimple h-action, Di(M) is the unique maximal sl(2, i)-
integrable quotient of U(pi) ⊗
U(b−)
M . ThenDi defines a functor called Demazure-
Joseph functor ([Jos]).
Theorem 2.33 ([Jos]). For each i = 0, ..., l and a h-semisimple b−-module M ,
the following hold:
(1) The functors {Di}i=0,...,l satisfy braid relations of W ;
(2) There is a natural transformation Id→ Di;
(3) If M is an sl(2, i)-integrable pi-module then Di(M) ∼=M ;
(4) If N is an sl(2, i)-integrable pi-module then Di(M ⊗N) ∼= Di(M)⊗N ;
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(5) The functor Di is right exact.
For a reduced expression w = si1si2 · · · sin ∈W , we define
Dw := Di1 ◦ Di2 ◦ · · · ◦ Din .
This is well-defined by Theorem 2.33 (1).
Theorem 2.34. For each Λ ∈ P+, w ∈W and i ∈ {0, ..., l}, we have
Di(DwΛ) =
{
DwΛ (w ≥ siw)
DsiwΛ (w < siw).
Proof. By Lemma 2.8 and the PBW theorem, DwΛ has an integrable sl2(i)-
action if w ≥ siw. Hence Theorem 2.33 (3) implies Di(DwΛ) = DwΛ if w ≥ siw.
If w < siw, then DsiwΛ is a pi-module with an integrable sl(2, i) action by
Lemma 2.8 and the PBW theorem, and we have an inclusion DwΛ → DsiwΛ.
Hence we have a morphism of pi-module U(pi) ⊗
U(b−)
DwΛ → DsiwΛ. This mor-
phism is surjective since DsiwΛ is generated by a vector with its weight wΛ
as pi-module. Therefore we obtain a surjection Di(DwΛ) → DsiwΛ by taking
a maximal sl(2, i)-integrable quotient. By [Kas, Proposition 3.3.4], we have
gch Di(DwΛ) = gch DsiwΛ. Hence the above surjection is an isomorphism.
We set D#i := ∨ ◦ Di ◦ ∨.
Proposition 2.35 ([FKM] Proposition 5.7). For each i = 0, 1, ..., l, n ∈ Z+,
M ∈ B′, N ∈ B0, we have
ExtnB(Di(M), N) ∼= ExtnB(M,D#i (N)) n ∈ Z+.
2.4.3 Realization of global Weyl module
For each λ ∈ P˚+, we define
GrλD := Dλ/
∑
λ≻µ,µ/∈W˚λ
Dµ.
From the PBW theorem and Lemma 2.8, Dλ and
∑
λ≻µ,µ/∈W˚λ
Dµ are stable under
the action of Cg. Hence GrλD admits a Cg-module structure.
Proposition 2.36. Let λ ∈ P˚+, Then GrλD has a filtration of b−-submodules
{0} = F0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ FN−1 ⊂ FN = GrλD
such that
{Fi/Fi−1}i=1,...,N = {Dµ}µ∈W˚λ.
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Proof. Let ≥′ be a total order on W such that if w ≥ v then w ≥′ v. For each
w ≥ πλ, define
Fw := (
∑
v≥′w
DwΛ0 +
∑
λ≻µ,µ/∈W˚λ
Dµ)/
∑
λ≻µ,µ/∈W˚λ
Dµ.
This is a b−-submodule of Gr
λD and
Fw ⊆ Fv if w ≥′ v.
By Corollary 2.12, {Fw}w∈W gives the assertion.
Lemma 2.37. We have the following equality of graded characters.
gch L(Λ0) =
∑
λ∈P˚+
q(λ|λ)/2gchW (λ).
Proof. Let λ ∈ P˚+ and k ∈ Z+. By Theorem 2.17,
ExtkCg-modint(L(Λ0), (C−(λ|λ)δ/2 ⊗C W (λ)loc)∨) = ExtkCg-modint(L(Λ0), D∨λ ).
Applying Theorem 2.34 and Proposition 2.35 repeatedly, we have
ExtkCg-modint(L(Λ0), D
∨
λ ) = Ext
k
Cg-modint(L(Λ0), D
∨
0 ) k ∈ Z+.
Here D0 is isomorphic to the trivial Cg-module CΛ0 with its weight Λ0. By [HK,
Theorem 3.6], We have a projective resolution of a Cg-module
· · · → P 1 → P 0 → CΛ0 → 0,
where Pn =
⊕
w∈W0, l(w)=n
P (w◦0+Λ0)int. Since dimC HomCg(Pn,CΛ0) = δ0,n,
we obtain
dimCExt
k
Cg-modint(L(Λ0), (C−(λ|λ)δ/2 ⊗C W (λ)loc)∨) = δ0,k k ∈ Z+.
Therefore, we have
〈gch L(Λ0), gch (C−(λ|λ)δ/2 ⊗C W (λ)loc)〉int = 1.
By Corollary 2.18, the set of graded characters {gch W (λ)loc}λ∈P˚+ is an or-
thogonal C((q1/2))-basis of C((q1/2))[P˚ ]. Hence Corollary 2.20 implies the asser-
tion.
If a b−-moduleM admits a finite sequence of b−-submodules such that every
successive quotient is isomorphic to some Dµ (µ ∈ P ), then we say M is filtered
by Demazure slices. Let f , g ∈ C((q1/2))[P˚ ]. Here we make a convention that
f ≥ g means all the coefficients of f − g belong to Z+.
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Theorem 2.38. For each λ ∈ P˚+, the global Weyl module W (λ) ⊗C CΛ0 is
isomorphic to GrλD as Cg-module. In particular, W (λ) ⊗C CΛ0 is filtered by
Demazure slices and each Dµ (µ ∈ W˚λ) appears exactly once as a successive
quotient.
Proof. First, we show that there exists a surjection W (λ)⊗C CΛ0 → GrλD. Let
vλ ∈ GrλD be the nonzero cyclic vector with its weight λ + Λ0 − (λ|λ)2 δ. We
check vλ satisfies Definition 2.15 (1), (2), (3). The condition (1) is trivial from
the definition of vλ. Since L(Λ0) is an integrable g-module, vλ is an extremal
weight vector. This implies the condition (2). We check the condition (3) in the
sequel. Since 〈λ, αˇ〉 ≥ 0 and vλ is an extremal weight vector, we have eαvλ = 0
for α ∈ ∆˚+. For each µ ∈ P˚ , we set |µ〉 := 1 ∈ Rµ. For each β = α + nδ ∈ ∆
with n ∈ −Z+/2 and α ∈ ∆˚+ ∪ 12 ∆˚l+, we have v := eα+nδ|λ〉 ∈ U(Cgim)|λ+α〉
by Theorem 2.5. Since U (˚g)v is finite dimensional, U (˚g)v has a highest weight
vector whose weight is ν. Then, v ∈ U(Cgim)U (˚n−)|ν〉 ⊂ Dν . Hence ν−λ ∈ Q˚′+.
Since λ and ν is dominant, we have λ ≻ ν. Therefore Dν is 0 in GrλD as
|ν〉 ∈ Dν . This implies v = 0 and we have the desired surjection. In particular,
we have an inequality
q(λ,λ)/2gchW (λ) ≥ gch GrλD.
On the other hand, we have,
gch L(Λ0) =
∑
λ∈P˚+
gch GrλD
and
gch L(Λ0) =
∑
λ∈P˚+
q(λ|λ)/2gchW (λ)
by Lemma 2.37. Thus the above inequality is actually an equality and the
assertion follows.
2.5 Extensions between Dλ and Dµ
2.5.1 Demazure-Joseph functor and Demazure slices
Theorem 2.39. For each w ∈ W and i ∈ {0, ..., l}, we have the following:
Di(Dw) =
{
Dsiw if siw < w
Dw if siw ≥ w.
Proof. The proof is the same as proof of Theorem 2.34 using the analog of [Kas,
Proposition 3.3.4] for thick Demazure modules (cf. [Kas, §4]).
For each c ∈ P˚ , let W (c) be the image of Dc in Grc+D. Here c+ is a
unique dominant integrable weight in W˚ c. From Theorem 2.38, the global Weyl
module is isomorphic to the image of Dc+ as Cg′-module. Hence this notation
is consistent with the previous notation and we use the same notation.
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Proposition 2.40 ([CK] Proposition 4.13). For each c ∈ P˚ and i ∈ {1, ..., l},
we have
Di(W (c)) =
{
W (sic) (sic  c)
W (c) (sic  c)
.
Proof. We set Mc :=
∑
c−≻a
Da. We have a short exact sequence
0→Mc → Dc +Mc →W (c)→ 0.
The module Mc is invariant under Di by Theorem 2.39, and hence we obtain a
following exact sequence
L−1Di(W (c))→Mc → Dc′ +Mc → Di(W (c))→ 0.
Here
c′ =
{
sic (sic  c)
c (sic  c)
and L•Di is the left derived functor of Di. By Theorem 2.33 (2), we have the
following commutative diagram
Mc −−−−→ Dc +Mc∥∥∥ y
Mc −−−−→ Dc′ +Mc
.
Since L(Λ0) is completely reducible as a sl(2, i)-module and D
c +Mc is a b−-
submodule of L(Λ0), the above morphism D
c +Mc → Dc′ +Mc is injective by
[Jos, Lemma 2.8 (1)]. Hence Mc → Dc′ +Mc is injective. Therefore we obtain
Di(W (c)) ∼= (Dc′ +Mc)/Mc from the above exact sequence.
Proposition 2.41 ([CK] Corollary 4.15). Let i ∈ {0, 1, ..., l} and c ∈ P˚ . If
sic ≻ c, then we have an exact sequence
0→ Dc → Di(Dc)→ Dsic → 0
and Di(Dsic) = {0}.
Proof. We set S := {w ∈ W |w  πc, siw  πc} and M :=
∑
w∈S
Dw. Then we
have Dc ∩M = ∑
πc<w
Dw. Hence we have an exact sequence
0→M → Dc +M → Dc → 0.
As si(S) ⊂ S, we have Di(M) ∼= M . By the same argument as in the proof of
Proposition 2.40, applying Di, we obtain
0→M → Dsic +M → Di(Dc)→ 0.
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In particular, we have
Dc ∼= (Dc +M)/M and Di(Dc) ∼= (Dsic +M)/M.
Hence we have
0→ Dc → Di(Dc)→ (Dsic +M)/(Dc +M)→ 0.
Here (Dsic+M)/(Dc+M) ∼= Dsic/(Dsic∩(Dc+M)) is isomorphic to Dsic since
Dsic ∩ (Dc +M) = ∑w>siπc Dw. Hence the first assertion follows. ApplyingDi to the last exact sequence, from right exactness of Di, we have an exact
sequence
Di(Dc)→ D2i (Dc)→ Di(Dsic)→ 0.
From Theorem 2.33 (3), the above homomorphism Di(Dc) → D2i (Dc) is an
isomorphism. This implies the second assertion.
2.5.2 Calculation of ExtnB(D
λ ⊗C Cmδ+kΛ0 , D∨µ)
The following theorem is an A
(2)
2l version of [CK, Theorem 4.18].
Theorem 2.42. For each λ, µ ∈ P˚ , m ∈ Z/2 and k ∈ Z, we have
dimC Ext
n
B(D
λ ⊗C Cmδ+kΛ0 , D∨µ ) = δn,0δm,0δk,0δλ,µ n ∈ Z+.
Proof. By comparing the level, the extension vanishes if k 6= 0. We prove the
assertion by induction on µ with respect to ≻. By Theorem 2.33 (3), we have
Dw(D0) = D0 for all w ∈ W˚ . If λ is not anti-dominant, then there exists
i ∈ {1, ..., l} such that siλ > λ. Hence
ExtnB(D
λ ⊗C Cmδ+kΛ0 , D∨0 ) = ExtnB(Dλ ⊗C Cmδ+kΛ0 ,D#i (D∨0 ))
= ExtnB(Di(Dλ ⊗C Cmδ+kΛ0 ), D∨0 )
= {0}.
Here we used Proposition 2.35 in the second equality and Proposition 2.41 in the
third equality. If λ is anti-dominant, then we haveDw0(Dλ) =W (λ+)⊗CCΛ0 for
the longest element w0 of W˚ by Proposition 2.40. Hence we have Ext
n
B(D
λ ⊗C
Cmδ+kΛ0 , D
∨
0 ) = Ext
n
B(W (λ+) ⊗C Cmδ+kΛ0 ,W (0)∨loc) by Theorem 2.17. From
Theorem 2.21, the assertion follows in this case.
Let siµ ≻ µ. We set D′λ := Dλ ⊗C Cmδ+kΛ0 for λ ∈ P. By Proposition 2.41, we
have the following exact sequence
0→ Ext0B(D′siλ, D∨µ )→ Ext0B(Di(D′λ), D∨µ )→ Ext0B(D′λ, D∨µ )→
· · · → ExtnB(D′siλ, D∨µ )→ ExtnB(Di(D′λ), D∨µ )→ ExtnB(D′λ, D∨µ )→· · · .
From Theorem 2.34 and Proposition 2.35, we have
ExtnB(Di(Dλ⊗CCmδ+kΛ0 ), D∨µ ) ∼= ExtnB(Dλ⊗CCmδ+kΛ0 ,D#i (D∨µ )) ∼= ExtnB(Dλ⊗CCmδ+kΛ0 , D∨siµ).
Therefore, the assertion follows from the induction hypothesis and the long
exact sequence.
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Corollary 2.43. For each λ, µ ∈ P˚ , we have
〈gch Dλ, q (b|b)2 E¯µ(X−1, q−1)〉Ext = δλ,µ.
Proof. By Theorem 2.42, we have
〈gch Dλ, gch Dµ〉Ext = δλ,µ.
Using Theorem 2.14, we obtain the assertion.
Corollary 2.44. For each λ ∈ P˚ , we have
gch Dλ = q
(b|b)
2 E†λ(X
−1, q−1)/〈E¯λ, E†λ〉Ext.
Proof. Since {E†λ(X−1, q−1)/〈E¯λ, E†λ〉Ext}µ∈P˚ is a C((q1/2))-basis of C((q1/2))[P˚ ],
we have
gch Dλ =
∑
µ∈P˚
aµE
†
λ(X
−1, q−1)/〈E¯λ, E†λ〉Ext
for some aµ ∈ C((q1/2)). Since 〈−,−〉′nonsym|t=0 = 〈−,−〉Ext, and {Eλ(X, q)}λ∈P˚
are orthogonal with respect to 〈−,−〉′nonsym each other, we have
〈E¯λ(X−1, q−1), E†µ(X−1, q−1)〉Ext/〈E¯λ, E†λ〉Ext = δλ,µ.
Hence we have 〈gch Dλ, gch Dµ〉Ext = aµ by Theorem 2.14. Therefore the
assertion follows from Corollary 2.43.
3 Weyl module for special current algebra of A
(2)
2l
We continue to work in the setting of the previous section.
3.1 Special current algebra of A
(2)
2l
In this subsection, we refer for general terminologies to [FK, Chapter 2], [FM,
§2.2] and [Car, Appendix]. We set
h˚† :=
l−1⊕
i=0
Cαi, ∆˚
† := ∆ ∩ Q˚† and g˚† := (
⊕
α∈∆˚†
gα)⊕ h˚†.
Then g˚† is a finite dimensional simple Lie algebra of type Bl. The subalgebra
h˚† is a Cartan subalgebra of g˚†, and ∆˚† is the set of roots of g˚† with respect to
h˚†. Using the standard basis ν1, ..., νl of Rl, we have :
∆˚† = {±(νi ± νj), ±νi| i, j = 1, ..., l}.
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We denote the set of short roots of g˚† by ∆˚†s and the set of long roots of g˚
† by
∆˚†l . Let {α†1, ..., α†l } be a set of simple roots of g˚†.We set Q˚†+ :=
⊕
i=1,...,l Z+α
†.
We have
∆re = (∆˚
† + Zδ) ∪ (2∆˚†s + (2Z+ 1)δ).
The special current algebra Cg† is the maximal parabolic subalgebra of g that
contains g˚†. We have Cg† = g˚† + b−. We set
Cg
†
im := Cgim, Cg
†′ := [Cg†,Cg†]
and
Cn
†
+ :=
⊕
α∈(∆˚†+−Z+δ)∪(2∆˚
†
s+−(2Z++1)δ)
gα
Let P˚ † be the integral weight lattice of g˚† and P˚ †+ be the set of dominant integral
weights of g˚†. Let ̟†i (i = 1, ..., l) be the fundamental weights of g˚
†. We identify
P˚ † and Z̟†1⊕· · ·⊕Z̟†l−1⊕Z̟†l by̟†i = Λl−i−Λl for i 6= l and̟†l = Λ0−Λl/2.
Let W˚ † be the subgroup of W generated by {sα}α∈∆˚† .
3.2 Realization of Cg†
We refer to [CIK, §4.6] in this subsection. Let Xi,j be a (2l+1)×(2l+1) matrix
unit whose ij-entry is one. We set Hi = Xi,i −Xi+1,i+1 (i = 1, ..., 2l). The Lie
algebra sl2l+1 is spaned by Xi,j (i 6= j) and Hi (i = 1, ..., 2l). The assignment
Xi,i+1 → X2l+1−i,2l+2−i, Xi+1,i → X2l+2−i,2l+1−i
extends on sl2l+1 as a Lie algebra automorphism. We write this automorphism
by σ. Let L(sl2l+1) = sl2l+1 ⊗C C[t±1] be the loop algebra corresponding to
sl2l+1 and extend σ on L(sl2l+1) by σ(X ⊗ f(t)) = σ(X) ⊗ f(−t). We denote
the fixed point of σ in sl2l+1 ⊗C C[t] by (sl2l+1 ⊗C C[t])σ.
Proposition 3.1 (see [Kac] Theorem 8.3). The Lie algebra (sl2l+1⊗C C[t])σ is
isomorphic to Cg†′.
3.3 Weyl module for Cg†
Definition 3.2. For each λ ∈ P˚ †+, the global Weyl module is a cyclic Cg†-module
W (λ)† generated by vλ that satisfies the following relations:
(1) hvλ = λ(h)vλ for each h ∈ h;
(2) e
〈λ,αˇ〉+1
−α vλ = 0 for each α ∈ ∆˚†+;
(3) Cn†+vλ = 0.
Definition 3.3. For each λ ∈ P˚ , the local Weyl module is a cyclic Cg†-module
W (λ)†loc generated by vλ satisfies relations (1), (2), (3) of Definition 3.2 and
(4) Xvλ = 0 for each X ∈ Cg†im.
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Theorem 3.4 ([FK] Corollary 6.0.1 and [FM] Corollary 2.19). For each λ ∈ P˚ †+,
we have
(1) If λ =
∑l−1
i=1mi̟
†
i + (2k − 1)̟†l , then
dimC W (λ)
†
loc =
(
l−1∏
i=1
(
2l+ 1
i
)mi)(2l+ 1
l
)k−1
2l;
(2) If λ =
∑l−1
i=1mi̟
†
i + 2ml̟
†
l , then
dimC W (λ)
†
loc =
l∏
i=1
(
2l + 1
i
)mi
.
3.4 The algebra Aλ
Let λ ∈ P˚ †+. We set
Ann(vλ) := {X ∈ U(Cg†im) | Xvλ = 0} and Aλ := U(Cg†im)/Ann(vλ),
where vλ is the cyclic vector of W (λ)
†
loc in Definition 3.2.
Proposition 3.5 ([CIK] §7.2). For each λ ∈ P˚ †+, the algebra Aλ acts on W (λ)†
by
X.Y vλ := Y Xvλ for X ∈ Aλ and Y ∈ U(Cg†′).
3.4.1 Generator of Aλ
For i = 1, ..., l− 1, we set
hi,0 := Hi +H2l+1−i, hi,1 := Hi −H2l+1−i,
xi,0 := Xi,i+1 +X2l+1−i,2l+2−i, xi,1 := Xi,i+1 −X2l+1−i,2l+2−i,
yi,0 := Xi+1,i +X2l+2−i,2l+1−i, yi,1 := Xi+1,i −X2l+2−i,2l+1−i
and
hl,0 = 2(Hl +Hl+1), hl,1 = Hl −Hl+1,
xl,0 :=
√
2(Xl,l+1 +Xl+1,l+2), xl,1 := −
√
2(Xl,l+1 −Xl+1,l+2),
yl,0 :=
√
2(Xl+1,l +Xl+2,l+1), yl,1 := −
√
2(Xl+1,l −Xl+2,l+1).
The Lie algebra generated by {xi,0, yi,0, hi,0}i=1,...,l is isomorphic to the simple
Lie algebra of type Bl, and {hi,0}i=1,...,l is the set of its simple coroots [Car,
Theorem 9.19]. We set zl,1 :=
1
4 [yl,0, yl,1]. As in [CFS, §3.3], we define pi,r ∈
U(Cg†im) (i = 1, .., l and r ∈ Z+) by
∑
r∈Z+
pi,rz
r := exp
(
−
∞∑
k=1
1∑
ε=0
hi,ε ⊗ t−2k+ε
2k − ε z
2k−ε
)
27
for i 6= l and
∑
r∈Z+
pl,rz
r := exp
(
−
∞∑
k=1
hl,0/2⊗ t−2k
2k
z2k +
∞∑
k=1
hl,1 ⊗ t−2k+1
2k − 1 z
2k−1
)
.
Proposition 3.6. The algebra U(Cg†im) is isomorphic to the polynomial ring
C[pi,r|i = 1, ..., l, r ∈ Z+].
Proof. We have C[pi,r|i = 1, ..., l, r ∈ Z+] ⊂ U(Cg†im). The set of generators of
U(Cg†im) is {hi,ε ⊗ t−2k+ε| n ∈ {1, .., l}, k ∈ N and ε ∈ {0, 1}}. It suffices to see
that hn,ε ⊗ t−2k+ε ∈ C[pi,r|i = 1, ..., l, r ∈ Z+] for each i ∈ {1, .., l}, k ∈ N and
ǫ ∈ {0, 1}. We have hi,1 ⊗ t−1 = pi,1 up to a constant multiple. By definition,
pi,2k−ε+(hi,ε⊗ t−2k+ε)/(2k− ε) is an element of Q[hi,s|s < 2k− ε] if i 6= l, and
pl,2k−ε−(−1)ε+1(hl,ε/21−ε⊗t−2k+ε)/(2k−ε) is an element of Q[hl,s|s < 2k−ε].
The assertion follows by induction on 2k − ε.
Lemma 3.7 ([CFS] Lemma 3.2, Lemma 3.3 (iii) (b) and [CP] Lemma 1.3 (ii)).
Let V be a Cg†-module and v ∈ V be a nonzero vector such that Cn+v = 0. We
have the following:
(1) For i 6= l, we have (xi,1 ⊗ t−1)(r)(yi,0)(r)v = (−1)rpi,rv for r ∈ N;
(2) We have (xl,0)
(2r)(zl,1 ⊗ t−1)(r)v = (−1)rpl,rv for r ∈ N.
Proposition 3.8. Let λ ∈ P˚ †+, i ∈ {1, ..., l − 1} and vλ be the cyclic vector of
W (λ)† with its weight λ. We have pi,rvλ = 0 for r > 〈λ, αˇ†i 〉, and pl,rvλ = 0 for
r > ⌊ 〈λ,αˇ
†
l
〉
2 ⌋.
Proof. Definition 3.2 (3) implies the set of h˚†-weights of W (λ)† is the subset
of λ − Q˚†+. From Definition 3.2 (2) and Lemma 3.7 (1), we get pi,rvλ = 0 for
r > 〈λ, αˇ†i 〉. By Definition 3.2 (2), W (λ)† is an g˚†-integrable module. Since
the set of h˚†-weights of W (λ)† is contained in λ− Q˚†+, this implies λ− kα†l for
k > 〈λ, αˇ†l 〉 is not a weight of a vector of W (λ)†. Since (zl,1 ⊗ t) is a root vector
corresponding to 2α†l − δ, we obtain pl,rvλ = 0 for r > ⌊ 〈λ,αˇ
†
l
〉
2 ⌋.
We set
A′λ := C[pi,r|1 ≤ r ≤ 〈λ, αˇ†i 〉 for i 6= l, 1 ≤ r ≤ ⌊
〈λ, αˇ†l 〉
2
⌋ for i = l].
Corollary 3.9. For each λ ∈ P˚ †+, there exists a C-algebra surjection A′λ → Aλ.
Proof. By Proposition 3.8, we have pi,r, pl,k ∈ Ann(vλ) for each r > 〈λ, αˇ†i 〉
(i 6= l) and each k > ⌊ 〈λ,αˇ†n〉2 ⌋. Hence we have a surjection A′λ → Aλ by
Proposition 3.6.
We set P˚ †′+ := {λ ∈ P˚ †+ | 〈λ, αˇl〉 ∈ 2Z+}.
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Theorem 3.10 ([CIK] §5.6 and Theorem 1). For each λ ∈ P˚ †′+ and nonzero
element f ∈ A′λ, there exists a quotient of W (λ)† such that f acts nontirivially
on the image of the cyclic vector vλ of W (λ)
†. In particular Aλ ∼= A′λ.
Lemma 3.11 ([CIK] Lemma 5.4). For each 1 ≤ s ≤ k, let Vs be representations
of Cg† and let vs be vectors of Vs such that Cn
†
+vs = 0. We have
pi,r(v1 ⊗ · · · ⊗ vk) =
∑
r=j1+···+jk, ji≥0
pi,j1v1 ⊗ · · · ⊗ pi,jkvk
for all 1 ≤ i ≤ l and r ∈ Z+.
3.4.2 Dimension inequalities
For each maximal ideal I of Aλ, we define
W (λ, I)† := (Aλ/I) ⊗
Aλ
W (λ)†.
Let U(Cgim)+ be the argumentation ideal of U(Cgim) and Iλ,0 be a maximal
ideal of Aλ defined by (U(Cgim)+ +Ann(vλ))/Ann(vλ).
Proposition 3.12. For each λ ∈ P˚ †+, we have W (λ)†loc ∼=W (λ, Iλ,0)†.
Proof. The assertion follows from Definition 3.3 (4).
Proposition 3.13 ([CIK] Proposition 6.4 and 6.5). Let λ ∈ P˚ †+ and let I be a
maximal ideal of Aλ.
(1) If µ ∈ P˚ †+ satisfies λ− µ ∈ P˚ †′+ , then we have
dimC W (λ, I)
† ≥ dimC W (µ)†loc
(
l−1∏
i=1
(
2l+ 1
i
)(λ−µ)(αˇi))(2l+ 1
l
)(λ−µ)(αˇl/2)
.
(2) We have
dimC W (λ)
†
loc ≥ dimC W (λ, I)†.
Corollary 3.14 ([CIK] Theorem 10 when λ ∈ P˚ †′+ ). For each λ ∈ P˚ †+ and each
maximal ideal I of Aλ, the dimension dimC W (λ, I)
† does not depend on I and
is given by Theorem 3.4.
Proof. If λ =
∑l−1
i=1mi̟
†
i + 2ml̟
†
l , then we have
dimC W (λ)
†
loc ≥ dimC W (λ, I)† ≥
l∏
i=1
(
2l + 1
i
)mi
by Proposition 3.13. From Theorem 3.4 (2), this inequality is actually equality.
If λ =
∑l−1
i=1mi̟
†
i + (2k − 1)̟†l , then we have
dimC W (λ)
†
loc ≥ dimC W (λ, I)† ≥ dimC W (̟l)†loc
(
l−1∏
i=1
(
2l+ 1
i
)λ(mi))(2l + 1
l
)k−1
by Proposition 3.13. From Theorem 3.4 (1), this inequality is actually equality.
Hence the assertion follows.
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3.5 Freeness of W (λ)† over Aλ
In this subsection, we prove the following theorem
Theorem 3.15. For each λ ∈ P˚ †+, the global Weyl module W (λ)† is free over
Aλ.
To prove this theorem, we need the following preparatory result:
Theorem 3.16. For each λ ∈ P˚ †+, the algebra Aλ is isomorphic to A′λ.
Theorem 3.16 and Corollary 3.14 imply Theorem 3.15 by [Sus, Qui]. We
prove Theorem 3.15 after proving Theorem 3.16.
Proof of Theorem 3.16. We show that the surjection A′λ → Aλ is the isomor-
phism. We have dimC A
′
̟†
l
= 1. Since dimC A̟†
l
≥ 1. Hence A′
̟†
l
→ A̟†
l
is
the isomorphism. If λ ∈ P˚ †′+ , then the assertion is Theorem 3.10. We prove the
assertion for λ =
∑l−1
i=1mi̟
†
i + (2m+ 1)̟
†
l . Let f ∈ A′λ be a nonzero element.
It is suffice to show that there exists a quotient of W (λ)† such that f acts non-
trivially on the image of the cyclic vector vλ of W (λ)
†. Let µ := λ − ̟†l . We
have A′λ
∼= A′µ. By checking the defining relations, we have a homomorphism
of Cg†-module
W (λ)† →W (̟†l )† ⊗C W (µ)†
which maps vλ to v̟†
l
⊗ vµ. By Theorem 3.10, we have a quotient module V
of W (µ)† such that f acts nontrivially on the image of vµ ∈ W (µ)†. We have a
homomorphism
W (λ)† →W (̟†l )† ⊗C V → W (̟†l )†loc ⊗C V.
Let v ∈ V and w̟†
l
∈W (̟†l )†loc be the image of vµ in V and the image of v̟†
l
in
W (̟†l )
†
loc, respectively. By Lemma 3.11, we have pi,r(w̟† ⊗ v) = w̟† ⊗ pi,r(v)
for each i ∈ {1, ..., l} and r ∈ Z+. Therefore, f acts nontrivially on the highest
weight vector w̟† ⊗ v of W (̟†l )†loc ⊗ V . Hence fvλ 6= 0. Hence the assertion
follows.
Proof of Theorem 3.15. We set N := dim W (λ)†loc. Let m be a maximal ideal
of Aλ. By Nakayama’s lemma [Mat,Lemma 1.M], there exists f /∈ m such that
(W (λ)†)f is generated by N elements as (Aλ)f -module, where (W (λ)
†)f and
(Aλ)f are the localization of W (λ)
† and Aλ by f , respectively. Since (Aλ)f is
Noetherian, we have an exact sequence (Aλ)
⊕M
f
φ→ (Aλ)⊕Nf
ψ→ (W (λ)†)f → 0.
For any maximal ideal n such that f /∈ n, the induced morphism ψ : (Aλ)⊕Nf /n(Aλ)⊕Nf →
(W (λ)†)f/n(W (λ)
†)f is an isomorphism by Corollary 3.14. This implies the ma-
trix coefficient of φ is contained in the Jacobson radical of (Aλ)f . Since (Aλ)f
is an integral domain and finitely generated over C, we deduce φ = 0. It fol-
lows that (W (λ))†) is flat over Aλ by [Jot]. Since Aλ is a polynomial ring,
(W (λ))†) is the projective Aλ-module. From [Qui, Sus], a projective module
over a polynomial ring is free. Hence the assertion follows.
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