Abstract The paper is concerned with analysing what makes a great journal great in the sciences, based on quantifiable Research Assessment Measures (RAM). Alternative RAM are discussed, with an emphasis on the Thomson Reuters ISI Web of Science database (hereafter ISI). Various ISI RAM that are calculated annually or updated daily are defined and analysed, including the classic 2-year impact factor (2YIF), 5-year impact factor (5YIF), Immediacy (or 0-year impact factor (0YIF)), Eigenfactor, Article Influence, C3PO (Citation Performance Per Paper Online), h-index, Zinfluence, PI-BETA (Papers Ignored-By Even The Authors), Impact Factor Inflation (IFI), and three new RAM, namely Historical Self-citation Threshold Approval Rating (H-STAR), 2 Year Self-citation Threshold Approval Rating (2Y-STAR), and Cited Article Influence (CAI). The RAM data are analysed for the 6 most highly cited journals in 20 highly-varied and well-known ISI categories in the sciences, where the journals are chosen on the basis of 2YIF. The application to these 20 ISI categories could be used as a template for other ISI categories in the sciences and social sciences, and as a benchmark for newer journals in a range of ISI disciplines. In addition to evaluating the 6 most highly cited journals in each of 20 ISI categories, the paper also highlights the similarities and differences in alternative RAM, finds that several RAM capture similar performance characteristics for the most highly cited scientific journals, determines that PI-BETA is not highly correlated with the other RAM, and hence conveys additional information regarding research performance. In order to provide a meta analysis summary of the RAM, which are predominantly ratios, harmonic mean rankings are presented of the 13 RAM for the 6 most highly cited journals in each of the 20 ISI categories. It is shown that emphasizing THE impact factor, specifically the 2-year impact factor, of a journal to the exclusion of other informative RAM can lead to a distorted evaluation of journal performance and influence on different disciplines, especially in view of inflated journal self citations.
Introduction
Although there is a multitude of contradictory biblical, bibliographical, conceptual, Darwinian, definitional, evolutionary, genetic, grammatical, literary, logical, logistical, mathematical, paleontological, paradoxical, philosophical, processional , and theoretical possibilities associated with the perennial question as to which came first, the chicken or the egg, the same question may also be asked in the context of which came first, the great paper or the great journal in which the paper was published. In short, does the quality, somehow defined, of a journal define the quality of a paper, the reverse, or both?
High quality published research is fundamental to all individual researchers in the sciences and social sciences. In this regard, research assessment rankings are essential to evaluate the research performance of individuals and the quality of academic journals. The perceived research performance of individual researchers can be crucial for hiring, firing, tenure and promotion decisions. In the absence of suitable information regarding the perceived quality of research output, the quality of a journal has frequently been used as a proxy for the research quality of an academic paper. Publishing in a prestigious journal can provide great stimulus to moving in the right direction along the career path. In this context, how might quality and prestige be defined quantitatively?
The perceived quality of a journal would be seen by many as an inappropriate and misleading proxy for the inherently latent quality of a paper, especially in the early years of publication. The quality and prestige of a leading journal is based on the quality of published papers. However, a leading journal cannot be an accurate reflection of the quality of a recently published paper, especially when the paper has received few if any citations to date, and all the more so if a paper is yet to appear in the pages of a journal (for more on this, see Seglen (1997) , who finds that citation rates of papers determine the impact factor of journals, and not vice versa).
It should be borne in mind that the acceptance of a paper for publication in a journal is typically based on one or more of the Editor, Co-editor, Associate Editor, and 1-3 referees. This small group of experts decides the rejection rate prior to publication. It is well known that even experts can and do make mistakes. The rejection rate of a journal after publication depends on the profession. For this reason, it is essential to know the proportion of published papers that is ignored by the profession, and by even the authors. The large market of researchers worldwide is less prone to making errors regarding the quality of academic research papers than a small group of experts at any journal, great or otherwise. This is the reason Chang et al. (2010) proposed PI-BETA (Papers Ignored-By Even The Authors) as a RAM to capture such mistakes after publication.
Type I and Type II errors arise in any decision made under uncertainty, namely bad papers that are accepted for publication in a journal, and good papers that are rejected. As noted in Chang et al. (2010) : ''Great papers appear in great journals [and] All great journals publish great papers [but] Not all papers in great journals are great.'' Papers that have zero citations after a number of years are clearly errors, whether or not they appear in great journals. Editors, Co-editors, Associate Editors and referees may not care about bad papers that are accepted for publication in a journal, but PI-BETA allows the reader to decide whether decisions to publish papers have been prescient.
For purposes of evaluating the research performance of individual researchers and the quality of academic journals, some Research Assessment Measures (RAM) are subscription based, while others can be downloaded free of charge from the Internet. A leading high quality database for generating RAM is the Thomson Reuters ISI Web of Science database (hereafter ISI). This paper examines the importance of ranking RAM, emphasizes the importance of RAM as viable rankings criteria, highlights the usefulness of existing RAM from Thomson Reuters ISI (hereafter ISI RAM), and evaluates the usefulness of three new RAM.
The empirical analysis of RAM presented in this paper concentrates on the 6 most highly cited journals in 20 ISI categories in the sciences. Garfield (1972) developed citation analysis as a tool in evaluating the impact of journals. Although the question posed in the title of the paper refers to greatness, virtually all RAM measures are based on recent citations, that is, within the past 2 or 5 years. Citations capture scientific impact, visibility, performance, influence, utility and prestige, which should not be confused with scientific excellence, quality, content, importance, innovation, scientific progress, intellectual property, industrial transfers, and social benefits, among others. There is no substitute for peer review in evaluating the scientific quality of an individual paper, and hence all of the papers published in journals. Greatness of a journal may be hard to define quantitatively, but the question in the title of the paper still needs to be asked.
As citations form the foundations of most bibliometric measures, the application of a meta analysis of several RAM to the journals in these 20 ISI categories could be used as a template for other ISI categories in both the sciences and social sciences, and as a benchmark for newer journals in a range of ISI disciplines. In addition to evaluating the most highly cited journals in these 20 ISI categories, the paper examines the impact of journal self citations on journal performance, compares alternative RAM, and highlights the similarities and differences of alternative RAM. It is shown that emphasizing THE impact factor, specifically the 2-year impact factor, of a journal to the exclusion of other useful and illuminating RAM, can lead to a distorted evaluation of journal performance and influence on the professions, especially in view of inflated journal self citations.
The plan of the remainder of the paper is as follows. ''Some key bibliometrics research'' section presents some key bibliometric research. ''Research assessment measures (RAM)'' section discusses alternative RAM, with an emphasis on the Thomson Reuters ISI Web of Science database. Alternative RAM that are calculated annually or updated daily are defined and analysed, including the 2-year impact factor (2YIF), both with and without self citations, 5-year impact factor (5YIF), Immediacy (or 0-year impact factor (0YIF)), Eigenfactor score, Article Influence, C3PO (Citation Performance Per Paper Online), h-index, Zinfluence, PI-BETA (Papers Ignored-By Even The Authors), Self-citation Approval Rating (STAR), both historical and 2-year, Impact Factor Inflation (IFI), and Cited Article Influence (CAI). ''Analysis of ISI RAM data'' section discusses and analyses ISI RAM data for the 6 most highly cited journals in each of 20 ISI categories in the sciences, and presents harmonic mean rankings of the 13 RAM. ''Conclusion'' section summarizes the outcomes and discusses some future uses of RAM.
Some key bibliometrics research
The bibliometric literature on RAM is extensive, but it is worth mentioning some key papers relating to the limitations of the journal impact factor, type I and type II errors in journal decision processes, alternative measures of the h-index, and correlations across different RAM that are based on citations. All but one of these papers have been published in recent years. Seglen (1997) argues that the impact factor of journals should not be used to evaluate research of individual researchers. In evaluating the relationship between the impact factor of a journal and the citation rate of an article, the author finds that journal impact factors are not statistically representative of the journal articles of an individual. Moreover, there is a difference in article citation rates in that articles in the more cited half of articles in a journal are much more highly cited than those in the less cited half. Seglen (1997) also presents arguments that the computation of a journal impact factor is fundamentally flawed. Interestingly, article citation rates are found to determine the journal impact factor, but not the reverse.
Following this theme, Kermarrec et al. (2007) try to determine what bibliometric indicators actually measure. They evaluate alternative citations sources, bibliometric indicators, misuse and unintended effects of such indicators, and costs of indicators and their implications. The authors conclude that impact and quality are not equivalent, that several bibliometric indicators should be used, that comparisons across disciplines should not be made, that bibliometric indicators should be complemented by other measures, especially peer assessment, for purposes of evaluating research output by individuals and research teams, and that the temptation to rely on automated evaluation based on bibliometric indicators should be resisted. Neuhaus et al. (2009) also discuss the limitations of the journal impact factor, with an emphasis on chemistry. The critical issue investigated is whether a single measure is appropriate for characterizing journal impact in a multidisciplinary setting. The findings, which extend beyond chemistry, show that the information contained in the citation index is inappropriate for purposes of comparison, and that the length of the citation window and the thematic focus of a journal has a significant effect on the journal impact factor. Overall, the authors find that the journal impact factor is insufficient for characterizing the significance and performance of multidisciplinary journals.
Each of these three papers emphasizes that impact is not equivalent to quality, and that more than one RAM, specifically the journal impact factor, should be considered in evaluating a journal. In short, relying solely on the journal impact factor, regardless of the citation window, is bound to be misleading, so more than one RAM should be used. It is difficult to argue with such a conclusion. Bornmann and Daniel (2009) consider type I and type II errors in editorial decisions in chemistry, specifically a citation analysis for papers that were accepted by the journal, or rejected by the journal and subsequently published elsewhere. It was found that 15% of the papers had a type I error, namely accepted papers that performed no better than the average rejected paper, and that 15% of the papers were affected by type II error, whereby rejected papers performed at least as well as the average accepted paper. Thus, the authors were able to calculate the extent to which the future success of published papers could be overor under-estimated on the basis of editorial decisions.
Two papers provide a systematic analysis of the h-index as a bibliometric measure of publication activity and citation impact. Schubert and Glanzel (2007) test a theoretical model of Hirsch-type indexes on the number of publications and the average citation rate. The deterministic model relates the h-index to the cube root of the product of the number of publications and the square of the journal impact factor. The empirical model suggests that the relationship is linear and the weight is approximately 0.75, with a high goodnessof-fit. Thus, the data suggest that the h-index is highly correlated with a nonlinear function of the number of publications and the impact factor, such that the RAM are related. Bornmann et al. (2008) compare the h-index and eight important variations thereof for purposes of evaluating research output and the journal impact factor. In particular, it is intended to evaluate whether any of the variations of the h-index have an incremental contribute to evaluating research performance. One variation of the h-index describes the most productive core of research output and the papers in that core, whereas the other variation of the h-index describes the impact of the papers in the core. Using a logistic regression, it was found that peer assessments could be predicted more accurately using the impact of the productive core than the quantity of the output in the core.
In the final paper in this section, Elkins et al. (2010) calculate the pairwise correlations between the ISI journal impact factor and three other journal citation indexes, namely the Eigenfactor TM metrics article influence score, SCImago's journal rank index, and the Scopus trend line index. The correlations of the six pairings of four indexes were found to be strong to very strong (lying between 0.61 and 0.89), thereby providing evidence of convergent validity, that is, closely related average journal citations per article. From a purely statistical perspective, it does not seem to matter which index might be used to capture the impact of citations, despite substantial differences in constructing the different citations measures.
Research Assessment Measures (RAM)
Several Research Assessment Measures (RAM) are available for recording research performance. Some of these measures are subscription based, while others are downloadable free from the Internet. Alternative sources of RAM are discussed briefly below.
Thomson Reuters ISI Web of Science
The Thomson Reuters ISI Web of Science database is available to subscribers. Although books and non-ISI journals are not included in the database, a wide range of leading journals is included in the ISI database for an extended period. According to ISI Web of Science (2010): ''Authoritative, multidisciplinary content covers over 10,000 of the highest impact journals worldwide, including Open Access journals and over 110,000 conference What makes a great journal great in the sciences? 21
proceedings.'' The broad range of RAM may readily be modified to measure research productivity and citations impact of academic researchers and ISI recognised journals. Alternative excellent databases include the Social Science Research Network (SSRN) database, which includes a very large number of working papers and publications in the social sciences (including economics, finance, accounting, marketing and management, among others), the Research Papers in Economics (RePEc) database for economics (which excludes self citations by both individual researchers and journals in compiling all the RAM statistics), the Scopus subscription-based database, and free Internet databases, such as Google Scholar. Each of these databases has their strengths and limitations (see Kermarrec et al. (2007) for a very useful analysis of the limitations of several citationbased bibliometric indicators). However, ISI would seem to establish the 'gold standard' database for purposes of generating RAM for journals and individual researchers in a wide range of disciplines in the sciences and social sciences for an extended period.
Definitions of ISI RAM
The existing and new RAM presented below are useful descriptive statistics, and are based on ratios or differences. They are not based on statistical or econometric models, and require no estimation, but rather calculation. Nine RAM, namely 2YIF, 2YIF*, 5YIF, Immediacy, IFI, C3PO, PI-BETA, Article Influence, Cited Article Influence, are based on ratios, two RAM, namely H-STAR and 2Y-STAR, are based on differences, and two RAM, namely h-index and Eigenfactor, are descriptive. In view of the convincing suggestions arising from several papers in ''Some key bibliometrics research'' section that more than one RAM, specifically the journal impact factor, should be considered in evaluating a journal, we consider 13 RAM in total and a robust method of combining them.
Annual RAM
With two exceptions, namely the Eigenfactor and Article Influence scores, existing RAM is reported separately for sciences and social sciences, and may be computed annually or updated daily. Annual RAM are calculated for a Journal Citations Reports (JCR) calendar year, which is the year before the annual RAM are released (usually in mid-year). For the JCR year 2008, the annual RAM were released in mid-2009.
The following RAM are defined in Table 1 , and are discussed briefly below:
(1) 2-Year impact factor (2YIF): The classic 2-year impact factor (2YIF) of an ISI journal is typically referred to as ''THE impact factor'', and is calculated annually. The choice of 2 years as a citation window for measuring journal impact would seem to be arbitrary. As is widely known, impact factors are journal impact factors, and are intended to evaluate journals rather than papers published in journals. The range of 2YIF is from zero upwards. For the JCR year 2008, total citations are for papers published in 2006 and 2007. [It is worth noting that there can be confusion regarding the definition and meaning of impact factors. For example, Bergstrom and West (2008, p. 1850) , the developers of Eigenfactor TM metrics, incorrectly state that ''Impact factor'' is essentially a measure of the average number of citations that a journal's articles receive over the two calendar years following publication].
(2) 2-Year impact factor without self citations (2YIF*): ISI reports a ''2-year impact factor without journal self citations'', that is, excluding citations to a journal where a citing paper is published. As this impact factor is not widely used, we will refer to this RAM measure as 2YIF*. The range of 2YIF* is from zero upwards.
(3) 5-Year impact factor (5YIF): The 5-year impact factor (5YIF) of an ISI journal is similar to 2YIF, and is calculated annually. The choice of 5 years as an alternative citation window for measuring journal impact would seem to be arbitrary. The range of 5YIF is from zero upwards. For the JCR year 2008, total citations are for papers published in 2003, 2004, 2005, 2006 and 2007. (4) Immediacy: Immediacy is effectively a 0-year impact factor (0YIF) of an ISI journal, and is calculated annually. The choice of the present year as a citation window for measuring journal impact would seem to be arbitrary, and would be more useful for some disciplines than others. The range of Immediacy is from zero upwards. For the JCR year 2008, total citations are for papers published in 2008.
(5) Eigenfactor score: The Eigenfactor score (Bergstrom 2007; ) is a modified 5YIF that may be interpreted to capture ''prestige'', and is calculated annually. For a JCR year, the Eigenfactor algorithm (see www.eigenfactor.org/methods.htm) ranks journals according to the amount of time researchers are logged on to a journal's website (see ISI (2010)). To state the obvious, the Eigenfactor is unable to check how much time researchers spend reading hard copies of journals. The range of Eigenfactor is from zero upwards.
(6) Article Influence: Article Influence is a standardized Eigenfactor score, is calculated annually, and measures the relative importance or ''influence'' of an ISI journal on a per-article basis. The range of Article Influence is from zero upwards. What makes a great journal great in the sciences? 23 (7) IFI: The ratio IFI = 2YIF/2YIF* is intended to capture how journal self citations inflate the impact factor of a journal. The minimum value for IFI is 1, with any value above the minimum capturing the effect of journal self citations on the 2-year impact factor. Thus, the range of IFI is from one upwards.
Two new RAM (computed annually)
ISI has recognized the inflation in journal self citations by calculating an impact factor that excludes such self citations, and provides data on journal self citations, both historically and for the preceding 2 years, in calculating 2YIF (though not 5YIF or Immediacy). In this paper, we suggest two new RAM, as follows:
(8a) H-STAR: For the Historical Self-citation Threshold Approval Rating (H-STAR), if HJS = historical journal self-citations (in %), the difference between citations in other journals and journal self-citations is H-STAR = (100 -HJS) -HJS = 100 -2(HJS). Thus, if HJS = 0 (outstanding), 25, 50 or 100 (unthinkable), H-STAR = 100, 50, 0 and -100, respectively. The range of H-STAR is [-100, 100] .
(8b) 2Y-STAR: For the 2 Year Self-citation Threshold Approval Rating (2Y-STAR), if 2YJS = 2 year journal self-citations (in %), the difference between citations in other journals and journal self-citations is 2Y-STAR = (100 -2YJS) -2YJS = 100 -2(2YJS). Thus, if 2YJS = 0 (outstanding), 25, 50 or 100 (unthinkable), 2Y-STAR = 100, 50, 0 and -100, respectively. The range of 2Y-STAR is [-100, 100].
Daily updated RAM
Other RAM are updated daily, and are reported for a given day in the current year rather than for a JCR year.
(9) C3PO: ISI reports the mean number of citations for an ISI journal, namely total citations up to a given day divided by the number of papers published in an ISI journal up to the same day, as the ''average'' number of citations. In order to distinguish the mean from the median and mode as an ''average'', Chang et al. (2010) use C3PO (Citation Performance Per Paper Online) of an ISI journal on any given day as the mean. The range of C3PO is from zero upwards. [Note: C3PO should not be confused with C-3PO, the Star Wars android.]
(10) h-index: The h-index (Hirsch 2005 ) was proposed to assess the scientific research productivity and citations impact of individual researchers. Although the h-index can also be calculated for journals, it should be interpreted as assessing the impact of highly cited publications in ISI journals. The h-index includes journal self-citations. The range of the h-index is from zero upwards.
(11) PI-BETA: A recently suggested ISI RAM measures the proportion of papers in a journal that has never been cited, which is, in effect, a rejection rate after journal publication. Chang et al. (2010) argue that lack of citations of a published paper, especially over an extended period, may detract from the quality of a journal by exposing: (i) what might be considered as incorrect decisions by the editorial board of a journal; and (ii) the lost opportunities of papers that might have been cited had they not been rejected by the journal. For this reason, Chang et al. (2010) define a paper with Zinfluence as ''zero influence, based on zero citations in ISI journals'', which can be measured by PI-BETA (=Papers Ignored-By Even The Authors). As PI-BETA is given as a fraction, the range is [0, 1].
A new RAM (updated daily)
(12) Cited Article Influence (CAI): Article Influence is intended to measure the average influence of an article across the sciences and social sciences. As an article that is not cited cannot have influence, a more plausible measure of the influence of cited articles is Cited Article Influence (CAI). If PI-BETA = 0, CAI would be equivalent to the Article Influence; if PI-BETA = 1, then CAI = 0. As Article Influence is calculated annually, whereas PI-BETA is updated daily, CAI would also be updated daily. The range of Cited Article Influence is from zero upwards.
Caveats regarding ISI RAM
The inclusion of all articles in an ISI journal includes papers, abstracts and book reviews, and possibly even conference reviews, software reports, and letters to the editor. Although RAM can be very useful and informative, it is worth emphasizing that it is not entirely free of measurement error. The following caveats should be considered in using RAM (for further details see, for example, Garfield (1972) and Kermarrec et al. (2007) ).
ISI citations can be affected by misspellings of the titles of journals and names of authors, incorrect use of author's initials, and incorrect year of publication, volume number, and/or the starting page number of the ISI journal article. Only those citations that are correct in every respect will be attributed correctly to the cited author. Otherwise, any error will lead to a different citation, such that the total citations of a publication for a particular author will be too low. Any missing in action (MIA) citations are the responsibility of the citing author(s), and not of ISI. It is virtually impossible to check for spelling variations on the names of any authors as the possibilities are endless.
Further caveats relate to the date of downloading ISI RAM, as daily updates will change the h-index, C3PO, PI-BETA, STAR and CAI scores. The time period for downloading ISI RAM should also be noted as all the ISI RAM will change annually. For journals such as Nature and Science, as well as several journals in the medical sciences, which have a high frequency of publication and publish a large number of articles, the default option for daily ISI RAM updates would seem to vary between 2 and 4 years. Otherwise, the threshold of 10,000 articles for purposes of obtaining daily ISI RAM updates will be exceeded. Shortening the period of analysis will necessarily reduce the h-index of a journal, increase C3PO and decrease PI-BETA, but will not bias the analysis against the inherent quality of any journal.
Analysis of ISI RAM data letabokg 9 qa 9mtxm cktjt 9 [a change is always nice] Euripides Orestes, 234
Variety's the very spice of life, That gives it all its flavour. William Cowper (1731-1800)
The primary purpose of this section is to evaluate, using 13 RAM, the 6 most highly cited journals in each of 20 highly-varied and well-known ISI categories in the sciences. The journals are chosen on the basis of the most widely-used ISI RAM, namely the 2-year impact factor (2YIF). The 6 most highly cited journals, as well as the total number of journals in each of the 20 ISI categories (in parentheses), are given in Only articles from ISI Web of Science are included in the citation data. Data for all journals were downloaded from ISI on 4 June 2010 for all citations for 1988-2010, so that citations are counted from 1988 for all papers published in an ISI journal since 1988. As ISI does not provide daily updates for more than 10,000 articles for purposes of calculating the h-index, C3PO, PI-BETA and CAI, the initial years of several journals were chosen so that no journal had more than 10,000 articles.
Of the 112 distinct journals, 21 had the period of analysis truncated from 1988 to 2010 in order to be able to provide the daily updated ISI RAM. These 22 journals are as follows (with starting year given in parentheses): Astrophysical Journal (2007) As of JCR 2008, the numbers of journals in these 20 categories range from 42 journals in Multidisciplinary Sciences (a category that includes Nature, Science, and Proceedings of the National Academy of Sciences of the United States of America) to 221 journals in Neurosciences. The 13 RAM for the 6 most highly cited journals in each of the 20 ISI categories in the sciences are given in Table 2 . The number of articles in the 112 distinct journals has a substantial range, from hundreds up to almost 10,000 articles for the period 1988-2010. As each of the 13 RAM can vary substantially by journal and category, each of the 20 ISI categories will be summarized as High, Medium or Low according for the following RAM:
Group 1: 2YIF, 2YIF*, 5YIF, Immediacy, h-index and C3PO; Group 2: IFI, H-STAR, 2y-STAR; Group 3: PI-BETA; Group 4: Eigenfactor, Article Influence, Cited Article Influence (CAI).
For Group 1, namely performances according to 2YIF, 2YIF*, 5YIF, Immediacy, h-index and C3PO, Mathematics, Operations Research and Management, Statistics and Probability, and Zoology are Low; Astronomy and Astrophysics, Chemistry-Multidisciplinary, Materials Sciences-Multidisciplinary, Medicine-General and Internal, Multidisciplinary Sciences, Neurosciences, and Physics-Multidisciplinary are High; and the remaining 9 ISI categories are Medium.
In Group 2, namely IFI, H-STAR, 2Y-STAR, Astronomy and Astrophysics, Engineering-Multidisciplinary, Geosciences-Multidisciplinary, and Operations Research and Management are High; Chemistry-Multidisciplinary, Ecology, Statistics and Probability, Surgery, and Zoology are Medium; and the remaining 11 ISI categories are Low. What makes a great journal great in the sciences? 27 (3) categories, 6 of 6 (5 of 6) highly cited journals have extremely high PI-BETA.
In Group 4, namely Eigenfactor score, Article Influence, Cited Article Influence (CAI), there are 4 ISI categories that are High, specifically Astronomy and Astrophysics, Medicine-General and Internal, Neurosciences, and Operations Research and Management. The 6 categories in the Medium range are Biology, Chemistry-Multidisciplinary, Ecology, Geosciences-Multidisciplinary, Materials Sciences-Multidisciplinary, and Physics-Multidisciplinary. The remaining 10 categories are in the Low category. Given the great variations in PI-BETA, the rankings according to Article Influence and CAI can vary substantially.
The correlations between pairs of alternative ISI RAM have long been a source of discussion and debate in the scientific community. Fersht (2009) showed that there was a very strong positive correlation between Eigenfactor and the total number of journal citations. Such strong correlations are not entirely surprising, and would seem to capture the size effect of journals, with the total number of publications and total citations typically being positively and highly correlated.
The simple correlations for the 13 RAM for the 112 highly cited distinct journals in 20 ISI categories in the sciences are given in Table 3 . The 6 pairs of RAM for which the correlations exceed 0.9 are (2YIF, 2YIF*), (2YIF, 5YIF), (2YIF*, 5YIF), (5YIF, Article Influence), (Article Influence, CAI), and (H-STAR, 2Y-STAR). Six other pairs of RAM for which the simple correlations lie just below 0.9 (in absolute value) are (2YIF, Immediacy), (2YIF, Article Influence), (2YIF*, Immediacy), (2YIF*, Article Influence), (IFI, H-STAR), and (IFI, 2Y-STAR). PI-BETA is the only RAM that has very low simple correlations with each of the other 12 RAM scores, so that PI-BETA conveys additional information to what is contained in the 12 other RAM scores.
As the aggregation of the RAM across the 20 ISI categories might be masking some differences across the categories, the simple correlations (which are not reported here due to space limitations) have been calculated separately for each of the 20 ISI categories. Bearing in mind that there are only 6 journals in each category for purposes of calculating the correlations, similar comments as in Table 2 generally apply to each of the 20 separate categories, although the simple correlations vary according to RAM and ISI category. The high correlations are least frequent for Environmental Sciences, Materials SciencesMultidisciplinary, and Mathematics. It remains to be seen whether an emphasis on THE impact factor, specifically the 2-year impact factor, of a journal to the exclusion of other informative RAM, can lead to a distorted evaluation of journal performance and influence on the profession. In order to provide a meta analysis summary of the RAM, which are predominantly ratios, the overall rankings of the leading 6 journals in each of the 20 ISI categories across the 13 RAM are calculated using the harmonic mean. The harmonic mean rankings are reported in the final column in Table 2 .
Of the 20 ISI categories, only 2 categories had no changes in rank orders, namely Biology and Statistics and Probability. Regarding the highest ranked journal in each category according to 2YIF, 14 of the 20 categories had unchanged highest rankings according to the harmonic mean, with only Astronomy and Astrophysics, Ecology, Geosciences-Multidisciplinary, Mathematics-Applied, Operations Research and Management, and Zoology, having their respective most highly cited journals changing in rank order. As Article Influence is a modification of 5YIF, it is interesting to note that 16 of 20 categories had the same journal ranked number 1 according to both RAM, with Ecology, Environmental Sciences, Mathematics, and Statistics and Probability being the only exceptions to the expected outcome. Interesting movements include Operations Research and Management, which had 5 changes in rank order, including one journal falling by 5 places; Surgery had 5 changes in ranks, including 3 journals each changing their ranks by 3 positions; and Engineering-Multidisciplinary had one journal falling by 4 positions.
These empirical findings can be connected to the key bibliometric references in ''Some key bibliometrics research'' section. They support the view of Seglen (1997) and Neuhaus et al. (2009) , among many others, that the impact factor (specifically, 2YIF, though similar comments would also apply to 5YIF, and possibly also 2YIF*), should not be used uncritically. We would temper such a recommendation that impact factors should not be used uncritically, as they do provide descriptive statistics that can be informative. As one such measure of 13 RAM that are used to provide a harmonic mean, impact factors should certainly not be discarded. The empirical results are also consistent with the discussion in Kermarrec et al. (2007) , who suggest that several bibliometric indicators should be used. We would concur, such that this paper has used 13 such bibliometric indicators.
PI-BETA supports the consideration of Bornmann and Daniel (2009) by explicitly recognising the existence of errors in editorial decisions by reporting those papers that have zero citations. Schubert and Glanzel (2007) suggested that the h-index is highly correlated with the impact factor, and Bornmann et al. (2008) compared nine important variations of the h-index to evaluate research output and the journal impact factor. In Table 3 , the hindex is shown to have correlations in excess of 0.5 with six other RAM (including 0.541 and 0.591 with 2YIF and 5YIF, respectively), which shows there is indeed overlap among the different RAM, especially citation rates. Elkins et al. (2010) found a strong correlation between the journal impact factor (specifically, 2YIF) and the Eigenfactor TM metrics article influence score. Table 3 shows that Article Influence indeed has a high correlation of 0.888 with 2YIF, and an even higher correlation of 0.936 with 5YIF. Overall, the empirical findings of this paper are entirely consistent with the key bibliometric references cited above.
Conclusion
The paper discussed alternative Research Assessment Measures (RAM), with an emphasis on the Thomson Reuters ISI Web of Science (hereafter ISI) database. Alternative RAM that are calculated annually or updated daily were defined and analysed, including the classic 2-year impact factor (2YIF), with and without journal self citations, 5-year impact factor (5YIF), Immediacy (or 0-year impact factor (0YIF)), Eigenfactor, Article Influence, h-index, C3PO, Zinfluence, PI-BETA, Impact Factor Inflation (IFI), and three new RAM, namely Historical Self-citation Threshold Approval Rating (H-STAR), 2 Year Self-citation Threshold Approval Rating (2Y-STAR), and Cited Article Influence (CAI).
The RAM data were analysed for the 6 most highly cited journals in each of 20 highlyvaried and well-known ISI categories in the sciences. As citations form the foundations of most bibliometric measures, the application of a meta analysis of RAM to the journals in these 20 ISI categories could be used as a template for other ISI categories in both the sciences and social sciences, and as a benchmark for newer journals in a range of ISI disciplines.
In addition to evaluating high quality research in the 6 most highly cited journals in each of 20 ISI categories, with 112 Distinct journals, the paper also compared alternative RAM, highlighted the similarities and differences in alternative RAM, found that several RAM captured similar performance characteristics for the most highly cited journals, determined that PI-BETA was not highly correlated with the other RAM, and hence conveyed additional information. Harmonic mean rankings of the 13 RAM for the 6 most highly cited journals in the 20 ISI categories were also presented. It was shown that emphasizing THE impact factor, specifically the 2-year impact factor, of a journal to the exclusion of other useful and illuminating RAM, could lead to a distorted evaluation of journal performance and influence on the profession, especially in view of inflated journal self citations.
What is the road map for existing and future RAM, most of which are based on citations? Likely future uses of RAM include using RAM for research assessment exercises, and as input into academic appointments and promotions. Conundrums such as whether or not it is better to publish in a journal with: (i) high rather than low 2-year impact factor (with and without self citations); (ii) high rather than low 5-year impact factor; (iii) high rather than low Immediacy; (iv) high rather than low h-index; (v) high rather than low C3PO; (vi) low rather than high PI-BETA; (vii) high rather than low Eigenfactor score; (viii) high rather than low Article Influence; (ix) high rather than low STAR (both historical and 2-year); (x) low rather than high IFI; and (xi) high rather than low CAI; can also be analysed critically, as such choices will likely increase the probability of being highly cited.
