In comparison to most computer aided endoscope diagnosis methods using pixel-wise groundtruth by physicians manually, it is easy to get lots of endoscope images with corresponding diagnostic reports. In this paper, we intend to mine pixel-wise label information from these reports with weak frame-level labels automatically. To achieve this, we formulate our computer aided diagnosis problem as a Multiple Instance Learning (MIL) issue, where we represent each image as superpixels. Each image and each superpixel is cast as bag and instance, respectively. We then evaluate and select the most positive instances from positive bags automatically which helps us transform the frame-level classification problem into a standard supervised learning problem. In the experiment, we build a new gastroscopic image dataset with more than 3000 weakly labeled images, and ours outperforms the state-of-the-art methods, which verifies the effectiveness of our model.
INTRODUCTION
Nowadays, endoscope has been widely used for the clinical examination especially for the early detection of cancer. Usually in the endoscope detection procedure, huge endoscope images are captured for diagnosing and generating the medical report later. With the increasing amount of endoscope images, many computer aided diagnosis (CAD) systems have been developed, such as detecting informative frames [1] , bleeding detection [2] , intestinal motility assessment [3] , three-dimensional reconstruction of the digestive wall [4] , detection of small bowel polyps and ulcers [5] , image quality assessment [6] and image mosaicing [7] . [8] proposes a detailed review of existing techniques.
However, most of these state-of-the-art methods adopt the supervised learning framework which relies on sufficient The illustration of our algorithm. Each dotted ellipse represents a bag (image) and the corresponding circles denote instances (superpixels). The bag-level (frame-level) label is given while the labels of the instances in the positive bags are unknown. For each positive bag, a weight curve is generated to evaluate the probability of instances to be positive and an embedded feature space is composed of the most positive instances selected from positive bags.
number of human labeled pixel-wise groundtruth to train a robust model. In practice, the pixel-wise manual annotation process is high cost and time consuming, and most time unrealistic. In comparison to label the pixel-wise groundtruth by physicians tediously, it is easy to get huge endoscope images from medical reports with frame-level labels, where we don't have to locate the specific position of lesion regions. Therefore, in this paper, we propose a novel approach by developing a frame-level classifier to indicate whether the unseen endoscope images contain lesion behaviors. To obtain the training data, clinicians are simply asked to indicate whether or not each image contains at least one pattern related to some lesion characteristics without additional work which helps us to collect a large amount of weakly labeled images. With the proposed framework, we can greatly save the pixel-wise annotation time without reducing the classification accuracy compared to the traditional methods. We illustrate our algorithm in Fig. 1 . We first formulate our image classification problem with the Multiple Instance Learning (MIL) framework, in which each image is cast as a bag and each superpixel is cast as an instance. Then we evaluate the probability of instances to be positive based on a weight curve generated by a novel sparse SVM method. Finally, we transform the frame-level classification problem into a standard supervised learning problem by mapping bags into an embedded feature space composed of the most positive instances. In summary, our main contributions are listed below: i) We design a computer aided endoscope diagnosis system and develop a classifier to optimize the frame-level classification accuracy using the weakly labeled endoscope images; ii) We propose a novel evaluation method to mine the most suspicious lesion regions from images automatically; iii) We collect and build a new gastroscopic image data set with frame-level groundtruth, including about 3000 images.
OUR METHOD
In this section, we give the detailed description of our computer aided endoscope diagnosis system. First we introduce some notations and explain the way to represent segmented regions, then we present the two steps of our proposal in detail. Here each image is cast as a bag and each region is cast as an instance. A bag is marked as positive (lesion) if at least one of its instances is positive while all instances in the negative (healthy) bags are negative. Fig. 2 shows two endoscope images and their segmented regions.
Notations
We denote the training set as B = {(B i , y i )|i = 1, ..., L} consisting of L bags (images), where y i ∈ {−1, +1} is the label of negative or positive bag, i.e, health or lesion. We also denote the positive and negative bag set as B + and B − respectively. B 
Image representation
In order to make the feature extraction more flexible and accurate, the images are represented as sets of superpixels [9] . For each superpixel, we adopt color and texture features to represent it. For color feature, we employ several color histograms as descriptors: HSV-HV histogram, Opponent RGB histogram and HSI Intensity histogram. Then we combine them to generate a whole color feature
For texture descriptor, we use two texture descriptors: the statistic LBP and the LBP histogram, and we total have 
Instance label mining
The main purpose of this step is to assign each instance in positive bags with a weight, which can reflect its relative probability to be positive. To achieve this, for each positive bag, we first map all training bags into a feature space composed of all instances in that bag. Then we generate a weight curve based on the mapping results to indicate the ability of the corresponding instance to label bags. Given a positive instance t, the probability that a bag B i is positive can be defined as follows [10] :
where
δ is a predefined scaling factor, here we set δ = 1. This definition indicates that B i has higher probability to be positive if at least one of its instances is close to a positive instance t while B i has higher probability to be negative if all instances in it are far away from t. This definition is also consistent with the assumption that a bag is positive if at least one of its instances is positive; otherwise, the bag is negative. However given a negative instance t, it doesn't have this ability to label bags well because all bags may contain negative instances. In other words, the positive instances should be able to provide better classification performance for bags compared to the negative instances. Therefore, we can turn to evaluate the possibility of instances to be positive in each positive bag given the bag labels. Given a positive bag B 
where each column represents a bag, and the lth row indicates the probability of each bag to be positive given b
kl is a true positive instance, it should provide "useful" information in separating the positive and negative bags. In the L1-SVM [11, 12] framework, the value of classifier coefficient |w l | can be considered as the importance of the corresponding feature dimension x l , i.e., the greater the value of |w l | is, the more important the feature x l is for classification, and |w l | = 0 means x l plays no roles. Since the labels of the training bags are already known, we can adopt a L1-SVM approach to compute a weight vector to evaluate the classification ability of instances in B + k based on m(B i |B + k ). Inspired by [13] , we model the problem as:
where C 1 and C 2 are penalty parameters on false negatives and false positives, and here we set C 1 = C 2 = 0.5. For every positive bag B + k ∈ B + , by representing other bags using m(B i |B + k ) and solving Eq. 5, we can obtain a weight curve |w| to evaluate the probability of B + kl ∈ B + k to be positive.
Bag-level classification
To build a frame-level classifier, we integrate all mining discriminative information from the training dataset. Based on the weight vector |w| of each positive bag, we select one most positive instance with the maximum weight value or several instances whose values are greater than a certain percentage of the maximum value to form an embedded feature space. We denote all the instances selected from positive bags as p + = {B 
and the vector λ k is the normalized weight vector based on the corresponding part of |w| of B + k . Due to the diversity of lesions, the same lesion region may be divided into several superpixels. Therefore we use λ k to weight the selected instances from B + k to reduce this interference. Since the labels of the training bags are already known, we can take advantage of the supervised framework to train a classifier by representing B i as M (B i ) with a traditional SVM classifier.
EXPERIMENTS

Dataset and evaluation
In order to evaluate our method, we build a new gastroscopic data set. By cooperating with Chinese PLA General Hospital, we totally collect about 10, 000 gastroscopic images from 1200 volunteers, and annotate about 3000 images of them with frame-level groundtruth, where 1500 of them are from healthy ones, i.e. there are no visible lesions, and the other 1500 are with various lesions, such as gastritis, cancer, ulcer and bleeding.
For evaluation, the Receiver Operating Characteristic (ROC) curve is used to measure the accuracy with multiple threshold values and the area under the ROC curve (AUC) is adopted to evaluate the performance.
Baselines and results
We have compared our method with six other state-of-theart multiple instance learning methods, namely Diverse Density (DD) [14] , Citation-kNN [15] , mi-SVM [16] , MI-SVM [16] , MILD [17] and bag dissimilarities (MILBD) [18] based method. In MILD, there are two feature representation schemes, instance-level classification (MILD I) and bag-level classification (MILD B). In MILBD, seven alternatives are proposed to define the dissimilarity between bags, we take all of them into consideration. We randomly select 10% of the data as the test set and the remaining 90% as the training set. The average results over 10 runs of 10-fold cross-validation are summarized.
The average AUC is shown in Tab. 1 and Fig. 3 . D-D, mi-SVM, MI-SVM and MILD I cannot achieve very satisfactory performance, due to they try to classify a bag by obtaining the single instance label which is a difficult task. The performance of Citation-kNN is also not very good when it simple takes into account the bag distance. On the contrary, MILD B, MILBD (except maxmin and CS) and our method all transform the MIL problem into a standard supervised learning framework and can obtain more satisfactory results. In particular, our model outperforms (AUC: 0.97) other state-of-the-art methods, which verifies that our method can find the most discriminative instances from positive bags and the embedded feature space strategy can effectively eliminate the interference of false positive instance selection. The comparison of the 95 percent confidence intervals of all methods verify the stability of our algorithm. We evaluate how the size T of the training dataset impacts the performance of classification, where the value of T is set as 50, 100, 200, 400, 800, respectively. For each T , the number of negative training bags is equal to positive ones. For all T , we use the same test set.
The ROC curves using our gastroscopic data set are shown in Fig. 4 . The corresponding AUC values are demonstrated in Tab. 2. It can be seen that when T is relatively small, the performance is not satisfactory and with the increase of training data size, the AUC value is improving gradually. For T > 400, the classification performance is not significantly improved. This is mainly because our method can effectively mine enough information for classification when given a sufficient amount of training data.
We have also compared our method with a novel supervised learning method, DSSVM proposed in [9] where the training dataset is composed of pixel-wise labeled image patches. The corresponding statistical AUC value is shown in the last column of Tab. 2. We can say that our method can outperform DSSVM when the size of training data increases; Moreover, our method do not need pixel-wise human annotation as DSSVM [9] . 
CONCLUSION
In order to release the hard working to label the pixel-wise groundtruth, we design a computer aided endoscope diagnosis system by building a frame-level classifier using the weakly labeled endoscope images. To optimize the classification accuracy, we formulate our image classification problem with MIL and mine the most suspicious lesion regions from images automatically. By mapping images into an embedded feature space, we transform the frame-level classification problem into a simple supervised learning problem which is easy to be implemented. The preliminary results tested on our gastroscopic image data set validate that our method can obtain the competitive results with the state-of-the-arts. Moreover our method can outperform the supervised method given sufficient training data.
