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Abstract
We develop a Hamiltonian discontinuous finite element discretization of a gener-
alized Hamiltonian system for linear hyperbolic systems, which includes the rotating
shallow water equations, the acoustic and Maxwell equations. These equations have
a Hamiltonian structure with a bilinear Poisson bracket, and as a consequence the
phase-space structure, mass and energy are preserved. We discretize the bilinear
Poisson bracket in each element with discontinuous elements and introduce numeri-
cal fluxes via integration by parts while preserving the skew-symmetry of the bracket.
This automatically results in a mass and energy conservative discretization when com-
bined with a symplectic time integration method. For comparison, the discontinuous
Galerkin method for this problem is also used. A variety of numerical examples is
shown to illustrate the accuracy and capability of the new method.
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1 Introduction
Many space-time dynamical systems in physics and mathematics are Hamiltonian and have con-
servation laws associated with their Hamiltonian formulation. Preservation of the Hamiltonian
formulation in the discretizations of these systems is especially desirable in long-time predictions
where conservation laws constrain the dynamics whereas dissipative discretizations do not. A
space-time Hamiltonian system consists of the dynamics of an arbitrary functional of the vari-
ables, a (generalized) Poisson bracket and a Hamiltonian, see e.g. [12]. This (generalized) Poisson
bracket is skew-symmetric and satisfies the Jacobi identity [11]. Typically the formulation deals
with functionals. Here, we restrict attention to a generalized Hamiltonian formulation for lin-
ear hyperbolic systems including the rotating linearized shallow water equations, the acoustic
and Maxwell’s equations. These linear hyperbolic equations generally involve given functions of
space, representing the spatial variation of material properties of the associated physical system.
The Hamiltonian formulation of our generalized system guarantees that energy, mass and
phase-space structure are preserved. The standard discontinuous Galerkin finite element method,
however, fails to conserve energy when the material properties are spatially varying, while discrete
energy conservation has been obtained for constant coefficients [14]. This motivated us to derive
a weak formulation and corresponding discontinuous finite element discretization directly based
on discretizing the generalized Poisson bracket in the Hamiltonian formulation. Since this results
in a skew-symmetric spatial discretization, energy conservation is directly ensured. In addition,
mass is conserved. By additional use of symplectic splitting methods for the time discretization,
the phase space structure is preserved while the energy oscillates weakly around its initial value
[5].
To investigate the strength of our Hamiltonian discontinuous finite element formulation we
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contrast it with the classical discontinuous Galerkin (DG) formulation involving an alternating
numerical flux [14]. This classical DGmethod is a class of finite element methods using completely
discontinuous piecewise polynomial spaces for the numerical solution and the test functions in the
spatial variables, usually coupled with an explicit and nonlinearly stable high order Runge-Kutta
time discretization [13], first developed in [3, 4].
The standard DG finite element method with an alternating numerical flux and our new DG
finite element method based on the skew-symmetric Hamiltonian formulation coincide when the
material functions are constant. It demonstrates that the alternating flux can be interpreted
as a skew-symmetric Hamiltonian flux. In contrast, the skew-symmetric flux becomes essential
to conserve energy and phase space volume in the important case of spatially varying material
functions.
The outline of our article is as follows. In Section 2, we present the generalized linear hyper-
bolic system and its Hamiltonian formulation. In Section 3, we derive the discontinuous finite
element discretization for the generalized linear hyperbolic equations and the ensuing discrete
skew-symmetric bilinear bracket. For comparison, we also give the DG method for the gener-
alized linear hyperbolic equations. The symplectic splitting method and classical Runge-Kutta
time discretizations used are presented in Section 4. Section 5 contains numerical results for the
nonlinear problems to demonstrate the accuracy and capabilities of the new method. Concluding
remarks are given in Section 6.
2 Hamiltonian formulation
2.1 General formulation
We consider the linear hyperbolic system of equations
∂v
∂t
+D(C η) + f v⊥ = 0, (2.1)
∂η
∂t
+D·(B v) = 0, ∀(x, y) ∈ Ω ⊆ R2, (2.2)
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with as variables the two-dimensional vector field v = v(x, y, t) = (u, v)T , v⊥ = (−v, u)T and
the scalar function η = η(x, y, t) depending on spatial coordinates x, y and time t; and, the given
functions B = B(x, y) > 0, C = C(x, y) > 0 and f = f(x, y). The operator D is either the
differential operator ∇ = ( ∂
∂x
, ∂
∂y
)T , or −∇⊥ = ( ∂
∂y
,− ∂
∂x
)T .
The domain Ω has a boundary ∂Ω, which is subdivided into boundary segments, at which
boundary conditions are specified, such as periodic boundary conditions and/or solid walls. At
solid walls ∂Ωs ⊆ ∂Ω the boundary condition
N·v = 0 (2.3)
is imposed. Here the vector N is either the normal vector n = (nx, ny)
T or the tangential
vector n⊥ = (ny,−nx)
T at the boundary of ∂Ωs, depending if the differential operator D is
equal to D = ∇ or D = −∇⊥, respectively. The system (2.1)-(2.2) is completed with the initial
conditions v(x, y, 0) = v0(x, y) and η(x, y, 0) = η0(x, y). Additional consistency requirements
emerge because (2.3) must be preserved in time.
The linear system of equations (2.1)-(2.2) has a Hamiltonian formulation, see e.g. [1], which
can be expressed using the Poisson bracket {·, ·}1 as
dF
dt
={F ,H}1 =
∫
Ω
(
f
B
δF
δv
⊥
·
δH
δv
+
(
D·
δF
δv
)
δH
δη
−
δF
δη
(
D·
δH
δv
))
dΩ (2.4)
with Hamiltonian
H =
∫
Ω
(
1
2
B |v|2 +
1
2
C η2
)
dΩ. (2.5)
The functional derivatives of the Hamiltonian are defined as
δH := lim
ǫ→0
H[v + ǫδv, η + ǫδη]−H[v, η]
ǫ
:=
∫
Ω
(
δH
δv
·δv +
δH
δη
δη
)
dΩ. (2.6)
Hence, it follows from (2.5) and (2.6) that
δH =
∫
Ω
(B v·δv + Cη δη) dΩ (2.7)
and by using (2.6) with (2.7) we obtain the functional derivatives
δH
δv
= Bv and
δH
δη
= Cη. (2.8)
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The equations for the velocity field v, given by (2.1), are obtained if we choose the functional F
in (2.4) as:
F [v] =
∫
Ω
wv(x) · v(x, t) dΩ,
withwv arbitrary functions which satisfy the conditionN ·wv = 0 at ∂Ωs. Similarly, the equation
for η, given by (2.2), is obtained if we choose the functional F with wη arbitrary functions as
F [η] =
∫
Ω
wη(x)η(x, t) dΩ.
The bracket {F ,H}1 is seen to be skew-symmetric and also satisfies the Jacobi identity
{K, {F ,G}1}1 + {F , {G,K}1}1 + {G, {K,F}1}1 = 0, (2.9)
for arbitrary functionals F ,G and K. The skew-symmetry of the bracket in (2.4) guarantees
energy conservation, since
dH
dt
= {H,H}1 = 0,
and mass conservation follows likewise
dM
dt
= {M,H}1 = 0 with M =
∫
Ω
η dΩ.
An alternative form of bracket {·, ·}1 appears after integration by parts and using the bound-
ary conditions, i.e.
dF
dt
= {F ,H}2 :=
∫
Ω
(
f
B
δF
δv
⊥
·
δH
δv
−
δF
δv
·
(
D
δH
δη
)
−
δF
δη
(
D·
δH
δv
))
dΩ. (2.10)
The natural boundary conditions for v at solid walls extend to the functional derivatives; they
are for arbitrary F
N ·
δF
δv
= 0. (2.11)
The skew-symmetric nature is now hidden in (2.10) in contrast to the form of the bracket (2.4).
Although {·, ·}1 directly results in a skew-symmetric discrete bracket it does not directly
show a relation to the classical DG method, which is based on a weak formulation of the partial
differential equations, cf. [4]. This is more clear if we use the discrete form of {·, ·}2, see Section
3. In particular, we will show that for certain numerical fluxes the spatial discretization of both
brackets coincides, and then both approaches guarantee discrete energy conservation.
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2.2 Applications
In this section, we will discuss several important examples of bilinear Poisson brackets which can
be discretized with the Hamiltonian discontinuous finite element discretization derived later.
2.2.1 Rotating shallow water equations
The linear rotating shallow water equations are a special case of system (2.2) with D = ∇,
B(x, y) = D(x, y) the given rest depth, C(x, y) = g the constant gravitational acceleration, and
f = f(x, y) the given Coriolis parameter. Hence, the resulting rotating shallow water equations
are
∂v
∂t
+∇(g η) + f v⊥ =0,
∂η
∂t
+∇·(D v) = 0, (2.12)
where v is the velocity and η is the water depth. Slip flow implies no flow through solid walls:
n·v = 0, and when f 6= 0 geostrophic balance holds at these solid boundaries, n·∇(g η) +
f n·v⊥ = 0, such that the flow tangential to the wall is balanced by the normal gradient of the
geopotential g η. When f = 0 the usual Neuman relation n·∇η = 0 at a solid-wall boundary
results.
The linear rotating shallow water equations have the following Hamiltonian formulation
dF
dt
={F ,Hl}1 =
∫
Ω
(
f
D
δF
δv
⊥
·
δHl
δv
+
(
∇·
δF
δv
)
δHl
δη
−
δF
δη
(
∇·
δHl
δv
))
dΩ, (2.13)
with Hamiltonian
Hl =
∫
Ω
(
1
2
D |v|2 +
1
2
g η2
)
dΩ. (2.14)
Its functional derivatives are
δHl
δv
= Dv and
δHl
δη
= gη. (2.15)
2.2.2 2D Maxwell equations
Another application of equation (2.2) concerns the two-dimensional Maxwell equations with
v = H = (Hx, Hy)
T the magnetic field, η = Ez the electric field, and D = −∇
⊥, C = µ−1,
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B = ǫ−1 and f = 0. The two-dimensional Maxwell equations are defined as
∂H
∂t
=∇⊥(µ−1Ez),
∂Ez
∂t
=∇⊥·(ǫ−1H), (2.16)
where µ is the magnetic permeability and ǫ is the dielectric permittivity. At solid walls n·H⊥ = 0.
The Maxwell equations have the following Hamiltonian formulation
dF
dt
={F ,Hm}1 =
∫
Ω
(
−
(
∇⊥·
δF
δH
)
δHm
δEz
+
δF
δEz
(
∇⊥·
δHm
δH
))
dΩ, (2.17)
with Hamiltonian
Hm =
∫
Ω
(
1
2
ǫ−1 |H|2 +
1
2
µ−1E2z
)
dΩ. (2.18)
Its functional derivatives are
δHm
δH
= ǫ−1H and
δHm
δEz
= µ−1Ez. (2.19)
2.2.3 Acoustic equations
The two-dimensional acoustic equations [9] arise from (2.2) when v = (u, v)T is taken as the
velocity field, η = ρ as density, and D = ∇, C = c20/ρ0 with B = ρ0 as reference density, and
f = 0. The two-dimensional acoustic equations then become
∂v
∂t
+∇
(
c20
ρ0
ρ
)
=0,
∂ρ
∂t
+∇·(ρ0 v) = 0. (2.20)
Slip flow again implies no flow through solid walls: n·v = 0. The acoustic equations have the
following Hamiltonian formulation
dF
dt
={F ,Ha}1 =
∫
Ω
((
∇·
δF
δv
)
δHa
δρ
−
δF
δρ
(
∇·
δHa
δv
))
dΩ, (2.21)
with Hamiltonian
Ha =
∫
Ω
(
1
2
ρ0 |v|
2 +
1
2
c20
ρ0
ρ2
)
dΩ, (2.22)
and functional derivatives
δHa
δv
= ρ0v and
δHa
δρ
=
c20
ρ0
ρ. (2.23)
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3 Discrete Hamiltonian formulation
In this section, we will derive a spatial Hamiltonian discontinuous finite element discretization
for the Hamiltonian system (2.4) and (2.5). It thus guarantees conservation of energy and phase
space volume by default. It will be shown that it coincides with a particular discretization of
(2.10) with Hamiltonian (2.5). For comparison, we will also give the DG discretization for the
generalized linear hyperbolic equations (2.1) and (2.2).
3.1 Notation
Let Th denote a tessellation of Ω with shape-regular elements K. Let Γ denote the set of all edges
in the tessellation Th, with Γi the set of interior edges and Γb the set of edges at the domain
boundary.
In order to describe the flux functions we need to introduce some notation. Let e be an edge
shared by the “left” and “right” elements KL and KR. Define the normal vectors nL and nR on e
pointing exterior to KL and KR, respectively. When e lies on the domain boundary, we adopt the
convention that KL lies inside Ω. If ψ is a function on KL and KR, but possibly discontinuous
across e, let ψL = (ψ|KL)|e and ψR = (ψ|KR)|e denote the left and right trace, respectively.
Let Pp(K) be the space of polynomials of degree at most p on K ∈ Th, with p ≥ 0. The finite
element spaces Vh and Wh are denoted by
Vh = {ψ ∈ L
2(Ω) : ψ|K ∈ P
p(K) ∀K ∈ Th},
Wh = {ψ ∈
(
L2(Ω)
)2
: ψ|K ∈ (P
p(K))2 ∀K ∈ Th, N ·ψ|∂Ωs = 0}.
The number of degrees of freedom on an element is denoted by NK = dim
(
Pp(K)
)
.
3.2 Discrete Hamiltonian formulation and variational derivatives
Consider the linear system (2.1)-(2.2), rewritten in the form
∂v
∂t
+D r +
f
B
Q⊥ = 0 and
∂η
∂t
+D·Q = 0 (3.1)
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with Q = Bv and r = Cη. Energy conservation follows by multiplying the first equation by Q
and the second equation by r, integration over the domain Ω, applying Gauss’ law and using the
boundary conditions, i.e.
d
dt
1
2
∫
Ω
B|v|2 + C η2dΩ = −
∫
Ω
D·(Q r)dΩ = 0. (3.2)
The crucial point in a corresponding discontinuous Hamiltonian discretization is to consider Q
and r as additional variables, linked to Bv and Cη via a projection onto the finite element space.
The Hamiltonian discretization automatically does this because Qh = δH/δvh and rh =
δH/δηh. Consequently, we should use Qh and rh in the discretization and not Bhvh and Chηh as
the former lie in Vh × Vh and Vh, respectively, while the latter do not. We will show that in this
way the Hamiltonian formalism projects the functional derivatives onto the Galerkin space and
that the Hamiltonian remains positive.
In the discrete Hamiltonian formulation we will use H to denote the discrete approximation
of H. The discrete Hamiltonian is
H =
1
2
∑
K
∫
K
(
Bh |vh|
2 + Ch η
2
h
)
dΩ, (3.3)
and the variational derivatives are not equal in the strong sense but only in a weak sense
δH
δvh
= Qh 6= Bh vh,
δH
δηh
= rh 6= Ch ηh, (3.4)
where Bh, Ch, rh, ηh ∈ Vh and vh,Qh ∈ Vh × Vh.
For the discretization of the velocity equations (2.1) we consider the functional F [vh] =∫
Ω
vh · ψ dΩ, with ψ ∈ Wh arbitrary test functions. Using the definition of the functional
derivatives
δF := lim
ǫ→0
F [vh + ǫδvh]− F [vh]
ǫ
=
∫
Ω
ψ · δvh dΩ, (3.5)
we obtain
δF
δvh
= ψ. (3.6)
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The test function ψ is taken from the space Wh and not from Vh × Vh, since the functional
derivative of F [vh] must satisfy the condition (2.11) at the boundary Ωs. This implies that
N·
δF
δvh
=N ·ψ = 0. (3.7)
Hence the test functions ψ at the domain boundary must have either a zero normal or tangential
component depending on the choice of the operator D, viz. D = ∇ or D = −∇⊥.
Likewise, for the discretization of the equation for η, given by (2.2), we set the functional F
equal to F [ηh] =
∫
Ω
ηhφ dΩ, with φ ∈ Vh arbitrary test functions, and we obtain the functional
derivative
δF
δηh
= φ. (3.8)
3.3 The discontinuous Hamiltonian formulation
In this section we will derive a discrete formulation for the Hamiltonian system (2.4)-(2.5).
We will start with bracket {·, ·}2, defined in (2.10), and by choosing proper numerical fluxes
we can demonstrate the skew symmetry of the discrete bracket when using discontinuous basis
functions. This then automatically implies conservation of mass and energy at the discrete level.
The discrete form of formulation (2.10) is obtained by introducing the tessellation Th of Ω and
the discrete approximations of the functionals F and H. After integration by parts over each
element K ∈ Th, we obtain
dF
dt
= {F,H}2 =
∑
K∈Th
∫
K
(
fh
Bh
δF
δvh
⊥
·
δH
δvh
)
dΩ
+
∑
K∈Th
∫
K
((
D·
δF
δvh
)
δH
δηh
+
(
D
δF
δηh
)
·
δH
δvh
)
dΩ
−
∑
K∈Th
∫
∂K
(
N·
δF
δvh
δ̂H
δηh
+
̂
N·
δH
δvh
δF
δηh
)
dS, (3.9)
where the numerical fluxes δ̂H
δηh
and ̂N· δH
δvh
are introduced to account for the multi-valued traces
of δH
δηh
and N· δH
δvh
at the element boundaries ∂K. Since all derivative terms in the Poisson
bracket {·, ·}2 are on the Hamilton functional, the numerical flux at the element boundaries can
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be chosen using the alternating numerical flux proposed in [14]. This procedure is not obvious
for the Poisson bracket {·, ·}1, (2.4), because the functional derivatives of F , (3.6) and (3.8), are
arbitrary test functions.
By choosing the functional F alternatively as∫
Ω
vh ·ψ dΩ and
∫
Ω
ηhφ dΩ,
introducing these relations into (3.9) and using the discrete variational derivatives (3.4), (3.6)
and (3.8), the discrete formulation for (2.1)-(2.2) emerges:
Find a vh ∈ Vh × Vh and ηh ∈ Vh, such that for all ψ ∈Wh and φ ∈ Vh the following relation
is satisfied: ∫
K
∂vh
∂t
·ψdΩ =
∫
K
(
−
fh
Bh
Q⊥h ·ψ + rhD ·ψ
)
dΩ−
∫
∂K
r̂hN ·ψdS, (3.10)∫
K
∂ηh
∂t
φdΩ =
∫
K
Qh·Dφ dΩ−
∫
∂K
N̂ ·Qhφ dS, (3.11)
where Qh ∈ Vh × Vh and rh ∈ Vh are obtained from the relations∫
K
Qh · φdΩ =
∫
K
Bhvh · φdΩ, ∀φ ∈ Vh × Vh, (3.12)∫
K
rhφdxdy =
∫
K
ChηhφdΩ, ∀φ ∈ Vh. (3.13)
We choose the following alternating numerical fluxes at edges e ∈ Γi
δ̂H
δηh
= r̂h = θ
δH
δηLh
+ (1− θ)
δH
δηRh
,
̂
N·
δH
δvh
= N̂ ·Qh = (1− θ)N·
δH
δvLh
+ θN·
δH
δvRh
, 0 ≤ θ ≤ 1,
(3.14)
where we have uniquely defined a left and right side with a positive orientation of the edge
numbering per element. Here and hereafter N = N L. At edges e ∈ Γb at the domain boundary
∂Ωs, we introduce the boundary conditions (2.3) and (2.11)
̂
N·
δH
δvh
= N ·Qh = 0 and
̂
N·
δF
δvh
= N ·ψ = 0.
After the introduction of the numerical fluxes (3.14) and using the fact that each edge occurs
twice in the summation over all elements we can rewrite the discrete form of (3.9) as
dF
dt
= {F,H}2 =
∑
K∈Th
∫
K
(
fh
Bh
δF
δvh
⊥
·
δH
δvh
)
dΩ
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+
∑
K∈Th
∫
K
((
D·
δF
δvh
)
δH
δηh
+
(
D
δF
δηh
)
·
δH
δvh
)
dΩ
+
∑
e∈Γi
∫
e
N·
(
δF
δvRh
−
δF
δvLh
)(
θ
δH
δηLh
+ (1− θ)
δH
δηRh
)
+
(
δF
δηRh
−
δF
δηLh
)
N·
(
θ
δH
δvRh
+ (1− θ)
δH
δvLh
)
dS, (3.15)
3.4 The skew-symmetry of the discrete bracket
The discrete bracket (3.15) apparently lacks the skew-symmetry, which would withhold immediate
energy conservation. The skew-symmetry of the discrete bracket can, however, be demonstrated
using a discretization of the skew-symmetric bracket given by (2.4), and related to the discrete
bracket (3.15). This approach will also indicate how to obtain a suitable discretization for
bracket {·, ·}1. The equivalence of these two Hamiltonian discretizations giving (3.10)-(3.11)
automatically leads to energy conservation at the discrete level.
The discretization of the bracket {·, ·}1 in (2.4) yields
{F,H}1 =
∑
K∈Th
∫
K
(
fh
Bh
δF
δvh
⊥
·
δH
δvh
)
dΩ
+
∑
K∈Th
∫
K
(
−
δF
δvh
·
(
D
δH
δηh
)
+
(
D
δF
δηh
)
·
δH
δvh
)
dΩ
+
∑
K∈Th
∫
∂K
(
̂
N·
δF
δvh
δH
δηh
−
̂
N·
δH
δvh
δF
δηh
)
dS, (3.16)
where the numerical fluxes ̂N· δF
δvh
and̂N· δH
δvh
are introduced. When the numerical flux̂N· δF
δvh
is
chosen the same as for N̂ · δH
δvh
, the discrete bracket is skew-symmetric. Hence energy and mass
are then automatically conserved at the discrete level.
For the specific choice of the numerical flux given by (3.14), we obtain for bracket {·, ·}1 at
interior edges e ∈ Γi
̂
N·
δF
δvh
=(1− θ)N·
δF
δvLh
+ θN·
δF
δvRh
,
̂
N·
δH
δvh
=(1− θ)N·
δH
δvLh
+ θN·
δH
δvRh
, 0 ≤ θ ≤ 1. (3.17)
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At the domain boundary ∂Ωs, we must satisfy for edges e ∈ Γb, the condition (2.3)
̂
N·
δH
δvh
=N ·Qh = 0. (3.18)
This implies, in order to ensure the skew symmetry of the bracket, the following boundary
condition at ∂Ωs on the functional derivative of F
̂
N·
δF
δvh
=N ·ψ = 0. (3.19)
Next, we will show now the equivalence of brackets {·, ·}1 and {·, ·}2. After integration by parts
of (3.16), we obtain
{F ,H}1 =
∑
K∈Th
∫
K
(
fh
Bh
δF
δvh
⊥
·
δH
δvh
)
dΩ
+
∑
K∈Th
∫
K
(
D·
(
δF
δvh
)
δH
δηh
+
(
D
δF
δηh
)
·
δH
δvh
)
dΩ (3.20)
+
∑
K∈Th
∫
∂K
(
̂
N·
δF
δvh
δH
δηh
−
̂
N·
δH
δvh
δF
δηh
−N·
δF
δvh
δH
δηh
)
dS,
where we have used the fact that the functional derivatives of F on an element K ∈ Th are
equal to the arbitrary test functions ψ and φ, which are zero outside each element K. Therefore
it is not necessary to introduce a numerical flux on the last contribution in the integral over
the element boundary in (3.20). We introduce now the numerical fluxes (3.17) and boundary
conditions (3.18)-(3.19) and use the fact that each interior edge occurs twice in the summation
over all elements in the tesssellation. The integral over the element boundaries in (3.20) then
can be expressed as
∑
K∈Th
∫
∂K
(
̂
N·
δF
δvh
δH
δηh
−
̂
N·
δH
δvh
δF
δηh
−N·
δF
δvh
δH
δηh
)
dS.
=
∑
e∈Γi
∫
e
(
N L ·
(
(1− θ)
δF
δvLh
+ θ
δF
δvRh
)(
δH
δηLh
−
δH
δηRh
)
+N L ·
(
(1− θ)
δH
δvLh
+ θ
δH
δvRh
)(
δF
δηRh
−
δF
δηLh
)
+ N L ·
δF
δvRh
δH
δηRh
−N L ·
δF
δvLh
δH
δηLh
)
dS,
13
which can be simplified into
∑
K∈Th
∫
∂K
(
̂
N·
δF
δvh
δH
δηh
−
̂
N·
δH
δvh
δF
δηh
−N·
δF
δvh
δH
δηh
)
dS.
=
∑
e∈Γi
∫
e
(
N L ·
(
δF
δvRh
−
δF
δvLh
)(
θ
δH
δηLh
+ (1− θ)
δH
δηRh
)
+ N L ·
(
(1− θ)
δH
δvLh
+ θ
δH
δvRh
)(
δF
δηRh
−
δF
δηLh
))
dS.
(3.21)
Combining (3.20) and (3.21) the final result equals (3.15) and proves that the bracket {·, ·}2 is
also skew-symmetric.
The skew-symmetry of the discrete bracket immediately implies the following properties:
Proposition 3.1. (energy and mass conservation) The solution to the Hamiltonian for-
mulation (3.10) - (3.11) satisfies energy and mass conservation at the discrete level, i.e.
d
dt
H = 0 and
d
dt
M = 0,
where
H =
1
2
∑
K
∫
K
(
Bh |vh|
2 + Ch η
2
h
)
dΩ and M =
∑
K
∫
K
ηh dΩ.
3.5 DG scheme
In this section, we compare the discontinuous Hamiltonian formulation with a DG formulation.
Multiplying (2.2) with arbitrary test functions ψ ∈ Vh×Vh and φ ∈ Vh, and integrating by parts
over each element K ∈ Th, we obtain the following relation for vh ∈ Vh × Vh and ηh ∈ Vh:∫
K
∂vh
∂t
·ψdΩ =
∫
K
(−fv⊥h ·ψ + CηhD ·ψ)dΩ−
∫
∂K
ĈηhN ·ψds, (3.22)∫
K
∂ηh
∂t
φdxdy =
∫
K
(Bhvh)·DφdΩ−
∫
∂K
̂N·(Bhvh)φdS, (3.23)
where we choose, motivated by the numerical fluxes used for the Hamiltonian formulation, dis-
cussed in Sections 3.3-3.4, and stability reasons ([14]), the following alternating numerical fluxes
Ĉηh = θCη
L
h + (1− θ)Cη
R
h , (3.24)
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̂N·(Bhvh) = (1− θ)N·(Bhvh)
L + θN·(Bhvh)
R, 0 ≤ θ ≤ 1.
At edges at the domain boundary we impose the physical boundary condition (2.3), which states
N·vh = 0.
The DG scheme (3.22)–(3.23) for constant Bh and Ch equals the Hamiltonian discontinuous finite
element scheme and then also satisfies energy conservation. These restrictions imply that Bhvh
and Ch ηh belong to the Galerkin test function space. For general nonconstant Bh and Ch, energy
conservation can not be obtained from the classical DG method (3.22)-(3.23). In the linear case,
however, we can weight the usual test function with Bh to alleviate this problem.
4 Time discretization
We compare two time discretization methods. First, the non-symplectic and dissipative third-
order total variation diminishing Runge-Kutta method of [13] is used. Next, we consider a
symplectic splitting method for Hamiltonian systems [6].
4.1 Third order TVD Runge-Kutta
An explicit third order Runge-Kutta method [13] for solving
u˙ = L(u, t), (4.1)
where L(u, t) is a spatial discretization operator, is defined as
u(1) = un +∆tL(un, tn),
u(2) =
3
4
un +
1
4
u(1) +
1
4
∆tL(u(1), tn +∆t), (4.2)
un+1 =
1
3
un +
2
3
u(2) +
2
3
∆tL(u(2), tn +
1
2
∆t).
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4.2 Symplectic splitting method
The TVD Runge-Kutta method discussed in Section 4.1 is slightly dissipative. In order to ensure
energy conservation we consider therefore a symplectic time integration method. The following
ordinary differential equations arise from the Hamiltonian spatial discretization, for each element
Mij
dvˆj
dt
= − Oij Qˆj +Gij rˆj −
∫
∂K
N rˆh ψi ds
Mij
dηˆj
dt
=Gij·Qˆj −
∫
∂K
N̂ ·Qh ψi ds
Mij Qˆj =Bij vˆj and Mij rˆj = Cij ηˆj
(4.3)
with elemental coefficients rˆj and vˆj, basis functions ψi or ψj , and elemental matrices
Mij =
∫
K
ψi ψj dx dy
Bij =
∫
K
Bh ψi ψj dx dy
Cij =
∫
K
Ch ψi ψj dx dy
Gij =
∫
K
ψjD ψi dx dy
Oij =
∫
K
fh
Bh
ψi ψj dx dy.
(4.4)
We write the Hamiltonian spatial discretization (4.3)–(4.4) abstractly in the form
dvˆK
dt
= L1 vˆK + L2 ηˆ,
dηˆK
dt
= L3 vˆ, (4.5)
where vˆ and ηˆ are the expansion coefficients, specifically denoted in element K by vˆK and ηˆK ,
and L1, L2, L3 are the appropriate constant matrices independent of the variables. The matrix
L1 only involves local integrals per element and no face integrals, as follows from (4.3). In
contrast, L2 and L3 depend on face integrals as well. Note that, for conciseness of presentation,
we explicitly eliminated Qh and rh.
The linear system (4.5) is a generalized Poisson system with a quadratic Hamiltonian depend-
ing on a quadratic term with velocity coefficients vˆ plus one with coefficients ηˆ. A second order
symplectic partitioned Runge-Kutta time integration method is now based on this splitting of
the Hamiltonian H = Hv + Hη in two separate quadratic parts. The resulting time discretiza-
tion consists of the composition of exactly integrable pieces, one half step of the Hamiltonian
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dynamics using only the Hamiltonian Hv, a complete time step using the Hamiltonian Hη and
than one half time step using only the Hamiltonian Hv again. We therefore employ exactly
integrable linear Poisson systems in turn, as suggested in [6]. For f = 0 we then basically obtain
the Sto¨rmer-Verlet method for our linear system [6]. For nonzero and constant f , and constant
function B, the velocity vˆ in the first and last split time step can be solved exactly. For nonzero
and nonconstant f and B, the solution for vˆ in a split time step is local and harmonic, but its
coefficients require a numerical determination. The resulting symplectic method does require a
constant time step. The linear dispersion relations yield approximate time step requirements.
With τ = ∆t, and the case with f and B constant, the resulting numerical scheme for (4.5)
becomes
U˜int =
1
f
 sin(fτ/2) (1− cos(fτ/2))
(cos(fτ/2)− 1) sin(fτ/2)

 uˆn
vˆn
 (4.6a)
ηˆn+1/2 =ηˆn + L3 U˜int (4.6b)
∀K :
 uˆn+1/2j
vˆ
n+1/2
j
 =
 cos(fτ/2) sin(fτ/2)
− sin(fτ/2) cos(fτ/2)

 uˆn
vˆn
 (4.6c)
v˜n+1 =vˆn+1/2 − τ L2 ηˆ
n+1/2 (4.6d)
∀K :
 uˆn+1j
vˆn+1j
 =
 cos(fτ/2) sin(fτ/2)
− sin(fτ/2) cos(fτ/2)

 u˜n+1
v˜n+1
 (4.6e)
Un+1int =
1
f
 sin(fτ/2) (1− cos(fτ/2))
(cos(fτ/2)− 1) sin(fτ/2)

 uˆn+1
vˆn+1
 (4.6f)
ηˆn+1 =ηˆn+1/2 + L3U
n+1
int . (4.6g)
In (4.6a) with both f and B constant, we have obtainedUint by integrating the following ordinary
differential equations for the local coefficients vˆj per element exactly:
dvˆj
dt
=− f vˆ⊥j . (4.7)
For nonconstant f and B, the splitting scheme in time becomes slightly more involved.
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5 Numerical results
In this section, we provide numerical examples to illustrate the accuracy and capability of the
methods developed in the previous section. In all examples, the figures present the solution
obtained with a particular choice of the mesh. We have verified with the aid of successive mesh
refinements, that in all cases, the results shown are numerically convergent.
5.1 Rotating linear shallow water equations
In the first set of test cases we consider wave problems governed by the rotating linear shallow
water equations on an f -plane, given by (2.12). The tests involve harmonic waves, Kelvin and
Poincare´ waves, and linear waves in a closed parabolic bowl.
5.1.1 Harmonic waves
Consider a two-dimensional (2D) harmonic wave solution of (2.12) for a constant topography
D = H and constant f in a periodic domain Lx × Ly. Exact solutions of this problem are given
in Appendix A. First, we consider the accuracy for the parameters given in (A.2). The L2 and
L∞ errors and the numerical orders of accuracy for the water depth η are given in Table 5.1 at
time t = 1 on a uniform rectangular mesh in the domain [0, 1]× [0, 1]. We see that the method
with P k elements gives a uniform (k+1)-th order of accuracy in both norms.
We also present the wave profile using P 1 elements on a uniform rectangular 80 × 80 mesh
at t = 100 for the parameters given in (A.3). In Figure 5.1, the water depth η is shown at
time t = 100 as well as the energy as function of time. The discontinuous Hamiltonian and DG
formulation coincide in this case, and we therefore compare the Runge-Kutta and symplectic
splitting time discretizations. The results show that the symplectic time integration scheme is
better in energy conservation than a third order TVD Runge-Kutta method.
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Table 5.1: Accuracy test for the water depth η of the linear shallow water equations (2.12)
with exact solution (A.1). Periodic boundary conditions. Uniform meshes containing Nx×
Ny cells at time t = 1.
Nx ×Ny L
2 error order L∞ error order
20× 20 3.70E-01 – 1.13E-00 –
P
0 40× 40 1.48E-01 1.32 4.54E-01 1.31
80× 80 8.89E-02 0.74 2.87E-01 0.66
160 × 160 5.01E-02 0.83 1.58E-01 0.86
20× 20 8.86E-02 – 3.94E-01 –
P
1 40× 40 1.75E-02 2.34 9.36E-02 2.07
80× 80 5.11E-03 1.78 2.28E-02 2.04
160 × 160 1.10E-03 2.22 5.17E-03 2.14
20× 20 2.09E-02 – 9.61E-02 –
P
2 40× 40 1.67E-03 3.64 7.49E-03 3.68
80× 80 1.95E-04 3.09 1.38E-03 2.44
160 × 160 1.93E-05 3.34 7.61E-05 4.18
20× 20 1.84E-03 – 1.17E-02 –
P
3 40× 40 1.22E-04 3.92 6.06E-04 4.27
80× 80 6.68E-06 4.19 4.10E-05 3.88
160 × 160 3.85E-07 4.11 2.26E-06 4.18
5.1.2 Kelvin and Poincare´ waves
We consider Kelvin and Poincare´ waves for the shallow water equations (2.12). These are specific
normal-mode solutions of the rotating shallow water equations. Kelvin waves arise as boundary-
trapped modes in the precense of rotation; on the Northern hemisphere where f > 0 these modes
propagate counterclockwise with the boundary on the right. Poincare´ modes are gravity modes
modified by the Earth’s rotation. These eigenmodes in turn test the numerical scheme in the
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Figure 5.1: Harmonic waves described by the linear rotating shallow water equations (2.12)
at t = 100 and the discrete energy for the symplectic splitting (SV) and TVD Runge-Kutta
(RKTVD) time integration methods.
precense of boundaries and rotation.
The exact solutions for three different cases are given in Appendices B.1, B.2 and B.3. In
Figures 5.2 and 5.3, we show respectively Kelvin waves and Poincare´ waves at t = 100 in a
rectangular channel periodic in x using P 1 elements on an unstructured triangular mesh (1000
elements). We also plot the discrete energy using the TVD Runge-Kutta (TVDRK) and the
symplectic splitting (SV) time integration methods. In Fig. 5.4, we show the Poincare´ waves
in a circular basin using P 1 elements on an unstructured triangular mesh (1000 elements) after
100 periods and the discrete energy for the symplectic splitting time integration schemes. The
TVD Runge-Kutta method, however, did not survive a long time simulation for the Poincare´
waves and will blowup after a few wave periods. We only give therefore the energy results for
the symplectic scheme.
The Hamiltonian and the DG finite element scheme coincide in these test cases because the
bottom topography is constant. The energy in all these examples is conserved very well with
the discontinuous Hamiltonian discretization in combination with the splitting time integration
method, even for unstructured meshes and with solid wall boundary conditions. The results show
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that the symplectic scheme is more accurate in conserving energy and also more stable than a
third order TVD Runge-Kutta method.
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Figure 5.2: Kelvin waves described by the linear rotating shallow water equations (2.12) in
a rectangular domain after 100 periods and the discrete energy for the TVD Runge-Kutta
(TVDRK) and the symplectic splitting (PRK) time integration methods.
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(TVDRK) and the symplectic splitting (PRK) time integration methods.
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Figure 5.4: Poincare´ waves described by the linear rotating shallow water equations (2.12)
in a circular domain after 100 periods and the discrete energy for the symplectic splitting
(PRK) time integration methods. The TVDRK method is unstable for this case.
5.1.3 Linear waves in closed parabolic bowl
To test the Hamiltonian discretization against the classical non-Hamiltonian DG scheme, we
consider linear non-rotating shallow water equations (2.12) with f = 0 in a closed circular
parabolic bowl. Hence, the topography is varying: D = D(x, y) = D0 (1− (x
2 + y2)/a2) and
the DG scheme is not energy preserving anymore. One of the exact solutions of equation (2.12)
is given in Appendix C. In Fig. 5.5, we show the waves by the Hamiltonian formulation and
the DG scheme in a circular basin for P 1 elements with unstructured triangular meshes (1000
elements) for equations (2.12) after 100 periods and energy conservation. The results show
that the discontinuous Hamiltonian discretization and the DG scheme can both approximately
preserve the discrete energy.
5.2 Two-dimensional Maxwell equations
Consider the two-dimensional Maxwell equations
∂H
∂t
=∇⊥Ez,
∂Ez
∂t
=∇⊥H , (5.1)
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equations (2.12) after 100 periods. Left: Hamiltonian discretization. Right: DG scheme.
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Figure 5.6: The energy is shown for an eigenmode in a circular basin over 100 periods for
the Hamiltonian and DG spatial discretizations, and both Runge-Kutta and Sto¨rmer-Verlet
time discretizations.
with uniform dielectric permittivity and magnetic permeability. The computational domain is
[0, 2π/α] × [0, 2π/β] with periodic boundary conditions. The final simulation time is t = 100
(100 periods). The smooth and non-smooth exact solutions of equation (5.1) used in this test
case are given in Appendix D.
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Figure 5.7: Energy for smooth solution (D.1) of the Maxwell equations (5.1).
For the smooth solution, the L2 and L∞ errors and the numerical orders of accuracy for Hx,
Hy and Ez on a uniform rectangular mesh using periodic boundary conditions are presented in
Tables 5.2, 5.3 and 5.4. For this constant coefficient case the Hamiltonian and DG scheme are
identical.
We can see that the discretization using P k elements gives a uniform (k+1)-th order of
accuracy in both norms. We also show the discrete energy in Fig. 5.7 using P 1 elements on a
uniform rectangular 80 × 80 mesh. The results show that the symplectic scheme is better than
a third order TVD Runge-Kutta method in energy conservation.
For the non-smooth solution we show the numerical results using P 1 elements on a uniform
rectangular 80×80 mesh for Hx, Hy and Ez of solution (D.2a) at t = 100 in Fig. 5.8. The energy
shown in Fig. 5.9 is also conserved very well for the solution with a singularity for the symplectic
time integration scheme, whereas the third order TVD Runge-Kutta method is dissipative.
6 Conclusion
In this article we have developed a discontinuous finite element discretization for bilinear Poisson
brackets, which can conserve energy and mass because it preserves the skew-symmetry of the
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Table 5.2: Errors in the x-component of the magnetic field Hx for smooth solution (D.1) of
the Maxwell equations (5.1) at t = 100.
Nx ×Ny L
2 error order L∞ error order
20× 20 4.29E-01 – 1.02E-00 –
P
0 40× 40 1.81E-01 1.24 5.24E-01 0.96
80× 80 5.88E-02 1.62 1.94E-01 1.43
160 × 160 2.09E-02 1.49 8.17E-02 1.25
20× 20 3.74E-02 – 1.92E-01 –
P
1 40× 40 4.64E-03 3.01 3.96E-02 2.28
80× 80 9.98E-04 2.22 9.20E-03 2.10
160 × 160 2.47E-04 2.01 2.28E-03 2.02
20× 20 2.09E-03 – 1.75E-02 –
P
2 40× 40 2.26E-04 3.21 2.22E-03 2.98
80× 80 2.82E-05 3.00 3.01E-04 2.88
160 × 160 3.47E-06 3.02 3.60E-05 3.06
Poisson bracket at the discrete level. For comparison, we also have presented a classical DG
method. Numerical examples illustrate the accuracy and capability of the methods. These ex-
amples show that the discontinuous Hamiltonian finite element discretization developed in this
article in combination with a symplectic splitting method for the time integration preserves the
discrete energy even on unstructured meshes. This makes the discontinuous Hamiltonian dis-
cretization an excellent numerical scheme for long time integration of physical problems described
by a bilinear Poisson bracket.
In contrast, the discontinuous Galerkin discretization only preserves the discrete energy in
the constant coefficient case, but not in general. As an alternative time integration method,
we also considered the simpler, third order accurate TVD Runge-Kutta time integration. This
time integration method results, however, in most test cases in a decrease of the discrete energy.
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Table 5.3: Errors in the y-component of the magnetic field Hy for smooth solution (D.1) of
the Maxwell equations (5.1) at t = 100.
Nx ×Ny L
2 error order L∞ error order
20× 20 3.12E-01 – 7.42E-01 –
P
0 40× 40 1.32E-01 1.24 3.81E-01 0.96
80× 80 4.28E-02 1.62 1.41E-01 1.43
160 × 160 1.52E-02 1.49 5.93E-02 1.25
20× 20 2.78E-02 – 1.45E-01 –
P
1 40× 40 3.41E-03 3.03 2.93E-02 2.30
80× 80 7.27E-04 2.23 6.72E-03 2.13
160 × 160 1.80E-04 2.01 1.66E-03 2.02
20× 20 1.56E-03 – 1.43E-02 –
P
2 40× 40 1.70E-04 3.45 2.50E-03 3.12
80× 80 2.08E-05 3.03 2.29E-04 2.83
160 × 160 2.60E-06 3.00 2.77E-05 3.04
Although not addressed in this article, the methodology is expected to apply to other cases as
the generalized linear system of Huttunen et al. [7] and the three-dimensional acoustic equations
[2]. We plan to explore this subject in our future research.
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Table 5.4: Errors in the z-component of the electric field Ez for smooth solution (D.1) of
the Maxwell equations (5.1) at t = 100.
Nx ×Ny L
2 error order L∞ error order
20× 20 4.76E-01 – 1.25E-00 –
P
0 40× 40 1.64E-01 1.53 5.75E-01 1.12
80× 80 4.82E-02 1.77 2.09E-01 1.46
160 × 160 1.77E-02 1.44 7.53E-02 1.47
20× 20 4.26E-02 – 1.57E-01 –
P
1 40× 40 5.18E-03 3.04 4.31E-02 1.86
80× 80 1.14E-03 2.18 1.11E-02 1.95
160 × 160 2.82E-04 2.02 2.80E-03 2.00
20× 20 2.10E-03 – 2.18E-02 –
P
2 40× 40 1.92E-04 3.45 2.50E-03 3.12
80× 80 2.37E-05 3.02 3.09E-04 3.02
160 × 160 2.99E-06 3.00 4.11E-05 2.91
A The exact solution of equations (2.12)
The exact solution of equations (2.12) with periodic boundary conditions on a domain Lx × Ly
is:
η =
∑
s=±1
∞∑
m,n=−∞
(Amns cos (z) +Bmns sin (z)) ,
u =
∑
s=±1
∞∑
m,n=−∞
(Cmns cos (z) +Dmns sin (z)) , (A.1)
v =
∑
s=±1
∞∑
m,n=−∞
(Emns cos (z) + Fmns sin (z)) ,
z = km x+ ln y + ωmns t,
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Figure 5.8: The contour plots for Hx, Hy and Ez of solution (D.2a) at t = 100.
where
Cmns = g
km ωmnsAmns − f lnBmns
f 2 − ω2mns
,
Dmns = g
km ωmnsBmns + f lnAmns
f 2 − ω2mns
,
Emns = g
ln ωmnsAmns + f kmBmns
f 2 − ω2mns
,
Fmns = g
lm ωmnsBmns − f kmAmns
f 2 − ω2mns
,
km =
2 πm
Lx
, ln =
2 π n
Ly
,
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Figure 5.9: Energy for non-smooth solution (D.2a) of the Maxwell equations (5.1).
ωmn± =±
√
(f 2 + g H (k2m + l
2
n))
with m, n are integers. The coefficients Amns and Bmns are arbitrary amplitudes with indices
m,n, s and Lx and Ly the lengths of the domain in the x and y directions, respectively. We use
the following two sets of parameters
f = 1, g = 1, H = 1,
k1 = 1, l1 = 1, s1 = 1, A1 = 1, B1 = 1
k2 = 2, l2 = −3, s2 = −1, A2 = 0.8, B2 = 0.6.
(A.2)
and
f = 1, g = 1, H = 1,
k1 = 1, l1 = 1, s1 = 1, A1 = 1, B1 = 1
k2 = 2, l2 = −3, s2 = −1, A2 = 0.8, B2 = 0.6,
k3 = 4, l3 = 5, s3 = 1, A3 = 1.2, B3 = 1.5.
(A.3)
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B Kelvin and Poincare´ waves
B.1 Kelvin wave in a rectangular domain
A Kelvin wave in a rectangular domain [0, Lx]× [0, Ly] is given by
u(x, y, t) =
(ωk − fl)gA
f 2 − ω2
ely cos(kx+ ωt), (B.1)
v(x, y, t) = 0,
η(x, y, t) = H + Aely cos(kx+ ωt), (B.2)
with a2 = gH , periodic boundary conditions in the x direction and solid wall boundary conditions
in the y direction. H is the mean free surface height, ω = ak is the dispersion relation, l = f/a,
k = 2πm/Lx are the wave numbers and m is an arbitrary integer. The parameters are the
following: A = 0.001, H = 1.0, Lx = 1.0 , Ly = 0.5, m = 2, g = 1, f = 3.193379349.
B.2 Poincare´ wave in a rectangular domain
A Poincare´ wave in a rectangular domain [0, Lx]× [0, Ly] is given by
u(x, y, t) =
gA
f 2 − ω2
(−kl(f 2 − ω2) cos(ly) + fk sin(ly)) cos(kx+ ωt),
v(x, y, t) = −
gA
f 2 − ω2
((fk)2 + (ωl)2) sin(ly) sin(kx+ ωt),
η(x, y, t) = H + A(ωl cos(ly) + fk sin(ly)) cos(kx+ ωt),
(B.3)
with a2 = gH , periodic boundary conditions in x and solid wall boundary conditions in y.
ω2 = f 2 + a2(k2 + l2) is the dispersion relation, k = 2πm/Lx, l = 2πn/Ly are the wave numbers
and m, n are any integers. The parameters are the following: A = 1.0E − 05, H = 1.0, Lx =
1.0, , Ly = 0.5, m = 1, n = 1, g = 1, f = 3.193379349.
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B.3 Poincare´ wave in a circular basin
The Poincare´ wave in a circular basin of radius R is given
ur(r, θ, t) =
gA
f 2 − ω2
(−
m
r
(f + ω)Fm(kr) + ωkFm+1(kr)) cos(mθ + ωt),
uθ(r, θ, t) =
gA
f 2 − ω2
(
ωm
r
(f + ω)Fm(kr)− fkωkFm+1(kr)) sin(mθ + ωt),
η(r, θ, t) = H + AFm(kr) sin(mθ + ωt)
(B.4)
with a2 = gH , the solid wall boundary conditions at r = R. Fm(z) = Jm(z) are Bessel functions
of the first kind, ω2 = f 2 + a2k2 is the dispersion relation and the wave number k has to satisfy
the following relations due to the solid wall boundary conditions at r = R:
fmFm(kR) + wkFm+1(kR) = 0.
The parameters are the following: A = 0.01, H = 1.0, R = 1, k = 8.55806886, m = 1, n =
1, g = 1, f = 1.596689674.
C Linear waves in closed parabolic bowl
¿From the solution in [8] (§193), we take the following case with α = n = s + 4, i2 = −1 and in
our notation ζ = η, to obtain the following solution in polar coordinates
η(r, θ, t) = As
(
r
a
)s(
1−
( s+ 2)
( s+ 1)
(
r
a
)2)
ei (σ t+s θ), (C.1a)
ur(r, θ, t) =
g i
σ a
As
(
r
a
)s−1(
s−
( s+ 2)2
(s+ 1)
(
r
a
)2)
ei (σ t+s θ), (C.1b)
uθ(r, θ, t) = −
g s
σ r
As
(
r
a
)s(
1−
(s+ 2)
(s+ 1)
(
r
a
)2)
ei (σ t+s θ) (C.1c)
with s a positive integer and
R = a
√
s (s+ 1)
(s+ 2)2
< a, (C.2)
as required for linearity and positivity of D(r), to satisfy the slip boundary condition u(R, t) ∝
∂rη|r=R = 0. Furthermore, the rest depth is:
D(r) = D0
(
1− r2/a2
)
. (C.3)
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The real part of (C.1a) gives one of the desired modes
η(r, θ, t) = As
(
r
a
)s(
1−
( s+ 2)
( s+ 1)
(
r
a
)2)
cos (σ t+ s θ), (C.4a)
ur(r, θ, t) = −
g
σ a
As
(
r
a
)s−1(
s−
( s+ 2)2
(s+ 1)
(
r
a
)2)
sin (σ t+ s θ), (C.4b)
uθ(r, θ, t) = −
g s
σ r
As
(
r
a
)s(
1−
(s+ 2)
(s+ 1)
(
r
a
)2)
cos (σ t+ s θ). (C.4c)
The frequency for the case α = n = s+ 4 is given by
σ2 = g D0 (6 s+ 8)/a
2. (C.5)
The parameter values are: s = 2, As = 0.1, D0 = 1, R = 1, g = 1, a = R
√
(s+ 2)2/[s(s+ 1)].
D Exact solution of the Maxwell equations
The smooth exact solution of the Maxwell equation (5.1) is
Hx
Hy
Ez
 =

−β
α
1
 exp(cos(αx+ βy + t)). (D.1)
The solution with a singularity in equation (5.1) is
Hx
Hy
Ez
 =

−β
α
1
ϕ((cos(αx+ βy + t))), (D.2a)
ϕ(w) =
 w log |w|, if w 6= 00, if w = 0 , (D.2b)
where α = cos(0.3π) and β = sin(0.3π).
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