ABSTRACT. A sequence Z in the complex plane C is called a zero sequence for the Fock space F
INTRODUCTION
Let Ω be a domain in the complex plane C and let X be a space of analytic functions on Ω. A sequence Z in Ω is called a zero sequence (or zero set) for X if there exists a function f ∈ X such that f vanishes exactly on Z, counting multiplicities.
A classical example is the Hardy space H p of the unit disk D. In this case, Z = {z n } is a zero sequence for H p if and only if n (1 − |z n |) < ∞, which is called the Blaschke condition. Other examples that have been extensively studied in complex analysis include Bergman spaces, the Dirichlet space, and the disk algebra. See [1, 2, 4] . In all the examples mentioned above, if Z is a zero sequence for X, then (i) Z ∪ {a 1 , · · · , a k } remains a zero sequence for X, where a 1 , · · · , a k are arbitrary additional points from the underlying domain. (ii) The space I Z of functions in X that vanish on Z (not necessarily exactly on Z) is always infinite dimensional. In fact, it is easy to see that both (i) and (ii) hold whenever the space X is invariant under multiplication by polynomials. More generally, properties (i) and (ii) hold whenever X satisfies the following condition: for any point a in the underlying domain, there exists a function f a such that f a vanishes exactly at a and f a is a pointwise multiplier of X. The underlying domain does not have to be bounded and polynomials do not need to be pointwise multipliers. In particular, Hardy spaces of the upper half-plane satisfy this condition.
The purpose of this note is to examine properties (i) and (ii) above in the case of Fock spaces. Thus for any 0 < α < ∞ and 0 < p < ∞ we consider the Fock space F p α , consisting of entire functions f such that
When p = ∞, we define F ∞ α to be the space of entire functions f such that
See [3, 9, 12] for more information about Fock spaces. We will show that there exist zero sequences for F p α such that neither (i) nor (ii) holds. In fact, we will produce examples of zero sequences Z for F p α such that (i) For any a ∈ C the sequence Z ∪ {a} is no longer a zero sequence for
These are clearly very extreme cases. Such Z will be called maximal zero sequences for F p α , because it cannot be expanded to another zero sequence for F p α . See [12] for other pathological properties of zero sequences for Fock spaces.
Note that Z ′ = Z ∪ {a 1 , · · · , a k } should not be looked at as a purely settheoretic notation. It should be understood in the context of zero sequences for analytic functions and multilicities of the zeros are part of the notation as well. For example, if Z ′ = {1, 1, 2} ∪ {2, 2, 4}, then a function f vanishes on Z ′ when f has a zero of order 2 at z = 1, a zero of order 3 at z = 2, and a simple zero at z = 4. If we do not say that f vanishes exactly on Z ′ , then additional zeros are permitted.
WEIERSTRASS σ-FUNCTIONS
Our examples will be based on square lattices in the complex plane and the associated Weierstrass σ-functions. More specifically, for any 0 < α < ∞ we consider the square lattice
where Z = {0, ±1, ±2, ±3, · · · } denotes the set of all integers. The Weierstrass σ-function associated to Λ α is defined by
It is well known that σ α is an entire function and its zeros are exactly the points in the lattice Λ α . The Weierstrass σ functions play an essential role in the study of Fock spaces. For example, these functions are used in [7, 8] to characterize interpolating and sampling sequences for Fock spaces. There are two properties of the Weierstrass σ-functions that will be critical to us here. We state them as the following two lemmas.
Lemma 1. For any α > 0 the function
is doubly periodic with periods π/α and π/α i.
Proof. See [10] .
As a consequence of this result, we see that
In fact, if we let R mn denote the square centered at ω mn with horizontal and vertical side-lengths π/α, then by Lemma 1 and a change of variables,
It is well known that every function f ∈ F p α satisfies the following pointwise estimate
(1) See [3, 9, 12] . It follows from this and the definition of Fock spaces that F p α ⊂ F q β whenever 0 < α < β < ∞, where 0 < p ≤ ∞ and 0 < q ≤ ∞. Therefore, for 0 < α 1 < α < α 2 < ∞ and 0 < p ≤ ∞, we always have
Proof. See [8] .
Consequently, the square lattice Λ α is a zero sequence for F ∞ α but not a zero sequence for F p α when 0 < p < ∞. Another consequence is the following.
Corollary 3. Suppose 0 < α < β < ∞, 0 < p ≤ ∞, and 0 < q ≤ ∞. 
Then every zero sequence for
F p α is a zero sequence for F q β , but there exists a zero sequence for F q β that is not a zero sequence for F p α . Proof. The first assertion follows from the embedding F p α ⊂ F q β . To prove the second assertion, pick some γ ∈ (α, β). By Lemma 1, the function σ γ belongs to F q β , so that Λ γ is a zero sequence for F q β . If f is a function in F p α ⊂ F 2 γ that vanishes on Λ γ , then by Lemma 2, f must be identically zero, so Λ γ is not a zero sequence for F
dA(z).
Then by the double periodicity of the function σ α (z)e 
Let D denote the disk |z| < π/α/100 and choose a positive constant C 1 such that
We then have
When (m, n) = (0, 0), the function h(z) = g(z + ω mn )/(z + ω mn ) is analytic on R 00 . It follows easily from the subharmonicity of |h(z)| 2 that there is another positive constant C 2 , independent of (m, n), such that
It is easy (using polar coordinates, for example) to show that
if and only if g is identically zero (here the exponent 2 is critical). Therefore, f ∈ F 2 α implies that f is identically zero. In other words, the sequence Z cannot possibly be a zero set for F On the other hand, if Z is the resulting sequence when two points a and b are removed from Λ α , then the function
belongs to F 2 α and has Z as its zero sequence. Therefore, Z is a zero set for F 2 α . Consequently, it is possible to go from a uniqueness set to a zero set by removing just one point. Equivalently, it is possible to add just a single point to a zero set of F 2 α so that the resulting sequence becomes a uniqueness set for F 2 α . This shows how unstable the zero sets for Fock spaces are! See [5, 6] for applications of this rigidity in quantumn physics.
We also observe that for any positive integer N with Np > 2, if Z is an F q α zero set, where 0 < p < q ≤ ∞, and if N points are removed from Z, then the remaining sequence becomes an F p α zero set. In fact, if Z is the zero sequence of a function f ∈ F q α , not identically zero, and
which is easily seen to be in F p α . In fact, if R > max(|z 1 |, · · · , |z N |), then it follows from the pointwise estimate (1) that there exists a positive constant C such that
Therefore, zero sets for F p α and F q α may be different, but they are not that much different! In other words, the difference is only in a finite number of points.
MAXIMAL ZERO SETS FOR F p α
Let Z be a zero sequence for F p α and let I Z denote the set of functions f in F p α such that f vanishes on Z (but not necessarily exactly on Z). In the classical theories of Hardy and Bergman spaces, the space I Z is always infinite dimensional. This is no longer true for Fock spaces. Proof. The case k = ∞ is trivial; any finite sequence Z will work. So we assume that k is a positive integer in the rest of the proof.
We first consider the case p = ∞ and k > 1. In this case, we consider Z = Λ α − {a 1 , · · · , a k−1 }, where a 1 , · · · , a k−1 are (any) distinct points in Λ α , and
.
It follows from Lemma 1 that f ∈ F ∞ α and Z is exactly the zero sequence of f . Furthermore, if h is a polynomial of degree less than or equal to k − 1,
On the other hand, if F is any function in F ∞ α that vanishes on Z, then we can write
where g is an entire function. For any positive integer n let C n be the boundary of the square centered at 0 with horizontal and vertical side-length (2n + 1)/ π/α. It is clear that
So there exists a positive constant C such that
This together with the assumption that F ∈ F ∞ α implies that there exists another positive constant C such that
for all z ∈ C n and n ≥ 1. By Cauchy's integral estimates, the function g must be a polynomial of degree at most k − 1. Therefore, when p = ∞, k > 1, and Z = Λ α − {a 1 , · · · , a k−1 }, we have shown that a function F ∈ F ∞ α vanishes on Z if and only if
, where h is a polynomial of degree less than or equal to k − 1. This shows that dim(I Z ) = k. When p = ∞ and k = 1, we simply take Z = Λ α . The arguments above can be simplified to show that a function F ∈ F ∞ α vanishes on Z if and only if F = cσ α for some constant c.
Next, we assume that 0 < p < ∞ and k is a positive integer. In this case, we let N denote the smallest positive integer such that Np > 2, or equivalently, k − 1 and h is entire. Since both f and g are of order 2 and type α/2, the function h must be constant. This shows that I Z ⊂ gP k−1 . But dim(I Z ) = k = dim(gP k−1 ), so we must actually have I Z = gP k−1 .
Obviously, the function g in Theorem 10 is essentially unique. More specifically, any two such functions can only differ by a constant multiple. This essentially unique function is determined by requiring it to have exactly Z as its zero sequence.
