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Abstract
Rotation and curvature (RC) eﬀects on turbulence are expected to impact losses and ﬂow struc-
ture in turbomachines. This paper examines two recent eddy-viscosity-model corrections devised
to account for these eﬀects: the Spalart and Shur [Aerospace Sc. Tech., 1:5 (1997)] correction to
the model of Spalart & Allmaras, and the correction of Cazalbou et al. [Phys. Fluids, 17:055110
(2005)] to the (k, ) model. The method of veriﬁcation and validation is applied to assess the im-
pact of these corrections on the computation of a centrifugal-compressor test case. First, a review
of RC eﬀects on turbulence as they apply to centrifugal compressors is made. The two corrected
models are then presented. Second, the Radiver open test case [Ziegler et al., ASME Trans. J.
Turbo. 125:173-183 (2003)] is used as a basis for the assessment of the two corrections. After a
physical-consistency analysis, the Richardson extrapolation is applied to quantify the numerical
errors involved in all the calculations. Finally, experimental data are used to perform validation
for both global and local predictions. The consistency analysis shows that both corrections lead
to signiﬁcant changes in the turbulent ﬁeld, in perfect agreement with the underlying theoretical
considerations. The uncertainty analysis shows that the predictions of the global performances are
more sensitive to grid reﬁnement than they are to RC turbulence modeling. However, the opposite
conclusion is drawn with regard to the prediction of some local ﬂow properties: improvements
are obtained with the RC corrections, the best results being observed for the RC-corrected (k, )
model.
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I. INTRODUCTION
Flows in turbomachines, and particularly in centrifugal compressors, are recognized as be-
ing very complex, due to important viscous and three-dimensional eﬀects, with a signiﬁcant
contribution of the turbulence properties. As mentioned in reviews by Lakshminarayna [1]
and Bradshaw [2], the main challenges with regard to the underlying turbulence physics are
the prediction of the eﬀects of compressibility, pressure gradients or transition, and the ef-
fects of system rotation and streamline curvature (further referred to as RC eﬀects). In this
study, we shall focus on the modeling of the eﬀects of rotation and curvature in centrifugal
compressors.
Our basic knowledge of RC eﬀects on turbulence is quite fair for simple conﬁgurations,
where they are responsible for strong modiﬁcations to the ﬂuctuating ﬁeld: they can induce
either an enhancement (“destabilization”) or a reduction (“stabilization”) of the turbulent
activity [3, 4]. In centrifugal impellers, streamline curvature is caused by the geometry and
by secondary ﬂows (including tip leakage). Rotation is particularly important in small-size
or high-pressure-ratio rotors, which need to be operated at high rotation speed. It is there-
fore expected that RC eﬀects on turbulence signiﬁcantly impact losses and ﬂow structure in
centrifugal impellers. In particular, Balje´ [5] conjectured a signiﬁcant contribution of rota-
tion eﬀects to the formation of the jet/wake structure at the outlet of a centrifugal rotor.
Computational Fluid Dynamics (CFD) can be used to improve our understanding of these
issues. Moore and Moore [6] tackled this problem for the NASA Low Speed Centrifugal
Compressor: they observed signiﬁcant changes of the turbulent ﬁeld, but a rather limited
impact on the mean-ﬂow characteristics. However, their computations were made with a
simple modiﬁcation of a mixing-length model. Generally speaking, most of the early correc-
tions for RC eﬀects were valid only for mild curvature and rotation. This motivates further
investigations with current advanced turbulence modeling strategies.
In the present study, we shall examine two recent model corrections devised speciﬁcally
to account for RC eﬀects: the correction proposed by Spalart and Shur [7] applied to the
Spalart & Allmaras model (SA) [8]; and the two-equation-model correction of Cazalbou et
al [9], applied here to the (k, ) model of Yang & Shih (YS) [10]. The RC-corrected versions
of these two models will further be referred to as SARC and YSRC, respectively.
The primary objectives of the present study are: to assess the capability of the SARC
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and YSRC models to reproduce RC eﬀects on turbulence in a centrifugal compressor; and
to quantify the global impact of RC modeling, through a comprehensive comparison against
detailed experimental data. Actually quantitative assessment of the beneﬁt of the corrections
can be guaranteed by the use of uncertainty analysis within the veriﬁcation and validation
(V&V) framework. The rest of the paper is organized as follows: (i) section II provides a
theoretical analysis of RC eﬀects on turbulence in a radial impeller, together with a brief
presentation of the corrections, which are then used to make a consistency analysis of the ﬁrst
computational results; (ii) then, in section III, the Radiver test case is used to quantitatively
assess the numerical results obtained with the two corrections.
II. PHYSICAL ANALYSIS AND MODELING OF RC EFFECTS IN CENTRIFU-
GAL IMPELLERS
A. Theoretical analysis of RC eﬀects in centrifugal compressors
As described by Bradshaw [4], system rotation and streamline curvature have a common
physical nature: a parallel ﬂow in a rotating frame becomes a curved ﬂow in the absolute
frame of reference. However, if curvature is to be considered as mainly caused by the
geometry, and if rotation is to be assimilated to system rotation, then the analysis should
be made in the rotating frame of reference.
The ﬁrst way by which rotation modiﬁes the turbulent activity is known as the
shear/Coriolis instability [3]. The analogy between the plane-channel ﬂow with spanwise
rotation and the outlet of a centrifugal impeller suggests that the pressure side should be
destabilized, while the suction side should be stabilized [11]. A second eﬀect of the Coriolis
acceleration is the inhibition of the energy cascade to small scales [12]. In a radial impeller,
this would simply lead to a slower decay of turbulence, but this eﬀect is most probably
negligible compared to the shear-Coriolis instability.
The eﬀects of streamline curvature on turbulence are well known (see the review of
Bradshaw [4]). In the meridional plane of an impeller, the analysis of these eﬀects is rather
straightforward: concave hub curvature will increase turbulence intensity, and convex shroud
curvature will decrease it. In the blade-to-blade plane, curvature may change along the
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chord, preventing a general analysis. However, for the speciﬁc case of a backswept impeller,
curvature will counteract the eﬀect of rotation in the aft part of the blades.
The outcome of this competition can be estimated by a modiﬁed Rossby number, deﬁned
as
Ro−m =
∣∣∣∣W sin σ cos βΩRc
∣∣∣∣ ≡ CurvatureRotation ,
where W is the magnitude of the relative velocity, σ the inclination of the ﬂow paths to the
radial direction, β the inclination to the tangential direction and Rc the radius of curvature.
For the Radiver compressor, the following estimates can be made close to the trailing edge:
W  170 m.s−1, σ  85◦, βb2  −38◦ and |Rc|  0.07 m, leading to a value Ro−m  0.6.
Therefore, close to the trailing-edge in the blade-to-blade plane, rotation should theoretically
slightly dominate.
B. First-order corrections for RC eﬀects
The two recent model corrections selected for the present study are sensitized to rotation
through an objective Bradshaw-Richardson number, which is a measure of RC eﬀects valid
up to strong RC regimes (as demonstrated in reference 9). So far, the assessment of these
two corrections for complex turbomachinery ﬂows remains to be done.
1. Equations of the SARC and YSRC corrections
When applied to the SA model, the Spalart & Shur correction consists in multiplying the
production term PSA = cb1S˜ν˜ of the baseline model by the rotation function fr1:
fr1(r
∗, r˜) = (1 + cr1)
2r∗
1 + r∗
[
1− cr3 tan−1(cr2r˜)
]− cr1.
The non-dimensional terms r∗ and r˜ are deﬁned as
r∗ =
S˜
W˜ ,
r˜ =
2
D4
WikSjk
[
dSij
dt
+ (εimnSjn + εjmnSin)Ωm
]
, (1)
where Sij and Wij are the strain-rate and absolute-rotation tensors, respectively:
Sij = 0.5
(
∂Ui
∂xj
+
∂Uj
∂xi
)
and Wij = 0.5
[(
∂Ui
∂xj
− ∂Uj
∂xi
)
+ 2εmjiΩm
]
.
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Objective measures of strain and rotation are then obtained as
S˜ = (2SijSij)
1/2 , W˜ = (2WijWij)1/2 , and D2 = 0.5(S˜2 + W˜2)
Finally, the model coeﬃcients are cr1 = 1.0, cr2 = 12.0 and cr3 = 1.0.
The correction of Cazalbou et al. consists in sensitizing the model coeﬃcient C2 to
rotation and curvature through the relation:
C2 = C
0
2 +
C02 − 1
1 + aR˜o
3/2
+ C02Csc
S˜k

[
tanh
(
bB˜R + c
)
− d
]
, (2)
where R˜o is an objective Rossby number deﬁned as
R˜o =

Ω˜k
, with Ω˜ = (WijWij/2)1/2 ,
and B˜R is the objective Bradshaw-Richardson adapted from the proposition of Spalart and
Shur:
B˜R = − 2k
S˜3
WikSjk
[
dSij
dt
+ Ωm(εimnSjn + εjmnSin)
]
. (3)
Finally, the constants of the correction are:
C02 = 1.83, Csc = 0.119, a = 4.3, b = 5.13, c = 0.453 and d = 0.682.
2. Implementation issues
The two RC corrections have been implemented in the Euranus solver of the FINE/Turbo
package of Numeca. This multiblock solver is thoroughly presented by Hirsch et al. [13]. The
Reynolds-Averaged Navier-Stokes equations in the rotating frame are solved with a time-
marching method. Time integration is ensured by a 4-stage Runge-Kutta scheme. Local-
time stepping and a 3- or 2-level multigrid technique are used to accelerate convergence
to the steady state. The discretization in space is based on a cell-centered control-volume
approach. Convective ﬂuxes are determined by a second-order centered scheme with added
artiﬁcial dissipation of the Jameson type. Viscous ﬂuxes are centered. Total quantities and
the direction of velocity are imposed at the inlet. At the outlet, the massﬂow is imposed
through a velocity scaling procedure.
Implementing the corrections is rather straightforward since only source terms are in-
volved. First and second derivatives of the velocity ﬁeld are obtained by successive applica-
tions of a ﬁnite-volume estimation of the gradients.
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To verify the implementation, a speciﬁc postprocessing was used, independent of the
modiﬁcations made to the solver. The calculated values are veriﬁed against analytical ex-
pressions for three basic ﬂow conﬁgurations: (i) initially-isotropic homogeneous rotating
turbulence; (ii) homogeneously-sheared rotating turbulence; and (iii) an hypothetical case
of increasingly-sheared turbulence with rotation (deﬁned as W1 = Kxy, W2 = W3 = 0, and
Ω = Ω0z, where K and Ω0 are positive constants). The latter case was needed to verify the
implementation of second-order derivatives in (1) and (3).
As the YSRC model is concerned, it must be mentioned that equation (2) can return
excessively high or low values for the C2 coeﬃcient when practical 3D calculations are
performed. This is due to the presence of the ratio of the turbulent to mean-ﬂow time scales
(S˜k/) at the right-hand side of equation (2), that can take unrealistically high values when
a (k, ) model is used. A standard ﬁx (see for instance Menter [14]) is to limit the possible
range of variation of this ratio (or equivalently, of the production-to-dissipation ratio). Here
we choose to limit directly the variation of C2. A selection of upper and lower bounds
consistent with the design method of the corrected model gives, at least, Cmax2 = 3.17 and
Cmin2 = 1.16 (see appendix A). On the other hand, Menter [14] suggests to limit the ratio of
production to dissipation to 10, which can be shown to limit the value of C2 to 3.4 on the
basis of equation (2). With some margin with respect to these values, the lower and upper
bounds retained in the ﬁnal implementation of the model are Cmin2 = 1.1 and C
max
2 = 5.
C. Qualitative analysis for the Radiver compressor
1. Comparison with theoretical considerations
To assess the capability of the corrections to reproduce the expected eﬀects of rotation
and curvature on the turbulent ﬁeld, preliminary computations for the design point of the
Radiver test case are scrutinized. Since the purpose of this part is not the validation of
the computations against experimental data, the presentation of the test case and of the
numerical setup is left for the next section. The geometry and the computational grid are
represented in ﬁgure 1.
We shall ﬁrst consider the comparison of the turbulent-viscosity ﬁelds obtained with
the baseline and corrected models. We begin with the meridional mass-averaged ﬁelds of
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normalized turbulent viscosity (µt/µ, the turbulent Reynolds number) presented in ﬁgure 2.
For both baseline models [ﬁgures (a) and (c)], a highly-turbulent region starts just after the
leading edge of the blade, in the shear layer at the shroud endwall. Turbulence then extends
to form a pocket which occupies almost the whole of the meridional section as it enters the
vaneless diﬀuser. There, the maximum turbulence activity occurs at about mid span for
both models. It can be noted here that the absolute level of µt/µ reaches a higher value
with the SA model.
For the SARC model, the impact of curvature can be observed by comparing ﬁgures (a)
and (b): (i) at the top of the meridional section, the turbulent-viscosity level is signiﬁcantly
reduced due to the convex shroud curvature; (ii) at the bottom of the meridional section,
the concave hub surface induces an important turbulence level at about mid-passage, which
moves the maximum of turbulent activity closer to the hub. Altogether, these two eﬀects
move the maximum turbulence level further into the diﬀuser.
For the YSRC model, the same impact of convex shroud curvature is observed when
comparing ﬁgures (c) and (d). However, there is no additional increase due to hub curvature.
As a result, the maximum of turbulent viscosity is conﬁned in the immediate vicinity of the
shroud surface. This skewness of the turbulent-viscosity ﬁeld persists in the vaneless diﬀuser.
Figure 3 illustrates the behavior of the models with a mid-span blade-to-blade view of
the turbulent Reynolds number ﬁeld. For both baseline models, the observed turbulent
ﬁeld results from the production in the shroud area mentioned earlier, with no speciﬁc
contribution of the blade-to-blade ﬂow. For the SARC model, the main impact of the
FIG. 1: Three-dimensional view of the Radiver impeller with the computational grid.
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correction can be seen close to the trailing edge, where the intensity of the normal-to-the-
blade component of the Coriolis force is maximum. There, the rotation eﬀect triggers an
increase of the turbulent activity at the pressure side of the blade [in the area marked D in
ﬁgure 3 (b)], in agreement with the expected eﬀects of rotation. The stabilizing eﬀect at the
suction side is not so obvious. Thus, the computation results indicate that the SARC model
fosters the eﬀect of rotation over the eﬀect of curvature for this case, as was predicted from
the Rossby number analysis made earlier.
On the other hand, the eﬀect of rotation is not observable for the YSRC correction in
(a) SA (b) SARC
(c) YS (d) YSRC
FIG. 2: Meridional view of the mass-averaged ﬁeld of turbulent viscosity, normalized by the dy-
namic viscosity (µt/µ). The two RC corrections reproduce the eﬀect of curvature: turbulence
is increased close to the concave hub surface, and reduced near the convex shroud surface. The
computational domain is only partially represented, and the color scale are diﬀerent for the one-
and two-equation models.
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(a) SA (b) SARC
(c) YS (d) YSRC
FIG. 3: Mid-span blade-to-blade view of the ﬁeld of normalized turbulent viscosity µt/µ. The
SARC correction reproduces the eﬀect of rotation: turbulence is increased close to pressure-side at
the trailing edge (area marked by a D), and reduced near the suction side.
(a) YS (b) YSRC
FIG. 4: Trailing-edge close up of a 10 % span blade-to-blade view of the ﬁeld of the normalized
turbulent viscosity µt/µ. Contrary to the blade-to-blade midspan of ﬁgure 3, here the YSRC
correction reproduces the eﬀect of rotation: turbulence is increased close to pressure side at the
trailing edge.
ﬁgure 3 (d). Figure 4 presents a close-up of the trailing-edge area in a blade-to-blade plane
located at 10 % of the span. In this case, the destabilization due to rotation can be observed
at the pressure side of the blade, and a slight stabilization is present at the suction side.
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Altogether, it can be concluded that there is an excellent agreement between elementary
considerations on the eﬀects of rotation and curvature in a centrifugal compressor and the
impact of both RC corrections on the prediction of the turbulent ﬁeld.
III. VERIFICATION AND VALIDATION FOR THE RADIVER TEST CASE
A. Test case description, computational setup and postprocessing
1. Description of the Radiver test case
The Radiver test case is a centrifugal-compressor stage, comprising an unshrouded im-
peller, a wedge-type diﬀuser and a downstream collector. The main characteristics of the
geometry and the operating point of the compressor are given in table I. An extensive ex-
perimental study of this compressor was carried out by Ziegler [15] at the RWTH of Aachen,
and is available as an open test case presented in references 16 and 17. The primary goal of
this test case is the study of rotor/stator interactions, but a vaneless conﬁguration was also
tested. In the present study, we shall only consider the vaneless diﬀuser cases.
To the authors’ knowledge, only two published numerical studies have considered the
TABLE I: Radiver test case: geometry and operating point of the compressor.
Impeller characteristics
Number of blades Zb = 15
Outlet radius R2 = 135 mm
Outlet backsweep angle βb2 = −38◦
Outlet blade height b2 = 11.1 mm
Operating point characteristics
Nominal rotation speed N0 = 35200 rpm
Maximum corrected massﬂow m˙maxcor = 2.5 kg/s
Nominal speciﬁc speed ns = 0.69
Maximum stage pressure ratio πmaxtt = 4.1
Maximum stage isentropic eﬃciency ηmaxis−tt = 0.834
10
Radiver test case: Weiß et al. [18] computed the vaneless conﬁguration; and Boncinelli et
al. [19] analyzed the impeller–diﬀuser interaction.
According to the information given by Ziegler [15], the following experimental uncertain-
ties must be considered: (i) pressure measurements are accurate to 0.2 %; (ii) temperature
measurements are accurate to 0.3 %, combining this with the accuracy of pressure mea-
surement, uncertainty analysis yields an accuracy of 0.8 eﬃciency points for the isentropic
eﬃciency; (iii) L2F measurements are accurate to about 2 % for velocities and 3◦ for ﬂow
angles.
For the geometry modeling, the bulb upstream of the rotor was partially included: Weiß
et al. [18] report a negligible inﬂuence of the inlet duct, and available experimental results
suggest that the corresponding pressure loss is less than measurement accuracy. Although
results are only extracted just aft of the rotor, the vaneless diﬀuser was modeled up to a
radius about R = 1.5 × R2. The hot-running conditions are solely accounted for by their
impact on the clearance height, as described in references 15 and 18: the gap size was set
to 0.684 mm at the leading edge and 0.358 mm at the trailing edge. The blunt trailing edge
is fully accounted for.
2. Computational setup
All computations were run with the numerical setup detailed in section IIB 2. Standard
iterative-convergence criteria were selected: (i) a reduction of at least 3 orders of magnitude
of the rms-residuals; (ii) stabilization of the massﬂow, with less than 0.1 % diﬀerence between
inlet and outlet; and (iii) stabilization of the global quantities of interest (pressure ratio and
eﬃciency). The uncertainty associated to iterative convergence was graphically estimated
[20], and found to be negligible.
3. Postprocessing of the numerical results
Particular care was devoted to ensure to match the numerical postprocessing with the
experimental procedure. The total–total pressure ratio of the rotor was postprocessed us-
ing discrete values of total pressure extracted on a constant-radius surface in the channel
(R=138.1 mm) after a mass-weighted azimuthal averaging, combined with average static-
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pressure values extracted at speciﬁc locations for the hub and shroud (R=137.5 mm and
R=138.8 mm respectively). The L2F measurement plane was reproduced according to the
deﬁnition given in reference 16. However, the “Hi-3” experimental procedure for the extrac-
tion of total temperature, designed to account for heat ﬂuxes through the shroud endwall,
is replaced by a standard mass-averaged extraction in the adiabatic simulations.
B. Veriﬁcation of the solutions
1. Mesh parameters
Before conducting the grid-convergence study, the selection of mesh parameters was made
according to Dufour et al. [21]. Based on the fact that diﬀerent ﬂow characteristics converge
at diﬀerent rates, the study of reference 21 uses the design of experiment technique to
quantify the inﬂuence of diﬀerent mesh parameters on selected ﬂow quantities. A speciﬁc
outcome of this study was the demonstration of the determining inﬂuence of the tip-gap
discretization on the shroud friction coeﬃcient, further quantiﬁed in reference 22: for a
centrifugal compressor similar to the Radiver, convergence of the shroud friction coeﬃcient
within a 5 % numerical-error band requires at least 37 grid points between the blade tip and
the shroud in the spanwise direction.
Based on these preliminary studies, a reference mesh of 3 million cells was generated.
To perform grid-convergence tests, the number of grid points in each direction was halved.
However, this is too high a coarsening to ensure an accurate grid-convergence study (a factor
rh = 1.3 in each direction is advised by Celik [23]). Therefore, a 1.5 million-cells grids was
generated, to which a coarsening of rh = 2 was again applied. All grids use an HI 4-block
topology, which consists of one block in the blade passage, two blocks for the butterﬂy mesh
in the tip gap, and one block downstream the blunt trailing edge. Table II summarizes all
the grids used.
By construction, grid coarsening is uniform between grids A and C on one hand, and
grids B and D on the other. However, there is some degree of non-uniformity between grids
A and B (and consequently between C and D). This issue, mentioned in reference 20 is not
investigated in the present study.
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TABLE II: Radiver test case: characteristics of the grids used for mesh-convergence studies. The
numbers of points for each block are given in the following form: azimuthal×spanwise×streamwise.
Grid nomenclature Number of points
Total Blade passage Tip gap (H) Tip gap(C) Downstream blunt
Grid A 2 992 036 81× 97× 313 25× 42× 273 17× 41× 129 41× 97× 41
Grid B 1 555 620 65× 77× 249 17× 33× 273 17× 33× 129 33× 73× 33
Grid C 386 708 41× 49× 157 13× 21× 137 9× 21× 65 21× 49× 21
Grid D 203 052 33× 39× 125 9× 17× 137 9× 17× 65 17× 39× 17
2. Numerical error estimation
The four models were run on the grids A to D, for 5 operating points (P1, P2, M,
S2 and S1 from the lowest to the highest massﬂow on the N = 0.8 × N0 speed line, see
ﬁgure 6). However, iterative convergence problems appeared with the (k, ) models on grid
A, for which large oscillations of global quantities (higher than 2 %) were observed. The
corresponding results are therefore not shown here. This problem may be due to the fact
that a very ﬁne grid fosters the appearance of small ﬂow structures, thus questioning the
existence of a steady solution.
Figure 5 synthesizes the grid-convergence results for all the models, for three opera-
ting points (P1, M and S1). The results obtained with the three ﬁnest grids available for
each model are used to apply the extrapolation of Richardson and compute the “estimated
(relative) error” (δRE), as well as the “observed order of accuracy” (pobs), according to the
procedures described in reference 23 for instance. The results are displayed in log–log scale,
with h an average cell size, deﬁned as h = (Total number of points)−1/3. hmax corresponds
to grid D.
It must ﬁrst be mentioned that the resolution of the key physics on each grid level
was checked. We examined three important features: the three-dimensional meridional
separation leading to the formation of the wake, the presence of a tip-leakage vortex and the
development of strong secondary ﬂows. Theses phenomenon were qualitatively observed for
all the grids.
For the baseline models, the coarsest grid (200 000 points) yields errors of about 2 % for
the pressure ratio and 3 points for the eﬃciency. Beyond 1.5 million points, the pressure
13
h/hmax [-]
δ R
E(π
tt-
2M
)[%
]
0.4 0.6 0.8 110
-3
10-2
10-1
100
SA (pobs=8.7)
SARC (pobs=5.1)
YS (pobs=7.7)
YSRC (pobs=5.9)
pth=2
(a) Operating point P1
h/hmax [-]
δ R
E(π
tt-
2M
)[%
]
0.4 0.6 0.8 110
-3
10-2
10-1
100
SA (pobs=4.9)
SARC (pobs=6.0)
YS (pobs=5.8)
YSRC (pobs=3.7)
pth=2
(b) Operating point M
h/hmax [-]
δ R
E(π
tt-
2M
)[%
]
0.4 0.6 0.8 110
-3
10-2
10-1
100
SA (pobs=5.8)
SARC (pobs=6.7)
YS (pobs=4.3)
YSRC (pobs=5.1)
pth=2
(c) Operating point S1
h/hmax [-]
δ R
E(η
is
-
tt-
2M
)[p
ts
]
0.4 0.6 0.8 1
0.5
1
1.5
2
2.5
3
SA (pobs=1.7)
SARC (pobs=1.2)
YS (pobs=4.5)
YSRC (pobs=2.0)
pth=2
(d) Operating point P1
h/hmax [-]
δ R
E(η
is
-
tt-
2M
)[p
ts
]
0.4 0.6 0.8 1
0.5
1
1.5
2
2.5
3
SA (pobs=1.6)
SARC (pobs=0.8)
YS (pobs=4.0)
YSRC (pobs=2.0)
pth=2
(e) Operating point M
h/hmax [-]
δ R
E(η
is
-
tt-
2M
)[p
ts
]
0.4 0.6 0.8 1
0.5
1
1.5
2
2.5
3
SA (pobs=2.1)
SARC (pobs=1.3)
YS (pobs=4.2)
YSRC (pobs=2.7)
pth=2
(f) Operating point S1
FIG. 5: Numerical errors for the total–total pressure ratio and isentropic eﬃciency, estimated by
the Richardson extrapolation. Estimated errors are expressed in percentage of the extrapolated
values for the pressure ratio, and in eﬃciency-points decrements with respect to the extrapolated
value for the eﬃciency. The values of the observed order of accuracy are given in the legends.
ratio reaches grid convergence (at least within 0.1 % relative error), while there is still about
a one-point error for the eﬃciency. The errors appear as higher for the one-equation models,
which contrasts with results reported elsewhere in other ﬂow conﬁgurations [24].
The inﬂuence of the RC corrections on the numerical error does not exceed 0.5 % for
the prediction of the pressure ratio. For the eﬃciency, the two corrections increase the
numerical error of about 0.5 points for all the operating points considered. It can also be
noted that the corrections slightly modify the grid-convergence rate: the observed order of
accuracy is lower for many of the predictions with the corrected models (see the legends in
ﬁgure 5).
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Interestingly, it seems that there is a very weak inﬂuence of the operating point on the
numerical errors: in other words, it appears that for this speciﬁc test case, the classical
statement that “tendencies” can be well predicted with relatively coarse grids is substanti-
ated.
C. Validation
The results obtained with grid B are now presented to allow consistent comparisons of
the four models on the same mesh. Experimental uncertainties are ﬁgured with two-sided
error bars.
1. Global performances
Figure 6 compares numerical and experimental results for the global performances. For
all models, the pressure ratio is overestimated by 0.7 to 2 %, but with a very good prediction
of the trend. Eﬃciency is underestimated by 0.5 to 1 point, with a noticeable diﬀerence in
the trend.
To quantify the impact of the corrections with a minimum bias, we shall use the notion of
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FIG. 6: Comparison of the global performances obtained with the baseline and RC-corrected models
against experimental values for the Radiver test case. Numerical results obtained on Grid B.
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the “validation uncertainty”, proposed by Coleman and Stern [25]. Since then, this notion
has been used to form “validation metrics”, and has been extended in many publications
(see for instance reference 26). The validation uncertainty, denoted UVAL, is deﬁned as the
root-mean-square of all the uncertainties that can be estimated. As put by Coleman [27], we
shall consider that UVAL sets the best “level of validation” possible: any comparison below
UVAL is not signiﬁcant from an uncertainty point of view. If the comparison E is deﬁned as
the diﬀerence between the experimental and numerical values, the level of validation LVAL
is ﬁnally deﬁned as LVAL = max(|E|, UVAL).
In our case, UVAL involves the numerical (UNUM) and experimental (UEXP) uncertainties,
according to: UVAL =
√
U2EXP + U
2
NUM. Assuming that numerical errors and uncertainties
are equivalent, validation results are synthesized in table III. The uncertainty evaluation is
presented only for the nominal operating point (M), but similar results were obtained for
the other points of operation.
Regarding the uncertainty analysis in the V&V framework, the signiﬁcance of the impact
of the corrections must be assessed by comparing ∆RC (the variation of a global quan-
tity between the baseline and the corrected models) and UVAL (the best level of validation
possible). According to the results given in table III, it appears that only the variation of
the predicted pressure ratio for the SARC model is above UVAL. In this case, a very slight
TABLE III: Radiver test case: validation results for the nominal operating point (M). All the
diﬀerences and uncertainties are expressed as a percentage of the experimental value for the pressure
ratio, and as eﬃciency-point decrements for the isentropic eﬃciency. Comparing UVAL and ∆RC
gives the signiﬁcance of the impact of the RC corrections.
SA SARC YS YSRC
πtt−2M E 1.55 1.09 0.95 1.00
UVAL 0.21 0.20 0.20 0.24
∆RC – 0.46 – -0.05
LVAL 1.55 1.09 0.95 1.00
ηis−tt−2M E 2.02 2.25 1.90 1.69
UVAL 1.00 1.60 0.81 1.02
∆RC – -0.22 – 0.21
LVAL 2.02 2.25 1.90 1.69
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improvement of about 0.5 % is observed, which is about one third the diﬀerence between the
SA model predictions and the experimental data. For all the other cases, the impact of the
corrections is negligible, since it is lower than the sum of the experimental and numerical
uncertainties.
Therefore, it must be concluded that the RC corrections evaluated here do not have a
signiﬁcant impact on the prediction of global quantities for the Radiver test case. Neverthe-
less, for all the models tested the validation level achieved is at best 0.95 % for the pressure
ratio and 1.69 points for the eﬃciency.
2. Azimuthally-averaged proﬁles
A comparison of experimental and numerical results for the azimuthally-averaged proﬁles
of total pressure at rotor outlet is presented in ﬁgure 7. All the models yield a rather good
prediction for all the operating points. The main discrepancies appear at the frontier between
the jet and wake structures (roughly at Z/B = 0.5), where there seems to be too strong a
mixing to capture the steep gradients.
Again, the notion of validation uncertainty is used to assess the impact of the RC cor-
rections. In this case, both the numerical and the experimental uncertainties are low (as
previously mentioned, UEXP  0.2 %; and the numerical uncertainty assessed does not ex-
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FIG. 7: Comparison of experimental and numerical azimuthally-averaged proﬁles of total pressure.
Computational results obtained on Grid B. Experimental- and numerical-uncertainty error bars
are smaller than the symbols at the scale of the ﬁgure.
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ceed 0.12 %). Therefore, the level of validation achieved for the total-pressure proﬁles is
about 0.25 % at maximum. Qualitatively, this amounts to an uncertainty band whose size
is smaller than that of the symbols in ﬁgure 7. A mean impact of the corrections can be
obtained with the root-mean-square of the changes between the SA and SARC proﬁles (de-
ﬁned as ∆RMS =
√
1/n
∑n
k=1(φ
SARC
k − φSAk )2, where φk is the considered quantity at the
kth spanwise location), which is about 1 % (note that there is some compensation between
the opposite variations at the hub and shroud). It can thus be concluded here that the
impact of the correction is signiﬁcant for the predictions of the total-pressure proﬁles. More
speciﬁcally, the correction gives a better prediction of the extrema close to the hub and
shroud. The L2 norm of the changes between the YS and YSRC proﬁles is about 0.9 %,
still higher than the level of validation. Again, the correction yields an improved prediction
of the extrema, in better agreement with the experimental results.
Altogether, uncertainty analysis shows that the corrected models improve the comparison
with the experimental results, most probably due to a better prediction of the jet/wake
composite proﬁles. This tends to conﬁrm the contribution of turbulence RC eﬀects to the
formation of the jet/wake structure as conjectured by Balje´.
Figure 8 compares numerical results with L2F measurements in the form of azimuthally-
averaged proﬁles. Only the operating point P1 is considered as it is the only one for which
L2F data are available. For all the ﬂow quantities considered, it can ﬁrst be directly observed
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FIG. 8: Comparison of L2F-experimental and numerical azimuthally-averaged proﬁles for the
operating point P1. Computational results obtained on Grid B.
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that the experimental uncertainty alone exceeds the impact of the corrections. Therefore, a
ﬁrst conclusion is that, from an uncertainty point of view, the impact of the corrections is
not signiﬁcant for azimuthally-averaged proﬁles of kinematic quantities.
For the absolute tangential velocity (a), signiﬁcant discrepancies are observed between
predictions and experiments, with fair agreement only close to the hub and the shroud.
At midspan, the diﬀerences are consistent with the underestimation of the pressure ratio
and eﬃciency, as it indicates a deﬁcit of work exchange. The prediction of the relative
ﬂow angle is only slightly better (b), indicating a rather diﬀerent ﬂow structure in the
predictions. Finally, the comparison of the relative-velocity proﬁles (c) globally connects
these discrepancies with the prediction of the jet/wake structure, which appears to undergo
too much mixing.
3. 2D Fields
Figure 9 presents color contours of relative velocity magnitude at the rotor outlet , for
the operating point P1. The comparison conﬁrms that the slight improvements associated
to the RC corrections for the total-pressure proﬁles are indeed connected to a qualitatively
better prediction of the jet/wake structure. It appears that the RC-corrected models predict
a larger extension of the wake pocket close to the shroud, together with a more pronounced
jet close to the pressure side at the hub. The (k, ) models yield slightly better pressure
proﬁles thanks to a lower mixing, which appears here in the form of a larger diﬀerence
between maximum and minimum velocity levels. This is even more pronounced for the
YSRC model, with a signiﬁcantly larger extension of the wake pocket close to the suction
side.
Altogether, these ﬂowﬁelds clearly show that much of the impact of the correction mani-
fests with opposite eﬀects on the pressure and suction sides, which cancels when azimuthally
averaged.
IV. SYNTHESIS AND CONCLUSIONS
The present study has examined the physics and the modeling of rotation and curvature
eﬀects on turbulence, and their impact on the ﬂow in a centrifugal compressor. The litera-
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FIG. 9: Comparison of predictions and L2F measurements for the relative velocity at rotor outlet
(operating point P1). Computational results obtained on Grid B. Color scale given in m/s.
ture shows that known RC eﬀects in basic conﬁgurations motivate a detailed analysis in
radial turbomachinery conﬁgurations. Given the defects of many existing RC corrections
for classical turbulence models, we have implemented two recent corrected models that are
sound from both a mathematical and physical point of view. The assessment of the impact
of these two corrections for the prediction of the Radiver test case has been carried out
within the veriﬁcation and validation framework.
The consistency of the two corrections is demonstrated: the numerical predictions are
in perfect agreement with the targeted physics. The stabilization and destabilization areas
induced by rotation and curvature are reproduced by the corrections, through a signiﬁcant
modiﬁcation of the turbulent-viscosity ﬁeld. However, uncertainty analysis shows that the
impact of the corrections on global performances is negligible. Locally, slight improvements
(about 1 %) are observed for azimuthally-averaged proﬁles of total pressure, but ﬂow angles
and velocity components are not signiﬁcantly impacted. Analysis of a 2D ﬁeld of the relative
velocity shows a noticeable impact, and conﬁrms the previously hypothesized impact of
turbulence RC eﬀects on the formation of the jet/wake structure at rotor outlet. Taking
into account global and local predictions, it appears that all the models studied here yield
a fairly good agreement with experiments, although it can be argued that a slightly better
prediction of local properties is obtained with the YSRC model.
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Our analysis of the rather limited impact of the corrections for this particular test case
is the following:
• The dissymetry (between pressure and suction side on one hand, and hub and shroud
on the other) of this impact suggests that averaging may hide some of the eﬀect of the
corrections. This prompts the study of a multistage conﬁguration, where the skewness
of the ﬂowﬁeld at the rotor exit would impact downstream stages.
• As opposed to the rotating plane-channel ﬂow, it appears that in this case, the direct
impact of rotation and curvature on global ﬂow characteristics dominates the indirect
eﬀect via the turbulent ﬁeld.
Generalization of these conclusions should involve other test cases. The authors have ap-
plied the baseline and corrected models to an industrial centrifugal compressor of comparable
characteristics, and obtained similar results. We suspect that a more pronounced impact on
global predictions could be obtained for impellers with signiﬁcantly diﬀerent speciﬁc speed
and/or ﬂow coeﬃcients, as these two characteristics are closely related to a rotation number.
In such cases, the corrections could trigger a change of the ﬂow regime, and thus entail a
more sizable global impact.
APPENDIX A: LIMITING OF C2 FOR THE (k, ) RC CORRECTION
The limitation of C2 is made so that it does not aﬀect the calibration case of
homogeneously-sheared rotating turbulence. To this end, we recall here the model prob-
lem in that case:
dk
dt
= Cµ
k2

S2 −  ,
d
dt
= CµC1kS
2 − C2 
2
k
,
which can be combined as
dα
dt∗
= Cµ (C1 − 1)− (C2 − 1)α2 ≡ Λ(α) , (A1)
where t∗ = St. With α(0) = α0 = 0/(Sk0), equation A1 constitutes a fully-deﬁned dyna-
mical system for the state variable α. Its ﬁxed points α∞ are the solutions to the equation
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Λ(α) = 0. Since C2 is the only model coeﬃcient made sensitive to rotation, the following
relation holds at the ﬁxed point:
C2 = 1 + Cµ
C1 − 1
α2∞
. (A2)
To preserve the behavior of the model in this situation, the limits of C2 must be coherent
with the limits of the ﬁxed point. In the ﬁxed-point diagram of the ﬁnal correction (ﬁgure 5
of reference 9), these values are:
• αmin∞ =
√
3Cµ/2 = 0.37, which is the realizability bound of the model;
• αmax∞ = 0.5.
Using equation (A2), these values give the following upper and lower limits for the corrected
model coeﬃcient: Cmax2 = 3.17 and C
min
2 = 1.16.
22
[1] B. Lakshminarayana, Turbulence modeling for complex shear ﬂows, AIAA J. 24(12), 1900–
1917 (1986).
[2] P. Bradshaw, Turbulence modeling with application to turbomachinery, Prog. Aerospace Sci.
32, 575–624 (1996).
[3] D. J. Tritton, Stabilization and destabilization of turbulent shear ﬂow in a rotating ﬂuid, J.
Fluid Mech. 241, 503–523 (1992).
[4] P. Bradshaw, Eﬀects of streamline curvature on turbulent ﬂows, AGARD (Agardograph 169)
(1973).
[5] O. E. Balje´, Turbomachines, a guide to design, selection and theory, Wiley, New-York, 1981.
[6] J. Moore and J. G. Moore, Eﬀects of curvature and rotation on turbulence in the NASA
low-speed centrifugal compressor impeller, in Proc. of the 4th Annual Review Meeting of
the Center for Turbomachinery and Propulsion Research, Blacksburg, VA, 1990, Virginia
polytechnic institute and state university.
[7] P. R. Spalart and M. L. Shur, On the sensitization of turbulence models to rotation and
curvature, Aerospace Science and Technology 1(5), 297–302 (1997).
[8] P. R. Spalart and S. R. Allmaras, A one-equation turbulence model for aerodynamic ﬂows,
La Recherche Ae´rospatiale 1, 5–21 (1994).
[9] J.-B. Cazalbou, P. Chassaing, G. Dufour, and X. Carbonneau, Two-equation modeling of
turbulent rotating ﬂows, Phys. Fluids 17(055110) (2005).
[10] Z. Yang and T. H. Shih, A k, model for turbulence and transitional boundary layer, in
Near-wall turbulence ﬂows, edited by C. G. Speziale and B. E. Launder, Elsevier-Science,
1993.
[11] J. P. Johnston, Eﬀects of system rotation on turbulence structure: a review relevant to
turbomachinery ﬂows, Int. J. of Rotating Machinery 4(2), 97–112 (1998).
[12] R. S. Rogallo, Numerical experiment in homogeneous turbulence, Technical Report TM 81315,
NASA, 1981.
[13] C. Hirsch, C. Lacor, C. Dener, and D. Vucinic, An integrated CFD system for 3D turboma-
chinery applications, AGARD-CP-510 (1991).
[14] F. R. Menter, M. Kuntz, and R. Langtry, Ten years of industrial experience with the SST
23
turbulence model, in Turbulence, heat and mass transfer 4, edited by K. Hanjalic´, Y. Nagano,
and M. Tummers, Begell House, Inc., 2003.
[15] K. U. Ziegler, Experimentelle untersuchung der Laufrad-Diﬀusor-Interaktion in einem Radi-
alverdichter variabler Geometrie (In German), Shaker Verlag, Ph.D. thesis, RWTH Aachen,
2003.
[16] K. U. Ziegler, H. E. Gallus, and R. Niehuis, A Study on impeller diﬀuser interaction. Part I:
Inﬂuence on the performance, ASME Trans. J. Turbomach. 125, 173 (2003).
[17] K. U. Ziegler, H. E. Gallus, and R. Niehuis, A Study on Impeller Diﬀuser Interaction. Part
II: Detailed ﬂow analysis, ASME Trans. J. Turbomach. 125, 183 (2003).
[18] C. Weiß, D. R. Grates, H. Thermann, and R. Niehuis, Numerical investigation of the inﬂuence
of the tip clearance on the wake formation inside a radial impeller, in Proc. of the ASME
Turbo Expo 2003, USA, number GT2003-38279, 2003.
[19] P. Boncinelli, M. Ermini, S. Bartolacci, and A. Arnone, Impeller–diﬀuser interaction in cen-
trifugal compressors: Numerical analysis of the “Radiver” test case, in Proc. of the 25th AIAA
Aerodynamic Measurement Technology and Ground Testing Conference, San Francisco, USA,
number AIAA 2006-3453, 2006.
[20] F. Stern, R. Wilson, H. W. Coleman, and E. G. Paterson, Veriﬁcation and validation of CFD
simulations: Part 1- Comprehensive methodology, ASME Trans. J. Fluids Eng. 123(4) (2001).
[21] G. Dufour, X. Carbonneau, P. Arbez, J.-B. Cazalbou, and P. Chassaing, Mesh-generation
parameters inﬂuence on centrifugal-compressor simulation for design optimization, in Proc.
of the 2004 ASME Heat Transfer/Fluids Engineering Summer Conference, Charlotte, USA,
number HT-FED2004-56314, 2004.
[22] G. Dufour, X. Carbonneau, P. Arbez, J.-B. Cazalbou, and P. Chassaing, Numerical-error
evaluation for tip-clearance-ﬂow calculations in a centrifugal compressor, in Proc. of the XXI
ICTAM Conference, Poland, number 12510, 2004.
[23] I. B. Celik and J. Li, Assessment of numerical uncertainty for the calculations of turbulent
ﬂow over a backward-facing step, Int. J. for Numerical Methods in Fluids 49, 1015–1031
(2005).
[24] P. J. Huang, Validation of turbulence models – Uncertainties and measures to reduce them,
in Proc. of the ASME Fluids Engineering Division Summer Meeting, Vancouver, Canada,
number FEDSM97-3121, 1997.
24
[25] H. W. Coleman and F. Stern, Uncertainties in CFD code validation, ASME Trans. J. Fluids
Eng. 119, 795–803 (1997).
[26] W. L. Oberkampf and M. F. Barone, Measures of agreement between computation and
experiment: Validation metrics, J. of Computational Physics 217, 5–36 (2006).
[27] H. W. Coleman, Some observations on uncertainties and the veriﬁcation and validation of a
simulation, ASME Trans. J. Fluids Eng. 125, 733–735 (2003).
25
