In Rohde and Plaut (1999) we reported on a series of connectionist simulations in which simple recurrent networks (SRNs) were trained to successively predict the next word in sentences generated by a simple stochastic grammar with some of the complexities of English, including number agreement, variable verb argument structure, embedded clauses, and semantic biases on noun-verb co-occurrences. Our main goal was to demonstrate that connectionist networks inherently``start small'' in language learning without the need for any external manipulation of either the training environment or internal memory resources (contra Elman, 1991(contra Elman, , 1993. We also argued that the results support a perspective on language learning ± certainly not original with us ± that any lack of explicit negative evidence provided to children need not implicate innate, domain-speci®c learning constraints because implicit prediction within a stochastic language environment can provide suf®cient implicit negative evidence.
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In his commentary, Marcus points out that our modeling work did not address a number of issues that he considers to be critical to understanding language learning. Although we might quibble over some of the issues, we are in complete agreement that any simulation that only generates predictions over word representations could not possibly constitute a fully comprehensive model of language acquisition and processing. Indeed, as stated in our article, our view is that:
Although word prediction is a far cry from language comprehension, it can be viewed as a useful component of language processing to the extent that learning a grammar is useful, given that the network can make accurate predictions only by learning the structure of the grammar (p. 71). 
