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Abstract
The fast and secure restoration of the power system
after an extended blackout highly depends on the loca-
tion of Black Start (BS) resources. In contrast to most
generators, BS units have the ability to start without be-
ing connected to an already energized power grid. Se-
lecting a unit to provide BS services is associated with
costly technical upgrades, continuous testing, and com-
pensation for the services, and once a unit is selected as
BS it is expected to provide that service for several years.
For these reasons, the selection process to allocate new
BS units is very important and currently handled by ex-
perts in the field. Building on the existing literature for
power system restoration and black start allocation, we
formulate an optimization problem aimed at allocating
BS units optimally in the power grid. While restora-
tion plans are usually examined under the assumption
of a total blackout, in reality most blackouts are par-
tial, leaving parts of the grid energized and certain el-
ements damaged. In order to account for these cases
during the selection process, we formulate a two-stage
stochastic program that optimizes the allocation of BS
resources over a number of outage scenarios. We use a
scenario decomposition algorithm to solve the resulting
optimization problem to near-optimality in a high per-
formance computing environment. We conduct numeri-
cal experiments using the proposed model and decom-
position method on the IEEE-39 test system.
Nomenclature
Sets
E Set of branches (ordered pair of buses).
G Set of generators.
G(i) Set of generators connected to bus i ∈ N .
N Set of buses.
S Set of scenarios.
T Set of consecutive integer time instances, start-
ing from 1.
Variables
p
t,s
SHi
Active power load shed at bus i ∈ N , time t ∈
T and scenario s ∈ S.
q
t,s
sys System-wide reactive power capability at time
t ∈ T for scenario s ∈ S.
δ
t,s
i Voltage phase of bus i ∈ N at time t ∈ T for
scenario s ∈ S.
f t,sg Network flow for energizing paths from gener-
ator g ∈ G at time t ∈ T for scenario s ∈ S.
f
t,s
ij Network flow for energizing paths for branch
(ij) ∈ E at time t ∈ T for scenario s ∈ S.
pt,sg Active power generation of generator g ∈ G at
time t ∈ T ∪ {0} for scenario s ∈ S.
p
t,s
ij Active power flow of branch (ij) ∈ E at time
t ∈ T for scenario s ∈ S.
ut,sg Binary variable indicating generator g ∈ G en-
ergized at time t ∈ T for scenario s ∈ S.
u
t,s
i Binary variable indicating node i ∈ N ener-
gized at time t ∈ T for scenario s ∈ S.
uBSg Binary variable indicating generator g ∈ G is
BS generator.
u
t,s
ij Binary variable indicating branch (ij) ∈ E en-
ergized at time t ∈ T for scenario s ∈ S.
Parameters
cos(φDi) Power factor of load at node i ∈ N .
ǫ Decomposition algorithm termination gap.
λ Trade-off coefficient for reactive capability.
µ Trade-off coefficient for inertia.
Sij Maximum flow limit for branch (ij) ∈ E.
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πs Weight assigned to scenario s ∈ S.
δ, δ Lower and upper bounds for voltage phases.
Q
g
Minimum reactive power generation from gen-
erator g ∈ G.
Q
SHi
Shunt reactor for bus i ∈ N .
V , V Lower and upper bounds for voltage magnitude.
B Total budget for BS generator installations.
bij Susceptance for branch (ij) ∈ E.
BSHij Shunt susceptance of branch (ij) ∈ E.
Cg Operational cost of generator g ∈ G.
CBSg Cost of turning g ∈ G to a BS generator.
Ci Cost of load shed in node i ∈ N after the black-
out.
Jg Inertia of generator g ∈ G.
KRg Ramp rate of generator g ∈ G.
Pmaxg Maximum active power generation from gener-
ator g ∈ G.
PCRg Cranking power required to be provided to gen-
erator g ∈ G to initiate its start-up.
PDi Available load at bus i ∈ N .
TCRg Time between generator g ∈ G being energized
until it can increase its active power from zero.
u0,sg Binary parameter indicating state of generator
g ∈ G at time t ∈ T for scenario s ∈ S.
uavail,sg Binary parameter indicating the availability of
generator g ∈ G for scenario s ∈ S.
u
0,s
i Binary parameter indicating state of node i ∈ N
at time t ∈ T for scenario s ∈ S.
u
avail,s
i Binary parameter indicating the availability of
node i ∈ N for scenario s ∈ S.
u
avail,s
ij Binary parameter indicating the availability of
branch (ij) ∈ E for scenario s ∈ S.
1. Introduction
Despite ongoing efforts to increase the reliability
of power systems, natural events, human or equipment
faults, attacks or other possible causes can still result
in large-scale outages [1]. Power System Restoration
(PSR), i.e. restoring the grid to normal operation after
an outage, is considered a primary objective within the
scope of achieving grid resiliency. One of the main chal-
lenges is that most of the generators are unable to start
without receiving an initial amount of power (cranking
power, corresponding to ancillary equipment and ini-
tial energy needs) from the power systemfor a certain
amount of time (cranking time). The restoration process
relies, then, on selected units (called black start units)
that have the capability to start on their own. This capa-
bility can be achieved through technical upgrades, such
as installing a small diesel generator that can provide the
initial cranking power to the unit. System operators are
often responsible for compensating these units for the
black start (BS) service availability, as well as for regu-
lar testing of the technical requirements.
For most systems, detailed procedures exist and reg-
ular training of the personnel is in place to ensure a quick
and efficient response to a possible blackout. These pro-
cedures are specific to each power system and they de-
scribe the order in which to energize branches and crank
generators, aiming to that critical loads will be energized
as soon as possible and that the grid will be restored in a
secure way. Critical loads include the auxiliary equip-
ment of nuclear power plants, critical natural gas in-
frastructure, critical communication equipment, or com-
mand and control facilities [2]. The restoration process
plan is usually devised for the case of a complete black-
out but, with the same priorities in mind, other plans can
be constructed for cases of partial blackouts.
A number of approaches have been suggested in lit-
erature to construct a restoration plan given the loca-
tion of the BS units. In [3, 4], the authors develop a
tool that suggests the next step in a restoration sequence.
In [5,6] the authors consider instead a mixed integer pro-
gram (MIP) where binary decision variables correspond
to energization steps. A different modeling approach in-
cluding reactive power considerations is adopted in [7],
aiming to motivate the use of microgrids for PSR. A
mixed integer non-linear program is formulated in [8]
and feasible solutions are found using ant colony opti-
mization. The sectionalization problem is solved in [9]
using binary decision diagrams. Including wind power
in restoration is discussed in [10]. Literature reviews of
relevant approaches are provided in [11, 12].
The effectiveness of a restoration plan highly de-
pends on the choice of the black start units in the grid.
Some units are inherently more suitable for the role of
black start compared to others. For example, pumped-
storage hydro-power plants are ideal to act as black
starts, due to the negligible amount of cranking power
and cranking time they require and their high ramping
capabilities. On the other hand, some units may be bet-
ter placed within the power grid, i.e. closer to the critical
loads. The problem of allocating black start capabilities
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has also been discussed in the literature. General guide-
lines to heuristically select black start units are avail-
able [2, 13–15]. In [16, 17], a minimum procurement
cost BS allocation problem is formulated. In [18], the
BS allocation problem is formulated including an in-
creased detail of the resulting restoration process and
solved to near optimality through a heuristic that pro-
poses candidate feasible restoration sequences. All of
the aforementioned studies examine the case of a total
blackout for the BS allocation problem.
Solving the BS allocation problem based on the sce-
nario of a total blackout, while useful, is not necessarily
representative of reality. We rarely expect a complete
system outage, rather smaller outages that leave a num-
ber of stable islands with functional generators, from
where restoration actions can start as well. Also, some
parts of the grid may be more prone to outages than oth-
ers, due to abnormal weather conditions, unpredictable
demand or even the local grid configuration. Further-
more, after an outage, we can not expect that all system
components will be in their pre-outage condition. Some
generators, lines or buses may have suffered faults or
permanent damage, which will make them unavailable
for the purposes of restoration.
In this work we seek to address the aforementioned
challenges by proposing a stochastic program for BS
allocation. A number of scenarios is considered, that
corresponds to possible partial system outages, as well
as possible unavailability of some lines, generators or
buses. The black start allocation is optimized over the
scenarios (first stage variables), while a different restora-
tion sequence for each scenario is calculated (second
stage variables). The resulting MIP can become very
large as the number of scenarios increases. In order to
achieve tractability, we observe that, since the critical
loads and the characteristics of the generators are the
same for all scenarios, the allocation found by consider-
ing a scenario in isolation could perform well for the
other scenarios. A scenario decomposition technique
devised to exploit this observation [19, 20] is employed
to solve the stochastic program. The computational per-
formance of the decomposition technique is illustrated
using the IEEE-39 test power system.
The remainder of this paper is organized as follows.
Section 2 presents the problem formulation, section 3
describes the decomposition algorithm, section 4 the
simulation results and section 5 concludes the paper.
2. Optimization Model
In this section we describe the optimization model
employed for the BS allocation problem. A two-stage
stochastic program describes decisions that happen be-
fore uncertainty is revealed, i.e. first stage decisions, and
after uncertainty realized, i.e. second stage decisions.
For our problem, the first stage decision is the allocation
of the black start capabilities to units. This decision is
the same for all the scenarios considered, since we make
this decision before the occurrence of any outage. Each
scenario corresponds to possible partial or total outages
of the power grid, as well as the possible unavailability
of grid components (lines, generators or buses). Finally,
the second stage decisions are the restoration steps that
need to be implemented given the scenario that has oc-
curred and based on the BS allocation of the first stage.
2.1. First Stage
A binary variable uBSg is associated with the alloca-
tion of each unit g ∈ G as a BS generator (a value of 1
indicates that a unit is allocated). Units can be excluded
from being allocated by explicitly setting the variable
equal to 0 in the optimization problem. Furthermore, a
unit that is already a black start can have its correspond-
ing binary variable preset to 1 (and this variable can be
excluded from the budget constraint). The allocation of
a unit translates, for our model, to the installation of
a diesel generator that will provide the initial cranking
power needed by the unit to start.
2.1.1. Budget Constraint Allocating a black start
unit is associated with a number of costs [21]. These
may include compensation to the utility owner for the
service, costs for technical upgrades and costs to regu-
larly test and maintain the equipment. The cost highly
depends on the type of the unit and the commitment ap-
proach for black starts that the operator adopts. For our
model, we assume that all the costs are reduced to a
lump sum payment CBSg for unit g ∈ G. Therefore,
the following budget constraint is imposed at the first
stage. Note that, there might be a black start allocation
that achieves a feasible (worse) restoration plan and uses
up a smaller installation budget, but in this paper we do
not address this trade-off.
∑
g∈G
CBSguBSg ≤ B . (1)
2.2. Second Stage
While the first stage variables (black start alloca-
tion variables) are the same for all scenarios, the second
stage variables are optimized for every scenario inde-
pendently, i.e. they are chosen given a known uncer-
tainty realization, which is why there exists a copy of
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these variables for every scenario (i.e. they are all in-
dexed by scenario s ∈ S). The scenarios of the model
represent different outage cases and possible unavail-
ability of components. Second stage variables are the
decisions to be made in order to restore normal oper-
ation of the system for each scenario, for a finite time
horizon T . Among these, there are binary variables that
correspond to the energization of buses u
t,s
i , lines u
t,s
ij
and generators ut,sg , which become 1 at the time step
t ∈ T if the component is energized.
2.2.1. Scenarios After the blackout, the operator
needs to identify the surviving parts of the grid. These
are usually stable islands with generation supporting
them. The identification process will also determine
which components of the grid are inoperable after the
outage (due to a severe fault or malfunction), which can-
not be used during the restoration process. In our model,
the binary parameters u0,sg and u
0,s
i determine the ini-
tially energized grid for scenario s ∈ S (1 if energized).
The parameters u
avail,s
i , u
avail,s
ij and u
avail,s
g are set to 0 if
the corresponding bus, line or generator is unavailable
in scenario s ∈ S. Note that in this model, unavailabil-
ity is constant across all time steps for each scenario.
However, a straightforward extension would be to index
the parameter by time in order to indicate that a compo-
nent is available after some reparation/replacement time.
This modification also allows to model switches that re-
quire manual operation (i.e. they can not be operated
using remote control systems, but instead manned units
need to be dispatched on-site to operate them), which
need a certain amount of time before operation becomes
possible. Finally, the scenario generation process for our
purposes is synthetic because the simulations employ ar-
tificially constructed IEEE test systems. In a real setup,
however, the scenarios can be constructed by system ex-
perts or historical outage data, based on the individual
characteristics of a power system.
2.2.2. Node Active Power Balance The node bal-
ancing constraint at every time instant is:
∑
g∈G(i)
(
pt,sg + PCRg(u
avail,s
g uBSg − u
t,s
g )
)
+
∑
j:(ji)∈E
p
t,s
ji
−
∑
j:(ij)∈E
p
t,s
ij = PDi − p
t,s
SHi
, ∀i ∈ N, ∀t ∈ T, ∀s ∈ S.
(2)
Constraint (2) stipulates the active power conserva-
tion at node i ∈ N for every time instant t ∈ T . Note the
following: if a generator is chosen to be BS (uBSg = 1),
then its cranking power is provided for (by an external
source), so it can be immediately energized (u1,sg = 1).
On the other hand, if we want a non-BS generator g ∈ G
to get energized, the constraint above introduces a neg-
ative term −PCRg , so the cranking power needs to be
provided for either by a different generator in the same
node or by incoming power flows. In the initial phases
of the restoration, this constraint will ensure that only
the generators that are assigned to be BS or are already
connected to an energized island can be energized.
Usually, when a load is picked up after an extended
outage, the demand is greater than before the outage.
This phenomenon is referred to as cold load pickup.
Some of the factors that affect the magnitude and dura-
tion of cold load are outage duration, type of load, time
of day and load level. One reason for this phenomenon
is that, while some loads are usually diverse and cycle,
after the re-energization they tend to all draw current
at the same time for several minutes [22]. Despite the
uncertainty in the load when closing the switches, the
operators usually have the ability to pick load in small
enough chunks. Even more, load is used as a tool to al-
leviate overvoltages and increase the system stability (by
allowing more generation to be committed as well). For
these reasons, load behaves more like a decision vari-
able for restoration purposes. Therefore, in our model, a
continuous load shed variable is employed, that satisfies:
(1− ut,si )PDi ≤ p
t,s
SHi
≤ PDi ,
∀i ∈ N, ∀t ∈ T, ∀s ∈ S.
(3)
2.2.3. Reactive Power Reactive power capability is
important in maintaining the voltages of the power sys-
tem within security limits. For this model, we introduce
a system-wide reactive power capability variable q
t,s
syst.
∑
i∈N
∑
g∈G(i)
Q
g
u
max{0,t−TCRg−1},s
g +
∑
(ij)∈E
BSHiju
t,s
ij
+
∑
i∈N
QSHiu
t,s
i −
∑
i∈N
(PDi − p
t,s
SHi
) tan(φDi) = q
t,s
syst,
∀t ∈ T, ∀s ∈ S.
(4)
A line injects reactive power 12BSHijV
2utij at each of
the buses it connects to, if energized, where the bus volt-
age V is assumed close to 1.0pu for this constraint, in or-
der to allow for a linear formulation. The reactive power
can be absorbed by either generators that have been en-
ergized at least TCRg + 1 time units in advance, by re-
active compensation connected to the bus QSHi , or by
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(a) Generator power output. A generator that gets energized at
time tst needs to be cranked for TCR periods before it can inject
power to the grid. TCR + 1 periods after energized, the generator
can ramp up its active power production with a maximum rate of
KR, until its maximum generation limit Pmax is reached.
(b) Cranking power of generator unit. As soon as the generator is
energized (u
t,s
g = 1), it needs to absorb power PCR . This power
is either provided by other generators (if the unit does not have BS
capability), or by a dedicated diesel BS unit or battery (if the unit
has BS capabilities).
Figure 1: Typical generator curve. The parameters TCR , PCR, TCR ,
Pmax vary depending on the type of generator.
loads with lagging power factor (tan(φDi ) > 0). The
load is assumed picked up at a constant power factor, as
in [23] and [7]. The modeling of the system-wide reac-
tive power follows the ideas in [6].
2.2.4. Generator Model A typical generator startup
model is assumed, following similar assumptions as in
[5, 18]. Fig. 1 depicts these assumptions. The binary
variable us,tg is associated with the energization status
of generator g ∈ G. This variable is exogenously de-
fined based on the availability of active power or BS
unit assignment in constraint (2). The cranking power
requirement corresponds to Fig. 1b. The equations that
describe Fig. 1a are:
0 ≤ pτ,sg ≤ P
max
g u
t,s
g , ∀g ∈ G,
∀τ ∈ {t, t+ 1, . . . , t+ TCRg + 1}, ∀t ∈ T ∪ {0}, ∀s ∈ S,
(5a)
pt,sg − p
t−1,s
g ≤ KRg , ∀g ∈ G, ∀t ∈ T, ∀s ∈ S,
(5b)
pt−1,sg − p
t,s
g ≤ KRg , ∀g ∈ G, ∀t ∈ T, ∀s ∈ S.
(5c)
Constraint (5a) makes sure that the active power cannot
be positive for at least TCRg units of time after the gen-
erator is energized, both for BS and for non BS genera-
tors. Also, the maximum active power limit is imposed
at all time instances that the generator has positive ac-
tive power production. The ramping rate capability is
imposed through constraints (5b) and (5c).
2.2.5. Line Switching A constraint that a line can
have nonzero flow only if it has been switched on by
the restoration process needs to be imposed. For that
purpose, the transmission switching modeling with the
dc approximation is utilized [24]. The constraints that
impose this requirement are:
− Siju
s,t
ij ≤ p
t,s
ij ≤ u
t,s
ij Sij , ∀(ij) ∈ E, ∀t ∈ T, ∀s ∈ S,
(6a)
δ ≤ δt,si ≤ δ, ∀i ∈ N, ∀t ∈ T, ∀s ∈ S. (6b)
Constraint (6a) is linearized using the big-M reformula-
tion:
bij(δ
t,s
i − δ
t,s
j )− p
t,s
ij + (1− u
t,s
ij )Mij ≥ 0,
∀(ij) ∈ E, ∀t ∈ T, ∀s ∈ S, (7a)
bij(δ
t,s
i − δ
t,s
j )− p
t,s
ij − (1− u
t,s
ij )Mij ≤ 0,
∀(ij) ∈ E, ∀t ∈ T, ∀s ∈ S, (7b)
where Mij ≥ |bij |(δ − δ). Let us note here that the
dc approximation of the power flow equations together
with the aggregate reactive power constraint are not an
accurate representation of the system. However, for the
purposes of the BS allocation problem, this simplified
approach that still retains the main characteristics of a
complete model is adopted in order to achieve tractabil-
ity.An increased accuracy can be obtained (especially
for the cases where the optimization problem is aim-
ing to identify a restoration sequence) by using the ac
power flow equations or dedicated ac approximations of
the power flow equations, such as the one in [25].
2.3. Consistency of energized grid
A series of constraints that ensure the consistency of
the grid are imposed. By consistency, we mean that any
island of the grid needs to have at least one energized
generator to support it. Equivalently, we need to ensure
that for any energized component of the grid (line or
bus), there exists a path of energized lines that lead to a
node with an energized generator. One established way
to impose that is the following set of constraints, that
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make use of network flow variables:
0 ≤ f t,sg ≤ u
t,s
g , ∀g ∈ G, ∀t ∈ T, ∀s ∈ S, (8a)
− ut,sij ≤ f
t,s
ij ≤ u
t,s
ij , ∀(ij) ∈ E, ∀t ∈ T, ∀s ∈ S,
(8b)
∑
j:(ji)∈E
f
t,s
ji −
∑
j:(ij)∈E
f
t,s
ij +
∑
g∈G(i)
f t,sg =
1
N
u
t,s
i ,
∀i ∈ N, ∀t ∈ T, ∀s ∈ S.
(8c)
Constraints (8a), (8b) and (8c) impose a feasibility prob-
lem given fixed values of ut,sg , u
t,s
ij and u
t,s
i for the flows
f
t,s
ij and f
t,s
i . A node can be energized (u
t,s
i = 1) if
there is a feasible flow from one or more of the gen-
erators with ut,sg = 1, flowing only through branches
with u
t,s
ij = 1, such that the load of that node
1
N
u
t,s
i can
be satisfied. Otherwise, the state of that node has to be
u
t,s
i = 0. We also impose the following constraints:
u
t,s
ij ≤ u
t,s
i , u
t,s
ij ≤ u
t,s
j , ∀(ij) ∈ E, ∀t ∈ T, ∀s ∈ S,
(9)
i.e. a branch cannot be energized unless both of the
nodes connected to it are energized. Also, if any gen-
erator connected to a node is energized, then the node is
considered energized:
ut,sg ≤ u
t,s
i , ∀i ∈ N, ∀g ∈ G(i), ∀t ∈ T, ∀s ∈ S. (10)
We include a time staging constraint which imposes that
a line can only be energized at time t if one of its nodes
was energized at time t− 1.
u
t,s
ij ≤ u
t−1,s
i + u
t−1,s
j , ∀(ij) ∈ E, ∀t ∈ T, ∀s ∈ S.
(11)
Finally, we assume that buses and generators, once en-
ergized, must remain energized until the end of the hori-
zon:
ut,sg ≥ u
t−1,s
g , ∀g ∈ G, ∀t ∈ T, ∀s ∈ S, (12a)
u
t,s
i ≥ u
t−1,s
i , ∀i ∈ N, ∀t ∈ T, ∀s ∈ S. (12b)
2.3.1. Component unavailability We model the
possible unavailability of components in a scenario us-
ing the parameters uavail,sg for generators, u
avail,s
i for
nodes, and u
avail,s
ij for lines, which are equal to 1 if the
corresponding component is available and 0 otherwise.
The following constraints are added to the formulation
to ensure that an unavailable component will not be used
or energized throughout the restoration process:
ut,sg ≤ u
avail,s
g , ∀g ∈ G, ∀t ∈ T, ∀s ∈ S, (13a)
u
t,s
i ≤ u
avail,s
i , ∀i ∈ N, ∀t ∈ T, ∀s ∈ S, (13b)
u
t,s
ij ≤ u
avail,s
ij , ∀i ∈ N, ∀t ∈ T, ∀s ∈ S. (13c)
2.4. Objective function
The objective of the problem highly depends on the
specific power system we are interested in. A generic
form of objective, that is also used in this paper, can be
stated as follows:
minimize
∑
s∈S
πs(
∑
t∈T
∑
i∈N
Ctip
t,s
SHi
+ λ
∑
t∈T
qt,ssys − µ
∑
t∈T
∑
g∈G
ut,sg Jg)
The objective penalizes: (i) the load shed (depending
on how critical the load that is being shed is at vari-
ous time instances after the blackout), (ii) the reactive
power capacity (a negative reactive power capacity en-
sures that the reactive power injected by the high voltage
transmission lines during the low load operating points
of restoration can be absorbed), and (iii) the additive in-
verse of the total inertia of the system (higher inertia
leads to higher system stability).
3. Scenario Decomposition Approach
The size of the stochastic program grows linearly
with the number of scenarios, since a copy of the sec-
ond stage variables is added for every scenario, along
with the corresponding constraints. Even though there
are techniques to reduce the number of scenarios [26]
or carefully select them, the number of scenarios nec-
essary for the needs of a problem can be large, espe-
cially when the underlying uncertainty is characterized
by low-probability high-impact events (such as compo-
nent unavailability). For this reason, special purpose al-
gorithms have been developed to decompose the prob-
lem by scenario. These algorithms aim to solve smaller
optimization problems corresponding to one or more
scenarios (which may be easier to solve) and then com-
bine the information to approach the solution of the
complete stochastic program. In this section, we de-
scribe the decomposition algorithm of [19, 20] in the
context of our problem.
Let uBS ∈ B
|G| be the vector of the first stage BS
allocation, and ys be a vector that contains all the sec-
ond stage variables for scenario s ∈ S. Let X be the
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feasibility set imposed by the constraints involving only
first stage variables:
X =

uBS ∈ B
|G| :
∑
g∈G
CBSguBSg ≤ B

 . (15)
Let Ys(uBS) be the set to which ys must belong, en-
forced by the rest of the constraints (including the inte-
grality of the energization variables), for scenario s ∈ S,
if the first stage variables are fixed at a value of uBS :
Ys(uBS) = {ys : (2)− (5), (7)− (13)} , ∀s ∈ S.
(16)
Finally, define the functions fs, for s ∈ S, that return the
optimal value of the second stage optimization problem
for scenario s given the BS allocation uBS :
fs(uBS) = minimize
ys∈Ys(uBS)
∑
t∈T
∑
i∈N
Ctip
t,s
SHi
λ
∑
t∈T
qt,ssys −µ
∑
t∈T
∑
g∈G
ut,sg Jg
(17)
Based on these definitions, the stochastic BS allocation
problem can be rewritten as:
minimize
uBS∈X
∑
s∈S
πsfs(uBS) (18)
The binary nature of the first stage decisions in (18) is
what allows the decomposition scheme proposed in [19]
and elaborated in [20] to be used. The steps of the algo-
rithm are described in Fig. 2.
The main body of the algorithm is divided into three
phases, the Lower Bounding Phase, the Upper Bound-
ing Phase and the Cut Phase. In the Lower Bounding
Phase, we fix every scenario s ∈ S and solve for the
optimal first stage decision given that scenario, over a
spaceX \W . This yields |S| scenario specific solutions
for the first stage variables uBS at iteration t. In the
first iteration, the set W is empty, so we are essentially
solving |S| scenario subproblems without any interac-
tion, i.e. we are solving the initial problem after relaxing
the non-anticipativaty constraints. Since we are solving
a relaxation, at least for the first iteration, we are guar-
anteed to get a lower bound on the optimal solution to
(18). For the next iterations, we get lower bounds for
(18) solved over the restricted space of first stage vari-
ablesX \W .
In the Upper Bounding Phase of the algorithm, the
|S| scenario specific solutions for the first stage variables
found during the previous phase are tested into the full
Initialization Phase
k ← 0, UB ←∞, LB ← −∞,W ← ∅
Main Body
repeat
k ← k + 1
Lower Bounding Phase
Solve scenario subproblems:
for s ∈ S do
u
k
BS,s ∈ argmin
uBS∈X\W
fs(uBS)
end for
Update Lower Bound:
LB←
∑
s∈S πsfs(u
k
BS,s)
Upper Bounding Phase
for s ∈ S do
Check termination criterion:
if UB−LB
UB
≤ ǫ then Break
end if
Evaluate scenario solutions:
UBs ←
∑
i∈S πifi(u
k
BS,s
)
Update Upper Bound:
UB← min{UB,UBs}
end for
Cut Phase
Exclude points already tested:
for s ∈ S do
W ←W ∪ {ukBS,s}
end for
until UB−LB
UB
≤ ǫ
Figure 2: Decomposition scheme from [19] applied to the BS Allo-
cation Problem. The Lower Bounding Phase involves solving smaller
optimization problems than the original, since the scenario is fixed,
whereas the Upper Bounding Phase involves smaller problems since
both the first stage and the scenario are fixed (just evaluations of the
function fs).
problem. If feasible, each one of them yields an upper
bound to (18). That way, we can possibly update the
upper bound and the first stage solution that yields it.
Finally, in the Cut Phase, we add the points
{ukBS,s}s∈S in the setW . Our objective function value
has already been calculated for all of these points dur-
ing the previous phase, so we can exclude them from
any further consideration. This is achieved by adding
a global cut in the optimization problems solved in the
first phase, for every point in W . The following “No-
Good-Cut” is employed to cut off the point ukBS,s:
u
T
BS(1− u
k
BS,s) + (1− uBS)
T
u
k
BS,s ≥ 1. (19)
The algorithm will terminate once the desired optimal-
ity guarantee ǫ is achieved. Due to the construction of
the algorithm, it is guaranteed to terminate in a finite
number of steps (since there are only a finite number
of binary points in the space of the first stage variables
and each step eliminates at least one). Of course, for
suitable problems, the algorithm is expected to termi-
nate much earlier in practice. A setup where this would
occur is when the solutions obtained by solving for in-
dividual scenarios are close to each other. If the first
stage solution for a scenario in the first phase of the al-
gorithm yields a reasonable allocation for other scenar-
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ios as well, that implies that a tight upper bound will
be obtained in the second phase of the algorithm. Even
more, if the individual scenario first stage solutions are
only slightly different from each other, by eliminating
them from future consideration in the next iteration of
the algorithm, we may end up with individual scenario
solutions that are the same for all scenarios. The black
start allocation problem is a suitable candidate, since the
main driving forces of the allocation of BS units are the
location of the critical loads and the characteristics of
each generator (a small cranking time and high ramping
rate usually make for an ideal BS unit), all of which are
the same across scenarios. The differentiation caused by
the scenario specific initial stable islands and component
unavailability might lead to slightly different allocations
for the individual scenarios, which can be eliminated us-
ing the “No-Good-Cuts”.
4. Simulation Results
All the simulations are performed using the Cab
cluster of the Lawrence Livermore National Laboratory.
Each node of the Cab cluster has two Intel Xeon E5-
2670 processors at 2.6GHz and 32GB of RAMmemory.
We formulate the mathematical programs using Mosel
4.0.4 and use Xpress 8.5.0 for solving them [27]. The
decomposition algorithm was parallelized in 6 nodes
with 2 jobs per node (i.e. solving up to 12 mathemat-
ical programs in parallel) and 8 threads per job (i.e. set-
ting Xpress to use 8 threads for traversing the branch-
and-bound tree). A simple recursive function in Python,
described in Fig. 3, was used to generate the synthetic
scenarios. We use Matlab to manage and visualize the
results.
4.1. Simulation of the IEEE-39 Bus System
In order to illustrate the effectiveness of the pro-
posed model, a small test case is initially considered.
The IEEE-39 bus system consists of 39 buses, 10 gen-
erators and 34 branches [28]. The parameters used can
be found in [18]. The parameters for generator 10 are
purposefully chosen in a way that favors turning it into
a BS unit (i.e. small cranking power of 1MW and a
small cranking time of 10 minutes). The length of the
time horizon is set to T = 40 time units, with a 5 min-
utes time step, whereas 20 equally probable scenarios
are used in the stochastic program. Some of the sce-
narios are depicted in Fig. 4. The problem has 596541
constraints and 229010 variables, of which 76010 are
binary. Without the decomposition algorithm, Xpress is
unable to even find a feasible point after 10 hours of ex-
ecution in a node of the Cab cluster utilizing 16 threads
(and default settings).
1: for g ∈ G, s ∈ S do
2: if Random() > pG then
3: u
0,s
g = 1
4: NODERECURSION(N(g), s)
5: else
6: u
0,s
g = 0
7: end if
8: end for
9:
10: function NODERECURSION (n ∈ N, s ∈ S)
11: if u
0,s
n = 1 then
12: return
13: else if Random() > pN then
14: return
15: else
16: for i ∈ Neigbor(n) do
17: NODERECURSION(i,s)
18: end for
19: end if
20: end function
Figure 3: Code that generates the initial islands for every scenario in
a way that each island contains (at least) one energized (isochronous)
generator. Note that N(g) is the node to which generator g ∈ G is
connected, Neighbor(i) is the set of neighboring nodes to node i ∈
N and Random is a (different for every call) uniformly distributed
random variable in [0, 1]. As far as the component unavailability is
concerned, every initially de-energized component in a scenario was
considered unavailable for the whole process with probability 0.001.
Number of scenarios 20
Variables per scenario 11450
Constraints per scenario 29437
Binaries per Scenario 3202
Lower Bounding Phase Mean
Time [s]
292
Upper Bounding Phase Mean
Time [s]
118
Mean Time for solution evalua-
tion [s]
126
Total Algorithm Time [s] 6700
Table 1: Computational performance of the decomposition algorithm.
Note that not all solution evaluations need to happen at the second
stage, since some of the solutions found by the subproblems of the
Lower Bounding Phase are repeated and the evaluations in the Upper
Bounding Phase for the repeated points happen only once.
The convergence behavior of the algorithm can be
seen in Fig. 5. A computational study of the scenario
decomposition algorithm is presented in Table 1. The al-
gorithm terminates after 5 iterations. The solution yields
the allocation of two black start units, at generators 6 and
10. The initial restoration steps are depicted in Fig. 6.
The total generation and total load for two scenarios are
shown in Fig. 7.
5. Conclusions
We presented a model for the problem of optimal BS
allocation for power system restoration in the form of a
two-stage stochastic program. The model also captures
the basic characteristics of the restoration process. Dif-
ferent scenarios corresponding to different initial states
of the grid failure and different component availability
for the restoration process are considered and a scenario
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Figure 4: A few of the different scenarios considered in the simula-
tions. Components in black indicate de-energized parts of the system,
components in blue indicate the initial stable islands and components
in red indicate unavailability. Initial line variables are not employed in
our model, but we assume that initially a line between two energized
nodes is energized. The top left scenario is the case of a total blackout.
The top right and bottom left scenarios have one initial energized is-
land each, but the bottom left scenario has one line that is unavailable
for the whole restoration process. The bottom right scenario has two
initial islands, each one with a functional generator.
Iteration
C
o
st
1 2 3 4 5
0.92
0.94
0.96
0.98
1
1.02
1.04
Figure 5: Convergence behavior of the decomposition algorithm in
Fig. 2, for the IEEE-39 bus system. The UB (red line) is decreasing
and the LB (blue line) increasing. Note that, since during the LB eval-
uation feasible solutions are chopped off by the No-Good-Cuts, the LB
is not necessarily a lower bound of the stochastic problem. However,
when LB becomes higher than the running UB, we have a guaran-
tee that a near optimal solution (within the precision that the upper
bounding phase subproblems are solved) is found (corresponding to
the current UB).
10
6
5 4
1
10
6
5 4
10
6
5 4
10
5 4
Figure 6: Initial restoration steps for the IEEE-39 bus system in a
scenario where generators 4, 5 and 10 are initially energized (pictured
in blue in the upper left figure). Generator 6 is a BS unit, so it can start
at time step 1. Generator 10 is also a BS unit, but it was not influenced
by the blackout, so it did not have to restart. The restoration steps
(around the initial stable islands and the BS unit) can be seen in red.
Time Step
P
o
w
er
[p
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.]
5 10 15 20 25 30 35
0
20
40
60
80
Figure 7: Plot of total system load (red line) with the total generation
for the scenario of total blackout (green line) and a scenario with two
initially energized generators (blue line) for the 39 bus system. Note
that in the case of a total blackout, the generation power starts from
zero and ramps up, while in the other scenario the total generation
starts from a positive value, since not all of the grid is out of service.
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decomposition algorithm is tested. Simulations verify
the effectiveness of the proposed approach for a test sys-
tem.
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