An algorithm for estimating the basis vectors used in the Karhunen-Loeve Transform (KLT) is described. The algorithm is "blind" in the sense that it utilizes minimal information about the data vector being encoded.
INTRODUCTION
The Karhunen-Loeve Transform (KLT) is known to be the optimum transform for signal compression [I, 21. Unfortunately, the KLT basis functions, which are the principle eigenvectors of the data correlation matrix, are data dependent. Hence the basis functions must also be encoded and transmitted which reduces compression and leads to increased data rates. For this reason, the KLT has found limited use in data compression applications. Let xn = [ x ( n N -1) x(nN -2) . . . x ( N ( n -1)) 1 ' be the N-dimensional signal frame to be encoded. We assume that x, has correlation matrix R 
T R n = y R n -l + X~X , where 0 < y < 1. Let
-, . 
Qn. The matrix
and U, is a search direction vector.
. Update the eigenvector estimates as
where W,(1 : T ) are the eigenvectors corresponding to the maximum r eigenvalues in II,.
3.
The eigenvalue estimates are updated as An = If, in the above algorithm, the search direction is set to U,, = x,, then the algorithm is a standard subspace averaging algorithm used for subspace tracking [3, 41.
Note that if we treat the columns of &,-I as the KLT basis vectors, then the KLT coefficients are contained n n .
in the first r elements of V~Z, (see (4)), hence the algorithm never explicitly uses 2 , . We will show that if w, is a white noise vector, independent of x,, then the eigenvectors of R, can still be tracked. This implies that the above algorithm can be run by both the sender and the receiver concurrently using the same initial conditions. If the search direction vectors are known to both the sender and the receiver, then the receiver can also track the KLT basis vectors having only knowledge of the KLT coefficients and the additional scalar coefficient, vTzn, In this context, the algorithm is "blind" since the receiver requires no explicit knowledge of the signal x(n) to track the KLT basis vectors.
ALGORITHM CONVERGENCE
It can be shown that the algorithm attempts to find the subspace in the column space of Gn which is closest in terms of Euclidean distance to the subspace spanned by the T principle eigenvectors of ~&~-lii~-~Q~-~+x,zc; 
Where q i , i = 1,. . . , r is the eigenvector of R corresponding to eigenvalue Ai. We note that t i ( n ) = 0 only when qi is contained in the column space of s, . Note that (7) reflects the application of the expectation operator to x,x:, which gives the qi, i = 1,. . . , r, however since s, contains the independent random vector vn, the expectation is still present. Next we note that Some simple algebraic manipulations then lead to 
INCREASING CONVERGENCE SPEED
As seen in Figure 1 , the reduction in the eigenvector estimation error c i ( n ) can be slow for a white noise search direction, particularly for larger values of N. A better search direction is the data vector itself w, = 2 , .
Since the algorithm attempts to find-the r-dimensional subspace of the column space of [ Qn-] vn ] that is closest to the true KLT basis vectors, setting 'U, = 2, is useful since x, will tend to "point" in the direction of eigenvectors being sought. Of course since 2 , is the quantity being encoded, it cannot be the search direction, however, one option is to use a coarsely quantized version of z , Another possibility is to use a codebook and select the codeword that is closest to x,, transmitting only the codebook address.
EXPERIMENTS
The following signal was generated and the adaptive KLT (AKLT) algorithm described above was applied to this signal with y = 0.7 and r = 4. The search direction U, was set to a zeromean Gaussian white noise vector. To measure the algorithm's performance the eigenvectors of the data sample covariance matrix ( R n = yR,-l + x,x:) were compared with the eigenvectors derived from the AKLT algorithm. The comparison was based on the following measure of the distance between two subspaces:
where llAll2 is the matrix 2-norm of A , Q, is the matrix whose columns are the eigenvector estimates derived from AKLT and Qg is the matrix containing the actual eigenvectors of R, as computed with Matlab routine "eig". Figure 2 shows the error e ( n ) for different values of N . As predicted, the convergence speed increases with decreasing N . The plots in Figure 3 show e(.) computed with N = 64 using a quantized version of the data frame x, as the search direction U,. A quantization of b = 1 , 2 and 3 bits was used. Increasing the similarity of the search direction to the data vector increases convergence rate as mentioned above.
Next we applied the algorithm to speech data sampled at 8 kHz, 16-bits per sample. Speech tends to be highly nonstationary and in order to improve the tracking performance of the algorithm, we preprocessed the speech to force it to have the low rank property. This was done by computing the r = 4 principle eigenvectors of the sample covariance matrix ( N = 16) and projecting each speech frame onto the principle eigenvector subspace. This makes it possible to control both the dimensionality of the speech frames as well as the rate of change of the signal subspace. The speech projected into this 4-dimensional subspace experiences some loss of fidelity but can be tracked "blindly" using a 4-bit quantized search direction with a reasonable degree of accuracy as shown in Figure 4 , which shows the meansquared error for each speech frame. Figure 5 shows a segment of reduced-rank speech along with the reconstructed speech and the error between the two.
SUMMARY
An algorithm for blindly tracking the KLT basis vectors using only the KLT coefficients and one additional scalar coefficient was described. The algorithm can be used when the signal to be encoded lies in a lowdimensional subspace which is changing slowly with time. Convergence of the KLT basis vector tracker was proven when a Gaussian white noise search direction is used. Several experiments designed to demonstrate the feasibility of blind adaptive KLT coding were described. Future work involves the investigation of improved search directions and the application of the algorithm to image sequences. 
