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INTERPOLATION AND COMMUTANT LIFTING
WITH WEIGHTS
JENNIFER R GOOD
Abstract. Our two principle goals are generalizations of the com-
mutant lifting theorem and the Nevanlinna-Pick interpolation the-
orem to the context of Hardy algebras built from W ∗-correspon-
dences endowed with a sequence of weights. These theorems gener-
alize theorems of Muhly and Solel from 1998 and 2004, respectively,
which were proved in settings without weights. Of special interest
is the fact that commutant lifting in our setting is a consequence
of Parrott’s Lemma; it is inspired by work of Arias.
1. Introduction
This paper concerns weighted interpolation problems in the theory of
operator algebras built from W ∗-correspondences. The classic origins
of this study are summarized in the phrase weighted interpolation. The
original interpolation problem, solved separately by Nevanlinna and
Pick in the early twentieth century, sought conditions under which,
given k ∈ N and two collections, {ωi}ki=1 ⊆ D and {λi}
k
i=1 ⊆ C, there
exists a function φ ∈ H∞(D) of norm at most 1 that interpolates this
data; that is,
(1.1) φ(ωi) = λi, 1 ≤ i ≤ k.
Nevanlinna and Pick showed that such a φ exists if and only if
(1.2)
[
K(ωi, ωj)(1− λiλj)
]k
i,j=1
is a positive semidefinite k × k matrix where K is the Szego¨ kernel,
K(w, z) = 1
1−wz¯
for w, z ∈ D, reproducing kernel to the Hardy space
H2(D) [10] [13]. More generally, a weighted Hardy space, as described
in [17], is a reproducing kernel Hilbert space with kernel K : Dr×Dr →
C, defined by K(w, z) =
∑∞
i=0
(wz)i
β2i
for a sequence of strictly positive
numbers β = {βi}
∞
i=0. Our primary goal is a weighted Nevanlinna-
Pick type interpolation theorem that applies to the so-called weighted
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Hardy algebra, a non-self-adjoint operator algebra recently studied in
[9].
While we will expand on the details in a later section, in brief the
setting of [9], inspired by Popescu’s work in [14], begins with a W ∗-
algebra M , a W ∗-correspondence over M denoted E, and a sequence
of operator-valued weights Z that has been constructed from a so-
called admissible sequence X . Our algebra of focus is the weighted
Hardy algebra H∞(E,Z), the algebra of adjointable operators on the
Fock space F(E) that is generated by the weighted creation operators
associated with Z and the left action maps of M on F(E). To gain
insight into H∞(E,Z) we may view it as an algebra of functions on its
space of representations, as follows. Having fixed σ, a representation of
M on a Hilbert space H , the associated representations of H∞(E,Z)
are in a sense determined by D(X, σ), a certain collection of operators in
B(E ⊗σ H,H). Every point z ∈ D(X, σ) gives rise to a representation
(σ × z) of H∞(E,Z) on H , and we may consider an operator Y ∈
H∞(E,Z) as a B(H)-valued function Ŷ on D(X, σ) defined at z ∈
D(X, σ) by Ŷ (z) = (σ × z)(Y ).
In this setting, let us preview the main theorem. We form a weighted
W ∗-version of the original Szego¨ kernel, a map K from D(X, σ) ×
D(X, σ) to a collection of completely bounded maps on σ(M)′. For
any choice of k ∈ N, {zi}ki=1 ⊆ D(X, σ), and two collections of opera-
tors {Bi}
k
i=1 and {Fi}
k
i=1 in B (H), there is an associated map A from
the k × k matrices with entries in σ(M)′ to the k × k matrices with
entries in B (H) that is defined at [Aij]
k
i,j=1 to be
(1.3)
[
Bi ·K(zi, zj)(Aij) · B
∗
j − Fi ·K(zi, zj)(Aij) · F
∗
j
]k
i,j=1
.
The conclusion of our weighted Nevanlinna-Pick theorem is that A is
completely positive if and only if there exists Y ∈ H∞(E,Z) such that
‖Y ‖ ≤ 1 and
(1.4) Bi
(
Ŷ (zi)
)
= Fi, 1 ≤ i ≤ k.
A comparison of equations (1.1) and (1.4), as well as matrices (1.2) and
(1.3), reveals the similarities with the original interpolation problem.
Indeed, when M = E = C, σ is the one-dimensional representation of
M , Z is the constant sequence at 1, and Bi = 1 for every i, matrix
(1.3) reduces to matrix (1.2) with minor technical adjustments, and we
obtain the original result of Nevanlinna and Pick. Even in the scalar
case, our theorem is more general than that of Nevanlinna and Pick, for
it applies to certain weighted Hardy spaces, precisely those that have
the so-called complete Pick property described in [1]. For example, our
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results apply to the Hardy and Dirichlet spaces, but not the Bergman
space.
Commutant lifting, pioneered by Sarason [16] and Sz.-Nagy and
Foias¸ [18], serves as the principle tool for the proof of Muhly and
Solel’s unweighted Nevanlinna-Pick interpolation result, Theorem 5.3
in [8]. Wishing to follow suit, we must first establish that commutant
lifting can be done in the weighted case. That is, an operator on a
co-invariant subspace for an induced representation of H∞(E,Z) that
commutes with the compression of the image of the representation may
be lifted to a commuting operator on the full induced space without
increasing the norm. As it turns out, our proof of the weighted com-
mutant lifting theorem is where we differ most substantially from the
unweighted case. Muhly and Solel’s commutant lifting result, Theo-
rem 4.4 of [7], is proven using so-called isometric dilations, but in our
setting, the weights create obstacles that make this method difficult or
even impossible. Instead, we adapt the proof for a commutant lifting
theorem given by Arias in [2], an argument that ultimately makes use
of Parrott’s lemma [11]. Along with the results themselves, this new
W ∗-approach to commutant lifting utilizing technology that works in
our more general setting is one of the paper’s primary attractions. The
W ∗-setting of our results provides for a generality that encompasses,
for instance, the unweighted commutant lifting and Nevanlinna-Pick
theorems of Muhly and Solel in [7] and [8] and the weighted lifting and
interpolation theorems of Popescu in [14].
The paper is organized as follows. In Section 2 we establish defini-
tions and notation; for convenience, we have organized this material
into three subsections. Section 3 is a technical section devoted to the
construction of a family of orthonormal bases in preparation for the
weighted commutant lifting theorem, Theorem 4.1, the principal result
of Section 4. In Section 5 we give a weighted double commutant theo-
rem, Theorem 5.3, that extends its unweighted analogue in [8]. Section
6 contains our main result, the weighted Nevanlinna-Pick interpolation
theorem, Theorem 6.5.
2. Preliminaries
2.1. W ∗-correspondences and the Unweighted Hardy Algebra.
We let N0 = N∪{0}. Hilbert spaces have inner products that are linear
in the second variable and conjugate linear in the first. Throughout
the paper, M will denote a W ∗-algebra, that is a C∗-algebra that is
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also a dual space, thought of abstractly, without reference to a partic-
ular representation on Hilbert space. Likewise, E will denote a W ∗-
correspondence over M in the sense of Section 2 in [8]. That is, E is a
self-dual Hilbert C∗-module over M in the sense of [5] and [12] with a
second-linear inner product that is also a left M-module with respect
to a faithful normal ∗-homomorphism ϕ : M → L(E) where L(E) de-
notes the W ∗-algebra of adjointable operators on E. For simplicity, we
assume that ϕ is unital. At certain points, we will add the assumption
that the right action of E is full in the sense that the ultraweakly closed
linear span of {〈ξ, η〉 | ξ, η ∈ E} is all of M . By Proposition 3.8 of [12],
E is a dual space, and we refer to the weak-∗ topology on E as its
ultraweak topology. If E is nonzero, then E has an orthonormal basis,
that is, a family A ⊆ E that is maximal with respect to the following
two properties: for every α ∈ A, 〈α, α〉 is a nonzero projection in N ,
and if α, β ∈ A and α 6= β, then 〈α, β〉 = 0 ([12], proof of Theorem
3.12).
If N is a W ∗-algebra and F is an (M,N) W ∗-correspondence with
left action map σ : M → L(F ), then there is an (M,N) W ∗-correspon-
dence, denoted E ⊗σ F , formed by taking the self-dual completion of
a quotient of the algebraic tensor product of E and F , balanced over
N ; the quotient is determined by the semi inner product satisfying
〈ξ1 ⊗ η1, ξ2 ⊗ η2〉 = 〈η1, σ〈ξ1, ξ2〉(η2)〉 for ξ1, ξ2 ∈ E and η1, η2 ∈ F . To
give the left action ofM on E⊗σF , first form the induced representation
of L(E), σE : L(E) → L(E ⊗σ F ), defined at S ∈ L(E) by σ
E(S) =
S ⊗ IF , as in [15]. Then the left action of M on E ⊗σ F is σ
E ◦ ϕ,
called the induced representation of M , mapping a ∈M to ϕ(a)⊗IF in
L(E ⊗σ F ). We observe that an (M,C) W ∗-correspondence is simply
a Hilbert space H together with a normal unital ∗-homomorphism σ :
M → B(H); thus, taking F to be H we obtain the Hilbert space
E⊗σH , called the induced representation space, and the representation
σE ◦ ϕ : M → B(E ⊗σ H). If, instead, we inductively take F to be
E in the tensor product construction, we form the tensor powers of E,
{E⊗k}∞k=0, a family of W
∗-correspondences over M . We write ϕk for
the left action of M on E⊗k for each k ∈ N0. To be precise, E⊗0 := M ,
E⊗1 := E, and E⊗k := E ⊗ϕk−1 E
⊗k−1 for k ≥ 2 where ϕ0 is left
multiplication and ϕ1 = ϕ.
The Fock space of E, F(E), is the ultraweak direct sum of the tensor
powers of E; that is F(E) :=
∑∞
k=0⊕E
⊗k. The Fock space is a W ∗-
correspondence over M with respect to the left action map ϕ∞ :M →
L(F(E)), defined at a ∈ M by ϕ∞(a) = diag[ϕ0(a), ϕ1(a), ϕ2(a), . . .].
Along with the class of left action maps, a second important class of
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operators in L(F(E)) is the class of creation operators. The creation
operator Tξ determined by ξ ∈ E is defined at η ∈ F(E) by Tξ (η) =
ξ ⊗ η; matricially, Tξ has a subdiagonal matrix,
Tξ =

0 0 0
T
(0)
ξ 0 0
0 T
(1)
ξ 0
0 0 T
(2)
ξ
. . .
. . .
. . .
 ,
where for each j ∈ N0, T
(j)
ξ : E
⊗j → E⊗(j+1) is defined at η ∈ E⊗j
by T
(j)
ξ (η) = ξ ⊗ η. For arbitrary k ∈ N0 and ξ ∈ E
⊗k, the creation
operator Tξ is defined in an analogous fashion. The algebraic tensor
algebra, T 0+(E), is the subalgebra of L(F(E)) generated by the left
action and creation operators. The principal object of study in the
unweighted setting of [8] is the Hardy algebra, H∞(E), the closure of
T 0+(E) in the ultraweak topology of the W
∗-algebra L(F(E)).
If F is an (M,N) W ∗-correspondence with left action σ and ξ ∈
E, the (left) insertion operator associated with ξ is the map LFξ ∈
L(F,E ⊗σ F ), defined at η ∈ F by L
F
ξ (η) = ξ ⊗ η. We omit the
superscript F if it is clear from context. We note that a creation
operator is a specific example of an insertion operator. The following
facts are easily verified for ξ, η ∈ E. The operator Lξ is bounded and
‖Lξ‖ ≤ ‖ξ‖. For a ∈ M and c ∈ N , La·ξ·c = (ϕ(a) ⊗ IF )Lξσ(c).
If S ∈ L(E), T ∈ L(F ), and T is a left M-module homomorphism,
LSξT = (S ⊗ T )Lξ. For any ζ ∈ F , L
∗
ξ(η ⊗ ζ) = 〈ξ, η〉 · ζ ; hence,
L∗ξLη = σ〈ξ, η〉. Finally, LξL
∗
η = θξ,η ⊗ IF where θξ,η ∈ L(E) denotes
the rank one operator defined at ζ ∈ E by θξ,η(ζ) = ξ · 〈η, ζ〉.
2.2. Duality. Let σ : M → B(H) be a normal, unital ∗-homomor-
phism for a Hilbert space H . If ψ : M → B(K) is another such map
for Hilbert space K, I(σ, ψ) denotes the space of intertwiners, i.e. the
collection of operators T ∈ B(H,K) such that T ◦ σ(a) = ψ(a) ◦ T
for every a ∈ M . With this notation, we define Eσ := I(σ, σE ◦ ϕ),
called the σ-dual of E, a subspace of B(H,E ⊗σ H). By Proposition
3.2 of [8], Eσ is a W ∗-correspondence over the W ∗-algebra σ(M)′ with
a · ξ · b := (IE ⊗ a)ξb and 〈ξ, η〉 := ξ
∗η for a, b ∈ σ(M)′ and ξ, η ∈ Eσ.
We write ϕ′ : σ(M)′ → L(Eσ) for the left action map.
Let us recall several maps that arise in [8], simultaneously providing
notation for future use. In this subsection, we will suppose that E
is full. For k ∈ N, there is a well-defined σ(M)′ W ∗-correspondence
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isomorphism Λσk : (E
σ)⊗k → (E⊗k)σ with
Λσk
(
k
⊗
i=1
ξi
)
= (Ik−1 ⊗ ξ1) · · · (I2 ⊗ ξk−2)(I1 ⊗ ξk−1)ξk,
k
⊗
i=1
ξi ∈ (E
σ)⊗k
where Ij denotes the identity operator on E
⊗j. To include k = 0, define
Λσ0 : (E
σ)⊗0 → (E⊗0)σ at A ∈ σ(M)′ and h ∈ H by (Λσ0 (A))(h) = 1M⊗
Ah. The inclusion map ι : σ(M)′ → B(H) is a faithful, normal, unital
∗-homomorphism, and for every k ∈ N0, the map Uσk : (E
σ)⊗k ⊗ι H →
E⊗k ⊗σ H defined for ξ ∈ (E
σ)⊗k and h ∈ H by Uσk (ξ ⊗ h) = Λ
σ
k(ξ)(h)
is a Hilbert space isomorphism identifying the induced representation
spaces. Equivalently, Uσk L
H
ξ = Λ
σ
k(ξ). The map U
σ
∞ :=
∑∞
k=0⊕U
σ
k
identifies the spaces F(Eσ)⊗ιH and F(E)⊗σH ([8]; Lemma 3.8). Let
Ad(Uσ∞) : B (F(E
σ)⊗ι H) → B (F(E)⊗σ H), denote the isomorphism
that sends an operator T ∈ B (F(Eσ)⊗ι H) to U
σ
∞TU
σ∗
∞ . It follows that
ρσ : L(F(Eσ))→ B(F(E)⊗σ H), defined by ρ
σ = Ad(Uσ∞) ◦ ι
F(Eσ) is a
faithful, normal, unital ∗-homomorphism; ρσ is called “ρ” in Theorem
3.9 of [8]. Specifically, for Y ∈ L(F(Eσ)), ρσ(Y ) = Uσ∞(Y ⊗ IH)U
σ∗
∞ .
The map πσ : L(F(E))→ B(F(Eσ)⊗ι H), defined by π
σ = Ad(Uσ∗∞ ) ◦
σF(E) is also a faithful, normal, unital ∗-homomorphism; πσ is called
“ρ” in Section 5 of [8]. For Y ∈ L(F(E)), πσ(Y ) = Uσ∗∞ (Y ⊗ IH)U
σ
∞.
To summarize, using theW ∗-algebraM , theW ∗-correspondence over
the algebra E, and the representation of the algebra σ, we’ve defined
the maps Λσk , U
σ
k , U
σ
∞, ρ
σ, and πσ. We repeat the process with the
W ∗-algebra σ(M)′, the correspondence Eσ, and the representation ι.
The analogue of σ(M)′ is the commutant of the image of ι in B(H),
which is precisely σ(M). The analogue of ι is the inclusion map that
we denote by  : σ(M)→ B(H). We write Eσι in place of (Eσ)ι, a W ∗-
correspondence over σ(M) with left action ϕ′′∞ : σ(M) → L(F(E
σι)).
We obtain the analogous collection of maps Λιk, U
ι
k, U
ι
∞, ρ
ι, and πι.
Repeating the process once again would utilize the W ∗-algebra σ(M),
the correspondence Eσι, and the representation , but if σ is faithful
this is unnecessary since these constructs may be naturally identified
with M , E, and σ as follows. The identifications of M with σ(M)
and σ with  are immediate. After appropriate identifications, the map
ω : E → Eσι defined at ξ ∈ E by ω(ξ) = Uσ∗1 L
H
ξ is an isomorphism
of W ∗-correspondences that is studied in and around Theorem 3.6 of
[8]. Defining ωk := ω ⊗ · · · ⊗ ω identifies E
⊗k with (Eσι)⊗k for each k,
and ω∞ :=
∑∞
k=0 ωk identifies F(E) with F(E
σι). For every k ∈ N0,
Uσk U
ι
k(ωk ⊗ IH) = IE⊗k⊗σH , as demonstrated in and around Corollary
3.10 of [8]. Equivalently Uσk ◦ Λ
ι
k(ωkξ) = L
H
ξ for every ξ ∈ E
⊗k. More
generally, Uσk+m (I
′
m ⊗ Λ
ι
k(ωkξ)) = L
(E⊗m⊗σH)
ξ U
σ
m for k,m ∈ N0 and
ξ ∈ E⊗k, where I ′m denotes the identity operator on (E
σ)⊗m. It follows
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that Uσ∞U
ι
∞(ω∞⊗IH) = IF(E)⊗σH . Equations (5.1) and (5.2) of [8] show
how πσ acts on the generators of H∞(E): for a ∈ M , πσ(ϕ∞(a)) =
I ′∞ ⊗ σ(a), and for ξ ∈ E, π
σ(Tξ) has the subdiagonal matrix,
πσ(Tξ) =

0 0 0
ωξ 0 0
0 I ′1 ⊗ ωξ 0
0 0 I ′2 ⊗ ωξ
. . .
. . .
. . .
 .
2.3. The Weighted Hardy Algebra. We now turn to the weighted
setting of [9]. Throughout, the sequence X = {Xk}
∞
k=0 will denote an
admissible sequence; this means that Xk ∈ ϕk(M)
c for each k ∈ N0,
Xk ≥ 0 for each k ∈ N0, X0 = 0, X1 is invertible, and finally that
lim supk→∞ ‖Xk‖
1/k < ∞, where ϕk(M)
c denotes the commutant of
ϕk(M) in L(E
⊗k) ([9], Definition 4.1). Let R = {Rk}
∞
k=0 denote the
sequence
Rk =
IM , if k = 0(∑k
j=1
(∑
α∈F(k,j)
j
⊗
i=1
Xα(i)
))1/2
, if k > 0
,
where F(k, j) :=
{
α : {1, . . . , j} → N
∣∣ ∑j
i=1 α(i) = k
}
if 1 ≤ j ≤ k
([9], Equation 4.4). Each Rk is a positive, invertible element in ϕk(M)
c.
A sequence of operators Z = {Zk}
∞
k=0 is called a sequence of weights
associated with X if Zk is invertible and belongs to ϕk(M)
c for each k ∈
N0, Z0 = IM , and Z(k)∗Z(k) = R
−2
k for all k ∈ N0, where Z
(k), thought of
as the product of the weights {Zk, Zk−1, . . . , Z1, Z0}, is defined Z
(k) :=
Zk(I1 ⊗ Zk−1) · · · (Ik−1 ⊗ Z1)(Ik ⊗ Z0) ∈ ϕk(M)
c ([9], Definition 4.6).
We define Z(k,j) := Z(k)(Ik−j ⊗ Z
(j))−1 when 0 ≤ j ≤ k, equivalently
Z(k,j) = Zk(I1 ⊗ Zk−1) · · · (Ik−j−1 ⊗ Zj+1), which may be thought of
as the product of the weights {Zk, Zk−1, . . . , Zj+1}. One example of a
weight sequence is the canonical sequence Z = {Zk}
∞
k=0, with Z0 := IM
and Zk := R
−1
k (I1⊗Rk−1), k ≥ 1. We note that the unweighted setting
studied, for instance, in [7] and [8] occurs when Z is the sequence
of identity operators. To work in the setting of [14], we take the W ∗-
correspondence E to be Cd and add the condition that X be a sequence
of diagonal operators.
If Z is a sequence of weights associated with X , then supj∈N0 ‖Zj‖ <
∞ ([9], proof of Theorem 4.5). It follows that for every k ∈ N0 the
operator DZk = Dk := diag[0, . . . , 0, Z
(k), Z(k+1,1), Z(k+2,2), . . .] belongs
to L(F(E)). We omit the superscript ‘Z’ when the weight sequence
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is understood. For ξ ∈ E⊗k, we define the weighted creation operator
WZξ = Wξ in L(F(E)) by Wξ := Dk · Tξ. The matrix for Wξ is k-
subdiagonal;
Wξ =

0 0 0
...
...
...
0
Z(k)T
(0)
ξ 0
0 Z(k+1,1)T
(1)
ξ 0
... 0 Z(k+2,2)T
(2)
ξ
. . .
. . .
. . .

.
where T
(j)
ξ maps η ∈ E
⊗j to ξ ⊗ η ∈ E⊗j+k for j ∈ N0. We observe
that while our arrival at the definition of Wξ differs from that in [9], a
comparison of the preceding matrix with equation (3.2) in [9] confirms
that the two definitions agree. When k, l ∈ N0; a, b ∈ M ; ξ ∈ E⊗k;
and η ∈ E⊗l; Wa·ξ·b = ϕ∞(a) ◦ Wξ ◦ ϕ∞(b) and Wξ ◦ Wη = Wξ⊗η.
For a ∈ M , Wa = ϕ(a). The Z-algebraic tensor algebra, T
0
+(E,Z), is
the subalgebra of L(F(E)) generated by the left action and weighted
creation operators. The Z-Hardy algebra, H∞(E,Z), is the closure of
T 0+(E,Z) in the ultraweak topology of L(F(E)).
Let σ : M → B(H) be a normal, unital ∗-homomorphism. We
observe that I(σE ◦ ϕ, σ)∗ = I(σ, σE ◦ ϕ) = Eσ, which was defined
above. For a point z ∈ I(σE ◦ ϕ, σ) and k ∈ N0, we define the kth
tensorial power, z(k) := z(I1⊗z) · · · (Ik−1⊗z). The intertwining property
of z guarantees that z(k) is a well-defined operator in B(E⊗k ⊗σ H,H);
moreover, z(k) ∈ I(σE
⊗k
◦ ϕk, σ). Computation shows that z
(k+l) =
z(k)(Ik ⊗ z
(l)) for k, l ∈ N0. We define
D(X, σ) :=
{
z ∈ I(σE ◦ ϕ, σ)
∣∣∣∣
∥∥∥∥∥
∞∑
k=1
z
(k)(Xk ⊗ IH)z
(k)∗
∥∥∥∥∥ < 1
}
;
([9], Definition 4.3). Here and throughout unless stated otherwise, infi-
nite sums indicate convergence with respect to the ultraweak topology
for a W ∗-correspondence or W ∗-algebra and the norm topology for a
Hilbert space. If z ∈ D(X, σ), there is an ultraweakly continuous, com-
pletely contractive representation (σ × z) : H∞(E,Z) → B(H) such
that (σ × z)(ϕ∞(a)) = σ(a) for every a ∈ M and (σ × z)(Wξ) = z
(k)Lξ
for every ξ ∈ E⊗k with k ≥ 1 ([9], Corollary 5.9). For Y ∈ H∞(E,Z),
we define the noncommutative function Ŷ : D(X, σ) → B(H) at the
point z ∈ D(X, σ) by Ŷ (z) = (σ × z)(Y ).
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3. An Orthonormal Basis for Tensor Products
The proof of our weighted commutant lifting theorem in Section 4
is modeled after the proof of a commutant lifting theorem by Alvaro
Arias in [2]. Working in the setting of complex n-space, Arias makes
use of the fact that if {ei}
n
i=1 is an orthonormal basis for C
n and k ∈ N,
then one orthonormal basis for (Cn)⊗k consists of the simple tensors
k
⊗
i=1
eα(i) such that α is any function from {1, . . . , k} to {1, . . . , n}. In
search of a similarly constructed orthonormal basis for E⊗k or, more
generally, for any correspondence formed by tensor product, let us con-
sider an obstacle that must be overcome. Let F be a nonzero (M,N)
W ∗-correspondence with orthonormal basis A, and let G be a nonzero
(N,P ) W ∗-correspondence with left action σ and orthonormal basis B
for W ∗-algebras M , N , and P . If M = N = P = C, then F and G are
simply Hilbert spaces, the W ∗-tensor product of F and G is the same
as their Hilbert space tensor product, and {α ⊗ β : α ∈ A, β ∈ B},
which is a Hilbert space orthonormal basis for the tensor product, is
also an orthonormal basis in the sense of Hilbert W ∗-modules. For
general M , N , and P , the issue is more complicated. If α ∈ A and
β ∈ B, there is no reason to think that 〈α ⊗ β, α ⊗ β〉 is a nonzero
projection in P , in which case α⊗ β cannot belong to an orthonormal
basis for F ⊗σ G. In fact, it is possible that F ⊗σ G is zero, in which
case F ⊗σ G does not have an orthonormal basis. We begin this sec-
tion by overcoming these obstacles to construct an orthonormal basis
for a nonzero tensor product of two W ∗-correspondences that consists
of simple tensors. Then we obtain, via an inductive process, a family
of orthonormal bases, one basis for each nonzero E⊗k, which we use
in Section 4 to prove the weighted commutant lifting theorem using
Arias’ technique.
Along with M , let N and P be W ∗-algebras. Let F be an (M,N)
W ∗-correspondence, and let G be an (N,P ) W ∗-correspondence with
left action σ : N → L(G). We will write a · η in place of σ(a)(η) for
a ∈ N and η ∈ G. If q is a projection in N , then q ·G = {q · η | η ∈ G}
is the kernel of σ(1N − q). Thus q · G is an ultraweakly closed (right)
P -submodule of G and is therefore a Hilbert W ∗-module over P ([3];
Consequence 1.8). As such, for every projection q ∈ N such that
q ·G 6= {0} we may fix an orthonormal basis for q ·G. Define Q to be
the, possibly empty, subset of F ,
Q := {ξ ∈ F | 〈ξ, ξ〉 is a projection in N and 〈ξ, ξ〉 ·G 6= {0}} .
If Q is nonempty and ξ ∈ Q, define B(ξ) to be the orthonormal basis
for 〈ξ, ξ〉·G chosen above. Fix A, an orthonormal basis for F . If α ∈ A,
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then 〈α, α〉 is a projection in N . The subset of F ⊗σ G,
C := {α⊗ β | α ∈ A ∩Q and β ∈ B(α)},
is empty if and only if A∩Q is empty. For simplicity, when we say that
“α⊗β ∈ C”, we mean that α ∈ A∩Q and β ∈ B(α). The emphasis is
needed since the expression of an element in F ⊗σG in terms of simple
tensors is not unique. If α ⊗ β ∈ C, then 〈α, α〉 · β = β. In our first
theorem, we show that when F ⊗σ G is nonzero, C is an orthonormal
basis.
Theorem 3.1. The correspondence F ⊗σ G is nonzero if and only if
C is nonempty. In this case, C is an orthonormal basis for F ⊗σ G,
and if αi ⊗ βi ∈ C for i = 1, 2, then
(3.1) 〈α1 ⊗ β1, α2 ⊗ β2〉 =
{
〈β2, β2〉 if α1 = α2 and β1 = β2
0 otherwise
.
Proof. First, we show that for any ξ ∈ F and η ∈ G,
(3.2) ξ ⊗ η =
{∑
α∈A∩Q α⊗ 〈α, ξ〉 · η if A ∩Q 6= ∅
0 if A ∩Q = ∅
.
By Fourier expansion with respect to A, we have ξ =
∑
α∈A α · 〈α, ξ〉
([12], proof of Theorem 3.12). It follows that ξ⊗ η =
∑
α∈A α⊗〈α, ξ〉 ·
η. For every α ∈ A, we have 〈α · 〈α, α〉 − α, α · 〈α, α〉 − α〉 = 0, so
α · 〈α, α〉 = α. Thus 〈α, ξ〉 · η belongs to 〈α, α〉 · G, so if α /∈ Q, then
〈α, ξ〉 · η = 0. Equation (3.2) follows.
When C is empty, A ∩ Q is also empty, so by equation (3.2) every
simple tensor in F ⊗σ G is zero. Thus F ⊗σ G = {0} since F ⊗σ G is
the ultraweak closure of the linear span of the simple tensors.
Suppose that C is not empty. Using the properties of A and C,
equation (3.1) follows from straightforward computations. It follows
that for any α ⊗ β ∈ C, 〈α ⊗ β, α ⊗ β〉 is a nonzero projection in P ,
so α⊗ β 6= 0 and F ⊗σ G 6= {0}. It only remains to show that C is an
orthonormal basis for F ⊗σ G. By equation (3.1), C is an orthonormal
set. Towards maximality, suppose that C ′ is an orthonormal subset of
F ⊗σ G such that C ⊆ C
′. For any ξ ∈ F and η ∈ G, if α belongs
to A ∩ Q, then as above, 〈α, ξ〉 · η is an element in 〈α, α〉 · G. Using
the Fourier expansion with respect to the orthonormal basis B(α),
〈α, ξ〉 · η =
∑
β∈B(α) β · 〈β, 〈α, ξ〉 · η〉 =
∑
β∈B(α) β · 〈α⊗β, ξ⊗ η〉. Thus,
by equation (3.2),
(3.3) ξ ⊗ η =
∑
α∈A∩Q
 ∑
β∈B(α)
(α⊗ β) · 〈α⊗ β, ξ ⊗ η〉
 .
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Now if C is properly contained in C ′, then there exists ζ ∈ C ′ such
that for every α ⊗ β ∈ C, 〈ζ, α ⊗ β〉 = 0. Since F ⊗σ G is the ul-
traweak closure of the linear span of the simple tensors, there is a net{∑Nλ
j=1 ξλ,j ⊗ ηλ,j
}
λ
converging ultraweakly to ζ in F ⊗σ G. By equa-
tion (3.3),
〈ζ, ζ〉 = lim
λ
Nλ∑
j=1
〈ζ, ξλ,j ⊗ ηλ,j〉
= lim
λ
Nλ∑
j=1
 ∑
α∈A∩Q
 ∑
β∈B(α)
〈ζ, α⊗ β〉〈α⊗ β, ξλ,j ⊗ ηλ,j〉
 = 0,
contradicting the fact that 〈ζ, ζ〉 is a nonzero projection. Therefore, C
is an orthonormal basis for F ⊗σ G. 
Let us inductively construct a family {Ck} of orthonormal bases,
one basis for each nonzero E⊗k. First we establish some notation,
mirroring the discussion prior to Theorem 3.1. Fix an orthonormal
basis for the Hilbert W ∗-module q ·E for every projection q ∈M such
that q · E 6= {0}. Define
Q = {ξ ∈ E | 〈ξ, ξ〉 is a projection in M and 〈ξ, ξ〉 · E 6= {0}} .
If ξ ∈ Q, let B(ξ) denote the orthonormal basis for 〈ξ, ξ〉 · E chosen
above. Since E is nonzero, let A be an orthonormal basis for E. Let
C0 = {1M} where 1M is the identity element in M . Let C1 = A. When
k ≥ 2, define Ck to be the possibly empty subset of E
⊗k consisting of
the simple tensors
k
⊗
i=1
ξi = ξ1⊗· · ·⊗ξk such that the following properties
hold:
(1) ξ1 ∈ A ∩Q,
(2) ξi ∈ B(ξi−1) ∩Q for every i such that 1 < i < k, and
(3) ξk ∈ B(ξk−1).
For simplicity, when we say that
k
⊗
i=1
ξi ∈ Ck, we always mean that
{ξi}
k
i=1 satisfies properties (1), (2), and (3). Notice that if
k
⊗
i=1
ξi ∈ Ck,
then for every i such that 1 < i ≤ k, we have 〈ξi−1, ξi−1〉 · ξi = ξi. We
arrive at the following theorem.
Theorem 3.2. For k ∈ N0, the correspondence E⊗k is nonzero if and
only if Ck is nonempty. In this case, Ck is an orthonormal basis for
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E⊗k, and for any ξ =
k
⊗
i=1
ξi and η =
k
⊗
i=1
ηi in Ck,
(3.4) 〈ξ, η〉 =
{
〈ηk, ηk〉 if ξi = ηi for every i such that 1 ≤ i ≤ k
0 otherwise
.
Proof. The cases when k = 0 and k = 1 follow readily. Inductively,
suppose the conclusions of the theorem are satisfied for some k ∈ N.
Towards applying Theorem 3.1 to E⊗k ⊗ϕ E, define
Qk :=
{
ξ ∈ E⊗k | 〈ξ, ξ〉 is a projection in M and 〈ξ, ξ〉 ·E 6= {0}
}
.
If ξ ∈ Qk, let B(ξ) denote the orthonormal basis for 〈ξ, ξ〉 · E. Define
C ′k+1 :=
{(
k
⊗
i=1
ξi
)
⊗ ξk+1
∣∣∣∣ k⊗i=1ξi ∈ Ck ∩Qk and ξk+1 ∈ B ( k⊗i=1ξi)
}
.
Using the inductive assumption we see that Ck+1 is the image of C
′
k+1
under the natural isomorphism between E⊗k ⊗ϕ E and E
⊗k+1. It now
follows from Theorem 3.1 that E⊗k+1 is nonzero if and only if Ck+1
is nonempty and that Ck+1 is an orthonormal basis in that case. If
ξ =
k+1
⊗
i=1
ξi and η =
k+1
⊗
i=1
ηi belong to Ck+1, then
(
k
⊗
i=1
ξi
)
⊗ ξk+1 and(
k
⊗
i=1
ηi
)
⊗ ηk+1 belong to C
′
k+1 and
(
k
⊗
i=1
ξi
)
and
(
k
⊗
i=1
ηi
)
belong to Ck.
Since 〈ηk, ηk〉 · ηk+1 = ηk+1 and 〈ξ, η〉 =
〈
ξk+1,
〈
k
⊗
i=1
ξi,
k
⊗
i=1
ηi
〉
· ηk+1
〉
,
equation (3.4) follows from Theorem 3.1 and the inductive hypothesis.

We devote the remainder of the section to establishing notation
and giving technical lemmas that will be useful in proving our main
theorems. Define S :=
{
k ∈ N0 | E⊗k 6= {0}
}
, which is either N0 or
{0, 1, . . . , n} for some n ∈ N. For k ∈ N0, define Ak to be Ck when
k ∈ S and the zero set when k /∈ S. If k ∈ N0 then vk ∈ L(E⊗k,F(E))
denotes the isometry mapping ξ ∈ E⊗k to ξ̂ := (δi=k ξ)
∞
i=0 where
δi=k is 1 when i = k and is otherwise zero. A handy fact is that
a diagonal operator S = diag[S0, S1, S2, · · · ] ∈ L(F(E)) may be ex-
pressed as S =
∑∞
j=0 vjSjv
∗
j . The insertion operator Lξ̂ maps x ∈ H
to ξ̂ ⊗ x ∈ F(E)⊗σ H . We define Qk in L(F(E)) to be the projection
onto vk(E
⊗k), an ultraweakly closed submodule of F(E), noting that
Qk = vkv
∗
k. For ξ ∈ E
⊗k, θξ ∈ L(E
⊗k) denotes the positive rank one
operator that sends η ∈ E⊗k to ξ · 〈ξ, η〉.
Lemma 3.3. For k ∈ N0,
(1) if S ∈ L(E⊗k, F ) for a Hilbert W ∗ M-module F , then SS∗ =∑
ξ∈Ak
θSξ in L(F );
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(2) Qk ⊗ IH =
∑
ξ∈Ak
Lξ̂L
∗
ξ̂
in B(F(E)⊗σ H); and
(3)
∑
ξ∈Ak
TξT
∗
ξ is the projection in L(F(E)) onto the ultraweakly
closed submodule {(ζi)
∞
i=0 | ζi = 0 when 0 ≤ i < k} of F(E).
Proof. If k /∈ S, then E⊗k = {0}, and all of the operators in parts (1),
(2), and (3) are zero. Suppose k ∈ S. For η ∈ E⊗k and F a finite subset
of Ak,
0 ≤
〈(∑
ξ∈F
θξ
)
η, η
〉
=
∑
ξ∈F
〈η, ξ〉〈ξ, η〉 ≤
∑
ξ∈Ak
〈η, ξ〉〈ξ, η〉 = 〈η, η〉
by a Parseval type identity ([12], proof of Theorem 3.12). There-
fore,
∑
ξ∈Ak
θξ converges ultraweakly to a positive operator in the W
∗-
algebra L(E⊗k) and for any η ∈ E⊗k,
〈(∑
ξ∈Ak
θξ
)
η, η
〉
= 〈η, η〉.
Thus by polarization,
(3.5) Ik =
∑
ξ∈Ak
θξ.
The map Ad(S) : L(E⊗k)→ L(F ) that sends Y ∈ L(E⊗k) to SY S∗ is
linear and ultraweakly continuous, and Ad(S)(θξ) = θSξ for any ξ ∈ Ak.
Therefore, part (1) follows from applying Ad(S) to equation (3.5).
Taking S to be vk in part (1), we obtain
∑
ξ∈Ak
θξ̂ = Qk in L(F(E)).
Since σF(E) is linear and ultraweakly continuous, Qk⊗IH =
∑
ξ∈Ak
θξ̂⊗
IH =
∑
ξ∈Ak
Lξ̂L
∗
ξ̂
, giving part (2).
Let i ∈ N0 such that i ≥ k. The induced representation ϕE
⊗k
i−k is
linear and ultraweakly continuous, so it follows from equation (3.5)
that
(3.6) Ii =
∑
ξ∈Ak
θξ ⊗ Ii−k .
For any ξ ∈ Ak, we have TξT
∗
ξ = diag[0, . . . , 0, θξ, θξ ⊗ I1, θξ ⊗ I2, . . .] =∑∞
i=k vi(θξ ⊗ Ii−k)v
∗
i . Summing over all ξ ∈ Ak and using equation
(3.6),
∑
ξ∈Ak
TξT
∗
ξ =
∑
ξ∈Ak
(
∞∑
i=k
vi(θξ ⊗ Ii−k)v
∗
i
)
=
∞∑
i=k
vi
(∑
ξ∈Ak
θξ ⊗ Ii−k
)
v∗i =
∞∑
i=k
Qi.
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noting that sums may be interchanged as all terms are non-negative.
It is readily shown that
∑∞
i=kQi is the projection in L(F(E)) onto the
ultraweakly closed submodule {(ζi)
∞
i=0 | ζi = 0 when 0 ≤ i < k}. 
The following technical lemma is similar in flavor to Lemma 5.2 of
[9].
Lemma 3.4. If Z is a sequence of weights associated with X,
∞∑
j=1
∑
ξ∈Aj
W
X
1/2
j ξ
W ∗
X
1/2
j ξ
 = IF(E) −Q0 in L(F(E)).
Proof. First we note that if i ∈ N then
∑i
j=1Xj ⊗ R
2
i−j = R
2
i by
equation (4.7) of [9], so
(3.7)
i∑
j=1
Z(i)(Xj ⊗R
2
i−j)Z
(i)∗ = Z(i)R2iZ
(i)∗ = Ii.
Also when j ∈ N,
∑
ξ∈Aj
θ
X
1/2
j ξ
= Xj by Lemma 3.3. Thus if i ≥ j ≥ 1,
(3.8)
∑
ξ∈Aj
Z(i)(θ
X
1/2
j ξ
⊗ R2i−j)Z
(i)∗ = Z(i)(Xj ⊗ R
2
i−j)Z
(i)∗.
For j ∈ N and ξ ∈ Aj , computation shows that WX1/2j ξ
W ∗
X
1/2
j ξ
has
a diagonal matrix whose ith diagonal entry is Z(i)(θ
X
1/2
j ξ
⊗ R2i−j)Z
(i)∗
when i ≥ j and is otherwise zero. Thus by equation (3.8),∑
ξ∈Aj
W
X
1/2
j ξ
W ∗
X
1/2
j ξ
=
∑
ξ∈Aj
(
∞∑
i=j
viZ
(i)(θ
X
1/2
j ξ
⊗R2i−j)Z
(i)∗v∗i
)
=
∞∑
i=j
vi
∑
ξ∈Aj
Z(i)(θ
X
1/2
j ξ
⊗ R2i−j)Z
(i)∗
 v∗i
=
∞∑
i=j
viZ
(i)(Xj ⊗ R
2
i−j)Z
(i)∗v∗i .
Summing over j and using equation (3.7),
∞∑
j=1
∑
ξ∈Aj
W
X
1/2
j ξ
W ∗
X
1/2
j ξ
 = ∞∑
j=1
(
∞∑
i=j
viZ
(i)(Xj ⊗R
2
i−j)Z
(i)∗v∗i
)
=
∞∑
i=1
vi
(
i∑
j=1
Z(i)(Xj ⊗ R
2
i−j)Z
(i)∗
)
v∗i =
∞∑
i=1
viv
∗
i = IF(E) −Q0,
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which completes the proof. 
To “factor” an element ξ ∈ Ak when k ∈ N we establish the following
notation. If k ∈ S, ξ =
k
⊗
i=1
ξi ∈ Ak, and 1 ≤ j ≤ k define
ξj :=
j
⊗
i=1
ξi ∈ E
⊗j and ξj◦ :=
{
k
⊗
i=j+1
ξi if j < k
〈ξ, ξ〉 if j = k
∈ E⊗k−j.
If k /∈ S, let ξj and ξj◦ to be the zero elements in their respective spaces.
Lemma 3.5.
(1) For k ∈ N0 and ξ ∈ Ak, 〈ξ, ξ〉 is a projection in M that is zero
if and only if k /∈ S. In any case, ξ · 〈ξ, ξ〉 = ξ.
(2) For j ∈ N, l ∈ N0, and ξ ∈ Al+j, we have ξ = ξj ⊗ ξj◦ and
〈ξj, ξj〉 · ξj◦ = ξ
j
◦. If l + j ∈ S, then ξ
j ∈ Aj.
(3) If j ∈ N, l ∈ N0, and l + j ∈ S, then as a disjoint union,
Al+j =
∐
ξ∈Aj
{η ∈ Al+j | η
j = ξ}.
(4) For j ∈ N and ξ ∈ Aj,
ϕ∞〈ξ, ξ〉 =
∞∑
l=0
 ∑
η∈Al+j
ηj=ξ
θ
η̂j◦
 ,
where any sum taken over an empty set is assumed to be zero.
Proof. The proofs of the first three assertions are straightforward. To
show part (4), let l ∈ N0. If η ∈ Al+j, then T
(l)∗
ξ (η) = 〈ξ, η
j〉 · ηj◦ which,
by considering separately the cases when l + j /∈ S and l + j ∈ S,
we find to be equal to ηj◦ when ξ = η
j and zero when ξ 6= ηj. Since
ϕl〈ξ, ξ〉 = T
(l)∗
ξ T
(l)
ξ , it now follows from Lemma 3.3(1) that
vl(ϕl〈ξ, ξ〉)v
∗
l = vl
 ∑
η∈Al+j
θ
T
(l)∗
ξ η
 v∗l = vl
 ∑
η∈Al+j
ηj=ξ
θηj◦
 v∗l = ∑
η∈Al+j
ηj=ξ
θ
η̂j◦
.
Since ϕ∞〈ξ, ξ〉 = diag[ϕ0〈ξ, ξ〉, ϕ1〈ξ, ξ〉, ϕ2〈ξ, ξ〉, . . .], we obtain part (4)
by summing over l ∈ N0. 
For the final technical lemma of this section, we decompose certain
induced representation spaces in terms of the family {Ak}
∞
k=0. Suppose
that H is a Hilbert space and σ : M → B(H) is a faithful, normal,
unital ∗-homomorphism. If p is a projection inM , then pM is a Hilbert
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W ∗-module over M . Also, σ(p)(H) is a closed subspace of H , and it
is readily shown that pM ⊗σ H and σ(p)(H) are isomorphic Hilbert
spaces under the identification of a ⊗ x with σ(a)(x) for a ∈ pM and
x ∈ H . If k ∈ N0 and ξ ∈ Ak, then 〈ξ, ξ〉 is a projection inM ; we let Hξ
denote the Hilbert space σ〈ξ, ξ〉(H), and we define Hk :=
∑
ξ∈Ak
⊕Hξ.
Note that if k /∈ S, then Hk = {0}.
Lemma 3.6.
(1) For k ∈ N0, there is a Hilbert space isomorphism γk : E⊗k ⊗σ
H → Hk such that for η ∈ E⊗k, h ∈ H, and h = (hξ)ξ∈Ak ∈ Hk,
γk(η ⊗ h) =
(
σ〈ξ, η〉(h)
)
ξ∈Ak
and γ∗k
(
h
)
=
∑
ξ∈Ak
ξ ⊗ hξ.
(2) Matricially γk(Y ⊗ IH)γ
∗
k = [σ〈ξ, Y η〉]ξ,η∈Ak for Y ∈ L(E
⊗k),
k ∈ N0.
(3) There is an isomorphism of Hilbert spaces Γ : F(E) ⊗σ H →∑∞
k=0⊕Hk such that for η = (ηk)
∞
k=0 in F(E), h ∈ H, and
h = ( (hk,ξ)ξ∈Ak )
∞
k=0 ∈
∑∞
k=0⊕Hk,
Γ(η ⊗ h) =
(
γk(ηk ⊗ h)
)∞
k=0
and Γ∗
(
h
)
=
∞∑
k=0
(∑
ξ∈Ak
ξ̂ ⊗ hk,ξ
)
.
Proof. When k /∈ S, we define γk to be the zero map. When k ∈ S, Ak
is an orthonormal basis for E⊗k, so E⊗k and
(∑
ξ∈Ak
⊕ 〈ξ, ξ〉M
)
are
isomorphic Hilbert W ∗-modules ([12], proof of Theorem 3.12). Using
the discussion preceding the lemma, parts (1) and (3) readily follow.
Part (2) follows from routine computation. 
4. Weighted Commutant Lifting
Commutant lifting is the principle tool used to obtain the Nevan-
linna-Pick interpolation result, Theorem 5.3, in [8]. Towards obtaining
our weighted interpolation theorem in Section 6, the purpose of the
present section is to show that commutant lifting can be done in the
weighted case. Since the weights present obstacles for the method
producing the (unweighted) commutant lifting theorem, Theorem 4.4
in [7], our approach is instead inspired by Arias’ proof of Theorem 3.1
in [2], a lifting result in complex n-space that ultimately makes use of
Parrott’s lemma, Theorem 1 of [11].
Theorem 4.1 (Weighted Commutant Lifting). Let σ : M → B(H)
be a faithful, normal, unital, ∗-homomorphism for a Hilbert space H,
and let Z be a sequence of weights associated with X. Suppose that
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J is a closed linear subspace of F(E) ⊗σ H such that for every Y ∈
H∞(E,Z), (Y ∗ ⊗ IH)(J) ⊆ J . With V the inclusion map of J into
F(E) ⊗σ H, suppose there exists G ∈ B(J) such that for every Y ∈
H∞(E,Z), G (V ∗(Y ⊗ IH)V ) = (V
∗(Y ⊗ IH)V )G. Then there exists
G˜ ∈ B(F(E)⊗σ H) such that
(1) G˜∗(J) ⊆ J ,
(2) V ∗G˜V = G,
(3) G˜(Y ⊗ IH) = (Y ⊗ IH)G˜ for all Y ∈ H
∞(E,Z), and
(4) ‖G˜‖ = ‖G‖.
Proof. First, we consider the case when ‖G‖ = 1. Let K = F(E)⊗σH ,
and let P ∈ B(K) be the projection map onto J . Note that V ∗ is the
range restriction of P to J , V ∗V is the identity map on J , and V V ∗ =
P . For n ∈ N0, let Kn be the isomorphic image of
(∑n
j=0⊕E
⊗j
)
⊗σH
in K. For technical purposes, let K−1 be the zero subspace of K.
Our construction of G˜ ∈ B(K) will utilize an ascending sequence of
subspaces {Ji} of K and operators {Gi} such that each Gi ∈ B(K, Ji).
We construct these sequences inductively. To begin the process, let
n1 = −1, let J1 = J , and define G1 := GV
∗. To organize the
numerous properties we wish to maintain at each step of the induc-
tive argument, we make the following definition. If m ∈ N, we say
({ni}
m
i=1, {Ji}
m
i=1, {Gi}
m
i=1) is an “m-triple” if for each i with 1 ≤ i ≤ m
we have that ni ∈ Z, Ji is a closed subspace of K, Gi ∈ B(K, Ji), and
the following conditions hold in all cases: with Vi the inclusion map of
Ji into K,
Condition (1, m): n1 < n2 < · · · < nm, (if m ≥ 2);
Condition (2, m): J1 ( J2 ( · · · ( Jm, (if m ≥ 2);
Condition (3, m): Kni ⊆ Ji, 1 ≤ i ≤ m;
Condition (4, m): (Y ∗ ⊗ IH)(Ji) ⊆ Ji, 1 ≤ i ≤ m, Y ∈
H∞(E,Z);
Condition (5, m): (V ∗i (Y ⊗ IH)Vi)Gi = Gi(Y ⊗ IH), 1 ≤
i ≤ m, Y ∈ H∞(E,Z);
Condition (6, m): V ∗i VjGj = Gi, 1 ≤ i ≤ j ≤ m;
Condition (7, m): ‖Gi‖ = 1, 1 ≤ i ≤ m.
Our hypotheses guarantee that ({ni}
1
i=1, {Ji}
1
i=1, {Gi}
1
i=1) is a 1-triple.
Let us show that if there exists anm-triple ({ni}
m
i=1, {Ji}
m
i=1, {Gi}
m
i=1)
with m ∈ N such that Jm = K, then to satisfy the conclusion of
our theorem, we may take G˜ to be Gm. Here, Gm ∈ B(K), Vm is
the identity map on K, and V1 = V . By Condition (6, m), V
∗Gm =
V ∗1 VmGm = G1 = GV
∗. Thus PGm = V V
∗Gm = V GV
∗ and PGmP =
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(V GV ∗)P = V GV ∗ = PGm. It follows that Gm satisfies property (1) in
the conclusion of the theorem. Using again the fact that V ∗Gm = GV
∗,
we have V ∗GmV = GV
∗V = G, so property (2) holds. Condition (5, m)
gives us property (3), and property (4) follows from Condition (7, m).
We are left to consider the case when there is no m ∈ N such
that Jm = K for some m-triple ({ni}
m
i=1, {Ji}
m
i=1, {Gi}
m
i=1). Proving
the following fact will occupy us for quite some time: if m ∈ N and
({ni}
m
i=1, {Ji}
m
i=1, {Gi}
m
i=1) is an m-triple such that Jm ( K, then there
exist nm+1, Jm+1, and Gm+1 such that
(
{ni}
m+1
i=1 , {Ji}
m+1
i=1 , {Gi}
m+1
i=1
)
is
an (m+ 1)-triple.
We begin by defining nm+1 and Jm+1. Since K is the norm-closure
of
⋃∞
j=0Kj and Jm 6= K, the set {j ∈ N0 | Kj * Jm} is nonempty, so
we define nm+1 to be its least element. Define Jm+1 to be the closed
subspace of K that is generated by Jm∪Knm+1 . It is readily shown that
the first three conditions for an (m + 1)-triple are satisfied. To show
Condition (4, m+ 1), we first prove that for any j ∈ N and ξ ∈ E⊗j ,
Pm+1(Wξ ⊗ IH)Pm = Pm+1(Wξ ⊗ IH)(4.1)
= Pm+1(Wξ ⊗ IH)Pm+1,(4.2)
where Pm and Pm+1 are the projection maps inB(K) onto Jm and Jm+1,
respectively. First, let j = 1 and ξ ∈ E. By Condition (4, m), (W ∗ξ ⊗
IH)(Jm) ⊆ Jm. At the same time, from the definition of Wξ it follows
that for any n ∈ N0, (W ∗ξ ⊗IH)(Kn) ⊆ Kn−1. Therefore, by definition of
nm+1, (W
∗
ξ ⊗IH)(Knm+1) ⊆ K(nm+1)−1 ⊆ Jm, so (W
∗
ξ ⊗IH)(Jm+1) ⊆ Jm.
Thus, equation (4.1) holds when j = 1. Since PmPm+1 = Pm and
E⊗k+1 is generated by elements of the form ξ = η⊗ ζ where η ∈ E and
ζ ∈ E⊗k, an inductive argument gives equation (4.1) in the general
case. Equation (4.2) follows since PmPm+1 = Pm. For a ∈ M , it is
readily seen that ϕ∞(a
∗) ⊗ IH leaves Kn invariant for any n ∈ N and
leaves Jm invariant by Condition (4, m). It follows that for Y = ϕ∞(a),
(4.3) (Y ∗ ⊗ IH)(Jm+1) ⊆ Jm+1.
By equation (4.2), containment (4.3) is also satisfied for Y =Wξ when
ξ ∈ E⊗j for some j ∈ N. It follows that containment (4.3) holds for
every Y ∈ H∞(E,Z). This, together with Condition (4, m), implies
Condition (4, m+ 1).
Before considering the remaining conditions we must define Gm+1,
which will require some preliminary work. Let us begin by recalling
and establishing notation. Let {Ak}
∞
k=0 be the family defined in the
paragraph before Lemma 3.3. For k ∈ N0 and ξ ∈ E⊗k, ξ̂ denotes
vk(ξ) = (δi=k ξ)
∞
i=0 ∈ F(E). For ξ ∈ F(E), Lξ is the insertion operator
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mapping h ∈ H to ξ ⊗ h. Define g := GmL1̂M ∈ B(H, Jm). Note
that V ∗m is the range restriction of Pm, V
∗
mVm is the identity on Jm,
and VmV
∗
m = Pm, with analogous properties for Vm+1. For notational
convenience, define α : H∞(E,Z) → B(Jm) and β : H
∞(E,Z) →
B(Jm, Jm+1) at Y ∈ H
∞(E,Z) by,
α(Y ) = V ∗m(Y ⊗ IH)Vm and β(Y ) = V
∗
m+1(Y ⊗ IH)Vm.
The following technical lemma collects facts about α and β that will
be useful in future computations.
Lemma 4.2.
(1) α is contractive, linear, multiplicative, unital, ultraweakly con-
tinuous, and for any Y ∈ H∞(E,Z),
α(Y )Gm = Gm(Y ⊗ IH).
(2) β is contractive, linear, continuous with respect to the ultra-
weak topology on H∞(E,Z) and the weak operator topology on
B(Jm, Jm+1), and for any k ∈ N, ξ ∈ E⊗k, and Y ∈ H∞(E,Z),
β(Wξ)α(Y ) = β(WξY ).
(3) For any a ∈ M, k ∈ N0, and ξ ∈ E⊗k, β(Wξ)∗V ∗m+1(ϕ∞(a) ⊗
IH)Vm+1 = β(Wa∗·ξ)
∗.
(4) For all k ∈ N0 and ξ ∈ E⊗k, α(W(Z(k))−1ξ)g = GmLξ̂,
(5) For all a ∈M , k ∈ N0, and ξ ∈ E⊗k, α(Wξ·a)g = α(Wξ)gσ(a).
(6) For all a ∈ M , k ∈ N0, and ξ ∈ E⊗k, g∗β(Wξ·a)∗ =
σ(a∗)g∗β(Wξ)
∗.
(7) For any j ∈ N0, η ∈ E⊗j, and T ∈ L(E⊗j),
α(WTη)g =
∑
ξ∈Aj
α(WTξ〈ξ,η〉)g,
with convergence in the weak operator topology on B(H, Jm).
(8) For any j ∈ N0, η ∈ E⊗j, and T ∈ L(E⊗j),
g∗β(WTη)
∗ =
∑
ξ∈Aj
g∗β(WTξ〈ξ,η〉)
∗,
with convergence in the weak operator topology on B(Jm+1, H).
Proof of Lemma 4.2.
(1): The induced representation σF(E) is a normal, unital ∗-homomor-
phism. We form α by composing the restriction of σF(E) to H∞(E,Z)
with Ad(V ∗m) : B(K) → B(Jm), which sends T to V
∗
mTVm. It follows
that α is linear, unital, contractive, and ultraweakly continuous. By
Condition (4, m), for Y ∈ H∞(E,Z), V ∗m(Y ⊗ IH) = V
∗
m(Y ⊗ IH)Pm.
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It follows that α is multiplicative. By Condition (5, m), for any Y ∈
H∞(E,Z), α(Y )Gm = Gm(Y ⊗ IH).
(2): The linearity, contractivity, and continuity of β follow from
arguments similar to those used above for α. By equation (4.1), if
k ∈ N, ξ ∈ E⊗k, and Y ∈ H∞(E,Z), then β(Wξ)α(Y ) = V ∗m+1(Wξ ⊗
IH)Pm(Y ⊗ IH)Vm = V
∗
m+1(Wξ ⊗ IH)(Y ⊗ IH)Vm = β(WξY ).
(3): Since Condition (4, m+ 1) holds and ϕ∞(a
∗)Wξ = Wa∗·ξ,
V ∗m+1(ϕ∞(a
∗)⊗IH)Vm+1β(Wξ) = V
∗
m+1(ϕ∞(a
∗)⊗IH)Pm+1(Wξ⊗IH)Vm
= V ∗m+1(ϕ∞(a
∗)⊗ IH)(Wξ ⊗ IH)Vm = β(Wa∗·ξ).
The result follows from taking the adjoint.
(4): By part (1), α(W(Z(k))−1ξ)g = Gm(W(Z(k))−1ξ ⊗ IH)L1̂M = GmLξ̂.
(5): Since ϕ(a) =Wa and Z
(0) = IM , by part (4)
(4.4) α(ϕ∞(a))g = α(Wa)g = GmLâ = GmL1̂Mσ(a) = gσ(a).
Since α is multiplicative, α(Wξ·a)g = α(Wξ)α(ϕ∞(a))g = α(Wξ)gσ(a).
(6): By Condition (4, m) and equation (4.4),
β(Wξ·a)g = V
∗
m+1(Wξ ⊗ IH)(ϕ∞(a)⊗ IH)Vmg
= V ∗m+1(Wξ ⊗ IH)Pm(ϕ∞(a)⊗ IH)Vmg
= β(Wξ)α(ϕ∞(a))g = β(Wξ)gσ(a).
The result follows by taking the adjoint.
(7): We have η =
∑
ξ∈Aj
ξ〈ξ, η〉 since Aj is either an orthonormal
basis or the zero set. As an element of L(E⊗j), T is an ultraweakly
continuous, right M-module homomorphism; also the map that sends
ζ ∈ E⊗j to Wζ ∈ L(F(E)) is linear and ultraweakly continuous, as is
α. The result follows.
(8): The result follows along similar lines as part (7). 
One fact we will require in defining Gm+1 is that
(4.5) G∗m(x) =
∞∑
k=0
(∑
ξ∈Ak
ξ̂ ⊗ g∗α
(
W(Z(k))−1ξ
)∗
x
)
, x ∈ Jm.
To prove this fact, we will show that
(4.6)
( (
g∗α
(
W(Z(k))−1ξ
)∗
x
)
ξ∈Ak
)∞
k=0
is an element in
∑∞
k=0⊕Hk, using the notation of Lemma 3.6. Let
k ∈ N0 and ξ ∈ Ak. By Lemma 3.5(1), ξ · 〈ξ, ξ〉 = ξ, so by Lemma
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4.2(5), we have g∗α
(
W(Z(k))−1ξ
)∗
x = σ〈ξ, ξ〉g∗α
(
W(Z(k))−1ξ
)∗
x ∈ Hξ.
By Lemma 4.2(4) and Lemma 3.3(2),
(4.7)
∑
ξ∈Ak
∥∥g∗α (W(Z(k))−1ξ)∗ x∥∥2 = ∑
ξ∈Ak
∥∥∥L∗
ξ̂
G∗mx
∥∥∥2
=
∑
ξ∈Ak
〈
Lξ̂L
∗
ξ̂
G∗mx,G
∗
mx
〉
= 〈(Qk ⊗ IH)G
∗
mx,G
∗
mx〉 ≤ ‖G
∗
mx‖
2.
We conclude that for every k ∈ N0,
(
g∗α
(
W(Z(k))−1ξ
)∗
x
)
ξ∈Ak
is a well-
defined element of Hk. Moreover,
∑∞
k=0(Qk ⊗ IH) = IK with strong
operator convergence in B(K), so by computation (4.7) we find,
∞∑
k=0
∥∥∥( g∗α (W(Z(k))−1ξ)∗ x )ξ∈Ak∥∥∥2 = ∞∑
k=0
〈(Qk ⊗ IH)G
∗
mx,G
∗
mx〉
= ‖G∗mx‖
2.
Thus, the element in expression (4.6) belongs to
∑∞
k=0⊕Hk. By Lemma
3.6(3), its image under Γ∗ in K is the element in the right-hand side of
equation (4.5). To show equality with G∗m(x), let h ∈ H , j ∈ N0, and
η ∈ E⊗j . For k ∈ N0 and ξ ∈ E⊗k,
〈
ξ̂, η̂
〉
equals 〈ξ, η〉 when k = j and
is otherwise zero. By Lemma 4.2 parts (5), (7), and (4),
〈
∞∑
k=0
(∑
ξ∈Ak
ξ̂ ⊗ g∗α
(
W(Z(k))−1ξ
)∗
x
)
, η̂ ⊗ h
〉
=
∑
ξ∈Aj
〈
x, α
(
W(Z(j))−1ξ
)
gσ〈ξ, η〉h
〉
=
∑
ξ∈Aj
〈
x, α
(
W(Z(j))−1ξ〈ξ,η〉
)
g(h)
〉
=
〈
x, α
(
W(Z(j))−1η
)
g(h)
〉
= 〈x,GmLη̂(h)〉 = 〈G
∗
mx, η̂ ⊗ h〉.
Equation (4.5) follows from routine approximation arguments.
Another fact we need before constructing Gm+1 is that
(4.8)
∞∑
k=1
(∑
η∈Ak
β
(
W(Z(k))−1η
)
gg∗β
(
W(Z(k))−1η
)∗)
≤ IJm+1.
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For convenience, we break the proof into three main steps, as follows:
IJm+1 ≥
∞∑
j=1
∑
ξ∈Aj
β
(
W
X
1/2
j ξ
)
GmG
∗
mβ
(
W
X
1/2
j ξ
)∗(4.9)
=
∞∑
k=1
(
k∑
j=1
(∑
η∈Ak
β
(
W(
X
1/2
j ⊗(Z
(k−j))−1
)
η
)
g
·g∗β
(
W(
X
1/2
j ⊗(Z
(k−j))−1
)
η
)∗))(4.10)
=
∞∑
k=1
(∑
η∈Ak
β
(
W(Z(k))−1η
)
gg∗β
(
W(Z(k))−1η
)∗)
.(4.11)
We begin with inequality (4.9). It follows from Lemma 3.4 that
for any j ∈ N,
∑
ξ∈Aj
W
X
1/2
j ξ
W ∗
X
1/2
j ξ
converges in L(F(E)). If F is
a finite subset of Aj , then because σ
F(E) is a ∗-homomorphism and
‖VmGm‖ ≤ 1,
∑
ξ∈F
β
(
W
X
1/2
j ξ
)
GmG
∗
mβ
(
W
X
1/2
j ξ
)∗
=
∑
ξ∈F
V ∗m+1
(
W
X
1/2
j ξ
⊗ IH
)
VmGmG
∗
mV
∗
m
(
W ∗
X
1/2
j ξ
⊗ IH
)
Vm+1
≤ V ∗m+1
((∑
ξ∈F
W
X
1/2
j ξ
W ∗
X
1/2
j ξ
)
⊗ IH
)
Vm+1
≤ V ∗m+1
∑
ξ∈Aj
W
X
1/2
j ξ
W ∗
X
1/2
j ξ
⊗ IH
Vm+1.
It follows that
∑
ξ∈Aj
β
(
W
X
1/2
j ξ
)
GmG
∗
mβ
(
W
X
1/2
j ξ
)∗
converges ultra-
weakly in B(Jm+1) and V
∗
m+1
((∑
ξ∈Aj
W
X
1/2
j ξ
W ∗
X
1/2
j ξ
)
⊗ IH
)
Vm+1 is
an upper bound. This, together with Lemma 3.4, implies that for
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N ∈ N,
N∑
j=1
∑
ξ∈Aj
β
(
W
X
1/2
j ξ
)
GmG
∗
mβ
(
W
X
1/2
j ξ
)∗
≤ V ∗m+1
 N∑
j=1
∑
ξ∈Aj
W
X
1/2
j ξ
W ∗
X
1/2
j ξ
⊗ IH
Vm+1 ≤ IJm+1.
Inequality (4.9) follows. Towards proving equation (4.10), fix j ∈ N
and ξ ∈ Aj. Since ξ · 〈ξ, ξ〉 = ξ, it follows from Lemma 4.2 parts (1)
and (2) that
(4.12) β
(
W
X
1/2
j ξ
)
Gm = β
(
W
X
1/2
j ξ
)
Gm (ϕ∞〈ξ, ξ〉 ⊗ IH) .
Also, by Lemma 4.2(4), whenever l ∈ N0 and ζ ∈ E⊗l,
Gm
(
θζ̂ ⊗ IH
)
G∗m = GmLζ̂L
∗
ζ̂
G∗m = α
(
W(Z(l))−1ζ
)
gg∗α
(
W(Z(l))−1ζ
)∗
.
Therefore, by Lemma 3.5(4),
(4.13) Gm (ϕ∞〈ξ, ξ〉 ⊗ IH)G
∗
m =
∞∑
l=0
 ∑
η∈Al+j
ηj=ξ
Gm
(
θ
η̂j0
⊗ IH
)
G∗m

=
∞∑
l=0
 ∑
η∈Al+j
ηj=ξ
α
(
W(Z(l))−1ηj0
)
gg∗α
(
W(Z(l))−1ηj0
)∗ .
If l ∈ N0 and η ∈ Al+j with ηj = ξ, by Lemma 4.2(2) and Lemma
3.5(2),
(4.14) β
(
W
X
1/2
j ξ
)
α
(
W(Z(l))−1ηj0
)
g = β
(
W(
X
1/2
j ⊗(Z
(l))−1
)
η
)
g.
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Putting together equations (4.12), (4.13), and (4.14),
β
(
W
X
1/2
j ξ
)
GmG
∗
mβ
(
W
X
1/2
j ξ
)∗
= β
(
W
X
1/2
j ξ
)
Gm (ϕ∞〈ξ, ξ〉 ⊗ IH)G
∗
mβ
(
W
X
1/2
j ξ
)∗
=
∞∑
l=0
 ∑
η∈Al+j
ηj=ξ
β
(
W
X
1/2
j ξ
)
α
(
W
(Z(l))−1ηj0
)
gg∗α
(
W
(Z(l))−1ηj0
)∗
β
(
W
X
1/2
j ξ
)∗
=
∞∑
l=0
 ∑
η∈Al+j
ηj=ξ
β
(
W(
X
1/2
j ⊗(Z
(l))−1
)
η
)
gg∗β
(
W(
X
1/2
j ⊗(Z
(l))−1
)
η
)∗ .
Summing over ξ ∈ Aj , interchanging sums, and using Lemma 3.5(3),
∑
ξ∈Aj
β
(
W
X
1/2
j ξ
)
GmG
∗
mβ
(
W
X
1/2
j ξ
)∗
=
∑
ξ∈Aj

∞∑
l=0
 ∑
η∈Al+j
ηj=ξ
β
(
W(
X
1/2
j ⊗(Z
(l))−1
)
η
)
gg∗β
(
W(
X
1/2
j ⊗(Z
(l))−1
)
η
)∗

=
∞∑
l=0
 ∑
η∈Al+j
β
(
W(
X
1/2
j ⊗(Z
(l))−1
)
η
)
gg∗β
(
W(
X
1/2
j ⊗(Z
(l))−1
)
η
)∗ .
Finally, summing over j ∈ N, re-indexing, and interchanging sums,
∞∑
j=1
∑
ξ∈Aj
β
(
W
X
1/2
j ξ
)
GmG
∗
mβ
(
W
X
1/2
j ξ
)∗
=
∞∑
j=1
 ∞∑
l=0
 ∑
η∈Al+j
β
(
W(
X
1/2
j ⊗(Z
(l))−1
)
η
)
gg∗β
(
W(
X
1/2
j ⊗(Z
(l))−1
)
η
)∗
=
∞∑
k=1
 k∑
j=1
∑
η∈Ak
β
(
W(
X
1/2
j ⊗(Z
(k−j))−1
)
η
)
gg∗β
(
W(
X
1/2
j ⊗(Z
(k−j))−1
)
η
)∗
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as desired. Finally, to prove equation (4.11) it suffices to show that
k∑
j=1
(∑
η∈Ak
β
(
W(
X
1/2
j ⊗(Z
(k−j))−1
)
η
)
gg∗β
(
W(
X
1/2
j ⊗(Z
(k−j))−1
)
η
)∗)
=
∑
η∈Ak
β
(
W(Z(k))−1η
)
gg∗β
(
W(Z(k))−1η
)∗(4.15)
for any k ∈ N. Let x ∈ Jm+1. By definition of Dk and Lemma 3.3(3),
DkD
∗
k = Dk
(∑
ξ∈Ak
TξT
∗
ξ
)
D∗k =
∑
ξ∈Ak
WξW
∗
ξ . Since ‖g‖ ≤ 1,∑
ξ∈Ak
‖g∗β(Wξ)
∗x‖2 =
∑
ξ∈Ak
‖g∗V ∗m(W
∗
ξ ⊗ IH)Vm+1x‖
2
≤
∑
ξ∈Ak
‖(W ∗ξ ⊗ IH)x‖
2 =
∑
ξ∈Ak
〈
(WξW
∗
ξ ⊗ IH)x, x
〉
= 〈(DkD
∗
k ⊗ IH)x, x〉 = ‖(D
∗
k ⊗ IH)x‖
2 .
Using the notation and results from Lemma 3.6, it follows from Lemma
4.2(6) that for every ξ ∈ Ak, g
∗β(Wξ)
∗x belongs to Hξ. The preceding
computation shows that (g∗β(Wξ)
∗x)ξ∈Ak is an element in Hk; let x˜
be its image in E⊗k ⊗σ H under the isomorphism γ
∗
k. If S is any ele-
ment in L(E⊗k), then using Lemma 3.3(1) and applying σE
⊗k
, we have
SS∗⊗IH =
∑
ξ∈Ak
(θSξ ⊗ IH). For each ξ ∈ Ak, the matrix for θSξ⊗IH ,
when viewed as an operator in B(Hk), is [σ〈µ, Sξ〉σ〈Sξ, ν〉]µ,ν∈Ak by
Lemma 3.6(2), so by Lemma 4.2 parts (6) and (8), a matrix computa-
tion reveals,
(4.16) 〈x˜, (SS∗ ⊗ IH)x˜〉
=
∑
ξ∈Ak
(∑
µ∈Ak
(∑
ν∈Ak
〈σ〈Sξ, µ〉g∗β(Wµ)
∗x, σ〈Sξ, ν〉(g∗β(Wν)
∗x)〉
))
=
∑
ξ∈Ak
(∑
µ∈Ak
(∑
ν∈Ak
〈
g∗β(Wµ〈µ,Sξ〉)
∗x, g∗β(Wν〈ν,Sξ〉)
∗x
〉))
=
∑
ξ∈Ak
〈g∗β(WSξ)
∗x, g∗β(WSξ)
∗x〉 =
∑
ξ∈Ak
〈β(WSξ)gg
∗β(WSξ)
∗x, x〉 .
Using the identities, Z(k)∗Z(k) = R−2k and
∑k
j=1Xj⊗R
2
k−j = R
2
k, as well
as two applications of equation (4.16), first when S = X
1/2
j ⊗(Z
(k−j))−1
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and second when S = (Z(k))−1, we obtain〈
k∑
j=1
∑
η∈Ak
β
(
W(
X
1/2
j ⊗(Z
(k−j))−1
)
η
)
gg∗β
(
W(
X
1/2
j ⊗(Z
(k−j))−1
)
η
)∗x, x〉
=
k∑
j=1
〈x˜,
(
(Xj ⊗R
2
k−j)⊗ IH
)
x˜〉 = 〈x˜, (R2k ⊗ IH)x˜〉
=
∑
η∈Ak
〈(
β
(
W(Z(k))−1η
)
gg∗β
(
W(Z(k))−1η
)∗)
x, x
〉
.
Thus
∑
η∈Ak
β
(
W(Z(k))−1η
)
gg∗β
(
W(Z(k))−1η
)∗
converges in B(Jm+1) and
equation (4.15) holds, which completes the proof of inequality (4.8).
Momentarily, we define Gm+1 ∈ B(K, Jm+1) as a 2 × 2 operator-
valued matrix with respect to the decompositions K = (K ⊖ K0) ⊕
K0 and Jm+1 = Jm ⊕ (Jm+1 ⊖ Jm). One of the columns of Gm+1 is
determined by the adjoint of a contraction F : Jm+1 → K ⊖K0 that
we define as follows at x ∈ Jm+1. By inequality (4.8),
(4.17)
∞∑
k=1
(∑
ξ∈Ak
‖g∗β
(
W(Z(k))−1ξ
)∗
x‖2
)
=
〈
∞∑
k=1
(∑
ξ∈Ak
β
(
W(Z(k))−1ξ
)
gg∗β
(
W(Z(k))−1ξ
)∗)
x, x
〉
≤ ‖x‖2.
It follows that
(
δk≥1
(
g∗β
(
W(Z(k))−1ξ
)∗
x
)
ξ∈Ak
)∞
k=0
is a well-defined el-
ement of
∑∞
k=0⊕Hk where δk≥1 is 1 when k ≥ 1 and 0 when k = 0.
We define F (x) to be its image under Γ∗ in K, namely
(4.18) F (x) =
∞∑
k=1
(∑
ξ∈Ak
ξ̂ ⊗ g∗β
(
W(Z(k))−1ξ
)∗
x
)
.
The operator F is linear, and by inequality (4.17), F is contractive. If
a ∈ M , k ∈ N, and ξ ∈ Ak, then
〈
ξ̂, â
〉
= 0. Thus, for x ∈ Jm+1, a ∈
M , and h ∈ H ,
〈F (x), â⊗ h〉 =
∞∑
k=1
(∑
ξ∈Ak
〈
g∗β
(
W(Z(k))−1ξ
)∗
x, σ
〈
ξ̂, â
〉
h
〉)
= 0.
It follows that F (x) ∈ K ⊖K0, as desired.
For organizational purposes, we temporarily adopt the following no-
tation: if L is a Hilbert space with closed subspace L0, let (V
L
L0
) denote
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the inclusion isometry in B(L0, L), and let (P
L
L0
) denote the projection
in B(L) onto L0. It follows that (V
L
L0
)∗ is the range restriction of
(P L
L0
) to L0, (V
L
L0
)(V L
L0
)∗ = (P L
L0
), and (V L
L0
)∗(V L
L0
) is the identity on
L0. In this notation, let us show that F and Gm satisfy the following
relationship:
(4.19) (V Jm+1
Jm
)∗F ∗ = Gm(V
K
K⊖K0
).
If x ∈ Jm then by equations (4.18) and (4.5),
F (V Jm+1
Jm
)x =
∞∑
k=1
(∑
ξ∈Ak
ξ̂ ⊗ g∗β
(
W(Z(k))−1ξ
)∗
(V Jm+1
Jm
)x
)
=
∞∑
k=1
(∑
ξ∈Ak
ξ̂ ⊗ g∗α
(
W(Z(k))−1ξ
)∗
x
)
= (V K
K⊖K0
)∗G∗mx.
Therefore, F (V Jm+1
Jm
) = (V K
K⊖K0
)∗G∗m, and equation (4.19) follows.
In our 2× 2 matricial definition of Gm+1, the following maps, R, S,
and T , will comprise three of the four corners. Define
R = (V Jm+1
Jm
)∗F ∗ = Gm(V
K
K⊖K0
) in B(K ⊖K0, Jm);
S = (V Jm+1
Jm+1⊖Jm
)∗F ∗ in B(K ⊖K0, Jm+1 ⊖ Jm); and
T = Gm(V
K
K0
) in B(K0, Jm);
noting that R is well-defined by equation (4.19). Matricially,
(4.20) F ∗ =
[
R
S
]
and Gm =
[
R T
]
.
By Parrott’s lemma [11], there exists U ∈ B(K0, Jm+1 ⊖ Jm) such
that
(4.21)
∥∥∥∥[R TS U
]∥∥∥∥ = max {‖F‖ , ‖Gm‖} ,
so at last we define
Gm+1 =
[
R T
S U
]
in B(K, Jm+1). By equation (4.20),
Gm+1(V
K
K⊖K0
) = F ∗ and(4.22)
(V Jm+1
Jm
)∗Gm+1 = Gm.(4.23)
Our goal is to show that
(
{ni}
m+1
i=1 , {Ji}
m+1
i=1 , {Gi}
m+1
i=1
)
is an (m+1)-
triple. We have already shown that the first four (m+1)-level conditions
are satisfied. Condition (7, m+1) readily follows from equation (4.21).
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Towards proving Condition (5, m+ 1), recall that σF(E) ◦ϕ∞ :M →
B(K) is the normal, unital ∗-homomorphism that maps a ∈ M to
ϕ∞(a) ⊗ IH . Let each of ψ1 : M → B(K ⊖ K0), ψ2 : M → B(K0),
π1 : M → B(Jm), and π2 : M → B(Jm+1 ⊖ Jm) be the compression
of σF(E) ◦ ϕ∞ to the indicated space; for instance, for every a ∈ M ,
ψ1(a) = (V
K
K⊖K0
)∗(ϕ∞(a)⊗IH)(V
K
K⊖K0
). The spaces K0, Jm, and Jm+1
reduce σF(E) ◦ ϕ∞, from which it follows that K ⊖K0 and Jm+1 ⊖ Jm
also reduce σF(E) ◦ϕ∞. Therefore, ψ1, ψ2, π1, and π2 are normal, unital
∗-homomorphisms. We want to show that
(4.24)
R ∈ I(ψ1, π1); S ∈ I(ψ1, π2); T ∈ I(ψ2, π1); and U ∈ I(ψ2, π2).
Note that Vm = (V
K
Jm
) and Vm+1 = (V
K
Jm+1
). Since K ⊖ K0 reduces
σF(E) ◦ ϕ∞, if a ∈M , then by Condition (5, m),
Rψ1(a) = Gm(P
K
K⊖K0
)(ϕ∞(a)⊗ IH)(V
K
K⊖K0
)
= Gm(ϕ∞(a)⊗ IH)(V
K
K⊖K0
)
= V ∗m(ϕ∞(a)⊗ IH)VmGm(V
K
K⊖K0
) = π1(a)R,
Thus R ∈ I(ψ1, π1); analogously T ∈ I(ψ2, π1). To show that S ∈
I(ψ1, π2), it suffices to show that for every a ∈ M , x ∈ Jm+1 ⊖ Jm,
η ∈ E⊗j with j ∈ N, and h ∈ H ,
(4.25) 〈η̂ ⊗ h, ψ1(a)S
∗x〉 = 〈η̂ ⊗ h, S∗π2(a)x〉.
Since K ⊖K0 reduces σ
F(E) ◦ ϕ∞, by equation (4.18),
ψ1(a)S
∗x = (ϕ∞(a)⊗ IH)Fx
= (ϕ∞(a)⊗ IH)
(
∞∑
k=1
(∑
ξ∈Ak
ξ̂ ⊗ g∗β
(
W(Z(k))−1ξ
)∗
x
))
=
∞∑
k=1
(∑
ξ∈Ak
â · ξ ⊗ g∗β
(
W(Z(k))−1ξ
)∗
x
)
.
Thus by Lemma 4.2, parts (6) and (8),
(4.26) 〈η̂ ⊗ h, ψ1(a)S
∗x〉 =
∑
ξ∈Aj
〈
h, σ〈η, a · ξ〉
(
g∗β
(
W(Z(j))−1ξ
)∗
x
)〉
=
∑
ξ∈Aj
〈
h, g∗β
(
W(Z(j))−1ξ·〈ξ,a∗η〉
)∗
x
〉
=
〈
h, g∗β
(
W(Z(j))−1(a∗η)
)∗
x
〉
.
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On the other hand, since Jm+1 ⊖ Jm reduces σ
F(E) ◦ ϕ∞, by Lemma
4.2(3),
S∗π2(a)x = F (V
K
Jm+1
)∗(ϕ∞(a)⊗ IH)(V
K
Jm+1
)x
=
∞∑
k=1
(∑
ξ∈Ak
ξ̂ ⊗
(
g∗β
(
W(Z(k))−1ξ
)∗
(V K
Jm+1
)∗(ϕ∞(a)⊗ IH)(V
K
Jm+1
)x
))
=
∞∑
k=1
(∑
ξ∈Ak
ξ̂ ⊗ g∗β
(
Wa∗·(Z(k))−1ξ
)∗
x
)
.
Therefore by Lemma 4.2, parts (6) and (8), since (Z(j))−1 ∈ ϕj(M)
c,
(4.27) 〈η̂ ⊗ h, S∗π2(a)x〉 =
∑
ξ∈Aj
〈
h, σ〈η, ξ〉
(
g∗β
(
Wa∗·(Z(j))−1ξ
)∗
x
)〉
=
∑
ξ∈Aj
〈
h, g∗β
(
Wa∗(Z(j))−1ξ〈ξ,η〉
)∗
x
〉
=
〈
h, g∗β
(
W(Z(j))−1(a∗η)
)∗
x
〉
.
Combining equations (4.26) and (4.27), we obtain equation (4.25), so
S ∈ I(ψ1, π2). Examining the proof of Parrott’s Lemma in [11], we see
that U is given as the weak operator limit of the sequence{
−cnS(I − c
2
nR
∗R)−1R∗T
}∞
n=0
for some sequence of numbers {cn}
∞
n=0. Since R ∈ I(ψ1, π1), S ∈
I(ψ1, π2), and T ∈ I(ψ2, π1), it follows that U ∈ I(ψ2, π2), which gives
(4.24).
To establish Condition (5, m+1), by Conditions (4, m+1) and (5, m),
it suffices to show that
(4.28) (V ∗m+1(Y ⊗ IH)Vm+1)Gm+1 = Gm+1(Y ⊗ IH)
in only two cases: when Y = ϕ∞(a) for some a ∈M and when Y = Wξ
for some ξ ∈ E. Using properties (4.24), we compute
V ∗m+1(ϕ∞(a)⊗ IH)Vm+1Gm+1 =
[
π1(a) 0
0 π2(a)
] [
R T
S U
]
=
[
π1(a)R π1(a)T
π2(a)S π2(a)U
]
=
[
Rψ1(a) Tψ2(a)
Sψ1(a) Uψ2(a)
]
=
[
R T
S U
] [
ψ1(a) 0
0 ψ2(a)
]
= Gm+1(ϕ∞(a)⊗ IH).
This establishes equation (4.28) when Y = ϕ∞(a). For the case when
Y =Wξ, it suffices to show that for every j ∈ N0, η ∈ E⊗j, h ∈ H , and
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x ∈ Jm+1,
(4.29)〈
V ∗m+1(Wξ ⊗ IH)Vm+1Gm+1 (η̂ ⊗ h) , x
〉
= 〈Gm+1(Wξ ⊗ IH) (η̂ ⊗ h) , x〉 .
With Wξ(η̂)⊗ h = ̂Zj+1(ξ ⊗ η)⊗ h ∈ K ⊖K0, by equations (4.22) and
(4.18),
〈Gm+1(Wξ ⊗ IH) (η̂ ⊗ h) , x〉
=
〈
̂Zj+1(ξ ⊗ η)⊗ h, (V
K
K⊖K0
)∗G∗m+1x
〉
=
〈
̂Zj+1(ξ ⊗ η)⊗ h, Fx
〉
=
∞∑
k=1
(∑
µ∈Ak
〈
̂Zj+1(ξ ⊗ η)⊗ h, µ̂⊗ g
∗β
(
W(Z(k))−1µ
)∗
x
〉)
.
For k ∈ N and µ ∈ Ak,
〈
̂Zj+1(ξ ⊗ η), µ̂
〉
is 〈Zj+1(ξ ⊗ η), µ〉 when
k = j + 1 and is otherwise zero. Recalling that (Z(j+1))−1Zj+1 =
I1 ⊗ (Z
(j))−1, we continue the preceding computation using Lemma
4.2, parts (6) and (8),
(4.30) 〈Gm+1(Wξ ⊗ IH) (η̂ ⊗ h) , x〉
=
∑
µ∈Aj+1
〈
h, σ〈Zj+1(ξ ⊗ η), µ〉
(
g∗β
(
W(Z(j+1))−1µ
)∗
x
)〉
=
∑
µ∈Aj+1
〈
h, g∗β
(
W(Z(j+1))−1µ〈µ,Zj+1(ξ⊗η)〉
)∗
x
〉
=
〈
h, g∗β
(
W(Z(j+1))−1Zj+1(ξ⊗η)
)∗
x
〉
=
〈
h, g∗β
(
Wξ⊗(Z(j))−1η
)∗
x
〉
=
〈
β
(
Wξ⊗(Z(j))−1η
)
g(h), x
〉
.
On the other hand, we have that PmVm+1 = Vm(V
Jm+1
Jm
)∗ and V ∗m+1(Wξ⊗
IH) = V
∗
m+1(Wξ ⊗ IH)Pm by equation (4.1). Thus, by equation (4.23)
and Lemma 4.2, parts (4) and (2),
V ∗m+1(Wξ⊗IH)Vm+1Gm+1 (η̂ ⊗ h) = V
∗
m+1(Wξ⊗IH)PmVm+1Gm+1Lη̂h
= V ∗m+1(Wξ ⊗ IH)Vm(V
Jm+1
Jm
)∗Gm+1Lη̂h = β(Wξ)GmLη̂h
= β (Wξ)α
(
W(Z(j))−1η
)
g(h) = β
(
Wξ⊗(Z(j))−1η
)
g(h).
This fact together with equation (4.30) yields equation (4.29), which
completes the proof of Condition (5, m+ 1).
All that remains is Condition (6, m+ 1), and we need only consider
the case when j = m + 1. If i = m + 1, then V ∗i VjGj = Gm+1 =
Gi, as desired. Suppose 1 ≤ i ≤ m. Since Ji ⊆ Jm ⊆ Jm+1 ⊆
K, it follows that V ∗j Vi = (V
Jm+1
Jm
)(V Jm
Ji
) and V ∗mVi = (V
Jm
Ji
). Taking
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adjoints, applying equation (4.23), and using Condition (6, m), we have
V ∗i VjGj = (V
Jm
Ji
)∗(V Jm+1
Jm
)∗Gm+1 = (V
Jm
Ji
)∗Gm = V
∗
i VmGm = Gi. Thus,
Condition (6, m + 1) is satisfied. Having shown all seven conditions,
we conclude that
(
{ni}
m+1
i=1 , {Ji}
m+1
i=1 , {Gi}
m+1
i=1
)
is an (m+ 1)-triple.
Recall that we are considering the case when there is no m ∈ N
such that an m-triple ({ni}
m
i=1, {Ji}
m
i=1, {Gi}
m
i=1) exists with Jm = K.
Since we know ({ni}
1
i=1, {Ji}
1
i=1, {Gi}
1
i=1) is a 1-triple, the result we
have just shown, together with an inductive argument, guarantees the
existence of three sequences {ni}
∞
i=1, {Ji}
∞
i=1, and {Gi}
∞
i=1 such that
({ni}
m
i=1, {Ji}
m
i=1, {Gi}
m
i=1) is anm-triple for everym ∈ N. As before, for
every i ∈ N, let Vi ∈ B(Ji, K) be the inclusion map, and let Pi ∈ B(K)
be the projection map onto Ji.
Towards defining G˜, note that {Ji}
∞
i=1 is an increasing family of sub-
spaces of K because Condition (2, m) holds for every m, so J∞ :=⋃∞
k=1 Jk is a linear subspace of K. An inductive argument using Con-
dition (1, m) for m ≥ 2 implies that for all k ∈ N0, k ≤ nk+2. Thus
for each k ∈ N0, Condition (3, k + 2) implies that Kk ⊆ Knk+2 ⊆ Jk+2.
Therefore
⋃∞
k=0Kk ⊆ J∞. It follows that K = J∞. Suppose x ∈ J∞
and x ∈ Ji ∩ Jj for some i, j ∈ N. Assuming without loss of general-
ity that i ≤ j, Ji ⊆ Jj by Condition (2, j), and by Condition (8, j),
V ∗i VjGj = Gi. Therefore, G
∗
ix = G
∗
jV
∗
j Vix = G
∗
jx. Using the Condi-
tions (7, m) form ≥ 1, it follows that there is a well-defined contraction
C ∈ B(K) such that for every k ∈ N and x ∈ Jk, C(x) = G∗k(x).
Let us define G˜ := C∗ and show that G˜ satisfies the four properties
stated in the conclusion of the theorem. First, note that for any k ∈ N
and x ∈ Jk, G˜
∗Vkx = Cx = G
∗
kx. Thus
(4.31) G˜∗Vk = G
∗
k, ∀k ∈ N.
In particular, G˜∗V = G∗1 since V = V1. Since G1 = GV
∗ and P =
V V ∗ is the projection map onto J in B(K), we have G˜∗P = V G∗V ∗.
Properties (1) and (2) follow readily. Let Y ∈ H∞(E,Z) and k ∈ N.
By Condition (4, k), V ∗k (Y ⊗ IH) = V
∗
k (Y ⊗ IH)Pk; by Condition (5, k)
and two applications of the adjoint of equation (4.31), V ∗k (Y ⊗ IH)G˜ =
V ∗k (Y ⊗ IH)PkG˜ = V
∗
k (Y ⊗ IH)VkGk = Gk(Y ⊗ IH) = V
∗
k G˜(Y ⊗ IH).
Property (3) follows since K = J∞. Finally, C is a contraction, but
also ‖C‖ ≥ 1 since ‖G1‖ = 1. This gives property (4), completing
the proof of the theorem in the case when ‖G‖ = 1. If G is the zero
operator in B(J), then the zero operator in B(K) satisfies the desired
properties for G˜. If G 6= 0, then a straightforward scaling argument
utilizing the case treated above produces the desired result. 
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The following corollary generalizes Theorem 4.1 to the case where
the W ∗-algebra is represented on two Hilbert spaces. The proof makes
use of the so-called Putnam trick. It is this corollary that we use to
prove the weighted Nevanlinna-Pick interpolation theorem in Section
6.
Corollary 4.3. Let σ1 : M → B(H1) and σ2 : M → B(H2) be faith-
ful, normal, unital ∗-homomorphism for Hilbert spaces H1 and H2, and
let Z be a sequence of weights associated with X. For j = 1, 2, sup-
pose that Jj is a closed linear subspace of F(E) ⊗σj Hj such that for
every Y ∈ H∞(E,Z),
(
Y ∗ ⊗ IHj
)
(Jj) ⊆ Jj. For j = 1, 2, let Vj be
the inclusion map of Jj into F(E) ⊗σj Hj. Suppose there exists G ∈
B(J1, J2) such that for every Y ∈ H
∞(E,Z), G (V ∗1 (Y ⊗ IH1)V1) =
(V ∗2 (Y ⊗ IH2)V2)G. Then there exists G˜ ∈ B(F(E) ⊗σ1 H1,F(E) ⊗σ2
H2) such that
(1) G˜∗(J2) ⊆ J1,
(2) V ∗2 G˜V1 = G,
(3) G˜(Y ⊗ IH1) = (Y ⊗ IH2)G˜ for all Y ∈ H
∞(E,Z), and
(4) ‖G˜‖ = ‖G‖.
Proof. We will use the “Putnam trick” to translate the two-space prob-
lem into a one-space problem where we may apply the original result,
Theorem 4.1. We then return to the two-space setting by picking off
the lower left-hand entries in the 2×2 matricial expressions for certain
operators.
Let H = H1 ⊕ H2. Let σ = σ1 ⊕ σ2 : M → B(H). Define the
induced representation spaces K1 = F(E)⊗σ1 H1, K2 = F(E)⊗σ2 H2,
and K = F(E) ⊗σ H . We identify K with K1 ⊕K2 in the usual way
and let J be the image of J1 ⊕ J2 in K. For notational simplicity we
will omit the implied isomorphisms in our computations. Let V be the
inclusion map of J into K. Let P1, P2, and P be the projection maps
in B(K1), B(K2), and B(K) onto J1, J2, and J , respectively. Define
(4.32) G0 :=
[
0 0
G 0
]
∈ B(J).
Towards applying Theorem 4.1, let us show that for all Y ∈ H∞(E,Z),
(Y ∗ ⊗ IH)(J) ⊆ J and(4.33)
G0(V
∗(Y ⊗ IH)V ) = (V
∗(Y ⊗ IH)V )G0.(4.34)
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By hypothesis, Pj(Y ⊗ IHj ) = Pj(Y ⊗ IHj )Pj for j = 1, 2. Thus,
P (Y ⊗ IH) =
[
P1 0
0 P2
] [
Y ⊗ IH1 0
0 Y ⊗ IH2
]
=
[
P1 0
0 P2
] [
Y ⊗ IH1 0
0 Y ⊗ IH2
] [
P1 0
0 P2
]
= P (Y ⊗ IH)P.
Containment (4.33) follows. Since V V ∗ = P and V ∗V is the identity
on J ,
(4.35) G0V
∗(Y ⊗ IH)V = V
∗V G0V
∗P (Y ⊗ IH)PV
= V ∗
[
0 0
V2GV
∗
1 0
] [
P1 0
0 P2
] [
Y ⊗ IH1 0
0 Y ⊗ IH2
] [
P1 0
0 P2
]
V
= V ∗
[
0 0
V2GV
∗
1 (Y ⊗ IH1)P1 0
]
V.
On the other hand,
(4.36) V ∗(Y ⊗ IH)V G0 = V
∗P (Y ⊗ IH)PV G0V
∗V
= V ∗
[
P1 0
0 P2
] [
Y ⊗ IH1 0
0 Y ⊗ IH2
] [
P1 0
0 P2
] [
0 0
V2GV
∗
1 0
]
V
= V ∗
[
0 0
P2(Y ⊗ IH2)V2GV
∗
1 0
]
V.
By our hypothesis, V2GV
∗
1 (Y ⊗IH1)P1 = P2(Y ⊗IH2)V2GV
∗
1 . Equation
(4.34) now follows from equations (4.35) and (4.36).
Having shown containment (4.33) and equation (4.34), we apply The-
orem 4.1 and conclude that there exists G˜0 ∈ B(K) such that:
(1′) G˜0
∗
(J) ⊆ J ,
(2′) V ∗G˜0V = G0,
(3′) G˜0(Y ⊗ IH) = (Y ⊗ IH)G˜0 for all Y ∈ H
∞(E,Z), and
(4′) ‖G˜0‖ = ‖G0‖.
With A ∈ B(K1), B ∈ B(K2, K1), C ∈ B(K2), and G˜ ∈ B(K1, K2)
such that
(4.37) G˜0 =
[
A B
G˜ C
]
,
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let us show that G˜ satisfies properties (1)-(4). By property (1′), PG˜0 =
PG˜0P , so[
P1A P1B
P2G˜ P2C
]
=
[
P1 0
0 P2
] [
A B
G˜ C
]
= PG˜0 = PG˜0P
=
[
P1 0
0 P2
] [
A B
G˜ C
] [
P1 0
0 P2
]
=
[
P1AP1 P1BP2
P2G˜P1 P2CP2
]
.
Equating the lower left-hand entries, property (1) holds. It follows
from property (2′) that PG˜0P = V G0V
∗, so by similar computations,[
P1AP1 P1BP2
P2G˜P1 P2CP2
]
=
[
0 0
V2GV
∗
1 0
]
.
Property (2) follows by equating the lower left-hand entries. Property
(3′) implies[
A(Y ⊗ IH1) B(Y ⊗ IH2)
G˜(Y ⊗ IH1) C(Y ⊗ IH2)
]
=
[
(Y ⊗ IH1)A (Y ⊗ IH1)B
(Y ⊗ IH2)G˜ (Y ⊗ IH2)C
]
for Y ∈ H∞(E,Z). Again, equating the lower left-hand entries, we
obtain property (3). Finally, it follows from equation (4.37) that ‖G˜‖ ≤
‖G˜0‖. By property (4
′) and equation (4.32), ‖G˜0‖ = ‖G0‖ = ‖G‖.
Since ‖G‖ ≤ ‖G˜‖ by property (2), we conclude that ‖G‖ = ‖G˜‖. This
gives property (4) and completes the proof. 
5. The Commutant and Double Commutant
In this section we identify the commutant of an induced image of
the weighted Hardy algebra of the dual correspondence and the double
commutant of an induced image of the weighted Hardy algebra of the
original correspondence. For the remainder of the paper, we will assume
that E is full.
Let σ : M → B(H) be a fixed faithful, normal, unital ∗-homomor-
phism for a Hilbert space H , and let Z be a sequence of weights asso-
ciated with X . In Section 7 of [9], Muhly and Solel use X to construct
an admissible sequence for Eσ, X ′ = {X ′k}
∞
k=0, and Z to construct
a sequence of weights associated with X ′, which we will denote by
Z ′ = {Z ′k}
∞
k=0. Our proof of the weighted Nevanlinna-Pick theorem
will involve the commutant of the algebra {Y ⊗ IH | Y ∈ H
∞(Eσ, Z ′)}
in B(F(Eσ) ⊗ι H); our next goal is to identify it with H
∞(E,Z) in
a certain way. A note of caution is in order, for what we will call
Z ′ is referred to as C in [9]. Let us summarize the construction of
X ′ and Z ′, simultaneously clarifying our notation. For k ∈ N0, we
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shall write Ak for ϕk(M)
c, the commutant of ϕk(M) in L(E
⊗k), and
A′k for ϕ
′
k(σ(M)
′)c, the commutant of the image of σ(M)′ under ϕ′k in
L((Eσ)⊗k). Using Lemma 7.2 of [9], for each k ∈ N0 we define X ′k to
be the unique element in A′k such that U
σ∗
k (Xk ⊗ IH)U
σ
k = X
′
k ⊗ IH .
For k ∈ N0, define
Ck =
{
IM if k = 0
Z(k)(Z(k−1) ⊗ I1)
−1 if k ≥ 1
.
Since Ck ∈ Ak, we define Z
′
k to be unique element in A
′
k such that
Uσ∗k (Ck ⊗ IH)U
σ
k = Z
′
k ⊗ IH ([9], Lemma 7.2). Here is where we have
modified the notation used in [9]; we have interchanged the roles of C
and Z ′ as they were introduced in Lemma 7.4 of [9]. By Theorem 7.6
of [9], X ′ = {X ′k}
∞
k=0 is an admissible sequence and Z
′ = {Z ′k}
∞
k=0 is a
sequence of weights associated with X ′.
We now repeat the construction with Eσ replacing E and Eσι re-
placing Eσ. For k ∈ N0, let A′′k denote ϕ
′′
k(σ(M))
c, the commutant of
ϕ′′k(σ(M)) in L((E
σι)⊗k). For k ∈ N0 define
C ′k :=
{
Iσ(M)′ if k = 0
Z ′(k)(Z ′(k−1) ⊗ I ′1)
−1 if k ≥ 1
.
Since X ′k, C
′
k ∈ A
′
k, there exist unique X
′′
k , Z
′′
k ∈ A
′′
k such that U
ι∗
k (X
′
k⊗
IH)U
ι
k = X
′′
k ⊗ IH and U
ι∗
k (C
′
k ⊗ IH)U
ι
k = Z
′′
k ⊗ IH ([9], Lemma 7.2). It
follows from Theorem 7.6 of [9] that X ′′ = {X ′′k}
∞
k=0 is an admissible
sequence for Eσι and Z ′′ = {Z ′′k}
∞
k=0 is a sequence of weights associated
with X ′′. The following fact will be useful in future computations.
Lemma 5.1. For all k ∈ N0, Uσ∗k (Zk ⊗ IH)U
σ
k = C
′
k ⊗ IH .
Proof. The case when k = 0 follows from the fact that Z0 is the identity
on M and C ′0 is the identity on σ(M)
′. Suppose k ≥ 1. By the discus-
sion preceding Theorem 7.6 in [9], Z ′(k)⊗IH = U
σ∗
k (Z
(k)⊗IH)U
σ
k ; more-
over, by Lemma 7.2 of [9], Z ′(k−1)⊗I ′1⊗IH = U
σ∗
k
(
I1 ⊗ Z
(k−1) ⊗ IH
)
Uσk .
Therefore, since Z(k)
(
I1 ⊗ Z
(k−1)
)−1
= Zk,
C ′k ⊗ IH = (Z
′(k) ⊗ IH)(Z
′(k−1) ⊗ I ′1 ⊗ IH)
−1
= Uσ∗k (Z
(k) ⊗ IH)
(
I1 ⊗ Z
(k−1) ⊗ IH
)−1
Uσk = U
σ∗
k (Zk ⊗ IH)U
σ
k ,
as desired. 
We already know how to naturally identify M with σ(M), E with
Eσι, and σ with . To identify X with X ′′ and Z with Z ′′, that is to
show that
(5.1) ωkZkω
∗
k = Z
′′
k , and ωkXkω
∗
k = X
′′
k ,
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note that for all k ∈ N0, Uσk U
ι
k(ωk ⊗ IH) is the identity operator on
E⊗k⊗σH . By Lemma 5.1, U
ι∗
k (C
′
k⊗ IH)U
ι
k = U
ι∗
k U
σ∗
k (Zk⊗ IH)U
σ
k U
ι
k =
ωkZkω
∗
k ⊗ IH , so by the uniqueness of Z
′′
k , ωkZkω
∗
k = Z
′′
k . Analogously,
ωkXkω
∗
k = X
′′
k .
Lemma 5.2. Ad(ω∞)(H
∞(E,Z)) = H∞(Eσι, Z ′′).
Proof. It suffices to show that
ω∞W
Z
ξ ω
∗
∞ = W
Z′′
ωk(ξ)
, ∀k ∈ N, ∀ξ ∈ E⊗k, and(5.2)
ω∞ϕ∞(a)ω
∗
∞ = ϕ
′′
∞(σ(a)), ∀a ∈M.(5.3)
By straightforward computation with equation (5.1), ωiZ
(i,i−k)ω∗i =
Z ′′(i,i−k) when i ≥ k ≥ 0, so ω∞D
Z
k ω
∗
∞ = D
Z′′
k . Since ω∞Tξω
∗
∞ = Tωk(ξ),
equation (5.2) follows. Equation (5.3) is simply the case when k =
0. 
The following theorem gives two commutant results. The first plays
a role at the crucial step of the weighted Nevanlinna-Pick theorem in
the next section. The second is a weighted double commutant theorem.
Theorem 5.3. In the notation established,
(1)
(
ιF(E
σ)(H∞(Eσ, Z ′))
)′
= πσ(H∞(E,Z)), and
(2)
(
σF(E) (H∞(E,Z))
)′′
= σF(E) (H∞(E,Z)).
Proof. By Theorem 7.7 in [9],
(5.4)
(
σF(E) (H∞ (E,Z))
)′
= ρσ (H∞ (Eσ, Z ′)) .
That same theorem, now applied to Eσ, gives
(
ιF(E
σ) (H∞ (Eσ, Z ′))
)′
=
ρι (H∞ (Eσι, Z ′′)). Now ρι◦Ad(ω∞) = π
σ since Uσ∞U
ι
∞ (ω∞ ⊗ IH) is the
identity operator on F(E)⊗σ H , so by Lemma 5.2,(
ιF(E
σ) (H∞ (Eσ, Z ′))
)′
= ρι (Ad(ω∞) (H
∞(E,Z))) = πσ (H∞(E,Z)) ,
which gives part (1). Since ρσ = Ad(Uσ∞) ◦ ι
F(Eσ), part (1) now implies
that (
ρσ (H∞ (Eσ, Z ′))
)′
= Ad(Uσ∞)
((
ιF(E
σ) (H∞ (Eσ, Z ′))
)′)
= Ad(Uσ∞) (π
σ (H∞(E,Z))) .
Since Ad(Uσ∞) ◦ π
σ = σF(E) equation (5.4) gives(
σF(E) (H∞(E,Z))
)′′
=
(
ρσ (H∞ (Eσ, Z ′))
)′
= Ad(Uσ∞) (π
σ (H∞(E,Z))) = σF(E) (H∞(E,Z)) ,
which completes the proof of part (2). 
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The following corollary to Theorem 5.3(1) will be of use in the next
section. For s, t ∈ N, H(s) denotes the direct sum of s copies of H ,
Ms×t(B(H)) denotes the collection of s × t matrices with entries in
B(H), identified with B(H(t), H(s)) in the usual way, and Ms(B(H))
denotes the collection of s×s matrices with entries in B(H). We define
ι(s) : σ(M)′ → Ms(B(H)) to be the direct sum of s copies of ι. Define
πσs×t : Ms×t (L(F(E)))→Ms×t (B(F(E
σ)⊗ι H)) so that
πσs×t
(
[Yaf ]
s
a=1
t
f=1
)
= [πσ(Yaf)]
s
a=1
t
f=1 .
We identify, as usual, F(Eσ)⊗ι(s) H
(s) with (F(Eσ)⊗ι H)
(s).
Corollary 5.4. Let s, t ∈ N. The image of Ms×t (H∞ (E,Z)) under
πσs×t is precisely the collection of elements A ∈ Ms×t (B(F(E
σ)⊗ι H))
such that for every S ∈ H∞ (Eσ, Z ′),
A ◦ (ι(t))F(E
σ)(S) = (ι(s))F(E
σ)(S) ◦ A.
6. Weighted Nevanlinna-Pick Interpolation
In this section we give our primary theorem, a weighted W ∗-version
of the classic Nevanlinna-Pick interpolation theorem. While the key
component of its proof, the weighted commutant lifting theorem, is
already at our disposal, we begin this section with a series of technical
lemmas that further facilitate the proof. Let σ :M → B(H) be a fixed
faithful, normal, unital ∗-homomorphism for a Hilbert space H , and
let Z be a sequence of weights associated with X .
Let us establish some notation. If z ∈ D(X, σ), then the map Φz :
σ(M)′ → σ(M)′, defined for A ∈ σ(M)′ by Φz(A) =
∑∞
k=1 z
(k)(Xk ⊗
A)z(k)∗ is completely positive, linear, and ultraweakly continuous by
Lemma 4.4 of [9]; in addition, ‖Φz‖ < 1. Therefore, in the Banach
algebra of completely bounded maps on σ(M)′,
∑∞
j=0Φ
j
z
converges in
norm. In fact,
(6.1)
∞∑
j=0
Φj
z
(A) =
∞∑
k=0
z
(k)(R2k ⊗A)z
(k)∗, A ∈ σ(M)′
by Theorem 4.5 of [9], where the summation on the left-hand side of
the equation is with respect to the norm topology on σ(M)′, and the
summation on the right-hand side is with respect to the ultraweak
topology on σ(M)′.
Let z ∈ I(σE ◦ ϕ, σ). For k ∈ N0,
(
(Z(k))−1
)∗
belongs to ϕk(M)
c.
Thus
((
(Z(k))−1
)∗
⊗ IH
)
z(k)∗ belongs to
(
E⊗k
)σ
, and we define cZz (k) =
cz(k) to be its image in (E
σ)⊗k under the isomorphism Λσ∗k . For w, z ∈
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D(X, σ) and A ∈ σ(M)′, we have 〈cw(k), A · cz(k)〉 = w(k)(R2k⊗A)z
(k)∗.
Define the Z-Cauchy kernel at z to be the tuple,
cZ
z
= cz = (cz(k))
∞
k=0 .
Lemma 6.1. If z ∈ D(X, σ), then cz ∈ F(Eσ).
Proof. By equation (6.1),
∑∞
k=0 z
(k)(R2k ⊗ IH)z
(k)∗ converges in σ(M)′,
so for any N ∈ N,
∑N
k=0 〈cz(k), cz(k)〉 =
∑N
k=0 z
(k)(R2k ⊗ IH)z
(k)∗ ≤∑∞
k=0 z
(k)(R2k ⊗ IH)z
(k)∗. Since cz(k) ∈ (E
σ)⊗k for each k ∈ N0, the
result follows. 
Let w, z ∈ D(X, σ). We define K(w, z) : σ(M)′ → B(H) by
K(w, z)(A) = 〈cw, A · cz〉 =
∞∑
k=0
w
(k)(R2k ⊗ A)z
(k)∗, A ∈ σ(M)′.
For s ∈ N, let K(s)(w, z) : σ(M)′ → Ms(B(H)) be the map defined
at A ∈ σ(M)′ by K(s)(w, z)(A) = ι(s)(K(w, z)(A)) where, as in the
preceding section, ι(s) is the direct sum of s copies of ι.
Remark 6.2. While we will not explore the consequences here, it is read-
ily shown that K : D(X, σ)×D(X, σ)→ CB∗(σ(M)′,B(H)) is a “nor-
mal completely positive kernel” in the sense of [4] and [6], independent
of the choice of Z, where CB∗(σ(M)
′,B(H)) denotes the completely
bounded ultraweakly continuous maps from σ(M)′ to B(H). As such,
by Proposition 41 of [6], K has an associated “Reproducing KernelW ∗-
Correspondence”, a W ∗-analogue of the classical Reproducing Kernel
Hilbert Space; in fact K, which we may refer to as the (X, σ)-Szego¨
kernel, is a weighted W ∗-version of the classic Szego¨ kernel.
Recall that ÎH = (δi=0 IH)
∞
i=0 belongs to F(E
σ) since IH is the multi-
plicative identity of σ(M)′ = (Eσ)⊗0. If z ∈ D(X, σ), then cz belongs to
F(Eσ) by Lemma 6.1. We write LI and Lz for the insertion operators
LH
ÎH
and LHcz , respectively.
Lemma 6.3. For z ∈ D(X, σ) and Y ∈ H∞(E,Z),
(1) L∗
z
πσ(Y )LIL
∗
z
= L∗
z
πσ(Y ),
(2) L∗zπ
σ(Y )LI = Ŷ (z), and
(3) L∗
z
πσ(Y ) = Ŷ (z)L∗
z
.
Proof. Let us show that parts (1) and (2) hold when Y = ϕ∞(a) when
a ∈ M . Since πσ(ϕ∞(a)) = I
′
∞ ⊗ σ(a), 〈cz, ÎH〉 = IH , and σ(a) =
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(σ × z)(ϕ∞(a)),
L∗zπ
σ(ϕ∞(a))LI = L
∗
z (I
′
∞ ⊗ σ(a))LI = L
∗
zLIσ(a)
= ι〈cz, ÎH〉σ(a) = σ(a) = (σ × z)(ϕ∞(a)),
which gives part (2). Part (1) now follows from the fact that if η ∈
F(Eσ) and x ∈ H , then L∗
z
Lη = 〈cz, η〉 belongs to σ(M)
′, so using part
(2),
L∗
z
πσ(ϕ∞(a))LIL
∗
z
(η ⊗ x) = σ(a)L∗
z
Lηx = L
∗
z
Lησ(a)x
= L∗z (I
′
∞ ⊗ σ(a))Lηx = L
∗
zπ
σ(ϕ∞(a))(η ⊗ x).
Now we show that parts (1) and (2) hold for Y = Wξ when ξ ∈ E.
The ith diagonal entry of the diagonal operator πσ(D1) is zero when
i = 0 and is otherwise Uσ∗i (Zi ⊗ IH)U
σ
i = C
′
i ⊗ IH (Lemma 5.1). It
follows that
πσ(Wξ) = π
σ(D1)π
σ(Tξ)
=

0 0 0
(C ′1 ⊗ IH)ωξ 0 0
0 (C ′2 ⊗ IH)(I
′
1 ⊗ ωξ) 0
0 0 (C ′3 ⊗ IH)(I
′
2 ⊗ ωξ)
. . .
. . .
. . .
 .
(6.2)
If Li denotes the insertion operator L
H
cz(i)
for each i ∈ N0, then matri-
cially Lz is the column [Li]
∞
i=0; hence L
∗
z
πσ(Wξ)LI = L
∗
1(C
′
1 ⊗ IH)(ωξ).
By Lemma 5.1, C ′1 ⊗ IH = U
σ∗
1 (Z1 ⊗ IH)U
σ
1 . Since U
σ
1 ◦ (ωξ) = Lξ and
Uσ1 (cz(1)⊗ y) = cz(1)(y), when x, y ∈ H ,〈
L∗zπ
σ(Wξ)LIx, y
〉
= 〈(C ′1 ⊗ IH)(ωξ)x, cz(1)⊗ y〉
=
〈
(Z1 ⊗ IH)Lξx,
(
(Z−11 )
∗ ⊗ IH
)
z
∗y
〉
= 〈zLξx, y〉 = 〈(σ × z)(Wξ)x, y〉 .
We deduce that part (2) holds for Y = Wξ. Let us compare the row
matrices for the operators on either side of the equality in part (1). By
part (2), L∗zπ
σ(Wξ)LIL
∗
z =
[
zLξL
∗
j
]∞
j=0
. On the other hand, by equa-
tion (6.2), L∗
z
πσ(Wξ) =
[
L∗j+1(C
′
j+1 ⊗ IH)
(
I ′j ⊗ ωξ
)]∞
j=0
. Therefore to
obtain part (1), it suffices to show that for every j ∈ N0,
(6.3) zLξL
∗
j = L
∗
j+1(C
′
j+1 ⊗ IH)
(
I ′j ⊗ ωξ
)
.
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For any k ∈ N0, Uσk Lk =
(
((Z(k))−1)∗ ⊗ IH
)
z(k)∗ by definition of cz(k),
so
(6.4) L∗kU
σ∗
k = z
(k)
(
((Z(k))−1)⊗ IH
)
, k ∈ N0.
Since Z(j+1) = Zj+1(I1⊗Z
(j)) and z(j+1) = z(I1⊗z
(j)), two applications
of equation (6.4), first when k = j + 1 and then when k = j, yield
(6.5) L∗j+1U
σ∗
j+1 (Zj+1 ⊗ IH) = z
(j+1)
(
((Z(j+1))−1)⊗ IH
)
(Zj+1 ⊗ IH)
= z
(
I1 ⊗ z
(j)
(
((Z(j))−1)⊗ IH
) )
= z
(
I1 ⊗ L
∗
jU
σ∗
j
)
As observed in Section 2.2, Uσj+1
(
I ′j ⊗ ωξ
)
= L
(E⊗j⊗σH)
ξ U
σ
j . Thus by
Lemma 5.1 and equation (6.5),
L∗j+1(C
′
j+1 ⊗ IH)
(
I ′j ⊗ ωξ
)
= L∗j+1U
σ∗
j+1 (Zj+1 ⊗ IH)U
σ
j+1
(
I ′j ⊗ ωξ
)
= z(I1 ⊗ L
∗
jU
σ∗
j )L
(E⊗j⊗σH)
ξ U
σ
j = zLξL
∗
j ,
noting that the final equality follows readily from an elementwise com-
putation. This gives equation (6.3), so part (1) holds for Y = Wξ when
ξ ∈ E.
To show that part (1) holds for arbitrary operators in H∞(E,Z),
suppose, inductively, that k ∈ N exists such that part (1) holds when-
ever Y = Wξ for ξ ∈ E
⊗j with 0 ≤ j ≤ k. For ξ ∈ E⊗k and η ∈ E,
Wξ⊗η =Wξ ⊗Wη, so
L∗zπ
σ(Wξ⊗η)LIL
∗
z = L
∗
zπ
σ(Wξ)π
σ(Wη)LIL
∗
z
= L∗zπ
σ(Wξ)LIL
∗
zπ
σ(Wη)LIL
∗
z = L
∗
zπ
σ(Wξ)LIL
∗
zπ
σ(Wη)
= L∗zπ
σ(Wξ)π
σ(Wη) = L
∗
zπ
σ(Wξ⊗η).
Part (1) follows from routine approximation arguments. Towards ob-
taining part (2) in the general case, define the linear and ultraweakly
continuous map τ : H∞(E,Z) → B(H) at Y ∈ H∞(E,Z) by τ(Y ) =
L∗zπ
σ(Y )LI . By part (1), for Y1, Y2 ∈ H
∞(E,Z),
τ(Y1Y2) = L
∗
zπ
σ(Y1)π
σ(Y2)LI = L
∗
zπ
σ(Y1)LIL
∗
zπ
σ(Y2)LI = τ(Y1)τ(Y2).
Thus τ is multiplicative. As both τ and (σ×z) are linear, multiplicative,
and ultraweakly continuous and they agree on elements of the form
Y = ϕ∞(a) when a ∈ M and Y = Wξ when ξ ∈ E, it follows that
τ = (σ × z), which gives part (2). Finally, parts (1) and (2) together
imply part (3). 
Our final technical lemma concerns a weighted creation operator
WZ
′
ξ = W
′
ξ ∈ H
∞(Eσ, Z ′). Recall that if z ∈ D(X, σ), then z∗ is
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an element in Eσ and for any ξ ∈ Eσ, 〈ξ, z∗〉 = ξ∗z∗ is an element of
σ(M)′.
Lemma 6.4. For z ∈ D(X, σ), ξ ∈ Eσ, and D ∈ σ(M)′,(
W ′ξ
)∗
(D · cz) = 〈D
∗ · ξ, z∗〉 · cz.
Proof. First, let us show that the result holds when D = IH . We
have that (W ′ξ)
∗cz =
(
T
(k)∗
ξ (Z
′
k+1)
∗ (cz(k + 1))
)∞
k=0
where T
(k)
ξ maps
η ∈ (Eσ)⊗k to ξ ⊗ η ∈ (Eσ)⊗k+1. Also, 〈ξ, z∗〉 · cz = (ξ
∗z∗ · cz(k))
∞
k=0, so
it suffices to show that for every k ∈ N0 and η ∈ (Eσ)⊗k,
(6.6)
〈
T
(k)∗
ξ (Z
′
k+1)
∗ (cz(k + 1)) , η
〉
=
〈
ξ∗z∗ · cz(k), η
〉
.
If ζ ∈ (Eσ)⊗k+1 and x ∈ H , then by the definition of Z ′ in terms of C,
Λσk+1
(
Z ′k+1ζ
)
x = Uσk+1(Z
′
k+1ζ ⊗ x)
= (Ck+1 ⊗ IH)U
σ
k+1(ζ ⊗ x) = (Ck+1 ⊗ IH) Λ
σ
k+1(ζ)x.
Thus Λσk+1
(
Z ′k+1ζ
)
= (Ck+1 ⊗ IH) Λ
σ
k+1(ζ). In particular, when ζ =
ξ ⊗ η,
(6.7)
〈
T
(k)∗
ξ (Z
′
k+1)
∗ (cz(k + 1)) , η
〉
=
〈
cz(k + 1), Z
′
k+1(ξ ⊗ η)
〉
= z(k+1)
(
(Z(k+1))−1 ⊗ IH
)
Λσk+1
(
Z ′k+1(ξ ⊗ η)
)
= z(k+1)
(
(Z(k+1))−1Ck+1 ⊗ IH
)
Λσk+1(ξ ⊗ η)
= z(k+1)
(
(Z(k))−1 ⊗ I1 ⊗ IH
)
Λσk+1(ξ ⊗ η).
On the other hand,
(6.8)
〈
ξ∗z∗ · cz(k), η
〉
= z(k)
(
(Z(k))−1 ⊗ IH
)
Λσk (zξ · η)
= z(k)
(
(Z(k))−1 ⊗ IH
)
(Ik ⊗ zξ) Λ
σ
k (η)
= z(k+1)
(
(Z(k))−1 ⊗ I1 ⊗ IH
)
Λσk+1 (ξ ⊗ η) .
From equations (6.7) and (6.8), we obtain equation (6.6). Thus, the
conclusion of the lemma holds when D = IH . For arbitrary D, we
observe that (W ′ξ)
∗ϕ′∞(D) = (W
′
D∗·ξ)
∗. Therefore, by our first case,
(W ′ξ)
∗ (D · cz) = (W
′
D∗·ξ)
∗ · cz = 〈D
∗ · ξ, z∗〉 · cz, as desired. 
We are ready to present our main result, a weighted Nevanlinna-Pick
interpolation theorem. We phrase and prove a more-general, matricial
version of the theorem that, aside from increased notational complex-
ity, poses no additional difficulty; the main result, that which gener-
alizes the classic Nevanlinna-Pick interpolation theorem, occurs when
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we take s = t = 1 in the statement below. While we make necessary
adjustments for the weights, our proof mirrors that of the unweighted
Nevanlinna-Pick interpolation result given as Theorem 5.3 in [8].
Theorem 6.5 (Weighted Nevanlinna-Pick Interpolation). Fix s, t ∈ N.
Let k ∈ N. Choose {zi}ki=1 ⊆ D(X, σ) and two collections, {Bi}
k
i=1 ⊆
Ms (B (H)) and {Fi}
k
i=1 ⊆ Ms×t (B (H)). Define A : Mk(σ(M)
′) →
Mk (Ms (B (H))) at [Aij]
k
i,j=1 ∈Mk(σ(M)
′) by
A
(
[Aij]
k
i,j=1
)
=[
Bi ·K
(s)(zi, zj)(Aij) · B
∗
j − Fi ·K
(t)(zi, zj)(Aij) · F
∗
j
]k
i,j=1
.
Then the following conditions are equivalent:
(1) For every n ∈ N and for any {hpi | 1 ≤ i ≤ k, 1 ≤ p ≤ n} ⊆
H(s) and {Api | 1 ≤ i ≤ k, 1 ≤ p ≤ n} ⊆ σ(M)
′,∥∥∥∥∥
n∑
p=1
(
k∑
i=1
Api · czi ⊗ F
∗
i hpi
)∥∥∥∥∥
2
≤
∥∥∥∥∥
n∑
p=1
(
k∑
i=1
Api · czi ⊗ B
∗
i hpi
)∥∥∥∥∥
2
,
where on the left-hand side of the inequality, the norm occurs in
the Hilbert space F(Eσ)⊗ι(t)H
(t) and on the right in F(Eσ)⊗ι(s)
H(s);
(2) A is completely positive; and
(3) there exists Y = [Yaf ]
s
a=1
t
f=1 ∈ Ms×t (H
∞(E,Z)) such that
‖Y ‖ ≤ 1 and
Bi
[
Ŷaf (zi)
]s
a=1
t
f=1
= Fi
for every i ∈ N with 1 ≤ i ≤ k.
Remark 6.6. The map A defined in the statement of Theorem 6.5 does
not depend on Z, so if the theorem is satisfied for one sequence of
weights associated with X it holds for every sequence of weights asso-
ciated with X .
Proof. First let us perform a preliminary computation. Let n ∈ N
and choose two collections {hpi | 1 ≤ i ≤ k, 1 ≤ p ≤ n} ⊆ H
(s) and
{Api | 1 ≤ i ≤ k, 1 ≤ p ≤ n} ⊆ σ(M)
′. Define h˜ :=
(
(hpi)
k
i=1
)n
p=1
in
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((H(s))(k))(n). Since K(zi, zj)(A
∗
piAqj) = 〈Api · czi , Aqj · czj〉,〈
h˜,
[[
Fi ·K
(t)(zi, zj)(A
∗
piAqj) · F
∗
j
]k
i,j=1
]n
p,q=1
(h˜)
〉
=
n∑
p,q=1
(
k∑
i,j=1
〈
F ∗i hpi, ι
(t)
(
K(zi, zj)(A
∗
piAqj)
)
F ∗j hqj
〉)
=
∥∥∥∥∥
n∑
p=1
(
k∑
i=1
Api · czi ⊗ F
∗
i hpi
)∥∥∥∥∥
2
,
where the norm occurs in the Hilbert space F(Eσ)⊗ι(t) H
(t) and the in-
ner product is taken in ((H(s))(k))(n). Since an analogous result follows
with each Fi replaced with Bi we compute,〈
h˜,An
([
[A∗piAqj ]
k
i,j=1
]n
p,q=1
)
(h˜)
〉
=
〈
h˜,
[[
Bi ·K
(s)(zi, zj)(A
∗
piAqj) · B
∗
j
]k
i,j=1
]n
p,q=1
(h˜)
〉
−
〈
h˜,
[[
Fi ·K
(t)(zi, zj)(A
∗
piAqj) · F
∗
j
]k
i,j=1
]n
p,q=1
(h˜)
〉
=
∥∥∥∥∥
n∑
p=1
(
k∑
i=1
Api · czi ⊗ B
∗
i hpi
)∥∥∥∥∥
2
−
∥∥∥∥∥
n∑
p=1
(
k∑
i=1
Api · czi ⊗ F
∗
i hpi
)∥∥∥∥∥
2
.
(6.9)
Let us show that condition (2) implies condition (1). Suppose A is
completely positive. Let A :=
[
δp=1 [δi=1 Aqj ]
k
i,j=1
]n
p,q=1
where δi=1 is 1
when i = 1 and is otherwise equal to 0. Then A∗A =
[
[A∗piAqj]
k
i,j=1
]n
p,q=1
is positive in Mn(Mk(σ(M)
′)). Since An is positive, we have that
An(A
∗A) is positive in B
(
((H(s))(k))(n)
)
. Taking h˜ :=
(
(hpi)
k
i=1
)n
p=1
in ((H(s))(k))(n) and using equation (6.9) we have that
0 ≤
〈
h˜,An(A
∗A)(h˜)
〉
=
∥∥∥∥∥
n∑
p=1
(
k∑
i=1
Api · czi ⊗B
∗
i hpi
)∥∥∥∥∥
2
−
∥∥∥∥∥
n∑
p=1
(
k∑
i=1
Api · czi ⊗ F
∗
i hpi
)∥∥∥∥∥
2
.
Thus, condition (2) implies condition (1).
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Now let us assume condition (1) and show that condition (2) holds.
Let n ∈ N and choose a collection {Api | 1 ≤ i ≤ k, 1 ≤ p ≤ n} of ele-
ments in σ(M)′. An arbitrary element of B
(
((H(s))(k))(n)
)
may be writ-
ten h˜ =
(
(hpi)
k
i=1
)n
p=1
for some {hpi | 1 ≤ i ≤ k, 1 ≤ p ≤ n} ⊆ H
(s).
Since we are assuming condition (1), we deduce from equation (6.9)
that〈
h˜,An
([
[A∗piAqj ]
k
i,j=1
]n
p,q=1
)
(h˜)
〉
=
∥∥∥∥∥
n∑
p=1
(
k∑
i=1
Api · czi ⊗ B
∗
i hpi
)∥∥∥∥∥
2
−
∥∥∥∥∥
n∑
p=1
(
k∑
i=1
Api · czi ⊗ F
∗
i hpi
)∥∥∥∥∥
2
is nonnegative. Therefore An
([
[A∗piAqj ]
k
i,j=1
]n
p,q=1
)
is positive. Since
an arbitrary positive element in Mn(Mk(σ(M)
′)) can be expressed as
a sum of elements of the form
[
[A∗piAqj ]
k
i,j=1
]n
p,q=1
, it follows that An is
positive. Therefore, A is completely positive; thus condition (1) implies
condition (2).
Let us pause for some notational simplifications. If 1 ≤ i ≤ k,
then Li, L
s
i , and L
t
i denote the insertion operators L
H
czi
, LH
(s)
czi
, and
LH
(t)
czi
, respectively. Observe that Li is Lzi in the notation of Lemma
6.3. Also, LI , L
s
I , and L
t
I denote the insertion operators L
H
ÎH
, LH
(s)
ÎH
,
and LH
(t)
ÎH
, respectively. Since the identity operators on E⊗s and E⊗t
do not occur in our computations for the remainder of the proof, we
temporarily write Is in place of IH(s) and It in place of IH(t) . Note that
when A ∈ σ(M)′, 1 ≤ i ≤ k, and h ∈ H(s),
(6.10) A · czi ⊗ h = (ϕ
′
∞(A)⊗ Is) (czi ⊗ h) = (ι
(s))F(E
σ)(ϕ′∞(A))L
s
ih.
A similar result holds with t in place of s.
Suppose Y = [Yaf ] satisfies the properties in condition (3), using
a ∈ {1, . . . , s} to indicate indicate rows and f ∈ {1, . . . , t} to indicate
columns for an s×t matrix. We show condition (1). Let i ∈ {1, . . . , k}.
Since Lsi and L
t
i are diagonal operators with Li in each diagonal entry,
by Lemma 6.3(3),
FiL
t∗
i = Bi
[
Ŷaf (zi)
]
Lt∗i = Bi
[
Ŷaf(zi)L
∗
i
]
= Bi [L
∗
iπ
σ(Yaf)] = BiL
s∗
i π
σ
s×t (Y ) .
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Taking adjoints, we have LtiF
∗
i =
(
πσs×t(Y )
)∗
LsiB
∗
i . Thus by equation
(6.10) and Corollary 5.4, for 1 ≤ p ≤ n,
Api · czi ⊗ F
∗
i hpi = (ι
(t))F(E
σ)(ϕ′∞(Api))L
t
iF
∗
i hpi
= (ι(t))F(E
σ)(ϕ′∞(Api))
(
πσs×t (Y )
)∗
LsiB
∗
i hpi
=
(
πσs×t (Y )
)∗
(ι(s))F(E
σ)(ϕ′∞(Api))L
s
iB
∗
i hpi
=
(
πσs×t (Y )
)∗
(Api · czi ⊗ B
∗
i hpi) .
Since ‖Y ‖ ≤ 1 and πσs×t is a linear isometry,∥∥∥∥∥
n∑
p=1
(
k∑
i=1
Api · czi ⊗ F
∗
i hpi
)∥∥∥∥∥
2
≤
∥∥πσs×t (Y )∥∥2
∥∥∥∥∥
n∑
p=1
(
k∑
i=1
Api · czi ⊗B
∗
i hpi
)∥∥∥∥∥
2
≤
∥∥∥∥∥
n∑
p=1
(
k∑
i=1
Api · czi ⊗ B
∗
i hpi
)∥∥∥∥∥
2
.
Therefore condition (3) implies condition (1).
Finally, we show that condition (1) implies condition (3). Let JB be
the norm-closure of the subspace of F(Eσ)⊗ι(s) H
(s) comprised of the
elements of the form
n∑
p=1
(
k∑
i=1
Api · czi ⊗ B
∗
i hpi
)
for some n ∈ N and some collections {hpi | 1 ≤ i ≤ k, 1 ≤ p ≤ n} ⊆
H(s) and {Api | 1 ≤ i ≤ k, 1 ≤ p ≤ n} ⊆ σ(M)
′. Similarly, define JF
to be the norm-closure of the subspace of F(Eσ) ⊗ι(t) H
(t) consisting
of the elements of the form
∑n
p=1
(∑k
i=1Api · czi ⊗ F
∗
i hpi
)
. As we are
assuming condition (1), it follows that there is a well-defined, contrac-
tive linear map R : JB → JF such that for any 1 ≤ i ≤ k, A ∈ σ(M)
′,
and h ∈ H(s),
R (A · czi ⊗B
∗
i h) = A · czi ⊗ F
∗
i h.
We aim to apply Corollary 4.3, corollary to the weighted commutant
lifting theorem, with σ(M)′, Eσ, X ′, and Z ′ replacingM , E, X , and Z.
In the statement of that corollary, we take σ1 = ι
(t) on H(t), σ2 = ι
(s)
on H(s), J1 = JF in F(E
σ)⊗ι(t) H
(t), and J2 = JB in F(E
σ)⊗ι(s) H
(s).
Let VF and VB denote the inclusion maps of JF into F(E
σ) ⊗ι(t) H
(t)
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and JB into F(E
σ) ⊗ι(s) H
(s), respectively. Let G = R∗ in B(JF , JB).
Let us show that for any S ∈ H∞(Eσ, Z ′),
(i) (S∗ ⊗ It) (JF ) ⊆ JF ,
(ii) (S∗ ⊗ Is) (JB) ⊆ JB, and
(iii) G (V ∗F (S ⊗ It) VF ) = (V
∗
B (S ⊗ Is) VB)G.
It suffices to show that each of these properties holds when S = ϕ′∞(A)
for A ∈ σ(M)′ and when S = W ′ξ for ξ ∈ E
σ. When D ∈ σ(M)′,
1 ≤ i ≤ k, and h ∈ H(s), we have (ϕ′∞(A)
∗ ⊗ It) (D · czi ⊗ F
∗
i h) = A
∗D·
czi ⊗ F
∗
i h. Moreover, by Lemma 6.4,
(
(W ′ξ)
∗ ⊗ It
)
(D · czi ⊗ F
∗
i h) =
〈D∗ · ξ, z∗i 〉 · czi ⊗ F
∗
i h. Property (i) now follows from the definition of
JF ; property (ii) holds by similar reasoning. To obtain property (iii),
we observe that if D ∈ σ(M)′, 1 ≤ i ≤ k, and h ∈ H(s),
(V ∗B(ϕ
′
∞(A)⊗ Is)VBG)
∗(D · czi ⊗B
∗
i h)
= RV ∗B(ϕ
′
∞(A
∗)⊗ Is)VB(D · czi ⊗ B
∗
i h)
= (A∗D) · czi ⊗ F
∗
i h = V
∗
F (ϕ
′
∞(A
∗)⊗ It)VFR
(
D · czi ⊗ B
∗
i h
)
= (GV ∗F (ϕ
′
∞(A)⊗ It)VF )
∗(D · czi ⊗ B
∗
i h)
Thus (GV ∗F (ϕ
′
∞(A)⊗ It)VF )
∗ = (V ∗B(ϕ
′
∞(A)⊗ Is)VBG)
∗, and by taking
adjoints, we obtain property (iii) for S = ϕ′∞(A). Finally, by Lemma
6.4,(
V ∗B
(
W ′ξ ⊗ Is
)
VBG
)∗
(D · czi ⊗ B
∗
i h)
= RV ∗B
(
(W ′ξ)
∗ ⊗ Is
)
VB (D · czi ⊗ B
∗
i h) = 〈D
∗ · ξ, z∗i 〉 · czi ⊗ F
∗
i h
= V ∗F
(
(W ′ξ)
∗ ⊗ It
)
VFR (D · czi ⊗ B
∗
i h)
=
(
GV ∗F
(
W ′ξ ⊗ It
)
VF
)∗
(D · czi ⊗ B
∗
i h)
Therefore
(
GV ∗F
(
W ′ξ ⊗ It
)
VF
)∗
=
(
V ∗B
(
W ′ξ ⊗ Is
)
VBG
)∗
, and by taking
adjoints, we obtain property (iii) for S = W ′ξ, as desired.
Having satisfied the hypothesis of Corollary 4.3, we conclude that
there exists an operator G˜ ∈ B
(
F(Eσ)⊗ι(t) H
(t),F(Eσ)⊗ι(s) H
(s)
)
such
that
(I) G˜∗(JB) ⊆ JF ,
(II) V ∗BG˜VF = R
∗,
(III) G˜ (S ⊗ It) = (S ⊗ Is) G˜ for all S ∈ H
∞(Eσ, Z ′), and
(IV) ‖G˜‖ = ‖R‖.
Property (III) and Corollary 5.4 together imply the existence of some
Y = [Yaf ] in Ms×t (H
∞ (E,Z)) such that G˜ = πσs×t(Y ). Since π
σ
s×t is
an isometry, property (IV) implies that ‖Y ‖ = ‖πσs×t(Y )‖ = ‖G˜‖ =
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‖R‖ ≤ 1. To complete the proof, let PF ∈ B(F(E
σ) ⊗ι(t) H
(t)) denote
the projection map onto JF , and let PB ∈ B(F(E
σ) ⊗ι(s) H
(s)) denote
the projection map onto JB. Then VFV
∗
F = PF and VBV
∗
B = PB. For
h ∈ H(s), LsiB
∗
i h = czi ⊗ B
∗
i h and L
t
iF
∗
i h = czi ⊗ F
∗
i h. It follows that
LsiB
∗
i = PBL
s
iB
∗
i and VFRV
∗
BL
s
iB
∗
i = L
t
iF
∗
i . Thus by properties (I) and
(II), G˜∗LsiB
∗
i = G˜
∗PBL
s
iB
∗
i = (VFV
∗
F )G˜
∗(VBV
∗
B)L
s
iB
∗
i = VFRV
∗
BL
s
iB
∗
i =
LtiF
∗
i . Taking adjoints, we obtain
(6.11) BiL
s∗
i G˜ = FiL
t∗
i .
By Lemma 6.3(2),
(6.12)
[
Ŷaf (zi)
]
= [L∗iπ
σ (Yaf )LI ] = L
s∗
i G˜L
t
I .
Since czi(0) = IH , we have L
t∗
i L
t
I = It. Thus, by equations (6.12) and
(6.11),
Bi
[
Ŷaf(zi)
]
= BiL
s∗
i G˜L
t
I = FiL
t∗
i L
t
I = Fi.
Thus condition (1) implies condition (3), which completes the proof.

Remark 6.7. In the scalar case, when M = E = H = C, our kernel
K is simply the reproducing kernel to a weighted Hardy space. Be-
cause one of the hypothesis of the admissible sequence X is that each
Xk is positive, it follows from Theorem 7.33 of [1] that the weighted
Hardy spaces under consideration are those that satisfy the complete
Pick Property that is described in Definition 5.13 in [1]. Thus, for
example, our theorem applies to the Hardy and Dirichlet spaces, but
not the Bergman space, by Corollary 7.37, Corollary 7.41, and Exam-
ple 5.17 of [1]. The original complete Pick property involves certain
matrix-valued multipliers, and while we will not include the discussion
in the present paper, notions such as reproducing kernel Hilbert spaces
and their spaces of multipliers can be generalized to the W ∗-setting,
which produces interesting examples of noncommutative functions. A
promising topic of future work involves the formulation of aW ∗-version
of the complete Pick property and an investigation of its implications
for the representation theory of H(E,Z), as was begun in [9].
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