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Abstract
We give a linear-time algorithm to reconstruct a ﬁnite word w over a ﬁnite alphabet A of constant size starting from a ﬁnite set of
factors of w verifying a suitable hypothesis. We use combinatorics techniques based on the minimal forbidden words, which have
been introduced in previous papers. This improves a previous algorithm which worked under the assumption of stronger hypothesis.
© 2006 Published by Elsevier B.V.
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0. Introduction
The problem of the reconstruction of a word from a set of its factors arises from several ﬁelds, as biology or
cryptography. An example is the mathematical formalization of the problem of a genomic sequence reconstruction. It
is known, for instance, that it is not possible to read the entire sequence of basis of a DNA molecule, but only factors
of small length. The reconstruction of the original DNA sequence is complicated by other constraints, as read-errors
or unknown orientation of the factors. This problem is known as the Fragment Assembly Problem.
Atheoretical simpliﬁcation of the problem consists in considering a ﬁniteword as target of the reconstruction and a set
of its factors as input of the problem. In general, in order to reconstruct in a unique way a word from its fragments, one
has to introduce further hypothesis. We will deal with this theoretical problem, and we will call it the Word Assembly
Problem.
Carpi et al. [2,3] showed that a ﬁnite word can be uniquely reconstructed starting from a particular set of its factors.
The factors needed for the reconstruction are called maximal boxes of the word.
Mignosi et al. [7,8,10] introduced a hypothesis of nonrepetitiveness and gave two different algorithms for the
sequence assembly that work in linear time. Such algorithms avoid one of the most common step used in solving
fragment assembly problem that is the overlap phase in which every fragment is compared to each other, giving rise to
a quadratic number of comparisons.
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One of these algorithms is based on the notion of minimal forbidden word. Given a word w over a ﬁnite alphabet
A, a minimal forbidden word for w is a ﬁnite word v that is not a factor of w but such that every proper factor of v
is a factor of w. The length of the longest minimal forbidden word for w is noted by m(w) and it is involved in the
previously mentioned hypothesis of nonrepetitiveness. Starting from a set I of factors of w containing all the factors
of w having length m(w), it was described an algorithm able to retrieve w from the set I under the condition that the
value m(w) is known. The authors showed in [7] that such a hypothesis on the elements of I is statistically reasonable.
Actually, they proved for a word w randomly generated by a memoryless source with identical symbol probabilities,
that the probability that m(w) is O(log(|w|)) converges to 1 as |w| leads to inﬁnity, so it is very likely that any factor
of w of length m(w) is covered by at least one element of I .
In this paper, we introduce the deﬁnition of I -compatibility for a ﬁnite word. Given an arbitrary ﬁnite set of ﬁnite
words I we say that a ﬁnite word w is I -compatible if all the words in I are factors of w and if I contains all the factors
of w having length m(w). By using this deﬁnition algorithms in [7,8,10] work under the assumptions that there exists
a word w which is I -compatible and that the value m(w) is known.
In this paper, we improve previous results by removing the a priori knowledge of the value m(w), i.e. we show that
the only existence of a I -compatible word is a sufﬁcient condition for its unique reconstruction. Such a reconstruction
can be done in linear time on the size of the set I .
As a second improvement, we show that it is possible to decide in linear time whether there exists a word w which
is I -compatible.
At the end of the paper, we study the well known Shortest Superstring Problem, that consists in ﬁnding, given a ﬁnite
set of ﬁnite words I , the shortest word that contains all the words in I as factors. This problem is NP-hard in general. A
greedy algorithm, running in quadratic time on the size of I , is used in order to ﬁnd in a fast way words that are “quite
close’’ to the shortest superstring. This algorithm repeatedly merges the two fragments of the set I having maximum
overlap until only one word remains. If there exists more than one couple of fragments having maximum overlap it
randomly chooses one of these couples for the merging.
The ratio between the length of the shortest superstring and the length of the greedy superstring is the object of a
deep study. More details about this discussion can be found in [11].
We show that, under the hypothesis of the existence of a I -compatible word, the greedy algorithm outputs the shortest
solution, i.e. it is deterministic.Moreover our algorithm retrieves the same solution. This shows that ourWordAssembly
procedure outputs in fact the shortest superstring for the set I and thus the shortest superstring can be reconstructed in
linear time in this case.
In Section 1, we recall all the needed background and we introduce some new deﬁnitions. In Section 2, we state the
Word Assembly Problem and we recall the techniques used in [8]. In Section 3, we show that for a given set of ﬁnite
words I there exists at most one I -compatible word. In Section 4, we give a method to retrieve the set of the minimal
forbidden words for the target word w starting from the input set I .
In Section 5, we give an algorithm for the reconstruction of the word w from the set I under the hypothesis that there
exists a I -compatible word, and a linear algorithm which decides whether there exists a word w that is I -compatible.
Finally, in Section 6, we compare the Word Assembly Problem with the Shortest Superstring Problem, and we
compare our algorithms with a greedy one used for solving this second problem.
1. Words and automata
In this section, we recall all the background we will use in the following sections. An alphabet, denoted by A, is a
ﬁnite set of symbols. The size of A is constant and it is denoted by |A|. A word over A is a sequence of symbols from
A. Aword can be ﬁnite or inﬁnite, but we are interested here only in ﬁnite words. Thus, for us the term word will mean
a ﬁnite word over a given ﬁnite alphabet A. The length (or size) of a word w is denoted by |w|. The set of all ﬁnite
words over A is denoted by A∗; the set of all the words over A having a length exactly equal to n is denoted by An,
while the set of all the words over A having a length smaller or equal to n is denoted by An. The empty word has
length zero and is denoted by .
Let w = a0a1 . . . an be a nonempty word. A preﬁx of w is any word v such that v =  or v is of the form
v = a0a1 . . . ai , with 0 in. A sufﬁx of w is any word v such that v =  or v is of the form v = aiai+1 . . . an, with
0 in. A factor (or substring) of w is a preﬁx of a sufﬁx of w (or, equivalently, a sufﬁx of a preﬁx of w).
We denote by Pref (w), Suff (w) and Fact(w), respectively, the set of all preﬁxes, sufﬁxes and factors of the word w.
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We denote by w[i], for i = 0, 1, . . . , |w| − 1, the letter at the position i in the word w.
A period for the word w is a positive integer p, with 0<p |w|, such that w[i] = w[i + p] for every i =
0, 1, . . . , |w| − p − 1. Since |w| is a period for w, we have that every nonempty word has at least one period. We can
unambiguously deﬁne the period of the word w as the shortest of its periods. For example, the period of w = aabaaba
is 3.
A border u of a word w is a strict factor of w (i.e. u = w) such that u is a preﬁx and a sufﬁx of w. We can
unambiguously deﬁne the border of the word w as the longest of its borders. For example, the border of the word
w = aabaaabaab is aab.
There is a close relation between the notions of border and period of a word, as it is shown in Proposition 1.4 of [4]:
Proposition 1. Let w be a nonempty word and p an integer such that 0p |w|. Then the following statements are
equivalent:
1. The integer p is a period of w.
2. There exists two unique words m ∈ A∗ and r ∈ A+ and an integer k > 0 such that w = (mr)km and |mr| = p.
3. There exists three words z, u, and v such that w = zu = uv and |z| = |v| = p (in particular u is a border of w).
In particular, the proposition shows that the border of w has length |w| − p, where p is the period of w.
A language L ⊆ A∗ is factorial if it contains all factors of its words. A language M is anti-factorial if for every
u, v ∈ M such that u = v, one has that u is not factor of v.
Let w be a word over an alphabet A. A ﬁnite nonempty word v = a0a1 . . . an is a minimal forbidden word for w if
• the word v is not a factor of w,
• the strict preﬁx of maximal length of v, a0a1 . . . an−1, and the strict sufﬁx of maximal length of v, a1a2 . . . an, are
factors of w.
We denote by MF(w) the set of all minimal forbidden words for w. By the minimality of its words we have that
MF(w) is an anti-factorial language.
From an algebraic point of view the setMF(w) of the minimal forbidden words for a ﬁnite wordw over the alphabet
A is uniquely characterized by the equation:
MF(w) = AFact(w) ∩ Fact(w)A ∩ (A∗\Fact(w)).
Conversely, every ﬁnite word in A∗ which does not contain any factor of MF(w) is a factor of w, i.e.
Fact(w) = A∗\A∗MF(w)A∗,
so MF(w) uniquely characterizes Fact(w) and Fact(w) uniquely characterizes MF(w).
Example. Let w = aab. Then MF(w) = {aaa, bb, ba}.
For more details about minimal forbidden words the reader can see [5,9,8,1].
For a ﬁnite word w, we denote by m(w) the length of the longest minimal forbidden word for w. Mignosi et al. have
proved (see [8]) that for a word w randomly generated by a memoryless source, the parameter m(w) approximates
O(logd(n)), where n is the length of the word w and d is the cardinality of the alphabet.
Remark. The largest value that m(w) can take is |w| + 1, since the preﬁxes and the sufﬁxes of a minimal forbidden
word for a word w are factors of w. The words w having a minimal forbidden word of length |w| + 1 are all and the
only ones of the form w = an for a symbol a ∈ A and a positive integer n. Indeed, if a minimal forbidden word u for
w has length |w| + 1, it must be u = aw = wb for some a, b ∈ A. But in this case it is well known by the elementary
theory of combinatorics on words that the only possibility is a = b and w = a|w|.
For a ﬁnite word w, the repetition index r(w) is the length of the longest factor of w that has at least two occurrences
in w. For example, the word w = aabbbaa has r(w) = 2.
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We now introduce a new deﬁnition.Aminimal forbidden word v for a ﬁnite wordw is called a bad minimal forbidden
word for w if
1. the strict preﬁx of maximal length of v appears just once as factor of w, and it is a sufﬁx of w,
2. the strict sufﬁx of maximal length of v appears just once as factor of w, and it is a preﬁx of w.
Example. Let w = aabbbaa. Then v = baab is a bad minimal forbidden word for w.
We denote by L(M) the (factorial) language avoiding a given ﬁnite anti-factorial language M , i.e. the set of all the
words that do not contain any word of M as factor.
For anyﬁnite anti-factorial languageM , theL-automatonofM is theminimal deterministic automaton that recognizes
the languageL(M), and it runs in linear time on the size ofM . See [5] for its construction. IfM is the set of the minimal
forbidden words for a ﬁnite word w, then the L-automaton of the language M is the minimal deterministic automaton
accepting the set Fact(w) of the factors of w.
Given a ﬁnite word w we can construct the set MF(w) of the minimal forbidden words for w in linear time on
the size of w. Actually, the algorithm MF-TRIE, described in [5], builds the trie of the set MF(w), having as input
the factor automaton of w, that is the minimal deterministic automaton accepting the factors of w, and it runs in time
O(|w| × |A|). Moreover, the states of the trie of the set MF(w) are the same as those of the factor automaton of w,
plus some sink states, that are the terminal states of the minimal forbidden words.
Conversely, given a ﬁnite set MF(w) representing the set of the minimal forbidden words for a ﬁnite word w,
we can reconstruct the word w in linear time on the size of the trie representing the set MF(w). The algorithm
performing this operation is called W-RECONSTRUCTION and it is described in [8,9]. It constructs the
L-automaton of the trie of the minimal forbidden words and, after deleting the sink states, it ﬁnds the longest path
from the initial state in the graph of the automaton. This construction is a consequence of Theorem 7 of [5], which
states that if the input of the L-automaton is the set of the minimal forbidden words for a single ﬁnite word w,
then its output is the minimal deterministic ﬁnite automaton accepting the factors of w, i.e. the factor automaton
of w.
2. The word assembly problem
Let I = {i1, . . . , in} be a set of fragments, i.e. a ﬁnite set of ﬁnite words over a given ﬁnite alphabet A.
We say that a ﬁnite word w is I -compatible if
1. I ⊆ Fact(w),
2. for every u ∈ Fact(w) such that |u|m(w) there exists at least a fragment ij ∈ I such that u ∈ Fact(ij ).
If I is a set of factors of a ﬁnite word w, we have the following deﬁnition:
Deﬁnition 2. A set of factors I of a ﬁnite word w is a k-cover for w, for 0k |w|, if every factor of w of length k is
a sub-factor of at least one word in I . The covering index of I , denoted C(I), is the largest value of k such that I is a
k-cover of w.
In general, any set of fragments I can be a set of factors for many different words. It will have, then, a cover index
for any such word.
The point (2) of the deﬁnition of I -compatibility is equivalent to the fact that the condition C(I)m(w) is veriﬁed
for the word w (see [8]).
Example. For I = {abb, bba} the word w = abba is I -compatible, while the word w′ = abbba is not. For I =
{ab, bb, ba} there exists not a I -compatible word.
The Word Assembly Problem is here formulated as follows:
Word Assembly Problem. Given a ﬁnite set of fragments I , decide whether there exists an I -compatible word w,
and, if it exists, reconstruct it.
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To end this section, we brieﬂy recall the construction of the ASSEMBLY algorithm given in [8]. The inputs of the
algorithm are the set I and the valuem(w), so the algorithm works under the assumption that the valuem(w) is known.
Starting from the set of fragments I = {i1, . . . , in} over the ﬁnite alphabet A, the ﬁrst step is the construction of the
concatenation word w1 over the alphabet A∪ {$}, that is the concatenation of all the strings in I , interspersed with the
symbol $, that is a special symbol not belonging to A, i.e. w1 = $i1$i2$ . . . $in$.
The second goal of the ASSEMBLY algorithm consists in the construction of the trie of the minimal forbidden words
forw1 having length smaller than or equal tom(w) and not containing the symbol $. Such a construction is consequence
of the following result (see [8, Proposition 5.3]):
Proposition 3. Let w be a word over a ﬁxed alphabet A and let I a set of substring of w such that
m(w)C(I).
Then the set of minimal forbidden words for the word w is exactly the set of all the minimal forbidden words for w1
that do not contain the symbol $ and that have length smaller than or equal to m(w), i.e.
MF(w) = MF(w1) ∩ Am(w).
So we can retrieve the trie of the minimal forbidden words for w starting from the factor automaton of w1 (coming
with its sufﬁx function h) and the value m(w). This operation is performed in linear time O(‖I‖), where ‖I‖ denotes
the sum of the lengths of all the strings in I , by the CREATE-TRIE algorithm, that computes the trie of the minimal
forbidden words for w1 and keeps those having length smaller or equal to m(w) and not containing the symbol $.
CREATE-TRIE (factor automaton F(w1) = (Q,A ∪ {$}, i, T , ),
sufﬁx function h, value m(w))
1. for each state p ∈ Q in breadth-ﬁrst search from i and each a ∈ A
2. if (p, a) undeﬁned and (p = i or (h(p), a) deﬁned)
3. ′(p, a) ← new sink;
4. else if (p, a) = q and q is distant from i more than p
5. ′(p, a) ← q;
6. In a depth-ﬁrst search with respect to ′ prune all branches of the trie
T (w) not ending in a state that is sink and has depth smaller than or
equal to m(w);
7. return T (w) = (Q′, A, i′, {sinks}, ′);
Finally, a linear algorithm, w-RECONSTRUCTION, that reconstructs the word w from the set MF(w), is used. This
algorithm calls a procedure BUILDWORD that essentially ﬁnds the longest path in a DAG (Directed Acyclic Graph) by
using a topological sort.
w-RECONSTRUCTION (Trie T (w) representing the set MF(w))
1. A(w) ← L-AUTOMATON(T (w));
2. Let F(w) be the automaton obtained by removing sink states ofA(w);
3. w ← BUILDWORD(F(w));
4. return w;
The overall ASSEMBLY algorithm is thus
ASSEMBLY (set of fragments I = {i1, i2, . . . , in}, value m(w))
1. w1 ← $i1$i2$ . . . $in$;
2. F(w1) = (Q,A ∪ {$}, i, T , ) ←FACTOR-AUTOMATON(w1);
3. T (w) = (Q′, A, i, {sinks}, ′) ←CREATE-TRIE (F(w1), h);
4. w←w-RECONSTRUCTION (T (w));
5. return w;
This algorithm runs in linear time O(‖I‖).
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3. Uniqueness of the reconstruction
The main result of this section is the following theorem:
Theorem 4. Given a ﬁnite alphabet A, and a set I of fragments (ﬁnite words) over A, if there exists a word w which
is I -compatible, then w is unique.
We start with the following deﬁnition:
Deﬁnition 5. Given two ﬁnite sets of ﬁnite words M and M ′, we say that M is strongly included in M ′ if MM ′ and
moreover there exists at least one word v ∈ M ′ such that |v| > max{|u| : u ∈ M}. If M is strongly included in M ′ we
note M M ′.
In the rest of this section, we suppose that there exists a word w that is I -compatible. Let w′ be another I -compatible
word.
By the construction of the word w1, concatenation of the fragments of I , and by Proposition 3, we have that
• MF(w1) ∩ Am(w) = MF(w).
• MF(w1) ∩ Am(w′) = MF(w′).
If m(w) = m(w′), then MF(w) = MF(w′), and so Fact(w) = Fact(w′). Therefore w = w′.
If instead m(w) = m(w′), we have a situation in which either MF(w)MF(w′) or MF(w′)MF(w).
Corollaries 8 and 9 show that this situation is impossible.
We start with a lemma whose proof is straightforward. It will be used in the proof of Theorem 7.
Lemma 6. Let M be a ﬁnite anti-factorial set of words over a ﬁnite alphabet A, and let l be the length of the longest
word in M . If a ﬁnite word z over A has the property that there exists an l′ l such that every factor of z of length l′
does not contain any word of M , then z does not contain any word of M , i.e. z ∈ L(M).
The following theorem shows that the set of the minimal forbidden words for a ﬁnite word has a very rigid
structure:
Theorem 7. Let w be a ﬁnite nonempty word over a ﬁnite alphabet A, and X = {v ∈ MF(w) : |v| = m(w)} the set
of the longest minimal forbidden words for w. The L-automaton that recognizes the language L = L(MF(w)\X) of
the ﬁnite words avoiding the anti-factorial language MF(w)\X has one or more loops. Hence, it cannot be the factor
automaton of a single ﬁnite word.
Proof. We show that there always exists a nonempty factor of w which can be iterated an arbitrary number of times
without violating the constraints of the languageL(MF(w)\X).Thus, this language is inﬁnite and then theL-automaton
that recognizes it must contain one or more loops.
Let v = aub ∈ X, with a, b symbols in a ﬁnite alphabet A (we can eventually have a = b). By the deﬁnition of
minimal forbidden word we know that au and ub must appear as factors of w. Thus, there are three cases:
Case 1: The factors au and ub appear at the same position. In this situation au = ub, so the only possibility is a = b
and au = ub = an, for a positive integer n, hence aub = an+1. We thus can write w = s1ans2, with s1, s2 ∈ A∗.
In this case we can iterate the factor an an arbitrary number of times without violating the constraints of the language
L = L(MF(w)\X), i.e. s1(an)+s2 ⊆ L(MF(w)\X).
Actually, by Lemma 6, with M = MF(w)\X, since the factors of length m(w) of the language s1(an)+s2 are
exactly the factors of length m(w) of w plus the factor an+1 = v, which belongs to X, every factor of length m(w) of
s1(an)+s2 does not contain any factor of MF(w)\X, so it belongs to L(MF(w)\X).
Case 2: The factor ub appears before the factor au.
We can consider several conﬁgurations:
(i) If ub and au do not overlap, we can write w = s1ubs2aus3, with s1, s2, s3 ∈ A∗. In this case we can iterate the
factor bs2au an arbitrary number of times without violating the constraints of the language L = L(MF(w)\X), i.e.
s1u(bs2au)+s3 ⊆ L(MF(w)\X).
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Actually, by Lemma 6, with M = MF(w)\X, since the factors of length m(w) of the language s1u(bs2au)+s3 are
exactly the factors of length m(w) of w plus the factor aub = v, that belongs to X, none of the factors of length m(w)
of s1u(bs2au)+s3 contains any factors of MF(w)\X. Thus, all these factors belong to L(MF(w)\X).
(ii) If ub and au overlap over a single letter a = b, we can write w = s1uaus2, with s1, s2 ∈ A∗. In this case we can
iterate the factor ua an arbitrary number of times without violating the constraints of the languageL = L(MF(w)\X),
i.e. s1(ua)+us2 ⊆ L(MF(w)\X).
Actually, by Lemma 6, with M = MF(w)\X, since the factors of length m(w) of the language s1(ua)+us2 are
exactly the factors of length m(w) of w plus the factor aua = v, that belongs to X, none of the factors of length m(w)
of s1(au)+us2 contains any factor of MF(w)\X. Thus, all these factors belong to L(MF(w)\X).
(iii) If ub and au overlap over a two-letters factor (in particular u is not empty), we have that u starts with the letter
b and ends with the letter a, i.e. u = bua, for a u ∈ A∗.
Note that we must have |u| > 1, because if |u| = 1, ub and au appear at the same position, against the hypothesis
that ub appears before au.
Sowe canwritew = s1buabuas2, with s1, s2 ∈ A∗. In this casewe can iterate the factor u = bua an arbitrary number
of times without violating the constraints of the language L = L(MF(w)\X), i.e. s1(bua)+s2 ⊆ L(MF(w)\X).
Actually, by Lemma 6, with M = MF(w)\X, since the factors of length m(w) of the language s1(bua)+s2 are
exactly the factors of length m(w) of w plus the factor abuab = v, that belongs to X, none of the factors of length
m(w) of s1(bua)+s2 contains any factor of MF(w)\X. Thus, all these factors belong to L(MF(w)\X).
(iv) If ub and au overlap over a sub-factor u′ of u, such that |u′| > 0 (in particular u is not empty), then u′ is a border
of u. Note that |u| > 1, because if not ub and au should appear at the same position.
So we can write w = s1w′s2, where s1, s2 ∈ A∗, and w′ is the nonempty factor of w that starts with ub and ends
with au. In particular w′ can be written as w′ = zu = uv, with |z| = |v| = p, for a positive integer p < |u|.
By Proposition 1, p is a period of the word w′. Moreover, there exists two unique words m ∈ A∗ and r ∈ A+, and
an integer k > 0, such that w′ = (mr)km and |mr| = p.
Hence, we have w = s1w′s2 = s1(mr)kms2. Since u is a border of w′ longer than the half of the length of w′
(because |z| = |v| < |u|), we can suppose k > 1. Actually, if k = 1, since p = |mr| < |u|, we should have
|u| + p = |w′| = |mr| + |m| < 2|mr| = 2p < |u| + p,
that is a contradiction.
Note that since w′ = zu = (mr)km and |z| = |mr| = p, we have z = mr , hence u = (mr)k−1m. Let us note
r = ctc′, with t ∈ A∗ and c, c′ ∈ A ∪ {}, not both empty (if |r| = 1 we assume t =  and c = c′).
Thus, we can iterate the factor mr an arbitrary number of times without violating the constraints of the language
L = L(MF(w)\X), i.e. s1(mr)k(mr)+ms2 ⊆ L(MF(w)\X).
Actually, by Lemma 6, with M = MF(w)\X, since the factors of length m(w) of the language s1(mr)k(mr)+ms2
are exactly the factors of length m(w) of w plus the factor c′(mr)k−1mc = c′uc and since c′u and uc are factors of
w, we have that if c′uc is a forbidden factor for w, then it is a minimal one, and so it belongs to X. Hence, none
of the factors of length m(w) of s1u(au)+s2 contains any factors of MF(w)\X. Thus, all these factors belong to
L(MF(w)\X).
Case 3: The factor ub appears after the factor au.
We can consider several conﬁgurations.
(i) If the factors au and ub do not overlap, we can then write w = s1auys2xubs3, with s1, s2, s3 ∈ A∗ and x, y ∈
A ∪ {}. Suppose that |ys2x| > 0 (in particular if |ys2x| = 1 we assume s2 =  and y = x). In this case, we can iterate
the factor ys2xu an arbitrary number of times without violating the constraints of the language L = L(MF(w)\X),
i.e. s1au(ys2xu)+bs3 ⊆ L(MF(w)\X).
Actually, by Lemma 6, with M = MF(w)\X, since the factors of length m(w) of the language s1au(ys2xu)+bs3
are exactly the factors of length m(w) of w plus the factor xuy and since xu and uy are factors of w, we have that if xuy
is a forbidden factor for w, then it is a minimal one, and so it belongs to X. Hence, none of the factors of length m(w)
of s1u(bs2au)+s3 contains any factor of MF(w)\X. Thus, all these factors belong to L(MF(w)\X).
If instead |ys2x| = 0, then w = s1auubs3. Observe that in this case |u| > 0, because ab cannot be at the same time
a forbidden factor and a factor of w. So let us note u = dzd ′, with z ∈ A∗ and d, d ′ ∈ A ∪ {} but not both empty (if
|u| = 1 we assume z =  and d = d ′). In this case we can iterate the factor u an arbitrary number of times without
violating the constraints of the language L = L(MF(w)\X), i.e. s1au(u)+bs3 ⊆ L(MF(w)\X).
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Actually, by Lemma 6, with M = MF(w)\X, since the factors of length m(w) of the language s1au(u)+bs3 are
exactly the factors of length m(w) of w plus the factor d ′dzd ′d = d ′ud and since d ′u and ud are factors of w, we have
that if d ′ud is a forbidden factor for w, then it is a minimal one, and so it belongs to X. Hence, none of the factors of
length m(w) of s1au(u)+bs3 contains any factor of MF(w)\X. Thus, all these factors belong to L(MF(w)\X).
(ii) If au and ub overlap over a sub-factor u′ of u, then u′ is a border of u (note that |u′| < |u| because aub is a
forbidden word for w), and the proof is the same as that of Case 2(iv). 
Example. Letw = abababa over the alphabetA = {a, b}.We haveMF(w) = {aa, bb, bababab}, soX = {bababab}
and than MF(w)\X = {aa, bb}. The minimal forbidden word v = bababab has a strict maximal preﬁx and a strict
maximal sufﬁx that overlap as factors of w. We are in the situation described in Case 2(iv).
We observe that the words (ab)n belong to L(MF(w)\X) for every positive integer n.
Corollary 8. Let w be a ﬁnite nonempty word over a ﬁnite alphabet A, and M = MF(w) the set of its minimal
forbiddenwords. For every anti-factorial ﬁnite set of ﬁnitewordsM ′ such thatM ′M , the L-automaton that recognizes
the language L(M ′) has one or more loops. Hence, it cannot be the factor automaton of a single ﬁnite word.
Proof. If M ′M , in particular we have M ′ ⊂ M\X, then every ﬁnite word avoiding the set M\X must avoid a
fortiori the set M ′, so L(M\X) ⊆ L(M ′). Thus, since by Theorem 7 L(M\X) is inﬁnite, we have that L(M ′) is inﬁnite
too, and so the L-automaton of M ′ must contain one or more loops. 
Corollary 9. Let M = MF(w) be the (anti-factorial) set of the minimal forbidden words for a ﬁnite nonempty word
w over a ﬁnite alphabet A. For every anti-factorial ﬁnite set of ﬁnite words M ′ such that M M ′, the L-automaton
that recognizes the language L(M ′) cannot be the factor automaton of a single ﬁnite word.
Proof. If the L-automaton of L(M ′) were the factor automaton of a single ﬁnite word, it should exist a ﬁnite word
w′ such that M ′ = MF(w′). But in this case, by Theorem 7, the L-automaton which recognizes the language L(M)
could not be the factor automaton of a single ﬁnite word, against the hypothesis. 
4. Finding the minimal forbidden words for w
We now suppose to have a set of fragments I and that there exists a (unique) I -compatible word w. Thus, we know
that there exists a ﬁnite word w such that the fragments of I are factors of w and the condition C(I)m(w) is veriﬁed.
We want to reconstruct the word w.
In particular, we are interested in ﬁnding theminimal forbiddenwords for thewordw. Thiswill allowus to reconstruct
the word w using the w-RECONSTRUCTION procedure.
In this section, we ﬁnd a way to deduce the set MF(w) from the set MF(w1) without the explicit knowledge of
the value m(w).
The following two propositions are given in [8] without proof (Remarks 3.3 and 5.4).
Proposition 10. Let w be a ﬁnite word over a ﬁnite alphabet A. Then
r(w) = m(w) − 2,
where r(w) is the repetition index of w and m(w) is the length of the longest minimal forbidden word for w.
Proof. Let m = avb be a minimal forbidden word for w of maximal length |m| = m(w). So av and vb are
factors of w.
If av is a sufﬁx ofw, then, since vb is a factor ofw, we have that v is a factor ofw appearing at least twice (eventually
overlapping).
If av is not a sufﬁx of w then avx is a factor of w for a letter x ∈ A different from b. Since vb is a factor of w, v is
a factor of w appearing at least twice (eventually overlapping).
So there exists a factor v of length m(w) − 2 of the word w appearing at least twice, and thus r(w)m(w) − 2.
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Conversely, if v is a factor of thewordw having length r(w) (so it appears at least twice inw, eventually overlapping),
then we want to prove that |v|m(w) − 2. To do this, it is sufﬁcient to show that there exists a minimal forbidden
word for w of the form avb, with a, b ∈ A. We have several cases:
Case 1: The factor v is not a preﬁx nor a sufﬁx of w. So the word w contains at least two factors containing v as
central factor, say x1vy1, with x1, y1 ∈ A, and x2vy2, with x2, y2 ∈ A.
In this case we have that x1 = x2 and y1 = y2. If not there should exist a factor of w longer than v appearing at least
twice, against the hypothesis that |v| = r(w). Moreover, for the same reason, x1vy2 cannot be a factor of w. So, since
x1v and vy2 are factors of w, x1vy2 is a minimal forbidden word for w.
Case 2: If v appears as preﬁx and as sufﬁx of w, let b be the letter following the preﬁx v and a the letter preceding
the sufﬁx v (note that such a and b must exist since |v| < |w|). Then av and vb are factors of w. Moreover, they appear
only once as factors of w, if not there should exist a factor longer than v appearing at least twice as factor of w. So avb
cannot be a factor of w, and then it is a minimal forbidden word for w.
Case 3: If v appears as preﬁx but not as sufﬁx of w, let a be the letter following the preﬁx v. The second time that v
appears in w it must be followed by a letter b different from a, if not there should exist a factor longer than v appearing
at least twice in w. Let x be the letter preceding the factor vb. So xv is a factor of w and it appears only once in w,
since it is longer than v. Thus, xva is a minimal forbidden word for w.
Case 4: If v appears as sufﬁx but not as preﬁx of w, the proof is analogous to that of the Case 3. 
We focus now on the structure of the set (MF(w1)∩A∗)\MF(w), i.e. of the minimal forbidden words for w1 not
containing the symbol $ which are not minimal forbidden words for MF(w).
Remark. Since by Proposition 3 we have thatMF(w1)∩Am(w) = MF(w), every word belonging to (MF(w1)∩
A∗)\MF(w) has length greater than m(w).
Let S be the set of the minimal forbidden words for w1 not containing the symbol $, of the form v = aub, such that
• the words au$ and $ub are factors of w1,
• the words aux and xub are not factors of w1, for every x ∈ A.
We will show that the knowledge of this set allows us to retrieve the set MF(w) from the set MF(w1).
Proposition 11. If w is a I -compatible word, then the following equality holds:
MF(w) ∪ S = MF(w1) ∩ A∗.
Proof. The inclusion S ⊆ MF(w1) ∩ A∗ follows by the deﬁnition of S. In order to prove that MF(w) ∪ S ⊆
MF(w1)∩A∗, it remains to show that MF(w) ⊆ MF(w1). Actually, let v = aub be a minimal forbidden word for
w. By deﬁnition, it follows that both au and ub are factors of w and hence, by the second condition of I -compatibility,
they appear in some fragment of I . Therefore, they appear in w1. If v = aub was in w1, then it should appear in some
fragments of I and so, by the ﬁrst condition of I -compatibility, it should be a factor of w.
Let us consider now a word v = aub in MF(w1) ∩ A∗. We show that if it does not belong to MF(w), then it has
to belong to S. Actually, aub is not a factor of w1, while au and ub are, and so, by the construction of the word w1, au
and ub are factors of w too. If moreover aub /∈ MF(w), then we know by the previous remark that |aub| > m(w),
and so |au| = |ub| > m(w) − 1. Since aub is not a minimal forbidden word for w, but au and ub are factors of w, we
conclude that aub must be a factor of w. By Proposition 10, we know that au and ub appear exactly once as factors of
w. So, in the word w, au can only be followed by b and ub can only be preceded by a. Thus, in the word w1, the factor
au can only be followed by $ and ub can only be preceded by $, aub being a minimal forbidden word for w1. 
The following two propositions show that the sets MF(w) and S are “almost’’ disjoint.
Proposition 12. Let w be a I -compatible word, and B(w) be the set of the bad minimal forbidden words for w. Then
the following equality holds:
MF(w) ∩ S = B(w).
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Proof. The set B(w) is included in MF(w) by deﬁnition. Let v = aub be a bad minimal forbidden word for w. Then,
by the second condition of I -compatibility, it is a minimal forbidden word for w1. Moreover, since au is a sufﬁx of w
and it does not appear elsewhere in w, and since |au|m(w), it appears in w1 and every time it appears it must be
followed by the symbol $. By the same reasoning ub appears in w1 and every time it appears it must be preceded by
the symbol $.
We now show the other inclusion. Let v = aub be a minimal forbidden word for w. By the second condition of
I -compatibility, it is a minimal forbidden word for w1 too. Suppose that it also belongs to S. This implies that au is a
sufﬁx of w and it does not appear elsewhere in w. Actually, if aux was a factor of w for some letter x ∈ A, then, since
|aux|m(w), aux should be a factor of w1 too, against the hypothesis that it belongs to S. Analogously one can prove
that ub is a preﬁx of w and it does not appear elsewhere in w. Thus, v = aub belongs to B(w). 
Proposition 13. For a ﬁnite word w over a ﬁnite alphabet A it can exist at most one bad minimal forbidden word, i.e.
|B(w)|1.
Proof. Let v = aub be a bad minimal forbidden word for w, and suppose that v′ = xu′y is another bad minimal
forbidden word for w longer than v, i.e. |u′| > |u|. By the deﬁnition of bad minimal forbidden word, u′ and ub are
preﬁxes of w, so u′ = ubs for some s ∈ A∗. But xu′ = xubs must be sufﬁx of w, and ub cannot appear as central
factor of w. The only possible case is therefore s =  and so u′ = ub. In this case ub is a sufﬁx of w. Since v is bad
minimal forbidden word, au is a sufﬁx of w too, so the unique possibility is a = b and u = an for some integer n, and
then v = an+2 (and v′ = xan+1y, with x and y different from a).
Thus, if w is the word an+1, for a letter a ∈ A, then for w there exists just one bad minimal forbidden word, that
is v = an+2; else, if w = an+1, the factor an+1 appears twice as factor of w, that is a contradiction since v is a bad
minimal forbidden word for w and so, by the deﬁnition, its preﬁx and its sufﬁx must appear just once as factors of w.
Thus, it cannot exist a bad minimal forbidden word for w longer than v. 
Remark. The previous propositions allow us to ﬁnd out the elements of MF(w) starting from the set MF(w1).
Actually, we only need to remove from the set MF(w1) ∩ A∗ the elements of S\B(w), i.e.
MF(w) = (MF(w1) ∩ A∗)\(S\B(w)).
Unfortunately, since we do not know the word w we cannot know a priori whether the set B(w) is empty. However,
we can solve the problem by taking into account the lengths of the shortest elements of the set S. Actually, we will
show that the set MF(w) is completely determined by the knowledge of the following two values without the explicit
knowledge of the value m(w):
l1 = min{|v|, v ∈ S},
l2 = min{|v|, v ∈ S and |v| > l1}.
We conventionally deﬁne l1 = l2 = ∞ if S = ∅ and l2 = ∞ if S contains just one element.
Proposition 14. If there exists a bad minimal forbidden word for the word w, then
MF(w) = MF(w1) ∩ A l2−1.
Else, if no bad minimal forbidden word for the word w exists, then
MF(w) = MF(w1) ∩ A l1−1.
Proof. We recall that if S contains a bad minimal forbidden word for w, call it v, then v is the only element in S
having length smaller than or equal to m(w). Hence, if there exists a (the) bad minimal forbidden word v for the word
w, then its length is l1. Thus, every word in MF(w1) ∩ A∗ having length smaller than l2 is a minimal forbidden
word for w.
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If instead no bad minimal forbidden word for w exists, then every word in MF(w1) ∩ A∗ having length smaller
than l1 is a minimal forbidden word for w, since in this case S is exactly the set of the minimal forbidden words for w1
that are not minimal forbidden words for w. 
5. Algorithms for the word assembly problem
We start with the construction of a procedure which computes in linear time O(|A|2 × ‖I‖) the values l1 and l2
starting from the Factor Automaton of w1 and from the trie of the minimal forbidden words for w1. This is performed
by the next two algorithms S-CONSTRUCTION and l1, l2-FINDING.
The ﬁrst algorithm is the S-CONSTRUCTION. Its inputs are the Factor Automaton of the word w1 and the trie T (w1)
of the minimal forbidden words for w1. It also uses a FIFO (First In First Out) ﬁle F . It adds a label to the sink states
of T (w1).
S-CONSTRUCTION (Factor Automaton F(w1) = (Q,A ∪ {$}, i, F, ),
MF-Trie T (w1) = (Q′, A ∪ {$}, i′, {sinks}, ′), FIFO ﬁle F )
1. for each x ∈ A ∪ {$} do
2. for each a ∈ A do
3. if (i, x) and ′(i′, a) both deﬁned and ′(i′, a) not sink then
4. F ← {((i, x), ′(i′, a))};
5. while F is not empty do
6. (p, p′) ← HEAD (F );
7. DEQUEUE (F );
8. for each b ∈ A do
9. if ′(p′, b) is a sink state then
10. if (p′, $) deﬁned but for every
c ∈ A (p′, c) is not deﬁned then
11. LABEL (′(p′, b), x);
12. else if ′(p′, b) and (p, b) both deﬁned then
13. ENQUEUE (F, ((p, b), ′(p′, b)));
14. return T ′(w1) = (Q′, A, i′, {labeled sinks}, ′);
Proposition 15. The algorithm S-CONSTRUCTION labels with the symbol x ∈ A∪ {$} the sink states corresponding to
the minimal forbidden words v = aub verifying:
1. v does not contain the symbol $;
2. xub is a factor of w1;
3. in the word w1 the factor au can only be followed by the symbol $.
Proof. The behavior of the algorithm is the following. First, it ﬁxes a symbol x ∈ A ∪ {$} (line 1). Then it ﬁxes a
letter a ∈ A (line 2) and eventually starts a breadth-ﬁrst-search (lines 4–13) using a FIFO ﬁle F , of which the entries
are couples of states, the ﬁrst one being a state of the factor automaton of w1, the second one being a state of the trie
T (w1) of the minimal forbidden words for w1.
At the end of the exploration of the trie it labels with the symbol x the sink states corresponding to the minimal
forbidden words v = aub verifying:
1. v does not contain the symbol $ (because the exploration is performed only on the letters of the alphabet A, line 2);
2. xub is a factor of w1 (because the exploration is done at the same time on the factor automaton of w1, line 12);
3. in the word w1 the factor au can only be followed by the symbol $ (line 10).
Remark. At the end of the procedure S-CONSTRUCTION, the sink states of the trie T ′(w1) which are labeled only by
the symbol $ are those corresponding to the words of S.
Proposition 16. The algorithm S-CONSTRUCTION runs in time O(|A|2 × ‖I‖), where ‖I‖ is the sum of the lengths of
the words in I .
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Proof. In the worst theoretical case, if we note k = |A|, the algorithm performs k(k + 1) breadth-ﬁrst-searches (k + 1
possibilities for the letter x at line 1, and k for the letter a at line 2) on the trie T (w1). Since a breadth-ﬁrst-search is
a linear standard procedure on a ﬁnite graph and since the size of the trie T (w1) is linear on the size of w1, the thesis
follows. 
The second algorithm is l1, l2-FINDING. It computes, starting from the labeled trie T (w1), the values l1 and l2 deﬁned
at the end of the previous section. These two values represent, respectively, the lengths of the shortest and of the second
shortest minimal forbidden words for w1 whose label in the trie T ′(w1) is only the symbol $, i.e. the shortest and the
second shortest elements of S. If S is empty, then the algorithm sets both l1 and l2 equal to inﬁnity. If S contains just
one element, then the algorithm sets l2 equal to inﬁnity.
l1, l2-FINDING (labeled MF-Trie T ′(w1) = (Q′, A, i′, {labeled sinks}, ′),
FIFO ﬁle F )
1. l1 ← ∞;
2. l2 ← ∞;
3. F ← {i′, 1};
4. while F is not empty do
5. (p′, d) ← HEAD (F );
6. DEQUEUE (F );
7. for each a ∈ A do
8. if ′(p′, a) is a sink state and its label is {$} then
9. if d < l1 then l1 ← d
10. else if d < l2 then l2 ← d
11. else if ′(p′, a) deﬁned but not sink then
12. ENQUEUE (F, (′(p′, a), d + 1));
13. return l1, l2;
Proposition 17. The algorithm l1, l2-FINDING computes the values l1 and l2 representing, respectively, the lengths of
the shortest and the second shortest elements of S.
Proof. The algorithm ﬁrst sets both l1 and l2 equal to inﬁnity (line 1 and 2) and then performs a breadth-ﬁrst-search
on the labeled trie T ′(w1) (lines 3–12), using a FIFO ﬁle F having two entries: the ﬁrst one is the current state of the
breadth-ﬁrst-search and second one is the length of the word corresponding to the current state.
When a minimal forbidden word corresponds to a sink state having label equal to $ (line 8), the algorithm updates
the values of l1 and l2 (lines 9 and 10). 
Proposition 18. The algorithm l1, l2-FINDING runs in time O(‖I‖), where ‖I‖ is the sum of the lengths of
the words in I .
Proof. The linear time complexity follows from the linear time complexity of the standard breadth-ﬁrst-search proce-
dure on a ﬁnite graph and from the fact that the size of the labeled trie T ′(w1) is linear on the size of w1.
We now present the WORD ASSEMBLY 1 algorithm. It reconstructs the word w from a set of fragments I under the
hypothesis that there exists a (the) I -compatible word w.
WORD ASSEMBLY 1 (set of fragments I = {i1, i2, . . . , in},
existence of a I -compatible word)
1. w1 ← $i1$i2$ . . . $in$;
2. F(w1) = (Q1, A ∪ {$}, i1,Q1, 1) ←FACTOR-AUTOMATON(w1);
3. T (w1) = (Q2, A ∪ {$}, i2, {sinks}, 2) ←MF-TRIE(F(w1), h);
4. T ′(w1) = (Q2, A, i2, {labeled sinks}, 2)←S-CONSTRUCTION(F(w1), T (w1));
5. (l1, l2)←l1, l2-FINDING(T ′(w1));
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6. T (l1 − 1) = (Q3, A, i2, {sinks}1, 3) ←CREATE-TRIE(F(w1), l1 − 1);
7. F(l1 − 1) = (Q4, A, i4,Q4 = Q3\{sinks}1, 4) ←L-AUTOMATON (T (l1 − 1));
8. if F(l1 − 1) contains one or more loops then
9. T (l2 − 1) = (Q5, A, i5, {sinks}2, 5) ←CREATE-TRIE(F(w1), l2 − 1);
10. w←w-RECONSTRUCTION(T (l2 − 1));
11. return w;
12. else
13. w←w-RECONSTRUCTION(T (l1 − 1));
14. return w;
Proposition 19. The algorithm WORD ASSEMBLY 1 reconstructs the I -compatible word w from the set I .
Proof. The ﬁrst step of the procedure is the construction of the concatenation word w1, simply by writing the words
of I interspersed with the symbol $ (line 1).
Then the algorithm constructs the factor automaton of w1 (line 2) and the trie T (w1) of the set MF(w1), by using
the MF-TRIE algorithm (lines 2 and 3).
Once we have both the factor automaton and the trie of the minimal forbidden words for w1, we can call the two
procedures S-CONSTRUCTION and l1, l2-FINDING to ﬁnd the values l1 and l2 (lines 4 and 5).
Now we apply the CREATE-TRIE algorithm changing the value m(w) with the value l1 − 1 at the line 6 of its code,
and we obtain the trie T (l1 − 1) that represents the set M1 = MF(w1) ∩ A l1−1 (line 6). We use the convention
that A∞ = A∗.
If no badminimal forbiddenword exists for the I -compatible wordw, then, by Proposition 14,M1 = MF(w), hence
we can easily reconstruct w by using the w-RECONSTRUCTION procedure applied to the trie T (l1 − 1)
(lines 12–14).
If instead there exists a (the) bad minimal forbidden word for the I -compatible wordw, then the L-automaton applied
to the trie T (l1 − 1) will give, by Corollary 8, an automaton F(l1 − 1) with one or more loops. 1
Hence, if F(l1 − 1) contains one or more loops, and since by the hypothesis there exists a I -compatible word w,
then we can state that there exists a bad minimal forbidden word for w, and hence, by Proposition 14, the CREATE-TRIE
algorithm, after changing the value m(w) with the value l2 − 1 at the line 6 of its code, will produce the trie of the
minimal forbidden words for the wordw, which can be thus reconstructed by using thew-RECONSTRUCTION procedure
applied to the trie T (l2 − 1) (lines 7–11). 
Proposition 20. The algorithm WORD ASSEMBLY 1 runs in linear time O(‖I‖).
Proof. All the procedures called from the algorithm WORD ASSEMBLY 1 run in linear time O(‖I‖) (remember that the
factor automaton of a word v over the alphabet A can be computed in linear time O(|v| × |A|) and has no more than
2|v| states, see for instance [5]). Finally, checking whether a ﬁnite directed graph contains or not loops is a standard
linear procedure (by using for instance a depth-ﬁrst-search). 
We are now quite close to the solution of the Word Assembly Problem as formulated in Section 2. The last step
consists in eliminating the hypothesis on the existence of a I -compatible word.
Thus, we start only with an arbitrary set I of ﬁnite words over a ﬁnite alphabet A.
The following WORD ASSEMBLY 2 algorithm completely answers to the Word Assembly Problem.
WORD ASSEMBLY 2 (set of fragments I = {i1, i2, . . . , in})
1. w1 ← $i1$i2$ . . . $in$;
2. F(w1) = (Q1, A ∪ {$}, i1,Q1, 1) ←FACTOR-AUTOMATON(w1);
3. T (w1) = (Q2, A ∪ {$}, i2, {sinks}, 2) ←MF-TRIE (F(w1), h);
1 In the general construction the L-automaton has the same states of its input trie, but we always suppose to delete the sink states of the L-automaton
after its construction. So we do not consider loops on the sink states.
G. Fici et al. / Theoretical Computer Science 359 (2006) 214–230 227
4. T ′(w1) = (Q2, A, i2, {labeled sinks}, 2)←S-CONSTRUCTION(F(w1), T (w1));
5. (l1, l2) ← l1, l2-FINDING (T ′(w1));
6. T (l1 − 1) = (Q3, A, i3, {sinks}1, 3) ←CREATE-TRIE(F(w1), l1 − 1);
7. F(l1 − 1) = (Q4, A, i4,Q4 = Q3\{sinks}1, 4) ←L-AUTOMATON(T (l1 − 1));
8. if F(l1 − 1) contains one or more loops then
9. T (l2 − 1) = (Q5, A, i5, {sinks}2, 5) ←CREATE-TRIE(F(w1), l2 − 1);
10. F(l2 − 1) = (Q6, A, i6,Q6 = Q5\{sinks}2, 6) ←L-AUTOMATON(T (l2 − 1));
11. if F(l2 − 1) contains one or more loops then
12. return “No I -compatible word exists’’;
13. else
14. if F(l2 − 1) has a unique path of maximal length
from the initial state, labeled by w, then
15. F(w) ←FACTOR-AUTOMATON(w);
16. if F(w) = F(l2 − 1) then
17. return w;
18. else
19. return “No I -compatible word exists’’;
20. else
21. return “No I -compatible word exists’’;
22. else
23. if F(l1 − 1) has a unique path of maximal length
from the initial state, labeled by w, then
24. F(w) ←FACTOR-AUTOMATON(w);
25. if F(w) = F(l1 − 1) then
26. return w;
27. else
28. return “No I -compatible word exists’’;
29. else
30. return “No I -compatible word exists’’;
Proposition 21. The algorithm WORD ASSEMBLY 2 decides, starting from the set I , whether a I -compatible word w
exists, and if it is the case it reconstructs w.
Proposition 22. The algorithm WORD ASSEMBLY 2 runs in linear time O(‖I‖).
Proof. The ﬁrst steps of the algorithm are the same as those of the WORD ASSEMBLY 1 algorithm (lines 1–7). Once
we have constructed the automaton F(l1 − 1) we have to check whether it is (after deleting the sink states) the factor
automaton of a I -compatible word.
Suppose ﬁrst that F(l1 − 1) does not contain loops (line 22). How can we decide whether it is the factor automaton
of a I -compatible word? First, the factor automaton of a single ﬁnite word always contains a unique longest path from
the initial state, and it is the path corresponding to the longest factor of the word, that is the word itself.
Hence, if F(l1 − 1) contains two or more paths of maximal length (one can check this in linear time by using a
simple adaptation of the topological sort procedure on a directed acyclic graph), we can state that no I -compatible
word exists (lines 29 and 30); otherwise, by Corollary 8, F(l1 − 1) should contain one or more loops.
If instead F(l1 − 1) contains just one path of maximal length, set w this path (line 23). Now, one can construct
in linear time on the size of w (and so on ‖I‖) the factor automaton of w, noted by F(w) (line 24). We can now
compare the automata F(w) and F(l1 − 1) (lines 25–28). It is well known that checking the equality between two
ﬁnite deterministic automata can be done in linear time.
If F(w) = F(l1 − 1), then we can state that no I -compatible word exists, if not we should retrieve its factor
automaton with F(l1 − 1) (or F(l2 − 1) if F(l1 − 1) contains one or more loops, that is not the case here).
If F(w) = F(l1 − 1) then we have found a I -compatible word, w, as the following theorem shows.
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Theorem 23. If F(l1 − 1), the automaton that recognizes the set L(MF(w1) ∩ A l1−1), is the factor automaton of
a ﬁnite word w, then w is I -compatible.
Theorem23 also shows that the algorithmWORDASSEMBLY2 cannot retrieve a ﬁnitewordw that is not I -compatible.
If the automaton F(l1 − 1) contains one or more loops (line 8), we can try with the automaton F(l2 − 1), obtained
from the CREATE-TRIE procedure with the value l2 (lines 9 and 10).
If it contains one or more loops, we can state that no I -compatible word exists, otherwise we should obtain an
automaton without loops, as in the WORD ASSEMBLY 1 algorithm (lines 11–12). If instead it does not contain loops, we
can apply the same test as that we did for F(l1 − 1) (lines 13–21). 
Proof. The ﬁrst condition to prove is that I ⊆ Fact(w). Let v ∈ I , then v ∈ Fact(w1) ∩ A∗, so v /∈ MF(w1) ∩ A∗.
Therefore, v ∈ L(MF(w1)∩A∗) and thus a fortiori v ∈ L(MF(w1)∩A l1−1). Thus, v is recognized byF(l1−1) =
F(w).
The second condition to prove is that C(I)m(w). Suppose that k = C(I) < m(w). This implies that there exists
at least one factor v ∈ Fact(w) such that |v| = k + 1 but v /∈ Fact(I ), so v /∈ Fact(w1) ∩ A∗. Let v = a0a1 . . . ak .
Since k = C(I) we have that a0a1 . . . ak−1 and a1a2 . . . ak belong to Fact(w1) ∩ A∗, so v ∈ MF(w1) ∩ A∗.
We thus have two possibilities for v. If |v| < l1, then v ∈ MF(w1)∩A l1−1, therefore v /∈ L(MF(w1)∩A l1−1),
so it should not be recognized by F(l1 − 1) = F(w), that is a contradiction.
If instead |v| l1, we should havem(w) > l1 −1. But this is impossible, because in this caseL(MF(w1)∩A l1−1)
could not avoid the minimal forbidden words for w having length m(w), against the hypothesis that F(l1 − 1)
= F(w). 
6. Relation with the Shortest Superstring Problem
In this section, we want to show that if w is a I -compatible word, then w is solution of the Shortest Superstring
Problem for the set I , that is ﬁnding the shortest word w such that all the fragments in I are factors of w. This implies
that for those sets I for which there exists a (unique) I -compatible word, we are able to ﬁnd the shortest superstring
for I in linear time on the size of I .
In the sequel, we suppose that the input set of fragments I is an anti-factorial set, i.e. there are not two distinct
fragments ij and ik in I such that ij is a factor of ik .
Given an arbitrary set I , it is possible to retrieve its anti-factorial part I ′ (that is the set obtained from I by eliminating
the strings that are factors of another string of I ) in linear time on the size of I . For instance, one can perform this task
by using a generalized sufﬁx tree (see [6]) of the fragments in I and eliminating fragments that are factors of other
ones.
It is easy to see that our algorithms WORD ASSEMBLY 1 and WORD ASSEMBLY 2 give the same output on the input I
and on the input I ′.
Deﬁnition 24. For any couple of fragments ij , ik in I , an overlap between ij and ik is aworduj,k ∈ Suff (ij )∩ Pref (ik).
The maximum overlap between ij and ik is the longest overlap between ij and ik .
Deﬁnition 25. An arrangement A(I ) of I = {i1, . . . , in} is a word w obtained by concatenating the fragments in I
in an order given by a permutation  over n elements; so
A(I ) = i(1) · · · i(n).
Deﬁnition 26. Anarrangementwith overlapA(I ) of I is an arrangement inwhich two consecutive factors can overlap.
An arrangement with maximum overlap Am (I ) is an arrangement with overlap in which every overlap between two
consecutive factors is a maximum overlap.
Note that for every ﬁxed permutation  there exists a unique arrangement with maximum overlap Am (I ).
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It is straightforward that a shortestwordw such that the fragments in I are all factors ofw, i.e. a Shortest Superstring of
I , is an arrangement with maximum overlapAm (I ) for a permutation which minimizes the length of the arrangement,
i.e. which maximizes the sum of the lengths of the overlaps.
Note that if w is a I -compatible word, then w in particular corresponds to an arrangement with overlap of I , so we
can associate to the word w a permutation  over |I | elements such that w = A(I ).
Proposition 27. If w is a I -compatible word corresponding to a permutation , then all the overlaps between consec-
utive factors of I in the arrangement w = A(I ) have length greater than m(w) − 2. In particular, they appear just
once as factors of w.
Proof. From the deﬁnition of I -compatible word, we know that every factor of w having a length smaller than or equal
to m(w) is contained in some fragment in I .
Suppose that in the arrangement corresponding to there exists two consecutive fragments i(j), i(j)+1 such that their
overlap u(j),(j)+1 has length |u(j),(j)+1|m(w)−2. Let a ∈ A be the letter preceding u(j),(j)+1 inw, and b ∈ A
be the letter following u(j),(j)+1 in w. Then au(j),(j)+1b is a factor of w having length |au(j),(j)+1b|m(w)
which is not contained in any fragment of I , that is a contradiction.
So every overlap u between consecutive fragments of I in the arrangement corresponding to  has length greater
than m(w) − 2. By Proposition 10 we know that u appears just once as factor of w. 
Lemma 28. If w is a I -compatible word then w is an arrangement with maximum overlap of I , for some ﬁxed
permutation  over |I | elements.
Proof. Let w be an arrangement with overlap A(I ) of I , for a permutation  over |I | elements. We want to prove
that there is no other choice of the overlaps giving an arrangement with overlap A′(I ) shorter than A. Actually, if
there exists such an arrangement, then there should exist at least two consecutive fragments i(j), i(j)+1 with overlap
u′(j),(j)+1 longer than the overlap u(j),(j)+1 which they have in the arrangement A.
Since both u′(j),(j)+1 and u(j),(j)+1 are preﬁxes of i(j)+1 by the deﬁnition, and since u
′
(j),(j)+1 is longer
than u(j),(j)+1, we conclude that u(j),(j)+1 is a (strict) preﬁx of u′(j),(j)+1. Moreover, since u′(j),(j)+1 and
u(j),(j)+1 are by the deﬁnition sufﬁxes of i(j), we can state that the overlap u(j),(j)+1 appears in (at least) two
different positions as factor of the fragment i(j), and so in particular as factor of thewordw = A(I ). The contradiction
follows then by Proposition 27. 
Theorem 29. If w is a I -compatible word then w is a solution of the Shortest Superstring Problem for the set I .
Proof. Let w be a I -compatible word, where I = {i1, . . . , in}. We have to prove that w is the shortest word such that
I ⊂ Fact(w), i.e. the shortest arrangement with maximum overlap of I .
So let w = Am (I ). We want to prove that for every other permutation over n elements  one has |Am (I )| <
|Am (I )|.
We claim that for any couple of fragments ik and il which are consecutive in A
m
 (I ) but not in A
m
 (I ) one has that
their (maximum) overlap uk,l in Am (I ) has length smaller than or equal to m(w) − 2. Actually, since ik and il are not
consecutive in Am (I ) = w, uk,l is a factor which appears at least twice in w and the claim follows from Proposition
10. Since  is different from  there exists two fragments which are consecutive in Am (I ) but not in A
m
 (I ). The thesis
follows then by Proposition 27. 
We end this section with a comparison between our algorithm WORD ASSEMBLY 2 and the well known GREEDY one.
The GREEDY algorithm is an approximation algorithm that repeatedly merges the two fragments of the set I having
maximum overlap until only one word remains. If there exists more than one couple of fragments having maximum
overlap it randomly chooses one of these couples for the merging. The GREEDY algorithm is not linear, since it must
compare every couple of fragments to determinate the maximum overlaps.
The ratio between the length of the shortest superstring and the length of the greedy superstring is the object of a
deep study. More details about this discussion can be found in [11].
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Lemma 30. If there exists a I -compatible word w for the set I , then for every fragment ij in I which is not sufﬁx of
w there exists just one fragment ik in I such that
|uj,k| > max
l = k |uj,l |.
Proof. Let ij be in I , and suppose that there exists two distinct fragments ik and ik′ in I such that themaximum overlaps
uj,k between ij and ik and uj,k′ between ij and ik′ have the same length. Since we supposed that I is an anti-factorial
set we have that uj,k = uj,k′ is a strict sufﬁx of ij and a strict preﬁx of ik and ik′ . Thus, in the I -compatible word w,
the factor uj,k = uj,k′ should appear at least twice, and this is impossible because we have shown in the Lemma 27
that the maximum overlap between two consecutive fragments in w appears just once as factor of w. 
Corollary 31. If I is a set for which there exists a (unique) I -compatible word w, then the GREEDY algorithm applied
on the set I is deterministic, therefore it outputs the shortest superstring for the set I .
The output of GREEDY is the same of our algorithm WORD ASSEMBLY 2, since we showed that our algorithm too
outputs the shortest superstring for the set I , as shown in Theorem 29. So WORD ASSEMBLY 2 (that runs in linear time
on the size of I ) improves the GREEDY algorithm for those sets I for which there exists a (unique) I -compatible word.
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