Abstract-Reduction of multiple access interference is occupying great importance in wireless communication using code division multiple access (CDMA). Different interference cancellation schemes were developed and neural network based canceller is one of them. This paper introduces the effect of training parameters on achieving optimum performance on a multi stage parallel interference canceller (PIC) based on neural network.
I. INTRODUCTION
Mobile cellular communication is at its high reach these days. Direct Sequence Code Division Multiple Access (DS-CDMA) based wireless communication, undoubtedly one of the best among the different wireless technologies. The attractions of CDMA are because of its antimultipath capabilities, high security etc compared to other existing multiple access technologies.
But the major problem with the code division multiple access(CDMA) technologies is the multiple access interference (MAI) due to the presence of signals occupying the channel at all frequencies and time [1] . MAI reduces the channel capacity and affects the detection performance. This problem is solved to a great extent by using multi user detection(MUD) techniques [2] . But the computational complexity of the normal MUD technique affects performance for realistic number of users. The suboptimal detectors solve the problem to a great extent [3] . Neural network based parallel interference cancellers (PIC) are members of this class of suboptimal detectors. This paper investigates the effect of training parameters, on detector performance. A multitude of study was conducted on this area based by changing various parameters and observations were found regarding better performance of the detector by the changes.
The first neural network work based suboptimal detectors were first proposed by Azhang [4] . This classical paper ignited the research on neural network receivers and was followed by several other works [5] . Successive interference cancellers [6] and Parallel interference cancellers were proposed based on the neural network. The software programs were relied for simulating the multiuser environment required for CDMA system. This is emphasized in the classic paper of Darius Divsalar on improved parallel interference cancellation for CDMA [7] . This paper closely follows the above paper and [8] . The authors of [8] , employed neural network between the matched filter stage and PIC for obtaining better bit error rate (BER) performance. In this paper, we attempts to change the training parameters of the inserted neural network stage and obtain high performance without changing the number of stages of PIC. A multitude of simulations were conducted for different parameters like signal to noise ratio (SNR), number of neurons and training ratios.
The paper is organized as follows. In the section II we explain the CDMA model briefly which is followed by a short introduction to the neural networks (section III) which is employed in our study. Finally, a greater part of the paper is dedicated to the explanation of simulation (section IV).
II. CDMA MODEL
The model of the synchronous system is shown in the Fig.  1 . Each user's data are spread with gold code sequence for better correlation performance. The CDMA transmitter output is represented as ( ) ( ) ( )
Here a represents the received bit, b represents the antipodal input bits, and S represents the signature sequence n represents the additive white Gaussian noise. Gold code sequence is used for spreading the user data [9] .
( ) ( )
At the other end the signal is received by a matched filter bank. This output is specified by the equation
The first part of the above equation represents, desired output, others are MAI and noise [10] . The purpose of the interference canceller is to detect this MAI and nullify it. In the Serial Interference Canceller (SIC), most powerful user's bit is assumed as correct and an order of power levels is set as criteria for correction. But SIC has large time delay.
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In the PIC correction process is done simultaneously for all users uniformly in one bit period. For better performance multi stage PICs are considered [11] .
In this work we inserted the neural network block between the matched filter block and the PIC stages. The modified receiver side is shown in Fig. 2 
III. NEURAL NETWORKS
Neural networks imitate nervous systems found in biological organisms. It is built of data processing units (neurons) connected via adjustable connection weights. Neurons are arranged in layers, an input layer, hidden layer(s), and an output layer. There is no specific rule that dictates the number of hidden layers. The function is mainly based on the connections between different neurons. In the input layer, each neuron is designated to one of the input parameters. The network can work as pattern detector, function approximator and so on. The network learns to adjust its weight adaptively by certain algorithm. This is done in 3 stages, training, validation and testing [12] - [13] . A neural network detection network for 2 users is shown in Fig.  3 . For working as a receiver the number of nodes is set as number of users. The matched filter output is set as the input to the neural network. The performance of the neural network as a detector for multiple access technique and the abilities of the simulating environment to mimic the realistic communication is given in [2] . The network is trained with Levenberg-Marquardt algorithm [14] - [15] for back propagation in the present work.
IV. SIMULATION RESULTS
In the present work MATLAB neural network tool box [16] was used to simulate the CDMA system. We used a volume of 500 bits for running the simulations.
The training parameters we changed were number of hidden neurons and the training ratios. The ratio is the size of data used for training, testing and validation of the neural network. We used three ratios, 60:30:10, 80:20:10 and 90:5:5.The ratios are denoted A, B and C. we also tested the number of neurons up to 30 in various results. The results were compared with normal PIC receiver performance for various numbers of stages. In the simulations, the first step was to find the optimum number of neutrons for good BER. We adopted a trial and error approach, for a 60:30:10 ratio (ratio A) with constant SNR of 3dB. We found that BER increases and then decreases but the optimum is around in 20. Hence for the succeeding tests we fixed the number of hidden neurons as 20.The plot for above test is shown in Fig. 4 . Fig. 5 and Fig. 6 .
The above results show that better BER performance for ratio C over other ratios for same number of stages. This is more correct when the number of stages is lower. Example is Stage 2.
We also studied the variations of MSE and correlation coefficient in several trials. The results for ratio A is shown in Table I . A lower MSE value is desirable and for R, a value closer to one is required for better performance. We also studied the performance of the receiver without neural network. We found that during certain combinations of training, the neural network based receiver yields better performance than the normal PIC receiver that requires more number of stages.
V. CONCLUSION
This work studied the effect of training parameters on the performance of neural network based receiver. We found that high volume of training data can bring better performance, without the requirement of high number of PIC stages. We also found that suitable selection of training parameters reduce the complexity of the PIC receiver. But in this work, we did not in-cooperate the multipath effect which plays a vital role in CDMA environment. Further modification can be based on the RAKE receiver based neural network receivers. This study thus points out the need of study on adaptive receivers based on neural network.
