Abstract. Today, many organizations generate large amount of data and have many users that need only partial access to resources at any time to collaborate in making critical decisions. Thus, there is a need for a scalable access control model that simplifies the management of security policies and handles the heterogeneity inherent in the information system. This paper proposes an ontology-based distributed solution to this problem, with the benefits of being scalable and producing acceptable response times.
Introduction
Organizations have large or varied access policies that suggest a need for more scalable and interoperable systems. There is still work to be done in addressing these two issues, in particular to build integrated access control systems that are simple to manage and require little changes as growth occurs within the organization. The semantic web offers benefits to organizations that wish to migrate to take advantage of the interoperability, reuse and the semantics it offers. However, access control is still a concern with this migration. This web environment must respect the privacy of sensitive information that it stores, and also support the implementation of models that grant privileges to the data. The Health Insurance Portability and Accountability Act, HIPAA [11] , require that we prevent unintended disclosure of any part of the patient's record, thus requiring careful coordination and rules that associate users to the various segments of patients' records. To model such constraints, we utilize an existing security model, role-based access control (RBAC) [5, 7] , which already simplifies the security management of resources. In this paper, we leverage this feature of RBAC with existing semantic web technologies to allow for flexible integration and easily extensible semantic rules to automatically enforce access policies and ensure consistency of policies. In RBAC, the administrator statically defines privileges for users based on the user's role by associating permissions with the roles. This, however, does not consider the case when a patient visits the emergency room for immediate treatment and the user is not preassigned to a role with access to the record. Although in this paper we use the healthcare domain as an illustration, our approach is applicable to other domains as well.
To make RBAC more dynamic, we extend our solution to the temporal RBAC (TRBAC) [2, 13] model to allow roles to be enabled for a duration of time, which will allow temporary privileges to users for various reasons. Organizations, however, have different structures and disparate platforms supporting their security guidelines, and so the extended model must be able to support existing systems that may already have their own access control mechanisms. In addition, such a model must address the scalability and manageability issues that may arise as more systems are integrated. Therefore, we need an access control model that is not only temporally flexible, but also provides interoperability between platforms without sacrificing the simplicity of the model. In general, ontologies enable reconciliation and translation between different standards and so our extended model could incorporate both the properties of ontologies and RBAC. For example, hospital operational environments require collaboration between different specialists and the exchange of their expertise and knowledge [26, 14] , together with flexible access to records and resources. Ontologies also adhere to a description logic (DL) modeling formalism, thus adding the benefits of a DL knowledge base and an inference service, which we can use to check the consistency of policies. Also, we can extend the expressiveness of an ontology knowledge base with semantic rules. Moreover, using ontologies would provide the added benefits to build a scalable and efficient semantic web implementation of TRBAC that could provide accurate reasoning about what privileges the user should have on a resource.
The main contributions of this paper are the following: (i) to implement TRBAC using existing semantic technologies; (ii) to reason about particular users over a large number of instances in a DL knowledge base (KB); and (iii) to offer the ability to efficiently and accurately reason about access rights under any situation.
To achieve the first objective, we transform the access control policies into the semantic web rule language (SWRL) [12] , which is more consistent with the web ontology language (OWL) specification (the W3C Recommendation for ontologies [18] ). Second, various organizations, like hospitals, can integrate our semantic TRBAC model with their existing policies. Finally, using our solution allows the storing of data in a standard data interchange format, the querying and the reasoning to be done by a semantic query language and a description logic reasoner.
We realize the second objective by partitioning our knowledge base (which has a terminology box (TBox) and a assertion box (ABox)) into a set of smaller knowledge bases, which have the same TBox but a subset of the original ABox. A TBox consists of a set of classes and properties that model a domain, and the ABox contains the instances created based on the TBox. In addition, the underlying knowledge base data is expressed in the Resource Description Framework (RDF) [22] , the standard language for storing metadata about web resources. A global knowledge base normally resides in memory and offers real-time reasoning and querying, but is not scalable as we stream more data to it. The main reason is that the instances in the ABox grow as we scale our implementation, while the size of the TBox remains relatively the same. We propose a solution that only perform reasoning with a subset of instances (from the smaller ABoxes) in memory for a given RBAC session.
Finally, our proposed solution attempts to address two key objectives. First, efficiency determines the response time to make a decision; and second, correct reasoning ensures that all the data assertions (facts) are available when applying the security policies. To illustrate, we consider the healthcare domain, where making decisions in emergencies for a patient are critical and must be made in short periods of time.
This paper is organized as follows. Section 2 reviews previous work. Section 3 provides a theoretical background for the reader. Section 4 describes our architecture. Section 5 details our approach and techniques used to realize the scalability and efficiency of our implementation. Section 6 presents our experimental results. Section 7 provides a discussion of future research directions.
Related Work
Research has been active in the area of access control dealing with reasoning and scalability [4, 27, 6, 15, 17] . Previous approaches to modeling RBAC with description logic include the work by Cirio et. al. [4] . Their approach extends RBAC with contextual attributes and use a DL reasoner to classify users and resources and also verify the consistency of the access control policies. Moreover, they allow roles to be determined based on the users' attributes, which is unlike our approach where roles are temporally determined. Another approach is that done by Zhao et. al. [27] . They describe a formalism of RBAC using the DL language ALCQ. In their work, they show how to use DL to model policy constraints (separation of duty, security role hierarchies). Furthermore, Finin et. al. [6] show different approaches to support RBAC in OWL. They investigate the use of OWL to unify parallel approaches to policy needs in real world domains. They discuss the use of rules and attributes in enforcing policies in SWRL and N3 logic with respect to examples with separation of duty. However, they did not show any experimental results for their domain. Our approach adds one more facet to the RBAC model, by addressing the scalability and efficiency aspects of RBAC reasoning with a temporal extension. There is also work on access control in the policy language XACML (the AOSIS standard for access control), where [15] addresses reasoning aspects and [17] focuses on the scalability aspects. Some other approaches address the scalability or the efficiency issues [20, 23, 9] . For example, Levandoski and Mokbel [16] store RDF data into relational databases, and use clustering and partitioning to reduce the number of joins and improve querying time. Database approaches to reasoning, however, require all instances of the data in the entire knowledge base (KB). To the best of our knowledge, this is the first work that implements TRBAC in a semantic web environment, with an emphasis on the healthcare domain, using a distributed modular approach.
Theoretical Background
We first present a description of the standard RBAC and the extended features in TRBAC . Next, we provide a brief background of description logics and rules.
RBAC
This model [5, 7] generally comprises of loosely coupled components: (i) a user is usually a human or an autonomous agent; (ii) a role is a collection of permissions needed to perform a certain job function; (iii) a permission is an access mode that can be exercised on an object; and (iv) a session relates a user to roles.
• P A : Roles → P ermissions the permission assignment function, that assigns to roles the permissions needed to complete their jobs; • U A : U sers → Roles the user assignment function, that assigns users to roles; • user : Sessions → U sers , that assigns each session to a single user;
Roles , that assigns each session to a set of roles; and
partially ordered role hierarchy (written ≥).
To avoid confusion of the term role, we will use the term "role" when we are referring to the roles in the RBAC model, and instead use the term "property" when we are referring to the binary relations in DL.
TRBAC
The Temporal-RBAC (TRBAC) model as described in [2] is an extension of RBAC models that supports temporal constraints on the enabling/disabling of roles. TRBAC also supports periodic role enabling and disabling, and temporal dependencies among such actions. Such dependencies are expressed by means of role triggers that can also be used to constrain the set of roles that a particular user can activate at a given time instant. The firing of a trigger may cause a role to be enabled/disabled either immediately, or after an explicitly specified amount of time. The enabling/disabling actions may be given a priority that may help in solving conflicts, such as the simultaneous enabling and disabling of a role. We now formally introduce TRBAC extensions as presented in [2] .
A periodic time is represented as the pair ⟨[begin, end], P ⟩, where P is a periodic expression denoting an infinite set of periodic time instants, and [begin, end] is a time interval denoting the lower and upper bounds that are imposed on instants in P . Two event expressions enableR 1 and disableR 2 are conflicting if R 1 = R 2 . (P rios, ≼) is a totally ordered set of priorities, such that for all x ∈ P rios, begin ≼ x ≼ end and we write x ≺ y if x ≼ y and x ̸ = y. Periodic events are of the form (I, P, p : E), where I is a time interval; P is a periodic expression; and p : E is a prioritized event expression with p ≺ end. Also, the role triggers are of the form:
where the E i s are simple event expressions, the C i s are role status expressions, p : E is a prioritized event expression with p ≺ end, and ∆t is a duration expression.
Description Logics
Just for this section, we will adopt the normal meaning of roles to formally describe the language ALCQ. This language like other DL languages are decidable fragments of first order logic (FOL).
ALCQ consists of a countable set of individuals Ind, a countable set of atomic concepts CS, a countable set of roles RS and the concepts built on CS and RS as follows:
where A ∈ CS, R ∈ RS, C and D are concepts and n is a natural number. Also, individuals are denoted by a, b, c, . . ..
This language includes only concepts in negation normal form. The complement of a concept ¬(C) is inductively defined, as usual, by using the law of double negation, de Morgan laws and the dualities for quantifiers. Moreover, the constants ⊤ and ⊥ abbreviate A ⊔ ¬A and A ⊓ ¬A, respectively, for some A ∈ CS. An interpretation I consists of a non-empty domain, ∆ I , and a mapping, .
I , that assigns
The interpretation I extends then on concepts as follows:
We can now define the notion of a knowledge base and its models. An ALCQ knowledge base KB is the union of 1. a finite terminological set (TBox) of inclusion axioms that have the form ⊤⊑ C , where C is called inclusion concept, and 2. a finite assertional set (ABox) of assertions of the form a : C (concept assertion) or (a, b) : R (role assertion) where R is called assertional role and C is called assertional concept.
We denote the set of individuals that appear in KB by Ind(KB). An interpretation I is a model of
Let KB be the ALCQ-knowledge base of a TBox T and an ABox A. An interpretation I is a model of KB if I |= ϕ, for every ϕ ∈ T ∪ A. A knowledge base KB is consistent if it has a model. Moreover, for φ an inclusion axiom or an assertion, we say that KB |= φ (in words, K entails φ) if for every model I of K, I |= φ also holds.
The consistency problem for ALCQ is ExpTime-complete. The entailment problem is reducible to the consistency problem as follows: Let KB be an ALCQ knowledge base and d be an individual not belonging to Ind(KB). Then,
• KB |= ⊤⊑ C iff KB ∪ {d : ¬C} is inconsistent and
This shows that an entailment can be decided in ExpTime. Moreover, the inconsistency problem is reducible to the entailment problem and so, deciding an entailment is an ExpTime-complete problem too.
SWRL Rules
A SWRL rule has a function-free Horn-like syntax that share the common unary and binary predicates with its OWL counterpart. The antecedent of a SWRL rule is referred to as the rule body and the consequent as the head. The head and the body are composed of a conjunction of one or more atoms. SWRL rules reason about OWL individuals. Atoms can be of the form C(x), P (x, y), sameAs(x, y) or dif f erentF rom(x, y), where C is an OWL DL description, P is an OWL property, and x, y are either variables, OWL individuals or OWL data values. The model-theoretic semantics for SWRL is a straightforward extension of the semantics for OWL. Extensions of OWL interpretations are bindings that map variables to elements of the domain [12] . Horn rules and DL languages such as ALCQ and OWL-DL (SHOIN (D)) are decidable, but when the latter is combined with SWRL, the language may no longer be decidable. However, [19] proposes a combination of both languages that is decidable, where each variable of a rule is required to occur in the body (i.e. the DL-safe rules).
Overview of Our Approach
Our architecture is composed of three stages:
1. We partition the global KB, KB global , into n smaller KBs, as shown in Figure 1(a) . Then, we store each partition to disk by indexing each assertion (or asserted statement) subparts, namely the subject, predicate and object (s p o), referred to as a RDF triple [22, 3] . This facilitates faster retrieval at run-time once we identify the target KB for the assertion. In addition, we build this step offline and we restrict each partition size to ensure that it fits into the memory on the machine. Figure 1(b) ). These rules are a finite set of authorizations defined by the organization's security policies, and therefore they are used to determine which assertions are relevant to determine any policy objective. Adding SWRL rules to KB inf does not have a huge impact on the reasoning time as indicated by our experimental results. This is due to the fact that we are only retrieving a small subset of triples which reduces the number of symbols in the ABox when the rules are applied. 3. Finally, starting with one patient, we retrieve the relevant assertions from disk, one step at a time, and update our inference KB (see Figure 1(c) ). Once this is done, the rules in KB inf could also cause new facts to be added to KB inf . Some of these facts could be special assertions to indicate what rules were fired. These special assertions could then provide a feedback as to whether the inference was consistent with the organization policies.
When there is an access request for a specific patient, we start executing stages two and three. Moreover, these two are our inferencing stages where we enforce the security policies. These can also be executed concurrently for many patients. Moreover, this architecture improves performance. Firstly, the partitions, KB 1 , . . . , KB n , function as materialized owl knowledge bases that perform inferencing when the data is loaded into them. In particular, performing consistency tests in the preprocessing stage avoids the delays in querying at run-time, since these tests are usually expensive [23] and OWL reasoning is exponential in time and memory in the worst case [1] . Secondly, KB inf stores SWRL rules to do RBAC policy inferencing at run-time on a very small subset of assertions.
Defining KB partitions
We believe that performing reasoning in KB inf instead of KB global will scale our approach. We never directly apply the SWRL rules to KB global , but instead we apply them to KB inf , which has a smaller subset of instances. We believe that if we do not restrict the number of individuals in a KB, then all the satisfied SWRL rules will fire and add many irrelevant assertions (which could be recursive). Each partition has a local reasoner, so by restricting the number of symbols in a KB, we can perform distributed local reasoning instead of full-scale reasoning. We think this is more efficient in a RBAC setting. 
Definition 1. (Domain Modules
)
Mapping RBAC to Description Logic
We use ALCQ Knowledge Bases to represent the concepts in the TRBAC model. For example, the underlying core RBAC concepts are represented in the TBox terminology. In addition, Role hierarchy is supported by concept hierarchy in the TBox. For example, since Roles is a finite set of job descriptions, they are organized so that family physicians and emergency physicians are both physicians. In this paper, we focus on scalability, but a more detail work of mapping RBAC to ALCQ can be found in [27] .
Our Approach
Performing reasoning with large ABoxes must be efficient and scalable. Already, there are reasoners that implement an optimized version of the tableaux algorithm. For example, Pellet, a complete DL reasoner [24] , performs well with moderate TBox and ABox sizes in memory. There are also some approaches to perform scalable [9] and optimized reasoning in a modular fashion. Other approaches intend to use secondary storage by partitioning the ontology [24] . Table 1 shows the performance of scaling the ABox, when all assertions and rules are in one knowledge base (which causes memory exception). This prompts us to divide the global KB into autonomous KBs so we could take advantage of the loosely coupled RBAC components. We use SPARQL [25] [21] , a query language for RDF data, to retrieve both new and existing knowledge from our knowledge bases. When we need to make a policy decision, we issue SPARQL queries over the relevant partitions and then combine each partition result with the ones already in KB inf , so that we can perform further reasoning tasks. Such technique is also called conjunctive query [24, 8] , and is suitable for reasoning and retrieving instances over large ABoxes.
Partitioning
We first define terminologies for special properties (or mappings) that restrict how the domain modules communicate with each other, then we define how an assertion is placed into a partition, and finally, we give special names for a mapping that physically connect two KBs.
Definition 2. (Mapping Function). The set M consists of unique atomic properties (binary relations) connecting two domain modules in D so that we have: • RBAC assignments: the mappings user-role, role-user, role-permission, permission-role, user-session, role-role and role-session; • Hospital extensions: the mappings patient-user, user-patient and patientsession; and • P atient-Record constraint: the one-to-one mappings patient-record and recordpatient,
where user ∈ U sers, role ∈ Roles, permission ∈ P ermissions, session ∈ Sessions, patient ∈ P atients and record ∈ Records.
Definition 3. (Home Partition).
We define a home partition KB i for all the triples, where i = 1, 2, . . . n, such that
• the TBox, T , is in KB i ; and • for all assertions of form C(x) and R(x, Y ), both have the same home, KB i , and C is a concept, R is an atomic property, x is restricted to individuals in D and Y is either an individual or a literal (for object or dataType property respectively). In particular, the home is determined by x, the domain of R.

Definition 4. (P-link). A P-link is a directed arc that allows navigation from one materialized KB to the next. An atomic property ρ ∈ RS, the set of properties in ALCQ, is a P -link if ρ ∈ M. Also, a P -link has a home partition.
The representation of the RDF triples on disk must be able to facilitate scalable reasoning, as well as answer TRBAC queries. The basic intuition is that we do not need global knowledge to answer TRBAC queries. To facilitate this, we connect triples from one partition to the next by using partition links (Plinks). This allows the combining of local knowledge bases without physically joining the partitions. Also, the number of P -links is finite: (i) the basic RBAC modules are fixed, (ii) we only have a finite set of P -links definitions in the TBox (since there is a finite set of property definitions); and (iii) our ABox is distributed over a finite set of partitions of finite sizes. Another benefit of these links is that they allow arbitrary partitioning. (s, α, K, Ψ, o 
A Query-retrieval Process Definition 5. (Policy Query). Given a set of partitions KS, a policy (or access) query q against KS is a tuple
H 1 ∧. . .∧H m ′ ←− B 1 ∧. . .∧B n ′ where B i , H j , 1 ≤ i ≤ n ′ , 1 ≤ j ≤ m ′
are atoms of the following form C(i) or P (i, j).
A which means that a user on duty, who plays the appropriate role (e.g. patient's physician) will be granted access to the patient's record within the specified session (e.g. the patient's session). Figure 2 outlines a trace of a policy query for a patient Bob entering the hospital at interval [t 1 , t 2 ]. At each stage of the query, we are retrieving a set of results (on the right) for the individual (possibly many) and session on the left. In the diagram, we assume Sam is Bob's physician.
To determine the first output, o 1 , we issue the first query against KB patient . We then execute the other queries against KB doctor and KB role , so that at each step the results are added to KB inf , until we have
Queries are also used to retrieve facts from a KB, including those inferred as a result of the SWRL rules in KB inf . However, under the open world assumption of OWL and SWRL, a negative response to a query is not treated as failure to prove the query (a KB is assumed incomplete). Furthermore, OWL assumes monotonic reasoning. This is unlike the database approach, which uses default reasoning, where the assumption is that what is not known to be true is believed to be false. Nevertheless, in the partitioned approach we presented for RBAC, a policy query is positive if o i ̸ = ∅ ∀i. This avoids the problem of a user having the ability to perform unnecessary and potentially harmful actions merely as a side effect of granting access using incomplete knowledge from a set of KBs.
Optimization and Heuristics
We use two types of indexing to improve the efficiency of our approach by (i) indexing the assertions; and (ii) creating a high level index. In the first case, we index the subparts (s p o) of a triple to facilitate faster retrieval at query time.
We do this with LARQ 1 , which is a text indexing API for SPARQL. This allows us to find a triple by a subject (s), a predicate (p) or an object (o), without the cost of a linear search over all the triples in a partition. In the second case, we keep another level of index structure that points to the location of the partitions on disk (by using a Lucene index [10] ). At retrieval time, we use the index to locate a partition for an assertion. Thus, retrieving the relevant assertions is at most linear with respect to the number of partitions.
We limit n for concepts C ⊑ ≥ nR.C and C ⊑ ≤ nR.C. For instance, with n u users and n r roles, the combination of users and roles is at most n u ×n r . Also, a given user, a, could theoretically have n r assertions of form R(a, r i ), i = 1 . . . n r , and this could cause the home partition of a to not fit into memory for local reasoning. In our domain, however, this is less likely to be the case; for example, there are different competences among users and roles are based on the user's ability. Moreover, an added benefit of TRBAC is the temporal constraints on roles; during an interval, the number of enabled roles may not be that large.
Correctness
As stated in Section 3.3, complex concepts are built from atomic concepts in CS, and properties in RS of the language ALCQ. 
, Q be a query over a set of triples and S be a subset of KBs. For RBAC system discussed in this paper, our partitioning based reasoning scheme correctly infers all the necessary triples needed for enforcing security policy.
Theorem 1. Q(F (KB
Proof Sketch Our goal is to prove that our partitioning scheme correctly infers all the relevant triples associated with a given session, user, role and permission. Basically, we argue that in order to correctly infer all the triples associated with the KB global , we can just do reasoning using each partition and combine the selected results of the local reasoners.
2
To prove this claim, we will use the rule engine given in Table 2 . First, we argue that the information needed to use the rules given in Table 2 is already captured by the TBox and the local ABox instances. To prove this we will examine all the rules given above and argue that correct application of those rules could be done without combining instances in different partitions.
Please note that the first rule in group 1 could be correctly applied by just using the TBox. The second and third rules in group 1 could be correctly applied by using the triple (x R y) given in some local partition and TBox since the definition of R in TBox precisely specifies the domain and the range of the relation. The fourth rule in group 1 is just the negation of an atomic concept.
For rules in group 2, for correct reasoning, we need to find out triples of the form (x R y i ), ∀i. Since our partitioning puts all the triples with subject x to the same partition, all needed triples for correct inference will be in the same partition.
For the rules in group 3, we need to have all concepts D i to be present at the time of reasoning. Clearly some of the concepts could be in different partitions. The way our system works is we query all the materialized results for each partition (i.e., F (KB i )) related to RBAC query and get the D i concepts needed. Using these D i concepts and a TBox, we infer all C(x) and associated triples in memory (i.e., in KB inf ).
⊓ ⊔
In our partition approach, we evaluate each policy query (s, α, K, Ψ, o), against the ordered set K of materialized KBs. Therefore,
Experiments and Results
We perform experiments with synthetic data supporting large number of users, patients, rules, and other RBAC assertions (like sessions and role instances) on a Dell Inspiron 2.4GHz with 8GB RAM. Each user and patient has on average 30 object and data type properties. We then collect the time for inferencing the action to be taken for each patient. In particular, we scale one variable in the set {(D)octors, (N)urses, (P)atients (R)ules, TBox} at a time, while keeping the other variables constant. We use Protégé to build our TBox, and Jena 3 [3] to build our ABoxes and programmatically extend the TBox. We use Lucene [10] for indexing the partitions and LARQ with SPARQL for the sequential and incremental extraction of triples from each materialized partition. We use Java as a programming language and we plug in pellet [24] as a reasoner for Jena. Also, these technologies are all open source. In addition, we follow the ALCQ specifications, where we only support atomic properties in our TBox, i.e. no transitive, inverse properties, etc. The time to build a set of materialized KBs range from one to three hours, while the time to retrieve the assertions and check the policies in KB inf are presented in Figure 3 and Figure 4 . We use various sources, such as WebMD 4 , pubmed 5 , and related literature to investigate the healthcare domain, in order to implement healthcare-specific data. For the TRBAC domain, we use the reference literature to design the data and rules for the security aspects. Also, we create individuals and their properties randomly in Jena, using the appropriate set of resources and data types.
Performance of our inference KB, KB inf , displays fluctuations as we simulate various activities in our experiment. This is due to the fact that the index of any of the most accessed KBs will cache previous results, and this has unpredictable behavior. Also, for our base-line, we compare our performances to those in [15] , which evaluates reasoning for a similar policy language, XACML. In addition, we use a naive approach to generate assertions for an in memory KB (see Table 1 ). We perform various runs, each time with different combination of individuals from our hospital domain. The results in Figure 3 (a) and 3(b) show that we achieve almost constant time for determining a policy decision as we scale the instances in our application. These results are consistent with (i) initiating the flow with one patient and (ii) using an index for locating both a partition and an assertion. The results in Figure 4 (a) also show that even though we scale the number of rules, our run-time is fairly constant. This is because the rules only fire for one patient. The results in Figure 4(b) , on the other hand, show that scaling our TBox terms does have some performance limitations. This could be that the DL reasoner must perform more expensive tests each time the TBox size increases. Our implementation is therefore quite scalable with respect to ABox and SWRL rules, but not so with TBox. Nevertheless, we expect the TBox size to be fairly constant for our chosen domain. Furthermore, when we compare our inference times to the verification times in [15] for policies using pellet reasoner, our approach gives similar performances for Figure 3 
Conclusions
We presented an implementation of a scalable TRBAC application, with particular reference to the healthcare domain. We addressed the problem of having a successful and scalable application in the semantic web, as well as highlighted the limitations of performing reasoning with very large ABoxes. We provided our solution to this problem by partitioning the ABoxes. We advocated that by retrieving only the relevant assertions, our reasoning task can be reduced from being global to being local and still correctly and efficiently determine the policydecisions with respect to a patient. In the future, we would like to use data from other domains besides healthcare. In addition, we plan to use TBox-partitioning techniques to allow the scaling of concepts.
