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Mechanical resonances are used in a wide variety of devices; from smart phone ac-
celerometers to computer clocks and from wireless communication filters to atomic
force microscope sensors. Frequency stability, a critical performance metric, is gen-
erally assumed to be tantamount to resonance quality factor (the inverse of the
linewidth and of the damping). Here we show that frequency stability of resonant
nanomechanical sensors can generally be made independent of quality factor. At
high bandwidths, we show that quality factor reduction is completely mitigated by
increases in signal to noise ratio. At low bandwidths, strikingly, increased damp-
ing leads to better stability and sensor resolution, with improvement proportional to
damping. We confirm the findings by demonstrating temperature resolution of 50µK
at 200 Hz bandwidth. These results open the door for high performance ultrasensi-
tive resonant sensors in gaseous or liquid environments, single cell nanocalorimetry,
nanoscale gas chromatography, and atmospheric pressure nanoscale mass spectrom-
etry.
a)Corresponding author: wayne.hiebert@nrc-cnrc.gc.ca
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Nanoelectromechanical systems (NEMS) are known for extraordinary sensitivity. Mass
sensing has reached single proton level,1,2 enabling NEMS gas chromatography,3,4 and
mass spectrometry5–7. Force sensing has produced single spin magnetic resonance force
microscopy8. Torque resonance magnetometry has been revisioned9 with applications in
spintronics and magnetic skyrmions. The mechanical quantum ground state has even be-
come accessible10–12. The best sensitivities, however, have generally been presumed to
require the highest quality factors limiting application to vacuum environments and low
temperatures. A host of new applications could result with ultrasensitivity available in air
and liquid: biosensing, security screening, environmental monitoring, and chemical anal-
ysis. As an example, our group aims long-term to combine mass spectrometry and gas
chromatography functions into one via NEMS sensing in atmospheric pressure.
Exquisite NEMS sensitivity is enabled through ultra-small mass and stiffness combined
with precise resonant frequency determination which allows perturbations to that frequency
(such as mass or force) to be probed (see Fig. 1a). Robins’ formula13, articulated in the
AFM community by Rugar14 and in NEMS by Roukes15,16, forms the basis for force and
mass sensitivity analyses. It gives an estimation of the frequency stability based on the
resonant quality factor, Q, and the comparison of noise energy to motional energy. The
formula can be written as follows:〈
δf
f
〉
∼ 1
2Q
1
SNR
=
1
2Q
10−DR/20, (1)
where SNR (signal to noise ratio) is the ratio of driven motional amplitude to equivalent
noise amplitude on resonance
SNR =
adriven
anoise
, (2)
and the dynamic range DR is the power level associated with this SNR. The Q factor in the
denominator of equation 1 has led researchers to pursue high Q for better resolution17–19.
However, there is a curious case of when SNR ∝ 1/Q that results in no sensitivity depen-
dence on Q. This is not a special case. In fact, it is the general case if the DR is properly
maximized. Conceptually (Fig. 1b, right), this follows from duller resonances having a fun-
damentally lower intrinsic noise floor peak. At the same time, the wider linewidth tolerates
more nonlinearity and extends the linear range to larger amplitude. Combined, the two
effects give 10−DR/20 ∝ Q.
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This peculiar observation implies that frequency fluctuation noise should not depend on
Q in the case when thermomechanical noise is well resolved and amplitude can be driven
to nonlinearity. No systematic investigation of this startling revelation has been done, even
though the model provides a pathway to completely mitigate sensitivity loss due to low
Q. This is an exciting prospect with wide-ranging implications for scanning probe mi-
croscopy and force sensing, mass sensing and biosensing, and inertial and timing MEMS
(gyroscopes/accelerometers and RF oscillators/filters). Further, a detailed inspection of the
phase noise model used in NEMS systems14–16 reveals equation 1 results from an approxi-
mation based on long mechanical ringdown times (high Q). Removing this approximation,
remarkably, implies frequency fluctuation noise proportional to Q at low bandwidth; thus a
highly damped system with full dynamic range should have better frequency stability (and
sensitivity) then an equivalent lowly damped one.
Using nano-optomechanical systems, we demonstrate frequency stability improving with
increased damping. We change pressure from vacuum to atmosphere to vary the extrinsic
Q within a single nanomechanical device. We observe signal to noise ratio growing inversely
proportional to Q while the full dynamic range is maintained. Frequency stability measure-
ments (Allan deviation) within this zone drop with increased damping for a given thermally
limited averaging time, approaching closely the theoretical limit. Notably, the stability
at atmospheric pressure is better than that in vacuum. Also importantly, we see evidence
that excess intrinsic frequency fluctuation noise (also known as dephasing/decoherence18–23)
shrinks with falling Q. Intrinsic fluctuation noise does not limit stability at moderate and
higher bandwidths, and plays no role at atmospheric pressure. We go on to test this implied
sensitivity improvement with measurements of change in temperature and nanocalorimetry,
using the optical ring as calibration, and show 50µK sensitivity at 200 Hz BW. This is
comparable to state of the art24,25, even with the modest calorimeter geometry of a dou-
bly clamped beam, and demonstrates the power of the approach. These results will allow
proliferation of high performance ultrasensitive resonant sensors into gaseous and liquid
environments.
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Figure 1: (Caption on next page)
MAXIMIZING DYNAMIC RANGE TO MINIMIZE FREQUENCY
FLUCTUATIONS
Analyses of ultimate limits for force detection of microcantilevers were carried out early
on in the AFM community14, narrowing onto thermomechanical noise as the primary limit.
In contrast to macroscale mechanical resonators used as oscillators (such as quartz crys-
tals), the smaller stiffness and size of AFM beams result in non-negligible motion caused
from fluctuations of the thermal bath via the equipartition theorem. In essence, 1
2
kBT of
thermal energy populates 1
2
k〈x2〉 of modal energy, producing between pm and nm average
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Figure 1: Frequency shift sensing, smaller Q can improve dynamic range, and
nano-optomechanical system experimental set-up. (a) Concept of frequency shift
sensing: a mechanical resonance is perturbed by change in mass or force resulting in a
frequency shift. At a first approximation, the minimum detectable shift is proportional to
sharpness of the resonance, Q, and signal to noise ratio, SNR, as per Robins’ formula
(eqn 1). (b) Concept of maximizing linear dynamic range. Left: Traditional View. The
dynamic range DR (arrows) extends from the noise floor to the driven resonance peak
(beige Lorentzian-peak shape). The instrumentation noise floor (brown rectangle) often
obscures the thermomechanical noise floor (green Lorentzian-peak shape). Decreasing Q
leads to a loss in system DR. Right: Maximized DR case. Well-resolved thermomechanical
noise leads to a drop in noise peak value during increased damping; simultaneously, the
upper end of linear range becomes higher as nonlinearity onsets at higher amplitude.
System DR grows on both ends with falling Q. (c) Displacement noise S
1/2
x (blue circles) of
the doubly clamped silicon beam (9.75 µm x 180 nm x 220 nm) shown in (d). Left graph is
at high Q measured in vacuum; right graph is at low Q measured at atmospheric pressure.
The green fit (Sthx )
1/2 is resolved out of the orange (white-noise) background (Swhitex )
1/2
near resonance. The peak noise value is suppressed at lower Q. (d) Annotated SEM image
of the nano-optomechanical system device. A mechanically released doubly clamped beam
(NEMS) is adjacent to a racetrack optical cavity and bus photonic waveguide, all
patterned in 220 nm thick silicon-on-insulator. (e) Concept of the optical cavity resonance
shift caused by mechanical beam motion. Oscillation in displacement δx of the mechanical
beam modulates the optical resonance wavelength δλ which, when probe light is situated
on the side slope of the cavity, transduces to transmission modulation δToptical.
displacements for small stiffness k. These motion levels have been resolvable since the early
1990s. For mass detection15,16, reducing mass is paramount, so NEMS-sized devices tend
to be stiffer than AFM devices (thermomechanical noise average displacement tends to be
in the pm range). At the same time they are harder to transduce; thus even resolving
thermomechanical noise in NEMS had been a challenge in early days26,27. With the advent
of many new transduction techniques27–29, thermomechanical noise can now be resolved in
NEMS-scale devices on a much more routine basis10,11,20,21,30–41.
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Nano-optomechanical systems, in particular10,11,21,30,31,34,35,38–42, have allowed resolving
thermomechanical noise by orders of magnitude above the instrumentation noise back-
ground. One example is our microring cavity optomechanical system43, with displacement
imprecision of approximately 20 fm/
√
Hz. Figure 1c shows the measured displacement noise
S
1/2
x in an example doubly clamped beam, measured in vacuum where Q is high and at at-
mospheric pressure where Q is low. As per convention, values for Sx are calibrated from
voltage signals (SV) by assuming the peak noise relation (derived via equipartition theorem):
Sthx (f0) =
4kBT
MΩ2Γ
(3)
We define the thermomechancial noise amplitude on resonance ath as
ath =
√
Sthx (f0)∆f =
√
4kBTQ
MΩ3
∆f (4)
where ∆f is the measurement bandwidth. Details about the thermomechanical noise cal-
ibration and displacement imprecision can be found in supplementary information (SI),
section 1.2. In both cases, the noise is dominated by the thermomechanical term near
resonance, flattening to a white background far from resonance. The relatively large peak
at high-Q sharply juts out of the background, dominating for 30 kHz, which is about 20
linewidths. The suppressed low-Q peak also still reaches out of the background for about 1.5
linewidths (600 kHz). It is important to note, equation 4 confirms that ath is proportional
to Q+1/2. These data show that our system reaches the bottom end of the full dynamic
range for at least 30 kHz measurement bandwidth.
Our devices are mechanically driven with a shear piezo (see methods) and a large drive
power enables the upper end of their linear range to be reached for pressures up to about
30 Torr. As the doubly clamped beam is driven to larger amplitudes, the stiffness becomes
amplitude dependent resulting in a geometric nonlinearity44–46. This Duffing nonlinearity
results in sharkfin-shaped resonance traces (Figure 2 top traces in first 3 panels) and am-
plitude dependent resonance frequency. A critical amplitude can be defined to indicate the
end of the linear range46:
acrit =
2(0.745)
pi
f0L
2
√
ρ
√
3
QE
(5)
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Figure 2: Dynamic range is pressure dependent. Open symbols (blue) are
measured thermomechanical noise frequency curves presented in a 1 Hz bandwidth; ath is
their peak value which falls with increasing pressure. Filled symbols are driven response
frequency curves for various drive powers; acrit (thicker, red) grows with increasing
pressure in the Duffing limited pressure regime. The 760 Torr driven frequency axis is
zoomed in with respect to the thermomechanical noise at the same pressure.
where L is the beam length and E is the Young’s modulus (a version of the equation
including tension is in the SI). Notice that the critical amplitude is inversely proportional
to square root of Q in equation 5. The nonlinearity grows and increasingly distorts the
lineshape as amplitude grows; naturally, the distortion becomes prominent (i.e. the onset
of nonlinearity) at lower amplitude for narrower resonance lines. Taking anoise to be ath and
adriven to be acrit when the full dynamic range is accessed, equations 2, 4, and 5 combine
to produce SNR proportional to 1/Q.
In order to test the SNR behaviour, and its role in equation 1, we have measured prop-
erties of the same doubly-clamped beam at different pressures (and thus different extrinsic
quality factors) from vacuum up to atmospheric pressure. This approach has the advan-
tage of keeping all parameters except for Q identical. Results are presented in Figure 2
with frequency sweeps for five representative pressures. At each pressure, the thermome-
chanical noise is plotted for a 1 Hz bandwidth along with the driven root mean square
amplitude response for varying drive power. Marked in thick red are traces for the drive
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power corresponding with Duffing critical amplitude (up to 15 Torr) and in thick purple for
the maximum driving power available (40 and 760 Torr). For 15 Torr pressures and up, the
driven resonance line-shape is distorted. This is not due to nonlinearity (note the conserved
response shape), rather, the resonance has broadened to the point where piezo drive effi-
ciency is no longer a constant function of frequency47; the distorted features are related to
bulk acoustic resonances in the piezo-chip system. This distortion carries no information
about the nature of the NEMS beam resonance and does not warrant further discussion
(See SI, Section 1.5).
The first thing to note in Figure 2 is that the peak of the noise floor ath diminishes as the
pressure increases (and Q decreases) and generally follows ath ∝ Q1/2 (cf. eqn 4). This can
be conceptually understood in the following way. The area under the thermomechanical
resonance curve is conserved for a given temperature (in proportion to kBT ); as the width of
the curve increases (Q decreases), the peak value must fall in order to compensate. For the
upper end of the dynamic range, we see that, within the Duffing limited pressure regime,
acrit is increasing in proportion to Q
−1/2, as predicted by equation 5. Accounting for both
effects, SNR ∝ 1/Q up to 15 Torr pressure. At 40 Torr and up, we no longer have enough
drive power to reach the Duffing critical amplitude and no longer take advantage of the
full linear dynamic range of the system. None-the-less, we note that dynamic range is still
higher at atmospheric pressure than it is in vacuum.
Figure 3 plots the peak amplitudes acrit and amax, the thermal amplitude ath, quality
factor Q, signal-to-noise ratio SNR, and product of Q × SNR as a function of pressure.
From this, we can clearly see that SNR is inversely proportional to Q and that Q × SNR
is conserved within the Duffing limited regime. According to Robins’ picture (equation 1),
the frequency fluctuations in our system should be independent of Q up to 15 Torr.
FREQUENCY FLUCTUATION MEASUREMENTS (ALLAN DEVIATION)
With Q×SNR conserved, it is left to check the fractional frequency stability δf/f in our
device. We do this using the 2-sample Allan variance, a standard method of characterizing
frequency stability48 (see SI, section 2.2). The Allan deviation σ(τ), as the square root
of the Allan variance, is an estimate of fractional frequency stability for a given time τ
between frequency readings. The functional form for σ(τ) (subscripted with R to remind
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Figure 3: The product of Q× SNR is constant in the Duffing limited regime.
(a) Peak frequency curve amplitude response vs pressure: acritD is the theoretical Duffing
amplitude defined by equation 5, amax is the measured peak amplitude, and ath is the
thermomechanical peak amplitude. DR is the dynamic range which grows with pressure.
(b) Quality factor (Q) and signal-to-noise ratio (SNR) vs pressure: SNRD is acritD/ath and
SNR is amax/ath.
of the connection to Robins and Eqn. 1) is
σR(τ) =
1
4Q
1
SNR
1√
∆f
1√
τ
(6)
Figure 4 presents the measured Allan deviation data for our device at the 5 representative
pressures and Qs. Data is taken with a 4 kHz demodulation bandwidth and collected while
tracking frequency in a 500 Hz phase-locked loop (PLL). The 4 kHz represents the integration
bandwidth for the noise, while the 500 Hz sets the bound above which the PLL begins to
attenuate fluctuations (effectively setting a minimum meaningful τ for σ(τ)). Details of the
Zurich lock-in amplifier and PLL settings can be found in SI, section 1.6.
Astonishingly, rather than staying constant, the Allan deviation is actually improving as
the pressure increases and Q falls, up to 40 Torr pressure. Further, the measured data dip
well below the theoretical minimum set by Robins’ formalism and equation 6 (solid blue
lines).
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Figure 4: Allan deviation σA falls (improves) with falling Q. (a) Allan deviation
(thick red line) vs sampling time at different pressures. Solid line (blue) is theoretical
minimum from equation 1 while dotted line (purple) with shading is theoretical minimum
from equation 7. Shaded (orange) region (only visible in panel 1 and 5) is theoretical
minimum set by instrumentation noise floor. (b) Allan deviation at 2 ms sampling time vs
Q. High Q approximation corresponds to equation 6, full model to equation 10, and data
to the experimentally measured values. In the Duffing limited regime, the data and full
model are proportional to Q. In both regimes, the data reaches close to the fundamental
limit of equation 10.
FULL ANALYSIS OF ALLAN DEVIATION FROM NOISE POWER
To solve this mystery, we need to understand the close connection between Allan devi-
ation and phase noise48. The Allan variance is essentially an integration of close-in phase
noise Sφ(ω), with an appropriate transfer function H(τ, ω). Here, ω = 2pifmod, where fmod
is the frequency-offset-from-carrier fmod = f − f0 and the integration goes from zero up to
the measurement bandwidth ∆f . The resulting Allan deviation σ will be proportional to
〈Sφ ×∆f〉1/2, where the 〈〉 brackets here loosely represent the integration.
Understanding the frequency stability then reduces to understanding the behaviour of
Sφ. We can define S
x
φ as the portion of phase noise caused by displacement noise Sx (full
details are available in SI section 2)
Sxφ =
1
2
Sx
a2driven
. (7)
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Close to resonance, the Lorentzian-shaped thermomechanical noise peak (cf. Fig. 1c) turns
into a low-pass filter with 1/f 2 rolloff (see Fig. 5b)
Sx(ω) = Sx(0)
(Γ/2)2
ω2 + (Γ/2)2
. (8)
Combining equations 2, 4, 7, and 8 gives Sxφ(ω)
Sxφ(ω) =
1
SNR2
(
1
2∆f
)
(Γ/2)2
ω2 + (Γ/2)2
. (9)
So far, the analysis follows closely to previous Robins’ analyses14–16. At this point, the
assumption is generally made that ω2 + (Γ/2)2 ≈ ω2, i.e. that Q is high. This assumption
turns Eqns. 8 and 9 from low pass filters into pure rollofs (see Fig. 5a). In particular,
knowing that Sx(0) ∝ 1/Γ (cf. eqn. 3), it is concluded that Sxφ ∼ Sx ∼ Γ+1, and ultimately
that σ ∝ Γ+1/2. This is a generally well-known result in the AFM community.
Something interesting happens when the high Q assumption is not made. Figure 5b
shows our experimentally measured values of Sx(ω) fit directly with equation 8. At high
fmod, Sx ∝ Γ+1 like in part (a). For low fmod, however, Sx ∝ Γ−1. If this function is
integrated with high bandwidth, the Γ+1 behaviour dominates. If integrated only out to
the corner, however, Γ−1 behaviour should dominate. Expressed another way, the high Q
assumption overestimates the integration for small ∆f , needlessly adding the area between
the flat pass and the f−2 dashed lines.
The difference becomes even more intriguing when increased driven amplitude comes into
play via full dynamic range. Figure 5c and 5d show Sxφ(ω) measured noise. In Figure 5c
for 15 and 40 Torr pressures, adriven hapens to be the same value. This makes Sx and S
x
φ
maintain the same relationship and the noise dependence on damping is the same as in
Figure 5b. In Figure 5d on the other hand, adriven is Duffing limited causing S
x
φ to shrink
more quickly with damping than Sx does. This results in S
x
φ independent of Γ for large
bandwidths and proportional to 1/Γ2 at small bandwidths (cf. equation 9. The right hand
portions of the data at different pressures and damping collapse on top of each other. This
is not a coincidence, rather it is the signature of SNR being inversely proportional to Q (i.e.
proportional to Γ), resulting in no Γ dependence by Robins’ equation (eqns. 1 and 6).
However, consider Fig. 5d noise if integrated over bandwidth of 1 kHz or below. The
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Figure 5: Noise power behaviour with respect to damping can be
proportional, constant, inversely proportional, and inversely quadratic. (a)
Concept of thermomechanical displacement noise being proportional to damping for pure
rolloff. (b) Measured thermomechanical noise fit to equation 5; noise is proportional to
damping above the rolloff, inversely proportional below. (c) Measured displacement noise
converted to phase noise with constant driven amplitude; noise is proportional to damping
above the rolloff and inversely proportional below. (d) Measured displacement noise
converted to phase noise with squared driven amplitude proportional to damping; noise is
independent of damping above the rolloff and inversely quadratic below.
integration never reaches the 1/f 2 rolloff portion of the graph. Noise measured with this
smaller bandwidth is just integrating a constant giving σ2 ∝ Γ−2, therefore, it should result
in σ ∝ Γ−1. That is, better stability results from more damping. Integration of white (flat)
Sφ(ω) is also known to give σ ∝ τ−1 dependence48. The full functional form of σ for this
case, which we refer to as the flatband regime, is (derived in SI, section 2):
σfb(τ) =
(
3
2
)1/2
1
SNR
1
Ωτ
. (10)
This regime is not usually considered as it would normally result in prohibitively low
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bandwidths. Other noise sources, such as drift, also take over close-in to carrier, often
masking this regime. However, as devices reach higher frequencies, and as Q is pushed
purposefully down, the corner frequency of (Γ/2)/(2pi) can become very large in principle;
in the present case, it is almost 200 kHz for atmospheric pressure.
Returning to the Allan deviation in Fig. 4, the dashed lines with τ−1 slope correspond
to flatband theoretical minima, equation 10, for if phase noise was caused exclusively from
displacement noise, and integrated over its flat region to the left of the corner frequency. The
experimental data is dominated by drift or other noise sources at τ = 0.1 s, but generally
reaches close to the theoretical limit (equation 10) of dominated by displacement noise at
τ = 2 ms.
Figure 4b shows the value of Allan deviation at τ of 2 ms as a function of Q along with
both theoretical minimum floors from equations 6 and 10. It is clear that the experimental
data is tracking closely to equation 10 while falling well below equation 6. Within the
Duffing limited regime, where SNR ∝ 1/Q, we see that equation 10 implies σ ∝ Q. Indeed,
the experimental data seems to be proportional to Q in this region. Incredibly, stability
gets better in proportion to the amount of damping.
APPLICATION OF DAMPING IMPROVED STABILITY: TEMPERATURE
SENSING
We demonstrate an application of enhanced sensitivity with increased damping by show-
ing temperature resolution of a NEMS beam improving with increasing pressure. The NEMS
can be used as a thermometer due to changes in resonance frequency caused by subtle tem-
perature changes to Young’s modulus and device dimensions24,25. While traditionally in the
range of −50 ppm/K for silicon (ppm = parts per million), intrinsic tension changes give our
devices a wide range of temperature coefficients with resonant frequency (TCRF) which can
be as high as −1200 ppm/K (see SI, section 1.7 and Ref. [24]). The optical microring cavity
itself also has a resonance dependence on temperature, primarily from the thermo-optic
effect so the ring is used as a secondary temperature calibration and sensor. The tempera-
ture responsivities for both microring and NEMS, in pm K−1 and Hz K−1, respectively, are
simultaneously determined at each pressure tested by monitoring the change in resonant
wavelength and mechanical resonant frequency for several 1 K temperature steps (See SI,
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Figure 6: NEMS thermometry. NEMS tracking of a 0.3 K underdamped-controlled
temperature change turned on at about 15 s and turned off at about 115 s. Upper inset:
close-up of fluctuations in a 3 mK temperature and 50 ms time range. Lower inset:
temperature fluctuation noise-floor vs pressure.
section 1.7 for details).
Figure 6 shows the NEMS response at 3 Torr pressure to a 0.3 K step change (followed
later by a −0.3 K step change) in the temperature controller setting. The oscillations
and long settling result from the PID controller settings combined with lag due to slight
distance between the chip surface and Pt RTD temperature sensor. The noise visible on the
NEMS trace gives an idea of the minimum resolvable temperature change of the order of
1 mK. More formally, the lower inset presents the temperature resolution σ∆T as a function
of pressure, where σ∆T = σf0/Sf,T , and Sf,T is the NEMS temperature responsivity of
(−12 600± 100) Hz/K. Data shown is for τ = 5 ms averaging time. Similar to Fig. 4,
the NEMS temperature resolution improves with increasing pressure up to a sweet spot at
60 Torr where it reaches 50µK. This is comparable to references 24,25.
DISCUSSION
That resolution could be independent of Q in the Robins picture has been hinted at20,21,
but not tested, and not widely appreciated in the NEMS community. The further rev-
elation that low-bandwidth sensitivity actually improves with damping is a momentous
development with implications in NEMS, AFM, and other fields. As an example, the AFM
community has long known of force noise proportional to square root damping, and has
tried to reduce the apparent thermal force noise off resonance by increasing Q. This works
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for high bandwidth (above the corner), but increases noise on resonance, which is usually
truncated and ignored. However, by purposefully suppressing Q, one simultaneously sup-
presses close-in noise while extending the corner frequency (and bandwidth). In essence,
the usually inevitable tradeoff between bandwidth and low-noise is eliminated.
It is known that Eqn. 6 has no explicit Ω dependence. Equation 10, on the other hand,
varies inversely with Ω, opening additional paths to sensitivity improvement. Increasing
the mechanical frequency should directly improve flatband sensitivity, while also extending
the bandwidth available for a given Q. These enhancements are in addition to simultaneous
sensitivity improvements coming from mass reduction.
The flatband suppression of the thermal noise peak is reminiscent of cold damping and
feedback cooling10,11, but is distinct in that thermal noise is spread out rather than re-
duced. As such, feedback cooling could give cumulative benefit with the flatband tech-
nique. Similarly, techniques for using the nonlinear regime49 or parametric squeezing50 can
be piggy-backed with flatband.
Another side-benefit of low Q is suppression of intrinsic resonator frequency fluctuation
noise18–23. Reference 20 recently noted this noise as ubiquitous in preventing NEMS from
reaching thermal limits (though Gavartin, et al.,21 were able to mitigate it with sophisti-
cated force feedback). The transfer function responsible for conveying this intrinsic noise
is proportional to Q19 which may help explain why we do not see it atmospheric pressure,
and see clear evidence of it only at long gate times in vacuum.
We note the limitations of our drive power keep us from accessing the full dynamic
range at atmospheric pressure. This problem can be solved by using optomechanical drive
force which can be turned up almost with impunity. Nonlinearities in the optomechanical
transduction, in both readout and excitation, could eventually limit the present technique
from extending dynamic range indefinitely.
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METHODS
Our nano-optomechanical system is shown in Figure 1d with the principle of detection
in Figure 1e. Light couples from a silicon strip waveguide to circulate in a race-track optical
cavity resonator. In-plane displacement of the doubly clamped beam mechanical resonator
(NEMS) modifies the local index of refraction of the racetrack, which changes the optical
resonance wavelength. With the probe light parked on the side of the cavity, mechanical
vibration is transduced to modulation of the optical transmission. Multiple passes of the
light contributes to the excellent displacement sensitivity. Detailed analysis of the optome-
chanical system can be found in the SI, Section 1.4. The strength of our optomechanical
coupling has been chosen strategically to resolve thermomechanical noise while still pro-
viding linear transduction to the upper end of dynamic range. The optomechanical chip is
placed on a shear piezo for mechanical actuation, on a copper plate for temperature control,
and is housed in a sealed chamber to allow varying the pressure (Supplementary Fig. S1).
Tunable 1550nm laser light is free-space coupled through a window into and out of grating
couplers on-chip. The system is controlled by a lock-in amplifier with a power amplifier
providing high RF gain to drive the piezo (see SI, Section 1.1).
REFERENCES
1Chaste, J. et al. A nanomechanical mass sensor with yoctogram resolution. Nature
Nanotechnology 301–304 (2012).
2Hiebert, W. Mass sensing: Devices reach single-proton limit. Nature Nanotechnology
278–280 (2012).
3Venkatasubramanian, A. et al. Nano-Optomechanical Systems for Gas Chromatography.
Nano Letters 16, 6975–6981 (2016).
4Bargatin, I. et al. Large-scale integration of nanoelectromechanical systems for gas sensing
applications. Nano letters 12, 1269–74 (2012).
16
5Hanay, M. S. et al. Inertial imaging with nanomechanical systems. Nature nanotechnology
10, 339–44 (2015).
6Sage, E. et al. Neutral particle Mass Spectrometry with Nanomechanical Systems. Nature
Communications 6, 6482 (2015).
7Naik, a. K., Hanay, M. S., Hiebert, W. K., Feng, X. L. & , M. L. Towards single-molecule
nanomechanical mass spectrometry. Nature nanotechnology 4, 445–450 (2009).
8Degen, C. L., Poggio, M., Mamin, H. J., Rettner, C. T. & Rugar, D. Nanoscale magnetic
resonance imaging. Proc Natl Acad Sci U S A 106, 1313–1317 (2009).
9Losby, J. et al. Torque-mixing magnetic resonance spectroscopy. Science 350, 798–801
(2015).
10Teufel, J. D. et al. Sideband cooling of micromechanical motion to the quantum ground
state. Nature 475, 359–363 (2011).
11Chan, J. et al. Laser cooling of a nanomechanical oscillator into its quantum ground state.
Nature 478, 89–92 (2011).
12O’Connell, a. D. et al. Quantum ground state and single-phonon control of a mechanical
resonator. Nature 464, 697–703 (2010).
13Robins, W. P. & of Electrical Engineers, I. Phase noise in signal sources : (theory
and applications) (London, UK. : Peregrinus on behalf of the Institution of Electrical
Engineers, 1982). Bibliography: p. 277-278.
14Albrecht, T. R., Grtitter, P., Horne, D. & Rugar, D. Frequency modulation detection
using highd-Q cantilevers for enhanced force microscope sensitivity. J. Appl. Phys. 69,
668–673 (1991).
15Cleland, a. N. & , M. L. Noise processes in nanomechanical resonators. Journal of Applied
Physics 92, 2758–2769 (2002).
16Ekinci, K. L., Yang, Y. T. & , M. L. Ultimate limits to inertial mass sensing based upon
nanoelectromechanical systems. Journal of Applied Physics 95, 2682–2689 (2004).
17Tsaturyan, Y., Barg, A., Polzik, E. S. & Schliesser, A. Ultra-coherent nanomechanical
resonators via soft clamping and dissipation dilution 12 (2016).
18Moser, J., Eichler, a., Gu¨ttinger, J., Dykman, M. I. & Bachtold, a. Nanotube mechanical
resonators with quality factors of up to 5 million. Nature Nanotechnology 9, 1007–1011
(2014).
17
19Fong, K. Y., Pernice, W. H. P. & Tang, H. X. Frequency and phase noise of ultrahigh
Q silicon nitride nanomechanical resonators. Physical Review B - Condensed Matter and
Materials Physics 85, 161410 (2012).
20Sansa, M. et al. Frequency fluctuations in silicon nanoresonators. Nature nanotechnology
11, 552–558 (2016).
21Gavartin, E., Verlot, P. & Kippenberg, T. J. Stabilization of a linear nanomechanical
oscillator to its thermodynamic limit. Nature communications 4, 2860 (2013).
22Sun, F., Dong, X., Zou, J., Dykman, M. I. & Chan, H. B. Correlated anomalous phase
diffusion of coupled phononic modes in a side- band driven resonator. Nature Publishing
Group 7, 12694 (2016).
23Maillet, O., Vavrek, F., Fefferman, a. D., Bourgeois, O. & Collin, E. Classical decoherence
in a nanomechanical resonator. New Journal of Physics 18, 073022 (2016).
24Inomata, N., Toda, M. & Ono, T. Highly sensitive thermometer using a vacuum-packed
si resonator in a microfluidic chip for the thermal measurement of single cells. Lab on a
Chip 16, 3597–3603 (2016).
25Zhang, X. C., Myers, E. B., Sader, J. E. & , M. L. Nanomechanical torsional resonators
for frequency-shift infrared thermal sensing. Nano Letters 13, 1528–1534 (2013).
26Bunch, J. S. et al. Electromechanical resonators from graphene sheets. Science 315,
490–493 (2007).
27Li, M., Tang, H. & , M. Ultra-sensitive nems-based cantilevers for sensing, scanned probe
and very high-frequency applications. Nature Nanotechnology 2, 114–120 (2007).
28Unterreithmeier, Q. P., Weig, E. M. & Kotthaus, J. P. Universal transduction scheme for
nanomechanical systems based on dielectric forces. Nature 458, 1001–4 (2009).
29Li, M. et al. Harnessing optical forces in integrated photonic circuits. Nature 456, 480–484
(2008).
30Wu, M. et al. Nanocavity optomechanical torque magnetometry and radiofrequency sus-
ceptometry. Nature nanotechnology 12, 127–131 (2017).
31Kim, P. H., Hauer, B. D., Doolin, C., Souris, F. & Davis, J. P. Approaching the Standard
Quantum Limit of Mechanical Torque Sensing. Nature Communications 7, 13165 (2016).
32Weber, P., Gu¨ttinger, J., Noury, a., Vergara-Cruz, J. & Bachtold, a. Force sensitivity of
multilayer graphene optomechanical devices. Nature Communications 7, 12496 (2016).
18
33Olcum, S., Cermak, N., Wasserman, S. C. & Manalis, S. R. High-speed multiple-mode
mass-sensing resolves dynamic nanoscale mass distributions. Nature communications 6,
7070 (2015).
34Gil-Santos, E. et al. High-frequency nano-optomechanical disk resonators in liquids. Na-
ture Nanotechnology 10, 810–816 (2015).
35Sauer, V. T. K., Diao, Z., Freeman, M. R. & Hiebert, W. K. Optical racetrack resonator
transduction of nanomechanical cantilevers. Nanotechnology 25, 055202 (2014).
36Jun, S. C. et al. Electrothermal tuning of al–sic nanomechanical resonators. Nanotech-
nology 17, 1506 (2006).
37Moser, J. et al. Ultrasensitive force detection with a nanotube mechanical resonator.
Nature nanotechnology 8, 493–6 (2013).
38Srinivasan, K., Miao, H., Rakher, M. T., Davanc¸o, M. & Aksyuk, V. Optomechanical
transduction of an integrated silicon cantilever probe using a microdisk resonator. Nano
Letters 11, 791–797 (2011).
39Gil-Santos, E. et al. Nanomechanical mass sensing and stiffness spectrometry based on
two-dimensional vibrations of resonant nanowires. Nature nanotechnology 5, 641–645
(2010).
40Eichenfield, M., Camacho, R., Chan, J., Vahala, K. J. & Painter, O. A picogram- and
nanometre-scale photonic-crystal optomechanical cavity. Nature 459, 550–5 (2009).
41Teufel, J. D., Donner, T., Castellanos-Beltran, M. a., Harlow, J. W. & Lehnert, K. W.
Nanomechanical motion measured with precision beyond the standard quantum limit.
Nature Nanotechnology 4, 820 (2009).
42Anetsberger, G. et al. Near-field cavity optomechanics with nanomechanical oscillators.
Nature Physics 5, 909–914 (2009).
43Diao, Z. et al. Confocal scanner for highly sensitive photonic transduction of nanome-
chanical resonators. Applied Physics Express 6, 065202 (2013).
44Schmid, S., Villanueva, L. G. & , M. L. Fundamentals of Nanomechanical Resonators
(2016).
45Kacem, N., Hentz, S., Pinto, D., Reig, B. & Nguyen, V. Nonlinear dynamics of nanome-
chanical beam resonators: improving the performance of NEMS-based sensors. Nanotech-
nology 20, 275501 (2009).
19
46Postma, H. W. C., Kozinsky, I., Husain, A. & , M. L. Dynamic range of nanotube- and
nanowire-based electromechanical systems. Applied Physics Letters 86, 223105 (2005).
47Bargatin, I. High-frequency nanomechanical resonators for sensor applications Thesis by
2008 (2008).
48Barnes, J. A. et al. Characterization of frequency stability. . . . IEEE transactions on
IM-20, 105–120 (1971).
49Villanueva, L. G. et al. Surpassing fundamental limits of oscillators using nonlinear res-
onators. Physical Review Letters 110, 17708 (2013).
50Poot, M., Fong, K. Y. & Tang, H. X. Deep feedback-stabilized parametric squeezing in
an opto-electromechanical system. New Journal of Physics 17, 043056 (2015).
20
SUPPLEMENTARY INFORMATION
Supplementary Information: Improving mechanical sensor performance
through larger damping
Swapan K. Roy,1,2 Vincent T. K. Sauer,1,3 Jocelyn N. Westwood-Bachman,1,2
Anandram Venkatasubramanian,1,3 and Wayne K. Hiebert1,2,a)
1)Nanotechnology Research Centre, National Research Council, Edmon-
ton, Canada
2)Department of Physics, University of Alberta
3)Department of Biological Sciences, University of Alberta
a)Corresponding author: wayne.hiebert@nrc-cnrc.gc.ca
S1
SUPPLEMENTARY INFORMATION
1. EXPERIMENTAL DETAILS
1.1. Experimental setup
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Figure S1: Schematic of experimental setup. The right panel depicts a graphical
arrangement of a NOMS device on a Silicon chip surface mounted on the top of the
piezo shaker (green slab) followed by further mounting on a copper plate which
facilitates a thermal contact to the base of the pressure controlling chamber. The
heater on top of copper is controlled by the temperature controller via the temperature
sensor placed on the top surface of the piezo and just a few mm away from the chip
edge. The left panel is the arrangement of detection and measurement unit where a
Zurich instrument HF2 lock-in is the heart of nanomechanical vibration
characterizations. The 40 dB box represents a Minicircuits LZY-22+ power amplifier,
through which a maximum power of 45 dBm is available. In experiments, drive power is
generally limited to 36 dBm before the shear piezo starts to heat substantially and shift
the optomechanical resonance.
The doubly clamped beam mechanical resonance is detected using an all-pass
implementation of a racetrack resonator optical cavity1,2. A Santec TSL-510 fiber
coupled tunable diode laser (TDL) is used to probe the device. To achieve the largest
displacement sensitivity, the measurement wavelength is detuned from the optical
cavity center by approximately half the cavity linewidth. For both thermomechanical
and driven signals, the power modulation of the detuned probe which is caused by
the mechanical beam motion is measured using a Zurich Instruments HF2LI lock-
in amplifier (LIA). The LIA provides the drive voltage sent to the shear-mode piezo
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(Noliac CSAP03) which is used to mechanically drive the DCBs in the wafer plane. A
power amplifier (Minicircuits LZY-22+) is used to achieve higher drive when required.
The NOMS chip is mounted on the piezo shaker with thermal conductive silver epoxy.
The piezo is placed on top of a copper plate with an attached resistive heater and
platinum resistance thermometer (RTD) (both placed roughly as drawn) which are
operated using a PID controller (Cryo-con Model 24C). The device is placed in a
vacuum chamber, and light from the TDL is coupled from free space through the
chamber’s optical window and into the nanophotonic circuits using TE-mode optical
grating couplers. The chamber is pumped to below 1× 10−4 Torr, and a bleed valve is
used to raise the pressure in the chamber to change the damping in the system.Like
the Allan deviation measurements, the DCB is implemented into a phase-locked
loop (PLL) using the Zurich’s built-in PLL module to track any shift in resonance
frequency due to temperature change made by the resistive heater.
1.2. Thermomechanical noise calibration
Accurately determining the displacement noise floor (cf. Fig. 1c, Fig. 2, and Eqn.
3) is crucial for the analysis in this work. We follow the standard established method
for thermomechanical noise calibration3,4 which is nicely detailed in5. A summary of
the procedure appears below.
The voltage noise power spectral density (SV in V
2Hz−1) of the photodetector
output, if peak shaped (as in Fig. 1c), can be assumed to be the sum of thermome-
chanical noise and a white background (due to instrumentation noise)
SV(Ω) = S
th
V (Ω) + S
white
V (Ω) (S1)
By comparing the measured noise to theoretically expected displacement noise spec-
tral density Sx in m
2Hz−1, we can calibrate the system responsivity < in Vm−1. We
measure SV using a Zurich instrument HF2 lock-in amplifier in zoomFFT mode up to
78 Torr and by an Agilent 8593E spectrum analyzer from 120− 760 Torr (the latter
being better suited to larger frequency spans) while holding ambient temperature
constant at 298 K. Measured peaks and quality factors (Q) are used in the calibra-
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tion. What is needed is a theoretical functional form for Sx = S
th
x + S
white
x . This
is derived via equipartition theorem (cf. section 2.1) resulting from the Langevin
(random thermal) force acting on the resonating normal mode and is given by
Sthx (Ω) =
SthF (Ω)
M2eff
1
(Ω20 − Ω2)2 + (ΓΩ)2
=
SthF (Ω)
M2eff
1
((Ω0 − Ω)(Ω0 + Ω))2 + (Ω0Q Ω)2
(S2)
where, SthF =
4kBTMeffΩ0
Q
in N2Hz−1 is the thermal force spectral density acting on the
nanoscale resonator. Here, kB, Meff, Ω0/2pi, Q and, Γ/2pi =
Ω0
Q
/2pi are Boltzmann
constant, effective mass, resonance frequency, quality factor and linewidth of the
DCB resonator. At Ω = Ω0 equation S2 reduces to
Sthx (Ω0) =
4kBTQ
MeffΩ30
m2Hz−1 (S3)
Thus the r.m.s displacement peak of the power spectral density in absence of any
background noise can be found as (in a 1 Hz bandwidth)
ath =
√
Sthx (Ω0) m Hz
− 1
2 × 1 Hz 12 =
√
4kBTQ
MeffΩ30
m (S4)
If |Ω0−Ω|  Ω0, then the displacement spectral density curve described in equation
S2 can be reduced with approximations (Ω0 − Ω)(Ω0 + Ω) ∼= 2Ω0(Ω0 − Ω) and
Ω0
Q
Ω ∼= Ω0Q Ω0 as below
Sthx (Ω) =
SthF (Ω)
M2eff
1
4Ω20(Ω0 − Ω)2 + (Ω0Q Ω0)2
=
1
Ω20
SthF (Ω)
M2eff
1
4(Ω0 − Ω)2 + (Ω0Q )2
(S5)
Equation S5 is a Lorentzian function to which a white background can be added
Sx(Ω) = S
th
x (Ω) + S
white
x (Ω) (S6)
By fitting the voltage noise to a Lorentzian with background (directly comparing
equation S1 with equations S5 and S6), the calibration of Sx to SV is naturally
achieved.
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1.2.1. Calculation of displacement responsivity, < Vm−1
A Lorentzian curve fit was performed for measured SV V
2Hz−1 at each pressure
to obtain the resonance frequency, f0 and mechanical quality factor, Q and the back-
ground SwhiteV . The peak height of this measured spectral density can be calculated
as
SthVpk = SV(Ω0)− SwhiteV in V2Hz−1 (S7)
Now, plugging the measured f0 and Q from Lorentzian fit into equation S3 gives
displacement power spectral density Sthx (Ω0) in m
2Hz−1 of the resonator vibration
at its resonance frequency and depends on damping induced by the chosen pressure.
Defining Sthxpk as
Sthxpk = Sx(Ω0)− Swhitex in m2Hz−1 (S8)
means that
√
Sthxpk in m Hz
− 1
2 must be equal to the measured peak height,
√
SthVpk in V Hz
− 1
2
of voltage spectral density given by equation S7. Thus, measued voltage in experi-
ments can easily be converted into displacement by obtaining the conversion factor,
< as below
< Vm−1 =
√
SthVpk V Hz
− 1
2√
Sthxpk m Hz
− 1
2
(S9)
Figure 1c and Fig. 2 use this method to calibrate the vertical axis.
1.2.2. Background noise floor
The possible sources of background noise in our nanophotonic detection system
are the Johnson noise of electronic measurement instruments e.g. HF2 lock-in or
spectrum analyzer (5 nVHz−
1
2 from instrument manual), shot noise, SshotV from laser
source and dark current SdarkV of the photodetector. The total background is the sum
of these SwhiteV = S
elec
V + S
shot
V + S
dark
V . Measured optical power to voltage conversion
factor for a 50 Ω termination is1, O = 15 VmW−1 = 15000 VW−1. The free space
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optical beam shot noise is defined as
Sshotopt = 2hν 〈P 〉 (S10)
where the Planck’s constant h = 6.64 × 10−34 m2kgs−1 ; the laser frequency, ν =
cλ−1 = 1.93 × 1014 Hz for 1550 nm wavelength; from the DC transmission data the
average power, 〈P 〉 = Tλprobe
O
V
VmW−1 ≈ 0.0815 = 0.0053 mW.
With the detector quantum efficiency, η the power spectral density at the pho-
todetector can be found as follows
SshotW =
2hν 〈P 〉
η
W2Hz−1 (S11)
where, η = Rλ
λ
× hc
e
= 1 AW
−1
1550 nm
× 1240Wnm
A
= 0.8. Now plugging all values in equation
S11 we have,
√
SshotW = 1.3 pWHz
−1 which gives the power spectral density of shot
noise in voltage by
√
SshotV =
√
SshotW ×O = 19.5 nVHz−
1
2
After blocking all input light, the measured dark current,
√
SdarkV of photode-
tector around the resonance frequency from Zurich lock in amplifier is found as
196 nVHz−
1
2 and from spectrum analyzer as 126 nVHz−
1
2 . This results in (SwhiteV )
1/2
of 197 nVHz−
1
2 and 128 nVHz−
1
2 for vacuum and atmospheric pressure, respec-
tively. Expressed in displacement noise (converted using responsivity (equation S9))
(Swhitex )
1/2 is ≈ 20.3 for lock-in and ≈ 13.1 for spectrum analyzer in fmHz− 12 .
As described in Ref. 6, this incoherent background noise floor sets an ultimate
limit to the frequency stability as follows
δfbackground
f0
=
(Swhitex )
1/2
pif0xdriven
τ−3/2. (S12)
where xdriven is driven amplitude and τ is a sampling time. Equation S12 is plotted
in Fig. 4 as the orange shaded region in the lower left corners (it is within the plotted
range only for vacuum and atmospheric pressures).
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1.3. Determination of onset of nonlinearity
Accurately determining the onset of nonlinearity is important for defining the
upper cutoff of the dynamic range. In this section, we describe the calibration of
onset of nonlinearity in the doubly clamped beams.
Spatial shift of NEMS resonance frequency with increasing vibration amplitude
is a well-known phenomenon7–13. When external driving power is increased enough,
vibration amplitude no longer increases linearly. Similar to rf-electronics, the reso-
nance mode of the NEMS enters into a non-linear regime where hysteresis and gain
compression occur. The maximum amplitude where linear response ends is often
referred as the onset of nonlinearity or critical amplitude, ac. Above critical am-
plitude, the vibrating mechanical element experiences various nonlinearities in its
restoring force, e.g., elongation of the beam, defects in clamping, material nonlin-
earity, existence of any force gradient in the system due to detection or actuation or
even thermal gradient. In our DCB resonators, strain induced tension, geometrical
nonlinearity occurs. This can be described by the Duffing equation by introducing a
cubic nonlinearity term in the second-order differential equation of simple harmonic
motion11–13.
The critical amplitude ac occurs when the frequency solution to the Duffing equa-
tion just starts to be multivalued (i.e. the bifurcation point) and is characterized by
a section of infinite slope and the start of hysteresis in frequency sweeps. In Postma
et al.11 the expression for critical amplitude, ac is given as (when considering no
residual tension in the DCB resonator)
ac = Ω0
L2
pi2
√
ρ
√
3
EQ
(S13)
where, Ω0 is the resonance frequency of the DCB resonator with a length L. ρ and E
are the density and Young’s modulus of the material. Here, Q is the measured quality
factor of the resonator. In a doubly clamped beam with a residual tension11,T0, the
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onset of nonlinearity is as below
ac =
2
4
√
3
√
1
Q
(
d2
3
+
T0L2
pi2Etd
)
(S14)
Here, t is the thickness and d is the width of the beam in the direction of motion. The
second term within the bracket corresponds to resonance frequency. From equation
S14 one can tell that ac increases with increasing damping (decreasing Q) for a
particular device geometry.
In the main manuscript, the critical amplitude equation without tension is used
for simplicity. As can be seen in Figure S3, the difference between the two equations
is very small. Strictly speaking, we define acrit = 0.745ac to correspond with the
theoretical amplitude for 1 dB of compression, and define it as the practical end of
the linear range11.
Determination of the 1dB compression of critical amplitude, acrit, is done by col-
lecting the amplitude response on resonance while sweeping driving power voltage as
shown in figure S2 ( blue open symbol). From the linear portion of this experimen-
tal plot, a 1 dB compression line (red line) is plotted. The intersection gives the 1
dB compression of driving power or critical driving voltage, Vcrit before the onset of
nonlinearity.
A forward and reverse frequency sweep at critical drive confirms that the resonance
shape is just starting to tilt and hysteresis has not yet set in. The Q-factor also
remains similar to that measured in the thermomechanical noise.
All experimental acrit, from high vacuum to atmospheric pressure are compared to
corresponding theoretical values given by equation S13 and S14 and plotted together
with experimental values in Fig. S3. From a comparison between experimental and
analytical values in the figure S3 it can be inferred that the DCB beam used is
subjected to geometrical nonlinearity.
S8
SUPPLEMENTARY INFORMATION
Figure S2: Left: A representative plot for determining critical drive power.
The onset of nonlinearity is at 200 µTorr. The effective gain of the rf-amplifier is
38.3dB. The device can be driven up to 30 dBm without noticeable heating. The 1 dB
compression of critical drive power obtained for this pressure is 0.65 dBm provided by a
back calculation from the crossover point of 1 dB compression line in the horizontal
axis. Right: At this critical drive of 0.65 dBm forward and reverse sweeps are
not showing any hysteresis. The measured Q from Lorentzian fit of TM noise is
8286± 19 and that from the driven response in this figure 8681± 460 from the phase
slope at resonance; which means that Q is independent of driving power up to the 1 dB
compression of the onset of nonlinearity. The absence of hysteresis and similar Q values
at the driven response compared to un-driven Q indicate that the device can be
operated at its maximum linear amplitude.
1.3.1. Non-linearity onset: modification at high pressures
It is evident from equation S14 that for a given device (geometry is constant)
with increasing damping (i.e., decreasing Q ) ac increases. At the same time, de-
creasing Q requires large chip surface motion to achieve the same amplitude, since
aNEMS ≈ Qasurface. This combination necessitates quickly ramping up the drive power
at high damping. Higher driving power by piezo-actuation generally causes on-chip
heat generation as more power is dumped into the piezoelectric. Induced heating
from actuation and detection is a familiar phenomenon in NEMS. It can happen
either by the heating effect of driving or by optical adsorption and is common to
optomechanical devices14,15. Temperature induced changes to both the resonance
S9
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Figure S3: Evolution of onset of nonlinearity with increasing damping or
decreasing Q
frequency and the ring responsivity can complicate the nonlinearity measurement
when there is significant heating during the ramp in power.
The changing responsivity is the dominant effect of the two. Figure S4 shows the
photodetector transmission in vicinity of the ring resonance and the slope dT
dλ
which
is proportional to the transduction responsivity. During temperature changes, the
curves shift causing transmission and responsivity changes. It is straightforward to
track these values during a power sweep, which allows correcting 1 dB compression
point values. Figure S5a shows photoreceiver transmission captured during vacuum,
5, 10, and 26 Torr power sweeps. Transmission (and implied responsivity) are con-
stant for vacuum, 5, and 10 Torr. These sweeps max out below +30 dBm power.
For 26 Torr the power sweep goes up to +38 dBm and is accompanied by significant
heating. The experiment is conducted a few degrees above room temperature with
the chip holder temperature locked by PID control. The placement of the Pt RTD
sensor directly on the piezo produces a counter intuitive effect of actually lowering
the chip surface temperature as the piezo dissipates more power (this is because the
PID) heater shuts off to compensate). Thus the piezo heating blue shifts the optical
ring resonance causing an increase in transmission, and a corresponding decrease in
responsivity.
Figure S5b shows the 26 Torr power sweep plotted as response vs. Vdrive. The
original response voltage, and the corrected response voltage (the latter divided by
normalized responsivity </<λ-probe) give apparent and corrected critical drive values,
S10
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Figure S4: Optical resonance at 26 Torr. Left axis is the measured transmission in
Volts and the right axis is the corresponding slope. Blue data point at 1545.549 nm has
the maximum slope, and probe wavelength is set at this wavelength for a transmission
power around 0.1 Volts. By sitting on probe wavelength we are able to collect any
transient change in probe power (transmission) by a home-built lab-view program. Dark
yellow arrow symbol at 1545.569 nm, 0.12 Volts is the observed experimental shift due
to piezo-heating effect during the 26Torr power sweep shown in the next figure. From
material properties it is discussed that optical ring resonance shifts by 80 pm for 1 K
temperature change . Hence, this 20 pm shift corresponds to about 0.25 K temperature
rise. The red squares are the change in slope of the optical resonance. The small gray
circle shows the change in slope within the piezo-heating regime.
respectively.
1.4. Notes on optomechanics
1.4.1. Optomechanical coupling coefficient calibration
The device under test is a doubly clamped beam (DCB) approximately 9.75 µm
long and 160 nm thick in the direction of oscillation. It is fabricated on a standard
nanophotonic silicon on insulator wafer with a 220 nm thick device layer. The DCB
oscillates in the plane of the wafer towards and away from a racetrack resonator
optical cavity, in an all-pass configuration, which is fabricated 120 nm away. The
waveguide which creates the racetrack resonator is 430 nm wide. The racetrack res-
onator has an optical Q of ∼ 8400, a linewidth of 0.18 nm, a free spectral range of
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Figure S5: Left: Left axis represents the temporal change of probe power at
different pressures during voltage sweep shown in the right plot. At low
pressures flat optical transmission plots indicate absence of appreciable piezo-heating.
26 Torr data (blue) shows a significant change due to piezo-heating with a 0.25 C
temperature change. Corresponding slope change is normalized along the right axis.
The slope change can be used to re-normalized data in the right panel. Right :
Amplitude sweep and corrected amplitude sweep with increasing driving
voltage. The corrected amplitude is obtained by dividing the experimental data by the
red plot in the left panel ( R
Rλ−probe
). The blue arrow indicates the early nonlinearity ( for
1 dB compression) at 0.188 Volts in lock-in tab which corresponds to 0.132 rms Volts
or −4.7 dBm.The effective gain of the rf-amplifier with a 6 dB attenuator is 38.3 dBm.
Thus the apparent critical drive power from experimental data is 33.6 dBm. From the
corrected amplitude response the actual critical drive is around 0.285 Volts or 0.202
rms Volts or 37.42 dBm as shown by red arrow.
∼ 13.1 nm, and a finesse of ∼ 70.
To calculate the optomechanical coupling coefficient (gom = ∂ω/∂x) from simu-
lation, we can use the change in effective index over distance to calculate the op-
tomechanical coupling2,4. This calculation results in an optomechanical coupling
coefficient gom ∼ 2.86 rad GHz nm−1.
The measured optomechanical devices are designed to operate deep in the Doppler
regime where the overall optical cavity intensity decay rate (κ) is much, much greater
than the mechanical frequency of the device (Ω0)
16. In this way, gains are made with
mechanical transduction sensitivity while minimizing optomechanical effects such as
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optical damping or amplification. This maintains a more simple system for a more
robust sensor. The κ of our optical racetrack is approximately 1.5× 105 MHz · rad
compared to Ω0 = 70.3 MHz · rad, which satisfies the κ >> Ω0 criterion.
To confirm that the optical damping effects are negligible compared to the me-
chanical damping in the system, the optical spring effect is used to extract the light
enhanced optomechanical coupling strength, g, of the system using the equation16
δΩ0(∆)|κ>>Ω0 = g2
2∆
κ2/4 + ∆2
. (S15)
Above, ∆ is the wavelength detuning of the probe in relation to the optical cavity
centre (red-detuned: ∆ < 0, blue-detuned: ∆ > 0). The measurement is taken at the
greatest slope of the DC optical transmission curve on the blue and red side of the
optical cavity (inset figure S6) which is approximately equal to a detuning of ±κ/2,
respectively. Assuming the optical spring effects are equal and opposite for the blue
and red measurement, δΩ0 ≈ 3.2 kHz · rad as shown in figure S6. This gives a value
of g ≈ 16 MHz · rad. To convert this to the optomechanical coupling coefficient for
comparison to simulated values, we can use the following equation:
gom =
g
n
1/2
cavxZPF
(S16)
In the above equation, ncav is the number of photons in the optical cavity and xZPF
is the zero point fluctuations of the DCB. This results in an experimental gom ∼
2.83 rad GHz nm−1.
Maximum cooling/heating for the Doppler regime will occur with the detuning
used in this measurement, and the maximum optical damping/amplification is cal-
culated using16
Γopt
(
∆ = −κ
2
)
= 8
(g
κ
)2
Ω0. (S17)
This gives a value of 6 Hz · rad which is much less than the mechanical damping of
∼ 2 kHz. This confirms that the total damping will be dominated by the mechanical
element, and optomechanical damping effects can be considered negligible.
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Figure S6: Optomechanical spring effect in the device. Blue and red detuning
amounts are shown on the inset. They are approximately at +/− κ/2, respectively,
which is where maximum frequency detuning would occur.
1.4.2. Optomechanical Nonlinearity
One potential source of nonlinearity in optomechanical systems is a readout non-
linearity. This is caused by the Lorentzian lineshape of the optical cavity. If the
amplitude of the mechanical device is sufficiently large to shift the cavity out of the
linear section on the side of the Lorenztian optical resonance, nonlinearities in the
transduction can occur. Briefly, the nonlinearity coefficient can be calculated using
the optical cavity properties and the optomechanical coupling coefficient. By starting
from the expression for the dispersive optical force,
F =
−2PinγexG
ω(∆ + γ)
(S18)
and expanding about the static position x0 of the mechanical resonator, we can
extract the cubic spring constant k3. This can be used to derive the nonlinearity
coefficient α and therefore the critical amplitude. This calculation is explored more
thoroughly in17,18. The minimium critical amplitude calculated given our optical
cavity parameters is 28 nm, significantly above the nonlinear amplitude observed in
experiment. For this reason, we are confident that the nonlinearity is not a result of
a transduction nonlinearity.
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1.5. Acoustic interference during piezoactuation
Large driving power and small quality factor, as we have in case of atmospheric
pressure in our NOMS devices, can lead to bulk acoustic related complications in
device piezoactuation. This issue has been well summarized in the thesis of Igor
Bargatin19 and is discussed in this section. In our nano-photonic measurement system
we can actuate NOMS either optically or piezoelectrically20. With our moderate
values for optomechanical constants in these devices, we have found that optical
forces are insufficient to drive up to the onset of Duffing non-linearity. Piezoshaker
actuation with the aid of an rf-amplifier can provide enough driving power to test
the Duffing behaviour of our devices up to ≈ 30 Torr.
We follow the usual practice in piezodrive in which the chip containing vibrating
elements like NEMS (see Fig. S1) is glued to the top of a piezoshaker. When the
piezoshaker is subjected to driving voltage it physically shakes the chip containing
NEMS devices. The amplitude of the chip surface motion, as, applies a center of
mass force to the NEMS of Fin = MeffΩ
2
0a
2
s, where Meff and Ω0/2pi are the effective
mass and resonance frequency of the device in vibration. In the ideal scenario as,
is assumed frequency independent (i.e. uniform within the frequency sweep range).
For a high Q device (which has a ”narrow” frequency span) amplitude of this surface
motion is negligible compared to the resonator’s amplitude aNEMS. If Q >> 1, the
amplitude of the NEMS can be written as
aNEMS = Q× as (S19)
For frequencies over 1 MHz, as is not uniform across the surface and varies by
frequency for a given applied RF driving voltage. Propagation of ultrasonic waves
inside the piezoshaker and NEMS substrate, including interface reflections, can result
in complicated interference patterns of these waves. A complex spatial and frequency
dependent motion of the chip surface due to such bulk acoustic interference results in
frequency dependent drive strength (i.e. as). This results in a forest of weak, bulk-
acoustic related resonance peaks when a large frequency is spanned. Depending on
the size of the piezoshaker and the chip mounted on it, there is a characteristic span
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of driving frequency, ∆f , within each acoustic resonance where the surface motion
may be considered quasi-uniform. This ∆f can vary at different frequencies. If a
high Q NEMS is driven within any of the ∆f , the NEMS resonance can be described
by equation S19 because of negligible and quasi-uniform magnitude of as compared
to aNEMS . In larger damping, when Γ >> ∆f , then resonance shape of the NEMS
can be severely distorted (cf Fig. 2 for 40 and 760 Torr).
Figure S7: a) Evolution of mechanical resonance shape of a similar device to
that described in main text by piezoactuation from high vacuum to
atmospheric pressure. A forest of acoustic peaks (∆fss) can be seen either side of
the resonance peak at all pressures. The shaded area is the characteristic frequency
span, ∆fs due to acoustic wave interference within which mechanical resonance can be
seen. Mechanical resonance is showing a strong dependence on damping in contrast to
surface motion. Phase evolutions of same experiments are shown at the bottom. b)
Measurements of optomechanically driven responses at 15 Torr. Surface
acoustic wave interference is absent.
Figure S7a shows amplitude and phase response of a single NEMS device where the
frequency span crosses 8 or 9 bulk acoustic peaks. The driving power is kept constant
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at 0 dBm as scans are taken at differing pressures (and damping conditions). Up to
about 50 Torr, the background region outside of the span ∆fs is almost identical. The
pressure changes have essentially no effect on bulk acoustic resonances, as would be
expected. The signal to background ratio of the NEMS resonance peaks (against this
bulk acoustic background) range from about 60x to 3x and the NEMS peaks are easily
identifiable. For 85 and 760 Torr responses, the NEMS resonance widths are wider
than ∆fs, and the NEMS amplitude contribution to the signals is comparable to
the bulk acoustic resonance contributions. Thus, extra care needs to be taken when
identifying NEMS resonance peaks at highest damping, for example, by tracking
the peak from vacuum to atmosphere, to properly identify the appropriate locking
frequency range (in this case, within the ∆fs span). To fully confirm the nature of
the acoustic wave interference during piezodrive, we measured the same device with
optomechanical drive and the comparison is shown in Fig. S7b for a wide span. The
optical drive response does not see the forest of bulk acoustic resonances, as expected.
The optical drive has its own background due to imperfect filter extinction of the
drive laser at the photoreceiver20, with its own 4 MHz interference pattern, but this
is irrelevant for the present work.
1.5.1. Squeeze film effects
There is a small gap (140 nm) between our nanomechanical devices and the waveg-
uides in the optical ring resonator. This geometry could indicate squeeze film effects,
wherein the air in the gap can act to increase the effective stiffness of the nanomechan-
ical beam and hence affect its dynamic behaviour. Using the dimensionless squeeze
number21,22 for strip plates we can determine whether viscous or spring effects are
dominant. The squeeze number is defined as
σ = (12µL2ω)/(Paha
2) (S20)
where σ is the dimensionless squeeze number, µ is the dynamic viscosity (Nsm−2) of
the medium, L is the characteristic length scale (here it is the width of the nanome-
chanical beam, 220 nm), ω is the angular frequency of the nanomechanical beam,
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Pa is the pressure of the medium, and ha is the gap between the beam and the
photonic waveguide. In practice, σ < 1 signifies a regime when squeeze film spring
effects are not important and that viscous damping effects are dominant. Using the
values for our primary device, we calculate a squeeze number of 0.4, which implies
viscous damping is the dominant effect. It is not important to our general analysis
what precisely causes the damping at higher pressures (whether it be pure viscous
air damping or squeeze film air pot damping), therefore, we conclude that further
squeeze film analysis is unnecessary.
1.6. Lock-in amplifier and PLL details
A phase-locked loop (PLL) is essentially a feedback control system which locks the
phase and frequency output of a low noise oscillator to the phase and frequency of an
input signal. In a sensing context, it can be used to stabilize and track the resonance
frequency of the input signal, which carries the sensed information in its resonance
frequency. Extensive applications of PLL for tracking nanomechanical vibration can
be found in Ref. [23] and the references therein for atomic force microscopy. Roukes’
group pioneered analog PLL use in NEMS for mass sensing24. Recently, Olcum et
al.25 gave a very detailed discussion of loop dynamics during the use of a closed loop
PLL for measuring stability and mass sensitivity. We use a PLL in closed loop to
track frequency shifts for the purposes of determining stability (such as for Allan
deviation measurements) as well as for tracking frequency shifts caused by mass
adsorbants26 or due to temperature change (cf. SI section 1.7). We use open loop
measurements for verification of presence or absence of intrinsic frequency fluctuation
noise (as in SI section 2.5).
Figure S8 describes our PLL circuit, which basically takes advantage of the built
in functionality of the Zurich Instruments HF2LI. The NEMS as the device under test
is the frequency determining element in the circuit, controlling the NCO frequency
in the Zurich instrument via PID feedback. The feedback controller and the PID
parameters control the PLL bandwidth via the PID gains, creating a transfer function
for the error signal. Fluctuations on a faster time scale than the corner frequency of
the transfer function start to become filtered out. Thus, sampling times τ shorter
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than the inverse of the PLL bandwidth are generally not reported. The demodulator
portion of the circuit measures the instantaneous frequency and phase of the incoming
signal. It has a demodulation bandwidth set by its low pass filter that is kept at 8
times the PLL bandwidth for stability reasons. For purposes of noise measurement,
the demodulation bandwidth is what sets the noise measurement bandwidth ∆f and
the high frequency integration cutoff fH discussed in SI section 2.
Figure S8: A dual-phase demodulator, a controller, and an NCO are three
essential building blocks of a phase locked loop configuration inside the Zurich
instrument HF2 lock-in amplifier. These three are combined to form a negative
feedback loop. Within the loop, the phase detector (mixer) detects the phase difference
between the incoming NOMS signal and the reference. Depending on PI gain (set by
the bandwidth, D parameter is not in use) the controller regulates the NCO to achieve
a vanishing phase difference, which means that the NCO frequency always adapts the
NEMS frequency at a constant SNR by maintaining a -90 phase between the DUT and
NEMS. Thus the lock-in output, i.e., the reference always follows the NEMS frequency
depending on phase error controlled by the feedback and overlooks any error due to
amplitude fluctuations.
The PID parameters are automatically calculated by the lockin ”advisor” software
based on mechanical Q, center frequency, desired PLL bandwidth, locking range,
and phase setpoint. We have primarily chosen 500 Hz (with a 24 dB/oct filter)
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as the PLL loop bandwidth for data presented. The advisor computes through
a numerically optimized algorithm of loop dynamics to generate a set of feedback
gain parameter which tries to match the target bandwidth in its simulated first-order
transfer function. Figure S9 shows a representative bode plot of an advisor simulated
transfer function for 500 Hz PLL BW which has a 3 dB roll-off at 500 Hz and is a
typical example of PLL transfer function.
Figure S9: A representative PLL transfer function obtained from Zurich
instrument HF2. Target BW is at −3 dB point in the bode plot. In case of any
mismatch between set resonance parameters, a target bandwidth, and numerical
modeling advisor fails to produce such bode plot with warning indications. It
automatically adjusts the demodulation bandwidth to value eight times PLLBW to
avoid being limited by the demodulation speed.
Our present understanding of one advantage of a tight PLL over a self-oscillating
circuit is the following. The latter allows random walk phase noise (e.g. coming
from thermomechanical noise phase walking) that is not present when using a stable
external source. The price paid is that the phase noise of the external source is
injected into the system. In the present case, that noise is negligible in comparison
to the measured Allan deviations (the Rb time base source is quoted with a 5 ×
10−11 stability at 1 s, corresponding to ≤ 0.2 × 10−9 at 1 ms). We believe that
the elimination of this source of random walk phase noise may play an important
role in exposing the flatband nature of thermomechanical phase noise values in our
experiment, and ultimately to our Allan deviation measurements agreeing closely to
Eqn. 10.
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1.7. Temperature measurement calibration procedure
A Nano-optomechanical system (NOMS) includes a high-quality optical cavity or
a microring resonator coupled to a mechanical resonator in nanometric dimensions.
In the current work, the mechanical element is a double clamped beam (DCB).
Both the optical ring and NEMS in the integrated NOMS structure are susceptible
to environmental fluctuations, and consequently, both may be used as temperature
sensors. A small temperature change on the device surface changes simultaneously
the resonance wavelength, λ0 of the optical ring and the resonance frequency, f0 of
the NEMS. λ0 of optical spectra changes with temperature mainly due to the thermo-
optic effect of silicon27. Quantities such as elastic modulus and thermal expansion
coefficient of silicon determine the resonance frequency of NEMS which depends on
temperature strongly28–30. By using a PID controlled heater, we can modify the chip
surface temperature and test both the NOMS and ring as thermometers, effectively
calibrating them against each other.
1.7.1. Microring thermometry
Details of device configuration and principle have been described in detail2. A
change in temperature ∆T will shift ring properties via thermal expansion of silicon
and oxide and via thermo-optic coefficient (TOC) of Si, αnSi = 2 × 10−4 K−1. The
latter is the dominant effect. This will give a temperature responsivity Sλ,T ≡ dλ0dT
that can be theoretically approximated by
Sλ,T ∼= λ0αnSi
nSi
(S21)
which gives approximately 80 pm/K for 1550 nm light27.
In our system, we use the probe sitting on the side of the optical resonance to
transduce ∆λ due to temperature change into ∆Tr, the change in transmission,
through the slope responsivity, <λ ≡ dTr/dλ. This gives, finally
∆Tring =
∆λ0
Sλ,T
=
∆Tr
Sλ,T<λ (S22)
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Both Sλ,T and <λ can be measured experimentally. Sλ,T is calibrated by setting
known temperature changes into the PID temperature controller and extracting ∆λ0
values from static temperature wavelength sweeps. <λ is observed directly from
wavelength sweep slope at the probe point.
1.7.2. NOMS thermometry
The fundamental flexural mode eigenfrequency of a straight doubly clamped beam
(without residual tension) made of homogeneous material is31
f0 = 1.027
t
l2
√
E
ρ
(S23)
where, t and l are the thickness and the length of the beam, E and ρ are the
elastic moduli and density of the material. For a beam with residual tension such as
compressive stress σi, the frequency modifies to
32
fσi = f0
√
1− 0.295σil
2
Et2
(S24)
All quantities on the R.H.S. of equations S23 and S24 change with temperature.
As a consequence, the resonance frequency of nanomechanical resonators strongly
depends on temperature. This f-T relationship is referred to as the temperature
coefficient of resonant frequency, TCRF which is the ratio of temperature sensitivity
(Sf,T =
df
dT
) to its resonance frequency, f0. i.e.
TCRF =
1
f0
df
dT
=
1
f0
Sf,T (S25)
Sf, T can be measured experimentally by identifying f0 from thermomechanical noise
spectra taken at different set temperatures. Thus measured temperature from tem-
perature induced frequency shift of PLL data can be found as
∆TNEMS =
∆f
Sf, T
(S26)
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1.7.3. Static temperature measurement
An example of the calibration of ring (Sλ,T) and NEMS (Sf,T) temperature re-
sponsivity is given in Fig. S10 for 3 Torr pressure. Increasing temperature causes
a red shift in optical ring wavelength and a decrease in the resonance frequency.
Measurements of temperature sensitivities (by both ring and NOMS) at different
pressures are shown in Table 1. The slight drop in sensitivity with increasing pres-
sure may be due to the surface not fully reaching the temperature change set by the
PID and measured by the Pt RTD at the copper base due to increased heat transfer
coefficient of the higher pressure air. Both surface sensors show a consistent mea-
surement. The temperature sensitivity of the optical ring, at around 70 to 80 pm/K,
Figure S10: Representative plots for determining Sλ,T and Sf,T. These are found
from the linear temperature dependence of resonance wavelength of the optical ring
(left) and the resonance frequency of the NOMS (right).
is consistent with the literature27. The TCRF of the NOMS in this device ranges
from -1050 to -1270 ppm/K, which is an order of magnitude larger than expected
from materials properties alone. In another chip, the values ranged from -140 to
-340 ppm/K. This discrepancy can be explained by the residual tension within the
NEMS doubly clamped beams. Changes to the temperature can have a much larger
effect on the resonant frequency through modifying this tension than the material
properties.
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Table I: Measured ring and NOMS temperature sensitivity at different pressures
P(Torr)
Ring sensitivity
Sλ,T =
dλ
dT
[pmK−1]
NEMS sensitivity
Sf,T =
df
dT
[(kHz)K−1]
TCRF
1
f0
df
dT
× 106[ppm]
100µ 81 ± 5 -14.7 ± 0.2 -1269 ± 19
3 73.6 ± 0.3 -12.1 ± 0.4 -1041 ± 35
61 76.1 ± 1.4 -13.4 ± 0.2 -1156 ± 13
760 70.5 ± 2.5 -12.1 ± 0.6 -1046 ± 54
1.7.4. Origin of higher TCRF in NEMS doubly clamped beams
From the beam geometry, t = 160 nm, l = 9.75 µm and materials values, E = 170
GPa, ρ = 2330 kgm−3the expected resonance frequency of the device from equation
S23 can be found as 14.8 MHz. Measured frequency is quite different at 11.8 MHz.
This is likely an indication of residual compressive stress. Rearranging equation S24
we have
σi = 3.4E
f 20 − f 2σi
f 20
t2
l2
(S27)
which allows estimating the residual compressive stress as 57 MPa. If the beam is
heated, the compressive stress will change, ultimately changing the frequency. The
total stress can be set as an initial stress plus a thermal induced stress.
σ = σi + σt = σi − αlE∆T (S28)
where αl is the thermal expansion coefficient. This gives a temperature coefficient of
thermal stress due to initial strain
ασ =
1
σi
dσ
dT
≈ σ − σi
σidT
=
−αlE
σi
(S29)
After substituting in values we find, ασ = −7780 ppmK−1. Inomata etal.30 deduce
the analytical expression for temperature coefficient of resonance frequency, TCRF
for a stressed double clamped beam as follows
TCRF =
1
2
αE − αl − 1
2
αρ +
1
2
0.295 l
2
t2
1 + 0.295 l
2
t2
ασ (S30)
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where αE, αρ, and ασ are the temperature coefficients of Young’s modulus, density,
and thermal stress, respectively. Also, αl is the thermal expansion coefficient, ε is the
initial strain (calculated value of 334× 10−6 for the device in the current work), and
l and t are the device length and flexure-direction thickness, respectively. Plugging
values for our device into equation S30 we find a TCRF = −1078 ppmK−1 which
is in good agreement with our experimental results (around 1100 − 1200 ppmK−1)
displayed in Table I.
1.7.5. Dynamic temperature measurement and discussion
An example of dynamic temperature measurements is given in Fig. S11 mea-
sured at 3 Torr for 1 kHz PLL bandwidth. Both temperature sensors shows similar
Figure S11: An illustration of the change in a) wavelength and b) resonance
frequency with time during step changes on and off in temperautre. A PID
controlled heater steps from 298 K to 298.3 K followed by a cooling step back to 298
K. The ring data in figure (a) and NOMS data in figure (b) were measured
simultaneously during the same heating and cooling cycle. The largest temperature
difference measured (just when the heater was turned off to return at 298 K) by the
ring is ≈ 0.35 K and by the NEMS is ≈ 0.32 K. The shaded areas highlight overshooot
of the PID temperature control loop.
transient response with temperature change. The most probable source of error in
Sf,T measurements is the inability of establishing surface temperature equilibrium
within approximately 15 minutes waiting span used to move from one set tempera-
ture to another. The values of Sf,T and Sλ,t therefore may be slightly overestimated
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by the static method, in comparison to Fig S11. We confirmed this qualitatively in
later measurements using a separate temperature sensor glued at the top of the chip
surface.
2. FREQUENCY STABILITY
2.1. Robins’ phase noise analysis
The white force noise, due to thermal energy which is normalized to give 1/2 kBT
after the integration over a mechanical mode resonance as stated by the equipartition
theorem, is defined as follows:
SthF (Ω) = 4MΓkBT. (S31)
This force noise is shaped into a Lorentzian displacement noise by the mechanical
susceptibility, χ, of the mechanical resonator (i.e. the mechanical transfer function):
Sthx = χ
2SthF , (S32)
where
χ(Ω) =
1
M(Ω20 − Ω2 − iΓΩ)
. (S33)
Above, Γ = Ω/Q where Q is the mechanical quality factor, Γ is the resonant linewidth
(i.e. damping), and M is the effective mass of the mechanical resonant mode.
From Figure S12, the phase noise is taken as
Sthφ (Ω) =
1
2
Sthx
〈x2d〉
. (S34)
The factor of 1/2 comes from the property that 1/2 the noise will be in the amplitude
quadrature and 1/2 will be in the phase quadrature. Also from the figure, the average
squared thermal amplitude is defined as
〈x2th〉 =
kBT
MΩ20
. (S35)
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Figure S12: Conceptual sketch of the phase noise definition.
If we define f as the offset from the carrier frequency such that ω = 2pif = Ω−Ω0
we find that
|χ(Ω)|2 = 1
(2Ω0ω + ω2)2 + Γ2Ω2
1
M2
, (S36)
thus,
Sthφ (Ω) =
1
2
1
(2Ω0ω + ω2)2 + Γ2Ω2
4ΓkBT
M〈x2d〉
. (S37)
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Figure S13: Conceptual diagram of the force noise translating to phase noise.
Normally, the following assumptions are made: (1) ω << Ω0, and (2) ω >> Γ.
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These simplify the derivation to result in31,33
Sthφ (ω) ≈
〈x2th〉
〈x2d〉
Γ/2
ω2
. (S38)
However, for moderate and higher damping, and for frequencies close to the carrier,
condition (2) no longer holds. Simplifying using only condition (1) we obtain
Sthφ (ω) ≈
1
(2Ω0ω)2 + Γ2Ω20
2ΓkBT
M〈x2d〉
≈ 1
(2Ωo)2
1
ω2 + (Γ/2)2
2ΓkBT
M〈x2d〉
Sthφ (ω) ≈
〈x2th〉
〈x2d〉
Γ/2
ω2 + (Γ/2)2
. (S39)
Next, if we define a2th ≡ Sthx (Ωo)∆f , where ∆f is the measurement bandwidth of
the Sthx quantity
a2th =
4kBT
MΩ20Γ
∆f
=
〈x2th〉
Γ/4
∆f (S40)
we can then define
(SNR)2 ≡ 〈x
2
d〉
a2th
=
〈x2d〉Γ/4
〈x2th〉∆f
. (S41)
Therefore, Sthφ (ω) can finally be written as:
Sthφ (ω) =
1
(SNR)2
1
2∆f
(Γ/2)2
ω2 + (Γ/2)2
(S42)
The shape of Sthφ (ω) is thus a low pass filter with a knee at ω = Γ/2; it can be
approximated as a constant value near the carrier frequency and as a 1/ω2 function
far from the carrier frequency:
Sthφ,near(ω) ∼
1
(SNR)2
1
2∆f
ω << (Γ/2) (S43)
Sthφ,far(ω) ∼
1
(SNR)2
1
2∆f
(Γ/2)2
ω2
. ω >> (Γ/2) (S44)
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2.2. Definition of Allan Deviation
Allan deviation, σy, is defined as the square root of the Allan variance, σ
2
y,
σy(τ) =
√
σ2y(τ) =
√
1
2
〈(y¯n+1 − y¯n)2〉. (S45)
τ is the observation period and y¯n is the nth fractional frequency average over the
observation time. The relationship between close-in frequency or phase noise and
Allan variance (worked out primarily at NIST in the 1960s and 70s34) integrates the
noise with a transfer function H(f, τ) as below
σ2y(τ) = 2
∫ fH
0
Sy(f)
sin4(piτf)
(piτf)2
df (S46)
where
Sy(f) ≡ f
2
ν2
Sφ(f), in which f = ω/(2pi) and ν = Ω/(2pi).
and the transfer function is
H(f, τ) ≡ sin
4(piτf)
(piτf)2
For Sy(f) exhibiting power law behaviour there are known power law solutions to
equation S46:
σ2y(τ) =

Af 2Sy(f)τ
1 for Sy(f) ∼ f−2; (Sφ(f) ∼ f−4)
Bf 1Sy(f)τ
0 for Sy(f) ∼ f−1; (Sφ(f) ∼ f−3)
Cf 0Sy(f)τ
−1 for Sy(f) ∼ f 0; (Sφ(f) ∼ f−2)
Df−1Sy(f)τ−2 for Sy(f) ∼ f 1; (Sφ(f) ∼ f−1)
Ef−2Sy(f)τ−3 for Sy(f) ∼ f 2; (Sφ(f) ∼ f 0)
(S47)
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where
A = 4pi2/6
B = 2 ln 2
C = 1/2
D = 1.038 + 3 ln(2pifHτ0)/(4pi
2)
E = 3fH/(4pi
2)
Then, following from equations S43 and S44
Sy,near(f) ∼= 1
(SNR)2
1
2∆f
1
ν2
f 2 f << Γ/(4pi) (S48)
Sy,far(f) ∼= 1
(SNR)2
1
2∆f
1
(2pi)2ν2
(
Γ
2
)2
. f >> Γ/(4pi) (S49)
This implies that, assuming ∆f = fH is the measurement bandwidth,
σfb(τ) ≡ σy,near(τ) =
(
3
2
)1/2
1
SNR
1
Ω
1
τ
(S50)
σR(τ) ≡ σy,far(τ) = 1
4
1
SNR
Γ
Ω
1
(τ∆f)1/2
=
1
4
1
SNR
1
Q
1
(τ∆f)1/2
. (S51)
Equation S51 is essentially Robins’ formula (denoted with subscript ”R”). Equation
S50 applies when measurement bandwidth is less than the linewidth, a situation
which we will refer to as the flatband regime and denote with the subscript ”fb”.
From these equations it can be seen that for the situation where SNR ∝ 1/Q1/2 (a
usual case in AFM), σR ∼ Q−1/2 as expected, but σfb ∼ Q+1/2. For situations where
SNR ∝ 1/Q, such as when accessing full dynamic range, σR ∼ Q0 (no Q dependence)
and σfb ∼ Q1 (better stability for lower Q). These two situations are considered in
Figs 4 and 5.
2.3. Allan deviation integrations
This section demonstrates some of the integrations used to arrive at the results
in Section 2 2.2. We will first start at the basic equation (which is equivalent to
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equation S46)
σ2(τ) =
1
pi
(
2
Ωτ
)2 ∫ fH2pi
0
dωSφ(ω) sin
4
(ωτ
2
)
. (S52)
Using sin4
(
ωτ
2
) ≡ 1
8
[3− 4 cos(ωτ) + cos(2ωτ)], along with letting 2pifH → ∞ and
using these additional integral identities,
∫ ∞
0
dx
x2 + b2
=
1
b
arctan
(x
b
)]∞
0
&
∫ ∞
0
dx
cos(ax)
x2 + b2
=
pi
2b
e−ab, (S53)
produces
σ2(τ) =
1
SNR2
1
(2Ωτ)2
Γ/4
∆f
[3− 4e−Γτ/2 + e−Γτ ], (S54)
which reduces to the σy,far in Section 2 2.2 for short τ .
For long τ we know (equation S43) that
Sthφ,near(ω) ∼
1
(SNR)2
1
2∆f
ω << (Γ/2)
We can integrate this directly in equation S52
σ2(τ) =
1
pi
(
2
Ωτ
)2 ∫ fH2pi
0
dωSφ(ω) sin
4
(ωτ
2
)
σ2(τ) ∼ 1
pi
(
2
Ωτ
)2
1
SNR2
1
2∆f
1
8
∫ fH2pi
0
[3− 4 cos(ωτ) + cos(2ωτ)]dω for ω << Γ/2
≈ 3
2
1
SNR2
(
1
Ωτ
)2
(S55)
Here, the cos terms are assumed to be small:
3ω]2pifH0 >> −
4 sinωτ
τ
]2pifH
0
&
2 sin 2ωτ
2τ
]2pifH
0
. (S56)
In our experiment fH = 8/τ , so 6pifH is 12× larger than the second term, even if
sinωτ = 1.
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2.4. Comparison of some literature benchmark equations to the present work
In this section, for clarity for the community, we rewrite results from well-known
works in terms of our definitions (such as SNR) and compare them with the present
work. Cleland’s derivation of the Allan deviation is as follows. First,
Pc =
ΩEc
Q
& εc =
2piPc
ΩkBT
⇒ ε = 2pi4∆f
Ω
SNR2. (S57)
which then leads to
σ(τ) =
1
Q
√
pi
4εcωτ
⇒ σ(τ) = 1
4Q
1
SNR
1
(2∆fτ)1/2
. (S58)
Ekinci uses the frequency stability δω/ω for the Allan deviation and gives the
following result
[
δω
ω
]
≈
[
kBT
Ec
∆f
ω0Q
]1/2
≈
[
1
SNR2
Γ/4
∆f
∆f
ω0Q
]1/2
. (S59)
In the above equation, the numerator ∆f is Ekinci’s and the demoninator ∆f is from
the present work and are distinct. They define ∆f ≡ 1/(2piτ) while we define ∆f as
the explicit instrument bandwidth, i.e. the demodulator effective BW. Also of note,
a factor of 2pi in the numerator is dropped during their own approximation during
the integration. With our defined ∆f , their δω/ω becomes:[
δω
ω
]
≈ 1
SNR
1
2Q
1
(2pi∆fτ)1/2
. (S60)
Lastly, Gavartin derives the Allan variance as:
σ2(τ) =
(
1
ΩMτ
)2 〈x2th〉
〈x2d〉
[
3− 4e−Γτ/2 + e−Γτ] . (S61)
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Cleland Ekinci Gavartin This work
Sφ
H
sin4
(implied)
1 sin4 sin4
integration
range
0−∞ ±pi∆f 0−∞(σshort)
0−∞(σlong)
0−∞(σshort)
0− 2pifH(σlong)
σ short τ σshort ∼ 14Q 1SNR 1(2∆fτ)1/2 σshort ∼ 12Q 1SNR 1(2pi∆fτ)1/2 σshort ∼ 12Q 1SNR 1(∆fτ)1/2 σshort ∼ 14Q 1SNR 1(∆fτ)1/2
σ long τ σlong ∼ N/A σlong ∼ N/A σlong ∼ (3)1/22 1SNR 1(ΩQ∆f)1/2 1τ σlong ∼ (3)
1/2
2
1
SNR
1
Ω
1
τ
Sφ = ξ
Sx
〈x2〉 ξ =
1
2
ξ = 1 ξ = 1 ξ = 1
2
Figure S14: Comparison of the some literature benchmark equations to the
present case.
Following from this the Allan deviation for long and short τ becomes, respectively:
σlong =
(3)1/2
2
1
SNR
1
(ΩQ∆f)1/2
1
τ
(S62)
σshort =
1
2Q
1
SNR
1
(∆fτ)1/2
(S63)
These comparisons between previous work and the current work is shown in Fig-
ure S14.
2.5. Frequency fluctuation noise
The frequency stability of the nanomechanical resonator in this work reaches
closely to its predicted thermodynamic limit as displayed in Fig. 4. It appears
to maintain the thermodynamic limit at short duration τ (while for longer τ , other
noise sources begin to dominate). The presented results are in contrast to the 2016
nature nanotechnology study reported by M. Sansa et al.35. The group reviewed
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25 different published works on measured frequency stability of nanomechanical res-
onators with different designs and sizes and found that none of those devices can
attain the experimental stability down to the thermal noise limit by DR formula
(equation (1)) in main text). Their study revealed that along with additive thermal
noise another source of extra phase noise exists in NEMS class of devices which is
parametric and is known as frequency fluctuation noise: intrinsic fluctuations in res-
onance frequency over time that are independent of thermal bath and drive effects.
They find this noise to have a flicker behavior following a f−1 power law and giving
flat temporal Allan deviation response. If frequency fluctuations noise dominates
over additive white noise sources (such as TM noise) frequency stability of a res-
onator becomes time independent as seen for carbon nanotube36. This extra noise
source is independent of the signal to noise ratio. As a consequence, the stability of
the device cannot be improved with increasing SNR , and thus applications of DR
formula becomes invalid (see fig.3 in35). The most obvious sign of frequency fluctua-
tion noise is thus a plateau in the Allan deviation where increasing drive power does
not further reduce the deviation.
In PLL measurements noise suppression occurs due to feedback, and it is hard
to distinguish characteristic signature of parametric frequency fluctuation noise. To
study the evidence of frequency fluctuation noise, we have used open loop measure-
ments. In open loop, the resonance frequency is locked, and no feedback is applied
to close the loop. As a result, there is no deviation of the frequency with time. The
collected time trace by lock-in demodulator is a simple quadrature measurement
which provides a time stamp for in-phase and quadrature component of amplitude,
and the phase at the set frequency. The frequency fluctuations from the locked or
set frequency can easily be calculated from the measured phase noise. Since there
is no feedback, the measured phase noise is a true characteristic of the device. Such
open-loop experiments were performed at different driven amplitudes within the on-
set of nonlinearity with various lock-in bandwidths. The measured Allan deviations
at different pressures are shown in the figure S15.
From the figure, it is evident that parametric frequency fluctuation noise for sam-
pling times longer than 20 ms dominates on frequency noise measurements in high
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Figure S15: Measured Allan deviations at different pressure regimes and
various driving powers with 1 KHz demodulation bandwidth. With a sampling
frequency of 3600 Hz data is collected for 20 sec containing 71559 data points. 20 s is a
relatively large time in comparison with ring downtime (∼ Q
ω0
) of the resonators at each
pressure. Falling off in all AD plot below 1 ms appears because of the roll-off effect of
low-pass filtering and data below 1 ms are not meaningful. Red plots are corresponding
Allan deviation measured at the respective critical drive power. At 100 µTorr short-term
stability improves with driven amplitudes. At the lowest drive, the -11 dBm data follows
τ−1/2 which extended up to 100 ms and is a signature of white noise limited stability.
With increasing drive, there is a gradual collapsing of white noise nature (τ−1/2 slope),
and the noise floor (τ 0) at all three driven cases are almost similar which is
characteristic of frequency fluctuation noise for long measurement time. With increasing
pressures (i.e., a decrease in Q) it is evident that effect of frequency fluctuation noise (
collapse of τ−1/2 behavior for shorter averaging time with increasing drive powers) is
progressively weakening; the signature of pure additive white noise with additive 1/f
noise becomes gradually stronger. The 760 Torr data show strong evidence of simple
additive noise operation which is free from frequency fluctuation noise signature.
Q regime by the silicon NOMS device in this work. The 5.5 and 55 Torr data do not
show domination by frequency fluctuations, though neither is their behavior fully
consistent with additive noise alone. For 760 Torr, there is no hint of frequency
fluctuation noise, and the data are entirely compatible with additive noise sources.
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To confirm these findings, we plot both standard deviations and histograms of
the phase quadrature as a function of drive power in figure S16. These data are for
the full 20-second datasets, so they incorporate behavior from all averaging times
τ . Vacuum data show growth in the standard deviation of the phase quadrature
(X2) fluctuations with drive power, another signature of frequency fluctuation being
the primary noise source. In the atmospheric pressure case, phase quadrature devi-
ations remain the same with respect to driven amplitudes. Intermediate pressures
show some effect of a noise source that is not diminished with drive power (such as
frequency fluctuations). In all cases, the phase angle lines do not converge at zero
drive, so frequency fluctuation noise is never the sole noise source in any case. The
histograms support similar conclusions. With increasing drive power, the histograms
shorten and widen for the two lower pressures, and remain constant for atmospheric
pressure. 55 Torr histograms reflect almost similar behavior as by 760 Torr data,
but Allan deviation plots at different driving power do not exactly proportionally
decrease with driving amplitude, which is an indication of excess noise over thermal
noise at this pressure.
From the Allan deviation data, we can infer that the frequency fluctuation noise
is only kicking in for longer averaging times. This would be consistent with the noise
source being temperature fluctuations of the DCB, especially considering our very
large temperature coefficients with frequency. As such, this effect might be partially
mitigated at atmospheric pressure by the much larger heat transfer coefficient with
the surrounding air. We also note that frequency fluctuation noise should translate
into phase noise in proportion to Q (see Ref. 37), which gives another reason for the
effect being indiscernible at atmospheric pressure. In any case, the effect of frequency
fluctuations is negligible for 2 ms averaging time, as evidenced by Figure 4 in main
text.
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Figure S16: Left: Quadrature representation of the same data used in figure
(S15) to calculate Allan deviations. The in-phase-quadrature (X1)) at each data
set is rotated in order to make the mean phase zero so that data can be centered at
zero and at the same time, the amplitude of oscillations (in µV) can be plotted along
the horizontal axis. Consequently, phase information (X2) in µV)) can be set along the
vertical axis. Mean phase for each dataset is forced to zero to show the variation of
phase quadrature noise by the standard deviation (black bars) ofX2) data with respect
to driven amplitude, X1). Blue lines are guides to the eye. For lower pressure and lower
damping (higher Q), phase quadrature noise increases with driven amplitude; this is in
contrast to 760 Torr data at higher damping where phase quadrature noise is constant
with driven amplitude. Right: Histograms of the phase quadrature values. The
blue line at each histogram is a normal fit for each set. Widening and shortening of the
histograms at higher drives confirm the presence of excess frequency fluctuation noise
for higher Q. Width and height are constant for 760 Torr showing that frequency
fluctuation is negligible at atmospheric pressure.
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