In this paper we consider a complex-order forced van der Pol oscillator. The complex derivative D AE| , with , 2 R þ , is a generalization of the concept of an integer derivative, where ¼ 1, ¼ 0. The Fourier transforms of the periodic solutions of the complex-order forced van der Pol oscillator are computed for various values of parameters such as frequency o and amplitude b of the external forcing, the damping , and parameters and . Moreover, we consider two cases: . We verified that most of the signal energy is concentrated in the fundamental harmonic ! 0 . We also observed that the fundamental frequency of the oscillations ! 0 varies with a and . For the range of tested values, the numerical fitting led to logarithmic approximations for system (7) in the two cases (i) and (ii). In conclusion, we verify that by varying the parameter values and of the complex-order derivative in expression (7), we accomplished a very effective way of perturbing the dynamical behavior of the forced van der Pol oscillator, which is no longer limited to parameters b and !.
Introduction
The van der Pol (VDP) system is an example of an oscillator with nonlinear damping that arises in the modeling of electrical circuits with a triode valve (van der Pol, 1927) . Van der Pol (1926) found in these circuits, stable oscillatory behavior (in the form of relaxation oscillations), now denoted as limit cycles. A rigorous analytical proof of the existence of a limit cycle solution of the van der Pol equation, which is a global attractor, is due to Lie´nard (1928) . Levi (1981) , Levinson (1949) , and others pursued the analytical study of this equation. In 1927, van der Pol and van der Mark (1927) reported irregular noises at certain driven frequencies, close to the natural ones. This turned out to be the first observation of deterministic chaos in the literature.
The van der Pol equation has been used as a model for a variety of systems, namely, biological (FitzHugh, 1961; Glass,1990; Linkens,1977; Nagumo et al., 1962; Stoop et al., 2006) , electrical (Appelbe, 2008; Doedel et al., 2002) , mechanical (D'Acunto, 2006) , acoustic (Altmann, 2004) , amongst others. Stoop et al. (2006) studied the amplification dynamics of the antennal hearing organs of the fruit fly Drosophila melanogaster, using a generalization of the van der Pol oscillator. They concluded that active amplification in fly hearing relied on a negative damping mechanism, that was also proposed for the cochlear amplifier of vertebrates. Doedel et al. (2002) studied analytically the variety of periodic orbits originating from a degenerate Hopf bifurcation. Numerical simulations revealed the existence of saddle-node cusps of periodic orbits, perioddoubling bifurcations, and chaotic attractors. Canard orbits could also be seen for small values of one of the parameter values. D'Acunto (2006) studied a van der Pol oscillator with a periodic potential. Namely, he computed the amplitude and period values of its limit cycles using He's variational method and the KrylovBogoliubov-Mitropolsky (KBM) method. Other authors studied generalized versions of the VDP equation, without any specific application. Margallo and Bejarano (1990) focused on the first-order approximation of the limit cycles of generalized van der Pol systems of the form
These researchers used, for this study, Jacobian elliptic functions with the method of harmonic balance. The stability of these cycles was studied in an approximate quantitative way, by slowly varying amplitude and phase values. Margallo and co-authors found that the stability depended on the values of the parameters z i . Values for the radius, frequency, and energy of the limit cycles were also computed.
The forced system is given by the following secondorder differential equation
where b is the amplitude of the external forcing, o is the frequency of the external forcing, and is the damping parameter. This forced equation has been the cause of major developments in nonlinear dynamical systems theory, due to the richness of its dynamical behavior (Glass, 1980; Storti and Rand, 1988) . For small values of , the fundamental frequency ! is close to 1. As increases, ! decreases to values away from 1. For values of b 6 ¼ 0, the forced van der Pol system exhibits a variety of dynamical behavior, from periodic motion, to quasiperiodic states, depending on the values of , !, and b.
The main motivation for this paper is to study the dynamical behavior of a fractional forced van der Pol system, where the derivative is of complex order. To the best of our knowledge, this issue has not yet been addressed for a forced van der Pol system.
In the recent years, there has been an increase in research on the mathematical analysis of differentiation and integration to an arbitrary order, also known as Fractional Calculus (FC) (Miller and Ross, 1993; Oldham and Spanier, 1974; Samko et al., 1993) . Scientists and engineers from different fields have studied important applications of FC in fluid mechanics (Momani and Odibat, 2006) , mechanical systems (Coimbra et al., 2004) , electrochemistry (Oldham, 2010) , engineering (Baleanu, 2009; Mainardi, 1996; Podlubny, 1999; Tenreiro Machado, 2001 , 2009 , physics (Caputo and Mainardi, 1971; Nigmatullin and Baleanu, 2010) , biology (Ahmed and Elgazzar, 2007) , and, in particular, in the modeling of the central pattern generators for animal locomotor rhythms Tenreiro Machado, 2010, 2011a) . Konuralp et al. (2009) used the variational iteration method to study the dynamics of the van der Pol equation with fractional damping. This method worked perfectly when finding the exact solution of the integer van der Pol system and approximated well the solutions of the fractional system. Xie and Lin (2009) analyzed the solution of the van der Pol oscillator with small fractional damping. The asymptotic solution of the initial value problem was obtained using the twoscale expansion method. Luchko et al. (2011) discussed the stability domain and the dynamical behavior of the fractional van der Pol-FitzHugh-Nagumo system, for distinct parameters values, and for different fractional orders. They found that the stability and dynamics depended on the ratio of the fractional-order derivatives.
The definition of the fractional-order or nonintegerorder derivative is not unique. There are three important and well-studied definitions, namely, the Riemann-Liouville, Gru¨nwald-Letnikov, and Caputo formulas (Miller and Ross, 1993; Oldham and Spanier, 1974) . We will focus on the Gru¨nwald-Letnikov derivative here, given by the following equation:
where [ ] means the integer part of x, and h represents the step-time increment. Applying the Laplace transform, yields:
where s and L represent the Laplace variable and operator, respectively. These definitions outline an important characteristic of fractional derivatives: they capture the history of the variable, or, in other words, they have memory, in contrast to integer derivatives, which are local operators. This characteristic makes them attractive in the modeling of memory-intense and delay systems.
The Gru¨nwald-Letnikov formulation allows numerical calculation of the fractional derivative based on an approximation of the time increment h through the sampling period T and series truncation at the rth term. This method is often called a Power Series Expansion (PSE), yielding an equation in the z-domain:
where X(z) ¼ Z{x(t)}, and z and Z represent the z-transform variable and operator, respectively.
In fact, expression (4) represents the Euler (or first backward difference) approximation in the s ! z discretization scheme, while the Tustin approximation is another possibility. The generalization most often adopted for the generalized derivative operator is a 2 R. If the fractional derivative is of complex order AE | 2 C, then the output is complex valued, which imposes restrictions for practical applications. To overcome this problem, the association of two complex-order derivatives has been proposed recently (Hartley et al., 2005) . In fact, there are several arrangements that produce real-valued results. For example, with the real part of two complex-conjugate derivatives D AE| we get:
Other combinations and the adoption of a Padef raction, instead of the series for the approximation, are also possible. Nevertheless, in this paper we consider expression (5).
The VDP oscillator has also been studied in the context of chaos theory (Chen and Chen, 2008; Hsu, 2007, 2008; Ge and Zhang, 2007) . Chen and Chen (2008) studied the harmonic oscillations of a periodically driven van der Pol system of fractional order. The fractional system was solved by a predictor-corrector method, after transformation to fractional integral equations. These authors observed chaos, periodic, and quasiperiodic motions for values of the fractional damping less than 1. For values of the fractional damping greater than 1, only chaotic behavior, in the form of two strange attractors, was obtained. Ge and Hsu (2008) studied chaos in generalized van der Pol oscillators of integer and fractional orders. Synchronized chaos was obtained in two coupled van der Pol systems, by substituting the exciting terms of the two systems with a function of chaotic states of a third nonautonomous or autonomous van der Pol system. The numerical results were presented using phase portraits, Poincare´maps, and state error plots. Synchronization of the chaotic behavior in the two coupled fractional systems was observed for values of the total fractional-order derivatives less than and more than the number of the states of the integer-order generalized van der Pol system. Ge and Hsu (2007) analyzed chaos in nonautonomous and autonomous generalized fractional van der Pol systems, excited by a sinusoidal function. Chaos was observed in both autonomous and nonautonomous systems for values of the fractional derivative orders less than and more than the number of the states of the integer-order generalized van der Pol system. Ge et al. (2007) found chaos in a modified van der Pol system and in its fractional-order systems. In the fractional system, chaos was observed for values of the fractional-order derivative in the interval [0.8, 1.8]. Numerical results of the fractional van der Pol were presented using phase portraits, Poincare´maps, and bifurcation diagrams. In this paper, we apply the fractional complex-order derivative to a forced van der Pol oscillator. In Section 2, we introduce the approximation of the complex-order forced van der Pol oscillator (CVDP) and we discuss results from numerical simulations. Finally, in Section 3 we outline the main conclusions.
Complex-order forced van der Pol system
Fractional-order VDP systems have been a major research topic for many authors (Attari et al., 2010; Barbosa et al., 2007; Chen and Chen, 2008; Ge and Hsu, 2007; Ge and Zhang, 2007) . In this paper, we extend the work by Pinto and Tenreiro Machado (2011b) to a complex-order forced van der Pol system. Consider the following complex-order state-space model of the forced VDP oscillator:
where parameter b is the value of the external forcing and o is its amplitude, and all parameters are as above. We adopt the PSE method for the approximation of the complex-order derivative in the discrete-time numerical integration. We slightly adjust this method using a standard approach based on a simple truncation of the series. Therefore, we include a gain adjustment factor, corresponding to the sum of the missing truncated series coefficients, to overcome the difficulty of obtaining limit cycles due to series truncation (Tenreiro Machado, 2009) .
The discretization of the CVDP oscillator (6) leads to: 
Numerical simulations
We simulated the ordinary differential system given by expression (7) for b ¼ 0.8 and a 2 {0.0, 0.1, . . . , 1.0}. We considered the following cases: We are interested in studying the variation of the fundamental frequency o 0 of the periodic solutions produced by system (7) for these two cases. log (|F{x1(t))}| w=0.5,b=1,mu=1 w=0.5,b=1,mu=5 w=0.5,b=1,mu=10 w=2.46,b=1,mu=1 w=2.46,b=1,mu=5 w=2.46,b=1,mu=10 w=5,b=1,mu=1 w=5,b=1,mu=5 w=5,b=1,mu=10 w=20,b=1,mu=1 w=20,b=1,mu=5 w=20,b=1,mu=10 Figure 5 . Amplitude of the first harmonic of the Fourier transform W F {x 1 (t)}W vs a for the CVDP oscillator (7) with ¼ 0.8 and 2 {0.0, 0.1, . . . ,1.0}, for case (i).
We adopt the following initial conditions x 1 (1) ¼ 0.0,
, and x 2 (5) ¼ 1.02. Each simulation is executed until the transient dissipates and a stable periodic solution is found.
In Figures 1 and 2 , we show the plot of the time series and the phase-space solution of system (7), for b ¼ 1, ¼ 5.0, ! ¼ 5, and a ¼ 0.2 and a ¼ 1.0. In Figure 1 , one can observe a periodic orbit, whereas in Figure 2 , the dynamical behavior of the CVDP is quasiperiodic or periodic of long period. Additionally, log (|F{x1(t)}|) w=20, b=1,mu=1 w=20,b=1,mu=5 w=20,b=1,mu=10 w=20,b=5,mu=1 w=20,b=5,mu=5 w=20,b=5,mu=10 w=20,b=10,mu=1 w=20,b=10,mu=5 w=20,b=10,mu=10 Figure 6 . Amplitude of the first harmonic of the Fourier transform W F {x 1 (t)}W vs a for the CVDP oscillator (7) relaxation oscillation phenomena appear as a increases. Relaxation oscillations are solutions characterized by long periods of quasistatic behavior interspersed with short periods of rapid transition. These solutions are studied in the context of the canard phenomenon (Eckhaus, 1983) . Canards have also been studied in the van der Pol system (Bold et al., 2003; Guckenheimer et al., 2003) . In electrical circuits, this phenomena translates to selfsustaining oscillations in which energy is fed into small oscillations while it is removed from large oscillations.
In Figures 3 and 4 , we show the plot of the time series and the phase-space solution of system (7) We compute the Fourier transforms F (x 1 (t)) of the periodic solutions of system (7), for cases (i) and (ii). The graphs demonstrate that most of the signal energy is concentrated in the fundamental frequency o 0 . Moreover, the energy of the first harmonic increases with (see Figure 7) . It can also be observed that the fundamental frequency of the oscillations o 0 varies with a and . For the range of tested values, the numerical fitting leads to good logarithmic approximations log(o 0 ) ¼ ca þ d (the correlation coefficient R is greater than 0.94), for system (7) for cases (i) and (ii). Tables 1  and 2 show the logarithmic approximation of the main frequency log(o 0 ) ¼ ca þ d of the limit cycle obtained by numerical fitting of system (7) 
Conclusions
In this paper a complex-order approximation to the forced van der Pol oscillator is proposed. The imaginary We also verified that the fundamental frequency of the oscillations ! 0 varies with and . For the range of tested values, the numerical fitting led to logarithmic approximations for the complex-order forced VDP system in the two cases.
In conclusion, we verified that by varying the parameter values and of the complex-order derivative, we found a very effective way of perturbing the dynamical behavior of the forced van der Pol oscillator, which is no longer limited to parameters b and !. 
