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Abstract
Automatic airplane detection in aerial imagery has a variety of applications. Two of the major challenges in this area are variations
in scale and direction of the airplanes. In order to solve these challenges, we present a rotation-and-scale invariant airplane proposal
generator. This proposal generator is developed based on the symmetric and regular boundaries of airplanes from the top view called
symmetric line segments (SLS). Then, the generated proposals are used to train a deep convolutional neural network for removing
non-airplane proposals. Since each airplane can have multiple SLS proposals, where some of them are not in the direction of the
fuselage, we collect all proposals correspond to one ground truth as a positive bag and the others as the negative instances. To
have multiple instance deep learning, we modify the training approach of the network to learn from each positive bag at least one
instance as well as all negative instances. Finally, we employ non-maximum suppression to remove duplicate detections. Our
experiments on NWPU VHR-10 dataset show that our method is a promising approach for automatic airplane detection in very
high resolution images. Moreover, the proposed algorithm can estimate the direction of the airplanes using box-level annotations
as an extra achievement.
Keywords:
Airplane detection, Convolutional neural networks, Deep learning, Multiple instance learning, Proposal generation, Symmetric
line segments, Transfer learning
1. Introduction
Remote sensing (RS), as a contactless technique for infor-
mation collection, is used in a wide range of civil, agricultural,
and military applications [1, 2, 3]. Since the beginning of earth
observation from space, many satellites have been launched
into space, which has been used successfully in remote sens-
ing applications. With the development of very high resolution
(VHR) imaging equipment, the resolutions of the available im-
ages are increased in spatial, spectral, and temporal domains.
Given these large and valuable data, automatic analysis of VHR
images is increasingly interested.
Automatic object detection in VHR images plays an impor-
tant role for a wide range of applications and is receiving signif-
icant attention in recent years [4]. In this paper, we focus on the
detection of airplanes in VHR images. Although airplane de-
tection has studied from many years ago, it is still a challenging
problem because of the complex and cluttered background, air-
plane appearance and shape variations, the different resolutions
of satellite images, and the arbitrary rotation of airplanes.
In order to obtain a rotation-and-scale invariant airplane de-
tection system, we employ the common characteristics of air-
planes. An airplane is a man-made object that is seen symmet-
rically from the top view (Fig. 1). In addition, the boundary of
each airplane is a regular shape that can be approximated by a
chain of line segments. According to these characteristics, we
Email address: mrmohammadi@iust.ac.ir (Mohammad Reza
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Figure 1: Outline drawing airplane in a flat style (top view)
develop an algorithm to generate proposals based on the sym-
metric line segments (SLS).
Although the SLS algorithm can detect almost all airplanes,
there are many other regions in the VHR images contain sym-
metric line segments. Therefore, it is required to refine the gen-
erated proposals. In recent years, Convolutional Neural Net-
works (CNN) has achieved remarkable results in a wide range
of computer vision applications [5, 6, 7, 8, 9]. In this paper,
we will use CNN to separate the airplane candidates from the
others.
To train a deep convolutional neural network, a significant
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Figure 2: Schematic view of the proposed airplane detection approach
number of instances with the desired labels are required. Now, a
question arises how to label a symmetric line segment? As can
be seen in Fig. 1, an airplane can have several SLS in which
some of them are not symmetric around the fuselage. There-
fore, we consider all proposals have significant overlap with an
airplane as a positive bag in which classifying one of them as
positive is sufficient. This problem is known as multiple in-
stance learning (MIL) [10] in the machine learning literature.
In this paper, we modify the training process of the CNN in
order to obtain a MIL algorithm.
In the test phase, we use non-maximum suppression (NMS)
after CNN to eliminate the redundant detections. The combina-
tion of the proposed deep multiple instance learning and non-
maximum suppression leads to detect the most common SLS
among airplanes. As will be shown in the experiments, the
most common SLS among airplanes is formed from two line
segments of two wings that are symmetrical about the fuselage.
As a result, the direction of the airplanes can be estimated us-
ing box-level annotations. The schematic view of the proposed
approach is shown in Fig. 2.
The contributions of this paper can be summarized as fol-
lows: 1) We introduce a novel proposal generation algorithm
for airplanes called symmetric line segments (SLS). 2) We
formulate CNN training process as multiple instance learning
problems. 3) We estimate the airplane direction using box-level
annotations. 4) We validate our framework on NWPU VHR-10
dataset [11].
The rest of this paper is organized as follows. A brief review
of the existing methods for airplane detection are presented in
Section 2. Our proposed approach is presented in Section 3.
The experimental results on NWPU VHR-10 dataset are re-
ported in Section 4, and finally the paper is concluded in Section
5.
2. Related Works
Generally, object detection algorithms consist of three main
modules: proposal generation, feature extraction, and classifi-
cation. We discuss these modules as follows.
2.1. Proposal Generation
The goal of this module is to generate a pool of proposal
candidates in which some of them correspond to the desired
objects. Proposal generation is one of the main differences be-
tween the published algorithms, and its precision will directly
affect the next steps.
The simplest proposal generator is the sliding window that
used in many studies such as [12, 13, 14]. Sliding window is a
rectangular region of fixed width and height that slides across
an image. The number of generated proposals by this approach
is very high, especially if we want to support different scales
and aspect ratios.
For reducing the number of generated proposals and making
them more meaningful, several alternative algorithms are pro-
posed. Image segmentation is used in [15] to combine neighbor
pixels and generate homogeneous regions as the proposals. In
order to manage objects of different dimensions, multiple seg-
mentations is used in [16]. Moreover, there are many general
proposal generators such as Edge Boxes [17], Selective Search
[18], BING [19], and RIGOR [20]. For a more in-depth survey
of general proposal generators, we refer the readers to [21].
Although the general proposal generators are also useful for
airplane detection, the special geometry of the airplanes has
led to the development of some special proposal generators.
Circle-frequency filter (CFF) is the most famous airplane pro-
posal generator that introduced in [22] and then used in many
works such as [23, 24, 25, 26]. CFF is based on this property
of airplane that has two wings and a long fuselage, and it is
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Figure 3: Proposal generation based on the symmetric line segments, a) original
image, b) line segments detected by LSD, c) line segments nearby a selected
line segment, and d) line segments that are symmetrical enough to the reference
line segment
also symmetrical around the fuselage. Therefore, if an array
of pixels is extracted along a circle with a proper center and a
proper radius, then the array approximates to a sine curve with
period 4. Of course, this property is not valid for airplanes with
different colors in the wings and fuselage.
In this paper, we will propose a novel special proposal gen-
erator for airplanes based on the symmetric line segments.
2.2. Feature Extraction
The number of false alarms produced by a proposal gener-
ator, even the special ones, is usually much more than accept-
able. Thus, it is required to eliminate the undesired proposals
by a supervised algorithm. In this module, each proposal is rep-
resented by a discriminative feature vector. Various geometrical
and textural feature extraction methods used in previous works,
some of them are reviewed here.
The boundary of an airplane in top view is quite distin-
guished from other objects. So, simple shape descriptors can
be good features if the boundary of the objects extracted care-
fully. In [27] some simple geometrical features such as area,
perimeter, roundness, and aspect ratio are extracted from the
boundaries as the features. Some more meaningful geometrical
features are used in [28]. However, accurate boundary extrac-
tion is a challenging problem yet. ,cheng2016object Textural
features are used more frequently in this field. Histogram of ori-
ented gradients (HOG) was introduced in [29] and used in many
airplane detection studies such as [25, 30, 31]. Bag-of-words
(BoW) is another useful feature extractor that established by
[1] for airplane detection. Gabor filters, Local Binary Patterns
(LBP), and Haar-like features are some other common feature
extractors that a review of them is collected in [32].
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Figure 4: Measuring the symmetry degree of two line segments
Despite the progress made in the design of engineered fea-
tures, their performance plateaued in the recent years. On the
opposite side, feature learning algorithms become more popu-
lar every day. Feature learning is a set of methods to discover
the representations needed for feature detection or classification
from raw data automatically. Convolutional neural networks
[33, 7, 34] are among the most successful algorithms for feature
learning from images used in [35, 36, 37] for airplane detection.
2.3. Classification
After extracting the proposals and representing them by fea-
ture vectors, the last module is decision making to separate ob-
jects by a classifier. Similar to the feature extraction step, neural
networks are used widely as the classifier in the airplane detec-
tion studies [38, 39, 40, 41]. The other popular classifier is the
support vector machine (SVM) employed in [42, 30, 1, 43, 44].
3. Proposed Approach
The schematic view of the proposed approach is shown in
Fig. 2. As can be observed, this approach consists of three
modules discussed in the following sections.
3.1. Proposal Generation
Airplanes are man-made objects with a regular and symmet-
rical boundary from the top view that can be approximated by a
chain of line segments. Based on these properties, we propose
a novel proposal generator for airplanes called symmetric line
segments (SLS). The stages of SLS are shown in Fig. 3. The
first stage of SLS is line detection. Hough transform [45] is a
widely used tool for line detection. The gradient direction is not
considered in Hough transform, and for this reason, it cannot
detect small and noisy line segments. On the other hand, line
segment detector (LSD) [46] is a newer tool that considered the
gradient direction. In Fig. 3(b), the line segments detected by
LSD is drawn.
The next stage is to extract pairs of line segments that can
belong to an airplane. Desired pairs of line segments have close
endpoints and are symmetric with respect to the main axis of the
airplane (i.e., fuselage direction). Thus, for a candidate line seg-
ment (the blue line segment in Fig. 3(c)), we first select other
3
Figure 5: Sample proposals generated by the SLS method
line segments that at least one of their endpoints are in a lim-
ited distance from the endpoints of the candidate line segment.
Then, we omit the pairs that are not sufficiently symmetrical as
Fig. 3(d). The symmetry of the two line segments is quantified
as follows.
Let us consider p11 and p12 as the endpoints of the first line
segment, and similarly p21 and p22 for the second one. An es-
sential property of LSD is specifying the line segment direction
based on the gradient direction. Thus, for an appropriate pair,
p11 and p12 should be the mirrors of p22 and p21, respectively.
The symmetry axis for these line segments is defined as a line
that passes from the points (p11 + p22) /2 and (p12 + p21) /2.
Then, the line segments are mirrored about the symmetry axis
and the corresponding endpoints are called q11, q12, q21, and
q22, respectively. A symbolic display of this concept is shown
in Fig. 4. Finally, the relative euclidean distance of the orig-
inal and mirrored endpoints are considered as the measure of
symmetry:
sym =
‖p11 − q22‖2 + ‖p12 − q21‖2
‖p11 − p22‖2 + ‖p12 − p21‖2
=
‖q11 − p22‖2 + ‖q12 − p21‖2
‖p11 − p22‖2 + ‖p12 − p21‖2
(1)
where ‖ · ‖2 is L2 norm (Euclidean distance). The pairs with
sym < 0.3 are retained (Fig. 3(d)). As can be observed, one line
segment may be present in more than one proposal or in none
of them.
This proposal generator is rotation-and-scale invariant; so,
can be used effectively in aerial imagery with different resolu-
tions. Some positive and negative proposals are shown in Fig.
5.
3.2. Feature Extraction and Classification
To extract rotation-and-scale invariant representations from
the SLS proposals, we crop a rotated square for each proposal
Figure 6: Sample cropped and resized proposals
(a) (b) (c)
Figure 7: Computation of intersection over union (IoU)
with the following parameters:
x =
x11 + x12 + x21 + x22
4
(2)
y =
y11 + y12 + y21 + y22
4
(3)
side = 1.5 ×max (‖p11 − p21‖2 , ‖p11 − p22‖2 , (4)
‖p12 − p21‖2 , ‖p12 − p22‖2
)
θ = atan2 (y12 + y21 − y11 − y22, x12 + x21 − x11 − x22) (5)
where p11 = (x11, y11), p12 = (x12, y12), p21 = (x21, y21), and
p22 = (x22, y22) are the endpoints of the line segments. Then,
each crop is resized to fixed size of 128×128 that some samples
are depicted in Fig. 6. To train the CNN, one needs to assign a
label to each proposal. We use the intersection over union (IoU)
measure where shown in Fig. 7. Intersection and union regions
of the rectangles of Fig. 7(a) are shown in Fig. 7(b) and Fig.
7(c) with red and cyan colors, respectively. Intersection area
divided by union area leads to a normal quantity known as IoU.
We label each proposal based on the following intervals:
label =

+1 i f IoU >= 0.4
0 i f IoU < 0.2
−1 i f IoU >= 0.2 & IoU < 0.4
(6)
In the training phase, labels +1 and 0 are used as the airplane
and other objects, respectively. Labels −1 are not used in the
4
Figure 8: Labeling proposals based on the intersection over union with the
ground truth bounding box (blue: ground truth, green: label +1, yellow: label
-1, red: label 0)
training phase. Some proposals with the corresponding labels
are shown in Fig. 8.
Another point in the training phase is the possibility of hav-
ing more than one proposal for each airplane. Moreover, due
to the weakly labeling of the targets (box-level annotations), it
is possible that some of the proposals with label +1 be undesir-
able in which the symmetry axis is not same as the main axis of
the airplane. Therefore, it is inevitable to let the CNN misclas-
sify some of the proposals with label +1. For this purpose, we
propose the following training strategy.
All proposals highly overlapped with one ground truth
bounding box are considered as a unique positive bag. On the
other hand, all proposals with label 0 are considered as the neg-
ative samples. In each iteration, a batch is formed by some
negative samples or one positive bag (we call them as negative
iteration and positive iteration where applied alternatively). In
a negative iteration, all of the samples are used to update the
network parameters based on the following focal loss:
lossneg(p) = −p4log(1 − p) (7)
where p ∈ [0 1] is the models estimated probability for the
airplane class. We used the focal loss defined in [47] with γ = 4
due to the large number of simple negative samples. On the
other hand, in a positive iteration, at least one sample should be
classified as airplane. Thus, we define the following loss for the
instances of a positive bag:
losspos(p) =
{
CE(p, 1) i f CE(p, 1) < 2 ×CEmin
0 otherwise (8)
CE(p, 1) = −(1 − p)log(p) (9)
where CE is the cross entropy loss, and CEmin is the mini-
mum CE for the instances of this bag. In other words, we by-
pass the instances with a relatively large loss from training. By
this approach, in the first iterations that the model is not con-
verged, CEmin will be a large number and subsequently, almost
all instances in a positive bag are involved in the training. While
the model tends to converge, CEmin will decrease and undesired
positive instances will removed from the training. As reported
in section 4, the trained model rejects about 55% of the positive
instances but less than 2% of positive bags.
3.3. Non-Maximum Suppression
In the test phase, all generated proposals are fed to the net-
work and the estimated scores are computed. However, as men-
tioned in the previous section, it is possible to have positive pro-
posals with high intersection. Thus, it is required to merge the
results. For this purpose, we select the detected square with the
highest score and remove all of the other detections that have
IoU more than 0.4 with this square. Then, the next most possi-
ble proposal is selected to remove its similar squares, and this
action iteratively performed.
The non-maximum suppression (NMS) approcah is shown
in Fig. 9. The detected squares by the network are shown in
Fig. 9(a). The highest score square is drawn in Fig. 9(b) with
green color and the removing squares with red color. The next
iteration is depicted in Fig. 9(c).
4. Experimental Validations
In this section, we first review the dataset used in our ex-
periments. Then, the implementation details and the evaluation
method are presented. Finally, the results are reported quantita-
tively and qualitatively.
4.1. Dataset
To evaluate the performance of the proposed approach for
airplane detection in VHR remote sensing imagery, we use the
publicly available NWPU VHR-10 dataset [11]. NWPU VHR-
10 is a collection of 800 very high resolution optical remote
sensing images with 10 class objects that are annotated in box-
level. These classes are airplane, ship, storage tank, baseball
diamond, tennis court, basketball court, ground track field, har-
bor, bridge, and vehicle. In this paper, we focus on the detection
of airplanes that existed in 90 images with 757 instances.
Two of the challenges in this dataset are the variety of scale
and direction of the airplanes. In aerial images, the direction of
objects is not controllable and the algorithm should be rotation-
invariant. Moreover, size of the airplanes and the resolution of
imaging systems may be different. In NWPU VHR-10 dataset,
715 color images were acquired from Google Earth with the
spatial resolution ranging from 0.5 to 2 m, and 85 pansharpened
color infrared images were acquired from Vaihingen data with
a spatial resolution of 0.08 m. In order to show the variation in
the length of the airplanes, we approximate the length of each
airplane with the geometric mean of its bounding box width and
height. The histogram of 757 airplanes approximated lengths is
plotted in Fig. 10. The minimum and maximum lengths are 30
and 126 pixels with ratio 4.2.
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Figure 9: Non-maximum suppression procedure
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Figure 10: Histogram of the airplanes lengths in NWPU VHR-10 dataset
4.2. Implementation Details
The proposed approach consists of three modules depicted in
Fig. 2. The first module is the SLS proposal generator. In SLS,
we use LSD algorithm for line segment detection which works
only on gray-scale images. Hence, it is required to convert the
RGB images to gray-scale ones, but what is the best RGB to
gray conversion? In RGB to gray conversion, 224 colors are
mapped to only 28 numbers (on average, every 216 = 65536
colors are mapped to the same number). Therefore, some of the
boundaries clearly visible in the RGB image may disappear in
the new gray space. For this reason, we run the LSD and the
followed extraction of the symmetric line segments in each of
the channels individually and then put all proposals together.
This will increase the number of proposals (roughly 3 times)
and, of course, the recall value.
The second module is the supervised classification of the
proposals. As mentioned, we use the well known deep con-
volutional neural network for feature extraction and classifi-
cation. In the recent years, several different architectures are
proposed to use in the classification tasks. We employ the con-
volutional partition of VGG16 architecture [6] for feature ex-
traction followed by three fully connected layers with 256, 256,
and 2 neurons (Fig. 11). As is well known, 757 positive bags
are insufficient for training such a network with 16, 878, 402
trainable parameters. So, we use the convolutional layers of
VGG16 trained on the ImageNet dataset [48] contained more
than 14 million images. Then, the pre-trained convolutional
layers and the randomly-initialized fully connected layers are
domain-specific fine-tuned for airplane detection. For imple-
mentation, we use the Keras API [49] and Adam optimizer [50].
Non-maximum suppression is the third module used only in
the test phase. In this module, an iterative procedure is done in
which the best proposal with the maximum score is selected and
the overlapped proposals with IoU greater than 0.4 are removed.
4.3. Evaluation Method
To evaluate the performance of the proposed approach, we
use 3-fold cross-validation method. In this validation method,
the dataset is split into three folds. Then, three independent
experiments are done in which two folds used for training of
the model and the held-out used for validation. However, since
objects in an aerial image have similar resolution, brightness,
angle of view, and geographic characteristics, folding is done
at the image level to achieve fair results. In other words, each
fold consists of all proposals generated from one-third of the
images (i.e., 30 images). This allows us to investigate how well
our system works on new, unseen images.
We use Recall, Precision, and F1 score to evaluate the
trained model with the following equations:
1This figure is generated by adapting the code from https://github.
com/yu4u/convnet-drawer
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Figure 11: The convolutional neural network architecture used for feature extraction and classification 1
Recall =
T P
T P + FN
(10)
Precision =
T P
T P + FP
(11)
F1 =
2 × Recall × Precision
Recall + Precision
(12)
where TP (true positive) and FN (false negative) are the num-
bers of detected and missed airplanes, respectively. Also, FP
(false positive) is the number of other objects that are mistak-
enly identified as an airplane. Recall is the fraction of rele-
vant instances that have been detected over the total amount of
airplanes, while Precision is the fraction of relevant instances
among the detected instances. Both Recall and Precision take
only one side of the algorithm, while F1 considers both of them
to compute the overall score.
Another evaluation metric widely used in the object detection
domain is the average precision (AP). The AP computes the
average value of the Precision over the interval from Recall
= 0 to Recall = 1 (i.e., the area under the Precision − Recall
curve).
4.4. Performance Evaluation
The detailed evaluation results of the modules of the pro-
posed approach are reported in Table 1. In this table, posi-
tive, negative and indeterminate instances are the number of
instances with labels +1, 0, and −1, respectively. TP is the
number of ground truth airplanes with at least one correspond
positive instance. FN is the number of ground truth airplanes
with no correspond positive instance. FP is the number of all
instances minus TP (i.e., from the corresponding positive in-
stances with one ground truth, only one is considered as true
positive and the others are counted as false positive).
As can be observed in Table 1, for all airplanes with differ-
ent scales and directions, at least one appropriate candidate is
extracted by SLS proposal generator (on average about 19 pos-
itive instances for each airplane). These positive instances are
formed from different symmetric line segments in an airplane
in three channels. Of the positive instances, some are properly
along the fuselage and others are not in that direction (this chal-
lenge is especially due to the box-level annotation of the ground
truth). Because of this, we proposed to use the MIL idea for the
training of the network so that the network can learn only one
positive instance from all positive instances correspond to one
airplane. By comparing the first and second rows in each fold, it
can be seen that about 55% of the positive instances are rejected
by CNN, but only less than 2% of the airplanes are missed.
Non-maximum suppression (NMS) is the last module of the
proposed approach, which is very important due to the multiple
detections of each airplane. From the results reported in Table
1, NMS step has worked well and only one airplane is missed
in this step.
Altogether, more than 98% of the airplanes are detected by
the proposed approach while only 8 false alarms are produced
(i.e., Precision = 0.989). Some detection results of the pro-
posed approach is shown in Fig. 12. As can be observed, in
addition to the high performance of the proposed algorithm for
detecting airplanes, for most of them, the direction is correctly
estimated. As a result, one of the main advantages of the pro-
posed algorithm is the ability to estimate airplane direction us-
ing box-level annotations.
4.5. Comparison with Previous Works
Unfortunately, the experimental setups of the airplane detec-
tion algorithms in the literature are very different that makes it
difficult to compare them fairly. For example, the datasets used
in [51, 52, 53] are collected by the authors and are not publicly
available. Also, different evaluation measures such as AP and
F1 reported. In addition, various data partitioning methods such
as k-fold and holdout used.
Considering these differences, the reported results of some
previous works on NWPU VHR-10 dataset, as well as our re-
sults, are presented in Table 2. According to this table, our
results are promising and are among the best ones for airplane
detection. It is notable that in [36] the holdout method is used
(i.e., 60% of images for training and only 40% for validation)
while we used 3-fold cross validation. So, the selected images
for validation in the holdout method are crucial.
Using box-level annotations, most of the existing studies fo-
cus on detecting the bounding box of airplanes. In contrast, as a
significant advantage, our algorithm can estimate the direction
of airplanes.
5. Conclusion
In the paper, we presented a rotation-and-scale invariant air-
plane detection algorithm that consists of three main modules:
proposal generation, deep classification, and non-maximum
suppression.
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Table 1: Results of the modules of the proposed approach for airplane detection on NWPU VHR-10 dataset
Fold Step Pos. Neg. Ind. TP FN FP Recall Precision F1
Fold 1
SLS 5044 197465 1154 255 0 203408
CNN 2510 34 25 252 3 2317
NMS 252 5 0 252 3 5 0.988 0.981 0.984
Fold 2
SLS 4593 190284 1060 251 0 195686
CNN 2063 4 9 246 5 1830
NMS 246 0 0 246 5 0 0.980 1.000 0.990
Fold 3
SLS 5082 195085 1360 251 0 201276
CNN 2126 10 17 247 4 1906
NMS 246 3 0 246 5 3 0.980 0.988 0.984
Total
SLS 14719 582834 3574 757 0 600370
CNN 6699 48 51 745 12 6053
NMS 744 8 0 744 13 8 0.983 0.989 0.986
* Pos.: Positive Instances, Neg.: Negative Instances, Ind.: Indeterminate Instances
Table 2: Comparison with previous works on NWPU VHR-10 dataset
Method TP FN FP Recall Prec. F1 AP
[31] - - - - - - 0.663
[41] - - - - - - 0.873
[44] - - - - - - 0.884
[35] - - - - - - 0.907
[37] - - - - - - 0.941
[36] - - - - - - 0.987
[54] - - - - - 0.912 -
[55] - - - - - 0.917 -
[56] - - - - - 0.920 -
Ours 744 13 8 0.983 0.989 0.986 0.973
* Prec.: Precision
For proposal generation, we introduced a new method based
on the symmetric line segments. In this method, we employed
the common properties of the boundaries of the airplanes from
the top view that can be approximated by a chain of symmet-
ric line segments. As reported in the experimental results, this
method is promising for detection of airplanes with arbitrary
direction and in a wide range of scales. However, in addition
to airplanes, there are also other symmetric line segments in
images that need to be filtered by the next modules.
Due to the box-level annotations of NWPU VHR-10 dataset,
which is much simpler and more practical than pixel-level an-
notations, the separation of the symmetric line segments that
are properly in the direction of the airplane is not possible from
other symmetric line segments in the ground truth box. So, in
the second module, we modified the training process of deep
convolutional neural networks through the idea of multiple in-
stance learning. More precisely, we allow the network to learn
at least one proposal from the proposals corresponds to one
ground truth airplane. This idea has been successfully imple-
mented, and as a significant result, the direction of the most of
the airplanes have been correctly estimated without being spec-
ified in the dataset.
Since each airplane may have more than one appropriate
symmetric line segment, as the third module in the test phase,
we used the non-maximum suppression algorithm.
Experiments conducted on NWPU VHR-10 dataset show
that the proposed algorithm detects 744 airplanes from 757
ones, and gives only 8 false alarms. In other words, the quanti-
tative parameters are: T P = 744, FN = 13, FP = 8, Recall =
0.983, Precision = 0.989, F1 = 0.986, and AP = 0.973.
As a future work, we are developing algorithms to extract
extra parameters (i.e., not specified in the dataset such as the
direction), in an end-to-end deep learning style.
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Detected ground truth Not detected ground truth (false negative)
True positive False positive
(a) (b)
(c) (d)
(e) (f)
Figure 12: Sample results of the proposed airplane detection algorithm on NWPU VHR-10 dataset.
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