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ABSTRACT 
A reduction formula for the characteristic polynomials of the Coxeter matrices of 
certain split finite-dimensional lgebras is proved. In the hereditary case, this yields 
explicit expressions for the Coxeter polynomials of large families of quivers. Moreover, 
a combinatorial interpretation of the entries of the Coxeter matrices of path algebras 
gives formulas for Coxeter polynomials of some quivers which cannot be treated by 
the above-mentioned reduction process. 
1. INTRODUCTION 
The purpose of this paper is to establish a reduction formula for the 
characteristic polynomial cb A of the Coxeter matrix of a split finite-dimen- 
sional algebra A. In fact, when A is put together from subalgebras in a 
certain natural fashion, we express q~A in terms of the Coxeter polynomials of 
these subalgebras. In concrete computations, repeated application of this 
reduction principle offers a significant edge over direct use of the definition. 
In the hereditary case, in particular, this principle yields explicit expressions 
* This paper contains parts of the author's Diplomarbeit [2] written in Paderborn under the 
direction of Professor Helmut Lenzing, whom the author wishes to thank for many helpful 
discussions. 
* E-mail address: boldt@math.ucsb.edu. 
LINEAR ALGEBRA AND ITS APPLICATIONS 230:151-164 (1995) 
© Elsevier Science Inc., 1995 0024-3795/95/$9.50 
655 Avenue of the Americas, New York, NY 10010 SSDI 0024-3795(94)00004-W 
152 AXEL BOLDT 
for the Coxeter polynomials of large families of quivers. Moreover, a combi- 
natorial interpretation of the entries of the Coxeter matrices of hereditary 
path algebras allows us to establish formulas for Coxeter polynomials of some 
quivers which cannot be treated by the above-mentioned reduction process. 
The significance of the Coxeter matrix Ca and the Coxeter polynomial qb a 
of a finite-dimensional gebra A lies in the following observation [4]: If A 
has finite global dimension, then the derived category Db(A) has Auslander- 
Reiten triangles, and the resulting Auslander-Reiten translation yields an 
endomorphism with matrix Ca on the level of the Grothendieck group 
G0(Db(A)) = G0(A). As a consequence, the Coxeter polynomial ~ba--its 
zeroset, in particular--contains valuable information on the growth behavior 
of iterated Auslander-Reiten translates. 
Throughout, F will be a finite quiver with vertex set V F, and A = K F / I  
will be a path algebra modulo an (admissible) ideal of relations over a field K 
such that dim K A < ~ (see e.g. [5, Section 2.1] for the definitions, but note 
that we compose paths like maps: if p is path from e to f and q is a path 
from f to g, then qp denotes the composite path from e to g). We will 
always identify a vertex of F with the corresponding primitive idempotent of 
A. Recall that the V F × V F matrix 
CA = (dimK eAf ) (e , f )evrxvr  
is called the Cartan matrix of A and that, in case ICAI = det C A ~ 0 (which is 
always satisfied if A has finite global dimension), the Coxeter matrix of A is 
defined as 
f~A := -- t fACA1,  
where tC A denotes the transpose of the matrix C A. We will study the Coxeter 
polynomial ~bA(T) = ITE - Ca] of n. 
Our main result deals with the situation where A = K F / I ,  and F is the 
union of two quivers F 1 and F2 which share only a single vertex r such that I 
can be generated by relations which involve no paths properly passing 
through r. If A~ and h i denote the algebras obtained from KF  i and 
K(F~ \ {r}) by factoring out the obvious contractions of I, we obtain 
~b a = ¢,ba,~bx~ + ~bx,~ba~ - (T + 1)~b~b~ 
whenever ICAI =~ 0. 
Based on this equation, we have developed a program using the computer 
algebra system Maple, which is capable of symbolically generating formulas 
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for the Coxeter polynomials of large classes of path algebras, as well as of 
efficiently computing Coxeter polynomials of concretely given path algebras. 
The detailed iscussion of this program and its complexity is contained in [2]. 
The program is called coxpoly and, together with its documentation, is freely 
available [3]. 
2. THE MAIN RESULT 
Let r be a vertex of the quiver F, and p a path in F. We say that p 
properly passes through r if p can be written in the form p = P2rpl with 
paths Pl, P2 in F of length >~ 1. 
For n ~ N 0, we say that p properly passes through r precisely n times if 
p may be written in the form p = Pn+lrpn r "'" rpl with paths Pl, " " ,  Pn+l 
of length /> 1 which do not properly pass through r. 
Moreover, an ideal I of relations in K F is called r-separated in case I 
can be generated as an ideal by a set R of relations such that for every 
Ei~wi  ~ R with )t i ~ K \ {0} and distinct paths w~ in F, none of the w i 
properly passes through r. 
We denote by F \ {r} the quiver obtained from F by deleting the vertex 
r and all adjacent arrows. If F is the empty quiver without vertices and 
arrows, then K F is the trivial zero-dimensional K-algebra with Coxeter 
polynomial 1. 
The conclusion of the following lemma essential allows us to count 
nonzero residue classes of paths as we count paths in the case of finite-di- 
mensional path algebras without relations: 
LEMMA 2.1. Consider a.finite-dimensional K-algebra A = K F / I  and let 
r ~ V F be a vertex such that I is r-separated. Then: 
(a) One has 
dim K rAr  = 1. 
(b) Set F := F \ {r} and A := KF/ ( I  (q KF). The assignment 
u®v~w~-- )uvTw 
yields an isomorphism 
Ar  ® rA S A ~, A 
K 
of ~k-fi,-bimodules. 
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Proof. For n ~ t~, we denote by P(") the K-subspace of KF generated 
by all paths starting and ending in r and properly passing through r precisely 
n - 1 times. Let R c I be a generating set of relations which do not involve 
paths properly passing through r. 
As an immediate consequence of the definitions, we get: If p is an 
element of R, and p is a path starting in r, while q is a path ending in r, 
then 
qpp e O P(~)" (1) 
n>~l 
Hence, 
r l r= $ I f~ P("). (2) 
n>~l 
We write P(') := P(~)/(I N p(n)). If moreover we denote by J the Jacobson 
radical of A, Equation (2) yields 
rJr = $ P("). (3) 
n>~l 
Next, we prove 
~(.) --- @n~O), 
where ®"  ~(1) is the n-fold tensor product of ~(1) with itself, taken over K. 
Together with dim K A < oo and (3), this will give us ~(1) = 0 and hence (a). 
The exact sequence 
I N pO) ~ p(O _ ,  if(l) __~ 0 
induces the upper sequence in the following commutative diagram, which has 
exact rows: 
n k - I  n -k  n 
( ~ pO) ® (i (h pO)) ® (~ eO)) ._. ~ e(1) .., ~n ~O) _.>O 
k=l 
f,~ g~, ~ h~, 
I N P(") __) p(,) ~ ~(n) ~0 
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Here, the maps f and g are defined by 
g(  Pl ® P2 ® "'" ® Pn) = Pl P2 "'" Pn 
and 
f( Pl ® "" ® Pk-1 ® X ® Pk+l ® "'" ® Pn) = Pl "'" Pk- lXpk+I "'" P,~" 
In order to prove that h is a isomorphism, it suffices to show that f is onto, 
since g is an isomorphism. We only have to consider the case n >/2. Pick 
x ~ I ¢q p¢n), and write x = ~,i~tiqi Pi Pi with A~ ~ K \ {0}, Pi ~ R, and 
paths Pi starting and qi ending in r. Because of (1) and (2), we may assume 
qi PiPi ~- pC,,) for all i. Write Pi = Pi2rPil and qi = qierqil, where Pie and 
qit have smallest possible length >/0. Then we have qil Pi Piz ~ I N p(1). 
Moreover, either Pil = r and qig. ~ P(n-1), or Pil ~- p(n-1) and q~2 = r, or 
else there is some k i ~ {2 . . . . .  n - 1} such that P~I ~ p¢,-k,) and q~2 ~ 
p(k,-1). In either case, we get qi P~ P~ ~ Im f ,  since multiplication of paths 
yields an isomorphism @ k p¢1) G p(k). Consequently, x ~ Im f .  
Now consider the map /x :Ar  ®K rASA~A in part (b) of the 
v 
lemma. Obviously, it is well defined, A-A-bilinear, and surjective. In order to 
find a left inverse u to /~, we start with a K-linear map u0 : KF  ~ Ar  ®K 
rA ~3 fit, defined on the paths p and F as follows: if p can be written in the 
form p = p2rpl  with paths Pl, P2 (not necessarily of length >/ 1), we set 
 0(p) := ( +/ r )  ® ( pl + rX) • 0. 
This is well defined, because if p = qzrql  is a different factorization of this 
kind, then either ql = uq'l or q~ = q~u with a suitable u ~ pO). But 
p(1) c I in view of(a), and thus (qz + I r )  ® (ql + r I )  = 0. Analogously, one 
derives (P2 + Ir)  ® (P l  + r I )  = 0. I f  p cannot be written in the form 
p2rpl,  we set 
 0(p) :=0.  (p + I nKr ) .  
Now suppose x = ~,i tli q~ Pi Pi ~ I as above. I f  p/ can be written in the form 
p /= pi2rpil with paths Pil and Pi2, then qi Pi Pi2 ~ Ir  and u0(q/Pi Pi) = O. 
Similarly, if qi admits a factorization ~qi = qi2rqil, we have uo(qi Pi Pi) = O. 
The remaining case is qi Pi Pi ~ I CI K F, and again we obtain u0(q/Pi Pi) = O. 
Thus u0(x) = 0, and u 0 induces a K-linear map u : A --* Ar  ®r rA •/~i, 
which by construction is left inverse to/x. • 
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The union of quivers is given by the union of the vertex sets and the 
disjoint union of the arrow sets. 
Now we are in a position to prove the main result: 
THEOREM 2.2. Let Fl, F 2 be two finite quivers with V F 1 A V F 2 = {r}, 
and let F be the union of F 1 and F z. Suppose that I c K F is an r-separated 
ideal of relations uch that A := K F / I  is finite-dimensional. Let F 1 .'= F 1 \ 
{r} and F 2 := F z \ {r}, and define the algebras A~, A1, A2, A2 canonically: 
A, := KFi / ( I  N KF i )  and ~k, := KFi / ( I  N KF i )  fo r  i = 1,2. 
Then 
ICAII = ICA,I, ICA~I = ICA~I, and ICAI = ICA,IIC&I. 
If this last determinant is nonzero, the Coxeter polynomial of A in K[T] is 
Proof. We need some additional notation: for every e ~ V~I  , let a e .'= 
dim K rAe and ~ := dim K ear. Accordingly, for every e ~ VF2, set b e := 
dim K rAe and b e -'= dim~ ear. We consider a, ~, b, and b as column 
vectors and write C, C l, C z, C1, C2 instead of C A, C&, CA~, C~,, C~. 
First we observe that rAle = rAe and eAlr ~ ear for all e ~ VF  1, 
since there are no arrows connecting VF  1 and VF  2 and dim~ rAr = 1 by 
Lemma 2.1. Moreover, I A KF  1 is an r-separated ideal in KF 1, because 
every relation which does not involve any paths properly passing through r 
lies either in KF  l or in KF z. Applying Lemma 2.1 to A l, we see that 
dim K rAlr = 1 
and 
dim K eA l f= dim K e~k,f+ aea f for all e, fe  VF,. 
Thus 
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and by subtracting suitable multiples of the last row from the others, we get 
I c l l=  Icll. Analogously, we obtain If21 = IC21. If we set F := F \ {r} and 
A := KF/ ( I  N KF), another application of Lemma 2.1 together with 
IC ) 
gives us 
C = 
C1 _'4- a ta 
t a 
~) t a 
t b 
C2 + [~ tb 
and hence ICI = ICl11C21. 
Now suppose C is invertible over Q. Then the same is true for C 1, C 2, 
v v v v 
C 1, and C 2, and we write ~, ~1, dP2, qbl, ~2 instead of ~h, ~h,, ~n~, ~,  ¢P~" 
If A and B are inverfible matrices such that B = SAtS for some 
invertible matrix S, we will write A ~ B. Note that in this case 
S( -  tAA-1)S-1 = - tBB-1, and therefore - tAA-1 and - tBB-1 have the 
same characteristic polynomial. 
Obviously, we have 
Moreover, observe that 
D l1= ( ~-10 C l l (a - t~) )  ' 1  
and hence 
-- tD ID l l  = 
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Similarly, <p, and 
I yb - @g-‘(b - 6) - 1 yb - h),_,l &(b - b) 62 I 
have the same characteristic polynomial. Applying the same reasoning to the 
full algebra A and using 
we obtain that @ and 
have the same characteristic polynomial as well. Here, we set 
A =“(u - 2)CY;‘(u -Is) + yb - ii)Cv,l(b - 6). 
(Note that the quadratic form x(x> = ‘xCX’X has significance in its own 
right because it is tightly connected to the Euler characteristic of the algebra 
A; see [5, p. 701.) 
If finally we abbreviate 
cY= -(T+ l), 
a1 = (T + 1) -“(u - 6)cv;‘(u - ii), 
a2 = (T + 1) - yb - 6)Cv;l(b - A), 
we recognize the theorem as a consequence of the following lemma. W 
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LEMMA 2.3. Let R be a commutative ring, and F ~ M, (R)  a matrix of 
the following form: 
F = 
F1 A 
g~ ~1 + ~ + a2 
o A 
0 
g2 , 
Fz 
where F 1 ~ Mn~(R), F 2 ~ Mn2(R), n 1 + n 2 + 1 = n, a, ~1, a2 ~ R, f l ,  tgl 
R hI, andf~,, g2 ~ Rn2. Then 
IFI ~ IFzl + IFll ~2 g2 =  + ~[FlllFzl. 
Proof. Expand the determinant with respect o the (n I + 1)th row or 
column. • 
An obvious induction yields the following generalization of Theorem 2.2: 
COROLLARY 2.4. Let F i, i = 1 . . . . .  m, be finite quivers with V Fi N V Fj 
= {r}for  i ¢ j ,  and let F be the union of the F~. Suppose that I c KF  is an 
r-separated ideal of relations such that A :-~LKF/I is finite-dimensional. 
Set A, := KF J ( I  0 KF~), Fi := F~ \ {r}, and A, := KF J ( I  ¢q KF~)for i  = 
1 . . . . .  m. Then 
I CA,I=ICA,I for  all i  and I CAI= FIIcA,I, 
i=1  
and if  this last determinant is nonzero, we have 
By way of caution, we point out that the polynomials ¢£, need not divide 
6A" 
3. THE HEREDITARY CASE 
If A is hereditary, i.e. if A = K F and I" is a finite quiver without 
oriented cycles, then the matrix CA, and consequently also ~a and ~ba, 
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depend only on the quiver F and not on the base field K. In fact, 
C r := C A = (# paths from f to e in F)(e,f)evrxvr, 
and the matrix 
A r := (# arrows from f to e in F)(e,f)evr×vr 
satisfies Cr  1 = E - At, where E is the VF × VF  identity matrix (recall 
that A r + tA r is the adjacency matrix of F). With this in mind, one obtains a 
combinatorial interpretation of the entries of D r := dP A as follows. For 
e, f  ~ V F, a twisted path from e to f is defined to be a sequence 
( /3,  O~n_ 1 . . . . .  a 1) of arrows in F such that (an_ t . . . . .  a l) is a path from e 
to some vertex g and/3 is an arrow from f to g. Roughly speaking, a twisted 
path consists of a "standard" path to which we attach an inverted arrow at the 
end. With this convention, we obtain: 
PROPOSmON 3.1. The Coxeter matrix of a finite quiver F without 
oriented cycles is 
dP r = (# twisted paths from e to f - # paths from e to f)(e,f)~vrxvr.  
Proof. This follows from the above description of C r and its inverse and 
from the fact that the number of twisted paths from e to f is the sum of all 
products (number of paths from e to g) × (number of arrows from f to g) 
forg ~VF.  • 
It is interesting to note that the reduction formulas for the Coxeter 
polynomial and for the characteristic polynomial of the adjacency matrix for 
quivers of the type considered in Corollary 2.4 are exactly the same. [Of 
course, the term (T + 1), which is the Coxeter polynomial of a one-point 
quiver without arrows, has to be replaced by the characteristic polynomial of 
the corresponding adjacency matrix, i.e. by T.] The reason can again be found 
in Lemma 2.3. 
Observe moreover that there is a tight connection between ~b r .'= 4~A and 
the characteristic polynomial of the adjacency matrix of F in case every 
vertex of F is either a sink or a source; see e.g. [1]. 
We set 
T k -  1 
for every k ~7/ .  vk:= T -1  
The linear graph A k with k >t 0 vertices has Coxeter polynomial vk + 1, as one 
easily derives from Theorem 2.2 by induction. The orientation of the arrows 
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does not have any effect on the formula here; indeed, this is obviously true 
for Az, and thus follows for higher values of k. In view of these remarks, a
straightforward computation yields the following 
COROLLARY 3.2. Let F 1 and F 2 be finite quivers without oriented cycles. 
Then the quiver 
has Coxeter polynomial 
The quiver 
has Coxeter polynomial 
vk~br,~br~ - TVk_l(q~rl\(r)~br2 + ~br,~br~\(~)) + T2vk_zqbr, x(r}q~r2\(~}, 
irrespective ofthe orientation of the k arrows linking F 1 and r~. 
We conclude with an example of a class of quivers which cannot be 
tackled with Theorem 2.2 and its corollaries: 
PROPOSITION 3.3. If F is the quiver 
k 1 arrows 
o,,,w-....~. 
k2 arrows ~ l l . ,  
kll i llrTOWl 
with m ~ r~ and k~ . . . . .  k,n ~ ~ (the case k~ . . . . .  k m = 1 correspond- 
ing to an m-fold mult ip le arrow between two vertices), then 
~b r : I-Ivk, (m-  + (m-  2)(T 1)__ . 
'=  i = 1 Vk~ 
162 
Proof. We may assume k l 
i ~ {l + 1 . . . . .  m}, set 
= ,oo  .~_ k 1 
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= 1 and kt+ 1 . . . . .  k m > 1. For 
ID i :~  
I~D i :~  
- i  
i - i  
1 - i  
0 
1 0 
1 0 
~ Mk_l (~_ ) and 
e Mk 
(Entries which are not shown are assumed to be zero.) Then ~ is the 
Coxeter matrix of a linear graph with k~ - 1 vertices and all arrows pointing 
in the same direction. Counting the paths and twisted paths of F as in 
Proposition 3.1, we get 
(I~ F ~.~ 
' lm+m- l -  1 m-1  
I+1  li 
l+ l  1 
l 
1 
: 
l+ l  
l 
: 
l 
l i 
m -1  m -1  -m'  
1 i -1  
2 
1 . 1 " 
1 - i  
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Now consider the matIix TE - ~.r, add the last column to those corre- 
sponding to the last columns of the ~i, and add the/-fold of the last column 
to the first. Next subtract he T-fold of the first row from the last. Finally 
expand the resulting determinant with respect o the last row and note that 
T-m+l+ l 1 
-1  I TE - ~z+l 
I 
-1  
-1  
1 1 
TE - ~1+2 ] 
is the Coxeter polynomial of a star all arrows of which point away from the 
center• By Corollary 2.4, it is equal to 
t m I( 
i=l+ 1 i)k~ 
- (m - l -  1)(T + 1)). 
When expanding the remaining determinant 
1 1 1 m 
TE - ~)l+ 1 1 
TE - d)l+ 2 I 
• o 
with respect o the first row, it is crucial to observe that the determinant of
the matrix obtained by replacing the last column of TE - cb i by t(1 ... 1) is 
just vk_ 1. To simplify the resulting expression, one uses the identity 
(T + 1) Vk+l T vk-1 
l )  k !.) k 
The result follows• • 
164 AXEL BOLDT 
REFERENCES 
1 Norbert A'Campo, Sur les valeurs propres de la transformation de coxeter, Invent. 
Math. 33(1):61-67 (1976). 
2 Axel Boldt, Coxetertransformationen, Diplomarbeit, Univ./Gesamthochschule 
Paderborn, Germany, 1992. 
3 Axel Boldt, coxpoly, 1993. Maple program, contained in the Maple Share Library 
and available via anonymous ftp from the computer daisy.waterloo.edu in the 
directory/maple/5.0/share/combinat. 
4 Dieter Happel, On the derived category of a finite-dimensional algebra. Comment. 
Math. Helv. 62(3):339-389 (1987). 
5 Claus Michael Ringel, Tame algebras and Integral Quadratic Forms, Lecture 
Notes in Math. 1099, Springer-Verlag, 1984. 
Received 28 April 1993; final manuscript accepted 27 December 1993 
