A special class of Pierce diodes, that consists of a pair of grounded coaxial cylindrical electrodes, with electrons streaming radially between them, is studied. The full set of roots of the dispersion relation of the Pierce instability is obtained by solving the dispersion relation numerically. The nonlinear behaviour of the system is then investigated using particle simulation. It is shown that the behaviour of cylindrical systems depends on two nondimensional parameters. Linear and nonlinear properties are different for convergent and divergent configurations. Several remarkable differences between cylindrical and planar Pierce diodes are reported.
I. INTRODUCTION
The instability and associated limiting current for a neutralized electron beam drifting between planar grounded grids ͑Pierce's diode͒ has been extensively studied in experiments, theory ͑see Ref. 1 and references therein͒, and particle simulations.
2, 3 Pierce-like configurations appear in a variety of plasma systems of current interest, including inertial fusion, collective process accelerators, Q-machines, and high power microwave amplification.
The fact that in a bounded plasma, contrary to what happens in an infinite system, a monoenergetic electron beam alone may become unstable when drifting freely between grounded electrodes ͑excluding any interaction with ions͒ is unexpected. It has attracted the attention of researchers over many years. A survey 1 of this topic ͑dated 1987͒ covers about 150 references. By far, the existing literature is devoted to planar diodes.
For a long time ͑after Pierce's 1944 paper 4 ͒ the instability properties were known near the threshold only. Assuming linear modes varying as exp(␥t), the roots of the dispersion relation were examined near ␥ϭ0. Later it was pointed out by Pierce himself, 5 that the unstable behaviour is related to the existence of bifurcations, i.e., the coexistence of two equilibrium states of the beam, one being the unperturbed beam state ͑with constant speed and uniform density͒ and the other a new steady state with spatial variations of density and velocity of the beam. The theoretical condition for the existence of marginal states, ␥ϭ0 ͑assuming neutrality and fixed ions͒ is ␣ϭ(2nϩ1), for nϭ0,1,2,..., where ␣, the Pierce diode parameter, is given by ␣ϭ p L/v b ( p is the plasma frequency computed with the beam density; L is the interelectrode distance; v b is the free streaming beam speed͒. The threshold for the first unstable mode corresponds to nϭ0. For ␣ greater, but close to , the instability was found to be monotonic in time. The rather complex dispersion relation was investigated numerically afterwards. 6 As a function of increasing ␣, a rich sequence of modes was found. Monotonically growing and damped modes alternate, first with oscillatory growing solutions ͑overstability͒, then with oscillatory damped modes. Segments of ␣ values with different properties were discerned. Monotonically unstable and oscillatory growing modes are separated by narrow ␣ intervals, where only damped and oscillatory damped modes exists. We shall call these ␣ intervals, stability islands. The full set of roots of the dispersion relation was then examined in Ref. 7 , where the linear theory of the initial value problem for the Pierce diode was studied in detail. Several other aspects, such as the coupling of the diode with external circuits, were also studied ͑see, e.g., literature quoted in Ref. 1͒ . The set of roots of the linear dispersion relation, for grounded electrodes, was again considered in Refs. 8 and 9, in connection with studies of nonlinear coupling of modes, bifurcation of solutions, and nonlinear steady states. The possibility of deterministic chaos arising in Pierce diodes was revealed in these works. At the same time, numerical simulations, 2, 8, 10, 11 began to provide a comprehensive understanding of the nonlinear behaviour of the system, and contributed to the coming of age of the subject. Recent literature indicates a persistent interest in Pierce diodes, and shows new features ͑Ref. 12 and papers quoted therein͒ like the subtle effects produced by a spread in velocity of the electron beam.
The theory of a different type of Pierce diode was recently given in Ref. 13 where, departing from the planar setting, electrons drifting radially in the space between two coaxial cylindrical grids, both grounded, are considered. In the unperturbed steady state the electrons flow radially with a constant average velocity v r ϭϮv b . The flow is convergent when the electrons move from the outer cylinder ͑emitter͒ to the inner cylinder ͑collector͒; when the motion is in the opposite direction, from inner to outer electrode, the flow is divergent. Ions are present to ensure charge neutrality, but in the model the dynamics of the ions is ignored. Thus, without additional changes of the theory, ions may also be assumed to flow together with the electrons, describing a current free system if so is desired. For geometrical reasons, both elec-trons and ions have an unperturbed density distribution nϭA/r in the interelectrode space. This configuration must be distinguished from the cylindrical waveguide device ͑also studied in the context of Pierce diodes, e.g., Ref. 14͒ where the beam moves along the axis, and which is akin to a planar diode with bounded cross section.
Electronic devices with cylindrical and spherical electrodes were in fact called Pierce electrodes ͑for a description see, for instance, Ref. 15͒. For a technological review of electrodes with different shapes, see Ref. 16 . Experiments with electron flows in cylindrical configurations are reported in Ref. 17 . Fusion studies have also considered convergent flows of ions and electrons ͑see, for example, Refs. 18 and 19, for spherical geometry͒.
As shown in Ref. 13 , a flow directed from an inner toward an outer cylindrical electrode ͑divergent flow͒ is interesting for microwave signal amplification. Stability of convergent flows ͑from outer to inner grids͒ is relevant for inertial confinement schemes that focus a neutralized ion beam on a target. 20 The co-moving electrons are used to provide charge and current neutralization. At a much smaller beam energy the same configuration is interesting also for ion implantation, or plasma coating experiments.
Compared with the research done on planar Pierce diodes, much less is known about cylindrical Pierce configurations. The dispersion relation of linear modes for the cylindrical system was derived in Ref. 13 ͓see Eq. ͑16͔͒. However, because of its considerable complexity due to terms containing single and double indefinite integrals of products of Bessel functions and exponentials, it cannot be solved analytically in general, while the numerical search for roots is not a simple task. Thus Pierce instability was studied in Ref. 13 only near the marginal states ͓where ␥ϭ0; see Eq.
͑17͔͒.
We have recalled some important facts about planar Pierce diodes, and outlined the research status on cylindrical Pierce diodes. The aim of the present paper is to contribute to the understanding of cylindrical systems in two basic aspects, not examined before. First, we analyze the full set of roots of the dispersion relation of the Pierce instability by solving numerically the dispersion relation. Then, we study systematically ͑for the first time, as far as we know͒ the nonlinear behaviour by particle simulation.
While planar diodes depend on a single nondimensional parameter, the behaviour of cylindrical systems depends on two parameters. In addition, linear and nonlinear properties are different for convergent and divergent configurations. Therefore, the description of the results is rather extended. We also give some attention to the role played in the evolution of the instability by steady state nonlinear solutions that bifurcate at the critical ␥ϭ0 values. Exploring these aspects, we report several remarkable differences between cylindrical and planar Pierce diodes.
The layout of the paper is as follows. In Sec. II we discuss the system configuration, the equations, and the simulation code. Specifically, in Sec. II A the equations of the model are given, and their dependence on two nondimensional numbers is shown. A brief reminder of the linear theory is given in Sec. II B, and the nonlinear code is discussed in Sec. II C. A full set of roots of the linear dispersion relation, computed numerically, is presented in Sec. III for three values of the ratio x i ϭR i /R e , of the collector radius (R i ) over the emitter radius (R e ). Section IV gives information about bifurcations of nonlinear steady states, and preliminary indications of their stability. In Sec. V we examine the nonlinear dynamics of a pseudoplanar system (x i Ӎ1.3) recovering the properties of planar Pierce diodes, as a benchmark for the numerical code. In Sec. VI we show particle simulations of a highly divergent flow (x i ϭ100). The nonlinear behaviour of systems focussed toward the axis is considered in Sec. VII (x i ϭ0.1). Finally we give a general discussion of the results and conclusions in Sec. VIII. Figure 1 shows the setup and geometry of the systems modeled here. The electrodes are coaxial cylinders. Associated with the emitter, an acceleration device ͑not shown͒ produces the electron flow. We may assume that a potential difference is applied across additional cylindrical electrodes to obtain a radial electron speed such that eVϭmv b 2 /2. For charge neutrality ions may be provided by the residual gas in the drifting chamber. When the electrons are comoving with injected ions, to form a charge and current neutralized flow, a more elaborate apparatus must be envisaged. In any case, before the entrance, there is an acceleration stage which is not further specified and does not take part in our consideration. After that stage, the emitter electrode set at rϭR e is simply a grounded grid that allows the electrons to enter the free drift inter-electrode space. Similarly, the collector set at rϭR i is a grounded grid that allows the radial flow to exit the system, toward an absorbing dump, and keeps the potential difference between electrodes equal to zero. In some practical applications the collector may represent a grounded target, but note that we do not take into account here particles reflected back into the system after hitting the target. Reflection, however, may occur inside the drifting space produced by collective effects, such as the formations of virtual cathodes. That kind of reflection is, of course, included in the code. The figure shows two basic configurations studied, with incoming ͑i.e., toward the axis͒ or outgoing radial motion, hence forming convergent or divergent bundles of electron trajectories. We assume here that the trajectories are well focussed through the central axis, so that the angular momentum ͑or impact parameter͒ of the particles is zero. The figure also reminds us that at the start, and leaving aside initial perturbations, the characteristic features of the flow are: constant radial speed, v r ϭϮv b , and nϭA/r, equal for both species. Therefore, no electric field exists in the interelectrode space. Under experimental conditions, the 1/r density distribution is easier to achieve with comoving electronion injection. This case also has the advantage of completely avoiding a possible two stream, electron-ion instability, related to a differential speed between species. However, in view of their large mass, we ignore ion perturbations in the simulation ͑ions are kept fixed, with A/r density͒ to give perspicuity to the electron dynamics, and to facilitate comparisons with the theory. 13 Thus, the results we report are not sensitive to a particular ion setup, i.e., comoving with electrons, or simply as fixed neutralizing background. 
II. THEORY AND NUMERICAL CODE

A. Configuration and equations of the model
‫ץ‬u ‫ץ‬T ϩ ͉x i Ϫ1͉ 2 ‫͑ץ‬u 2 Ϫ ͒ ‫ץ‬x ϭ0, ͑4͒ ‫͑ץ‬x ͒ ‫ץ‬T ϩ͉x i Ϫ1͉ ‫͑ץ‬xu ͒ ‫ץ‬x ϭ0, ͑5͒ ‫ץ‬ ‫ץ‬x ͩ x ‫ץ‬ ‫ץ‬x ͪ ϭϪ D 2 2
͑1Ϫx͒. ͑6͒
Two basic numbers appear in ͑4͒-͑6͒, x i and Dϭ2R e p /v b . We define p 2 ϭe 2 n e /⑀ 0 m using n e , the density at the emitter. Sometimes, for convenience we use ␣, the Pierce number, defined as ␣ϭ͉x i Ϫ1͉D/2ϭ p , for cylindrical systems.
B. Summary of the linear theory
In Ref. 13 where 2ϭD, and F 0 is a constant to be determined ͑to-gether with two additional integration constants͒ by the boundary conditions. If a solution for E(x) is known, the velocity and density perturbations are obtained from
where
The solution of the homogeneous equation, E h , may be expressed in terms of Bessel and Neumann functions as
where c 1 ,c 2 are constants. From the solutions of the homogeneous equation a particular solution E p of the inhomogeneous equation can be expressed as
The boundary conditions for the Pierce problem are
Equations ͑13͒ and ͑14͒ describe the injection of the unperturbed electron flow at the emitter. Steady state solutions are determined by taking sϭ0 in ͑16͒. After integrations with sϭ0 and some algebra we find
Hence, there exist an infinite number of pairs (x i ,Dϭ2) such that ͑17͒ is satisfied. 21 For these values, there are steady state solutions with nonuniform velocity. This condition gives, at the same time, the instability thresholds ͑equation 67 of Ref. 13͒ .
Thus linear instability theory also depends on the two basic nondimensional parameters, x i and D ͑or, alternatively, ␣) defined above. For a given speed v b and emitter radius R e , there are infinite pairs of values R i , n e such that the system admits velocity modulated steady states. This equation plays the same role as the Pierce condition ␣ϭ(2nϩ1) for planar diodes. In fact, it can be shown that planar results can be recovered in the limits x i Ϸ1 and Dӷ1.
Classification and understanding of linear and nonlinear behaviour, as we shall see, can be achieved, for a given x i , through the set of threshold values D 1 ϽD 2 ϽD 3 Ͻ••• for which the eigenfrequency s is zero. We shall denote the in-
.. of the parameter space, respectively. For example, given x i ϭ100, we find D 1 ϭ0.3314, D 2 ϭ0.6858,... . The system is linearly stable below the first threshold, i.e., for DϽD 1 , corresponding to region 1.
C. The nonlinear code
Particle simulation methods have been well established as an effective technique for studying the nonlinear properties of plasma. The simulations presented here were done using the particle-in-cell ͑PIC͒ code PDC1 ͑Plasma Device Cylindrical one-dimensional͒ [22] [23] [24] in a workstation version XPDC1. This PIC code is one-dimensional, radial, electrostatic, and simulates a plasma contained between two concentric cylinders that can be coupled to an external RLC ͑resistive, inductive, and/or capacitive͒ circuit and/or rf source, i.e., it is not specialized to the cylindrical Pierce diode with radial flow. The original code has been modified in order to have an initial density that varies as n 0 ϰ 1/r. During the simulations the imposed boundary conditions ensure that electrons are injected at a constant rate from the cathode ͑inner electrode for a divergent beam, and outer for a convergent one͒. Once the electrons reach the collector they are absorbed, contributing to the external surface charge. 25 Both electrodes are kept at the same potential.
Fields are calculated on a grid of 200 points using a finite-difference Poisson scheme ͑equivalent to the flux conserving method 26 ͒. Poisson's equation is solved in each time step with the given boundary conditions. The code has been described in detail in Refs. 22, 23, 25. All runs were initialized by prescribing electron spatial distributions which differ only slightly from the linear equilibrium (n b (r)ϰ1/r, v b (r)ϭv b ). A background of immobile ions with the same density profile was assumed. For reference, all runs discussed in this paper were standardized to involve some 30000 simulation particles ͑the precise number varies during each run͒. The input parameters have been determined from a given value of D that specifies the region of interest for a particular value of x i . The time step is determined ensuring that the Courant-Friedrichs-Levy ͑CFL͒ condition, ␥ c ϭv max ⌬t/⌬xϽ1, is satisfied. 26 A value v max ϭ3v b is assumed, after concluding from a series of numerical experiments that this is an upper bound for the velocity. This condition means that no disturbance can propagate more than ⌬x in a time step ⌬t, and avoids numerical instability.
III. SOLUTIONS OF THE LINEAR DISPERSION RELATION
The roots of ͑16͒ are obtained numerically, following several branches of the numerical solution. Starting from a critical pair (x i ,D) corresponding to sϭ0 and fixing x i , D is advanced by steps identifying intervals where the left-hand side ͑LHS͒ of ͑16͒ changes sign. Then a real root s is determined by bisection, and the procedure is repeated along a particular branch. Regarding complex roots, it is observed that they appear by coalescence of two real roots, for a D value rather close to the critical one. Given a starting seed for (x i ,D), the complex plane s is searched with variable size steps, both in real and imaginary components, looking for zeros of ͑16͒ ͑standard solver procedures are used, like the gradient method and Romberg extrapolations͒. Efficient evaluation of double and simple integrals, and quality of prediction of an approximation of the root for the next D step, are important considerations to alleviate the time-consuming task of plotting solutions of ͑16͒.
We have examined the cases x i ϭ3.1765, which is not far from a planar diode and, as a benchmark for the particle code, x i ϭ1.3049, which is closer to it. The numerical experiments where extended up to region 6. Since we want to give attention to those cases that depart most from the planar, i.e., cylindrical diodes with x i ӷ1 and x i Ӷ1, where curvature plays an important role, a series of numerical experiments have been performed with x i ϭ100 and x i ϭ0.1. We now present the full set of roots of the linear dispersion relation ͑16͒, for the values x i ϭ0.1, x i ϭ3.1765, and x i ϭ100. Figure 2͑a͒ corresponds to x i ϭ0.1, a convergent diode, and gives Re(s) as a function of D. Six nonoscillatory modes are shown with full lines, corresponding to damped or monotonically growing perturbations. For DϽ4.5, region 1, the system is stable. Region 2 corresponds to the interval 4.5ϽDϽ9.2. In this region the diode is unstable. A second damped mode that tends to merge with the unstable mode near the end of the interval can also be seen here. However, it must be pointed out that for a fixed value of DϾ0, an infinite succession of increasingly damped modes exists. The extensions of the five slanted lines after the first mode can be found in regions 1 and 2, if we look at sufficiently large negative values of Re(s). The complete succession of modes for a diode with fixed (x i ,D), is needed to represent, by superposition, the evolution of an arbitrary initial perturbation.
Above the limit of region 2, the damped mode of region 2 becomes a growing one. Very close to this limit, in region 3, the two real positive roots coalesce and two complex conjugate roots appear as D increases. The real and imaginary parts of the overstable mode are shown with dashed lines in Figs. 2͑a͒ and 2͑b͒, respectively. The oscillatory growing mode becomes oscillatory damped at DӍ13. 4 , where the ondulating dashed line sinks slowly toward negative Re(s) values. The oscillatory damped mode coexists with the third nonoscillatory mode that becomes unstable at DӍ13.8. For 13.4ϽDϽ13.8 both modes have Re(s)Ͻ0 and are stable. Thus, a small stability island is formed near the end of region 3, limited by the beginning of region 4. In region 4 the first oscillatory mode rises again to values of Re(s)Ͼ0, within the range 15.3ϽDϽ16.0, where it shows a weak instability with very small growth rates. The flow is in any case unstable in region 4 due to the third nonoscillatory mode.
The second oscillatory mode is represented in Figs. 2͑a͒ and 2͑b͒ by a dashed and dotted line and shows a general behaviour similar to the first one. It is generated again by coalescence of two real roots, near 18.4, the beginning of region 5. The second oscillatory mode is overstable in most of region 5, except near the end, where a second stability island is apparent around 22.8ϽDϽ23, in connection with the fifth monotonic mode, which is also stable there. Afterwards, the second oscillatory mode becomes overstable again in the range 23.7ϽDϽ26.4 inside region 6, and then stabilized at last, it sinks with ondulations in the Re(s)Ͻ0 halfplane. In the same figure, we can see the beginning of the third oscillatory mode ͑dotted line͒. Region 6 shows two oscillatory modes and a monotonic unstable mode, while region 7 has an overstable mode and two oscillatory damped modes ͑besides the infinite set of monotonic damped modes, present in all regions͒. From Fig. 2͑b͒ it is apparent that Im(s), the frequency of the oscillatory modes, increases as D increases.
The roots of the dispersion relation for the case x i ϭ3.1765, which correspond to a divergent flow, are plotted in Figs. 3͑a͒ and 3͑b͒, and show features similar to the previous case. We may note, however, that the first oscillatory mode ͑dotted line͒ shows only one unstable range, 8ϽDϽ11.5, contained in region 3 and remains stable with increasing D. A stability island is formed after the first oscillatory mode becomes damped and up to the start of the third monotonically unstable mode, 11.5ϽDϽ12. The second oscillatory mode ͑dashed-dotted line͒ is overstable in region 5, except for a second stability island in the interval 19.9ϽDϽ20. It has another overstable range for 20.9ϽDϽ22.9 and becomes oscillatory damped for DϾ22. 9 . The nondimensional growth rates are roughly half of those of the precedent case.
Finally, in Figs. 4͑a͒ and 4͑b͒, we give Re(s) and Im(s) for the highly divergent case x i ϭ100. Figure 4͑c͒ shows a magnified particular: the merging of two real roots to produce the first overstable mode. This effect is similar to the one indicated when describing Fig. 3͑a͒ , not clear in that figure because of the scale. Several features are qualitatively similar to those described in the previous cases. Note, however, that the stability islands are lost here, as one can realize observing the behaviour of the first oscillatory mode ͑dashed line͒ and the third monotonic mode ͑full line͒ in the range DϷ1. The first and second oscillatory modes both show a second overstable interval, after the regions 3 and 5, respectively. The nondimensional growth rates are smaller than in the case x i ϭ0.1 roughly by a factor 100.
The local maxima of the growth rates in each region, considered separately for monotonic and overstable modes, increase slowly as we move toward regions of higher order. This is a general trend present in all three x i cases studied. The importance of these states is due to the fact that numerical experiments show that some of them are asymptotic solutions, i.e., perturbations of the initial constant speed flow may evolve in time and relax to a nonlinear steady state. For planar diodes the stability of nonlinear states is studied in Refs. 8 and 9.
IV. NONLINEAR STEADY STATES
The nonlinear states are solutions of
where ϭe/(mv b 2 /2), xϭr/R e , with (1)ϭ(x i )ϭ0. For ͉͉Ӷ1 this equation is solved by the Bessel functions J 0 (Dͱx i ),Y 0 (Dͱx i ). Using these solutions and boundary conditions it is easy to confirm, also in this way, that the linear critical states are given by the roots of ͑17͒.
The nonlinear steady state equation ͑18͒ follows from a Lagrangian variational principle,
Thus ͑18͒ corresponds to
͑21͒
Introducing, ⌸ϵ ‫ץ‬L/‫ץ‬ЈϭxЈ, the canonical momentum associated with , we obtain the Hamiltonian Hϭ⌸ЈϪL,
We may note that ⌸ 2 /2x is the ͑nondimensional͒ electrostatic energy density of the system, here acting as equivalent kinetic energy in a mechanical analogy. The equivalent ͑nondimensional͒ potential energy density is
Therefore H decreases with increasing x, and vice versa. Moreover, maxima or minima of the electrostatic potential , are also maxima or minima of the Hamiltonian H, considered as a function of x. The mechanical analogue corresponds to the motion of a particle with variable mass x in a one-dimensional potential well ͑see Fig. 5͒ , where energy, varying according to ͑23͒, is not conserved. Mass is equal to 1 starting at the emitter, then increases linearly for diodes with x i Ͼ1, or decreases linearly for diodes with x i Ͻ1. The fictitious particle is launched at ϭ0, with initial energy ⌸ 2 /2xϪD 2 /2, and with ⌸Ͼ0 or ⌸Ͻ0, i.e., we may start with a negative or positive electric field at the emitter, respectively. After an excursion, with one or more passages through ϭ0, the particle may finally reach ϭ0, at the collector (x i ). Thus may show one or more maxima, depending on the values of (x i ,D). Of course, the coincidence of ϭ0 at the chosen final point x i depends on the starting conditions and corresponds to the solution of a characteristic value problem.
The principal limitation is the natural barrier at ϭϪ1. This corresponds to the formation of a virtual cathode (uϭ0, →ϱ). The equations of the model fail at this point. Physically, the system becomes unstable when this value is attained by a solution. The mechanical analogy helps one to understand qualitatively the behaviour of different types of steady states. Solutions may have only one maximum of ͑one peak͒, one maximum and one minimum ͑a peak and a valley͒, two maxima ͑two peaks and a valley͒, and so on. Clearly, this depends on the number of oscillations the fictitious particle performs in the potential well, without touching the barrier.
By integration over x, we find H(1)ϾH(x i ), when x i Ͼ1, and H(1)ϽH(x i ), when x i Ͻ1. This implies that, while in planar diodes ͉Ј͉ has the same value at emitter and collector, in cylindrical systems the steady state solutions must satisfy ͑taking boundary conditions into account͒ the inequalities Ј(1)
2 Ͼx i Ј(x i ) 2 , for x i Ͼ1, and Ј(1) 2 , for x i Ͻ1. For a given value of x i , nonlinear solutions can be obtained with an increasing number of peaks and valleys as D increases. In region 1 there are solutions with one minimum. In region 2 we find solutions with one maximum, and solutions with one valley and one peak for higher values of D. Next, in region 3 for the divergent ͑convergent͒ case there are solutions with one peak, others with one valley and one peak for lower D values, and solutions with two valleys ͑peaks͒ and one peak ͑valley͒ close to the limit with region 4.
This pattern repeats itself so that in the 2nth region one would find solutions with one peak, others with n peaks and nϪ1 valleys at the lower D values, and a third group with n valleys and n peaks at the higher D values, and in region 2nϩ1 solutions with one peak, others with n peaks ͑valleys͒ and n valleys ͑peaks͒ at the lower D values, and a third group with n valleys and nϪ1 peaks at the higher D values. These results have been confirmed numerically up to D values in region 7 for x i ϭ0.1,100. Results are presented in Considerable insight can be achieved by examining the simulations, taking into account concepts reported in the last two sections.
V. PSEUDO-PLANAR DIODES
When x i Ϸ1 the system is approximately a planar Pierce diode. As noted in Ref. 13 when x i Ϸ1 and Dӷ1, Eq. ͑17͒ reduces to ␣ϭn, where nϭ1,2,3, . . . , which is the condition for zero frequency roots for planar Pierce diodes. Also, n defines the critical values that mark the boundaries between regions on the ␣ line. The behaviour of the system for x i near 1 is then expected to show known properties of the planar Pierce diodes. In this section we show the results of a set of simulations of the cylindrical system for x i ϭ1.3049. These numerical experiments are therefore performed as a benchmark for the code, and are compared with existing particle simulations in the literature, in particular with Ref. 2. The linear dispersion relation is similar to figure 1 of Crystal and Kuhn.
2 In fact, we can see in Table I how the critical ␣ values for this cylindrical system are close to those of the planar case.
Computer experiments were prepared at tϭ0 with both an excess of electrons over ions, i.e., negative initialization, and a defect of electrons, i.e., positive initialization. This produces an initial nonzero electric potential. For DϽ22.0711 ͑region 1͒ the simulations show a stable behaviour in agreement with linear stability predicted by theory. The perturbation is found to decrease after a period of adjustment, and vanishes in a few transit times. Crossing the first critical value, the predicted linear instability in region 2 is observed, having the following nonlinear characteristics. First, for positive initialization we find that the electron flow does not become turbulent, but stays laminar. The electric potential increases and approaches an asymptotic steady state, which is a nonlinear solution with one maximum. The new state, with nonuniform velocity, appears to be stable in the simulation. An example of these features is shown in Fig.  10 , obtained for Dϭ33.0 which corresponds approximately to the maximum linear growth rate in the region. Figure  10͑a͒ shows the initial profile of the potential. Figure 10͑b͒ shows the final shape of the potential. Note that the final amplitude is over two thousand times the initial value. Figure  10͑c͒ represents the asymptotic phase space picture ͑after 13 ; : transit time͒ where we can see the change of the beam velocity across the diode. Finally, Fig. 10͑d͒ shows the time evolution of the mid-potential ͑potential midway between emitter and collector͒, which grows and approaches a constant value after about 10 . No oscillations are observed. In accordance with the behaviour of the mid-potential, the number of particles in the simulation decreases, and finally becomes constant. Second, for negative initialization, the linear instability leads to the formation of a virtual cathode. Part of the electron beam is reflected toward the emitter, and part is transmitted through the diode. The virtual cathode is alternatively formed and disintegrated. There is no approach to a steady configuration. There is little particle trapping, so that the instability is nonlinearly limited mainly by the formation of the virtual cathode, which implies an effective reduction of the interelectrode distance and electron current. Figure 11 shows the results of negative initialization for the same parameters of Fig. 10 . In Fig. 11͑a͒ we see the shape of the ͑negative͒ initial potential. Figure 11͑b͒ represents the phase space at tϭ13 where a virtual cathode can be observed. Figure 11͑c͒ gives the time evolution of the mid-potential, showing typical fluctuations of the system. Correspondingly, the number of particles of the simulation does not approach a constant value. These features are similar to those reported in Ref.
2 for region 2 of planar diodes. Region 3 starts at Dϭ44.1496. In this region the time asymptotic characteristics do not depend on the type of initialization ͑i.e., positive or negative͒. We find formation and disruption of a virtual cathode, and large amounts of trapped particles, as seen in the phase space plot of Fig. 12 , for tϭ12 and Dϭ56. This is similar to figure 16 ͑first bottom panel͒ of Ref. 2. In this region the electron flow is always disrupted. The saturation of the linear instability is caused by virtual cathode formation and trapped particle processes.
For D larger than 66.2265 we enter region 4 ͑not explored in Ref. 2͒ . Here again, as in region 2, different behaviours of the computer experiments are obtained for positive and negative initialization. Starting with a positive potential at tϭ0, the linear instability which produces departure from the uniform velocity state is observed. However, the system preserves a laminar electron flow and relaxes toward a new equilibrium state characterized by an electric potential with two maxima. The asymptotic approach to this steady state ͑which is also a nonlinear solution͒ occurs now with oscillations ͑not present in region 2͒. All this can be seen in the example of Fig. 13 where Dϭ77.0. We do not give here the initial potential which is similar in shape to Fig. 10͑a͒ . Figure 13͑a͒ shows the asymptotic potential and Fig. 13͑b͒ the phase space with the modulation of the velocity for tϭ15. Finally, Fig. 13͑c͒ gives the time evolution of the midpotential where we observe oscillations about the asymptotic steady state. Small amplitude oscillations about the nonuniform equilibrium have an angular frequency ϭ3.8. A theory of this process for the planar case has been presented in Refs. 8 and 9. A detailed analysis of the dispersion relation for these modes can be found in Ref. 9 ͑see Eq. 40 and Fig. 12 in that reference͒ together with the numerical simulation of the pure oscillatory behaviour ͑Fig. 14 of the same reference͒. An approximate value of this pure oscillatory mode (␣/ϭ3ϩ3/8) 9 is 3.7, close to our measured frequency.
For negative initialization the flow is disrupted in a manner similar to region 3. This is exemplified in Fig. 14 for the same D value as Fig. 13 . We show in Fig. 14͑a͒ the phase space, with a typical vortex and virtual cathode, at tϭ13 and in Fig. 14͑b͒ the corresponding fluctuations of the midpotential. The number of particles also has a characteristic unsteady time behaviour.
The nonlinear behaviour reported in Ref.
2 for the planar diode in regions 1 to 3 has also been found in the x i ϭ1.3049 cylindrical case. Numerical experiments have been extended to regions 4 to 6. In region 5 we have observed a behaviour similar to region 3. In region 6 with positive initialization, the system relaxes to a nonlinear solution of the potential with three maxima. For negative initialization in region 6 the electron flow is disrupted. Summing up, the critical values defining the boundaries where the stability properties change have been verified.
VI. EFFECTS OF HIGHLY DIVERGENT FLOWS
It is interesting to contrast now the behaviour of cylindrical diodes with large surface ratios (x i ӷ1), with the pseudo-planar case (x i Ϸ1) of Sec. V. We studied in detail a system with x i ϭ100, so that the cylindrical geometry, the radial density variation, and the divergence of the flow should have a strong influence. Region 1 is stable in the simulations as predicted by theory. We have tried to destabilize the system with large ͑negative or positive͒ initializations with no consequence. The threshold of linear instability for this cylindrical diode is given by ␣ϭ16.4043ӷ. Therefore, for the same interelectrode distance and beam velocity, the current density threshold at the emitter is 27 times higher than in the planar diode. Results for region 2 are given for Dϭ0.5 in Fig. 15 . The initial ͑positive͒ potential is presented in Fig. 15͑a͒ . The linear instability develops and takes the system to a new ͑non-uniform͒ equilibrium shown in Fig. 15͑b͒ at tϭ15 . The potential maximum ͑four orders of magnitude larger than the initial value͒ is clearly shifted toward the emitter, and the phase space, Fig. 15͑c͒ , shows a similar asymmetry. The maximum velocity is nearly two times v b . We give in Fig.  15͑d͒ the density profile of electrons averaged over two transit times around tϭ19 ͑solid line͒. Note the difference with the ions ͑dotted line͒ showing that the system has a net positive charge throughout. Figure 15͑e͒ gives the time evolution of the number of particles showing about a 30% decrease from tϭ0 to equilibrium. Figure 15͑f͒ shows the approach to the asymptotic equilibrium via the time evolution of the midpotential. No oscillations are observed as the constant final value is achieved.
The behaviour of the divergent flow with x i ϭ100 in regions 3 and 5, or in regions 2, 4 and 6 with negative initialization, is most unusual. The nonlinear stage shows a strong dynamics, with formation and coexistence of several transient and moving virtual cathodes in the interelectrode space. The accelerating potential of moving virtual cathodes is a phenomenon characteristic of high surface ratio diodes, not present at small ones. The formation of several jets of electrons can be observed at a given time at different positions through the system ͑five can often be seen, with speeds up to two times v b ). The jets are generated by the moving virtual cathodes in a kind of ''ejection'' mode, while parts of the beam are reflected backward. Remarkably, there is very little particle trapping in this regime. The growth of the elec- trostatic energy in the instability is limited mainly by conversion to multiple energetic electron jets. The system keeps going in this strongly fluctuating fashion during very long simulation runs. Examples of these processes are illustrated in the following.
The electron flow can be disrupted in region 2 when negative initialization is used. For the same value of Dϭ0.5 this phenomenon is illustrated in Fig. 16 . In Fig.  16͑a͒ we give the initial potential. A picture of phase space is shown in Fig. 16͑b͒ for tϭ20, where one can see the reflected particles but also the formation of a jet of forward accelerated particles. The corresponding electric potential profile is shown in Fig. 16͑c͒ and the fluctuations of the number of particles around the initial value in Fig. 16͑d͒ . First appearance of a virtual cathode occurs at about tϭ10. The position of the virtual cathode travels away from the emitter. The time-varying potential energizes a set of particles. Comparing Fig. 11͑b͒ of the pseudo-planar diode with the present phase space ͓Fig. 16͑b͔͒ we can perceive the monotonic deceleration of the beam from emitter to virtual cathode in the former case, in contrast with deceleration followed by acceleration of the latter. As the virtual cathode approaches the collector, it fades away, but a new one forms near the emitter and another cycle starts. A signature of the repetition of this process is given by the oscillations shown in Fig. 16͑d͒ . Little particle trapping is observed. From time to time the collector receives two sets of particles with well defined energies.
In regions 3 and 5 the system is disrupted by the instability with both kinds of initialization. In Fig. 17͑a͒ we show the phase space of region 3 for tϭ15 and Dϭ0.87. The initialization potential was positive with a maximum of about 5 V. A recently formed accelerating virtual cathode and an old one near the collector are both visible. The time history of the mid-potential is shown in Fig. 17͑b͒ . The phase space for Dϭ1.6 ͑region 5͒ is presented in Fig. 17͑c͒ at tϭ44. The initialization was positive with a maximum near 15 V. Several accelerating potentials can be seen. Correspondingly, the fluctuations of the mid-potential are given in Fig. 17͑d͒ .
Region 4 is characterized by the fact that positive initialization leads to a new nonuniform equilibrium state, while negative initialization produces a disruption of the electron flow. We show in Fig. 18͑a͒ an example of asymptotic potential with two maxima, for Dϭ1.2, attained at time of order 10. Correspondingly, Fig. 18͑b͒ shows the phase space. The time averaged electron density ͑over the last two transit times͒ is represented by a solid line in Fig. 18͑c͒ ͑the dotted line is the ion density͒. There is a net positive charge density with the exception of a region around the minimum of the electric potential. The mid-potential, Fig. 18͑d͒ , exhibits oscillations as the asymptotic state is attained. These oscillations with frequency ϭ3.33 may be associated with small amplitude perturbations of the nonlinear equilibrium ͑not yet analyzed for cylindrical diodes͒. 
VII. STRONGLY FOCUSED BEAMS
As mentioned in the introduction the convergent configuration (x i ϽϽ1) is the most interesting one for applications in which ions are neutralized with comoving electrons. We shall describe the main features of this case by computer experiments for a particular value of the ratio x i ϭ0.1, which corresponds to a strong convergence of the beams.
The first critical D values for x i ϭ0.1 are D 1 ϭ4.5232, D 2 ϭ9.1487, D 3 ϭ13.7557, D 4 ϭ18.3569, D 5 ϭ22.9555, and D 6 ϭ27.5528. Region 1 is stable in computer experiments, as in the previous cases studied in Secs. V and VI. The first threshold of the instability corresponds to ␣ϭ2.0354, so that for the same interelectrode distance and velocity of the beams the density current at the emitter for this cylindrical case is nearly 2.4 times smaller than in the planar diode. Simulations show that the second region is linearly unstable. However, a new feature appears in the nonlinear evolution of the system. Positive initializations lead to a new nonuniform equilibrium, as we have also found for x i ϭ1.3 and x i ϭ100. For negative initialization, instead, we must distinguish between ''small'' and ''large'' initial perturbations. For the time being this is only a qualitative characterization of the initial perturbation strength to be determined empirically. For small negative perturbations the system relaxes to a nonuniform equilibrium and only for large negative perturbations is the system disrupted.
We present first an example of positive initialization for region 2, corresponding to Dϭ7.0 close to the maximum growth rate. In Fig. 19͑a͒ we show the initial potential. Figure 19͑b͒ is the asymptotic potential for tϷ14 . The phase space, at the same time, is in Fig. 19͑c͒ . We may note that the maximum of the potential as well as the maximum of the electron speed is here shifted toward the collector, in contrast to the case of x i ϭ100, where the maxima were shifted toward the emitter. In Figs. 19͑d͒ and 19͑e͒ we can follow the relaxation to the new equilibrium via the number of particles and the mid-potential as a function of time, respectively. No oscillations are observed. Finally, in Fig. 19͑f͒ we give the time averaged electron density ͑solid line, averaged over 7 transit times͒ where the ion density is also given as reference ͑dotted line͒.
We examine now two negative initializations of different strength for region 2 and the same Dϭ7. In Fig. 20͑a͒ we show the initial potential with a maximum amplitude not exceeding 4.5 V in absolute value. The system evolves to a nonlinear equilibrium solution for the potential in about 10 as shown in Fig. 20͑b͒ . Note that this is the same potential reported by Fig. 19͑b͒ . The number of particles and midpotential evolutions are quite similar to those reported in Figs. 19͑c͒ and 19͑d͒ . The same can be said about the asymptotic phase space. However, if the initial perturbation is larger, as shown in Fig. 21͑a͒ , where the maximum of ͉͉Ӎ13 V, the flow is disrupted in about 10. Figure 21͑b͒ shows the phase space shortly after the formation of the virtual cathode, where reflection of particles and also the trapping of another group of particles near the collector can be seen. Figure 21͑c͒ shows the phase space at tӍ25 and Results for x i ϭ0.1 in region 2 with a large negative initialization: ͑a͒ initial potential profile; ͑b͒ phase space just after the virtual cathode formation; ͑c͒ phase space at tϭ25; ͑d͒ time evolution of mid-potential.
21͑d͒ gives the history of the mid-potential. Here the instability is limited mainly by formation of the virtual cathode.
In region 4 this behaviour is more pronounced. For positive initialization the system attains a new nonuniform equilibrium with a two peak potential. The electron flow remains laminar. Small negative initialization leads to a nonlinear stable solution, while large negative initialization disrupts the electron flow. In Fig. 22͑a͒ we show the initial negative potential with a maximum ͉͉Ӎ24 V, for the case Dϭ16 ͑close to the maximum growth rate of region 4͒. Figure 22͑b͒ shows the asymptotic phase space at tӍ17, and Fig. 22͑c͒ the corresponding potential. The approach to the new equilibrium takes place with weakly damped oscillations revealed by the mid-potential time variation shown in Fig.  22͑d͒ . Measuring the angular frequency of the oscillations we find ϭ3.7. These oscillations we ascribe again to small amplitude perturbations of the nonlinear equilibrium.
We see in Fig. 23͑a͒ the potential corresponding to a larger perturbation ͑negative initialization͒ with ͉͉Ӎ490 V again using Dϭ16. Figure 23͑b͒ shows the phase space at tӍ8. One can observe the virtual cathode and a large number of trapped particles. Figure 23͑c͒ shows the fluctuations of the mid potential. Thus a larger negative initialization produces the disruption of the system. The same qualitative behaviour is also found in region 6. We give here examples for Dϭ25. Figures 24͑a͒ and 24͑b͒ show the phase space and corresponding potential with three peaks, respectively, after 13, for a small negative initialization ͑maximum of ͉͉ϭ177 V͒. In Fig. 24͑c͒ we can observe the oscillations of the mid-potential with an angular frequency ϭ3.7, associated as before with perturbations of the nonlinear state. With a larger negative initialization ͑maximum of ͉͉ϭ358 V͒ the system is disrupted in about 5 as we can see in the phase space in Fig. 24͑d͒ , where a virtual cathode has just formed. Figures 24͑e͒-͑f͒ show the phase space at later times, tϭ6.1 and tϭ10, respectively.
Let us return now to regions 3 and 5, which turn to be unstable for both initializations. As an example of the disruptions we present results for region 3 with Dϭ11.5. Figures 25͑a͒ -͑d͒ show the phase space for times 10, 12, 15 and 20 , respectively. Note that the first reflection of particles occurs near the collector but the virtual cathode is formed near the emitter.
VIII. DISCUSSIONS AND CONCLUSIONS
In this paper we study the electron instability and the nonlinear behaviour of cylindrical Pierce diodes with radial We found that the alternating succession of oscillatory unstable and monotonically unstable modes that appear in the system as D increases, is different in systems with x i Ͻ1 and x i Ͼ1, compared to the planar case. For instance, Fig. 4͑a͒ , for x i ϭ100, shows that the coalescence of two pure imaginary roots into a complex conjugate pair ͑over-stable mode͒ occurs for a value of D somewhat larger than D 2 . Hence, with increasing D a new monotonically unstable mode appears at D 2 , and afterwards the overstability appears inside region 3 as a consequence of the merging of two monotonically growing modes. A similar pattern can be seen near D 4 , D 6 ,..., etc., and it takes place also for x i Ͻ1. In planar diodes the coalescence takes place exactly at D 2 , D 4 ,..., etc.
This feature of small amplitude theory is associated with changes of stability properties of the nonlinear steady states that bifurcate at the critical D values, with respect to the behaviour characteristic of planar diodes. In Sec. IV we have shown the modifications that the so-called marginal states of planar systems undergo in cylindrical systems. 8, 9 In the amplitude vs D diagrams of cylindrical diodes, an exchange of stability of nonlinear steady states, occurs at D 2 , D 4 ,..., etc. For x i Ͻ1, and with increasing D, we pass from unstable to stable nonlinear states. Conversely, for x i Ͼ1, stable turn into unstable nonlinear states. These features may have interesting consequences in the analysis of bifurcations and chaotic behaviour. A deeper investigation of these topics is matter for future studies. The critical values of D defining regions with different stability properties have also been confirmed by numerical experiments for x i ϭ100 and x i ϭ0.1.
Table II presents a summary of properties for the cases studied by particle simulations. Results for each system are given separately for positive ͑PI͒ and negative initialization ͑NI͒. A list of abbreviations, used to describe the observed effects, is presented below the table. Regions 3 and 5 are always unstable for the x i cases tested. In regions 2, 4, and 6 there is relaxation to nonlinear equilibrium states observed to be stable, for positive initialization when x i у1, and also for small negative initialization when x i ϭ0.1.
The strongly divergent case manifests unusual dynamics after destabilization, showing a large number of accelerated particles and time-varying accelerating potentials. This case is linearly more stable ͑higher density threshold͒ than the other cases, but nonlinearly appears more fragile to disruptions ͑negative initialization͒. Conversely, the convergent case is linearly more unstable ͑lower density threshold͒. However, in numerical experiments it shows resilience to FIG. 25 . Results for x i ϭ0.1 in region 3: ͑a͒ phase space at tϭ10; ͑b͒ phase space at tϭ12; ͑c͒ phase space at tϭ15; ͑d͒ phase space at tϭ20. break up with negative initialization in even regions.
Frequency of oscillations about nonlinear equilibrium states were measured, and they turn out to be close to those predicted by linearized theory.
Numerical experiments have been carried out in the stability island of cases x i ϭ0.1 and x i ϭ3.1765 ͑no such stability intervals exist for x i ϭ100). The results show good agreement with the linear dispersion relation.
Studies of fine structures of the different regions and a theoretical investigation of the stability of nonlinear steady states are left for future work.
In summary, we have completed the analysis of the linear dispersion relation, and presented a survey of nonlinear behaviour with particle simulations for cylindrical Pierce diodes with radial flow. We hope the predicted properties of cylindrical diodes may interest the experimentalists in the fields of ion deposition, or microwave generation, and perhaps stimulate further theoretical studies of their nonlinear dynamics, akin to those published for planar systems.
