We perform a comparison between two radiative transfer algorithms commonly employed in hydrodynamical calculations of star formation: grey flux limited diffusion and the hybrid scheme, in addition we compare these algorithms to results from the Monte-Carlo radiative transfer code MOCASSIN. In disc like density structures the hybrid scheme performs significantly better than the FLD method in the optically thin regions, with comparable results in optically thick regions. In the case of a forming high mass star we find the FLD method significantly underestimates the radiation pressure by a factor of ∼ 100.
Introduction
Numerical models of the star formation process have improved remarkably over the last two decades; however, many questions still remain. In particular the thermal and mechanical feedback produced by the radiation from the forming stars remains to be understood both in low mass, and in particularly high mass star formation. Several numerical schemes for including the effects of radiation in hydrodynamic codes have been proposed including: Monte-Carlo techniques (Harries 2011 While all these methods are fast enough for inclusion into a hydrodynamical cal-culation, the algorithm which is both fast and accurate for incorporation into a star formation calculation still remains a matter for debate. In this work I will present radiative transfer tests of the most commonly used method: Flux Limited Diffusion (FLD), and its improvement in the form of a hybrid method.
The Flux Limited Diffusion and Hybrid Schemes
The flux limited diffusion approximation attempts to simplify the radiative transfer problem by using a moment method, where the radiative transfer variables are replaced by angle averaged quantities, which are the only ones required in a hydrodynamical calculation. To do this a flux limiter (λ ) is employed which allows the radiative transfer problem to be written as a diffusion equation:
where E is the internal energy and S is any appropriate source terms. In this form λ has the limits → 1/3 in optically thick media, and → κρE/∇E in optically thin media. Thus the flux limiter ensures the radiation field is transported at the correct speed in both optically thick/thin limits. A common choice is to also employ the FLD method in a grey approximation, meaning the radiation field is in local thermal equilibrium with the matter. In reality the radiation field is not always locally thermalised, and the temperature and radiation pressure are correctly given by:
however, in the grey case they are replace by:
where T source is the radiation temperature the opacity source sees, a is the radiation constant and F the flux. Thus, in an optically thin region T source does not in general equal T and in the case the source is the photosphere of a YSO then it is typically much greater than the local temperature. Meaning the temperature and radiation pressure will be underestimated by an amount depending on κ(T source )/κ(T ), which can be very large in the case of a massive star. Furthermore, this has an important feedback on the flux limiter which depends on κ(T ) in the grey approximation, thus if T is underestimated then so is κ (for standard dust opacities) leading the flux-limiter to become optically thin too easily. A simple improvement upon this is a hybrid approach to deal with the source radiation field (e.g. . This means that one is now using a frequency dependant approach when the photosphere of the YSO can be seen and hence when errors resulting from large κ(T source )/κ(T ) would be greatest are nullified.
Comparison and tests
In order to asses the relative accuracy of the classical FLD method versus the hybrid method we perform two benchmark calculations one where thermal pressure dominates, as an example of a disc around a low mass star; secondly we consider a calculation where the radiation pressure force dominates, as an example of a disc around a forming high mass star. We compare the results of the two benchmark calculations performed with the FLD method, the hybrid method and the full Monte Carlo radiative transfer using the MOCASSIN code (Ercolano et al. 2003 (Ercolano et al. , 2005 . We adopt a density profile of the form:
where H(R) is the scale height which is taken to be flaring of the form H(R) = (H/R) 0 R 1.1 .
For the low luminosity star we adopt a disc mass of 0.05M ⊙ , a stellar luminosity of 1L ⊙ with a photospheric temperature of 4000K. In the case of the high luminosity star we adopt a disc mass of 1M ⊙ , a stellar luminosity of 10 6 L ⊙ and a photospheric temperature of 20, 000K. We find that in the case of the low mass star the temperature differences between the FLD, Hybrid and MOCASSIN results are small, in the optically thick mid-plane of the disc, where the differences are at the few percent level. In the optically thin region the Hybrid and MOCASSIN results agree perfectly and the FLD method underestimated the temperature by a factor of ∼ 2, arising from the errors in κ(T source )/κ(T ) discussed above.
In the high mass, radiation pressure dominated case the differences are more severe, in the optically thick mid-plane the FLD method gives the lowest temperature with a ∼ 20 − 30% difference to the MOCASSIN results and the Hybrid method gives a slightly lower temperature than the MOCASSIN results with a 5-10% difference. In the optically thin cavity the MOCASSIN and Hybrid results agree perfectly, whereas the FLD method underestimates the temperature by a factor 4 − 5, misplaces the radius of the dust destruction front (at T = 2000K) by a factor of ∼ 3 and severely underestimated the radiation pressure -which is the dominant force term -by a factor of ∼ 100, as shown in Figure 1 .
Conclusions
We have performed comparisons between the FLD and Hybrid radiative transfer schemes in the cases of discs around low-mass and high mass stars. In both cases we find that the hybrid scheme performs better than the FLD scheme when compared to Monte-Carlo calculations, although in the case of low mass stars where radiation pressure is unimportant the FLD adequately describes the disc temperature where most of the dynamically important material is. However, in the case of discs around high mass-stars we find FLD to lead to large errors in both the temperature and radiation. . We conclude that the hybrid scheme is more suited to simulations involving massive stars and that FLD should be used with caution in cases where the optically thin region or interfaces between optically thin and optically thick regions are dynamically important. 
Fig. 1
Comparisons between the FLD method (left panels) and the Hybrid method (right panels) for the temperature structure (top panels) and radiation pressure (bottom panels) of a disc around a forming high mass star. The dark blue regions in the bottom panels show the dust destruction front.
