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Abstract
We give efficient algorithms for constructing a bridge between two convex regions in a fixed dimensional space
so that the diameter of the bridged region is minimized. If both the set of vertices and the set of halfspaces defining
the facets of the convex regions are given, we have an optimal linear time algorithm. If only vertices are given, we
give a subquadratic time algorithm, and if only halfspaces are given, we give a quadratic time algorithm.
 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Consider two convex regions R1 and R2 in the d-dimensional Euclidean space. Let d(u, v) be the
Euclidean distance between two points u and v, and let V1 and V2 be vertex sets of R1 and R2, respec-
tively.
The minimum diameter bridge problem is to find a line segment (called a bridge) p1p2 between
p1 ∈R1 and p2 ∈R2, such that the diameter
d(p1,p2)+max
v∈V1
d(v,p1)+max
w∈V2
d(p2,w)
of the union of R1 and R2 connected by the bridge is minimized.
The problem has been mainly considered for d  3 in the literature. A linear time algorithms for d = 2
is given by Kim and Shin [5] using a totally-monotone matrix searching technique. Another linear time
algorithm for d = 2 and a quadratic time algorithm for d = 3 are given by Tan [10]. Some approximation
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algorithms for the higher dimensional cases are considered by Chong [1]. However, it has been considered
to be difficult to design a subquadratic time solution if d  3.
We can generalize the problem such that we minimize the weighted diameter
αd(p1,p2)+max
v∈V1
d(v,p1)+max
w∈V2
d(p2,w),
where α is a given nonnegative real number called the bridge weight. All the results in this paper can be
easily applied to this weighted version.
The minimum diameter bridge problem is related to the following minimum separation problem: Given
two convex regions R1 and R2 in the d-dimensional Euclidean space, determine the minimum distance
between R1 and R2. Indeed, it can be considered as a special case of the weighted minimum diameter
bridge problem where α goes to ∞. On the other hand, if we set α = 0, the problem is just computing the
minimum enclosing ball of each of V1 and V2 (pi becomes the center of the ball enclosing Vi for i = 1,2).
These problems are typical constant dimensional LP-type problems considered in computational
geometry [3,4,9], and they can be solved in O(n) time, where n is the number of vertices.
Although the minimum diameter bridge problem is more complicated than the minimum separation
problem and the minimum enclosing ball problem, we can formulate the problem into a minimax
parametric optimization problem, and apply both LP-type approach and a preprocessed multidimensional
parametric searching framework proposed in a companion paper [11].
There are three different ways to represent input data for the problem: In the vertex representation,
we are given the sets Vi of vertices of Ri for i = 1,2. In the dual representation, Ri are given as
intersections of (closed) halfspaces. In the mixed representation, both of the vertex representation and
the dual representation are given.
If we are given a mixed representation, we can design an optimal O(M + n) time randomized
algorithm, where n is the number of vertices of the convex regions and M is the number of defining
halfspaces in the dual representation (thus, M is at least the number of facets of the regions). Even
for d = 2, our randomized algorithm has some merit compared to known linear time deterministic
algorithms, since those algorithms assume that the convex hull structures (orderings of the vertices along
the boundaries of convex regions) are given as a part of input.
Consider the case where we are only given a vertex representation. If d  3, we can compute the
mixed representation in O(n logn) time by computing the convex hull; and hence the minimum diameter
bridge can be computed in O(n logn) time. However, if d  4, M =(nd/2), and hence can be much
larger than n. Furthermore, we do not know an efficient output sensitive algorithm to have the mixed
representation even if M is small. For such a case, we present an O˜(n2(d+1)/2(d+3)/2) time algorithm,
where O˜ is the big-O notation ignoring polylogarithmic factors. The time complexity is subquadratic for
any constant number of dimensions, and it is O˜(n4/3) and O˜(n3/2) for d = 4 and 5 d  6, respectively.
If we are given a dual representation, we give an O(M2) time algorithm.
2. Preliminaries
2.1. Parametric minimax problem and multidimensional parametric searching
Consider an optimization problemQ that d finds a vector x = (x1, x2, . . . , xν)maximizing an objective
function g(x) under given constraints on x.
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If we replace the objective function g(x) with a family gλ(x) continuously dependent on a k-
dimensional real parameter vector λ= (λ1, λ2, . . . , λk), we have a parametric familyQ(λ) of the original
optimization problem. Here, we assume k is a relatively small constant. Let z(λ) be the optimal value of
the objective function gλ(x) of Q(λ). Let F be a (possibly unbounded) convex polygonal region in the
k-dimensional space such that λ should be contained. We call F the feasible region of the parameters
(note that it is different from the feasible region of x).
The problem of finding the value λ ∈ F minimizing z(λ) is called a minimax parametric optimization
problem. In general, this is a difficult problem. However, if the objective function is a convex function in
the parameters, we have the following result [11].
Theorem 2.1. Consider an optimization problemQ that can be solved in TD sequential time, and also has
a generic parallel algorithm (called the guide algorithm) with O(τ ) parallel time on O(N) processors by
using linear decision operations with respect to the parameters. We permit preprocessing with an O(Tpre)
time complexity to reduce TD , τ and N . Here, a linear decision is to decide whether the value of a linear
form on parameters is positive or not. Then, the corresponding parametric minimax problem with a
convex objective function in k parameters can be solved in O(Tpre +M + (N + TD logN)τk(logN)k−1)
sequential time, where M is the number of facets of the feasible region of the parameters.
We only give some intuition of the above result in this paper. One very easy way to solve the problem
of minimizing the convex function z(λ) is as follows: Consider a hyperplane H(t) in the parameter
space defined by λ1 = t orthogonal to the axis associated with λ1. Suppose that we can solve in
O(T (k − 1)) time the problem where we restrict that the parameter vector is located in H(t) ∩ R.
Then, by using the solution, we can judge in which side of H(t) the parameter vector of the optimal
solution is located. This leads to an O(T (k − 1) logΓ ) time algorithm by using the binary search on t
to find the hyperplane containing the optimal parameter vector. Here, Γ is the precision of the input. By
recursively applying this idea, we have an O(T (0) logk Γ ) time algorithm easily, where T (0)= TD is the
time to solve the non-parametric problem. We can make it into a strongly polynomial time algorithm by
using a multidimensional version [2,8] of Meggido’s parametric search method [7] to obtain the result
above.
Recall that in the one-dimensional parametric searching paradigm, we sort the critical values at each
parallel level of the guide algorithm and find the interval containing the optimal value of the parameter.
In the multidimensional parametric searching, at each parallel level of the guide algorithm, we consider
the arrangement of critical hyperplanes for the decisions at nodes in the level, and find the cell containing
the optimal parameter vector. Instead of sorting, we use prune-and-search: We construct a constant-
size cutting of the arrangement (here, we also consider the hyperplanes defining facets of F ), and then
prune all the hyperplanes which do not intersect the cell in the cutting containing the optimal parameter
vector.
2.2. LP-type problem
Let us review the LP-type problem and its solution. Suppose we have a set U of cardinality n, and a
function f defined on 2U (set of subsets of U ). What we want is to compute the value f (U) efficiently.
We assume the following LP-type conditions:
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(1) Monotonicity: If X ⊃ Y , then f (X) f (Y ).
(2) There is a constant c such that each X has a subset B(X) (called a base) of size at most c satisfying
the following conditions:
(a) f (B(X))= f (X).
(b) For each e ∈U , f (X ∪ {e})= f (X) if and only if f (B(X)∪ {e})= f (B(X)).
A typical example is that U is a set of n halfspaces in the d-dimensional Euclidean space (d is a constant)
and f (X) is the maximum of the first coordinate values of the points in the intersection of all the
halfspaces in a subset X of U . For this case, B(X) is a set of d halfspaces defining the point attaining
the optimal value f (X) (we assume non-degeneracy for the input halfspaces). Sharir and Welzl [9] gave
a randomized incremental algorithm to compute f (U) in O(n) time, if the value of f can be computed
in O(1) time for a set with a constant size.
3. Solutions of the minimum diameter bridge problem
3.1. If a mixed representation is given
The minimum diameter bridge problem is a minimax parametric optimization problem [11] if we
consider the coordinates of p1 and p2 as parameters. The feasible region F of the parameters is the direct
product of R1 and R2 in the 2d-dimensional space. The number of facets in this direct product is 2M
although it has many lower dimensional faces.
It is easier to understand our methods if we separate the parameter space and the set of vertices.
Indeed, we consider the generalized bridging problem, where Vi is not necessarily the set of vertices of
the parameter space Ri .
Basically, we have two approaches to solve this problem. One is the multidimensional parametric
searching, and the other is the randomized incremental approach to solve an LP-type problem.
3.2. Solution by using multidimensional parametric searching
Suppose that the points p1 and p2 are given. Then, we can compute maxv∈V1 d(v,p1) and
maxw∈V2 d(p2,w) by using farthest neighbor search structures; indeed, v is the farthest neighbor (i.e.,
farthest point) from p1 in V1, and w is the farthest neighbor from p2 in V2. Thus, the diameter can
be easily computed as the summation of these two distances and d(p1,p2). Hence, if we consider the
pair (p1,p2) as a 2d-dimensional parameter vector, the problem is basically a parametric version of the
farthest neighbor problem. For each of i = 1,2, the farthest neighbor distance maxv∈Vi d(v,pi) is the
upper envelope function of the Euclidean distances from v ∈ Vi to pi , if we consider it as a function
in the coordinate values of pi . The Euclidean distance is a convex function, and an upper envelope of
convex functions is a convex function. Hence, our objective function, which is a sum of three convex
functions, is a convex function.
Thus, we can use multidimensional parametric searching. We could use a naive O(logn) time O(n)
processor algorithm (a tournament algorithm) for the maximum finding as our guide algorithm. The
decisions in the guide algorithm are linear, since it is the problem to find the Voronoi cell of a farthest
Voronoi diagram. However, we use a better parallel algorithm by using a farthest neighborhood query
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data structure. We give a brief description of the data structure, although it is a folklore (although highly
technical) technique in computational geometry:
Consider a set of n points U = {u1, u2, . . . , un} in the d-dimensional space, where ui = (u(1)i ,
u(2)i , . . . , u(d)i). For a point x = (x(1), x(2), . . . , x(d)), the square of the distance between x and ui
is d(x,ui)2 =∑dj=1(x(j) − u(j)i)2. If we consider f (x,ui) = d(x,ui)2 −
∑d
i=1 x(j)
2
, f (p,ui) is a
linear function in x(j) (j = 1,2, . . . , n). A point uk is the farthest point from p among V if and only if
f (p,uk) is the largest.
Let us consider its dual problem: Let &i be the hyperplane in the (d + 1)-dimensional space defined
by x(d + 1) = f ((x(1), . . . , x(d)), ui). Its dual point is D(&i) = (−2u(1)i ,−2u(2)i , . . . ,−2u(d)i,∑d
j=1 u(j)
2
i ). Let q˜ = (q(1), q(2), . . . , q(d),1) for a point q in the original d-dimensional space. We
can see that the point ui is farthest from q among V if and only if the inner product of q˜ and D(&i) is the
largest.
Let S = S(U)= {D(&i): i = 1,2, . . . , n}. Consider a parameter r  n1−δ and a suitable constant c.
We use a partition theorem by Matoušek (Theorem 3.1 of [6]). The set S of n points is divided into r
nonempty subsets Si (i = 1,2, . . . , r) such that |Si| 2n/cr . Each Si is contained in a simplex σi , and
for any hyperplane, the number of simplices cut by it is at most c′r1−1/(d+1) for a constant c′. Moreover,
if the hyperplane has only O(1) points in one of the halfspaces defined by it, the number of simplices cut
by it is at most c′r1−1/(d+1)/2. The data structure is constructed in O(n log r) time.
We can query the point D(&j) maximizing the inner product with a given q˜ as follows: We first sort
the vertices of r simplices in an descending order with respect to the inner product with q˜ . Thus, we have
a sorted list of simplices according to the above sorted order of vertices (we consider the first vertex in
the list among d + 1 vertices of each simplex). Thus, we choose the first c′r1−1/(d+1)/2 simplices in the
list of simplices. Consider the point set Y obtained as the union of Si corresponding to these simplices.
The point D(&j) maximizing the inner product with q˜ must be contained in Y . By definition, Y contains
O(nr−1/(d+1)/2) points. Hence, we can find D(&j) in O(log r) parallel time with O(r + nr−1/(d+1)/2)
processors. We set r = n1−1/(d+3)/2 to balance r and nr−1/(d+1)/2 so that the number N of processors
is O(n1−(d+3)/2). We use this algorithm for both our guide algorithm and decision algorithm for the non-
parametric problem. Note that a more sophisticated recursive farthest neighbor search data structure [8]
can further reduce N to O˜(n1−(d+1)/2), while remaining τ to be polylogarithmic.
Thus, the computation time for our parametric searching algorithm becomes O(n logn+M+r log4d r)
= O(M + n logn).
Theorem 3.1. The minimum diameter bridge problem can be solved in O(M + n logn) time.
The time complexity is slightly inferior to the solution by an LP-type approach given in the next
subsection. However, we can utilize this approach later to design an efficient algorithm for the case
where we are given the vertex representation of regions.
3.3. Solution as an LP-type problem
The LP-type method is most efficient if we are given the mixed representation of regions. Let V be
the union of the set of vertices of Vi (i = 1,2) and let H be the set of halfspaces defining Ri (i = 1,2).
Let U = V ∪H .
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For each subset W ⊂U , we consider a subproblem defined by the points and halfspaces in W , and let
L(W) be the value of the objective function (diameter) of the optimal solution for the subproblem. Then,
L(W)L(W ′) if W ⊂W ′. Note that the parameter space is shrunk if we add a halfspace.
Moreover, the solution is defined by a constant number of members of U . Indeed, suppose that the
point pi is on a (d − ai)-dimensional face of Ri defined by the bounding hyperplanes of ai halfspaces
in W , and have bi farthest points in W ∩ Vi (in other words, it is on a (d − bi + 1)-dimensional face of
the farthest Voronoi diagram of W ∩ Vi if it is nondegenerate). Then, at most 2(d + 1) members among
the a1 + b1 + a2 + b2 members of W determine both p1 and p2 uniquely. The set B(W) of these at most
2(d + 1) members is the base of W . Note that it may happen that less than 2(d + 1) members determine
p1 and p2, for example, if the diameter path has less than two bends.
Hence, the randomized insertion algorithm [9] for solving the LP-type problem works. If the size of
W is at most 2(d + 1), we directly solve the problem (a base case). Since we have assumed that the
dimension d is a fixed constant, the base case can be solved in O(1) time.
If a new point v (without loss of generality, we assume v ∈ V1) is inserted to W , we check whether the
distance d(v,p1) for the current bridging point p1 is larger than the distance between p1 and points
of V1 ∪ B(W). If it is not larger, B(W ∪ {v}) = B(W). If it is larger, we must update the base by
recursively calling the algorithm, where we utilize the information that the new point v must be a member
of B(W ∪ {v}). In other words, in the recursive construction, v is selected first, and the elements of W
are randomly inserted.
If a (closed) halfspace h in the defining set of R1 is inserted, we check whether the current bridging
point p1 is located in h or not. If it is located in h, B(W ∪ {h})= B(W). Otherwise, we must update the
base recursively calling the algorithm, where we utilize the information that the bounding hyperplane of
h must be a member of B(W ∪ {h}).
By using the backward analysis of this randomized algorithm, the problem can be solved in O(M+n)
randomized expected time, where n is the sum of numbers of vertices in Vi (i = 1,2, . . . , k) and
M =∑i Mi .
Theorem 3.2. The minimum diameter bridge problem can be solved in O(M + n) randomized expected
time.
3.4. If a vertex representation is given
We would like to consider the case where the regions Ri are given as the vertex representation
for i = 1,2. Thus, Ri = {∑v∈Vi a(v)v | 0  a(v)  1,
∑
v∈Vi a(v) = 1}. We can compute the mixed
representation to apply the method in the previous section; however, it takes (n logn) time if d  3 and
(nd/2) time if d  4. Thus, we cannot naively apply the LP-type algorithm in the previous section to
design a subquadratic time algorithm for d  4.
We can solve the problem by using a different LP-type algorithm where we update regions without
changing the sets V1 and V2: Given W1 ⊂ V1 and W2 ⊂ V2, we consider the subproblem that has the
regions Qi = Conv(Wi) ⊂ Ri (i = 1,2) with the fixed point sets V1 and V2. Here, Conv() means the
convex hull, but we do not construct the convex hull explicitly in our algorithm.
We start from W1 =W2 = ∅, and expand the feasible regions Qi = Conv(Wi) (i = 1,2) by inserting
the vertices in V1 ∪ V2 randomly. Note the difference from the LP-type algorithm in the previous section
T. Tokuyama / Computational Geometry 24 (2003) 11–18 17
that this approach expands the regions while the previous approach shrinks the regions. Thus, we need to
consider −f instead of the objective function f to see that the monotonicity holds.
For simplicity, we consider the case Q1 and Q2 are d-dimensional polytopes, since it is routine to
modify the argument for degenerate cases including the cases where W1 or W2 has less than d + 1
points. Suppose that the current solution is attained at p1 ∈Q1 and p2 ∈Q2, and we know a set Xi ⊂Wi
of d vertices defining the facet (without loss of generality, we can assume that the facet is a (d − 1)-
dimensional simplex) Fi containing pi for each i = 1,2. If a new vertex w (without loss of generality,
we assume w ∈W1) is inserted, we consider the d-dimensional simplex ∆1 spanned by F1 and w, and
examine whether there is a better solution for p1 ∈ ∆1 and p2 ∈ F2. If the current solution is the best,
we keep the current solution, and continue inserting vertices. If we find a better solution, we destroy
the current solution, and compute the new optimal solution by calling the process for the set of vertices
chosen so far under the condition that w is selected first.
This yields an O(nµ(n)) expected time randomized algorithm, where µ(n) is the time for solving the
base-case problem where the points p1 ∈ R1 and p2 ∈ R2 are located in subsimplices each of which has
a constant number of facets.
Naively, µ(n) = O(n), since this is the special case of the generalized bridging problem where
M = O(1), and we can apply the solution in Section 3.3 to have µ(n)= O(n). Thus, we have an O(n2)
time algorithm. However, we can give a better bound of µ(n) if we use multidimensional parametric
search. The point is that although we solve the base problem O(n) times, we spend the preprocessing
time for the farthest neighbor search (in V1 and V2) only once.
Hence, if we use the terminology of Theorem 2.1 and set M = O(1), the time complexity is
O(Tpre + {(N + TD logN)τ 2d(logN)2d−1}n). In the algorithm given in Section 3.2, Tpre = O(n logn),
N = O(n1−1/(d+3)/2), τ = logn, and TD = O(n1−1/(d+3)/2 logn). This yields an algorithm with a
time complexity O˜(n2−1/(d+3)/2)(logn)4d). Moreover, we can use a preprocessing-query tradeoff of
the farthest neighbor data structure, and spend more preprocessing time to improve the overall time
complexity. If we spend t > n logn preprocessing time, the query time for the farthest neighbor
search becomes O˜(n/t1/(d+1)/2) time, where O˜ is the big-O notation ignoring polylogarithmic
factors. Hence, the overall time complexity becomes O˜(t + n2/t1/(d+1)/2), which is minimized to be
O˜(n2(d+1)/2/(d+3)/2).
Theorem 3.3. If the vertex representations of Ri are given, we can compute the minimum diameter bridge
in O˜(n2(d+1)/2/(d+3)/2) randomized expected time.
3.5. If a dual representation is given
We would like to consider the case where the region Ri is given as an intersection of halfspaces (a dual
representation) for i = 1,2. Let H1 and H2 be the sets of halfspaces defining R1 and R2, respectively. We
can compute the mixed representation from the dual representation; however, it takes 7(Md/2) time,
and expensive if d  4.
Let F =R1×R2 be the feasible region, which we fix. We consider the set H =H1∪H2 of halfspaces.
For any subset W of H , the farthest point in the convex polytope
⋂
h∈W∩Hi h from a point pi ∈ Ri must
be a vertex of the convex polytope for i = 1,2. If we increment W , the region Ri(W) =⋂h∈W∩Hi h is
shrunk (or unchanged), if we regard the set⋂h∈∅ h as the whole space.
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We start from W = ∅, and randomly insert halfspaces of H to W . We update the bridge p1p2 (in other
words, the parameter vector (p1,p2) ∈F ) and the farthest point fi(W) ∈Ri(W) from pi for each of i =
1,2, so that they attain the minimum diameter. Suppose that a halfspace h is inserted to W . Without loss
of generality, we assume that h ∈H1. If f1(W) is located in h, we let fi(W ∪ {h})= fi(W) for i = 1,2,
and also remain the bridge p1p2. Otherwise, we re-compute the solution from scratch but inserting h first.
Proposition 3.4. The expected time complexity of the above randomized algorithm is O(M2).
Proof. By using a standard backward analysis, the expected time complexity is O(MTB), where TB is
the time for solving the base case where W has a constant number of hyperplanes. For the base case, the
total number of vertices of the polytopes Ri(W) (i = 1,2) defined by W is bounded by a constant and the
set of vertices can be computed in constant time. Thus, the problem is the generalized bridging problem
with M facets and a constant number of vertices, and hence, from the result of the mixed representation
case, TB =O(M). Therefore, the time complexity is O(M2).
4. Concluding remarks
There are several generalizations of the minimum diameter bridge problem. Indeed, we can consider
the case where we have more than two islands. Solutions for such problems will be given in our
companion paper [11].
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