Abstract
Edge-Localosed-Modes (ELMs) with satisfying accuracy [1] [2] [3] . Key features of ELM dynamics, like the pedestal filamentation, the poloidal rotation of filaments, divertor heat flux profiles, precursors, and energy losses, are qualitatively well described by the current JOREK model. Achieving quantitative predictions for future devices, however, requires a considerable extension of these qualitative comparisons toward systematic quantitative validation of simulations against experiments. The ability to predict ELM energy losses and divertor heat fluxes in ITER ─ and eventually DEMO ─ relies on the demonstration that simulations can reproduce these key characteristics of ELMs for every possible experimental conditions in all actual machines. Namely, for all possible combinations of major radius, aspect ratio, plasma current, magnetic field, collisionality, pedestal pressure, gas injection, heating power, wall material, impurities etc.
The path to such extensive quantitative validation lies in the progressive construction of a large database for each current tokamak. This paper presents a first set of JET Iter-Like Wall (ILW) experiments that were collected to begin this database. The Iter-Like Wall has a beryllium mainchamber wall, bulk-tungsten for the horizontal divertor target, and tungsten-coated CFC for the rest of the divertor [4] . Confinement and ELMs have been observed to be significantly different with the ILW than with the previous carbon wall [5] . The unseeded (ie. no nitrogen seeding) pulses were chosen for the combination of good electron density and temperature measurements with the HighResolution Thomson Scattering (HRTS), as well as Infra-Red (IR) measurements of the heat fluxes on the horizontal target of the outer divertor [6] [7] [8] [9] [10] . Following a brief description of the non-linear MHD model used in JOREK, we detail how experimental data was used to produce simulation input. The first simulation results using this initial database, together with their comparison to experimental data, represent the main achievement of this paper. Significant progress has been made in terms of ELM simulations, now producing ELMs of size and duration similar to experimental observations. The quantitative comparisons with the experiments reveals that simulations can reproduce quite accurately the ELM energy losses measured in experiments, which is the first time such a result has ever been obtained by a non-linear MHD code. However, there is some discrepancy in the way energy is transported to the divertor at low collisionality levels. In the conclusion, a discussion is proposed about how the present study and/or the JOREK model could be improved to resolve this discrepancy.
The non-linear MHD code JOREK
The 3D nonlinear MHD code JOREK was initially developed with the aim of producing ELM simulations [11, 12] . The MHD model used here is described in previous ELM studies [1] [2] [3] [13] [14] [15] [16] . It is a reduced MHD model for the five variables ψ (poloidal magnetic flux), Φ (electric potential), v// (parallel velocity), ρ (mass density), T (temperature). This reduced MHD model, first derived by H.R.Strauss [17, 18] , assumes that the perpendicular velocity lies in the poloidal plane, which reduces the momentum equation to two variables (for v// and Φ), and that the toroidal magnetic field is constant in time.
The perpendicular mass and thermal diffusivities D⊥ and κ⊥ used in simulations are ad-hoc coefficients with a well at the pedestal region to represent the H-mode transport barrier, as in [2] .
The Spitzer resistivity is used as η = ηo (T ∕ To) −1.5 , To being the temperature at the magnetic axis.
Likewise, a temperature-dependent perpendicular viscosity is assumed: μ = μo (T ∕ To) −1.5 . And the Braginskii model [19] is used for parallel thermal conductivity: κ// = κo (T ∕ To) 2.5 .
The plasma boundary in the Scrape-Off Layer (SOL) is a flux surface, on which Dirichlet boundary conditions (zero perturbation) are applied for all variables except density and temperature.
For density and temperature, Neumann conditions with null gradient are applied. At the divertor targets, Mach-1 (or Bohm) boundary conditions are used for the parallel velocity, which is equivalent to setting the parallel velocity to the temperature dependent sound speed v// = cs = (
. Temperature and density have free outflow boundary conditions at the target, without density reflection (ie. no recycling). In the private region, which is also bounded by a flux surface, Dirichlet conditions are used for all variables.
The 2D poloidal grid is composed with isoparametric cubic Bezier finite elements [12] , so that continuity is satisfied for all variables, including the R,Z-coordinates. The finite element grid is aligned to equilibrium flux surfaces for the three regions of the core, the SOL and the private region. Alignment along open flux surfaces in the SOL is important in order to treat accurately the fast parallel transport of energy along magnetic field lines (ie. the heat flux κ//∇// T). The toroidal dimension is represented by a Fourier series. The time stepping is done using the implicit CrankNicolson scheme, so that the size of time steps depends only on the time scale of the instabilities that are simulated (ie. not the space grid resolution).
The choice of pulses and simulation parameters
Initially, four JET ILW unseeded pulses were selected to provide a scan in the edge safety factor q95, with varying plasma current at constant field: discharges 82893, 82897, 82898 and 82900 had a q95 of 3, 3.9, 4.9 and 6.1 respectively. The objective was to investigate the effect of connection length on the energy transport from the pedestal to the divertor.
These particular pulses were chosen because they all had the IR camera on the outer divertor, with the strike point positioned in the middle of the divertor.
This would permit direct comparisons of ELM divertor heat fluxes between simulations and experiments. The other, most important characteristic of these pulses was that the HRTS diagnostic was available, so that pre-ELM electron density (ne) and temperature (Te) profiles were available. The reconstruction of these profiles with respect to the magnetic equilibrium is described in [6] [7] [8] . The ne and Te profiles are needed to compute the GradShafranov equilibria for the simulations, because the poloidal finite-element grid is aligned to the Grad-Shafranov equilibrium for each pulse.
Although the simulations of the q95 scan produced interesting results, it rapidly became evident that four pulses were not enough to bring weight to the simulation results. Further, by using real experiments, the q95 scan is polluted by other variations from pulse to pulse, such as different pedestal pressure levels. This brought the decision to undertake a broader approach of simulating experiments, using a larger array of pulses. A total of 27 ILW pulses were retained.
All pulses were selected using these same two criteria: availability of HRTS profiles and IR camera data with the outer strike point on the vertical target (or tile-5). Figure-1 shows the divertor of the Iter-Like Wall on JET, together with the separatrix of pulse 82633. All plasmas had the same shape (low triangularity) with the inner strike point on the vertical target (tile-3) and the outer strike point on the horizontal target (tile-5). The field ranges from 1T to 2.5T, and the plasma current from 1MA to 2.8MA. Table-1 provides the list of pulses with their main characteristics, including the pedestal neoclassical collisionality calculated, as in [7] , as νe* (1) in [21] . The EFIT reconstruction is used to provide the boundary condition (on ψ) and the FF' profile to solve the Grad-Shafranov equation. The magneticonly equilibria from EFIT do not have any edge current, so that in order to include the bootstrap current in simulations, the FF' profile is modified to satisfy both the bootstrap current in the pedestal (using the Sauter model [22] ) and the total plasma current. For each pulse, it is ensured that the JOREK Grad-Shafranov equilibrium has the accurate total plasma current IP, pedestal bootstrap current, q95 and separatrix position (with respect to the EFIT separatrix).
A first set of simulations was run for the initial q95 scan using diamagnetic terms, but the diamagnetic effects were dropped for the full database simulations. The main reason for this approximation is that it is numerically challenging at present to run simulations with close-toexperimental resistivity including diamagnetic terms, which induce thin current layers that are numerically unstable at low resistivity. As has been shown in previous ELM studies [1] , having near-experimental resistivity values is critical to bring simulations closer to experimental observations, since ballooning modes in a resistive regime do not give a good representation of type-I ELMs. Hence, for the present study it was estimated that simulations would benefit more from a low resistivity without diamagnetic effects rather than the opposite.
The resistivity used for the simulations was taken a factor 75 from the exact Spitzer resistivity. JOREK simulations with a large number of toroidal harmonics are possible [23, 24] but these large-scale simulations require significant super-computer resources. At the moment, it is not feasible (within the available computational resources) to venture into such advanced simulations for all the discharges in the present JET database -not without certainty that the physics outcome of such simulations will be quantitatively satisfying. The present study required three months of simulation on HELIOS (Japan-JAEA). About six to nine months would be necessary to run the same simulations with multiple harmonics, and thus it is necessary to ensure that such simulations would be as optimized as possible, with respect to experiments, by first using single-harmonic simulations. It is most important to note that the simulation time itself, would be similar for higher n-mode simulations, the jump from 3 to 9 months simply comes from the longer queuing time required for larger simulations on super-computers. There is a large misunderstanding in the fusion community between the ability to run one large (high resolution) simulation, given the size of modern CPU machines, and the practical ability to run several hundreds of these simulations per year in order to gain a physics understanding of the immediate relevant issues. This should improve in future years, as large super-computers become more frequently available.
Although the reason for using a resistivity 75 times higher than the experimental Spitzer value is simply numerical, it is expected that higher resistivity enhances the growth rates of the ballooning modes, and can therefore lead to higher pedestal energy losses.
Figure-3 shows a scan in resistivity for the mode n=8 for pulse 82630. The growth rates are observed to be clearly affected by resistivity, but it is not evident that the simulation domain lies in a well-defined resistive regime compared to the Spitzer resistivity case. As progress is made, simulations will eventually be possible at the exact Spitzer values. For the present study, it should be kept in mind that the resistivity is not as low as it should be, which can affect simulation results.
Simulation results: main characteristics
Before comparing simulation results to experimental data, it is important to focus on certain details of these results as they stand, and more importantly, on how they compare to previous results. While, as will be shown in next section, some aspects of the results fail to align with the experimental observations, this set of simulations represents a significant improvement with regards to previous studies [1] . Some questions and doubts about general features of ELM simulations with the JOREK code that had long remained unanswered are now clarified.
Simulations were successfully produced for several experiments, using low resistivity (a factor 75 above the Spitzer values) and low viscosity. Previous simulations had been run with low resistivity only, the present study demonstrates that low viscosity is just as important. Focusing efforts on lowering viscosity and resistivity towards experimental values brings improvements to simulations that cannot be achieved by advanced MHD models alone. Of course, the opposite is also true -for example, diamagnetic effects largely improve the inboard/outboard balance of divertor heat fluxes caused by ELMs [25] , which was not captured in the present simulations.
Prediction models for ITER and DEMO will require diamagnetic drifts, neoclassical viscosity, advanced (eg. kinetic) parallel conductivity models and possibly full (non-reduced) MHD.
However, with or without these, simulations will need to run at experimental resistivity and low viscosity.
The first and main improvement from previous works is the time scale and size of the simulated ELMs: rather than short, small bursts (τELM < 300μs and ∆WELM < 2%) when only low resistivity was used in the past, simulated ELM crashes here with lower viscosity are longer and larger (τELM = 3ms and ∆WELM = 4.9% on average). This is particularly important for the present study, done using ILW pulses, which have longer (slower) ELMs than with the previous Carbon wall [5] . It should be noted that in this paper the time duration of an ELM is defined as the trace of the heat flux on the outer divertor (as opposed to the MHD duration of the instability). Also, ∆ WELM is defined relative to the total plasma energy: ∆WELM = WELM / WTOT. Figure-4 shows an ELM for pulse 82635, as seen with the heat flux on the outer divertor, using the IR camera, and its simulation. It is worth noting that there is an extremely large array of heat flux patterns, both in the simulations and in the experiments, with variations in spacial and temporal evolution, with repetitive or singular deposition peaks, with isolated "blobs" etc. The study of all these different patterns, experimentally or from simulations (with or without comparison), would be quite vast if in detail and thus would certainly require a dedicated publication. Until more advanced simulation Figure-1 results are obtained, such detailed studies of the simulated heat fluxes is left for future times.
Eventually, the study of simulated heat fluxes on the divertor should be compared against experiments as well as other simulation models, fluid and kinetic [26] [27] [28] [29] .
The second improvement in comparison to older JET simulations is that the width of divertor heat flux profiles is closer to experiments. At higher resistivity and/or higher viscosity, it is systematically greater than 15cm, which is larger than the experimental IR observations. In the present simulations, the heat flux profile width ranges from 8cm to 16cm, averaging at 11.5cm between all pulses. The heat flux profile widths cannot be extracted from the IR data for most pulses because part of the profiles are beyond the edge of the target plate, as seen on Figure- The origin of precursors in simulations is also not well understood, apart from the fact that low resistivity is required, but they are a sign that simulations are becoming experimentally relevant. In particular, they will be of importance when exploring multiple ELM cycles and the crossing of the peeling-ballooning stability limit, since they demonstrate that unstable modes can remain at low activity in the pedestal for extended periods of time before producing an ELM crash.
In addition, simulations with precursors have much more violent ELM crashes, which could be Unfortunately, this also means that these pulses are numerically more challenging. Pulse 82893 had numerical instabilities that prevented the simulation from passing the main non-linear phase, while pulse 83333 only succeeded for about 0.5ms of the ELM crash, as seen on Figure-5 , before it became numerically unstable. Thus, the ELM duration and ELM size was not available for these simulations.
Some theoretical explanations have been proposed in [30] : that precursors are due to the stabilising influence of the strong shear near the X-point inside the separatrix, which could explain the disappearance of precursors at higher resistivity. Although it is yet too early to make any clear comparison, further simulation works on precursors should include a study of the effect of the Xpoint magnetic shear to explore this interpretation. In particular, it should be noted that in highresistivity simulations, the ballooning modes are always active, no matter what the pedestal pressure gradient is, such that the size of the ELM crash is proportional to the linear growth rate of the modes. In the low resistivity simulations presented here, however, all simulations have comparable growth rates (within one order of magnitude), and the two pulses with precursors are neither the most nor the least linearly unstable. However, when the ballooning mode starts interacting with the background equilibrium during the precursor, it is clearly not evacuating as much density and energy as it should (compared to other pulses with similar linear growth rates), suggesting that it is stabilised by the background equilibrium. Nevertheless, this damped mode eventually creates a crash much larger than all other cases without precursors (including those with higher linear growth rates).
In addition, although the present simulations did not include diamagnetic drifts, a strong flow shear is still present in the pedestal, due to the pedestal pressure gradients and the X-point geometry (see [31] for detailed studies of equilibrium flows in simulations). It is quite certain that the equilibrium pedestal flow also has a strong influence on the linear and non-linear stability of the ballooning modes, and should also be considered in further studies of precursors, with and without diamagnetic drifts.
Finally, q95 could play a role in the intensity of the divertor heat fluxes. For the shortest field lines starting inside the hot pedestal (at least 1 /2TPED), the connection length, calculated as half the length of the field line from inner to outer divertor target, increases from 215m at q95 = 3 up to 295m at q95 = 6.1. Note that this is about a factor 5 higher than the estimate π R q95, which is consistent with the assumption required by kinetic simulations of parallel ion transport [29] . The peak heat flux on the outer divertor is seen to decrease from 64.3MW.m 
Comparison against experimental data
The first aspect of ELMs to consider is the energy loss, ∆WELM. This increases with pPED, both in the experiments and in the simulations, which agree very well, as shown in Figure-7 . The ELM energy losses also increase with plasma current, but this dependence on IP is only due to the increase in pedestal pressure at higher plasma current, as shown in Figure-2 . While integration of the plasma energy and the divertor heat loads is straight forward in the simulations, experimentally it was calculated using the HRTS diagnostic, with averaged pre-and post-ELM profiles. This method to calculate WELM values using HRTS has been shown to be in good agreement with the diamagnetic energy estimates (WDIA) from EFIT for carbon-wall data [6] [7] [8] . Taking κ// to higher values will require additional efforts and is left for future work. However, this difference between the simulated and the experimental peak heat flux increases further at higher pedestal pressure, even though the simulated energy losses become larger like in the experimental observations. What compensates the lower heat fluxes in simulations is not the width of heat flux profiles, which in fact decreases at higher pedestal pressure, it is the duration of the ELMs: they are not as intense as the experimental ELMs, but last longer in order to evacuate the excess plasma pressure. This is clearly seen as a function of pedestal collisionality νe* ped , in Figure-8 . In the experiments, the ELMs become more intense and shorter at low νe* ped , while in simulations, they become a little more intense, but last much longer, which results in similar total energy losses. Note that this decrease in ELM duration at lower collisionality, observed here on the IR camera, is consistent with previous studies of ELM time scales [7] .
This brings the main point of this work. Which reasons stand out as potential causes for the discrepancy between simulations and experiments at higher pedestal pressure? Some of these potential explanations have been identified and should be discussed. Among them, the main ones are: the parallel conductivity model, the SOL temperature level, the divertor boundary conditions, the kinetic effects at lower collisionality, and the pre-ELM pedestal pressure profiles.
Figure-8: Heat flux and ELM duration as a function of pedestal collisionality
Although Braginskii may not be the most advanced model, there is some incentive that this is not the only cause for the observed discrepancy. In previous works [1] , it has been shown that using the same equilibrium (ie. the same ballooning-unstable pressure profiles) at different collisionality reproduces this key feature of ELM dynamics: shorter, more intense ELMs with higher WELM at lower νe* ped . However, these previous ELMs were much smaller (∆WELM < 2%), and the consequence on parallel transport might not be negligible. Note that fluid simulations with 2D CFD codes like EDGE2D-EIRENE or the integrated codes like JINTRAC, which also both assume Braginskii SOL models for the parallel conductivity (with kinetic flux limiting factors), do in fact always overestimate the deposited heat flux at the targets, which is contrary to our result [26, 27] .
This strongly suggests that the underestimation of heat fluxes from the present simulations do not come from the Braginskii parallel conduction model, but rather from another aspect of the way these particular JET simulations have been set up.
The temperature level in the SOL can also affect the divertor heat fluxes, since the parallel transport of energy is subject to the sound speed, which depends on the squared root of temperature.
In the present set of simulations, a fixed ratio of TAXIS / TSOL = 200 was assumed for all pulses.
Studies with the lithium beam diagnostic and reciprocating Langmuir probes on JET could be used to provide an estimate for the SOL temperature levels depending on other plasma parameters for future simulations [33, 34] . This should determine whether the discrepancy in simulations was due to the assumption for TSOL in the present study. Likewise, more elaborate divertor boundary conditions could be important with respect to the discrepancy between simulations and experiments, and sheath conditions and/or kinetic effects should be included in further studies [13, 28] .
One of the main differences, however, in this set of simulations compared to previous works (where the peak divertor heat flux increased at lower νe* ped [1] ) is that each simulated pulse here has its own reconstructed ne and Te profiles. Whereas in this previous study [1] , the collisionality scan was done for a fixed pressure profile (hence the same ideal ballooning stability level for all νe* ped cases). A valid explanation for the discrepancy would be that an advanced EFIT version should be used to map the HRTS profiles. Improved EFIT equilibria that include edge currents would have different flux expansions in the pedestal, which could affect the pressure gradient of ψ-mapped HRTS profiles. Hence, this study should be reproduced with pressure profiles constructed using improved EFIT equilibria.
If the above modifications do not resolve the discrepancy observed at low collisionality, then it means that ELMs cannot be consistently simulated by starting with pre-ELM profiles (ie.
simulations must go through the stability limit of the pressure gradient as in the experiments, which is equivalent to simulating multiple ELM cycles). Note that the simulation of multiple-ELM cycles will be required in any case for the prediction of ELMs in future devices, for which pressure profiles are of course not available. Pre-ELM profiles simulations can only be used for validation against current experiments, not for prediction.
Also, the missing recycling in the present JOREK simulations does lead to an underestimate of the temperature gradients along field lines in the SOL, hence underestimating the conducted heat flow, included in codes like JINTRAC [27] . A reduced MHD model including neutrals (with recycling, charge exchange and radiation) is available for JOREK and has been used for disruption simulations [35] . This model should be used for further ELM studies to include high-recycling divertor conditions which are particularly ITER-relevant. This would solve the problem of higher parallel gradients in the SOL and induced larger parallel heat fluxes, as in [27] .
Kinetic effects at low collisionality and low resistivity could also be important for simulations of ELM energy losses, as has been shown in past studies [28, 36] . A first approach would be to use modified fluid models as proposed in [28] . The most appropriate solution would be to develop a coupled fluid-kinetic model for the JOREK code. However, since it has not yet been demonstrated by any non-linear 3D fluid code that kinetic corrections are absolutely necessary to reproduce experimental observations of ELM-induced heat fluxes at low collisionality, effort should be focused on improving the present fluid simulations before going to more elaborate models. In other words, the step toward a significantly more complex (and more challenging) physics model should only be taken once fluid models have been thoroughly understood and mastered.
Finally, and most importantly, it should be noted that one obvious possibility for the discrepancy could be that only singleharmonic simulations have been produced, and that multi-mode simulations could involve mode-coupling and thus higher MHD activity [24] . Simulations using n=1, …,8 and n=2,4,6,…,16 have been run for one of the cases at high pedestal pressure. In the early phase of the crash, the peak heat flux on the outer divertor remains close to the single-harmonic case, it is in fact slightly lower for the case n=2,4,6,…,16. In the later phase, however, nonlinear coupling between modes occurs, and although it has little effect for the case n=1,…,8, it is not negligible for the case n=2,4,6,…,16, where the peak heat flux is over a factor 2 higher than the single harmonic case. Figure-9 shows the evolution of the peak heat flux Figure-9 for the three cases, single harmonic, n=1,…,8 and n=2,4,6,…,16 . In future, multi-harmonic simulations will be run for all pulses, to evaluate the extent of single harmonic simulations on ELM, and if single-mode simulations should not be used to describe coherent ELM crashes. At present, it is inadequate to propose any global conclusion based on this simulation for one pulse, in particular, whether this would solve the discrepancy observed at low collisionality or not.
Conclusion and discussion
In order to start systematic comparison of ELM simulations against experimental data, a preliminary database of JET ILW unseeded pulses has been built. In future years, such databases on past and current tokamak devices will enable the validation of non-linear MHD codes like JOREK and thus provide confidence with regards to predictions of ELM energy losses and divertor heat loads in future fusion machines like ITER and DEMO.
A first set of simulations was produced using these JET pulses, and results were compared to previous simulations and to experimental observations. By lowering viscosity as well as resistivity to experimentally-relevant values, significant progress has been achieved with respect to previous results. In particular, it has been shown that non-linear MHD can reproduce long ELM crashes of several ms with energy losses comparable to experimental observations. Also, ELM precursors have been obtained for some of the pulses simulated, which is evidence that simulations are coming closer to experimental conditions. However, although the ELM energy losses seem to be consistent with experiments, the way in which energy is transported from the pedestal to the divertor is not reproduced accurately at lower pedestal collisionality levels that are most ITER-relevant. Some candidates have been proposed to possibly explain the cause of this discrepancy. The first is the Braginskii parallel conductivity model, which could be insufficient to describe pedestal and SOL parallel transport during ELMs. Ideally a kinetic model would be necessary, and coupled fluid-kinetic models should be developed in the future. In any case, for numerical stability, the level of the Braginskii coefficients in simulations was lower than the theoretical values for electron temperature, which should be improved in order to reproduce the high heat flux patterns observed with the IR divertor camera. The second possible reason for the lower heat fluxes at low collisionality is that the SOL temperature levels in the simulations were not chosen consistently with experimental studies, which could significantly affect the sound speed in the SOL, and hence the parallel transport of energy.
The third solution would be to use more elaborate models for the divertor boundary conditions, since in the present study only Bohm boundary conditions were used. The fourth possible explanation for the discrepancy is that an improved EFIT version should be used to map the pre-ELM HRTS profiles that are used in simulations. Edge bootstrap current, which is ignored in the standard magnetic-only EFIT on JET, could affect the poloidal magnetic flux expansion in the pedestal, and therefore have repercussions on the ψ-mapped HRTS pedestal gradients. Advanced EFIT versions are currently under development and more consistent HRTS profiles should be achievable in the coming year. Alternatively, AUG simulations should also be undertaken, since the CLISTE equilibrium code has been shown to be in remarkable agreement with diagnostics [37] .
One clear caveat in the simulations presented here are that a single mode number has been used. Simulations with multiple mode numbers and nonlinear coupling between modes could also solve the discrepancy at low collisionality, although this cannot be confirmed until multiple-mode simulations have been produced for all pulses.
These issues -the parallel conductivity model, the SOL temperature, the divertor boundary conditions, improved EFIT equilibria for the HRTS mapping, and most importantly multiple-mode numbers simulations -should be approached simultaneously to improve the simulations and their comparison to experiments. However, the possibility remains that none of these improvements would ameliorate the discrepancy at high pedestal pressure. This would be a strong indication that only simulations of multiple ELM cycles can reproduce the ELM crashes accurately, in which case simulations with diamagnetic effects, low resistivity and low viscosity should become the main focus of efforts. This is the reason why the presence of precursors in some simulations represents a major result here, since precursors are a key experimental aspect of the evolution of the pedestal pressure gradient through the ballooning stability limit. This intermediate step -the simulation of a preliminary database of discharges -is critical since its success is required before large scale simulations of several hundred pulses can be attempted, which would represent significant computational time and cost, and will be necessary in the coming years.
