The Capacitated m-ring-star Problem is a variant of the classical one-depot capacitated vehicle routing problem in which a customer is either on a route or is connected to another customer or to some Steiner point present in a route. We develop a new exact algorithm for this problem using a branch-and-cut-and-price approach and compare its performance with that of a branch-and-cut algorithm proposed earlier in the literature. Computational results show that the new algorithm outperforms the branch-and-cut one in many instance classes.
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Introduction
Let G = (V, E ∪ A) be a mixed graph, where E is the set of edges, defined for all pair of vertices in V , and A is the set of directed arcs called connections. Each edge e has a routing cost c e and each arc ij has a connection cost w ij . Vertices in V are partitioned in three groups: a special vertex 0, denoting a central depot, a set of customers U and a set of Steiner points W . Each arc in A is of the form uv where u is a customer and v is a vertex in V \ {0}.
A ring-star is a pair (R, S) where R is a subset of edges in E defining a cycle that includes the central depot, and S is a subset of arcs in {ij ∈ A : j ∈ V (R)}, where V (X) denotes the set of vertices incident to the edges (arcs) in X. A ring-star is Q-capacitated if the number of customers in it is at most Q. The ring-star (R, S) covers a customer v if v belongs to V (R) or there is a connection arc in S from v to some vertex in V (R). The sets R and S of a ring-star are also called by ring and star, respectively.
In the capacitated m-ring-star problem (CmRSP) one has to find m Q-capacitated ringstars covering all customers and minimizing the total sum of routing and connection costs. The CmRSP is easily seen to generalize the Traveling Salesman Problem and, therefore, is N P-hard.
The CmRSP was introduced by Baldacci et al. [1] who describe an application in the design of a large optical fiber network. The authors proposed a branch-and-cut algorithm for the problem and reported experiments where moderated-size instances were solved in reasonable time. To the best of our knowledge, this was the only exact algorithm available for the CmRSP until recently when, in [2] , we investigated the adequacy of column generation to the problem. The resulting branch-and-price approach was validated by computational experiments that showed it is at least as good as the branch-and-cut algorithm. However, no dominance between the two approaches was observed. Now, we can also view the CmRSP as a generalization of the classical one-depot Capacitated Vehicle Problem (CVRP). Some of the best results reported in the literature concerning the exact solution of the CVRP were obtained by a robust branch-and-cut-andprice (BCP) algorithm proposed in [3] . BCP algorithms embed cutting planes and column generation in a standard branch-and-bound procedure for solving Integer Programming (IP) problems. Encouraged by the success of this approach for the CVRP, in this work, we incorporate some of the cuts introduced in [1] to the branch-and-price (BP) algorithm we propose in [2] . This gives rise to a branch-and-cut-and-price algorithm whose performance is compared to that of a branch-and-cut algorithm for the CmRSP.
Mathematical Formulation
Let P be the set of all Q-capacitated ring-stars of an instance of CmRSP. A ring-star p = (R, S) in P can be represented by two characteristic vectors r and s with dimensions (|U | + |E|) × 1 and |A| × 1, respectively. The components of r are such that r p i denotes the number of times vertex i belongs to V (R) and r p ij the number of times edge (i, j) occurs in R. As for the elements in s, s p i is the number of times customer i is covered by p while s p ij refers to the number of times that arc ij occurs in S. Finally, if we associate a decision variable λ p to p, a set covering model for CmRSP can be written as:
where: c p is the cost of the ring-star p, V = V \ {0} and u ij = 2, if i or j is the depot, otherwise u ij = 1. Notice that the former case is needed to allow rings of length two. Constraint (1) fixes the number of ring-stars to be selected from P . The covering constraints in (2) force each customer to be in a ring or covered by a star. Constraints (3) forbid customers to be simultaneously in two or more rings. Constraints (4) limit the occurrences of an edge in a ring while constraints (5) do the same for an arc and a star. Finally, constraints (6) restrict the λ variables to assume 0-1 values depending on whether or not the associated ring-star is in the solution. Notice that, strictly speaking, one could think of representing a column by a binary vector indicating solely the vertices in the ring and in the star. By doing that, constraints (3), (4) and (5) become unnecessary to the model description. However, supported by some preliminary computational results, we decided to use the formulation above which allows us to establish a one-to-one correspondence between a column and a ring-star.
Since the number of variables in model (F ) grows exponentially with the number of customers and Steiner points, it is hard even to compute its linear relaxation directly. Column generation is a classical and handy way of tackling this situation. Basically, the idea consists in solving iteratively two problems: the linear relaxation of the restricted master problem (RMP), that is the model (F ) constrained only to the columns associated to a subset of P , and the pricing problem to generate new columns to add to the RMP. This technique is described in many textbooks on IP (cf., [4] ).
The pricing problem Let π, µ, ν, β and α be the dual variables related to constraints (1), (2), (3), (4) and (5) , respectively. Given a solution of the linear relaxation of the RMP,
Then, the reduced cost of a ring-star p isc p = e∈Ec e r p e + ij∈Aw ij s p ij − i∈Up i r p i + π. The pricing problem of (F ) requires the computation of min p∈Pcp , that is a generalization of the Profitable Tour Problem [5] .
The relaxed pricing problem To deal with the N P-hardness of the pricing problem, we relaxed it, as in [3] for the cvrp, to yield more general structures which include the ringstars. In [2] , we analyzed three kinds of relaxations and developed pseudo-polynomial time algorithms to solve them. Here, we review the relaxation that led to the best performance of the BP algorithm. To explain the idea we first introduce some additional notation.
The principle behind this relaxation is that ring-stars are relaxed to allow for vertex repetitions. A solution to the subproblem is then represented by a string of vertex labels as follows. Given a relaxed ring-star, an initial string is built whose first element corresponds to the depot, while the remaining elements correspond to the sequence of labels of the vertices visited when the ring is traversed in an arbitrarily chosen direction (starting from the depot). Finally, the label of all vertices in the star are inserted to the string immediately before the position of the vertex to which it is connected (you may assume that the labels are inserted in alphabetical order whenever two or more vertices of the star are connected to the same vertex of the ring). Now, given a string s = {x 1 , x 2 , . . . , x t }, and integers Figure 1 illustrates the definitions in this paragraph.
We are now able to describe the best relaxation according to the results we obtained in [2] . It consists in finding a 3-stream-free relaxed Q-capacitated ring-star whose reduced cost is minimum. For simplicity, in the discussion that follows, a 3-stream-free relaxed Q-capacity ring-star is just called a relaxed ring-star.
The pricing problem arising from the discussion above is solved by a dynamic programming algorithm having as one of its key elements the usage of a dominance rule responsible for the identification and the elimination of non-useful relaxed ring-stars, i.e., ring-stars that are not necessary to produce an optimal solution. In [2] , we show how to accomplish this task by means of a deterministic finite automaton (DFA). Figure 2 shows partially a digraph, called intersection digraph, that represents the transition diagram of the DFA associated to the problem of identify non-useful relaxed ring-star. White nodes represent states whose transitions are not completely described in the figure. The complete transition diagram can be derived from the intersection digraph proposed by Irnich and Villeneuve in [6] .
The alphabet of the DFA consists of all relaxed ring-stars and an input string of the DFA is a sequence of those relaxed ring-stars in non-decreasing order of reduced cost.
To identify non-useful ring-stars, we just need to consider the two predecessors of the last vertex in the string associated to each ring-star. If the depot is one of these predecessors, we represent the ring-star just by the other predecessor (see arc labels in the transition diagram of Figure 2 ).
Each state of the DFA represents the result of intersections of self-hole sets (see [6] for a definition) of the relaxed ring-stars in any dipath from DFA's initial state until it. A relaxed ring-star of the sequence is non-useful if there is no transition for it on the DFA. In this case, we delete it from the sequence, keep in the current state and continue processing the next ring-star.
The DFA implementation was instrumental in the performance of the BP algorithm. As a matter of fact, it led to a reduction of the overall processing time to almost 30% [2] . The relaxed subproblem we described in this section together with the DFA-based algorithm discussed above are among the main ingredients of the branch-and-cut-and-price algorithm we develop to solve the CmRSP. This algorithm is further detailed next.
Implementation details and computational experiments
This section is devoted to the description of the algorithms we implemented, especially the BCP, the computational environment, the instance classes, the tests we carried out with the algorithms and the analysis of the results. The algorithms We implemented the BCP algorithm using the same branching rules, node selection criterion, initial basis, and pricing algorithm as we did for the BP algorithm introduced in [2] . For completeness, we briefly discuss some of these issues below.
In our tests, the initial basis is composed of artificial columns and populated with additional columns generated by a naïve heuristic based on a greedy randomized strategy akin to the construction phase of a greedy randomized adaptive search procedure or GRASP for short (cf., [7] ). The traditional best bound strategy is used for node selection criterion while the formula presented by Lasdon in [8] is computed to obtain dual bounds at each node of the enumeration tree. In our implementation, according to the discussion in the previous section, the relaxed pricing problem is solved by a dynamic programming algorithm with the dominance rule implemented through the DFA-based algorithm.
The branching rule implemented in the BCP algorithm is derived from the work of Lysgaard et al. [9] and is based on the following valid inequality (known as C i -ring-capacity cut) for the CmRSP:
where C i = {j ∈ V : ij ∈ A},Ĉ i = C i ∪ {i} and δ(S) denotes the set of edges with precisely one end node in S. The term |{i ∈ U |Ĉ i ⊆ S}| refers to the number of customers that can be covered only by vertices in S. Thus, |{i∈U |Ĉ i ⊆S}| Q is a lower bound on the number of ring-stars necessary to cover customers in S. Therefore, the right-hand side (rhs) of inequality (7) defines the minimum number of edges of (S, V \ S) that belong to a ring in any feasible solution.
Denote by f (S) the difference between the left-hand side and the rhs of inequality (7) . Since the rhs is always even, a fractional solution λ * violates this inequality if 0 < f (S) < 2. In this case, the following branching cuts can be used: f (S) = 0 and f (S) ≥ 2. The heuristic to separate these branching cuts are based on the separation routines developed for the branch-and-cut algorithm described in [1] and is presented in Algorithm 1. As the separation routines were originally designed to work on the compact model of Baldacci et al., the variables of that model have to be computed from the λ variables of the set covering model. Before we show how this is done, we first have to define the variables of the compact model. This will be also useful for the presentation of the valid inequalities used as cuts in our BCP algorithm.
The variables of the compact model are divided into three sets. The x variables are defined for each edge (i, j) of E and are binary, except when one of the end points of the edge is the depot, in which case, the variable can also be set to 2. The value of x ij is 1 if and only if the edge (i, j) belongs to a ring. If x ij = 2 and, say, i is the depot, we have a ring formed solely by the depot and the vertex j. The y variables are defined for each vertex i of G in such a way that y i is 1 if i belongs to a ring and 0 otherwise. Finally, the z variables are defined for each arc ij in A with z ij taking value 1 if the vertex (customer) i is connected to vertex j in the solution. With these definitions, these three groups of variables can be easily computed from the λ variables of the (F ) model through the formulas: x e = p∈P r p e λ p , y i = ( p∈P j∈δ(i) r p ij λ p )/2 and z ij = p∈P s p ij λ p . Notice that depending on the λ values these variables can be fractional. Now, let us come back to Algorithm 1 that implements the branching rule of our BCP algorithm. The basic idea is to find a subset S of vertices for which inequality (7) is "more" violated, i.e., for which f (S) is as close to 1.0 as possible. According to the formulas presented earlier, the x variables of the compact formulation are precomputed from the current fractional solution λ * in lines (1) and (2) . For each vertex u, the loop from lines (4) to (8) calls the procedure ComputeCuts(x * , u, G) to construct a subset S containing u and such that the value of f (S ) is close to 1.0. Among those, the subset S for which f (S) gets closer to 1.0 is selected to define the branching constraints in lines (9) to (12) .
Procedure ComputeCuts(x * , u, G) is detailed in Algorithm 2. It employs a greedy strategy based on the weight function f : V → R which, to each vertex i in the graph, computes the increase in the value of f (S) if i is included in the current set S. The next vertex entering S is chosen as being the one that brings f (S) closer to 1.0. After that, the weight function is updated. The process is repeated until no vertex exits that improves the value of f (S).
The computations on lines (1) to (3) are O(|A|), while lines (4) to (7) consume O(|V | 2 ) time. The loop at line (9) repeats at most |V | times and, since the internal operations spend O(|V |), all computations on lines (9) to (25) take O(|V | 2 ). Thus, the complexity time of Algorithm 1: Heuristic of separation for branching cuts. Return the branching cuts:;
the heuristic to separate the branching cuts is O(|U ||V | 2 ). Notice that the heuristic in Algorithm 1 may fail to find branching cuts with left-hand sides similar to that of inequality (7) . In this case, the branching rule splits the solution space into two subspaces by forcing an edge (i, j) either to be in a ring or not. To do so, the constraints p∈P r p ij λ p ≥ 1 and p∈P r p ij λ p ≤ 0 are added to the formulation of the appropriate branches.
We now focus on the cutting planes generated in the BCP algorithm. To strengthen the linear relaxations of the set covering model (F ), three families of valid inequalities proposed in [1] are used: the connectivity inequalities, the ring multistar inequalities and the rounded ring-capacity inequalities. Below, we briefly describe these families and comment on their respective separation routines.
The connectivity inequalities read:
Given u and S, the inequality simply states that at least two edges of a ring intersect the cutset (S, V \ S) or there exists an arc joining u to some vertex of C u outside S. The validity of the inequalities presented next can be derived from the capacity Q of a feasible ring-star. Essentially, for a given vertex set S, these inequalities force the number of Algorithm 2: Algorithm ComputeCuts.
Input: fractional solution x * , vertex u, graph G Output: subset S ⊂ V and the value f (S) 
Return (S, f S);
edges belonging simultaneously to the rings of a feasible solution and to the cutset (S, V \S) to exceed a certain amount that is a function of Q. Somehow, they all originate from the inequality below which is part of the compact formulation given in [1] :
The ring multistar inequalities are defined by:
The rounded ring-capacity inequalities are obtained from rounded versions of inequality (9) . Three types of such inequalities were used in our implementation: the C i -ringcapacity inequalities, the rounded-capacity inequalities I and the rounded-capacity inequalities II. The first one corresponds to inequality (7) presented earlier. The rounded-capacity inequalities I can be expressed as:
Finally, the rounded-capacity inequalities II are given by:
The procedures given in [1] were used to separate inequalities (8), (10) and (11) . Given a fractional solution λ, we compute the values of the variables x, y and z of the compact model, and construct a graph G = (V , E) with edge capacity c : E → R. The separation routines consist in solving a s-t min-cut problem over G to find the most violated inequality, if one exists. For example, to separate connectivity inequalities, we must consider
, and c uj = x uj + 2z uj . So, given a minimum 0-u cut (S, V \ S) with u ∈ S, the subset S defines the most violated inequality (8) if the cut capacity is strictly smaller than two. A similar approach is applied to separate (10) and (11) (see [1] for details). On the other hand, we apply a simple heuristic to separate inequalities (7) and (12) which just checks if they are violated by the subsets S generated by the separation routines for (8), (10) and (11) .
We also implemented a branch-and-cut algorithm, herein after denoted by BC, based on the ideas presented in [1] . The cuts and the respective separation routines used in the BCP algorithm are also part of BC. However, contrarily to what is done for the branch-and-cut algorithm in [1] , we have implemented neither a strong branching nor a primal heuristic in both our algorithms.
Computational environment All our programming was done in C language using gcc 4.1.2 compiler. To implement the BC algorithm we used the libraries provided by xpressmp [10] version 17.01.01. In the BCP algorithm, xpress was used solely to compute linear relaxations. The experiments were ran on a Pentium IV 3.4 GHz and 4Gb of RAM and all the running times are reported in seconds. We limited the running time for all experiments to 1800 seconds.
Instance classes Both algorithms were tested on three instance classes: A, B, and C. Classes A and B are defined as in [1] . Each class has 91 instances generated from tsplib instances [11] named eil51.tsp, eil76.tsp, and eil101.tsp. The instances eil26.tsp contain 26 vertices and are generated from the first 26 points of eil51.tsp. Each tsplib instance contains coordinates of a set of points in the plane. Each point corresponds to a vertex of the graph. The first point defines the coordinates of the depot, the next |U | points are associated to customers and the remaining points determine the Steiner ones. To each tsplib instance, by varying α in {0.25, 0.5, 0.75, 1.0} and m, the size of the fleet, in {3, 4, 5, 7, 10, 14}, we construct a group of CmRSP instances, where the total of customers |U | is given by α(n − 1) , |W | = n − |U | − 1 and Q = |U | 0.9m . Obviously, instances with Q less than 2 are ignored. Routing cost and connection costs for each pair of vertices i and j are defined by using the Euclidean distance e ij between the points associated to these vertices. Both costs are integer and obtained by some rounding involving the Euclidean distance. We consider two types of edge weights specified in the tsplib [12] : euc 2d and ceil 2d. For a given pair of vertices (i, j), using ceil 2d we have c ij = β * e ij and w ij = (10 − β) * e ij , whereas using euc 2d we compute c ij = β * e ij + 0.5 and w ij = (10 − β) * e ij + 0.5 . For classes A and C we have β = 5 and for class B β = 7. A connection arc is actually created only if its connection cost is at most equal to f * i∈U j∈V w ij /(|U | * (|V | − 2)). For classes A and B, we used f = 0.2 as in [1] , and for class C we fixed f = 0.5 which, in principle, leads to instances having more connection arcs. In [1] , classes A and B are generated using the procedure above, except that the size of the fleet is considered in {3, 4, 5}, and the distance euc 2d is adopted. In a personal communication, though not required in the original statement of the problem, the authors informed that the ringstars considered in their solutions are forced to be canonicals. Canonical ring-stars are those where a Steiner point appears in a ring only if there exists one connection arc in the star linking some customer to it. It is easy to prove that, when the routing costs satisfy the triangle inequalities, there exists an optimal solution composed exclusively by canonical ring-stars. Contrarily to the ceil 2d weights, there is no warranty that the weights euc 2d satisfy the triangle inequalities. Thus, initially, we used the weights ceil 2d to compute the routing and connection costs for all instance classes. But, to make possible the comparison between the results of BCP and those reported in [1] , we also experimented with instances having euc 2d weights. These tests are discussed in the end of this section.
It is worth mentioning that the entire benchmark used in our experiments with the known optima is available in [13] .
Results and analysis As expected, preliminary experiments confirmed that the BP from [2] is dominated by BCP, i.e., it is worthwhile to combine the cutting-plane and the column generation procedures to solve the CmRSP. Therefore, our comparative analysis is restricted to the BC and to the BCP algorithms. Tables 1, 2, 3, 4, 5 and 6 show the results of the BCP and the BC algorithms for classes A, B and C. Each instance is represented by the columns inst, m, U and Q, that correspond to the name of the instance, the number of ring-stars, the number of customers and the capacity of the vehicle, respectively. The value of the best integer solution found by all the algorithms, including that of the primal heuristic used to populate the initial basis, is presented in column z * . Column gap reports the gap percentage of the dual bound obtained by the algorithm with respect to z * . The running time is showed in column time. Column nodes exhibits the total number of nodes processed in the branch-and-bound tree while column root displays the percentage of z * in respect of the dual bound obtained at the root node for each algorithm. The superscripts 1 and 2 in columns gap, time, node and root are used to refer to algorithms BCP and BC, respectively.
As can be inspected in columns root 1 and root 2 , the dual bounds obtained by the BCP algorithm are tighter than those of the BC algorithm. On average, the improvement observed in the dual bound was of about 11% in favor of the BCP algorithm in all instance classes. This helped the BCP algorithm to solve more instances than BC and also to get smaller final gaps as can be better appreciated in Table 7 . In the later table column best bound shows the percentage of instances in which BCP provided a better dual bound at root node than BC. The three next columns under the head unsolved, display the total of instances that were not solved to optimality by both algorithms (both), by BCP and by BC, respectively. Finally, column best gap presents the percentage of instances that remained unsolved by both algorithms but for which BCP got smaller final gap than BC. These results clearly show that besides obtaining better dual bounds at the root node in almost all cases, BCP was capable to prove the optimality of much more instances and, when this was not the case, to obtain smaller gaps than BC. Another observation is that instances in classes B and C seem to be more difficult than those in class A.
Another view of the results obtained by the algorithms for each instance class is given in Table 8 whose rows refer to groups of instances generated from the same original tsplib instance. Column gap displays the average reduction in the percentage of duality gap obtained by BCP with respect to BC, taken over all the instances that remain unsolved by both algorithms after the execution time limit was reached. This gap was calculated relative to the best known primal solution. Now, considering only the instances whose optimum was proved by both algorithms, column time shows the speed-up rate defined as the average running time of BC divided by that of BCP. Finally, the contents of column opt are of the form x/y where y (y − x) is the number of instances solved to optimality by BCP (BC), in other words, x is the number of instances solved by BCP in excess of that solved by BC. With these definitions, it is clear that the value in some cells may be undefined, which is denoted by a "*".
In all classes, the BCP outperformed BC in the number of instances solved to optimality, running time and final gap. Although this cannot be deduced from the data displayed in Table 8 , it is worth noting that BCP solved around 90% of instances faster than BC. The performances of the algorithms in each instance class is also illustrated in Figures  3, 4 and 5. On the left side in all of these figures, we present the total of instances solved faster by each algorithm. The right side shows the speed-up average given by the processor time of the slower algorithm divided by that of the faster. Besides solving more instances to optimality than BC (as already showed in the previous tables), BCP computed many instances faster than BC as we can see in these figures.
We also noticed that as the number of vehicles m increases, the performance of BC decreases while that of BCP gets better. The difference of behavior becomes more evident when the data displayed in Table 9 are analyzed. There, among all instances of the benchmark for each value of the parameter m corresponding to the fleet size (number of rings), we show the percentage of instances that were solved to optimality by each algorithm. Before doing our analysis, recall that, according to the procedure that generated the instances, 56%  63%  69%  67%  73%  62%  BC  50%  50%  38%  33% 33% 31% Table 9 : Total of instances solved at optimality. the vehicle capacity (Q) is strictly related to the parameter m. Thus, relative to capacity constraints, these instances can be think of having the same degree of difficulty. In this context, it is reasonable to assume that the size of m is more likely to make an instance harder to solve than the value of Q. In fact, as can be seen in Table 9 , both algorithms solved the same number of instances to optimality when m = 3. However BCP solved two (six) instances more than BC for m = 4 (m = 5). Moreover, for m > 5, BC solved 14 instances whereas BCP solved 32 instances to optimality. As said before, we extended our experiments to include instances with costs computed with the weights euc 2d as in [1] in order to compare our method with the branch-and-cut implemented in that work. In the analysis that follows, the times reported in [1] were multiplied by 0.65 to reflect the difference between the cpu clocks of the machines used in the two experiments. We should notice that one has to be very careful with this sort of comparison since variations in performance are due not only to hardware aspects. In this case, the implementations used different linear programming solvers, different programming language compilers and were executed under distinct operating systems. The implementation of BC in [1] also makes use of a more aggressive branching rule and of an upper bound computed by a primal heuristic in a preprocessing phase. None of these features were implemented in our algorithm. Nevertheless, for completeness, we decide to report also on this additional test.
The results for classes A and B are summarized in Table 10 . Column fast shows in how many instances the algorithm was faster and column speed-up represents the average in speed-up for each algorithm where it ran faster. The total of instances solved to optimality is provided in column opt. The number of times each algorithm got a better lower bound and the final gap average are given in columns lb and gap, respectively. Table 10 : Comparative between results reported in [1] and BCP algorithm.
Class
One can see that BCP solved more instances faster than BC and got a better speedup. However, the total of instances solved to optimality by BC was bigger than BCP. The results also suggest that BCP is slightly more suited to handle instances in class B while the opposite seems to be true for class A. Although this last experiment was not very conclusive, from the material presented in this section, we can say that BCP provides a very effective way to solve the CmRSP exactly and is at least as good as BC.
Conclusions
In this paper we analyzed the performance of a branch-and-cut-and-price algorithm (BCP) for the CmRSP. We extended the branch-and-price algorithm previously proposed in [2] by adding a subset of cuts described in [1] . The BCP outperformed our implementation of the branch-and-cut algorithm presented in [1] in several aspects. It solved many instances more and provided a higher speed-up. In particular, our tests with instances having large fleet sizes indicate that, in this case, the branch-and-cut-and-price approach is far more adequate than the branch-and-cut one. Therefore, though no definitive conclusions can be drawn by comparing the results of our BCP algorithm with those reported in [1] , our analysis suggests that branch-and-cut-and-price is a competitive and robust approach to tackle the CmRSP.
With respect to possible improvements to the BCP algorithm, one could devise the implementation of a strong branching strategy and of primal heuristics either to be called at each node of the enumeration tree or as a preprocessing phase. In [1] , both these issues are reported to be vital to enhance the performance of the branch-and-cut algorithm.
