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Abstract
CMOS scaling is rapidly reaching physical limits, forcing the industry to consider 
alternative routes to realise performance improvements. Strain-engineering is one 
such option and is already widely exploited in order to improve charge transport in 
the device channel. Almost every leading chipmaker has amiounced their version of 
strain-engineered CMOS and strain is forecast to play a major role in future device 
generations.
The effects of strain-engineering are certainly not restricted to the device channel. 
For example, the heavily doped source/diain extension regions are subjected to high 
levels of strain that can play a major role in determining dopant activation, dopant 
diffusion and carrier mobility. A vigorous research effort is imderway in order that 
highly active doping concentrations with minimal diffusion and good charge 
mobility are achieved. Since conventional dopant solubility limits already restrict 
dopant activation, scientists employ iimovative methods to try to heighten doping 
ceilings. Such research has tended to focus on ordinary, unstrained silicon and up 
until now, no comprehensive experimental research has been carried out to address 
the subject of heavy doping in the context of strain-engineering.
In this thesis, a detailed study into the effects of tensile strain on impurity activation 
and carrier mobility has been carxied out for n-type dopants in silicon. Significant 
stress effects have been uncovered including a 30% strain-induced electron mobility 
enhancement to the universal mobility curve. This improves the resistance 
char acteristic of heavily n-doped regions by 30%. For ar senic, tensile strain is shown 
to have little effect on dopant activation. Since tensile strain also increases arsenic 
diffusion, the effects of strain on arsenic doping are mixed since higher mobility is 
annulled by increased arsenic diffusion. On the other hand, tensile strain is shown to 
positively affect antimony doping in strained silicon. In addition to reducing 
antimony diffusion, modest amounts of tensile strain increase both electron mobility 
by 30% and increase antimony activation by a factor of 2 or more. These effects 
combine to create antimony ultrashallow junctions in strained silicon with a sheet 
resistance of <600Q/Sq, a junction depth of lOnm and junction abruptness of 
2nrn/decade -  satisfying the requirements of the semiconductor technology roadmap 
for upcoming technology nodes.
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Chapter 1 
1 Introduction
In the last four decades the world has been transformed by the extraordinary 
development of semiconductor-based technologies. Considering the huge impact of 
microelectronics in all fields of human life, we can only conclude that this 
technological development represents one of the foremost successes of science and 
engineering.
The CMOS revolution has been made possible because chipmakers have continually 
downscaled device dimensions during successive technology generations. Despite 
difficult challenges along the way, CMOS devices have evolved from the micro­
scale right through to the nano-scale and it seems only the physical size limits 
imposed by natuie will be enough to stop this phenomenon. It is the rapid approach 
of physical limits that has forced the semiconductor industry to consider alternative 
routes to realise performance improvements. Strain-engineering is one such option 
and is already widely exploited in order to improve charge transport in the device 
channel. Strain facilitates improved election or hole mobility between source and 
drain meaning device performance is improved without any reduction in the size of 
the device. It is this benefit of strain which means it is forecast to play a major role in 
future CMOS technology nodes.
The effects of strain are certainly not restricted to the device channel and the heavily 
doped source/drain extension regions are subjected to high levels of strain that can 
play a major role in determining dopant activation, dopant diffusion and carrier 
mobility. Much research is underway in companies and universities worldwide 
aiming to create ultrashallow, highly active and diffusionless doping for the CMOS 
source/drain extensions. The solid solubility limit of dopant species is rapidly 
becoming a limiting factor to dopant activation and many innovative ways to 
improve dopant activation to levels way above conventional solid solubility limits 
are imder investigation. This research tends to focus on doping in regular, unstrained 
silicon and until now, no comprehensive experimental research has been canied out
12
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to address the impact of strain-engineering on the electrical performance of heavily 
doped areas of the CMOS device.
In terms of diffusion, much theoretical and experimental work has been carried out to 
look at the potential effects of strain -  identifying both positive and detrimental 
effects. With regards to dopant activation, a large void exists in oui* understanding of 
strain effects, largely because of a lack of experimental studies. Also, until very 
recently, theoretical treatments were in disagreement and suffered from differences 
in formulation and, in some cases, errors.
The same is true for mobility. While ample information exists to describe strain- 
induced mobility enhancements for low-/rnedium- doped strained silicon, 
characteristic of the device channel, when we turn our attention to heavy doping, 
only a single experimental study and solitary theoretical treatment are forthcoming. 
The conclusions of these works ar e quantitatively inconsistent.
It is the above factors that make research into dopant activation and mobility in 
strained silicon an area worthy of research. However, in itself this provides a difficult 
challenge since strained silicon substrates are only stable when grown very thin -  in 
the order of a few nanometers. Layers grown thicker than this are subject to varying 
levels of strain relaxation during processing and this relaxation can be difficult to 
quantify. Therefore in order to reliably investigate strain effects it is preferential to 
work with very thin strained layers containing very shallow doping profiles. Reliable 
electrical characterisation of such layers is a non-trivial task and is a central reason as 
to why strain effects have not been thoroughly studied before now.
1.1 Objectives
In light of the voids in our’ understanding, the aims of this thesis fall under thr ee key 
objectives:
1) To demonstrate accurate and reliable measurements of dopant activation and 
mobility in both strained silicon and silicon control samples.
2) To use experimental measirr ements to uncover the effects of tensile strain on the 
electrical properties of the common donor irnprnities used for ultrashallow 
doping in CMOS processing.
13
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3) To utilise the effects of strain to create n-type layers conforming to the 
requirements of the semiconductor technology roadmap.
1.2 Thesis Structure
In reporting the progress towards achieving these objectives, this thesis is separated 
into the following chapters:
Chapter 1: Introduction
The first chapter is an introduction to the topic of this thesis. Key objectives that we wish 
to address are presented.
Chapter 2: Literature Review
Chapter two reviews the scientific literature that is directly relevant to strain- 
engineering. The use of strain as a tool for superior CMOS is discussed, as is the 
relationship between strain and dopants. The potential effects of strain on dopant 
solubility and electron mobility are considered in the context of current theoretical 
treatments, allowing some predictions about the possible routes of investigation that 
might produce exciting, significant results. The experiments of others are reviewed to 
enable a suitable starting point for this study.
Chapter 3: Experimental Theory and Techniques
This chapter explains the main experimental techniques utilised in this study, introducing 
background theory and describing how the techniques are applied.
Chapter 4: Differential Hall Profiling
Chapter four is devoted to an in-depth look at the differential Hall measurement 
technique. A separate chapter is assigned to this procedure since it widely used in this 
thesis to acquire experimental results and conclusions are dependent on the assumption 
that the technique provides reliable results. Results of experiments done to validate this 
assumption are presented and described.
Chapter 5: Experimental Results
In chapter five experimental results are presented and discussed. The initial focus is on 
arsenic doping since this is the conventional choice of n-type dopant in CMOS
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source/drain extensions. Following this we turn out attention to consider antimony 
doping, followed by an investigation into the effects of strain relaxation. Electrical 
results take precedence but are supported by other complementary measurement 
techniques.
Chapter 7: Conclusions and Future Work
This chapter concludes the thesis with an explanation of the outcomes of this project in 
relation to the initial objectives. We discuss our conclusions in the context of other 
dopants and speculate the significance that strain could have. This leads to ideas for 
future work.
Chapter 8: Bibliography 
Chapter 9: Appendix
1.3 Novelty of the Work
This thesis is the first thorough experimental examination of the effects of tensile 
strain on the electrical properties of heavily n-doped silicon.
For future technological applications dopant solubility limits are of specific interest 
and work is necessary to identify potential problems but also to highlight the positive 
effects of strain on solid solubility. The current study is the first to bridge the gap 
with recent developments in theoretical understanding.
The ability of tensile strain as a mobility enhancer at high doping concentrations is 
also open to debate and this topic is also thoroughly investigated.
15
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Chapter 2
2 Literature Review
2.1 Introduction
After observing from 1959 to 1965 the rapid increase in transistor integration onto 
silicon chips, Gordon Moore published a famous article in April 1965. His paper- 
made a bold prediction that the number of components on a single chip would 
continue to double approximately every two years for the next decade [1]. The graph 
demonstrating his original prediction is presented in Figure 2.1. Not only did 
Moore’s ambitious forecast remain applicable through to 1975, remar'kably the rapid 
enlargement in device integration has remained valid through to the present day.
1 ^ 1 1 JjtKUl c.
U>0— —
YEAfi
Figure 2.1. The prediction of Gordon Moore made in 1965 - the origin of ‘Moore’s law’ [1].
This trend has only been possible due to persistent scaling of transistor dimensions. 
In 1965 a single MOSFET transistor was approximately 100pm in size but over the 
course of the next forty year s this dimension has decreased exponentially from the 
micro- to sub-micro- and recently to the nano-scale. The rapid scaling of MOSFETs 
has been necessary to drive increasing microprocessor performance and advance 
information technology by integr ating more devices onto a single chip. The ability to 
consistently improve performance while decreasing power consumption and unit cost 
has made CMOS architecture the dominant technology for integrated circuits.
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The MOSFET has undergone relatively few structural changes in the past forty years 
but when necessary new materials have been introduced in the process flow to 
overcome so-called ‘road blocks’ to technology nodes (see Figure 2.2) [2]. It is 
during current and next generations of devices that even more innovative 
transformations will be implemented as physical device limits are rapidly approached 
and further scaling becomes increasingly difficult.
Ai-Cu
Ai-Cu
AI-CU Cu
AI Si
Ai-Cu LowK ELK
TVTIN
Poly Si2fPoly T1Si2/Poly HSi2/Poly
SK>2 Si02 Si02
Slicon Silcon Silcon Silcon Silcon S ilcon
Figure 2.2. The CMOS revolution has always relied on the implementation of new materials into 
the process flow. This is likely to continue for upcoming device generations [2].
Since inevitably, no exponential improvement can go on forever, the incorporation of 
new materials is an interesting approach to performance development and has been 
manifested for interconnects (copper and low-permittivity [3]), the gate stack (high- 
permittivity dielectrics and metal electrodes [4]) and recently in the wafer substrate 
(silicon-on-insulator and strained silicon [5]).
2.2 Strain-engineering
Silicon, in the form of ultra-pure wafers, is the established foundation material on 
which CMOS devices are built. That said, the semiconductor industry has resorted to 
strain as a means of realising device performance improvements in recent technology 
nodes -  utilising so-called ‘strained silicon’. This statement is evidenced by the large 
number of strained silicon technologies in production [6-14] and today almost every 
semiconductor manufacturer has announced their version of strained silicon CMOS 
[7-12].
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Globtil Strain Local Strain
Channel Strain
Figure 2.3. The different m ethods used for engineering strain in the transistor channel [15].
Figure 2.3 shows the various methods that can be used to engineer strain in the 
channel of a transistor. This is primarily where strain is implemented, utilised to 
improve charge carrier mobility between source and drain. On the left-hand side of 
Figure 2.3 is the so-called ‘global’ strain approach. The global approach implements 
a substrate on which the surface layer is strained, for example a biaxial tensile 
strained silicon layer, grown on a SiGe virtual substrate [11]. The conventional 
CMOS process flow is implemented as usual on the new substrate material. The 
same principle can be applied to create SiGe-on-insulator (SGOI) [16] or strained 
silicon on-insulator (SSOI) [17] substrates. In these cases the additional use of layer 
transfer techniques are applied to bring about the benefits of creating devices on a 
thin active layer separated from the underlying substrate by an insulating layer [17]. 
Alternatively the so-called ‘local’ strain approach may be used. Localised strain 
approaches tend to be implemented by cleverly utilising standard processing steps in 
the CMOS process flow, such as shallow trench isolation (STI) [18,19], silicide 
formation [20,21] or oxidation [22]. Alternatively additional process steps can be 
applied such as nitride deposition [23,24], nitride-stress memorisation [25] or 
localised epitaxy [8,9]. These methods are briefly introduced below:
Shallow trench isolation
The STI process involves deposition of a large volume of oxide to isolate devices 
and can create residual stress which is commonly compressive. The impact and 
potential development of the STI as a transistor enhancer have been well researched
18
Chapter 2: Literature Review
[18,19] however the magnitude of strain created is typically lower than that from 
other stressor techniques.
Silicidation
Metal silicides are typically present above the source/drain regions of the device and 
typically introduce a compressive strain in the device channel which is sandwiched 
between the silicides [20]. The amount of strain generated is dependent on the choice 
of metal used for silicide formation. Titanium silicides are the most desirable since 
these induce higher levels of strain [21]. Silicides can induce large stresses to the 
channel however care must be taken in ensuring that the silicide growth interface is 
smooth as uneven interfaces are a source of dislocation nucléation during silicidation 
[20].
Figure 2.4. Schematic diagram showing the relative positions of shallow trench isolation, 
silicide, nitride film and SiGe source/drain [26]. Each can be used to create strain beneath the
gate stack.
Nitride deposition
Nitride films can be deposited on silicon devices after silicide formation. This 
process is advantageous compared to the previous methods since it can be used to 
introduce either compressive or tensile strain [23,24]. Likewise nitride films can 
introduce stresses greater than other TocaT techniques, usually in the order of IGPa. 
A disadvantage of this method of strain-engineering is that diverse strains are 
generated at various positions across the device.
19
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High stress film
/  m
nMOS FET
Figure 2.5. A nitride film is used to create tension in the device channel [27].
It should be noted that this method of strain-engineering (using a tensile silicon 
nitride capping) was adopted by Intel to introduce longitudinal uniaxial tensile strain 
into the NMOSFET for their 90nm technologies (see Figure 2.5). This was shown to 
lead to an enhancement in channel electron mobility of 20% [27]. The challenge for 
this strain approach is to continually increase the nitride stress in line with scaling 
requirements for strained silicon CMOS.
Stress memorisation
Stress memorisation also uses film deposition to create strain. This method utilises a 
disposable film that is deposited on amorphised silicon before it is annealed. 
Following annealing, the film is stripped away. This physical process is not well 
understood yet the silicon regrowth process certainly creates some channel tensile 
strain and this has been utilised for the NMOS device [25].
Localised epitaxv
Localised epitaxy exploits heteroepitaxy in order to create localised strain in the 
channel of a device. The most detailed and successful study was reported by 
Thompson et al. [27] with the particular intention of improving hole mobility using 
epitaxy in the source/drain. Following transistor formation, a recess is etched in the 
source/drain regions which are subsequently filled by epitaxially grown SiGe. The 
SiGe, having a lattice constant larger than that of silicon, introduces longitudinal
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uniaxial compressive strain into the p-type MOSFET channel, increasing hole 
mobility by 50%. A similar approach utilising SiC in the source/drain has recently 
been shown as a successful way of creating tensile strain in the channel of the NMOS 
[28].
pMOSFET
Figure 2.6. SiGe source/drains are used to induce com pressive strain in the device channel [27]. 
Likewise SiC can be used to create tensile strain [28].
2.2.1 Virtual substrates
While local strain approaches tend to be the most widely employed in early and 
current generations of strain-engineered CMOS, the amount of strain that can be 
applied using these methods is typically limited to ~lGPa. To avoid such 
limitations, the epitaxial growth of strained silicon virtual substrates has received 
much research attention for over two decades. The direct objective for growing these 
materials was for incorporation into transistor devices where the traditional bulk 
silicon substrate is replaced by a strained silicon alternative. Biaxial tensile strained 
silicon layers grown in this way can accommodate stress levels of several GPa. 
Germanium is important for strained silicon since the SiGe alloy is a stable hybrid of 
the constituent materials. The SiGe system works because silicon and germanium 
have similar structural and electronic properties. Both form diamond crystalline 
structures allowing the formation of a continuous series of Sii.^ ^Ge^  (x is germanium 
content from 0 - 1 )  compositions with varying lattice constant (ao). The germanium 
lattice is -4.2% larger than the silicon lattice and so the lattice parameter of the alloy 
varies as a function of changing x. This is a linear variation according to Vegard’s 
law [29]
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= «a (1-^) + ^G, W (2.1)
The misfit strain (sg) created by the alloy is defined by
0^ = (2 .2)a.
where Og is the epilayer lattice constant and as is the substrate lattice constant. 
Incorporating (2.1) into (2.2) for silicon and germanium gives
% (2.3)
%
SiGe has emerged as a so-called virtual substrate material on which a thin silicon 
channel layer can be grown using heteroepitaxy. The newly foimed silicon layer 
maintains perfect registry with the underlying crystal and the heteroepitaxy induces 
strain since there is a difference in lattice constant between layers.
The lattice mismatch strain is accommodated through biaxial tension or compression. 
In a three-dimensional solid, a tensile strain applied in one dimension produces a 
compressive strain in the other two directions, or vice versa according to the Poisson 
effect. In this example, because ag for the silicon layer is smaller than that of the 
SiGe virtual substrate, tension occurs in the plane of the interface and shrinking 
occurs in the growth direction. Under these conditions the silicon epilayer is 
thermodynamically stable when grown to any thickness less than or equal to the 
critical thickness (fc). Layers thinner than tc do not relax because their structure is 
conserved by the energy in the layer being lower than the elastic energy around 
misfit dislocations, but for a thickness >tc strain relaxation begins, brought about 
since the misfit dislocations becoming energetically favourable. Partial strain 
relaxation begins and tends to increase in magnitude with layer thickness. However 
metastable strain can exist for thicknesses fi'om tc up to a metastable critical 
thickness {tc)^ Tliis regime exists when growth conditions are such to restrain the 
nucléation of dislocations, such as in low temperature epitaxy mechanisms. 
Metastable layers may however relax at least slightly during further heat treatments 
[30], through two mechanisms: roughening of the epilayer is the first, where the 
roughening allows the atoms near the surface to relax towards their equilibrium bond 
length. The second mechanism is misfit dislocation formation. These systems of 
epitaxy are illustrated in Figure 2.7.
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(a) (b) (c)
K
(d)
Figure 2.7. Different epitaxial m echanism s for epilayers grown atop an underlying substrate, (a) 
Homoepitaxy, to extend the substra te  material; (b) Heteroepitaxy below tc, with the epilayer 
lattice matching that of the substrate; (c) Heteroepitaxy with the epilayer relaxing towards its 
lattice constant through surface roughening; (d) Heteroepitaxy beyond critical thickness, with 
epilayer relaxation through misfit dislocations [31].
Figure 2.8 shows a cross-sectional electron microscopy image of a strained silicon 
layer grown on a SIo tGcoj buffer layer, fcfor this structure is only ~7nm (Figure 2.9) 
yet the silicon overlayer is grown to a thickness of 25nm. During processing at 
lOOO^ C the layer is likely to have relaxed, evidenced by the presence of stacking 
faults running parallel to the (111) plane that are obvious in the microscope image. 
The formation of these stacking faults is likely to result from misfit dislocations [32]. 
The widely accepted model used for predicting critical thickness is the Matthews and 
Blakeslee model [33]. Their formulation is based on a force balance model for 
propagating misfit/threading dislocations. The kinetics for this assumes that the 
dislocation will bow under stress. The misfit strain will drive the motion of the 
dislocation and cause layer relaxation whilst so-called Tine tension’ in the 
dislocation opposes this. An example of the calculated critical thickness and 
metastable critical thickness for given SiGe compositions is illustrated in Figure 2.9.
10 nm
Figure 2.8. Stacking faults present in a strained silicon layer grown to a thickness >tc [32].
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Figure 2.9. Critical th ickness against com position for Sii-xGe* grown on Si. The lowest curve 
gives the theoretical limit according to thermal equilibrium [33] and the experimental curve is 
for a m etastabie layer grown at 550°C by molecular beam epitaxy [34].
Other attempts to predict tc using stresses instead of forces have been made by Hull 
[35]. Experimental work has been cairied-out with similar objectives [36] and it has 
been widely found that the critical thickness is of similar* magnitude for given x, yet 
the metastable thickness varies significantly depending on the particular growth 
method.
2.2.2 Virtual substrates for CMOS
In the 1980’s, improvements in epitaxial techniques, particularly molecular* beam 
epitaxy (MBE) enabled researchers to determine the effects on band structure of 
tensile and compressive SiGe-based heterostructures. Manasevit et al. [37] reported 
entranced Hall mobilities for Si/Sio.gsGeo.is str*uctur*es in 1982, but it was in 1985 that 
Abstreiter* et al. [38] corroborated that tensile strained silicon grown upon relaxed 
SiGe undergoes a breaking in the six-fold degenerate conduction band and deduced 
that this was responsible for* mobility enhancement. In these early experiments the 
ability to attain high electron mobilities was limited by large defect densities in the 
SiGe layer and uncertainties in critical thickness limitations of the top layer*.
In the 1990’s the idea of using a constant-cornposition SiGe buffer layer atop a 
graded SiGe layer* allowed the strained silicon layer to be grown containing a
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significantly lower defect density. This was pioneered by Fitzgerald et al. in 1991 
where the number of threading dislocations in the SiGe was reduced leading to a 
reduction of dislocations in the strained silicon overlayer by a factor of 10^  [39].
In 1992 long-channel NMOSFETs, fabricated with a strained silicon channel grown 
on a SiGeo.29 virtual substrate, were demonstrated [40] and exhibited 70% higher 
mobility than NMOSFETs fabricated on bulk silicon. Devices were demonstrated 
with a buried channel showing higher peak mobility, although this advantage was 
lost at high gate overdrive when electrons are pulled towards the top SiGeo 29 layer. 
The performance of strain-engineered PMOS devices was reported as being similar 
to that for bulk silicon devices.
From the early 1990’s the strained silicon-based NMOSFET developed gradually 
with further enhanced performance and short-channel devices demonstrated in 1998 
by Rim et al. [41] (see Figure 2.10 as an example). This relative ease of development 
was attributed by Lee et al. [42] to the large performance gains achieved with modest 
germanuim content in the buffer alloy and almost universal mobility enhancement 
with various geometries. Strained silicon-based PMOSFETs, with mobility 
enhancement varying largely as a function of germanium content and gate overdrive, 
meant the subject of strain-induced mobility enhancement for holes caused some 
confusion.
Figure 2.10. Micrographs illustrating a device created with a traditional bulk silicon channel and 
one with a strained silicon channel grown on SiGe [43].
Between 2001 and 2003 development of strained silicon-based MOSFETs hastened 
to include higher p-channel mobility and the incorporation of on-insulator 
technology with the aim to integrate research ideas into ultra-short channel devices. 
Similarly a consensus in literature quantified expected strain enhancements for 
NMOS devices. Mobility enhancements observed experimentally by numerous 
researchers tend to agree well with one another [41] and also match theoretical 
predictions which are now firmly established [44].
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2.2.3 Band structure
The theoretical understanding for electron mobility (//) enhancement under both 
biaxial and uniaxial stress is reasonably well developed since experimental and 
theoretical work started with Dorda [45] as long ago as 1970. The vast experimental 
data on biaxial and uniaxial strained silicon suggest that enhanced electron mobility 
occurs commonly and that the physical mechanism is the same in both cases. Under 
strain, the six-fold degenerate conduction band valleys of silicon aie seen to split into 
two groups -  one, a lower energy, two-fold degenerate valley and a second, four-fold 
degenerate, higher energy set. Electrons preferentially populate the two lower energy 
valleys and as a result have a lighter conductivity mass (m*). In turn electrons have 
an increased mobility as illustrated by expression 2.4 below
where r is the scattering time of each carrier. Likewise band splitting reduces 
electron scattering which creates an additional increase in electron mobility [46].
Hole mobility in the strain regime is less well understood and more controversial 
[47-53]. Differences are evident for the biaxial and uniaxial case although both types 
lift degeneracy in the valence band and cause band waiping leading to lowered 
effective mass [47,48]. The difference in stress type causes a variation in the nature 
of the effective mass lowering [27] meaning imiaxial compressive stress offers larger 
hole mobility enhancement for a given stress than biaxial tensile strain [54]. Biaxial 
strain is seen to give modest hole mobility gains at high electric fields [55] due to a 
reduction in the separation of the light and heavy hole warped bands [51], returning 
the band structure towards the unstr ained case.
2.2.4 Uniaxial strain versus biaxial strain for NMOS
Currently, and since the introduction of strain at the 90nm technology node, cutting- 
edge chipmakers have implemented a uniaxial tensile strain approach to both the 
NMOS and PMOS device. For the NMOS, the key focus of this thesis, the
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implementation of a global, biaxial strain approach is desirable for future technology 
nodes, as outlined in a mobility-enhancement roadmap by Sematech in Figure 2.11. 
This change of tactic is advantageous for one key reason - considerably more strain 
can be induced using a global, biaxial approach. Likewise, since the mechanism of 
electron mobility gain is indifferent for a local, uniaxial approach and the biaxial 
case [27] it is envisaged that the two techniques can be combined and that the 
individual strains will sum to give a larger net tensile strain [56]. While the relative 
benefits of increasing strain are seen to gradually subside, the greatest mobility 
enhancements are found when biaxial tensile strain is applied. As shown in Figure 
2.12, the largest mobility enhancement using local, uniaxial strain is 65%, whereas 
this improvement is as high as 85% using global, biaxial strain, with even higher 
figures reported (up to 180% enhancement) [57]. In light of this, research into the 
effects of biaxial tensile strain on dopants is critical for future industrial device 
applications.
M O B IU T Y  E N H A N C E M E N T  R O A O M A P
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Figure 2.11. A mobility-enhancement roadmap as forecast by Sem atech [56]. The use of biaxial 
s tre ss  is likely to have a major role in future technology nodes.
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Figure 2.12. Reported mobility enhancem ent as a function of applied tensile strain [57]. While 
uniaxial strain produces large enhancem ents for relatively low levels of strain, the g reatest 
mobility enhancem ent is achieved using biaxial strain.
2.3 Source/drain extension doping in strained silicon
Ultrashallow source/drain extensions located under the gate edge are essential for 
producing high performance devices (see Figure 2.13). Forming these junctions is 
essential for coupling the source/drain with the device channel and to remove 
detrimental “short-channel effects” such as current leakage, latch-up and 
source/drain punch-through. When devices are scaled the junction depth of the 
extensions must scale accordingly to avoid creating these additional problems for 
operation.
extensio
Figure 2.13. Heavy doping in the source/drain extensions is crucial to produce high-
performance devices [12].
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Table II.1. Requirements of the International Technology Roadmap for Sem iconductors for front- 
end p rocesses in current and near-future devices [58].
Requirements o f the International Technology Roadmap for Semiconductors
Year 2005 2006 2007 2008 '  2009 '
Printed Gate Length (nm) 45 40 35 32 1 28
Drain Extension Depth (nm) 17.6 15.4 13.8 8.8 8
NMOS Drain Extension Resistance (Ohm/Sq) 358 389 412 811'\^ 840
Junction Abruptness (nm/decade) 3.5 3.1 2.8 <2.8
Table II.I shows how future generations of the NMOSFET require shallower 
source/drain extension doping to accompany the shorter channel and gate length. The 
abruptness of the junction is subject to the same tight restrictions and only the sheet 
resistance requirement of the extension is relaxed, although for every evolving 
generation low resistance is increasingly difficult to achieve for shallower, more 
abrupt extensions where less and less depth is on hand in which to position dopant 
atoms. To a good approximation the sheet resistance (Rs) can be calculated by 
1 1Rs (2.5)
Where Nd is the active dopant density, is mobility and q is elementary charge. Nd 
can be reasonably approximated as a product of Npeah the peak active concentration, 
and Xy, the junction depth, par ticular ly for abrupt, box-like junctions.
2.3.1 Shallow and abrupt junctions
To a large extent, the extension depth (xy) and abruptness are controlled by the 
energy and dose of incident dopant atoms during ion implantation. However, the 
diffusion of dopants from their as-implanted position can modify these properties and 
is potentially a colossal problem to device functioning. It is this restriction that has 
made phosphorus redundant as a dopant in the source/drain extensions. Since 
phosphorus is a relatively light element, it is typically more difficult to create a 
shallow phosphorus implant. Likewise because of large straggle, it is difficult to 
create an abrupt phosphorus-doped junction. Despite having a very high solubility in 
silicon, these factors coupled with the fact that phosphorus is the fastest diffuser of
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the n-type dopants [59] and is subject to transient enhanced diffusion (TED) effects 
makes phosphorus an unpopular choice in current device fabrication.
The most popular choice of n-type impurity for ultrashallow doping is arsenic given 
that, like phosphorus it has very high solubility, yet has the benefit of being a larger, 
heavier atom and is thus more capable of creating a shallow, abrupt junction and is a 
slower diffuser during annealing (see Figure 2.14). Studies have shown that 
antimony is a potential replacement for arsenic given that it is additionally easier to 
create a shallower, more abrupt doping profile. Like arsenic, antimony is a slow 
diffuser but has the added advantage that it is not subject to TED effects and so the 
doping profile can remain shallow and abrupt following low temperature annealing.
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Figure 2.14. Diffusion coefficients for Sb, As and P in Si as a function of tem perature [59].
The reduction of junction depth in successive generations of CMOS is an ageless 
restriction of scaling and is one component of equation 2.5 that researchers can do 
little about. Likewise, nature decides that the elementary charge remains constant. 
On the other hand, sheet resistance is also defined by the peak dopant activation and 
mobility, and these are dynamic quantities that can be enhanced, potentially by 
exploiting strain-engineering. It is this challenge that is the focus of much research, 
including this thesis.
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2.3.2 Low resistance -  dopant activation and carrier mobiiity
The number of active donor atoms and the electron mobility largely determines the 
sheet resistance of the NMOS source/drain extension. It is desirable to have as many 
active donors as possible and to enable them to transport charge quickly. In reality, 
increasing both the number of donors and electron mobility simultaneously is 
difficult, since as the number of active carriers increases so too does the amount of 
ionised impurity scattering [60]. The relationship between carrier concentration and 
mobility is illustrated in Figure 2.15 courtesy of work by Masetti et al. [60]. Given 
that the carrier concentration can be increased through several orders of magnitude 
(lO'* -  1 0 ^'cm'^) while at the same time the mobility is only reduced by about one 
order (280cm"/Vs -  2 0 cm"/Vs), has meant that consecutive device generations have 
relied on increasing doping concentrations to achieve source/drain extension 
resistance requirements. Since increasingly this requires dopant activation to levels 
above conventional solid solubility limits, researchers are devising sophisticated 
ways to enhance doping ceilings in line with the requests of technological trends.
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Figure 2.15. Electron mobility as a function of donor concentration from the relationships
derived in reference [60].
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2.3.3 Equilibrium activation of dopant atoms
In Figure 2.16 a wide range of existing data from scientific literature has been 
compiled to illustrate the solubility of activated arsenic and antimony in silicon as a 
function of annealing temperature. A number of techniques have been used in the 
literature to estimate peak activation, including combined sheet resistance and Hall 
effect measurements or spreading-resistance profiling. In Figure 2.16 we consider 
only those reported solubilities measured by electrical measurement techniques. This 
is because from a device point of view we are primarily interested in electrical 
characteristics. Similarly, and as we will see, some discrepancy is often apparent 
between chemical solubility of dissolved dopants and their electrical activity.
The relatively low solubility of antimony compared to arsenic is traditionally seen as 
an obstacle to using antimony as the dopant species for the n-type SDEs. On average 
the peak activation of antimony will be one order of magnitude less than in the case 
of arsenic at any given annealing temperature. For device applications this will 
emerge as an order of magnitude higher extension resistance when applied to the 
SDE.
■ As equilibrium solubility in silicon 
10^ |r "  Sb equilibrium solubility in silicon
Eo
■2 10"
E
cQ)U
8
700 800 900 1000 1100 1200 1300
Annealing temperature (°C)
Figure 2.16. Equilibrium activation for As and Sb in Si as a function of tem perature. Data has 
been extracted from [59] and references therein. Dashed lines act a s  guides to the eye.
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2.3.4 Advanced annealing schemes
When ion implantation is used to place dopant atoms in a semiconductor a 
subsequent thermal treatment of the material is required to repair the damage created 
during the implantation process and to electrically activate the dopant atoms. It is 
also during thermal processing where excess point defects created during the 
implantation procedure can interact with dopant atoms and can result in the 
formation of inactive and/or mobile dopant-defect complexes leading to dopants 
being inactive and/or diffusing.
Annealing processes have evolved significantly over the course of the CMOS 
revolution from furnace, to rapid-thermal annealing, through to spike and recently 
flash annealing. Laser annealing has also been researched for over 25 year's [61], but 
due to integration issues has not yet been implemented as an industrial process [62], 
though laser annealing is forecast to become commonplace in future technology 
nodes [63]. Each development in the annealing lifecycle has moved towards 
increasingly shorter annealing times. Recently, much resear'ch has focused on flash 
annealing where samples are exposed to a very high annealing temperature but for a 
very short time, in the order of milliseconds. This approach results in high electrical 
activation due to the elevated dopant solubility at high temperatures as illustrated 
previously in Figure 2.14. The short annealing time means a near-diffusionless 
doping profile is achieved because of the very short dur ation of exposure at the high 
temperature. A key problem exists for near-futrue devices since even the highest 
equilibrium solubility of arsenic (~5xl0^^cm’^ ) is fast becoming too small to meet the 
demands of industry,
2.3.5 Solld-phase epitaxial regrowth
As a result of device scaling and to achieve dopant activation superior to equilibrium 
solubility, most shallow junction for-mation techniques now involve amorphisation of 
the substrate. This may be via an additional process step to create pre-amorphisation 
with a silicon or germanium implant prior to implantation of the dopant species. For 
light dopant species such as phosphorus, this reduces chaimeling during 
implantation, creating a shallower and more abrupt dopant profile. For heavier 
dopant species such as arsenic and antimony, amorphisation of the target substrate
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tends to occur in any case for the relatively high doses employed for SDE doping, 
utilising so-called self-amorphisation. This removes the requirement for an additional 
preceding implant.
When an amorphised region is created, some remaining crystalline material is 
intentionally left beneath in order to act as a seed allowing the crystalline structure to 
regrow towards the surface during annealing, restoring near-perfect crystallinity 
through solid-phase epitaxial regrowth (SPER).
For a non-amorphising implant, reasonable crystallinity can remain following 
implantation although many interstitial and vacancy defects are generated. On 
annealing, interstitials and vacancies recombine but leave a net excess of interstitials 
approximately equal to the number of implanted ions [64]. These interstitials reside 
around the peak of the implanted profile and can act to deactivate and create 
enhanced diffusion of dopant atoms. If the substrate is pre- or self-amorphised, 
almost no residual point defects survive in the amorphous region following regrowth 
and excess interstitials are found only at the original amorphous/crystal line interface. 
This is typically in the tail of, or beyond the dopant profile (Figure 2.17).
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Figure 2.17. Schematic diagrams showing (top) point-defect and end-of-range defects for a non- 
amorphising implant, and (bottom) for an amorphising implant [65].
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Another main advantage of using amorphisation and SPER is the high metastable 
dopant solubilities that can be achieved [6 6 ]. Metastable solubility is higher than 
equilibrium solubility as under the non-equilbrium conditions shortly after 
recrystallisation the silicon lattice can substitutionally incorporate a large volume of 
impurity atoms.
Recently a study by Duffy et al. compared the various annealing techniques for 
achieving metastable solubilités [6 6 ]. The study first investigated dopant solubility 
with solid-phase epitaxial regrowth using conventional rapid-thermal annealing. This 
treatment regrows the layer relatively slowly by implementing relatively low 
annealing temperatures, in this case 700°C. Flash and sub-melt laser annealing were 
also investigated as means of regrowing the amorphous layer. Each employs high- 
temperature (~1300°C) annealing for short times (in the order of milliseconds or 
microseconds, respectively).
Max As solubility
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Equilibrium
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Figure 2.18. Maximum chemical solubility for As (left) and Sb (right) in Si using different 
annealing procedures. Adapted from [66].
Duffy et al. used Rutherford back-scattering (RBS) to determine the substitutional 
concentration of different dopants following one of the various thermal treatments. 
All three annealing approaches created substitutional impurity concentrations 
significantly greater than the maximum equilibrium solubility for arsenic, antimony, 
and other dopants under test. For arsenic, SPER with conventional annealing was 
seen to create the highest substitutional concentration (9.6x10^’cm'^) of the three 
techniques (see Figure 2.18). Literature also suggests that this method produces
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higher arsenic solubility than full-melt laser annealing [67]. The analysis also 
suggests that SPER and rapid-thermal annealing produces the highest metastable 
antimony solubility (6.4x1 O^^cm’*). The various annealing methods produced similar 
results for every technique under investigation, which is a surprising result since 
conventional annealing was done at 700°C whereas flash and laser annealing 
employed at temperature of 1300°C. Likewise the annealing time was 10  ^ times 
longer in the conventional case compared to the laser annealing time. In contrast to 
the large temperature dependence of equilibrium solubility it seems that such 
dependence is not apparent in the metastable case, or at least, is not nearly so 
significant.
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Figure 2.19. Maximum m etastable activation for As (red) and Sb (blue) in Si using different
m ethods of SPER [32, 68-80].
In Figure 2.19 a wide range of existing data from scientific literature has been 
compiled to illustrate the metastable activation of arsenic and antimony in silicon, 
associated with active doping concentrations following solid-phase epitaxial 
regrowth [32, 68-80]. This figure is used to highlight the comparison between arsenic 
and antimony activation as opposed to showing any temperature dependence. The 
metastable solubilties presented are plotted on an arbitrary x-axis, organised only 
according to ascending magnitude. This is because, in agreement with the findings of 
Duffy et al., high metastable activation can be achieved using a broad processing 
window. For example, similarly active arsenic concentrations (~5xl0^^cm'^) are 
reported for annealing temperatures as low as 560°C for relatively long annealing
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times (240s) [78], and temperatures as high as 1030°C for very short annealing times 
(<ls) [73].
In the case of metastable solubility, the correlation between antimony and arsenic 
activation is very different from the equilibrium case. Under metastable conditions 
antimony is capable of reaching the same activation as aisenic. Despite this 
realisation, arsenic is used almost exclusively for source/drain extension doping. The 
recent study by Alzanki investigated the suitability of antimony to meet modem 
CMOS requirements for SDEs [72]. Employing SPER using low temperature 
annealing produced antimony doping profiles with a 1 2 nm junction depth and an 
optimal sheet resistance of ~800Q/Sq, a result of high metastable activation 
(~3xl0^^cm'“). Doping profiles were seen to be highly activated, abrupt and 
broadened only for processing at 900”C and above. The study concluded that 
antimony is a promising candidate for future source/drain extension implants, 
although it did not quite match the friture demands of the industry. The 2keV, 
4xl0 '^^crn"^ implant condition does however provide a suitable starting point for 
further experiments with antimony.
2.3.6 Dopant deactivation
It is notable that the metastable arsenic solubility determined by Duffy et al. in 
Figure 2.18 is considerably higher than any of the solubilities measured as being 
electrically active (see Figure 2.19). One explanation for this discrepancy could be 
that arsenic is a so-called ‘deep’ donor. In that case it would be plausible that not all 
substitutional arsenic would be ionised. Arsenic and antimony are both shallow 
donors, given that for each the donor level at room temperature resides only 54meV 
and 39meV respectively, below the conduction band edge in silicon. For the high 
doping concentrations considered here, these shallow donors will be fully ionised 
since the donor level is merged within the band edge for donor concentrations above 
~3xlO’^crn''' [81]. Instead, the difference between chemical and electrical 
measurements is believed to result fr om the existence of small, electrically inactive 
arsenic clusters that coexist with substitutional arsenic donors and appear as 
substitutional atoms when investigated with channelling experiments such as RBS 
[59]. These clusters are too small to be investigated by electron microscopy but are 
believed to form duiing the cooling-down from high-temperature annealing as
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convincingly demonstrated by Nylandsted-Larsen et al. [73] by comparing 
channelling and electrical measurements made on samples cooled at different rates 
following annealing at 1000“C. A schematic diagram showing Nylandsted-Larsen et 
al.’s conclusions is shown in Figure 2.20.
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Figure 2.20. The maximum chemical solubility of As in Si is greater than the maximum 
activation due to deactivation during cooling down [73].
Figure 2.21 is taken from the recent work of Martinez et al. and provides a good 
visual representation of the relative compositions of the silicon-arsenic phases [82]. 
The AS4V phase is shown to represent arsenic that is dissolved in the silicon lattice 
but has formed a cluster rather than an As^ - a dissolved arsenic impurity that acts as 
a donor.
In the case of antimony, very good agreement is demonstrated between the chemical 
solubility derived by Duffy et al. and the electrical activation measured by others. 
The formation of a similar inactive SbnVm phase has also been shown by Nylandsted- 
Larsen to occur for antimony [76], though in this case it tends to form less readily. 
Indeed antimony was shown to be much more stable against deactivation by this 
means when compared to arsenic [83].
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Figure 2.21. The relative Si-As phases following SPER [82].
By definition the metastable solubility is a dynamic state and during subsequent 
annealing the further energy added to the system means the concentration of 
dissolved impurity will gradually reduce towards equilibrium. This was 
demonstrated in Nylandsted-Larsen et al.’s work for implanted antimony activated 
by SPER and subsequently annealed for elevated times at temperatures in the range 
700-1000°C (see Figure 2.22). Deactivation required relatively long annealing times 
to significantly reduce the antimony activation, meaning the metastable level is one 
that ought to be both achievable and retainable in device-like short time processing.
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Figure 2.22. High Sb activation achieved for low tem perature SPER is seen to reduce towards 
equilibrium solubility for elevated thermal budgets [76].
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2.3.7 Shallow and abrupt junctions In strained silicon
Dopant diffusion is a key consideration for ultrashallow doping and can be modified 
in the presence of strain. A wide range of research has already taken place to 
investigate this topic.
Diffusion can occur as a result of either simple atomic exchange or by atomic 
migration mediated by point defects such as interstitials and vacancies. In silicon, 
simple exchange mechanisms are unfavourable and it is well known that interstitial- 
and vacancy-mediated dopant diffusion is the dominant mechanism [84]. Different 
dopants aie subject to varying contributions to total diffusion. Boron and phosphorus 
diffuse primarily by interstitials whereas antimony and tin diffuse primarily by 
vacancies [85,86]. Arsenic tends to diffuse through a combination of interstitial- and 
vacancy-driven mechanisms.
The formation and migiation energy of defects vaiies as a function of strain and so 
the presence of strain in the host lattice can alter the diffusion mechanisms. The 
impact of strain will be felt differently for each impurity species. In the presence of 
compressive stiain the vacancy concentration will more easily increase since a 
vacancy prefers the reduced lattice constant created by the strain. The interstitial 
equilibrium concentration will decrease. In the presence of tensile strain the opposite 
will be true of vacancy and interstitial formation. General trends in dopant diffusivity 
can be calculated by analysing strain-induced changes in point defect migration. 
Vacancy diffusion in silicon occurs by a simple atomic exchange with the nearest 
neighbour silicon atom, however the migration for an interstitial mechanism typically 
involves a two-step process [87-89]. In the presence of strain this can potentially lead 
to anisotropic diffusion. Detailed ab initio and lattice Monte Carlo calculations have 
predicted these anisotropies [90-92]. In Figur e 2.23 the effects of biaxial strain on the 
diffusivity of vacancies and interstitials is sirmmarised from the work of Diebel and 
Dunham [90,91]. Compressive strain enhances vacancy diffusivity whereas tensile 
strain reduces diffusivity and the opposite trend is apparent for interstitial diffusivity. 
These findings can be used to calculate the strain-induced diffusivity changes for 
common dopant species, and these are shown in Figure 2.24 [91]. For boron, 
primarily an interstitial diffuser, compressive strain acts to reduce diffusivity whereas 
tensile strain increases boron diffusivity. Calculations are well supported by 
experimental findings, for example, a study by Zangenberg et al. has shown that
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boron diffusion is increased by a factor of ~3 in the presence of 1% tensile strain 
[93].
uo.
C
D-o Vacancy
Interstitial (in-plane) 
G-Olntei-stitial (out-of-plane)Û
-0.005 0.005 0.01Strain
Figure 2.23. Vacancy and interstitial diffusivity enhancem ent under biaxiai strain [90,91].
For antimony, whose diffusion is almost exclusively vacancy mediated, diffusivity is 
enhanced under compressive strain and retarded under tensile strain. Again this 
analysis is supported by experimental studies [94-97] and predictions from total 
energy calculations [98]. Experiments by Kuznetsov et al. demonstrated that under - 
1% biaxial compressive strain antimony diffusion is enhanced by almost an order of 
magnitude [96]. Arsenic diffuses by a mixture of vacancy and interstitial 
mechanisms however ab intio predictions [92] and experimental findings [32] tend to 
suggest that in the presence of strain of any kind, a net increase in diffusivity occm*s. 
The excess interstitials that result from ion implantation often lead to a large 
diffusion enhancement in interstitial diffusers such as boron. This transient entranced 
diffusion is also influenced by strain. Dilliway et al. [99] presented the first results on 
the effects of biaxial tensile strain on ai'senic tiansient enhanced diffusion where it 
was found that strain impacts on the timescale and magnitude of TED. This is 
explained by the stabilisation of interstitial defects in the presence of strain leading to 
prolonged diffusion effects.
On reflection, much research has been undertaken on the subject of stress effects on 
dopant diffusion. However besides diffusion, dopant activation is also likely to be
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transformed by strain. Strain influences the formation energy of a substitutional 
impurity and non-substitutional clusters or precipitates. Therefore strain has the 
capability to modify dopant solubility and activation as a result of the net change in 
formation energy of a substitutional dopant relative to a cluster/precipitate. On this 
topic, so far very limited research exists.
Areenic, Silicon 
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Figure 2.24. Variation in dopant diffusivity as  a function of biaxial strain [90,91].
2.3.8 Low resistance -  dopant activation in strained silicon
Dopant-silicon strain compensation
It is intuitive to suppose that the concentration of a dopant that can be dissolved in 
silicon will be affected by strain in the host lattice. For example, applied tensile 
strain should act to encourage the substitutional incorporation of large atoms whereas 
it will obstruct the inclusion of smaller atoms into the lattice. In the first case, dopant 
incorporation will be favourable since the large atom will act to compensate for the 
substr ate strain. A small atom will only increase the tensile strain and therefore is 
unfavourable. If the case is reversed and we have a compressively strained substrate, 
then the small atoms are favourably incorporated and large atoms become 
imfavoui'able. Any significant silicon-dopant size difference will result in a 
significant local deformation of the lattice around the point where the dopant is 
dissolved. The extent can be estimated by considering the size mismatch between the 
covalent radius of silicon and the dopant atom. This treatment gives an indication of 
the strain compensation that a dopant species might offer.
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The lattice variation induced by substitutional impurities can be determined 
experimentally by techniques such as extended x-ray absorption fine structure 
(EXAFS) that can measure the change in bond length between silicon atoms and 
substitutional dopants compared to that between host atoms. Likewise x-ray 
measurements can be used to extract information about crystalline lattice parameters. 
In his book, Pichler compiles and cites a range of references from various techniques 
that extract the volume change associated with various substitutional impurities [59]. 
For example, substitutional phosphorus is associated with a small volume contraction 
in silicon of between -3% and -5% compared to the volume of a silicon atom. 
Therefore substitutional phosphorus will induce tensile strain in the lattice. 
Conversely, arsenic atoms create between a 6 % and 9% volume expansion, and a 
compressive strain. Substitutional antimony is associated with a 23% - 26% volume 
expansion, creating a larger compressive strain. These results can be used to make 
qualitative predictions about the effects of substrate strain on each dopant species. 
For example, phosphorus should be more easily activated in compressively strained 
silicon and less easily activated in the presence of tensile str ain. On the other hand, 
arsenic, and more so antimony, should be favourably activated in tensile strained 
silicon and vice versa in compressive strain.
It is perhaps surprising that there is cimently no direct evidence of the effects of 
strain on dopant activation. There are however examples of the by-product of strain 
in the case of boron doping in SiGe. Following the arguments from the preceding 
paragraph, substitutional boron is stabilised under compressive strain. In a SiGe 
compound, germaniitm atoms, being larger than silicon atoms, exert a compressive 
strain in the silicon lattice that is compensated by small boron atoms. Therefore 
boron activation is increased in SiGe relative to the bulk silicon case [100]. Sanuki et 
al. [101] produced subsequent work in 2003 in concun-ence and this trait has been 
utilised in CMOS devices which implement recess-etched SiGe source/drains [27]. It 
should be noted that this effect has only been demonstrated in the case where the 
SiGe is grown by epitaxy and the boron doping is incorporated in situ during growth 
rather than through an implantation and annealing process. Neveriheless, the 
experimental work of Clark et al. [1 0 2 ] and the theoretical approach of Aim et al. 
[103] concerned with co-doping strategies, suggest that strain compensation can play 
a role in enhancing dopant activation when implantation and annealing is employed. 
For example, Clark et al. report that the deactivation of boron is reduced when a
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boron implant is combined with a co-implant of indium. This effect is a consequence 
of strain compensation between boron and indium atoms incorporated 
substitutionally in the silicon lattice. The larger indium atoms act to compensate the 
localised tensile strain created by dissolved boron atoms, an effect which is not 
compensated without the co-implant. Likewise, Ahn et al. predict a similar effect 
using ab initio methods. The authors anticipate that boron solubility will be greatly 
enlianced in heavily tin-rich silicon, where strain compensation occurs between the 
large tin and the small boron atoms.
Strain-induced Fermi level shift
In general, when considering the effects of strain on dopant activation, it is not 
sufficient to consider only size effects. This was correctly identified in early 
theoretical work investigating stress effects on solubility. The first of these, by 
Sadigh et al. [104] correctly identifies the need to consider the effects of strain on the 
Fermi level. In fact Sadigh et al. suggested that the main contributing effect of stress 
on solubility is a stress-induced change in Fermi level. It was concluded that this 
effect produces a strong enhancement of boron solubility in compressively strained 
silicon. A solubility increase in excess of 200% is predicted for relatively moderate 
strain (-1%), where only a relatively small part (<2 0 %) of the enhancement occurs as 
a result of strain compensation arising fiom the size mismatch between boron and 
silicon. In contrast, boron solubility should be reduced in the presence of substrate 
tensile strain (-50% reduction for + 1%) as the size and Fermi effects combine in a 
detrimental way. The predictions of Sadigh et al. are reproduced in Figure 2.25, 
where change in equilibrium solubility limit (ESL) is plotted as a function of strain.
It turns out that this previous analysis is inconect, for two key reasons: firstly, the 
work of Sadigh et al. was based on the use of Maxwell-Boltzmaim (M-B) statistics. 
However, M-B statistics are strictly limited to describe non-degenerate systems, and 
the high solubility of boron in silicon can only meaningfully be considered under 
degenerate conditions [105]. This error implies that the Fermi level has no 
upper/lower limit, whereas in reality physical limits are imposed by the position of 
the conduction/valence band. For doping concentiations in excess of -SxlO^^cm'^ 
(i.e. vastly below the solid solubility of boron) the Fermi level is merged with the 
valence band and so strain will make no difference to the position of the Fermi level.
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Figure 2.25. Boron equilibrium solubility (ESL) enhancem ent as a function of biaxial tensile 
strain showing (a) the total effect, and (b) the B-Si size mismatch effect [104].
Sadigh et al. predict that the dramatic enhancement seen for boron under 
compressive strain will occur for arsenic under tensile strain due to a reversal in the 
direction of the Fermi level shift for n-type, as opposed to p-type dopants. No 
quantification of the effect is however undertaken by Sadigh and co-authors.
A similar* result was later found for boron solubility in strained silicon by Adey et al. 
[106] using the same approach. In this work the authors extended the study to 
additionally investigate the effects of strain on ar senic doping. For n-type dopants the 
effect of strain on the Fermi level would suggest a solubility enhancement occurs for 
tensile strain. Adey et al. concluded that strain compensation contributions are also 
important in the case of arsenic. However in contrast to the common result that 
arsenic creates a small net volume expansion (see the earlier part of section 2.3.8), 
Adey et al. foimd using ab initio methods that substitutional arsenic occupies a 
smaller volume than a silicon atom. The effects of Fermi level and dopant-silicon 
mismatch were calculated to be of nearly equal magnitude and opposite in sign, and 
thus cancel. Therefore Adey et al. predict that ar senic has a very small response to 
strain, as demonstrated in Figure 2.26.
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Figure 2.26. The enhancem ent of arsenic equilibrium solubility under biaxial tensile strain [106].
Solid lines rep resent total effect whereas dashed lines show Si-As size mismatch effects only.
Diamonds rep resent enhancem ent a t 1200K and triangles represent enhancem ent at BOOK.
However, again this treatment is inaccurate because the Fermi effect is incoiTectly 
included. Adey et al. also make a second error which is highlighted by the prediction 
that substitutional arsenic has a smaller net volume than silicon, contrary to 
widespread experimental findings. This enor occurs because for their calculations 
Adey et al. use a charged supercell, i.e. a silicon supercell containing an As"*" ion. 
This treatment does not include the complete stress energy of the system since it is 
necessary to consider the stress energy not only of the arsenic ion but also that o f  the 
electron. The same must also apply when calculating the response of boron in strain, 
where the boron ion and the hole should be considered. The combined atomic and 
electronic contribution to stress had been previously noted [107] but was not 
included by either Sadigh et al. or Adey et al.
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Figure 2.27. The solubility enhancem ent for As in Si as  a function of biaxiai strain, according to
Ahn and Dunham [108].
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More recently, a paper by Ahn and Dunhain has highlighted the significance that 
overlooking the charge caiTier contribution can have when calculating stress effects 
[108]. By correctly including the charge caiiier contribution Ahn and Dunham also 
predict the response of arsenic activation to biaxial strain (see Figui'e 2.27). In this 
analysis the authors correctly disregard Fermi level effects by assuming the Fermi 
level is merged to the conduction band edge. Despite the different approaches of 
Adey et al. and Ahn/Dunham, each reach a similar conclusion that arsenic solubility 
is reasonably unaffected by strain. A slight increase in arsenic activation is expected 
under tensile strain and a slight decrease under compressive strain, however 
extremely large, impractical levels of tensile strain are required in order create a 
significant effect -  approaching + 1 0 % strain is required in order to double arsenic 
activation. These ab initio predictions are supported by the experimental results of 
Sugii et al. where no difference in arsenic activation was found when comparing 
measurements on silicon and 1.3% tensile strained silicon [32], as shown in Figure 
2.28.
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Figure 2.28. Depth profiles of carrier concentration for 1.3% strained SI (squares) and SI 
controls (circles) that have received 3keV As Implantation and annealing a t 1000°C. Chemical 
profiles are shown for strained and control sam ples with solid and dashed lines, respectively
[32].
The formation energy equation used in the calculations of Diebel et al. [109] also 
fully accounts for the strain compensation energy of dopant boron in a stress field 
because the hole-induced lattice strain is considered alongside that of the boron ion. 
In this work Diebel and co-workers revisit the topic of boron solubility under biaxial
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Strain and conclude that boron solubility is enhanced under compressive strain and 
suppressed under tensile strain due entirely to a strain compensation argument. Their 
results are reproduced in Figure 2.29.
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Figure 2.29. B solubility in Si (at various tem peratures) as a function of biaxial strain [109]. 
Absolute values are calculated based on reference solubilities at zero strain.
In both the work of Diebel et al. and Ahn/Dunham, it was not necessary to consider 
stress effects on the Fermi level because of the high solid solubility of boron and 
arsenic, respectively. Although the predictions of Sadigh et al. and Adey et al. are in 
error, these analyses do correctly identify that strain can effect the position of the 
Fermi level. For dopants with low solubility, where the Fermi level is not merged to 
the band edge at the solubility limit, for example bismuth (solubility -lO'^cm'^ at 
700°C [59]), the effect of strain on the Fermi level must be considered in addition to 
dopant-silicon strain compensation. This calls for a general treatment that can be 
applied to any dopant.
A generalised theorv
In recent work by Ahn et al. [110], a general theory for the effect of stress on dopant 
solubility in semiconductors was formulated, considering the complete stress energy 
of dopants (i.e., ions plus electrons/holes) and the relative position of the Fermi level 
and defect energy levels within Fermi-Dirac (F-D) statistics. This theory is directly 
applied to the equilibrium solubility of boron, arsenic, phosphorus, gallium, 
antimony and bismuth in silicon to predict solubility enhancement factors (at an
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annealing temperature of 700”C) as a function of strain. The solubility of the n-type 
dopants of interest in this study are shown to be greatly affected by strain:
A further barrier to the use of phosphorus as a SDE dopant is that tensile strain is 
expected to create a reduction in solubility. On the other hand, for arsenic a very 
small increase in solubility is predicted. For antimony a large increase in solid 
solubility is predicted -  in excess of a 250% increase for tensile strain >1%. The 
calculations of Ahn et al. are consistent with the recent treatment of Hoguland et al. 
[ I l l ]  who predict dramatic stress effects on solubility in strained-layer structures, 
though this work focussed on alloy compositions.
Total - 
A £0.5
o
As0.5
GaT=700”C
  Bi
- 0.01 0 0.010.005Strain
Figure 2.30. Solubility enhancem ent factor (at 700°C) as a function of biaxial strain for various
dopants in Si [110].
The calculated solubility response to strain from Ahn et al. is reproduced in Figure 
2.30. So far only limited experimental verification for this model exists. The work of 
Sugii et al. [32] suggests that as much as 1.3% biaxial tensile strain has insignificant 
effects on the activation of arsenic in silicon, in good agreement with the theoretical 
predictions. Sugii et al. used a 3keV arsenic implant at a dose of lO'^cm'^ implanted 
into a 25nm strained Si layer grown on a relaxed SiGeo.3 buffer. SIMS and Hall effect 
measurements were used to characterise solubility and electrical properties within the 
layer. Electrical measurements showed the activation of arsenic to be the same for 
both materials. It should be noted that the experimental study was conducted under 
the metastable conditions associated with amorphisation and solid-phase epitaxial 
regrowth and therefore predictions made for the case of equilibrium solubility might
49
Chapter 2: Literatuie Review
not directly apply. However, in their work Alin et al. state that the model for the 
equilibriimi case may extend to also describe metastable solubility. Indeed the 
approach of Narayan and Holland [112] to calculate the maximum solubility of 
various dopants in silicon following amorphous/crystalline transfoimation tends to 
support this belief. Applying the procedures of a previous model [113], the authors 
conclude that the maximum concentration of an impuiity that can be dissolved 
during SPER is reached when the gain in free energy due to amorphous/crystalline 
transfomiation is equal to the increase in strain energy associated with impurity 
incorporation in crystalline silicon. This condition is decided by the strain mismatch 
resulting fr om atomic size differences between impurity and host. Calculated values 
for antimony, indium, bismuth, gallium and arsenic in silicon are shown to agree 
reasonably well with experimental values. Certainly there is excellent qualitative 
agreement.
This approach to metastable solubility suggests that strain applied in the host silicon 
substrate will modify dopant solubility during SPER. In agreement with the model 
for equilibrium solubility, it follows that in order for more antimony to be dissolved 
in a host silicon substrate it should be subjected to tensile strain. The same, though to 
a lesser extent, should also be true for arsenic. A small question remains as to 
whether the magnitude of improvement should be the same in the metastable case as 
those predicted in the equilibrium case by Ahn et al.
2.3.8 Low resistance -  carrier mobility in strained silicon
While there is consensus that tensile strain can boost electron mobility in silicon, 
research has focussed on enhancements for relatively lowly doped silicon, distinctive 
of doping levels in the device channel. Electron mobility is typically affected by 
doping concentration [60] where mobility is seen to reduce as doping increases, the 
degradation a result of enhanced ionised impurity scattering. At very high electron 
concentrations, like those for source/drain extension doping, the effect of strain on 
mobility enhancement is likely to be different than at the lower doping 
concentrations, though only limited evidence for this is cuiTently available. In Figure
2.31 theoretical predictions are presented for electron mobility as a function of 
doping concentration. These mobility-concentration plots have been calculated by
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adopting the analytical approach of Dhar et al. [114] both for conventional silicon 
and for biaxial tensile strained silicon with a strain of 0.7%.
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Figure 2.31. Electron mobility as a function of carrier concentration for n-doped silicon (black) 
and 0.7% tensile strained silicon (red) using [114].
For high doping concentrations the benefits of tensile strain to act as an electron 
mobility enhancer are predicted to be almost completely removed as doping 
concentrations approach lO^^cm'  ^ and beyond. A 20% mobility enhancement is 
forecast for doping with lO'^cm'^ donors, yet a maximum enhancement of only 6% is 
expected when the doping is raised to lO^^cm" .^ The mobility enhancement is lower 
again, only 5% for a doping concentration of 10^'cm’^ .
In the experimental study by Sugii et al. the effect of tensile strain on electron 
mobility for heavy arsenic doping (up to 2xl0^®cm'^) was investigated [32]. In Figure
2.32 circles represent electron mobility as a function of carrier concentration for 
arsenic doped silicon. In comparison, squares show the trend for tensile strained 
silicon that was grown on a SiojGeo.s buffer layer and is nominally tensile strained to 
1.3%. Sugii et al. show that the mobility advantages of using a strained substrate are 
certainly more moderate for highly doped silicon as opposed to those for more 
modest doping. For example, the authors conclude that electron mobility is enhanced 
by only -30%  in the range lO'^-lO^^cm'^, a significantly smaller enhancement than is 
typical (56-180%) for lowly doped samples under 1.3% strain [6-14]. However,
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Sugii et al.’s experimental results propose an enhancement three times greater than 
that predicted theoretically (10% at lO^^cm'^) according to the theory of Dhar et al. 
This is clearly an area without plentiful research and the quantitative disagreement 
between experiment and theory suggests further investigation is needed.
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Figure 2.32. Electron mobility as a function of carrier concentration for arsenic-doped silicon 
(circles) and 1.3% tensile strained silicon (squares) [32].
2.4 Summary and outlook
A review of the literature has highlighted several important issues that should be 
considered when planning research focussed towards future CMOS technology 
nodes. Firstly it is clear that CMOS scaling is rapidly reaching physical limits and 
this is forcing the industry to consider alternative routes to realise performance 
improvements.
Strain-engineering is one such option and is already widely exploited in the form of 
localised strain techniques in order to improve charge transport in the device channel. 
In the NMOS, tensile strain is employed to improve electron mobility. In order to 
continue increasing mobility, larger levels of strain, like those provided by strained 
substrates are necessary for future technology nodes. Global, biaxial tensile strain 
created by growing silicon on a virtual SiGe substrate is a potential route for the 
industry. In light of this, it is essential that the additional effects of strain on other 
parts of the device are considered and, where possible, are utilised to the chipmakers 
advantage.
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For the ultrashallow source/drain extensions it is essential that shallow, abrupt 
junctions be formed following ion implantation and annealing. This means that the 
effects of tensile strain on dopant diffusion should be considered and various studies 
have already investigated this topic. For phosphorus and arsenic, tensile strain 
impacts negatively by increasing dopant diffusion and TED. On the other hand, 
antimony diffusion is reduced in the presence of tensile strain. While strain effects on 
diffusion are reasonably well known, some confirmation of these effects are 
appropriate to this study.
Of fundamental importance to the source/drain extensions is the contact resistance, 
governed by carrier mobility and dopant activation. Electron mobility is known to 
increase as a function of tensile strain but for heavy doping uncertainty exists as to 
the magnitude of the mobility enhancement. This requires further resear ch. 
Experimentally, it is unclear how strain will impact on dopant activation. Preliminary 
experimental studies on arsenic doping suggest that it is reasonably uirresponsive to 
strain, agreeing with recent theoretical predictions. Likewise, phosphorus is predicted 
to have reduced solubility in tensile strain. Importantly, it is predicted that tensile 
strain will significantly enhance antimony activation in silicon. Since antimony has 
been shown to have similar* metastable electrical activation to arsenic in conventional 
silicon, it is possible that strain will raise antimony activation to levels above that for 
arsenic.
For both antimony and arsenic, the highest activation is achieved by employing pre- 
or self-amorphisation and solid-phase epitaxial regrowth with low temperature 
annealing. Alzanki successfully employed this technique in unstrained silicon and his 
optimal parameters -  2keV implants in the dose range lO '^^cm'  ^- lO^^crn'^ provide a 
good starting point for experiments with strained silicon. Investigations into this are 
both interesting and have huge potential applications to futiu’e CMOS and wider 
materials applications.
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Chapter 3
3 Experimental Theory and Techniques
3.1 Introduction
In order to demonstrate credible experimental results and draw valid conclusions 
about the effects of strain-engineering on n-type dopants, it is essential that good 
experimental practise be obeyed. Likewise, the errors and uncertainties inherent in 
measurement techniques must be considered and minimised. In Chapter 3 the main 
experimental techniques used for sample processing and analysis are discussed.
3.2 Strained Silicon Wafers
The common starting point for each experiment was with the acquisition of a wafer 
substrate. In this study thi'ee types of wafer were used. Standard p-type silicon wafers 
were utilised for unstrained, control samples. To investigate the effects of biaxial 
tensile strain on dopant behaviour, strained silicon wafers with 0.7% strain (defined 
as the increase in in-plane lattice constant) were used. The stiained silicon layers aie 
epitaxially grown via chemical-vapour deposition on a strain-relaxed Sio.83Geo.17 
buffer layer. Wafers were supplied by IQE Silicon, grown using their patented 
Ultrasmooth© process. This method is used to provide wafers for global integrated 
device manufacturers as a result of the repeatability and high-quality specification of 
growth (see Appendix 1.) This combined with the fact that the strained layer is 
grown to the Matthews-Blakeslee critical thickness of 17.5nm [33], means that the 
strained over-layer is very resilient duiing successive processing steps and relaxation 
effects can be completely avoided [115].
To look at the potential effects of strain relaxation, a second type of strained wafer 
was employed: 0.84% strained silicon layers, supplied by the Stockholm Royal 
Institute of Technology were grown to a thickness of ~40nm on a Sio.sGeo.2 buffer 
i.e. greatly above critical thickness.
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3.3 Ion Implantation
In order to replicate, in one dimension, the formation of ultrashallow doped layers, 
wafers were subjected to ion implantation. Ion implantation is a key method for 
creating doping in semiconductors. Because of the purity of the beam, the precision, 
reproducibility and flexibility offered by the teclmique, it is the main doping process 
employed by the semiconductor industry.
The main disadvantage is the damage that incident ions cause to the target substrate. 
This occurs as implanted ions entering the substrate aie energetic and just a few 
electron-Volts aie required to displace host atoms from lattice sites leaving the 
crystalline structuie of the substrate disordered. Consequently a thermal repair 
process is employed to restore the crystal structure and simultaneously incoiporate 
dopant atoms into substitutional sites within the host lattice. Low energy 
implantation is employed in the experiments in this study, however because of their 
large mass, implanted species have caused varying degrees of self-amorphisation 
[116].
3.3.1 The ion Implanter
The ion beam originates from a plasma created in the source chamber. For this study 
(when implanting antimony or aisenic), a vapour is created when a very pure solid 
piece of the material to be implanted is heated. The plasma is formed when atoms 
from the vapoui* are ionised by electrons, thermionically emitted from a tungsten 
filament. Permanent magnets are positioned surrounding the source chamber to 
induce the electrons into a helical path, improving the collision cross-section and 
increasing the likelihood of electron-atom interactions. The end of the source 
chamber is held at negative potential to attract ions towards an apeiTuie through 
which a beam can be extracted for mass selection or acceleration. In the Danfysik 
1090, ions aie mass selected prior to acceleration. The advantage of this is that the 
analysing magnet is smaller in size.
The extracted beam will contain other species of ion that aie potential contaminants. 
In the case of antimony, ions of the desired ^^ *Sb will be accompanied by ^^ ^Sb and 
molecular antimony ions of various chai ge states. The charge to mass ratio of each of 
these ions will be different and this fact is used to remove the unwanted ones using
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an analysing magnet. The magnet is tuned to steer ions of desired mass through the 
right-angle of the flight-tube, while heavier ions are not steered enough and lighter 
ions are under steered.
Following mass selection the ions are accelerated in an electric field to the desired 
velocity. As the beam passes tlnough the flight tube it is steered tlirough a T  offset to 
remove the neutralised fraction of the beam and minimise energy contamination. At 
the end of the flight tube, the ion dose is continually recorded by way of a Faraday 
cup.
For ultra-low energy implantation (<10keV) a deceleration system is required at the 
end of the beam line. This is a thiee-lens system that gives a deceleration potential of 
lOOeV to 30keV. Vmious acceleration and deceleration potentials can be used to 
attain the desired implant energy. Here, in the case of implanting at 2keV, a lOkeV 
acceleration potential and an 8keV deceleration is chosen to provide the best implant 
uniformity across the target substrate, as shown by Gwilliarn et al. [117].
The tar get substrate, which in this study has been a 4”-diarneter wafer or wafer piece, 
is mounted in the target chamber and held in place using four pins at the substrate 
perimeter. The target holder is angled at a T  tilt and 22° twist to reduce channelling, 
and is held at ambient temperature. During implantation the ion beam is raster- 
scanned over the entirety of the target wafer causing the dopant ion to penetrate the 
surface uniformly and eventually come to rest and reside in the target.
Acceleration tubeOptional deceleration system
1st B eam  line
Target chamber
Analysing m agnet
Source chamberTarget chamber
2nd B eam  line j f j
Switching m agnet
Figure 3.1. Plan view schem atic diagram of the Danfysik 1090 ion implanter used to carry out
the 2keV implants for this study.
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3.3.2 ion stopping
An implanted ion will lose energy and momentum during its path through the target 
material. As it enters the substrate with relatively lar ge amounts of energy, the first 
losses occur as a result of inelastic ionisation interactions with the outer electrons of 
target atoms. This is so called electronic stopping, which causes localised heating in 
the substrate. As the ion slows it will lose further energy through elastic, Coulombic 
collisions with tar get atoms. This is nuclear* stopping and causes displacement of host 
atoms. This dislodgrnent can create a chain of further displacements through a 
cascade of atomic collisions. The ion path will create lattice disorder by way of 
creation of interstitial, vacancy and other defects. Subsequently, when lar'ge numbers 
of ions are implanted, damaged regions will begin to overlap and the local crystalline 
silicon structure can become amorphous.
From ion to ion, the implanted impurity will follow a random path, however 
implantation doses in the order of 10‘"^ cm"^  are common, meaning the average 
distribution of ions is reasonably predictable. The ion path ensues in tliree 
dimensions and the total path length is defined as the ion range (R). The average 
depth from the surface that an ion resides is the projected range (Rp), The ion 
distribution can be approximated as a Gaussian distribution with standard deviation 
(ffp) with the ion concentration as a function of depth expressed as [118]
- ( x - R p Ÿn(x)=riQ exp 2(7 J (3.1)
While simplicity is desirable, this basic representation of the implant profile is often 
not completely accurate. For example, the substrate is dynamic throughout 
implantation par ticular ly when very high doses or ions of heavy mass or high energy 
are implanted. The target material that the first ion encounters may be very different 
to that of the last ion. In this case a simple Gaussian distribution of impurities is 
implausible. For a more accurate representation of the ion distribution further factors 
such as asymmetry of the distribution, the skewness, and the flatness of the profile 
peak, known, as the kurtosis should be considered.
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3.4 Secondary Ion Mass Spectrometry
Secondary ion mass spectrometry (SIMS) is a popular experimental technique to 
determine the chemical location of implanted impurities within a target substrate. By 
determining a concentration profile as a function of depth it is a powerful tool with 
which to look at the diffusion and segregation of impurities following annealing. 
Likewise, by integrating under the SIMS curve, information about implant dose and 
dose retention during processing is available.
SIMS uses an ion beam to bombard the surface under investigation. The beam is 
chosen to cause major damage by way of nuclear collisions at the surface with 
minimal impingement of underlying layers. During bombardment a collision cascade 
occurs in the material under analysis and some surface atoms receive sufficient 
energy to break free of the surface binding force as a sputtered particle.
Primary Ion Beam Mass
spectrometer
Secondary Ions
o o • o o o
O O  * ^ 0  0 0 0o o • cPo o o o 
0 0 0 * 0 0 0 0  
0 0 0 0 0 0 * 0
Figure 3.2. Schematic representation of the underlying principle of SiMS [119]. Primary ions 
(blue) are directed at a substrate containing host atom s (grey) and dopant impurities (red). This 
creates sputtered atoms, a proportion of which are charged (+) and detected.
The vast majority of sputtered particles are charge neutral, however a small fraction, 
usually only around 5%, leave the surface as charged ions. The ionised yield depends 
upon the choice of primary ion, as this will determine the probability of ionisation 
[120]. Caesium is known to increase the ionised yield of negatively charged ions and 
is used in this work where antimony and arsenic are under investigation.
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An elemental profile as a function of depth is achieved by monitoring the secondary 
ion count rate as a function of time. The time axis can be converted to a depth scale 
by using a profilometer to measure the sputter crater depth. In order to be 
quantitative, SIMS analysis requires standard materials to convert ion count rate into 
ion concentration. These are required to determine the so-called Relative Sensitivity 
Factor (RSF) values. The secondary ion yield depends on the primary beam (here, 
e.g. Cs), the element under investigation (e.g. Sb) and the major element in the 
sample (e.g. Si). A separate RSF must be established for when either of these is 
changed. Standards are usually prepared by medium-energy ion implantation on 
machines where the dose is known to be accurate. Standard samples should be 
independently analysed for implanted dose using complementary techniques such as 
Rutherford backscattering analysis. When a SIMS measurement is made on a 
standard, the average implant concentration (Ci) is calculated by dividing the implant 
dose by the measured crater depth. The RSF is then calculated using the following 
equation
RSF = C , . ^  (3.2)
1^
where Im is the silicon matrix ciuTent and Ij is the implanted ion cmrent, both defined 
as the total number of secondary ions divided by the measurement time, to give an 
average.
Consequently, when a sample is then measured where the dose is unknown, the RSF 
can be used to convert the ion count rate (//) to ion concentration (Ci) according to 
the following
C, = R S F . ^ ^ ^  (3.3)
For analysing trace elements it is assumed that the concentration of silicon matrix 
ions (Cm) remains constant throughout the measur ement and so the RSF and Cm can 
be combined to give a more convenient multiplication constant.
While SIMS benefits fiom extremely high resolution some measurement limitations 
are apparent. For example, the sputtering rate is assumed to be constant. Because of 
the change in material, this is unlikely to be the case when strained silicon samples 
grown on SiGe are measured. The measmement of implanted ions is therefore
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reliably restricted to a single layer, here the strained over-layer. Sputtering also 
implies that some mixing of surface and underlying layers will occur.
The SIMS profiles presented in this thesis were performed commercially by CSMA- 
MATS. Measurements used an incident Cs beam with energy of 500eV, giving a 
sputter-limited resolution of 2nm/decade, essential to resolve the details of the 
ultrashallow implants generated in this work. In each case the beam scan area was 
300x300|im, however only the central 66x66pm is analysed to avoid ion 
contamination caused by sputtering of the crater walls. Each sample is rotated at 
20rpm during the process to minimise crater roughness and hence improve the depth 
calibration.
3.4.1 Using SIMS to characterise ion implantation
By employing the method above, SIMS has been used to examine the uniformity, 
accuracy and reproducibility of implantation. For this, a selection of p-doped 4”- 
diameter silicon wafers were implanted with either 2keV or 5keV antimony in the 
dose range 2x l0 ’'’cm'^ -  lOxlO'^^cm'^. Following implantation, one wafer (implanted 
dose = 2xl0''^cm'^) had four selected pieces cleaved from the wafer body at the 
locations indicated in Figure 3.3. The four pieces were analysed by SIMS and the 
resulting profiles can be seen in Figure 3.4.
Figure 3.3. Schematic diagram representing a 4” wafer and the four relative positions where 
SIMS was used to investigate ion implantation.
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3.4.2 Uniformity of impiantation
In Figure 3.4 very little difference is evident between the implanted antimony 
profiles at the four locations. However, by integrating under the curve the implanted 
doses can be calculated and compared. It is apparent that approximately 9% more 
antimony is implanted at the very centre of the wafer (location three) compared to 
near the edge (locations one and four). A similar trend was demonstrated in work by 
G william et al. [117] and is thought to result from a focussing effect of the 
deceleration system [121]. The difference in implanted dose between the centre and 
location two is seen to be smaller, around 3%. With this in mind, all samples used to 
attain results in this study were taken from the region between location two and the 
wafer centre. While this meant that around half of the implanted wafer was not used, 
the difference in dose from sample to sample was constrained to around 3% 
variation.
The SIMS measurements monitored the yield of '^^Sb and some contamination is 
apparent. However, the ratio of '^'Sb:’^ ^Sb is 20:1 whereas the natural abundance is 
close to 4:3, suggesting that the mass resolution of the implanter is good. The 
difference in ‘^ ^Sb dose was within 1% across the four locations.
10
CO 3: 1.29x10'cm " ' 
4: 1.20x1 o ' -
Depth (nm)
Figure 3.4. SIMS profiles for SkeV Sb implants in Si. The four profiles correspond to analysis at
positions 1-4 as illustrated in Figure 3.3.
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3.4.3 Accuracy of the implanted dose
The antimony dose measured by SIMS varies between 1.19xl0^'^cm'^ and 
1.29xl0^'^cm'^. The nominal dose chosen for implantation was exactly 2xl0^'^cm’^ , so 
clearly there is some disparity between the values. The implanted dose is seen to vary 
between 60% and 65% of the nominal dose across the implanted 4” wafer. Similarly, 
an independent dose measurement using Rutherford backscattering analysis 
(discussed in Chapter 4) revealed an average dose at the wafer centre of 6.7x1 O^ '^ cm’^  
for a 2keV antimony implant with nominal dose of 10*^cm' ,^ i.e. 67% of the nominal 
dose, in good agieement with the SIMS experiment. The standard implanter 
dosimetry system is used to monitor the absolute dose and is collected via Faraday 
cups at the end of the beam line. This is done before the beam enters the deceleration 
system, which must be responsible for the inequality. The precise reason for this is 
not entirely clear [121]. All doses quoted later in tliis thesis are the nominally 
implanted dose, however the implanted dose will be around 67% of this value, plus 
or minus the uncertainty due to uniformity issues. While the true implanted dose is 
different to the nominal value, this of cour se has no bearing on the validity of results 
presented in this thesis but is an important point to note.
3.4.4 Reproducibility of the implantation process
To demonstrate the reproducibility of ion implantation in this study, Thermawave 
measurements were conducted on two wafers implanted separately, but using, as far 
as possible, the same experimental set-up. Each wafer was implanted with antimony 
to a nominal dose of 4xlO '^^cm"  ^with energy 2keV. The wafer maps ar e reproduced 
in Figirre 3.5. The Thermawave technique is only implemented for two 
measurements here and so is not described in detail. In brief, the system determines 
the uniformity of damage caused by ion implantation, a direct indication of the 
implanted dose. The Thermawave technology relies on the change in material optical 
properties brought about by this damage. A IMHz intensity modulated laser is used 
to pulse tire wafer smTace. As the laser energy is absorbed by the semiconductor 
material, free charge caniers are excited which release heat (thermal waves) by 
relaxation of electr ons and holes, and by retarded charge canier recombination. The
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diffusion of heat through the subsurface causes a change in the refractive index of the 
medium that is then detected by deflection using a second low power laser. The 
reader should refer to [122] for further details.
- Q  -
Figure 3.5. Thermawave wafer m aps for two different wafers, both Implanted under the sam e 
conditions (Sb dose = 4x10’^ c m e n e rg y  = 2keV).
Figure 3.5 shows maps of the surface damage induced by antimony implantation. 
The contours are spaced at 0.2% variation in TWU, the Thermawave unit, which is a 
function of reflectivity. The bold contour indicates the average damage and a ‘+’ 
indicates regions more damaged than average, a indicates less damage. The 
general trend agrees with SIMS measurements in that more damage is induced near 
the centre of the wafer and this is reduced as the scan probes the edges of the wafer. 
This is consistent with greater dose implanted at the wafer centre. Of utmost 
importance here however is the large similarity between the maps of the two 
individual wafers. This demonstrates that the reproducibility of implantation is 
excellent from wafer to wafer.
3.5 Annealing
To repair the damage induced by ion implantation, a thermal treatment is required 
which restores the substrate crystalline structure and incorporates dopant atoms into 
the lattice. Thermal energy encourages disordered material to return to a more stable 
state and regain crystallinity. Silicon will regain a tetrahedral configuration formed 
predominantly of silicon atoms, with some impurity atoms, linked together with 
covalent bonds. Variables such as the temperature and time of annealing will dictate
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the quality of the repaired layer and the extent of dopant incorporation into the 
lattice.
This study has used a Process Product Corporation (PPG) rapid thermal annealer for 
all thermal treatments. This system uses eighteen tungsten-halogen lamps to provide 
thermal energy. The lamps are arranged into two sectors, nine of the lamps at the top 
and nine at the bottom of the chamber. Samples are mounted on a 5"-diameter silicon 
support wafer located between the lamp sectors. The thermal treatment is carried out 
in a nitrogen ambient supplied by a steady flow of nitrogen gas (see Figure 3.6).
Water Cooled H ousina Lamp Array Support W afer Door
O  O  O  Ô  Q  C K  O  Q  O
Exhaust f
>  0  u  / j  u  u
Quartz Liner Thermocouple
u  u  u
Quartz W afer Tray
Gas Inlet
Figure 3.6. Cross-section through the 18 lamp rapid-thermal annealing furnace with annotations
showing key com ponents [65].
It is essential that thermal annealing is reproducible and operates at an accurate 
temperature that is uniform across the support wafer.
3.5.1 Uniformity of annealing
Smith [65] has carried out several experiments to quantify and improve the 
uniformity of the PPC annealer. His study used sheet resistance measurements on 
samples located at different points on the support wafer to indirectly compare the 
temperature across the chamber. The power distribution of the lamps was staggered 
to make the front section hotter to account for the temperature gradient created by the 
injection of cold ambient gas. This significantly improved the uniformity of the 
anneal cycle and is the preferred method used for annealing in this study. Smith 
quantifies the uniformity variation as 4% across a 5” wafer, however a very uniform 
section is apparent to one side of the support wafer (see Figure 3.7). Annealing small
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numbers of samples at any one time in the most uniform region can reduce the error 
still further. This technique was adopted in this study leading to variations of <1%.
Figure 3.7. Sheet resistance m easurem ents taken at nine locations on a 5" support wafer 
indicate a 4% variation across the wafer. A more uniform region is highlighted by the dotted 
rectangle and show s the region where all sam ples in this study were annealed [65].
3.5.2 Accuracy of the annealing temperature
A direct measurement of the temperature within the annealing chamber is difficult 
and indirect methods are favoured. One technique proposed by Timans et al. [123] is 
to monitor the epitaxial regrowth of amorphised silicon as a repeatable physical 
process that will vary as a function of temperature. Hamilton [124] used this 
technique to determine the real temperature of the PPC annealer. After annealing at 
570°C for 54s it was found experimentally that the thickness of recrystallised silicon 
was ~4nm thinner than expected by simulation. It was concluded that the real 
temperature in the annealer was 563°C, corresponding to only a 1% error.
3.5.3 Reproducibility of the annealing process
A data acquisition program designed by Benson et al. [125] is used to record the data 
output from the annealer control panel. This allows the information from one anneal
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cycle to be easily compared to another. Temperature inforaiation is recorded via the 
thermocouple attached to the support wafer in the anneal chamber. When comparing 
between two anneal cycles programmed to behave identically, the data acquisition 
system shows the difference between two separate cycles to vary by less than 1%.
The experimental elements of this study took place over approximately a two year- 
period. During this time a number of annealing cycles were run where it is assumed 
that the peak temperature was always the same. A parallel study by Hamilton over 
the same period of time and using the same annealer indeed produced temperature 
profiles showing negligible differences [124].
3.6 High-Resolution X-Ray Diffraction Measurements
Strained silicon layers grown on SiGe buffers are known to relax during annealing 
when grown above critical thickness [33]. Increasing the amiealing time has been 
shown to increase relaxation and while this study employs an isochronal annealing 
regime, the level of relaxation in isochronal studies has been shown to vary with 
temperature and is greater when the annealing temperature is elevated [30]. For the 
thickest strained layers used in this study, it is important that strain can be measured 
at successive stages throughout processing. High-resolution x-ray diffraction 
(HRXRD) is one method capable of doing this.
HRXRD is a powerful non-destructive technique for characterising crystalline 
materials. It can provide information on structures and structural parameters, such as 
average grain size, crystallinity, crystal defects, in addition to strain. Diffraction 
peaks are produced by constructive interference of a monochromatic beam of x-rays 
scattered at specific angles from each set of lattice planes in a sample. The peaks are 
typically narrow and intense from the silicon substrate and broader, lower intensity 
peaks from other sub-layers. These peaks are generated according to Bragg’s law, 2 d  
sm O ^n  X, where d  is lattice spacing, ^ is  the angle made between x-rays and lattice 
planes, n is an integer, and X is the wavelength of the x-rays. The x-ray beam strikes 
the sample at an angle, 9. The sample and detector are set to rotate simultaneously, 
with the detector moving at twice the rate. Diffraction maxima appear- each time that 
6*coincides with a Bragg angle (see Figure 3.8).
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X-ray detector
incident x-ray beam
crystal
Figure 3.8. X-ray diffractometer configuration. As the sam pie rotates through angle 0, the 
detector m oves through 20 and a diffraction maximum occurs when 0 s  Bragg angle.
Layers with larger lattice spacing than the substrate produce peaks at a smaller angle 
than that of the substrate, while layers with smaller lattice parameter produce peaks 
at a larger angle. The intensity of each peak increases as the thickness of the layer 
increases.
In this study HRXRD is briefly applied to measure misfit parameters parallel and 
perpendicular to the growth direction of the heterostructure substrates. HRXRD 
measurements were performed on a Philips X ’Pert Pro diffractometer and data is 
collected for the (422) reflection in glancing-incidence geometry, measured 
according to the procedure reported by Erdtmami et al. [126].
3.7 UV Micro-Raman Spectroscopy
Raman spectroscopy is another useful tool for characterising semiconductor 
materials. Raman scattering from lattice vibrations and electronic excitations is very 
sensitive to the local environment and can provide information about a material on 
the scale of a few lattice spacings. The technique is widely known as a non­
destructive method for measuring strain.
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3.7.1 UV Micro-Raman to measure strain
To improve the lateral spatial resolution of conventional Raiuan analysis in order that 
very thin strained layers can be characterised it is essential that a UV laser source is 
utilized in place of a visible sour ce because of the associated change in wavelength. 
The much shorter optical penetration of the UV (<10imr in silicon for 325nm 
wavelength) allows shallow layers to be accurately analysed, which is impossible 
with a visible laser (480nm) where the penetration is in the order of a micron [127].
In the case of micro-Raman analysis, incident light from the laser is directed onto the 
sample using a microscope creating a beam spot size of-1pm . Back-scattered light is 
collected through the same objective and directed through a monochromator and into 
a spectrograph with a grating of 2400grooves/mm. A very sensitive detector is then 
required as the Raman intensity is a second-order, inelastic technique and is 
relatively weak. Likewise the monochromator should have a high rejection ratio as 
the scattering will be dominated by first-order effects such as elastic Rayleigh 
scattering.
Stress is measured by Raman scattering from an optical phonon whose frequency is 
shifted from the imstrained case due to str ess creating non-harmonicity of the silicon 
lattice [128]. Unstrained crystalline silicon has a cubic diamond structure and three 
degenerate phonon modes at the Brillouin zone centre where the first-order Raman 
scattering takes place. Anisotropic strain such as that created by biaxial stress, 
changes the crystal symmetry and splits certain phonon degeneracies, changing the 
frequency of the three optical modes. True determination of strain components is 
difficult and involves measuring all tliree phonon frequencies. An approximation 
using a planar stress model has been shown to hold true for strained silicon grown on 
a SiGe buffer [129]. This assumes isotropic biaxial strain is applied in the plane 
par allel to the substrate surface. When using a backscattering geometry, only a single 
Raman mode is observed and the relationship below between Raman shift (Am) and 
total stress {a) is shown to hold true
Am {cm~  ^) = -  2 {GPa) (3.4)
In the case of biaxial stress in the x-y plane, the components of stress become and 
Gyy^  leading to
6 8
Chapter 3: Experimental Theory and Techniques
{GPa) (3.5).  2 ^
Assuming the stress is isotropic this becomes
A œ {cm~  ^) = -  4 c r {GPa) where ~ a (3.6)
Using the average Si-Si phonon peak shift between an unstrained control silicon 
sample and a strained silicon piece will give an indication of substrate strain that can 
be quantified using Equation 3.6. It is usual that compressive biaxial stress leads to a 
frequency increase and that tensile biaxial stress leads to a frequency decrease with 
respect to the unstrained case.
3.7.2 UV micro-Raman to measure carrier concentration
Cerdeira and Cardona [130] demonstrated in 1972 how Raman frequencies in silicon 
could be greatly affected by high caiiier concentrations (>IO^^cm"^). While the 
presence of lar ge volumes of impurities should affect the strain state of the silicon 
lattice, in their experiments Cerdeira and Cardona concluded that dopant size effects 
actually contributed very little to the Raman shifts they witnessed for both arsenic- 
and phosphorous-doped silicon. The only par ameter of importance in determining the 
frequency shift was seen to originate fr om carrier concentration effects. Theoretically 
they determined that for high n-doping, electrons alter the lattice deformation 
potential, effectively “softening” the lattice, leading to lower phonon vibrational 
frequencies in a similar* way to tensile strain. A near-linear* relationship between the 
carrier concentration and Raman red shift was noticed in experimental results. 
Recently O’Reilly et al. [131] have published similar* findings whereby large Raman 
red shifts were seen to corxelate closely to measured carrier densities in both 
conventional and strained silicon for high concentrations of arsenic and antimony 
doping. While traditionally a teclmique for measuring strain, recording Raman shifts 
in heavily doped samples is likely to give some information about the carrier 
concentrations that should complement electrical measurements on the same 
samples.
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3.8 Four-Point-Probe Measurements
The electrical behaviom* of samples following annealing was measured using a range 
of methods. The four-point-probe (4PP) is a quick and simple teclmique to measure 
the sheet resistance of an electrical conducting sample. Tliroughout this study the 
technique has been used to check for problems with aimealing and sample 
preparation.
Four weighted timgsten probes are applied to the sample and a current (I) is set to 
flow between the outer two. The associated potential difference (F) is then measured 
between the itmer two probes and the sheet resistance calculated using the expression
Rs CF; =y4.4516  x 1 (3.7)
To acquire an accurate value, two cori'ection factors must flgme in the equation (CFj 
and CF2). CFi represents the conection for sample geometry (e.g. square, circle or 
rectangle) and sample size (e.g. small piece or 12”-diameter wafer). For a typical 
10mm X 10mm sample CFt will be 4.4516 [132]. CF2 coiTects for the thickness of 
the probed layer compared to the spacing of the probes. When the probe spacing 
(1mm) is very much greater than the thickness of the doped layer (e.g. 20nm), this 
factor tends to unity [132].
3.9 Van der Pauw Sheet Resistance Measurements
A problem with the 4PP technique is that the probes must penetrate the sample 
surface. This penetration is governed by a weighting on the system. Even lOOg 
systems can penetrate to 130mn, i.e. very much deeper than the doping profile [133], 
leading to error in the resistance measurement. The van der Pauw technique avoids 
the use of penetrating probes to evade such issues.
In 1958 [134] van der Pauw developed a technique for measuring the resistance of 
any arbitiaiy shaped sample. This is achieved by making Ohmic contacts at four 
points along the sample perimeter. Providing the contacts are sufficiently small and 
the sample is both homogeneous in thickness and has no discontinuities then making 
accurate sheet resistance measurements is easily achievable.
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By applying a ciment (734) between contacts 3 and 4 and measuring the associated 
voltage (F21) across contacts 2  and 1 , a resistance (i^34,2 i) is determined using the 
relation
^ 34,21 = 7 ^  (3-8)'34
In a similar way, is expressed by
«42,13 = - ^  (3.9)■*42
van der Pauw devised the following expression to include sheet resistance (Rs)
+ exp = 1 (3.10)
From this, Rs can be expressed very simply if the sample is created to have a line of 
syimnetry between points 3 and 2. In this case i?34,2 iand i?42,i3 will be equal meaning
(3*11)
In the general case then
R s =  ^  « 34.21 + « 42,13 ( 3 . 1 2 )
ln2 2
Here, CF is a correction factor, which is a function of the ratio — (Appendix 2).
-^ 42,13
In this investigation the sample geometry was chosen in order to have good 
symmetry in order that 7(34,21= & 2,i3 . Data from samples demonstrating a symmetry 
ratio of >1.2 are not used to ensure that any problems with layer uniformity or 
sample preparation does not have a bearing on electrical results.
3.9.1 Sample geometry
Creating point contacts at the very edge of a sample is difficult making the fulfilment 
of van der Pauw conditions challenging. A favour ed way to overcome this issue is to 
create a cloverieaf sample geometry (Figure 3.9).
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Contacts
Etched
Van Der Pauw Pattern
Figure 3.9. The cloverieaf pattern that is used to make sam ples which fulfil the criteria of van
der Pauw.
In this case the sample centre is under test while each of the four leaves acts as an 
edge contact to the central region. The leaves can be made relatively large in order 
that a metal alloy can be applied for Ohmic contact formation with the probes.
The cloverieaf is also a desirable geometry when performing Hall-effect 
measurements on the same samples. Look [135] has shown that errors as large as 
15% and 13% are apparent when determining the Hall coefficient for square and 
circular samples respectively. Van Daal et al. [136] illustrated how it is possible to 
reduce these errors by a factor of 3 to 5 by employing a cloverieaf geometry.
3.9.2 Photolithography
Photolithography is used to desirably modify the structure of the sample surface and 
form a cloverieaf shape. In order for photoresist to adhere sufficiently with the 
surface of a sample it is essential the sample is clean prior to its application. A three- 
stage chemical cleaning technique is used to remove contaminants from the sample. 
This consists firstly of submerging the sample in warm acetone for approximately 
5mins. The sample is then immediately transferred and submerged in methanol for a 
further 5mins. Finally the sample is transferred and submerged in isopropyl-alcohol 
for 5mins before being rinsed in de-ionised water. The sample should be dried in 
nitrogen to remove water from the surface. To completely dehydrate the sample a 
short lOmin bake is required, done on a hot plate at a temperature of around 100°C. 
Several drops of positive photoresist (Shipley 1828) are applied to the surface and 
the sample is spun using a spin coater at 5000rpm for 60s. This creates a uniform
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coverage 2.Spin thick on the sample. The sample is then placed on a hot plate (set at 
100°C) for 70s to sofl-bake the photoresist, meaning it is sufficiently solidified and 
will not stick to the mask that subsequently contacts the resist. This is done using a 
Quintel 7000 series mask aligner. The sample is positioned below the mask which 
contains a chromium cloverieaf shape. UV light is exposed above the mask for 15s 
and converts the exposed photoactive resist to an indene carboxylic acid and nitrogen 
by product. The resist directly beneath the mask remains non-reacted. When 
removed, the sample is placed in a developing solution (MF-319) that removes the 
exposed resist and leaves unexposed resist in a cloverieaf pattern as desired. The 
remaining resist is hard-baked on a hotplate at 100°C for 30mins to improve its 
fusion to the underlying sample.
3.9.3 Etching
Once the cloverieaf pattern is created in the resist, the surrounding silicon substrate 
should be etched so to create a cloverieaf mesa structure. By etching sufficient 
silicon, a cloverieaf structure is left in the protected silicon that is electrically isolated 
on all sides. This is done by submerging the sample in hydrofluoric (HF) acid, mixed 
in solution with nitric acid and deionised (DI) water in the ratio 4ml/25ml/12.5ml 
respectively. The sample is then rinsed in DI water and dried using nitrogen gas. 
When the etch is complete, the remaining photoresist is removed by submersion in 
acetone.
To ensui'e enough silicon is etched to isolate the implanted layer, the etch rate should 
be characterised by performing a time dependent study on silicon and str ained silicon 
pieces and measuring the mesa height using a profilometer. The etch rate was found 
to be approximately 1.5pm/min in each case so in general, all samples were etched in 
solution for 25s creating a mesa structure aroimd 600mn in height. This meant that 
not only was the structure isolated but also, was visible to the naked eye.
3.10 Hail Measurements
In addition to making van der Pauw resistance measurements. Hall measurements 
can be made on cloverieaf samples to determine the carrier type, canier density and, 
in combination with the resistance measurement, canier mobility [137]. Hall
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measurements utilise the Hall effect, which manifests as a small transverse voltage 
known as the Hall voltage (V//). That is, when a cunent (I) flows in a semiconductor 
of given width (w) and thickness (t), a voltage appears across the material when a 
magnetic field (B) is introduced normal to the direction of cuiTcnt flow [138]. Any 
electron (charge e) that moves with drift velocity (v )^ will be acted upon by the 
Lorentz force (F) [139], expressed asF = e(v^.B). Because of the perpendicular
magnetic field, majority caniers will be forced to one side of the semiconductor and 
the separation of charge establishes an electric field that opposes the migration of 
furlher charge, creating a steady electrical potential. The technique measures the Hall 
voltage in order to calculate the Hall coefficient (RHs)^ expressed as [137]
RHs = ^  (3.13)
The Hall coefficient is used to calculate carrier density (Ns), according
Here r is the Hall scattering factor, which in this study is considered to be unity. The 
justification for this and further discussion of the Hall scattering factor can be seen in 
the following chapter.
Additionally, the Hall coefficient is used to determine the Hall mobility of cati’iers 
(juh) by dividing the RHs by the sheet resistance value established earlier using the 
van der Pauw technique, i.e.
(3-15)Ks
It should be noted that the Hall mobility could differ from the conventional 
conductivity mobility (//c) due to the fact that the conductivity has been measured in 
the presence of a magnetic field. The Hall scattering factor can be applied to convert 
between the two, using the relation
Me -  (3.16)r
Clearly, if  r is set as unity then the two mobilities are exactly equal.
In this study all van der Pauw resistance and Hall measurements were performed on 
an Accent HL5500 Hall kit (Figure 3.10). When determining sheet resistance, 
multiple measur ements are performed for all permutations of pairs of contacts, using
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both forward and reverse currents. The average of the eight values is used as the 
most accurate value of sheet resistance. A similar method is employed in the Hall 
technique. A single Hall voltage measurement will include contributions from 
several spurious voltages arising from galvano-magnetic effects [140]. These 
contributions can be fully eliminated by determining and removing the contribution 
of each by making voltage measurements for both directions of current and magnetic 
field. The largest spurious contribution originates from the so-called misalignment 
voltage. Performing the Fh measurement without a magnetic field and subtracting 
this from the F// value where the magnetic field is present removes this.
Figure 3.10. Aerial view of the Hall m easurem ent kit employed in this study.
3.11 Differential Hall Measurements
The use of van der Pauw resistance and Hall-effect measurements can be extended 
yet further to give information about the carrier profile and Hall mobility as a 
function of depth through the implanted layer. This is done by repeatedly removing a 
thin top layer of the sample and measuring the Rs and RHs before and after each 
removal. By comparing the difference in measured values the carrier concentration 
and associated mobility can be deduced providing the depth of material removed is 
known. If the etched layer has thickness of ôx, then the conductivity (<t) of the layer 
is
= ^  (3.17)&
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where ôas is the difference in sample conductivity before and after the layer is 
removed. The Haft coefficient of the removed layer is derived [137] as
^  S i R H s a / )  (3.18)
Sx
Remembering that a ^  Rs~^ and combining the equations above, the Hall mobility of 
the removed layer can be expressed as
(3.19)
Remembering also the conductivity equation, <7 = e/inN, the concentration of earners 
(N) in the removed layer is given by
Al = ^  = — (3. 20)
ejUjf eSx.S(RHs(Ts )
By repeating the process of successively removing layers and making electrical 
measurements, a carrier profile as a function of depth can be established. The 
removal process is achieved using a native oxide etching process first implemented 
by Webb et al. [141]. Specific details on the development of this technique are 
outlined in the next chapter.
To establish the layer thickness removed at each step the total amount of etched 
material is measured once the profile of a sample has been completed. This is done 
by measuring the etch crater using a Talystep. The measured profile is fitted to the 
con-ect depth scale using the software associated with the Accent HL5900 system. 
All profiles are attained using this equipment (Figure 3.11).
The Accent HL5900 has sample holders designed specifically for layer removal 
processing (Figure 3.12). Samples are secured on the sample holder using black wax. 
Metallic contacts are created on each of the four* cloverleaves by painting on a liquid 
gallium/indium eutectic. Silicone rubber is then applied to insulate aroimd the edge 
of the sample. Contacts are then made ftom each of the four copper tracks on the 
sample holder to each of the four* eutectic contacts. This is done by painting 
adjoining lines of conductive silver paint ftom track to eutectic. Apart from the 
portion of the sample to be etched and the sample holder end that fits into the 
HL5900 system, the sample holder is then fully insulated using silicone rubber. This 
must be left to dry but following this, the sample is then inserted into the fitting of 
the Hall kit. The system can be set to run automatically through the measurement and
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layer stripping process where the operator sets the etch and oxidation time. The 
automated process then proceeds by making the sheet resistance and Hall 
measurements. The original native surface oxide is then removed before the sample 
is rinsed in water that allows a new oxide layer to form in parallel. The sample is 
dipped briefly in isopropyl-alcohol and dried in a steady stream of air. The entire 
process is then repeated until stopped manually by the operator or automatically 
because the conductive region is completely etched and no further measurements can 
be made.
Sample holdei
Pot for HF
Oveislip diain
Carousel rod
Pot for IP A
Gas outlet for 
(hying
Lamp (not used)
Pot for watei Pot for anodisation 
solution (not used)
Figure 3.11. An annotated photograph of the Biorad HLS900 [137]. Note that a hood 
covers the open section during experim ents to remove light effects.
Figure 3.12. The sam ple holder used to mount sam ples for m easurem ents in the HL5900 system
[137].
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Chapter 4
4 Differential Hall Profiling
4.1 Introduction
In this following chapter further details of the differential Hall profiling technique 
are discussed. A separate chapter has been dedicated to this analysis method as it has 
been used copiously in this work while experiments have been performed to improve 
the technique and test its inherent assumptions. Experimental techniques that 
complement differential Hall analysis are also examined in this chapter.
4.2 The Requirement for Differential Hail Analysis
Characterising dopant electrical properties following ion implantation and annealing 
is rapidly becoming as much of a challenge for modei*n CMOS technologies as 
actually creating highly activated ultrashallow junctions [142]. It is essential that 
electrical properties of doped layers can be successfully determined and information 
on dopant electrical activation and mobility at different depths within a device is of 
fundamental importance.
Global characterisation of a sample is traditionally done using a four-point probe 
(4PP) system to measure sheet resistance (Rs) through a doped layer. This method 
does not determine the values which contribute to the measui'ed i.e. mobility and 
carrier concentration. By performing a resistance measurement alone on a doped 
strained layer, it is difficult to attribute contributions to any strain-induced difference 
in resistance to either a change in carrier mobility or in carrier concentration. While 
strain is well known to change electron and hole mobility, the level of adjustment is 
very dependent on the intensity and type of strain. Therefore without a measurement 
teclinique capable of separating the individual contributions, any investigation into 
doping effects in strained silicon is difficult. Only Hall or scamiing-capacitance 
measurements in conjunction with a resistance measurement can separate the two
78
Chapter 4: Differential Hall Profiling
characteristics to give a greater understanding of electrical properties by providing 
carrier density and mobility within the doped layer. With careful manipulation both 
techniques can be used to realise carrier and mobility depth profiles via differential 
Hall measurements (DHMs) [143] or scanning capacitance microscopy (SCM) [144]. 
However DHMs are advantageous since they avoid calibration or ‘direct inversion’ 
[145] required when converting an SCM profile to a carrier profile.
Typically in bulk silicon, spreading resistance profiling (SRP) is used to realise depth 
characteristics. This can be achieved by measuring resistance along a sample with a 
very low angle bevel, effectively providing resistance as a function of depth. 
Spreading resistance can be converted to a profile of doping density using a 
corrective model. Sophisticated adaptations of SRP, such as Scanning Spreading 
Resistance Profiling (SSRP), have been shown to be capable of char acterising doping 
profiles with better than nanometre resolution [146]. Recently a similar approach 
using a micro-4PP to characterise resistance along the bevel has been shown as a 
promising technique [147]. Like SRP/SSRP however, this technique is subject to 
certain limitations:
4.3 The Key Advantage of the Differential Hall Technique
For any technique that measures only a resistance profile, certain assumptions have 
to be made in order to determine a charge carrier profile. If the mobility and 
resistivity profiles are not measured independently then the carrier concentration is 
infened from the resistivity profile under the assumption that canier concentration 
varies in accordance with an assumed mobility. While much data exists to describe 
how electron and hole mobilities vary with carTier concentration in silicon, limited 
information is available in the case of strained silicon. Hence for these competing 
techniques, strain creates a problem. In contrast, differential Hall can measure the 
active carrier and mobility profiles independently without any assumption on the 
magnitude of mobility.
4.4 Assumptions of the Differential Hall Technique
4.4.1 Layer removal uniformity
The differential Hall procedure is a layer removal technique that relies on the 
reaction of silicon with oxygen at room temperatur e, allowing the formation of a thin
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native surface oxide that can be etched away. The oxide formation consumes silicon 
atoms from the sample surface as it grows and each profile step uses a short dip in 
buffered hydrofluoric acid to selectively remove all or part of the oxide. The sample 
is then dipped in water to remove excess HF and allow the oxide to regrow. The 
surface oxide is of the order of one or two nanometres in thickness but a depth 
resolution of less than a nanometre is achievable where part o f the oxide is etched 
during a single HF dip. The oxide removal rate is assumed to stay constant 
throughout the course of a profile and so the ‘as-measured’ profile is plotted with 
each data point spaced at regular intervals, calculated as an average of the total 
etched depth divided by the number of points. Literature exists to suggest that the 
etch rate is significantly affected by doping concentration [148] which for ion 
implanted samples implies that distortions to the earner concentration and mobility 
profiles will occur as a result of non-unifoiin etching. Experiments have been 
perfoimed to attempt to justify the assumption that the etch rate remains reasonably 
constant.
Differential Hall profiling was earned out for both antimony and ar senic implants in 
silicon and strained silicon substrates. Ordinarily each profile can be left to continue 
until the carTier concentration becomes low and zero-bias depletion becomes large 
meaning measurements of the layer doping are no longer possible [149]. In these 
experiments some profiles were intentionally stopped short of completion purely for 
etch rate analysis. By perfoiming profiling to a range of depths any variation in the 
amount of material etched at different stages in the profile should be evident. 
Ultrashallow doping was carried out using 2keV antimony or arsenic ion 
implantation at a range of doses (lO'^^cm"  ^-  lO^^cm'^) in both p-type bulk Si and 
strained Si substrates (0.7% biaxial tensile stress). Samples from each wafer were 
annealed at a temperature in the range 600®C -  800°C to give various doping profiles. 
Using photolithography and a mesa etch, each sample is fashioned into a cloverleaf­
shaped structure. Samples are characterised electrically according to the van der 
Pauw principle [134] and carrier density and Hall mobility is measured using the 
Hall effect. Successive rounds of resistance and Hall measurements ar e carried out 
following a cycle of oxide growth and etching. Samples undergo oxidation for a time 
of between 5s and 60s depending on the desired oxide thickness and etching for a 
time between 3s and 30s depending on the amount of oxide to be removed. The etch 
time should be varied according to the concentration of acid used; in this case 5%
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buffered HF was employed. In the presented figures, each sample has undergone a 
10s oxidation and 5s etch sequence, conditions found to give good depth resolution 
while avoiding distortion due to ‘noise’. Profiles have been performed to depths in 
the range 3nm to 15nm. The total etched depth is measured using a Talystep, a 
method validated on selected samples using atomic-force microscopy [65]. This 
allows the average etch depth per step to be calculated. Figure 4.1 shows an as- 
implanted SIMS profile for one of the samples under test. SIMS shows that by 
changing the profile length between 3nm and 15nm the antimony concentration is 
varied across three orders of magnitude. In this case any concentration-dependent 
etch variation should be obvious.
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Figure 4.1. SIMS m easurem ent showing a typical 2keV Sb implant profile used in this study. 
The blue arrow indicates the sho rtest etch depth -  investigating doping at -"10  ^ cm Deeper 
profiling (red arrow) investigates doping across the range 10^V m ^- lO^^cm \
By comparing the etch rates in Figures 4.2 and 4.3 no significant variation is 
observable irrespective of how long the profile is left, suggesting in this case, 
variations in antimony concentration is having little effect on the oxide formation 
and subsequent etch. The average etch rate is 0.57nm/step for silicon and 
0.59nm/step in the strained case, implying also that strain has minimal effect on the 
etch rate. In either case the standard deviation is 0.05nm and 0.04nm respectively, 
highlighting the satisfactory etch uniformity.
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Figure 4.2. Total etched depth during profiling plotted as a function of the number of etch steps
carried out, for Sb-implanted silicon.
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Figure 4.3. Total etched depth during profiling plotted as a function of the number of etch steps 
carried out, for Sb-implanted strained silicon.
In Figures 4.4 and 4.5 etch rate results are compared for 2keV arsenic-implanted 
unstrained and strained silicon across the range of doses 4x10'“* - lO'^cm'^. Each 
sample has undergone a 10s oxidation and 5s etch sequence. Profiles have been 
performed to depths in the range 3nm to 14nm, with the total etched depth measured 
using Talystep and the average etch rate calculated. By comparing the etch rates, no 
significant variation is observable irrespective of how long the profile is left, 
suggesting that like the antimony case, varying arsenic concentration has no effect on 
the native oxide etch process. The average etch rate is 0.60nm/step for silicon and
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0.59nm/step in the strained case, implying again that strain has minimal effect on the 
etch rate. For arsenic doping the standard deviations are 0.04nm and 0.03nm 
respectively for unstrained and strained materials. Additionally, the change in dopant 
species appears to have little impact on the etch rate.
In light of these results the assumption that layer removal is uniform throughout 
profiling seems reasonable.
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Figure 4.4. Total etched depth during profiling plotted as a function of the number of etch steps
carried out, for As-impianted silicon.
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Figure 4.5. Total etched depth during profiling plotted as a function of the number of etch steps 
carried out, for As-impianted strained silicon.
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4.4.2 Resolution and reproducibility of profiling
Traditionally it is believed that the differential Hall technique suffers from poor 
depth resolution when compared to techniques such as SRP. In [150] however a 
resolution of ~0.3nm was demonstrated possible for boron-doped Si and corresponds 
to the removal of just one or two monolayers of silicon between data points. In the 
results of this thesis a depth resolution of ~0.6nm is established for antimony- and 
arsenic-doped substrates.
The profiles presented in Figure 4.6 demonstrate that high resolution is achievable 
without inducing ‘noise’ in the profile. Likewise by comparing the green and blue 
profiles it is evident that very good reproducibility is possible when profiling two 
different samples that have been implanted and annealed in a similar way. In this 
case, silicon substrates have been implanted with 2keV antimony with fluence 
10'‘^ cm' .^ Both samples have been annealed in nitrogen ambient at 800°C for 10s. 
The profiles are presented ‘as-measured’ in Figure 4.6 and excellent agreement is 
evident for profiles of both the carrier concentration and Hall mobility. Good 
reproducibility transpires despite the use of different oxidation and etch parameters 
for the two samples.
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Figure 4.6. High-resolution carrier- (squares) and mobiiity-depth profiies (triangies) for Sb- 
impianted siiicon. Repeatabiiity is apparent even when different etch and oxidation param eters
are used (biue versus green).
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The differential Hall profiles presented in Chapter 5 of this thesis are profiles 
attained from a single measurement made on the sample under test. This is obligatory 
since the destructive nature of the technique rules out the possibility for repeat 
measurements on a single sample. In each case differential Hall measurements were 
repeated on at least two other samples prepared using the same experimental 
conditions. Profiles are only presented where consistent results were achieved, as in 
Figure 4.7.
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Figure 4.7. Reproducible carrier- (squares) and mobility-depth profiles (triangles) for Sb- 
implanted silicon. Repeatability is apparent for m easurem ents made on three sam ples
processed in the sam e way.
4.5 Adjusting the Profile
4.5.1 Depth of the profile
In section 4.4 it has been shown that by applying care, the differential Hall technique 
is capable of providing reliable raw data. The ‘as-measured’ data does however 
require some adjustment to provide accurate carrier concentration and mobility 
profiles. The first adjustment that is made is to fit the correct depth scale. This 
involves simply fitting the profile to the total etched depth measured by Talystep
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profilometer. This depth can be inputted into the HL5900 PC where the software will 
automatically correct the profile by fitting the data to the correct depth.
4.5.2 Hall scattering correction
The necessary presence of a magnetic field in order to make a Hall measurement can 
provoke varying degrees of carrier scattering that distort the measured carrier 
concentration and Hall mobility, requiring a correction factor. This factor (r) the Hall 
scattering factor was introduced in Chapter 3 within equations 3.14 and 3.16 and 
affects the sheet carrier density (Ns) and conductivity mobility (juq) according to
RHsMe = ---------------------------------  (4.2)r-Ps
where RHs is the sheet Hall coefficient, ps is sheet resistivity and e is the charge of 
an electron [137]. While r is mathematically simple to apply, it is however difficult 
to attain analytically because of the complicated scattering mechanisms involved, 
differences depending on dopant species and potential variations as a function of 
doping concentration [151]. An added complication in this work is that we compar e 
doping in both strained and unstrained silicon substrates where again, the Hall 
scattering factor might be different [152]. A thorough discussion of experimentally 
derived scattering factors and the differences between Hall and conductivity mobility 
is best dealt with by Sasaki et al. who primarily considered scattering effects in 
boron-doped silicon [149]. For other dopant species, most notably antimony, there 
exists less extensive work. In the study by Alzanki [72] when considering antimony- 
doped silicon, a scattering factor of unity is used. This is based on the good 
agreement found between a Rutherford backscattering (RBS) deteimination of the 
antimony substitutional fraction and the electron density measured by Hall 
measurement. For silicon implanted with 40keV antimony the RBS derived 
substitutional fraction was deduced as 94% and 95% for samples annealed at 700°C 
and 800°C respectively. In comparison the electrically active fraction measuied by 
Hall measurement was 92% and 95% for each said case. This indicates that assuming 
r is equal to one is reasonable for antimony doping even where the peak caiiier 
concentration peaks at ~2xl0^°cm‘^ . The work of Nylandsted-Lai'sen et al. [76] has
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shown that RBS measurements can give an over-estimated substitutional fraction for 
antimony concentrations in excess of 4.5x1 O^ c^m'  ^ since above this metastable 
solubility limit antimony tends to cluster with vacancies, or form precipitates at 
elevated températures. Antimony contained in Sb-vacancy complexes occupies neai- 
substitutional lattice sites and appears as substitutional antimony in channelling 
experiments. Mossbauer spectroscopy identified the discrepancy between 
substitutional fraction and the electrically active fraction. In order to avoid this 
complication, experiments to investigate Hall scattering were designed with 
maximum antimony concentrations o f -4.5x1 O^ c^m'  ^ [153].
In any case, the work of Alzanki and Nylandsted-Lai'sen et al. is concerned with 
implantation into conventional silicon. It is likely that r will be different when 
strained substrates are considered. Therefore, before comparing canier density and 
Hall mobility results for differently strained substrates, some attempt should be made 
to identify the Hall scattering factor in each case. An independent measurement 
technique such as Rutherford backscattering or medium-energy ion scattering can be 
used to estimate the scattering factor.
Rutherford Backscattering
Rutherford backscattering is a structural analysis technique derived from 
Rutherford’s experiment in 1909 to determine the structure of atoms. RBS uses an 
ion beam (in this work 1.5MeV "^ He^ ) that is directed onto the sample surface. A 
proportion of the beam will be backscattered after colliding with atoms in the sub­
surface. RBS is best suited to detecting trace elements, which are heavier than the 
majority element in the substrate and is therefore ideal for detecting antimony in a 
silicon substrate [154]. A good representation of the relative quantities of different 
elements in a material can be determined as a function of depth from the RBS 
spectra. More simply, by directing the beam in a ‘random’ direction into the substrate 
an accurate estimation of the antimony dose can be attained. Likewise by directing 
the beam through an obvious channel of the crystalline lattice, a spectrum is 
assembled that contains information about antimony present in the channel of the 
silicon. Clearly, any antimony in interstitial sites is not substitutional in the silicon 
lattice. By looking at the relative quantities of ‘random’ and interstitial antimony, an 
estimate for the substitutional fraction of antimony can be made. While every
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substitutional dopant may not necessarily contribute electrically [59] it is generally 
accepted that for a dopant atom to act as a donor or acceptor it should be 
substitutional in the host lattice [66]. Therefore the calculated substitutional fraction 
at least provides an upper limit for the carrier density assuming the implanted dose is 
known. Conveniently, antimony dose can be deduced from the ‘random’ RBS 
spectra. When characterising ultrashallow implants the resolution of RBS become a 
terminal limiting factor because of the relatively deep penetration of the beam. One 
way to overcome this issue is to use medium-energy ion scattering (MEIS). MEIS is 
a refinement of RBS with enhanced depth and angle resolution as a result of the "*He^  
ion beam having a much lower energy, here lOOkeV.
In this study a combination of RBS and MEIS are used to exploit the relative 
strengths of each. The implanted antimony dose is measured using RBS as this is 
considered to be more accurate due to advantages in particle detection efficiency and 
less uncertainties concerning energy loss and straggling [155]. Because the antimony 
yield in the channelled geometry is very small and subject to greater errors, MEIS is 
used to estimate the substitutional fraction. Here, with enhanced resolution, the 
channelled yield is more easily observable and detection limitations are less 
significant.
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Figure 4.8. Random and aligned MEIS spectra for Sb detected in an Sb-implanted (nominal 
2keV, 2x10^ cm silicon sample, annealed at 700°C for 10s.
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Edge pieces of both silicon and strained silicon wafers, implanted with 2keV 
antimony to a nominal dose of either 2xl0''*cm'^ or 4xl0''*cm'^ and annealed at 
700“C for 10s, were examined with RBS, Hall measurements and MEIS.
The implanted antimony dose for each sample was deduced from RBS [156] using a 
beam with current ~2nA back-scattered towards detectors positioned at scattering 
angles 148.2° and 172.8° and calibrated according to Jeynes et al. [157]. The 
electrically active antimony fraction is calculated from the ratio of the electron 
density and the antimony dose. The substitutional antimony fraction is estimated 
from MEIS data.
Aligned spectra 
Random spectra -
Surface
Channel (A.U.I
Figure 4.9. Random and aligned MEIS spectra for Sb detected in an Sb-impianted (nominal 
2keV, 2x10^^cm ) strained silicon sample, annealed at 700°C for 10s.
For the MEIS experiments, channelling was done with the incident beam, ~120nA, 
aligned to (111) (54.74°) and the detector positioned along (-111), with a scattering 
angle of 180-109.88° or 70.12°. The fraction of antimony detected in the channel and 
therefore non-substitutional can be deduced from the ratio of the ‘aligned’ and 
‘random’ antimony counts. This can be easily converted to a substitutional antimony
fraction by the relation i  alignedcts spectra are presented in Figures 4.8 and'random cts'
4.9 and a summary of the results from all three analysis techniques is presented in 
Table IV.I.
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Table IV.I. A summary of RBS, MEIS and Hall data analysis used to determine the Hall scattering 
factor for Sb-implanted silicon and strained siiicon.
A B c D E F
Sb dose 
(cm’^ ) 
[RBS]
Electron
density
[Hall]
Electrically 
active Sb 
fraction (%) 
[= 100(B/A)]
‘Random’
Sb
counts
[MEIS]
‘Aligned’
Sb
counts
[MEIS]
Chemically 
substitutional Sb 
fraction (%) 
[=100- 100(E/D)]
Hall 
scattering 
factor 
[= F/C]
S i 1.90x10^"^ 1.23x10^"* 65% 9900 3533 64% 1.0
S i 9.0x10^® 7.03x10^^ 78% 6832 1228 82% 1.0
E -S i 2.00x10^'^ 1.68x10^'* 84% 12995 2655 80% 1.0
E -Si 9.0x10^® 7.05x10^^ 78% 4030 940 77% 1.0
As the electrically active fraction cannot by greater than the substitutional fraction, 
an estimate for the Hall scattering factor can be made by taking a ratio of the two. In 
the case of antimony-doped silicon and in good agreement with the findings of 
Alzanki, a Hall scattering factor of 1.0 is found, i.e. no correction is required. 
Likewise, Table IV.I shows that the same conection factor, r =1.0, is applicable for 
antimony-doped strained silicon. While it is reassuring that Hall measurements on 
strained substrates appear- to require the same correction as for conventional silicon, 
cun-ent analysis is limited to only two implanted doses and a full examination testing 
r for all implanted doses is required to con-ect with assured confidence in every case. 
Unfortunately this has proved to be outside the scope of this thesis. On the other 
hand, when main results are discussed the reader will see that uncertainties in this 
corr ection have little effect on the overriding conclusions of this thesis.
4.5.3 Surface depletion correction
The final correction that should be applied to the ‘as-measured’ Hall profile is a 
result of a cmrier surface depletion effect. This results when carriers become trapped 
in states that do not contribute to electrical measurements and is due to the sudden 
break of lattice structure at the air/surface boundary. Unsaturated bonds at the surface 
readily react to give discrete surface states. Any charge on the surface states will 
attract or repel electrons, an effect that is neutralised by ionised acceptors or donors, 
leaving a depletion of free carriers below the sur face where the Fermi level is pinned
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within the forbidden gap [158]. This phenomenon leads to the apparent carrier profile 
being a distorted version of the true profile because the Hall measurement technique 
assumes no depletion and that the measured current is uniformly distributed through 
the layer under test. By considering the situation as an abrupt p/n junction the extent 
of surface depletion can be estimated as a function of sample carrier concentration 
and this is shown in Figure 4.10.
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Figure 4.10. Surface depletion width as a function of doping concentration.
In the past, when lower doping concentrations were employed, the larger depletion 
region meant differential Hall measurements were subject to large distortions. In 
Figure 4.10 it can be seen that for higher, more contemporary doping concentrations, 
the extent of depletion becomes small. For precise depth analysis this effect remains 
significant however, but importantly profile distortions due to the depletion effect 
can be accurately corrected for. A practical procedure to carry out this correction has 
been shown by Yeo et al. [159] and the difference between a measured and corrected 
carrier profile using this method is shown in Figure 4.11.
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Figure 4.11. The difference between the ‘as-m easu red’ carrier profile and the corrected profile 
for Si implanted GaAs at lOOkeV and 4x10^^cm  ^is shown by Yeo et ai. [159].
Software implementing the procedure of Yeo et al. has been developed to carry out 
profile correction [160]. This is necessaiy for samples doped by ion implantation 
where the carrier concentration varies significantly within the substrate, meaning that 
the depletion width is dynamic thi'ough the profile. This makes calculating the ‘real’ 
profile fi'om the ‘as-measured’ a non-tiivial task. If the suiTace depletion width is 
known at each etched surface, the ‘real’ profile can be acquired from the ‘as- 
measmed’ profile using the relations fiom Yeo et al. The difficulty with this 
approach is that the depletion width can only be determined if  the ‘real’ carrier 
profile is known, which of couise it is not. In order to surmount this problem, the 
software uses an iterative conection proceduie and as a final step the calculated 
‘real’ profile is used to reproduce the ‘as-measuied’ profile as a coiTection-checking 
mechanism.
The iterative conection procedure is described in detail in [159] but is summarised 
here with reference to Figures 4.12, fiom Yeo et al., and 4.13, from the designated 
software. Initially the ‘as-measured’ profile (1) is shifted inwaid by a constant 
amount, calculated as the depletion width for the measured peak carrier 
concentration. This depletion width is the minimum for any of the etched suiTaces.
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Figure 4.12. S tages in the corrective procedure of Yeo et al. [159].
Secondly, a Gaussian best fit curve (2) is assigned to the points in (1). Note, for (2) 
in Figure 4.13 a Pearson, not Gaussian, distribution is employed. Using (2) and the 
relations from Yeo et al., depletion widths, as a function of etched depth, and ‘real’ 
canier concentrations can be calculated to give the ‘real’ carrier profile data points 
using the apparent canier concentrations (3). A second best fit curve (4) is applied to 
these points. Finally the ‘as-measured’ profile is simulated from the ‘real’ profile. If 
the genuine ‘as-measuied’ profile is accurately reproduced then the ‘real’ caiTier 
profile it is indeed ‘real’. If not, a second iteration of the ‘real’ profile should be 
calculated using the canier concentration values from cuive (4). The iteration 
procedure should be continued until the latest ‘real’ profile conectly reproduces the 
‘as-measured’ profile. This usually requires tlnee or foui* iterations.
The Hall mobility profile is easier to conect. The magnitude of the ‘real’ mobility 
will be the same as the ‘as-measured’ case because mobility is independent of the 
etched thickness. The mobility data points should be fitted to the conect depth, 
which are the same depths as the equivalent canier concentration data points in the 
‘real’ profile.
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Figure 4.13. The sam e stages of Yeo’s corrective procedure applied by software to data In this
study.
Examples of both ‘as-measured’ and ‘real’ profiles are shown in Figure 4.14. The 
profiles shown are for 2keV antimony-implanted silicon, with a fluence lO'^cm'^, 
that has been annealed at 800®C for 10s. Both the carrier concentration and Hall 
mobility profiles have been successfully corrected.
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Figure 4.14. An as-m easured and depletion-corrected carrier and mobility profile. Processing
details are contained within the figure.
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4.6 Summary
The differential Hall teclinique is a complicated method for characterising 
ultrashallow doping in semiconductors but with careful experimental protocol and 
considered data analysis it can merit reliable results. In the case where information is 
sought about dopants in strained silicon substrates it provides a unique advantage 
over other techniques as it is capable of sepaiating the relative canier concentration 
and mobility contributions to the conduction of the doped layer under test. In this 
chapter the inherent assumptions of the technique have been tested and shown to be 
reasonable. Similarly, conection proceduies to the as-measured profile have been 
discussed and where necessary, conections are implemented in subsequent chapters. 
This combines to give rise to a technique capable of accurately deteimining dopant 
caiTier and mobility profiles as a function of depth.
95
Chapter Five: Experimental Results and Discussion
Chapter 5
5 Experimental Results and Discussion
5.1 Introduction
In this chapter the experimental findings of this study are presented and discussed. 
Arsenic doping in strained silicon is dealt with first, since arsenic is the common n- 
type species used for the ultrashallow doping of non-strain-engineered CMOS. 
Antimony, a potential alternative to arsenic is subsequently investigated. Antimony 
doping is also used to examine the effects of strain relaxation on dopant behaviour.
In all cases low energy (2keV) ion implantation is used in order that all the doping 
remains in the thinnest (17.5nm) strained silicon layer and to replicate -  in one 
dimension -  the formation of a device-applicable ultrashallow implant. This is 
followed by low temperature (600°C -  800®C) thermal annealing, the conditions 
chosen for several reasons: firstly, thermal diffusion is significantly less prolific at 
lower temperatures. Dopant diffusion is likely to take place in a different way within 
strained and control samples. By minimising diffusion effects, differences in strain 
and control doping profiles post-annealing will be minimised. Consequently any 
variations in dopant activation can be attributed to result from how strain affects 
solubility rather than as a by-product of how the implanted profile has diffused. 
Secondly, there is consensus in all of the theoretical predictions that the effects of 
strain on dopant solubility, albeit equilibrium solubility, will be more pronounced at 
lower temperatures [104,106,108-110]. Finally, and with technological applications 
in mind, earlier studies in silicon have shown that high dopant activation with almost 
no diffusion is possible using low temperature annealing [72] and this approach is an 
alternative route for industry as opposed to more sophisticated annealing techniques 
using millisecond or laser annealing.
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5.2 Arsenic Doping
The first experiment in this study is carried-out as a comparison and to test the 
conclusions of the research done by Sugii et al. [32]. In tire work of this thesis, 
arsenic is implanted into strained silicon and p-type silicon control samples at one of 
two doses: A dose of 4xl0*'^cm‘^  was chosen following Monte Carlo simulation 
[153] to produce a peak arsenic concentration similar to that in [32] where an implant 
energy of 3keV was employed. The second, higher dose, lxl0^^cm '\ was chosen to 
ensure that the peak arsenic concentration is certainly above the metastable arsenic 
solubility limit and that activation is not limited by having insufficient quantities of 
arsenic in the sample. Similarly, the implant doses are such that in each case 
amorphisation of the substrate will occur during dopant implantation, so-called self- 
amorphisation [116]. This was tested using an ellipsometry measurement on wafers 
immediately following implantation which, in each case, showed that an amorphous 
silicon region a few nanometres thick had been created. For the lower dose, the 
amorphous region was 5nm thick and for the higher dose tliis figure was 8nm. 
Theoretical predictions about the effects of strain on dopant solubility are based on 
equilibrium solubility and to test these predictions it is desirable to avoid 
amorphisation of the substrate. However to create high arsenic doping levels a lar ge 
ar senic dose is required, which makes avoiding amorphisation during implantation a 
difficult task. In any case, it is the high, metastable doping concentrations following 
solid-phase epitaxial regrowth that are of most interest to the ultrashallow doping 
community and as outlined in Chapter 2 it is likely that the effects of strain on dopant 
activation will be similarly evident in the case following SPER as well as in the 
equilibrium case.
Following implantation, it is necessary to activate the implanted arsenic. Low 
temperature annealing is carried out at 600”C, 700°C or 800°C for 10s creating a 
sample set as in Table V.I below and several samples (>6) were created using the 
same conditions. Since the implant is contained within the top lOnm or so of the 
substrate, the annealing cycle is sufficient to allow solid-phase epitaxial regrowth to 
ensue, both regrowing the lattice and substitutionally incorporating high 
concentrations of donor atoms at the same time [161].
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Table V.I. Samples created in order to te s t the effects of tensile strain on arsenic doping.
Sample Implant Condition Annealing Condition
Si control
2keV, 4x10^'*cm'^ As
600°C fo r10s
700“C fo r1 0 s
800“C fo r  10s
2keV, 1x10^®cm’^A s
6G 0°C for10s
700°C fo r10s
800°C fo r10s
Tensile-strained Si
2keV, 4x10^'^cm'^ As
600°C for 10s
700°C fo r10s
800°C for 10s
2keV, 1x10^®cm‘^A s
600°C for 10s
700°C for 10s
800°C fo r10s
Arsenic doping is investigated using several techniques. Electrical data acquired 
using van der Pauw resistance, Hall effect and differential Hall measurements is 
presented in Figures 5.1 to 5.9. Each data point is an average of measmements on six 
or more samples prepared in exactly the same way and all samples were repeat- 
measured at least twice. The error bar is defined as plus or minus two standard 
deviations of this average and, due to the precautions in sample preparation and 
measurement techniques identified in chapters 3 and 4, the error is relatively small. 
The sample-to-sample variation as well as the maximum anticipated error is 
encapsulated within the size of the data point.
5.2.1 Sheet Resistance
In Figure 5.1, sheet resistance data is presented as a function of implant dose. Sheet 
resistance differences between control and strained substrates are compared and the 
effects of annealing temperature are compared between sub-figures 5.1(a) - 5.1(c).
On examination of Figure 5.1 it can be seen that using a tensile strained substrate has 
a beneficial effect on the arsenic doped layer. It is obvious that for arsenic implanted 
in the strained substrate, the measured sheet resistance is approximately 30% 
(28%±3%) lower, independent of whether a dose of 4xl0 '^^cm"^ or IxlO^^crn'^ is 
implanted. Comparing between Figures 5.1(a), 5.1(b) and 5.1(c), this result appears 
to be universal for all annealing temperatures. It is also clear that for any of the thr ee 
armealing temperatures a lower sheet resistance is achieved when the higher dose
(IxlO^^cnT^) is implanted as opposed to the lower arsenic dose (4xl0^^crn'^). Not14______ - 2 \
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surprisingly it is apparent that the annealing temperature has an effect on the sheet 
resistance: For either substrate and for any implant dose, it can be seen that the 
lowest sheet resistance is achieved for 700°C, 10s annealing. The optimal sheet 
resistance achieved is 1120Q/Sq in the silicon control and 880Q/Sq in the strained 
substrate. The sheet resistance is slightly higher when a temperature of 600”C is used 
and is higher again when 800°C annealing is employed. The reasons for this 
resistance variation can be deduced by considering dopant activation and carrier 
mobility.
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Figure 5.1. Sheet resistance as a function of arsenic dose for silicon control and strained (0.7%) 
silicon sam ples implanted at 2keV and annealed for 10s at (a) 600°C, (b) 700°C or (c) 800°C.
5.2.2 Carrier Density
Electron density data, measured using the Hall effect, is presented in Figure 5.2. 
Electron density is presented as a function of implant dose and comparisons are made 
between control and strained substrates in each graph, with comparisons across 
different annealing temperatures in 5.2(a) -  5.2(c).
The most striking feature, common to Figure 5.2(a), 5.2(b) and 5.2(c) is that there is 
very little difference in the carrier density measured for strained and control 
substrates when all other experimental parameters are left unchanged. In each graph 
the electron density is measured as slightly higher for the strained case, yet this 
difference is so slight, at most 3%, that it lies within the uncertainty of the 
experiment and is difficult to qualify as a genuine effect. However, although a small 
effect, it is likely to be significant if we consider the alternative, that the higher 
carrier density results fi*om a random error. Since it is unlikely that all six random 
errors would be occurring in the same direction, statistics allow us to state with 95%
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confidence that the carrier density is higher in the strained silicon case. In any case, 
the large sheet resistance reduction witnessed in Figure 5.1 is too big to result solely 
from enhanced carrier density in the strained substrate.
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Figure 5.2. Carrier density as  a function of arsenic dose for silicon control and strained (0.7%) 
silicon sam ples implanted at 2keV and annealed for 10s at (a) GOO^ C, (b) 700°C or (c) 800°C.
In each sub-figure the plots tend to mirror trends seen in the sheet resistance graphs, 
in that where a lower resistance was measured a higher carrier density is recorded. 
This is unsurprising, as an increase in donor density will of course reduce the 
resistance in the conducting layer. Comparing between Figures 5.2(a) -  5.2(c) we see 
that for a given dose the carrier density decreases with annealing temperature. This is 
consistent with dopant activation being highest immediately after SPER and arsenic 
deactivation following exposure to a more generous thermal budget. It seems that the 
higher the thermal budget used in annealing, the more deactivation occurs. This 
result is consistent with a reduction in solubility from the high metastable level 
achieved immediately following SPER towards equilibrium solubility as 
demonstrated in the work of Nylandsted-Larsen et al. [73].
5.2.3 Hall Mobility
Using the Hall effect combined with sheet resistance measurements, information 
about the Hall mobility of electrons in the doped layers is determined and is 
presented in Figure 5.3.
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Figure 5.3. Hall mobility as a function of arsenic dose for silicon control and strained (0.7%) 
silicon sam ples implanted at 2keV and annealed for 10s at (a) 600°C, (b) 700°C or (c) 800°C.
Immediately Figure 5.3 demonstrates that the sheet resistance reduction presented in 
Figure 5.1 is a result of strain-enhanced Hall mobility. This result is not particularly 
surprising since tensile strain is well known to enhance electron mobility in silicon, 
though studies tend to concentrate on less heavily doped substrates. However, in 
agreement with the work of Sugii et al. [32], who did investigate heavily-arsenic 
doped layers, tensile strain is seen to create an approximately 30% (29%±2%) 
enhancement of electron mobility compared to results for unstrained control samples. 
This 30% mobility enhancement seems to fully account for the 30% sheet resistance 
reduction.
Interestingly, in the experiments of Sugii et al. the strained silicon was grown on a 
Sio.7oGeo.3o buffer layer as opposed to the Sio.g3Geo.17 buffer used here, and so if the 
silicon overlayers used in their work were fully coherent with the buffer layer, they 
should have been more highly strained. As mobility enhancement is typically 
superior with greater strain this suggests two things might be occurring. The first is 
that Sugii et al.’s layers, grown thicker than the critical thickness [33], may be 
slightly relaxed, following annealing. The second is that the mobility enhancement is 
saturated to a constant enhancement for high doping concentrations when a certain 
strain level is surpassed. Both scenarios seem equally likely:
TEM images presented by Sugii et al. suggest that significant relaxation 
occurs for 1000°C annealing, and it is probable that at least some relaxation 
effects contribute to the results presented, where samples were characterised 
after 900°C annealing.
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Likewise, the 30% mobility increase seen here and in the work of Sugii et al. 
is less than is witnessed for lowly doped samples and it seems likely that 
some damping of the mobility enhancement might also be prominent for high 
doping levels as was predicted in the calculations of Dhar et al. [114].
For all doping conditions in Figure 5.3, as the annealing temperature is raised, 
mobility is seen to improve. This was anticipated since the higher thermal budget 
allows for improved damage removal and better recrystallisation of the host lattice. 
This in turn allows for superior charge transport in the doped layer. Comparing 
between Figures 5.2 and 5.3 it can be seen that the carrier density data tends to 
mirror the Hall mobility data meaning that higher carrier densities are likely to be 
associated with lower Hall mobilities. This can be accounted for by the fact that 
higher carrier densities create increased ionised impurity scattering causing 
degradation in Hall mobility [60].
5.2.4 Carrier Concentration
In Figure 5.4 the reader can compare peak carrier concentrations for strained and 
control substrates for the various implant and annealing conditions used in this work. 
The peak carrier concentrations are extracted from differential Hall profiles that have 
undergone transformation from raw data into fully corrected profiles as described in 
Chapter 4.
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Figure 5.4. Peak carrier concentration as a function of arsenic dose for siiicon controi and 
strained (0.7%) siiicon sam pies impianted at 2keV and anneaied for 10s at (a) 600°C, (b) 700°C
or(c) 800®C.
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Figure 5.2 illustrated very small differences (<3%) in sheet carrier density between 
the strained and control cases. This is substantiated in Figure 5.4 where the peak 
carrier concentrations extracted from differential Hall measurements are again seen 
to agree within a few per cent for arsenic-doped strained and control samples. As 
with the sheet canier measur ements, carrier concentration results for doped strained 
silicon seem to be slightly higher than for silicon controls. At most, any enhancement 
in activation is a maximum of 8%, although the accuracy in carrier concentration 
measured by the differential Hall technique is limited to ±10%. In any case, while we 
cannot rule out some small activation/solubility change in the case of ar senic we 
conclude that any enhancement for 0.7% strain is certainly small and is imlikely to be 
of major importance to the semiconductor industry. It could be that when higher 
levels of strain are employed any activation/solubility enhancement might be more 
significant and may be more obvious in the differential Hall measurements. This is 
something that could be attempted in future studies however a problem exists in 
growing layers with higher strain that are sufficiently thick and yet do not relax 
during annealing. For example, the work of Matthews and Blakeslee shows that the 
critical thickness for strained silicon grown on a Sio.70Geo.30 buffer layer is only 7nm 
[33]. Implanting a layer this thin would require ultra-low energy implants that are 
outside the capabilities of this study. Using thicker layers is likely to create layer 
relaxation that will be difficult to quantify. In any case, the approach of Sugii et al., 
where a thick strained silicon layer was grown on a Sio.70Geo.30 buffer, showed no 
signs of str ain-induced arsenic activation or solubility enhancement.
Comparisons between experimental results and theoretical predictions will be dealt 
with in detail in later but here it is worth mentioning that these results do not support 
the predictions of Sadigh et al. [104] of a large arsenic solubility increase as a 
function of strain. The more conservative estimate of enliancement by Ahn et al. 
[108] (5% - 8% increase for 0.7% tensile strain) seems more plausible.
5.2.5 Differential Mali Profiles
In Figures 5.5, 5.7 and 5.8 differential Hall data is presented, indicating a profile of 
carrier concentration and mobility through the implanted arsenic layer as a function 
of depth. Figures 5.5, 5.7 and 5.8 show profiles for an arsenic dose of lxlO*^cm'^ 
amiealed at one of the three processing temperatures. In all cases, no caniers are
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measured in the first 3nm of the profile. This is a result of the surface depletion 
effects discussed in section 4.5. In any case, it is the peak of the carrier profile that is 
of most interest and this is contained slightly deeper in the substrate (at ~5nm). In 
Figure 5.4 only the peak carrier concentration was discussed, however when 
considering the whole carrier profile, still very little difference between the strained 
and control profiles is evident, other than small indications that activation is slightly 
higher in the strained silicon case. In Figure 5.5, the 600°C annealing case, we see a 
sharp carrier concentration peak at around 5nm in both the control and strained 
samples. As expected, the carrier concentration tails-off quickly with increasing 
depth into the substrate emulating the shape of the as-implanted arsenic profile (see 
Figure 5.12). A peak electrical activation of 4.4x1 O^ c^m'  ^ and 4.1xl0^®cm'^ is seen 
for strained and control samples respectively, after annealing at 600”C. The 
difference between the two values lies within the uncertainty of the measurement 
technique.
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Figure 5.5. Carrier concentration and Hall mobility depth profiles for siiicon control and 
strained (0.7%) siiicon sam pies implanted with arsenic (2keV, 10^‘cm'^) and annealed for 10s at
600°C.
This level of activation is significantly greater than we might expect under 
equilibrium activation conditions if we compare to the data presented in Figure 2.16. 
This shows an equilibrium arsenic solubility of 4x l0 ’^ cm'^ at 600“C, around an order
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of magnitude lower than the activation achieved under metastable conditions. The 
high metastable activation is well described by the work of Martinez et al. [82]. 
Their diagram is reproduced in Figure 5.6 showing on the right-hand (crystalline) 
side of the amorphous/crystalline (a/c) interface, the number of active arsenic atoms 
(As^) is limited by conventional solid solubility limits. Conversely on the left-hand 
(initially amorphous) side of the a/c interface, where the layer regrows through solid- 
phase epitaxial regrowth, a higher, metastable activation is achieved. The peak 
metastable concentration achieved in this thesis, using self-amorphisation and low 
temperature SPER, is almost as high as the uppermost arsenic activation reported 
under equilibrium conditions, -SxlO^^cm'^ for annealing at 1200”C, but 
unfortunately it does not exceed this value in either the strained or control cases.
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Figure 5.6. Schematic diagram iiiustrating m etastable arsenic activation achieved foi lowing 
siiicon pre- or seif-amorphisation and SPER [82].
Comparing in Figure 5.5 the profiles of Hall mobility in the control and strain 
samples, the strain profile (red circles) sits on average 30% higher than that for the 
control sample. This trend is in line with the sheet mobility measurements.
In Figure 5.7 carrier and mobility profiles are presented for samples annealed at 
700°C. Again, the control and strain profiles are closely similar as a function of 
depth. In each case the peak of the carrier profile is lower than for samples annealed 
at 600“C and the shape of the peak is more rounded. This is consistent with the idea 
that arsenic at the highest concentrations is deactivating towards equilibrium 
solubility following exposure to the greater thermal budget [73].
The mobility profiles for 700“C annealing demonstrate the same 30% offset as a 
result of strain-induced electron mobility enhancement. The mobility profiles for
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both the control and strain sample annealed at 700“C are higher than their 
counterparts for 600°C annealing, supporting the belief that further annealing 
improves the crystalline quality of the substrate and better repairs damage created 
during implantation. The mobility also increases as the carrier concentration 
decreases, supporting the idea that lower activation reduces ionised impurity 
scattering leading to improved mobility.
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Figure 5.7. Carrier concentration and Hall mobility depth profiles for silicon control and strained 
(0.7%) silicon sam ples implanted with arsenic (2keV, 10'^cm'^) and annealed for 10s at 700°C.
The improvement in Hall mobility is increased further for annealing at 800°C when 
compared to results for samples annealed at lower temperatures (comparing Figure 
5.8 with Figures 5.5 and 5.7). Also, the peak of the carrier profile is reduced again as 
the annealing temperature is raised, suggesting deactivation is more pronounced. 
Likewise, a further peak reduction could arise if the arsenic is significantly diffusing, 
meaning that the chemical peak of the arsenic profile has reduced to a lower 
concentration.
It is for 800°C processing that a difference is noticeable between the profiles of the 
control and strain samples. Firstly, the carrier peak is a little lower in the strain case. 
Also the peak is flattened, more so than in the control sample. In both the control and 
strain cases the carrier profile is broader than for the case of 600°C or 700°C
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annealing, suggesting that the arsenic profile is slightly diffusing into the bulk. From 
the lower, flatter peak and the greater number of carriers in the tail of the profile it 
appears that the arsenic is diffusing more in the strain sample. In fact this diffusion is 
consistent with theoretical and experimental studies of arsenic diffusion that suggest 
that under tensile strain arsenic should diffuse more [26]. Transient-enhanced 
diffusion of arsenic has been studied in tensile strained substrates and enhanced TED 
is also shown to occur with strain [99]. This is likely to explain the slight differences 
in the tail of the carrier profiles presented in Figure 5.8. In the high concentration 
region of the profiles, arsenic diffusion should be dominated by vacancy-driven 
mechanisms that ought to be suppressed by tensile strain. An alternative explanation 
for enhanced diffusion at the peak could be incomplete arsenic cluster dissolution in 
the control samples, meaning not all of the arsenic is mobile. In contrast, in the 
strained case, more cluster dissolution has occurred.
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Figure 5.8. Carrier concentration and Hall mobility depth profiles for silicon control and strained 
(0.7%) silicon sam ples implanted with arsenic (2keV, 10 '"cm )^ and annealed for 10s at 800°C.
5.2.6 Carrier Concentration -  Mobiiity Characteristics
In Figure 5.9 all of the carrier concentration and mobility data points from Figures 
5.5, 5.7 and 5.8 are compiled into a line plot of carrier concentration as a function of
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mobility for all of the arsenic doped layers. Separate trend lines are plotted for 
control (black) and strained samples (red). The 30% enhancement in mobility for 
strained samples for any given carrier concentration is apparent. For comparison, the 
analytical predictions of Dhar et al. [114] for mobility as a function of carrier 
concentration are plotted for both control (black, dashed) and strained (0.7%) 
samples (red, dashed). In both of Dhar et al.’s predictions the mobility appears to be 
underestimated for any given carrier concentration. Of significance is the fact that the 
predictions tend to underestimate the effect that tensile strain can have as a mobility 
enhancer for heavily n-doped layers. For example, Dhar et al. predict that for an 
electron concentration of lO'^cm'", 0.7% strain will create a 12% enhancement in 
electron mobility and for a lO^^cm'  ^ doping concentration this figure will reduce to 
only 6%. However, data in this study suggests a mobility enhancement of around 
30% is possible across these doping concentrations, agreeing with the 30% 
enhancement that was found in the experimental study of Sugii et al. for nominally 
1.26% tensile strain. Data points from the work of Sugii et al. have been extracted 
and are presented in conjunction with the data fit in this investigation. A good 
agreement is apparent. This suggests that biaxial tensile strain can be utilised to 
relieve some of the strict performance demands of the source/drain extensions -  
reducing sheet resistance by enhancing electron mobility.
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Figure 5.9. Carrier concentration - mobility characteristics for heavily arsenic doped silicon and 
strained (0.7%) silicon substrates. Fits to experimental data In this study are compared to data 
from another experimental study [32] and a theoretical treatm ent [114].
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5.2.7 Junction Depth
Electrical experiments have shown that tensile strain has a beneficial effect on the 
sheet resistance of arsenic-doped samples, however for device applications another 
key consideration must be kept in mind. When samples are annealed to activate 
dopant atoms it is important that any change in junction depth be considered. This 
can result from diffusion and anomalous implantation-related diffusion effects such 
as transient enhanced diffusion. Experiments investigating equilibrium thermal 
diffusion of dopants incorporated epitaxially into strained silicon layers have shown 
significant effects. These arise from changes in the formation energies of the mobile 
diffusing species [91]. For arsenic, tensile strain has been predicted theoretically [92] 
and shown experimentally [32] to enhance diffusion in silicon. Similarly, implanted 
arsenic is subject to transient enhanced diffusion that has been shown experimentally 
to be enhanced when the doped substrate is tensile strained [99].
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Figure 5.10. Percentage-!ncrease in junction depth (defined at SxlO^^cm'^) as a function of 
annealing time for As-impianted strained (0.7%) siiicon and silicon control sam ples. All sam ples 
are implanted with fluence 4x10^^cm'^and annealed at 800°C. The increase in Junction depth is 
determined from SIMS m easurem ents compared to as-impianted sam ples.
In Figure 5.10 the increase injunction depth (defined at 5xlO**cm’^ ) is presented as a 
function of annealing time for arsenic implanted strained silicon and silicon control 
samples. The increase in junction depth is determined from SIMS measurements 
relative to measurements on as-implanted samples. All samples are implanted with a 
fluence of 4xl0''*cm'^ and annealed at 800°C. In agreement with previous studies it
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can be seen that increased junction depth, due to diffusion effects is clearly larger 
when a tensile strained substrate is used compared to an unstrained control. For 
example, in the strained substrate, for very long annealing times (>3000s) the 
junction depth is 50% deeper than the as-implanted case. This is greater than the 
increase of only 30% in the control sample. The strain-enhanced diffusion witnessed 
in the SIMS results supports the explanation of the differential Hall analysis for 
800°C processing, whereby the deeper donor profile was thought to result from 
increased arsenic diffusion in the strained case.
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Figure 5.11. Percentage-lncrease In junction depth (defined at 5x10^°cm'^) a s  a function of 
annealing tem perature for Sb-implanted strained (0.7%) silicon and siiicon controi sam ples. All 
sam pies are implanted with fluence 4x10^'*cm'^and annealed for 10s. The increase in junction 
depth is determined from SIMS m easurem ents compared to as-impianted sam ples.
In the case of antimony and in contrast to ar senic, tensile strain has been predicted 
theoretically [98] and shown experimentally [96] to retard diffusion in silicon. 
Likewise antimony does not suffer from transient enhanced diffusion effects. In 
Figure 5.11 the increase injunction depth (defined at 5xlO*^cm'^) is presented as a 
function of annealing temperature for antimony-implanted strained silicon and 
silicon control samples. Again, the increase in junction depth is determined from 
SIMS measurements compared to as-implanted samples. All samples are implanted 
at 2keV and fluence 4xlO '^^cm"  ^ and annealed for 10s. At the lower temperatures, 
<800°C, no significant diffusion is evident for either strained or control samples 
because here thermal diffusion effects are negligible and as expected for antimony, 
TED is not seen. For annealing temperatures >900°C thermal diffusion becomes 
significant, causing an increased junction depth. In agreement with previous studies
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the diffusion-induced increase in junction depth is larger for unstrained control 
samples than it is for antimony-doped strained silicon.
For device applications the effect of tensile strain on dopant diffusion is an important 
consideration. It is significant that tensile strain enhances both arsenic thermal 
diffusion and TED. In addition to having reduced diffusion in tensile strain, the fact 
that in any case antimony shows no significant diffusion, neither thermal nor TED, 
for processing temperatures <800°C is a significant advantage over arsenic. This is 
one factor that suggests antimony could be a potential alternative to arsenic for 
ultrashallow doping in strain-engineered CMOS devices.
5.3 Antimony Doping
Antimony implanted at 2keV in either strained or unstrained silicon will produce an 
as-implanted junction depth of around lOnm and Figure 5.12 highlights a further key 
advantage of using antimony in place of arsenic for the shallow-doped regions in 
devices. SIMS measurements demonstrate the differences in as-implanted dopant 
profiles for antimony and arsenic (2keV, 4 x l0 '‘^ cm'^). It can be seen that the as- 
implanted junction depth (defined at 5xlO'*cm'^) is lOnm for antimony and 13nm for 
arsenic. This results from the shorter range and steeper descent in the tail of the 
antimony profile (2nm/decade) compared to arsenic (3nm/decade).
Sb as-implanted i 
As as-implanted ;
0 2 4 6 8 10 12 14
Depth (nm)
Figure 5.12. As-Implanted dopant profiles for antimony and arsenic (2keV, 4x10^^cm'^)
m easured by SIMS.
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The second experiment of this study is carried out in order to test the effects of 
tensile strain on antimony activation and the associated carrier mobility. Since this 
study is the first concerning antimony in strained silicon and no other experimental 
results are available for comparison, a wide range of antimony doses was chosen and 
implanted into strained silicon and p-type silicon control samples. A dose range 
between lO' ’^cm'^ and lO'^cm'^ was chosen based on Monte Carlo simulations [153] 
and following Alzanki’s [72] optimal experimental parameters for antimony in 
unstrained silicon as a starting point. In each case the antimony dose is sufficient to 
create some amorphisation of the host substrate [116]. This was confirmed by 
ellipsometry measurements on the control wafers following implantation. A 
continuous amorphous region between 9nm and 3nm deep was created for the 
highest and lowest implant dose, respectively, with amorphous depths in-between for 
intermediate implant doses, as illustrated in Figure 5.13.
* — Antimony 
■ Arsenic
S  8
■o
Nominal implant dose (cm )
Figure 5.13. The am orphous depth created during implantation for 2keV Sb and As implants
with varying dose.
Monte Carlo simulations were made to ensure that the peak antimony concentration 
would be above the metastable solubility (at least in conventional silicon) [66]. To 
activate the implanted antimony, low temperature annealing was carried out at 
600°C, 700°C or 800°C for 10s creating a sample set as in Table V.II below.
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Table V.II. Samples created in order to te s t the effects of tensile strain on antimony doping.
Sample implant Condition Annealing Condition
2keV, IxlO^^cm'^ Sb
600°Cfor10s
700°Cfor10s
800“Cfor 10s
2keV, 2x10^'’cm'^ Sb
600“Cfor 10s
700°Cfor 10s
BOOK'D for 10s
2keV, 4x10^'*cm'^ Sb
600°Cfor 10s
700°Cfor 10s
Si control 800°Cfor10s
2keV, 6x10 '^*cm"^ Sb
600°Cfor 10s
700°Cfor10s
800°Cfor 10s
2keV, 8x10^ Sb
600°Cfor10s
700°Cfor 10s
800°Cfor10s
2keV, 1x10^^cm'^ Sb
600°Cfor10s
700°Cfor10s
800°Cfor 10s
2keV, 1x10^W ^Sb
600°Cfor10s
700°Cfor 10s
800°C for 10s
2keV, 2x10^W ^S b
600°C for 10s
700°Cfor10s
800°Cfor 10s
2keV,4x10^W ^Sb
600°Cfor 10s
700'^Cfor 10s
Tensile-strained Si 800°Cfor10s
2keV, 6x10^W ^Sb
600°Cfor10s
700°Cfcr10s
800°Cfor 10s
2keV, Bx10^'*cm'^Sb
600°Cfor 10s
700°Cfor 10s
800°Cfor 10s
2keV, 1x10^W ^Sb
600°Cfor 10s
700°Cfor 10s
800°Cfor 10s
5.3.1 Sheet Resistance
Electrical data acquired using van der Pauw resistance, Hall effect and differential 
Hall measurements is presented in Figures 5.14 -  5.33. Each data point is an average 
of measurements on six or more samples prepared in exactly the same way and all 
samples were repeat-measured. The sample-to-sample variation as well as the 
anticipated eiTor bar is encapsulated within the size of the data point. As in the 
ar senic case this is defined as two standard deviations of the average.
In Figui'e 5.14 sheet resistance data is presented as a function of implant dose. Sheet 
resistance differences between control and strained substrates are compared and the 
effects of annealing temperature are highlighted by comparing sub-figures 5.14(a) -  
5.14(c).
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In the case of antimony, the trend of sheet resistance variation with implant dose 
appeal's more complex than for arsenic. Alzanki [72] found that as the antimony dose 
is increased from IxlO'^^cm"  ^ to 4xl0^'*cm‘^  the sheet resistance of the doped layer 
tends to be reduced. However as the dose is further increased above 4xl0^'^cm‘^  the 
sheet resistance stai*ts to increase again. In this thesis comparative data to Alzanki’s 
is presented in Figure 5.13 (black lines), where it is evident that a similar trend is 
appar ent in this work.
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Figure 5.14. Sheet resistance as a function of antimony dose for silicon control and strained 
(0.7%) silicon sam pies impianted at 2keV and anneaied for IDs at (a) 600°C, (b) 7G0°C or (c)
800“C.
In this study we can make an additional consideration regarding the effect of strain 
on sheet resistance by comparing between the black and blue lines in Figure 5.14. 
For all of the three annealing temperatures, similar trends in resistance aie evident. 
Therefore we will consider all tlnee temperatures together but judge the resistance- 
dose electrical characteristics separately. The green arrows in Figure 5.15 onwards 
identifies the region of interest in each case:
5.3.2 Sheet Resistance for Low Dose implantation
For the lowest implant doses a similar' trend in resistance is seen as in the case of 
ar senic. Sheet resistance is reduced in both the strained and control samples as the 
implant dose is increased from lO^ ' c^m"^  to 2xl0*'^cm'^. The resistance in control 
samples is 30%±3% higher than in the strained samples, as illustrated in Figure 5.15.
10 ’
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(a) 600°C - f - Control . (b) 700°c• —A... A 70/ ^  '  ' -A - Control -A - 0.7% strain2500 -A - Control -A— 0.7% Strain
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Figure 5.15. Sheet resistance a s  a function of antimony dose for siiicon control and strained 
(0.7%) silicon sam ples implanted a t 2keV and annealed for 10s a t (a) 600"C, (b) 700®C or (c)
800"C.
5.3.3 Carrier density for Low Dose Implantation
For low antimony doses, strain appears to have very little effect on the caiTier density 
measured by the Hall effect (Figure 5.16). Across all tliree annealing temperatures -  
600®C, 700°C and 800°C -  the carrier density for a given dose is very similar, as is 
the caii'ier density measured in the strained and control samples. In all cases data 
points overlap suggesting differences are within experimental error.
4x10
(b)700°C Control'  '  —A— A 70/ C*I(a) 600°C (c) 800“C -A - Control '■A— 0.7% Strain-A -  Control -A — 0.7% Strain
2 x 1 0 "
2x10’' 10 ’ ® 10 '
Nominal antimony dose (cm*'')
Figure 5.16. Carrier density as a function of antimony dose for silicon controi and strained 
(0.7%) siiicon sam ples implanted at 2keV and annealed for 10s at (a) 800°C, (b) 700°C or (c)
800”C.
It is likely that when these low doses are used, all the antimony in the peak of the 
implanted profile is activated. Of course, by comparing the measured carrier density 
and nominal dose, it is implied that we are a long way from 100% donor activation 
but it should be remembered that the ‘real’ dose is significantly less that the nominal
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dose (section 3.4) and likewise, we know from MEIS analysis (Figui'es 4.8 and 4.9) 
that a significant proportion of neai'-sui’face antimony is non-substitutional. It is 
therefore likely (and evident in Figures 4.8 and 4.9) that in tliis low dose regime, the 
peak concentrations of antimony are soluble in both strained and control samples.
5.3.4 Mobility for Low Dose Implantation
Figure 5.17 demonstrates that the sheet resistance reduction presented in Figure 5.15 
is a result of strain-enhanced Hall mobility. This result is not paificulaidy surprising 
since tensile strain is well known to enhance electron mobility in silicon and is the 
same outcome that we saw for arsenic. In agr eement with the arsenic experiment and 
the work of Sugii et al., tensile strain is seen to create an approximately 30% (on 
average 27%) enhancement of electron mobility compared to results for unstrained 
control samples. This mobility enhancement accoimts for the -30%  sheet resistance 
reduction. The mobility characteristic follows the expected trend, i.e., the mobility 
tends to decrease with improved earlier density due to increased ionised impurity 
scattering.
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Figure 5.17. Hall mobility as a function of antimony dose for silicon control and strained (0.7%) 
siiicon sam ples impianted at 2keV and anneaied for IDs at (a) 600"C, (b) 700°C or (c) 800°C.
5.3.5 Carrier Concentration and Differential Hall Profiles for Low Dose 
Implantation
For low antimony doses strain appears to have very little effect on the peak carrier 
concentration extracted from differential Hall measurements (Figure 5.18). Across all 
annealing temperatures -  600°C, 700°C and 800*^ C -  the peak earlier concentration 
for a given dose is very similar', as is the earlier concentration measured in the
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strained and control samples. The peak carrier concentration is -lO^^cm'^ for the 
dose and is -2xl0^^cm"^ for the 2xlO*'^cm'^ nominal dose. Numerous 
previous studies have suggested that metastable antimony activation in excess of 
2xl0^^cm'^ is possible for processing at temperatures between 600°C and 800®C. 
This suggests that for the low doses we are not creating sufficiently high antimony 
concentrations in the substrates to test the hypothesis that tensile strain improves 
antimony activation.
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Figure 5.18. Peak carrier concentration a s  a function of antimony dose for silicon controi and 
strained (0.7%) silicon sam ples implanted at 2keV and annealed for 10s a t (a) 600°C, (b) 700°C
or (c) 800°C.
In all of the antimony differential Hall profiles it is assumed that diffusion effects 
play no significant role in determining profile shape. Figure 5.11 justifies tliis 
assumption since no significant diffusion is detected for antimony samples annealed 
at temperatur es <800°C.
In Figures 5.19 differential Hall data is presented, showing a profile of caii'ier 
concentration and mobility through an implanted antimony layer as a function of 
depth. Figure 5.19 shows a profile for a dose of 2xlO "^*cnT  ^ annealed at 600°C. No 
carriers are measured very close to the surface, a result of surface depletion effects. 
In any case, the peak of the canier profile is clearly evident at ~4nm. In Figure 5.18 
only comparisons of peak carrier concentration were discussed, however when 
considering the whole carrier profile, very little difference between the strained and 
control profiles is evident. In Figure 5.19 a peak electrical activation of 2.1x1 O^ c^m'  ^
is seen for strained and control samples respectively, after annealing at 600°C. This 
level of activation is much greater than we might expect under equilibrium activation
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conditions if we compare to the data presented in Figure 2.16, where an active donor 
concentration of <10’^ cm'^, more than an order of magnitude lower, is presented for 
600”C processing. Comparing the profiles of Hall mobility in the control and strain 
samples, the strained profile (blue circles) sits on average 30% higher than that for 
the control sample. This trend is in line with the sheet mobility measurements and the 
findings for arsenic-doped samples.
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Figure 5.19. Carrier concentration and Mali mobility depth profiles for silicon control and 
strained (0.7%) silicon sam ples implanted with Sb (2keV, 2x10^'*cm'^) and annealed for IDs at
600°C.
5.3.6 Sheet Resistance for Medium Dose Implantation
It is in the middle of the dose range that the most interesting resistance characteristics 
are appaient (Figui’e 5.20). In line with the findings of Alzanki [72], the elevated 
antimony dose means the sheet resistance measured for silicon samples is reduced 
when compaied to the lower doses. It is for these mid doses however, that strain 
appeal’s to have a more significant effect on the doped layer. In this case the 
previously observed 30% reduction in sheet resistance is replaced by a considerably 
lai’ger enhancement, on average 54%. For annealing temperatures of 600”C and 
700°C the resistance in the control sample is 50% higher than that for the strained
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case. For annealing at 800°C this difference is as large as 70%. To determine where 
this additional resistance improvement is derived we look closely at the earner 
density and Hall mobility data.
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Figure 5.20. Sheet resistance as a function of antimony dose for siiicon controi and strained 
(0.7%) siiicon sam ples impianted at 2keV and anneaied for 10s at (a) 600°C, (b) 700^0 or (c)
800®C.
5.3.7 Carrier Density for Medium Dose Implantation
Figure 5.21 demonstrates that in the central dose range (4 - ôxlO '^^cm'^) the laiger 
dose results in an increase in active carrier density for both strain and control 
samples. For the first time, a significant difference is evident when comparing the 
carrier density of the strain and control samples, there being a greater activation in 
the strain sample. The difference is significant, with the cairier density being on 
average -45%  higher in strained samples compared to silicon controls. For example, 
the maximum caiiier density is raised from 1.21xl0^'^cm'^ in control samples to 
1.87xl0^^cm'^ in the presence of strain (Sb dose = 6xl0^^cm"^, 10s annealing at 
700°C). Importantly, strain is seen to cause a reversal in the doping efficiency of 
ai'senic and antimony. In control samples, the highest arsenic carrier density achieved 
was 1.53xlO '^^cm'^. The highest carrier density for antimony is 1.25xl0^'^cm'^. When 
strain is introduced, the aisenic activation remains almost unchanged while antimony 
activation is increased to 1.92xl0^'^cm'^, highlighting the doping efficiency reversal.
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Figure 5.21. Carrier density a s  a function of antimony dose for silicon controi and strained 
(0.7%) silicon sam pies impianted at 2keV and annealed for IDs at (a) 600°C, (b) 700°C or (c)
800®C.
5.3.8 Mobility for Medium Dose implantation
In the central dose range the strain-induced mobility enhancement is seen to subside 
(Figure 5.22) relative to what was seen for lower doses. Very little difference is 
evident between the measured mobilities in the strained and control samples. This 
‘damping’ of the strain-induced mobility enhancement is not at all surprising since 
we have a simultaneous increase in caiTier density. This will result in increased 
ionized impurity scattering in the doped strained layer due to the increased activation 
of donor atoms. The activation enhancement (~50%) being of lar ger magnitude than 
the mobility improvement (~30%) leads to a lar ger net reduction in sheet resistance.
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Figure 5.22. Hall mobility as a function of antimony dose for silicon control and strained (0.7%) 
silicon sam pies impianted a t 2keV and anneaied for 10s at (a) 600°C, (b) 700°C or (c) 800°C.
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5.3.9 Carrier Concentration and Differential Hall Profiles for Medium Dose 
Implantation
Figure 5.23 presents peak earner concentrations extracted from differential Hall data 
for antimony implanted samples. In the mid dose range we cleaiiy see that an 
increase in the peak concentration of activated antimony is responsible for the 
improved cai'rier density measured in these samples. Figure 5.23 demonstrates a 
considerable increase in peak caiTier concentration by comparing the strained and 
imstrained case -  on average an ~83% increase. In the optimal case, peak activation 
is raised from 3.9xl0^°cm'^ (control) to as high as 8.2x1 O^ c^m'  ^ (strain) (Sb dose = 
6xlO*Vm'^, 10s annealing at 700®C).
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Figure 5.23. Peak carrier concentration as  a function of antimony dose for silicon control and 
strained (0.7%) silicon sam ples Implanted at 2keV and annealed for IDs at (a) 600°C, (b) 700*^0
or (c) 80Q“C.
With reference to Figure 2.16, comparing these levels of activation to those reached 
imder equilibrium conditions shows that even using extremely high annealing 
temperatures (~1200°C) the maximum equilibrium activation comes nowhere close 
to that achieved using SPER. With the addition of strain the activation of antimony is 
around an order of magnitude higher using SPER than that under equilibrium 
processing. The level of antimony activation in the silicon control (3.9xl0^^cnT^) is 
in line with the findings of Nylandsted-Larsen et al. [76] who measured canier 
concentrations as high as 4.5x1 O^^cm'  ^for processing at 700”C. This provides a good 
indication that the value of 3.9x10^ *^ cm'^  measured here is of a reasonable order. The 
peak value (8.2x1 O^^cm' )^ measured in the strained silicon samples represents 
volume activation for antimony which is greater than anything previously published 
in the literature. This is a very encouraging result for this study and has positive
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implications for the potential use of antimony as a source/drain extension dopant in 
strain-engineered CMOS. In addition, these findings provide positive support for the 
ab intitio predictions of Ahn et al. [2] which predict an antimony solubility 
improvement in tensile strained silicon. This exciting result is discussed in more 
detail in following sections.
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Figure 5.24. Carrier concentration and Hail mobiiity depth prof lies for silicon controi and 
strained siiicon sam ples implanted with Sb (2keV, 6x10^''cm ) and anneaied for IDs at 700°C.
In Figures 5.24 and 5.25 differential Hall data is presented, showing a profile of 
canier concentiation and mobility as a function of depth. Figuie 5.24 shows profiles 
(sti'ain and control) for a dose of bxlO '^^cm'^ annealed at 700°C, and Figure 5.25 
shows profiles (strain and control) for a dose of 4x l0 ‘"^ cm"^  annealed at 800°C. For 
any of the fbui" profiles, no caiTiers aie measuied very close to the surface (<2nm) as 
a result of surface depletion effects, however the peak of the carrier profile is cleaiiy 
evident at ~3 - 4nm. Unlike for the low dose implants where very little difference 
was evident when comparing between the strained and control caiTier profiles, for 
tliese mid doses, some distinction is evident. In Figure 5.24, we can cleaiiy see 
strain-enhanced activation at the peak of the profile. Deeper into the substrate the 
canier profiles regain similarity. The profiles clearly show that the enhanced carrier 
density measuied in strained silicon results ûom the high number of additional
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caiTiers at and around the peak of the implant profile. This suggests that activation 
enhancement probably results from improved antimony solubility as a result of 
tensile strain. In Figure 5.25 the same improvement in caii'ier activation around the 
peak of the caii'ier profile is seen within the strained sample. On the ascent to the 
profile peak the strain and control canier profiles almost overlap and in the tail of the 
profile the canier distributions again become similai', as was also illustrated in Figure 
5.24. This would appear to confirm that the enhanced activation originates from 
can iers at the peak of the implant profile.
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Figure 5.25. Carrier concentration and Hall mobility depth profiies for siiicon control and 
strained Silicon sam pies impianted with Sb (2keV, 4x10 cm ) and anneaied for 10s at 800°C.
The activation enhancement looks rather modest when considered on the logaritlimic 
scale in Figure 5.25. However in Figure 5.26, when the same data is presented on a 
lineal' concentration scale, the implications of the strain-induced activation effect are 
more obvious. The differential Hall profile is attained by differentiation of carrier 
density data, however, if for the sake of deliberation we reverse this process -  i.e. by 
integrating under each of the concentration curves we deduce the active cairier 
density in each sample -  Figure 5.26 illustrates that antimony activation is 
approximately doubled in the strained substiate.
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Figure 5.26. Carrier concentration depth profiles for silicon control and strained silicon sam ples 
implanted with Sb (2keV, 4x10^'*cm‘^ ) and annealed for 10s at 800°C.
If the caiTier profiles from Figure 5.24 and 5.25 are extrapolated to infer the junction 
depth at 5xl0^^cm'^ (grey dashed line), then a junction depth of close to lOnm is 
deduced. This is similar* to the as-implanted junction depth (Figure 5.12) and 
suggests that minimal antimony diffusion has occuiTed, as we would expect with 
reference to Figure 5.11.
Turning our attention to the mobility profiles, we see that in all cases the mobility 
profiles tend to mirror the canier profiles. In general, a higher cari'ier concentration is 
accompanied by a reduction in mobility due to enhanced ionised impurity scattering. 
Comparing between the strained and control mobility profiles, in the first 4nm we 
clearly do not see the enhanced electron mobility effect that typically results fi'om 
tensile strain. In fact, the mobility in the strained samples is comparable to or even 
less than in the contr ols. However, under further inspection it is appar ent that the first 
4nm coincides with where enhanced carrier activation is significant and this can 
explain the reduced effect of strain on mobility. At depths >4mn, the strain and 
control carrier profiles are in close agreement and the effect of strain as a mobility 
enhancer becomes apparent. Comparing the profiles of Hall mobility in the control 
and strain samples, the strained profile (blue circles) sits on average 30% higher than 
that for the control sample. This trend is in line with the sheet mobility measur ements 
and the findings for arsenic-doped samples.
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5.3.10 Sheet Resistance for High Dose Implantation
- A -  Control -A - 0.7% Strain(a) 600*C2500 A  Control -A - 0.7% strain -A— 0.7% Strain
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500 10^® 10
Nominal antimony dose (cm^)
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Figure 5.27. Sheet resistance a s  a function of antimony dose for silicon control and strained 
(0.7%) silicon sam ples implanted at 2keV and annealed for 10s a t (a) 600°C, (b) 700°C or (c)
800°C.
For the highest implant doses (SxlO '^^cm'^ and lOxlO’^ c^m’^ ) increasing the antimony 
concentration appears to have an adverse effect on the resistance of the doped layer 
(Figure 5.27). This agrees well with the findings of Alzanki [72] and others [74,76] 
who showed that choosing a very high antimony dose actually leads to the peak 
antimony activation being reduced, rather than it saturating at the solubility limit. For 
these higher doses, strain still has a beneficial effect on the doped layer. For example, 
for an annealing temperature of 600°C, 700°C or 800°C the sheet resistance of the 
doped strained layer is on average 45±7% lower than in the control.
5.3.11 Carrier Density for High Dose Implantation
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Figure 5.28. Carrier density as a function of antimony dose for silicon control and strained 
(0.7%) silicon sam ples implanted at 2keV and annealed for IDs at (a) 600°C, (b) 700°C or (c)
800”C.
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The increased resistance of the antimony doped samples highlighted in Figure 5.27 is 
accompanied by a reduction in active caiTier density for the higher dose implants 
(Figure 5.28).
For arsenic, metastable activation is seen to decay relatively quickly, even in the 
several seconds during cooling down from peak annealing temperature [73]. Under 
most circumstances antimony is demonstrated to be much more stable against 
deactivation [162,163]. However in the work of Takamura et al. [83] tliis stability is 
shown to degrade as the antimony concentration increases. As has been shown in 
many studies, rather than satur ating at a peak concentration, the antimony activation 
tends to monotonically decrease as the peak chemical concentration is raised. This 
led Takamura et al. to the conclusion that antimony clusters are formed whose 
structure requires a minimum dopant-dopant spacing prior to formation. CiuTcntly 
little more is known about the exact natur e of these structures. Though the solubility 
limit presumably remains higher in the strained substr ate, the same deactivation at 
high doses is evident and although antimony activation is still higher, the relative 
benefit of implementing strain is reduced to provide only a 20±5% activation 
improvement for the higher antimony doses. The reason for this activation reduction 
for high doses is an interesting problem and, although outside the scope of this thesis, 
where it is the optimal activation that we wish to investigate, this topic is of potential 
interest for further work.
5.3.12 Mobility for High Dose Implantation
Since activation is reduced in both the strained and control samples for high dose 
implants, ionised impurity scattering is also reduced. As a consequence, mobility in 
the doped layers is increased compared to those in the mid dose range (Figure 5.29). 
A small enhancement in mobility (20±8%) is apparent when the mobility is 
compared for control and strain samples. The combination of a small increase in 
activation coupled with this mobility enhancement accounts for the ~45% reduction 
in sheet resistance shown in Figure 5.27 for high antimony implant doses.
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Figure 5.29. Hall mobility a s  a function of antimony dose for silicon control and strained (0.7%) 
silicon sam ples implanted a t 2keV and annealed for 10s at (a) 600°C, (b) 700°C or (c) 800°C.
5.3.13 Carrier Concentration and Differential Hail Profiles for High Dose 
implantation
(a) 600"C Control0.7% Strain (b) 700°C Control ■ 0.7% Strain (c) 800°C ■ Control 0.7% Strain
10^ *10” 10"10'*
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Figure 5.30. Peak carrier concentration as a function of antimony dose for silicon control and 
strained (0.7%) silicon sam ples implanted at 2keV and annealed for 10s at (a) 600°C, (b) 700°C
or (c) 800^0.
Figure 5.30 presents peak carrier concentrations extracted from differential Hall data 
for antimony implanted samples. In the high dose range we see again that an increase 
in the peak concentration of activated antimony is responsible for the improved 
carrier density measured in the strained samples compared to the controls. Figure 
5.30 demonstrates a smaller increase in peak carrier concentration compared to that 
for mid doses -  on average a -40%  increase compared to an -83%  increase. For 
these high doses, up to 90% of the implanted antimony is non-substitutional and so 
this magnitude of interstitial or clustered antimony is likely to have significant 
effects on the strain state of both the strained and unstrained substrates. The relative
10’
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effect of strain as an activation enhancer is certainly reduced in the presence of such 
large quantities of non-substitutional antimony but the reason for this is not entirely 
clear. It is possible that precipitation and extended defect formation leads to 
relaxation of the strained silicon layer. Wlien doping strained substrates using 
antimony it is therefore desirable to avoid an excessive implant dose due to a 
reduction in the effectiveness of strain in addition to the natural reduction in 
activation in either case.
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Figure 5.31. Carrier concentration and Hail mobility depth profiles for silicon control and
intimom 
800*C.
strained silicon sam ples implanted with a ny (2keV, lO^^cm^) and annealed for IDs at
At the higher implant doses (SxlO^^cm'^ and IxlO^^cm'^) the total active antimony is 
less than for the medium doses (4xl0^'*cm'^ and bxlO '^^cm'^). Figure 5.31 shows 
differential Hall profiles for a dose of lO^^cm'^ annealed for 10s at 800°C. 
Considering first the carrier profiles: For the low dose implants very little difference 
was evident when comparing between the strained and control samples, whereas for 
mid doses, a major dissimilarity was evident due to strain-enhanced activation. In 
Figure 5.31, we can see modest strain-enhanced activation at the peak of the strain 
profile. Elsewhere, at the start and in the tail of the profile, the strain and control 
carrier profiles are similar*. The profiles clearly show that the enhanced carrier
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density measured in strained silicon results from the high number of additional 
caii'iers at and around the peak of the implant profile. This again suggests that 
activation enhancement probably results from improved antimony solubility as a 
result of tensile strain. The activation enhancement looks small when considered on 
the logarithmic scale in Figure 5.31.
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Figure 5.32. Carrier concentration depth profiies for siiicon controi and strained silicon sam ples 
implanted with antimony (2keV, 10^®cm'^) and annealed for 10s a t 800®C.
With a lineal' concentration scale it is easier to appreciate the significance that an 
increase in dopant solubility brings. The sheet Hall measuiement suggests there are 
-20% more active carriers in the strained sample than in the control. This is 
supported by the differential Hall data of Figure 5.32 since the area under the blue 
curve gives a -20% higher electron density than for the silicon control.
Figure 5.32 demonstrates again that a junction depth of close to lOmn is created for 
the 2keV antimony implant, similai* to the as-implanted junction depth (Figure 5.12) 
and implying that minimal antimony diffusion has occuned.
Shifting focus to the mobility profiles in Figure 5.31, we see that the mobility 
profiles again mirror the carrier profiles. Comparing between the strained (blue
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circles) and control profiles (black circles), we see the very clear effect of strain as a 
mobility enhancer. The strained profile sits on average 30% higher than that for the 
control sample, in line with measmements for low and mid doping fluences.
5.3.14 Temperature-Varying Hall Measurements
Antimony is highly soluble in silicon and for doping concentrations in excess of 
~3xlO'^cm'^ [59] the silicon becomes degenerate. In this case the Fermi level will be 
merged to the conduction band edge. For even higher doping concentrations the 
silicon band gap swells and band gap narrowing occurs. Since the donor level of 
antimony is only 39meV below the silicon conduction band, this means that in 
heavily antimony-doped silicon the conduction band will encapsulate the donor level. 
In this case the ionisation energy required to ionise the donor impmities is zero. This 
should be apparent in both the strained and control samples investigated in this study. 
However, since str ain is well known to adjust the band structur e of silicon it is worth 
checking that the enlianced activation measured by room-temperature Hall 
measurements does not result from strain-induced lowering of the conduction band, 
meaning that an increased proportion of antimony becomes ionised when silicon is 
strained. Temperatiue-varying Hall measurements were carried out to look for signs 
of these effects. The sample temperature was varied between -lOOK -  400K and 
sheet Hall measur ements were carried out on strained silicon samples implanted with 
2keV, 4xl0^'^cm'^ antimony, annealed at 700“C for 10s.
For high temperatures (>370K), junction breakdown was evident and for very low 
temperatures (~100K), reduced lattice scattering meant that the Hall mobility was 
very slightly increased, yet at all temperatures the measured carrier density remained 
unchanged. This suggests that at all temperatures in the range investigated, all 
dissolved antimony is fully ionised. This rules out strain-induced band structure 
effects as being responsible for the enhanced antimony activation found in the results 
of section 5.3.
5.3.15 Carrier Concentration -  Mobility Characteristics
In Figme 5.33 all of the carrier concentration and mobility data points from antimony 
differential Hall measurements are compiled into a plot of canier concentration as a
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function of mobility for all of the antimony doped layers. Separate trend lines are 
plotted for control (dashed, blue) and strained samples (solid, blue) and the lines are 
compared to those presented earlier for arsenic doped samples (red lines). The same 
30% enhancement in mobility for strained samples compared to controls that was 
apparent for arsenic doping is also evident in the case of antimony. Again, analytical 
predictions tend to underestimate the effect that tensile strain can have as a mobility 
enhancer for heavily n-doped layers. For example, Dhar et al. predicts that for an 
electron concentration of lO^^cm’^ , 0.7% strain will create a modest 6% enhancement 
in electron mobility. However, data in this study suggests a mobility enhancement of 
around 30% is possible across these doping concentrations, agreeing with the 30% 
enhancement that was found in the experimental study of Sugii et al. for nominally 
1.26% tensile strain.
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Figure 5.33. Carrier concentration - mobility characteristics for heavily Sb-doped siiicon and 
strained (0.7%) silicon substrates. Fits to experimental data in this study are compared to those
for As-doped silicon and strained silicon.
In Figure 5.33 concentration-mobility characteristics for arsenic-doped strained and 
control samples appear to lie slightly above the antimony lines. This suggests for any 
given carrier concentration, in either strained on unstrained silicon, that antimony 
doping will produce a slightly lower electron mobility. This is presumably a trait of
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the donor species and can be related to strain. Firstly for strained silicon -  
substitutional arsenic creates almost no change to the strain-state of the lattice. 
Substitutional antimony on the other hand, relieves some of the lattice strain 
implemented in the strained substrate, presumably reducing its effect as a mobility 
enhancer and in tmn reducing electron mobility. Different electron mobility 
behaviour for different dopant species has been shown previously when heavy 
doping effects were investigated for phosphorus and arsenic doped silicon. For 
example, the well-cited work of Masetti et al. [60] shows that at concentrations 
>10^°cm'^, phosphorus doping gives higher electron mobility than arsenic. This is 
due to the induced tensile strain associated with substitutional phosphorus atoms. A 
more detailed study relating this attribute to strain is demonstrated by Romano et al. 
[152]. In silicon control samples the electron mobility associated with arsenic doping 
is also higher than in the antimony-doped layers. The ai’senic-doped samples are 
likely to be subject to a negligible change in strain due to heavy doping effects. In 
contrast, the heavy antimony doping creates compressive strain in the silicon lattice 
resulting in reduced electron mobility. This is consistent with the findings of Uchida 
et al. [164] when investigating strain-induced electron mobility variation in tensile 
and compressively str ained silicon.
5.5 Raman Spectroscopy: Antimony Activation
UV micro-Raman spectroscopy is employed in this study to investigate Raman shifts 
in the surface region of each sample. Since the peak canier concentration is in the 
order of 10^  ^ - lO^^cm"  ^ the Raman shifts from the implanted samples following 
annealing are, according to the theory of Cerdeira and Cardona [130] and subsequent 
experimental studies [131], dominated by the effects of high electron concentration 
as opposed to the effect of substrate str ain.
The full range of antimony-doped samples, measured using van der Pauw and Hall- 
effect methods, were additionally examined by Raman analysis. The 325nm- 
wavelength laser penetrates the top 9mn of the sample where in each case the entire 
implant profile resides. In Figure 5.34, peak canier concentration values measured 
by the differential Hall technique and presented earlier in this chapter ar e plotted as a 
function of the normalised Raman shifts, measured on the same samples. Black, 
square points represent measurements on silicon control samples and blue points
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represent measurements on strained silicon samples. In each case Raman shifts are 
normalised to remove the initial red-shift measured in the as-grown strained sample, 
i.e. removing the effect of tensile strain initially present in the substrate. Therefore 
the shifts in Figure 5.34 represent changes resulting from the implantation and 
annealing processes only. Since annealing incorporates antimony into substitutional 
lattice sites, the inclusion of large antimony atoms in the lattice should act to relieve 
some of the tensile strain, creating a Raman blue-shift. Examples showing that 
antimony acts to relieve stress by creation of a localised compressive strain are 
presented recurrently in HRXRD and EXAFS studies [59]. This should denote that 
any measured Raman shift is a blue-shift; however it is clear that in every case we 
see a shift to a lower wave number, i.e. a red-shift -  conventionally characteristic of 
increased tensile strain. The fact tliat the opposite strain trend is witnessed, tends to 
support the predictions of Cerdeira and Cardona and supports the belief that the 
Raman shift here is principally dominated by electron deformation of the lattice. 
Cerdeira and Cardona investigated the dependence of Raman frequency of n-type 
silicon as a function of carrier concentration. Raman red-shifts were measured for 
several canier concentrations created using phosphorus and arsenic doping. The 
effect of the selected dopant species was considered to include mass and size effects 
however it was deduced that for high electron concentrations (>10^^cnT^), ""the only 
parameter o f importance in determining the frequency shift seems to be the carrier 
concentration^'' [130]. Since the effects of antimony doping were not considered in 
the study of Cerdeira and Cardona, only tentative conclusions are made about the 
correlation between canier concentration and Raman red-shift in this study. It is 
possible for example, that mass and size effects become important for antimony 
doping even if this is not the case for phosphorus and arsenic. Likewise, while the 
strained and control samples are normalised, the Cerdeira and Cardona theory may 
not extend to strained substrates. In any case, some antimony will be non- 
substitutional in the host lattice and will presumably influence the strain-state of the 
substrate. This contribution does not appear* to have been dealt with by Cerdeira and 
Cardona. Despite this, the theory of Cerdeira and Cardona does imply that the 
electronic contribution to the Raman shift should be the only one of significance for 
all heavily n-doped silicon.
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Figure 5.34. Peak carrier concentration as a function of normalised Raman shift for silicon 
control and strained siiicon sam ples implanted with 2keV Sb (10 '^*- lO^^cm'^) and annealed for
10s at 600 - SOO'^ C.
In Figure 5.34 UV Raman and differential Hall data points are plotted for 
comparison alongside the theoretical Raman shifts predicted by Cerdeira and 
Cardona. A reasonable correlation exists between carrier concentration and Raman 
shift, and the data points convincingly follow the general trend of theoretical 
predictions. Certainly Raman shifts measured on the strained silicon samples are 
most abundant in the top-right of the figure and shifts characteristic of the control 
samples reside in the bottom-left comer. This trend supports the belief that higher 
donor concentrations aie created in the strained silicon samples and lower electron 
concentrations are present in control samples.
5.4 SIMS Profiles: Antimony Redistribution and Soiubility
SIMS measurements were carried out on a range of the same strained and control 
samples that were also measured using electrical characterisation techniques. SIMS 
profiles in Figure 5.35 demonstrate the atomic concentration profile of antimony 
atoms in a silicon sample both before and following 10s annealing at 800°C for 
2keV, 4xl0^'^cm‘^  antimony implants. The first point of interest is the fact that no 
significant increase in junction depth (at 5xI0^^cm'^) is seen following amiealing, 
indicating negligible antimony diffusion has occiuTed. As discussed earlier in this
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chapter, this is expected, since antimony is well known to be very stable in silicon 
during processing at temperatures up to 800°C.
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Figure 5.35. SIMS depth profiles for Sb-impianted (2keV, 4x10^'‘cm’^ ) siiicon controls, either as- 
impianted (grey) or following annealing for 10s a t 800°C (black).
In Figure 5.35 some redistribution of antimony is obvious however following 
annealing. This is not believed to be a regular diffusion effect but instead is an 
example of antimony ‘snow-ploughing’ [165] to the surface. This effect is common 
for large atoms such as antimony, that are swept towards the surface ahead of the 
amorphous/crystalline interface during SPER of pre- or self-amorphised silicon, 
either as a coherent layer or as individual atoms diffusing into the amorphous silicon 
ahead of the recrystallisation front. Various authors have reported these snow-plough 
effects but the most thorough investigation was canied out by Duffy et al. [165]. 
Here the authors witnessed different magnitudes of redistribution for implanted 
indium and lead for implant profiles with various doping concentrations. Duffy et al. 
found that the amount of a dopant profile that is redistributed during SPER is 
typically a small proportion of the total implanted dose. An exception occur s when 
the implanted profile peak exceeds the dopant metastable solubility. In this case, a 
large proportion of the implanted species, for all concentrations above the solubility 
limit, tend to be swept ahead of the amorphous/crystalline interface towards the 
sample surface. In Duffy et al.’s work, little antimony redistribution is witnessed 
since the maximum doping concentration used is 2.5x1 O^^cm' ,^ i.e. below the
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metastable concentration. However in another work by Gnerrero et al. [68] the 
authors show a good example of antimony redistribution following annealing. This is 
shown in Figure 5.36 where a simultaneous plot of SIMS (joined dotted line) and 
differential Hall (unjoined points) data is presented. The findings of Guerrero et al. 
for antimony tend to agree with those of Duffy et al. for indium and lead. Guen ero et 
al. show that the antimony concentration where extensive antimony snow-ploughing 
begins to occur* corresponds well with the peak concentration of electrically activity.
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Figure 5.36. Simultaneous depth profiles from SIMS (joined points) and differential Hall 
(separate points) for Sb-doped silicon [68].
SIMS is utilised in this study to investigate antimony redistribution. Information 
about antimony electrical activity is inferred from the concentration where snow­
ploughing originates and by comparing SIMS profiles with differential Hall data in 
the same way as Guerrero et al., differences in the snow-plough behaviour* of 
antimony in str ained and control samples are used to support electrical data and give 
information about strain effects on antimony solubility.
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Figure 5.37. Simultaneous depth profiles from SIMS (solid black line) and differential Hail 
lined black squares) for Sb-impianted (2keV, 4x10^'*cm'^) silicon controls, annealed for 10s 
700°C. An as-implanted SIMS profile (grey line) is also shown.
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Figure 5.38. Simultaneous depth profiies from SIMS (solid blue line) and differential Hail (joined 
blue squares) for Sb-impianted (2keV, 4x1 O '^^cm^) strained siiicon, annealed for IDs at 700°C. 
An as-impianted SIMS profile (grey line) is also shown.
In Figures 5.37 and 5.38 SIMS and differential Hall profiles are plotted concurrently 
for 2keV, 4xl0^'^cm'^ antimony implants with 700”C, 10s annealing. In Figure 5.37, 
the silicon control, it is apparent when comparing the as-implanted SIMS profile 
(grey) with that following annealing, that some redistribution of antimony has
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occmi'ed. Antimony, originally located at a depth between 2.5 - 4.5mn has snow­
ploughed towards the surface, creating elevated concentrations of antimony in the 
first two nanometres below the sample surface. The redistribution behaviour is 
compaiable with that of Guerrero et al. and the snow-plough of large quantities of 
antimony suggests the peak implanted antimony concentration exceeds metastable 
solubility. In the control sample, a kink in the SIMS profile occuis at 3.3xlO^°cm'^. 
This is the point at which redistribution appears to occur. Presumably for 
concentration up to this, the majority of antimony is incoiporated into substitutional 
lattice sites during regrowth as the a/c interface passes by. When the solubility limit 
is reached, antimony in concentrations above 3.3xl0^^cm"^ is snow-ploughed towaids 
the suiface. In the strained sample (Figuie 5.38), a kink in the SIMS occui's at 
-7.6x10^'em'". Presumably the same antimony redistribution occurs in this case, but 
is less pronounced, only occumng when the antimony concentration exceeds 
7.6x1 O^^cm’^ , due to enhanced solubility because of strain. This redistribution 
behaviour does tend to support electrical data when the peak electrical activity 
measured by Hall teclinique is compared with the redistribution kink in the SIMS. In 
control samples, differential Hall shows the maximum active antimony concentration 
in silicon to be 3.5xl0^^cm'^, SIMS gives rise to a value of 3.3x1 O^ c^m"^ , i.e. 
agreement to within 6%. For strained silicon, differential Hall gives a maximum 
antimony activation of 6.9x1 O^^cm’^  with an equivalent value of 7.6x1 O^ c^m'  ^
infeiTed fiom SIMS analysis, i.e. in this case, the same to within 10%.
Now, considering the case where annealing is caiiied out at 800®C -  in the control 
sample (Figure 5.39), the kink in the SIMS profile occurs at 3.1xl0^^cm'^. In the 
strained sample (Figure 5.40), a kink in the SIMS is seen at 5.5xlO^°cm"^, Assuming 
again the redistribution is solubility dependent, the SIMS measurements agree well 
with the differential Hall profiles. In control samples, differential Hall shows the 
maximum antimony metastable activation in silicon to be 2.9x1 O^^cni' ,^ i.e. 
agreement to within 7%. For strained silicon, differential Hall gives a maximum 
antimony activation of 5.1xl0^®cm"^, i.e. agreement to within 8%.
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Figure 5.39. Simultaneous depth profiies from SiMS (solid black line) and differentiai Mali 
(joined black squares) for Sb-implanted (2keV, 4x10^'*cm'^) silicon controls, annealed for 10s at 
SOO^C. An as-implanted SIMS profile (grey line) is also shown.
In the case of both strained silicon and silicon controls, the onset of redistribution 
occurs for a lower concentration when annealing at a temperature of 800°C as 
opposed to 700°C. This suggests that the reduced antimony activation is not a 
consequence of deactivation at elevated temperature but is a result of differences in 
regrowth and suggests the metastable solubility is lower at 800°C than at 700°C. The 
reason for this variation is not clear- although these findings do support the 
conclusions of many others in the literature which propose the complexity of 
metastable activation and advise that metastable solubility can be lower for higher 
temperatures, in contrast to the clear- temperature dependence in the case of 
equilibrium solubility [59].
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Figure 5.40. Simultaneous depth profiles from SIMS (solid blue line) and differential Hall (joined 
blue squares) for Sb-lmplanted (2keV, 4x10^'*cm'^) strained silicon, annealed for 10s at SOO^C. 
An as-lmplanted SIMS profile (grey line) Is also shown.
5.6 Implications for Strain-Engineered Devices
Arsenic
The experiments canied out in this study have not produced arsenic ultrashallow 
doping with the necessary electrical characteristics applicable to future CMOS 
devices. High metastable dopant activation (4.4x1 O^^cm’^ ) is achieved but this level 
is not superior to the highest equilibrium activation of arsenic in silicon (5xlO^%n"^) 
for annealing at high temperatmes (1200°C). Tensile strain is shown to have little 
measurable effect on arsenic activation. In silicon samples, the optimal experimental 
parameters of this study create a doped layer with lowest sheet resistance of 
1120O/Sq. In strained silicon, electron mobility is enhanced by 30%, in agreement 
with the previous experimental findings of Sugii et al. [32] but superior to the modest 
predictions by Dhar et al. [114]. Consequently, sheet resistance is lowered by 30% in 
the presence of tensile strain (to 880Q/Sq) but is still not sufficiently low when 
combined with a junction depth of >13nm (see Figure 5.12) where a figure of 
~400Q/Sq is required by the semiconductor industry (see Figure 6.2). Additionally 
the as-implanted junction depth is seen to increase during aimealing in both the 
silicon and strained silicon case due to transient enhanced diffusion. Therefore SPER
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using a low température process is probably not advantageous for arsenic doping 
when compared to results from millisecond annealing at high temperature where an 
equivalent activation with less diffusion is achievable [166]. Tensile strain leads to a 
greater jimction depth increase than in unstrained control samples and so, while on 
the one hand, strain improves arsenic doping characteristics by reducing resistance, 
on the other, it is unfavour able since it leads to an increased junction depth.
Antimonv
In contrast to ar senic, the optimal results for antimony doping achieved in this study 
do satisfy the doping requirements outlined in the technology roadmap. Peak 
antimony activation is attained that is significantly higher than equilibrium antimony 
solubility. The peak antimony activation in silicon (3.9x1 O^ c^m"^ ) agrees well with 
the findings of others [32] and dwarfs activation under low temperature equilibrium 
conditions (VxlO^^cm'^). When the silicon is tensile strained by 0.7%, peak electrical 
activation as high as 8.2x10^°cm'^ is accomplished. This is the highest antimony 
concentration directly measured as electrically active when we compare to other 
results in the literatme. The effect of tensile strain as a mobility enhancer is also 
apparent for antimony doping. It appears that the strain-induced electron mobility 
enhancement for heavily doped semiconductors is significant (-30%) and is larger 
than that predicted analytically [114]. Dhar' et al. state that their analysis is likely to 
give a modest prediction and so a more optimistic analytical approach may lead the 
theory to closer agreement with experimental findings. The lowest sheet resistance 
for antimony-doped silicon (879t2/Sq) is in line with the recent findings of Alzanki, 
where the resistance is low, but not sufficiently low to satisfy the demands of the 
silicon roadmap. In strained silicon, because of improved antimony activation and 
mobility, the outlook for antimony is even more encouraging, since the lowest sheet 
resistance is 595^^/Sq. Coupled with an as-implanted junction depth of lOnm, this 
resistance is applicable to CMOS requirements (see Figure6,2.). Additionally, when 
low thermal budget aimealing (<800°C) is employed, the junction depth does not 
increase during SPER in either control or strained substrates. These findings make 
antimony an interesting alternative dopant species for strain-engineered NMOS.
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The ability to enliance dopant activation by directly applying tensile strain to the 
silicon lattice has not been demonstrated before. This effect is clearly important and 
could have important implications for source/drain doping. The causes of this effect, 
and the reason that enlianced activation is seen for antimony but not for arsenic, 
require some more careful consideration.
5.8 Strain-Enhanced Activation -  Comparisons of Experiment and 
Theory
For arsenic, unlike antimony, strain-induced activation enhancement is not apparent. 
The reason for this difference is not completely clear, however in an attempt to 
explain the findings of this study, results ar e compared to the theoretical predictions. 
In the recent work of Ahn et al. [110], a general theory for the effect of stress on 
dopant solubility in silicon was introduced, considering three important solubility 
components that are modified by strain. Ahn and co-authors considered the complete 
stress energy of the dopant (i.e., both the ions and the associated electrons/holes) and 
the relative position of the Fermi level and defect energy level within Fermi-Dirac 
statistics. For highly activated (>10^^cm'^), shallow dopants (such as As and Sb), the 
strain compensation energy was determined as the dominant factor, determined by 
the dopant-induced lattice strain (i.e.. As""" / Sb^ and e"). In Figure 5.41 the solubility 
enhancement factor (defined as a ratio of the solubility in strained silicon to the 
solubility in conventional silicon) for arsenic and antimony, adapted from [110], is 
plotted as a function of strain and temperature. Activation enhancement measured 
experimentally in this study by differential Hall is added on the same plot. An 
obvious question exists as to whether the theoretical treatment can accurately 
describe strain effects on activation following epitaxial regrowth. Remarkably an 
excellent correlation exists for both arsenic and antimony activation enhancement 
when compared to that predicted theoretically. The theoretical analysis deals with the 
equilibrium solubility case, not directly associated with the situation following 
SPER, however the correspondence with the results foimd in this study and with 
those of Sugii et al. suggests that both equilibrium and metastable solubility are 
similarly affected by strain. It is therefore likely that tensile strain in the strained 
silicon lattice is compensated when large antimony atoms are dissolved in the host 
substrate. Hence in strained silicon, antimony activation is improved relative to the
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case in regular silicon where antimony substitutionality is less energetically 
favourable. Since arsenic creates very little strain compensation, a relatively small 
improvement in arsenic activation occurs as a function of applied tensile strain. 
Certainly this effect is likely to be small for 0.7% tensile strain and is indeed 
undetectable in the experiments of this thesis.
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Figure 5.40. Solubility enhancem ent a s  a function of strain and temperature. Ab initio 
predictions from Ahn et al. [1101 are plotted compared to experimental enhancem ents 
m easured for Sb and As (2keV, 4x10 ^cm and 10s annealing) by differentiai Hail measurement.
In the approach of Narayan et al. [112] the maximum concentration of several 
substitutional impurities in silicon during SPER is estimated by extension of earlier 
arguments by Cahn et al. [113] on metastable solubility in solids grown by liquid- 
phase epitaxy. This maximum is calculated by considering the point at which the 
gain in free energy due to an amorphous/crystalline transformation is equal to the 
strain energy associated with crystalline silicon with dissolved dopants. This strain 
energy becomes the limiting factor to dopant solubility and, according to Narayan et 
al., is determined by the difference in covalent radius of a dopant and a host atom. 
While the quantitative agreement with experimental data is weak, there is very good 
qualitative agreement between Narayan et al.’s calculations and their experimental 
results. The implications of these calculations is that strain intentionally induced in 
the silicon substrate should have an effect on strain energy and, in turn, an effect on
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dopant solubility during SPER. In fact the same qualitative trend should be seen in 
the SPER case as is predicted for equilibrium doping by Ahn et al., that is, larger 
dopants (e.g. antimony) should have enhanced solubility in tensile strained silicon 
and reduced solubility in compressively strained silicon. The opposite is true for 
dopants whose covalent radius is smaller than silicon’s (e.g. boron). When the dopant 
has a similar covalent radius to silicon (e.g. arsenic) then its solubility should be 
reasonably unaffected by applied strain.
The relationship between the stress effect on equilibrium and metastable solubility is 
actually closer than the above argument would suggest. Narayan et al.’s approximate 
analysis of dopant energy in silicon based on covalent radius can be improved upon 
by using the first principles approach of Ahn et al., and in this case the predicted 
dependence on stress becomes exactly the same as for equilibrium solubility. This 
then fully explains the excellent agreement between the present experimental results 
and Ahn et al.’s theory.
5.7 Strain-Enhanced Antimony Activation
One issue that requires resolution is why antimony activation appears only to be 
enhanced by tensile strain when a mid- to high-dose implant is used. To answer this 
question Figure 5.30 is expanded to include chemical data from SIMS measurements. 
Figures 5.42 -  5.44 plot implanted dose as a function of peak profile concentration. 
As the dose is increased it is reasonable to assume that the peak concentration 
increases lineaify [153]. SIMS profiles provide infoimation on peak concentration 
and, by integrating under the SIMS profile, also on dose. Data from SIMS is used to 
surmise the linear dose-concentration relation for 2keV antimony implants (dashed 
black line). For any given dose, this line provides the upper limit to electrically 
active antimony. In reality this upper limit is also constrained by antimony solubility, 
here the metastable solubility associated with SPER. For silicon, the solubility (red 
line) is estimated from well-cited papers in the literature and for strained silicon (blue 
line), an enhanced solubility is inferred from the predictions of Ahn et al. When these 
lines are plotted alongside experimental data from this thesis it is clear to see that for 
low antimony implant doses (IxlO^'^cm’^  and 2xl0^'^cm'^), activation is limited by 
antimony concentration as opposed to being solubility limited. This implies that
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almost all antimony in the peak is electrically active. For mid or high doses, where 
activation becomes solubility dependent, then the effect of tensile strain becomes 
apparent as an activation enhancer. Figures 5.42 -  5.44 demonstrate that in this study 
the effects of strain on activation should become apparent for implant doses 
>4xlO''*cm'^, which indeed they appear to do. As described earlier, activation values 
from this study agree well with those acquired in the literature. Likewise the strain- 
induced enhancement factors agree well with those predicted by Ahn et al.
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Figure 5.42. Peak carrier concentration as a function of implanted Sb dose. SIMS data (hollow 
squares) provides the upper limit for peak activation (dashed black line) for low doses. For 
higher doses activation is limited by m etastable solubility (red line). This limit is extended in 
strained Si (blue line). Experimental data is plotted for strained (blue squares) and control
sam ples (red circles).
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Figure 5.43. Peak carrier concentration as a function of implanted Sb dose. SIMS data (hollow 
squares) provides the upper limit for peak activation (dashed black line) for low doses. For 
higher doses activation is limited by m etastable solubility (red line). This limit is extended in 
strained Si (blue line). Experimental data is plotted for strained (blue squares) and control
sam ples (red circles).
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Figure 5. 44. Peak carrier concentration as a function of implanted Sb dose. SIMS data (hollow 
squares) provides the upper limit for peak activation (dashed black line) for low doses. For 
higher doses activation is limited by m etastable solubility (red line). This limit is extended in 
strained Si (blue line). Experimental data is plotted for strained (blue squares) and control
sam ples (red circles).
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5.9 Strain relaxation and the importance of strain retention
In Chapter 2 of this thesis attention was devoted to the issue of strain relaxation 
during theimal processing of strained substrates. This issue is one that has 
traditionally caused many problems in growing wafers with sufficiently strained 
overlayers that are reasonably thick but also remain stable duiing annealing.
In the first study, by Sugii et al., investigating the effects of strain on heavy doping, 
substrate relaxation was seen to play a role for elevated annealing temperatures when 
strained layers were grown thicker than critical thickness. This is an important 
consideration that is also relevant to this study.
Results presented in earlier sections of this chapter are made on wafers puiposefully 
grown to exactly critical thickness by the industrial supplier. The grower uses a 
patented technology to grow the wafers that subsequently undergo a large range of 
experimental tests to ensure that all supplied wafers have similar properties and are 
stable against relaxation. For the annealing thermal budget implemented in this study 
the strained overlayer should therefore be completely resilient to any relaxation 
[33,115].
In order to investigate relaxation effects and analyse how this might have an impact 
on doping, a second set of strained silicon layers was used. These are grown on a 
Sio.8oGeo.20 buffer to a thickness of ~40nm, significantly thicker than critical 
thickness (~7nm [33]). For ease in making comparisons, the 17.5nm layers are from 
hereon termed “thin” and the ~40mn layers are termed “thick”.
5.9.1 Electrical analysis
Electrical data in Figure 5.45 represents caiTier density for control samples and both 
thin and thick strained substiates. Each sample has been implanted with antimony at 
2keV and fluence of 4xl0 '^*cm"^. In this instance, earner density data is presented as 
a fimction of annealing temperature. For this antimony dose an enhancement in 
carrier density is expected to result from the presence of strain in the substrate in 
comparison to silicon controls, as shown in earlier sections. If results for control 
samples (solid black symbols and line) and thin strained samples (solid blue symbols 
and line) are compared first, it is obvious that this enhancement is indeed evident.
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The carrier density enhancement is universal for the thinner strained layer, 
independent of the annealing temperature.
For the thicker layer and an annealing temperature of 600°C the carrier density is at 
its highest, slightly greater than for the thin strained layer and considerably more 
than in the control samples. It is possible that the greater strain created by having a 
Sio.8oGeo.20 buffer layer (thick) as opposed to a Sio.g3Geo.17 buffer (thin) might be 
acting to enhance the solubility of antimony still further than outlined in section 5,3. 
In contrast, the relative enhancement caused by using strain is seen to decline 
progressively with annealing temperature for the thick layers. This is pai'ticulaiiy 
apparent once the annealing temperature exceeds the temperatur e at which the wafers 
were grown (650°C). This reduction in strain-enhanced activation seems to support 
the idea of increasing strain relaxation at elevated annealing temperatures. The 
subsidence of the improved carrier density as the thick layer relaxes suggests, not 
surprisingly, that the effect of strain on dopant activation acts as a function of the 
tensile strain in the substrate.
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Figure 5.45. Carrier density as a function of annealing temperature (10s) for antimony implanted 
(2keV, 4x10^''cm'^ Sb) siiicon controls (black squares), thin (17.5nm) strained substra tes (blue 
filled squares) and thick (~40nm) strained substra tes (blue hollow squares).
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Figure 5.46. Peak carrier concentration as a function of anneaiing tem perature (10s) for 
antimony impianted (2keV, 4x10^^cm’^  Sb) siiicon controis (biack squares), thin (17.5nm) 
strained substra tes (biue filied squares) and thick (~40nm) strained substra tes (biue hoiiow
squares).
In Figure 5.46 the peak carrier concentration extracted from differential Hall 
measurements is also presented for these nine conditions. In agreement with sheet 
caiTier density, the caiiier concentiation in the thick strained layer is the highest of 
all three samples (thick, thin or control) following 600°C annealing but the caiiier 
concentration falls successively as the annealing temperature is elevated and does not 
follow the temperature coiTelation of the thin and control substrates, suggesting that 
strain relaxation occurs.
5.9.2 Electron microscopy
Cross-sectional transmission electron microscopy (XTEM) is employed in this study 
using the JOEL JEM 2000FX electron microscope to investigate visible defects 
characteristic of strain relaxation in the strained silicon layers following thermal 
processing.
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Figure 5.47. Cross-sectional transm ission electron microscopy images of (a) an as-grown thin 
(17.5nm) layer, (b) the thin layer following 2keV Sb implantation (4x10^^cm'^) and 700°C, 10s 
annealing, and (c) the silicon control sam ple with implant and annealing as in (b).
XTEM in Figure 5.47 supports the belief that the wafers with a 17.5nm-thick strained 
Si overlayer (thin) do not relax under any of the implemented annealing conditions. 
In (a) an image of the as-grown layer is presented and is free from visible defects. 
Similarly, in (b) the image illustrates the layer following 2keV antimony 
implantation (4xl0’'^cm'^) and 700°C annealing for 10s. Following processing the 
layer appears to remain defect free. In (c) a similar image is presented for the silicon 
control sample that has had the same antimony implant and annealing. Again, this 
sample appears to be defect free. In all cases, each sample is topped by a thin (~2nm) 
amorphous layer, believed to be the surface native oxide.
Figure 5.48 shows XTEM images of the ~40nm-thick strained silicon sample. In (a) 
the sample is as-grown and appears to be a reasonably uniform layer, free from 
visible defects. In (b) the sample has undergone 2keV antimony implantation 
(4xlO'"^cm"^) and rapid-thermal annealing at 800°C for 10s. At the centre of the 
image two stacking faults can be seen running parallel to the (111) plane in the 
strained silicon layer. Stacking faults are commonly a signature of misfit 
dislocations. This suggests partial relaxation of the strained layer has occurred during
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annealing through the introduction of misfit dislocations and causing stacking faults 
to form. It is likely this relaxation occurs because the strained layer thickness lies in 
the metastable region [11]. Some degree of relaxation is also likely for samples 
annealed at 700°C since this is also above the 650°C wafer growth temperature.
4 OIÎIÎI
Figure 5.48. Cross-sectional transm ission electron microscopy images of (a) an as-grown thick 
(~40nm) layer, and (b) the thick layer following 2keV Sb implantation (4x10 '^cm^) and 800®C,
10s annealing.
5.9.3 X-ray diffraction
High-resolution x-ray diffraction (HRXRD) is employed in this study to investigate 
the lattice match of constituent layers within the thick strained silicon samples. 
HRXRD measurements were performed on a Philips X’Pert Pro diffractometer and 
reciprocal space maps (RSM) were collected for the (422) reflection in glancing- 
incidence geometry, measured according to the procedure reported by Erdtmann et 
al. [126]. Reciprocal lattice maps are presented in Figures 5.49 -  5.51. In Figure 5.49 
the RSM is for the thick strained silicon sample that has been implanted with 2keV 
antimony to a nominal dose of 4xl0''^cm'^. Each layer in the heterostructure substrate 
produces a distinctive high-intensity peak in the RSM. Figure 5.49 is annotated to 
highlight the peaks corresponding to each of the layers. All layers have an associated 
coordinate corresponding to reciprocal lattice units (RLU) related to atomic spacing 
in the layer. The thick silicon substrate gives the most intense peak. A reasonably
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intense peak is evident from the Sio.80Geo.20 buffer. These two peaks are joined by a 
number of contours that signify the transition in lattice parameters of the SiOe buffer 
layer. The buffer is built-up from the pure silicon to a Sio.sGeo.i constant-composition 
layer using a graded layer where the germanium content is gradually increased from 
0% to 20% [167]. A third, less intense peak is apparent, originating from the thin 
strained silicon layer grown above the SiGe buffer. It is the position of this peak that 
is of significant interest. The white line drawn on the RSM shows that the strained 
overlayer and the SiGe buffer produce peaks with the same reciprocal lattice unit on 
the x-axis. This represents the perfect lattice registry between the biaxially strained 
silicon and the underlying buffer layer. With respect to the silicon substrate peak, the 
strained silicon peak is at a lower RLU on the x-axis representative of the biaxial 
tensile strain brought about by the variation in lattice parameter.
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Figure 5.49. Reciprocal space map from high-resolution x-ray diffraction m easurem ent on Sb- 
implanted (2keV, 4x10^^cm )^ thick strained layer.
Figure 5.50 is again annotated to highlight the peaks corresponding to each of the 
layers. In this case the strained silicon sample has undergone annealing at 700°C for 
10s. The white line drawn on the RSM shows that now the strained overlayer and the 
SiGe buffer produce peaks with slightly displaced RLUs on the x-axis. The peak has 
moved to the right suggesting some relaxation of strain with respect to the underlying 
buffer layer. With respect to the silicon substrate peak, the strained silicon peak is 
still at a lower RLU on the x-axis demonstrating some biaxial strain is retained. The
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overlayer peak is at a lower y-axis RLU than in the as-implanted case, further 
suggesting the layer has relaxed towards equilibrium lattice spacing.
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Figure 5.50. Reciprocal space  map from high-resolution x-ray diffraction m easurem ent on Sb- 
implanted (2keV, 4x10^^cm'^) thick strained layer annealed at 700°C for 10s.
In Figure 5.51 the strained silicon sample has undergone annealing at 800°C for 10s. 
The white line drawn on the RSM shows that following this elevated thermal budget 
the strained overlayer and SiGe buffer peaks are now largely displaced. In this case 
the peak from the strained layer and from the buffer have also broadened. The peak 
from the strained layer has moved significantly to the right suggesting more strain 
relaxation with respect to the underlying buffer layer. With respect to the silicon 
substrate peak, the strained silicon peak is still at a lower RLU on the x-axis 
demonstrating that at least some biaxial strain is retained. The overlayer peak is at a 
lower y-axis RLU than before suggesting again the layer has relaxed further towards 
equilibrium silicon lattice spacing.
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Figure 5.51. Reciprocal space map from high-resolution x-ray diffraction m easurem ent on Sb- 
implanted (2keV, 4x10^^cm'^) thick strained layer annealed at 800°C for 10s.
The HRXRD results support the interpretation of strain relaxation in the XTEM 
images, suggesting that the thick strained layers grown above critical thickness are 
subject to relaxation when processed above the growth temperature. Since these 
measurements were made through collaboration, no HRXRD measurements were 
possible on the thinner strained silicon layers grown to critical thickness. In the case 
of measuring thin layers (<20nm), a suitable data acquisition time would be 
drastically greater (>10^s) and unfortunately was outside the scope of the time the 
collaborator could dedicate to this work.
This investigation into strain relaxation highlights the importance that strain is 
retained during processing, both for improved mobility and improved activation. One 
other key point is that it appears possible that increasing tensile strain to levels in 
excess of 0.7% might act to improve antimony activation still further (as evidenced 
in Figures 5.45 and 5.46).
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6 Conclusions and Future Work
Until recent device generations, the CMOS revolution has been made possible 
because chipmakers have continually downscaled device dimensions during 
successive technology nodes. It is the rapid approach of physical device limits that 
has forced the semiconductor industry to consider alternative routes to realise 
performance improvements, such as strain-engineering. Strain is currently utilised to 
improve electron and hole mobility between source and drain meaning device 
performance is improved without any reduction in the size of the device.
The effects of strain ai'e not restricted to the device channel and the heavily doped 
source/drain extension regions are subjected to high levels of strain that can play a 
major role in determining dopant activation and diffusion. Much research is 
underway worldwide attempting to improve dopant activation and carrier mobility 
while at the same time reducing, or completely removing dopant diffusion. Such 
research has tended to focus on doping in regular, unstrained silicon and until now, 
no comprehensive experimental research has been carried out to address the impact 
of strain-engineering on the heavily doped areas of the CMOS device.
In this thesis a study has been canied out investigating the requirements of 
source/drain extension doping in the context of strain-engineering.
6.1 Fulfilment of research objectives
At the outset of this thesis, thr ee objectives were identified for realisation. Below, we 
review how well these objectives have been fulfilled:
1) To demonstrate accurate and reliable measurements of donant activation and 
mobilitv in both strained silicon and silicon control samples.
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As pai't of this study the differential Hall technique has been developed as a tool for 
characterising ultrashallow doping in semiconductors. In the case where information 
is sought about dopants in strained silicon substrates it provides a unique advantage 
over other techniques as it is capable of separating the relative carrier concentration 
and mobility contributions to the conduction of the doped layer under test. This 
capability has been essential to flilfil the later objectives of this study.
In this thesis the inherent assumptions of the differential Hall technique -  concerning 
layer removal rmiforrnity and reproducibility -  have been tested and shown to be 
reasonable. Similarly, correction procedures to as-measured profiles have been 
considered and corrections for Hall scattering and surface depletion effects are 
implemented in experimental results. This combines to give rise to a technique 
capable of accurately deterarining dopant cariier and mobility profiles as a function 
of depth.
2) To use experimental measurements to uncover the effects of tensile strain on the 
electrical properties of the common donor impurities used for ultrashallow 
doping in CMOS processing.
Resistance in the source/drain extension regions is largely defined by carrier mobility 
and dopant activation. Firstly, we conclude about the effects of tensile strain as a 
mobility enhancer.
In this study it appears that tensile strain creates a significant strain-induced electron 
mobility enhancement for heavily doped semiconductors. A 30% enliancement is 
evident when results are compared for doping in 0.7% tensile strained substrates 
compared to imstrained silicon controls. The 30% enhancement appears to be more 
or less universal for both arsenic and antimony, and for all doping concentrations in
1 0  ^  *7fl 1the range 10"cm"'' -  10"“cm'‘'. This finding agrees well with the study of Sugii et al. 
when investigating mobility enhancements for 1.3% tensile strained silicon.
Although less than the enhancement for lowly doped strained silicon, a 30%
improvement is larger than that predicted by Dhar et al. using an analytical approach. 
Dhar et al. state that their analysis is likely to give modest predictions and so a more 
optimistic analytical approach may lead the theory to closer agreement with 
experimental findings.
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In conclusion, it is likely that biaxial tensile strain can be utilised to relieve some of 
the strict future performance demands of the source/drain extensions -  reducing sheet 
resistance by entrancing election mobility.
Tensile strain is also seen to effect dopant activation, though this is more 
complicated than a simple, universal enhancement. For arsenic, 0.7% tensile strain is 
shown to have little measurable effect on arsenic activation. In contrast, for antimony 
an activation enliancement >2 is possible when electrical doping profiles are 
compared for strained silicon samples and silicon controls. This enables antimony 
activation approaching 10^'em'" -  the highest antimony concentration measured as 
electrically active when compared to other results in the literature. This effect is 
demonstrated for a range of doses and annealing conditions and seems to be directly 
linked to antimony solubility since the effect is seen to ‘switch on’ when the 
metastable antimony solubility in unstrained silicon is surpassed. Likewise, electrical 
profiles show enlianced canier numbers at the peak of the implant profile. Electrical 
profiles are supported by chemical profiles from SIMS measurements where the 
active doping level is infened from the ‘kink’ where redistribution is seen to 
originate. Enhanced activation in strained samples is also shown by UV Raman 
measurements.
The ability to enliance dopant activation by directly applying tensile strain to the 
silicon lattice has not before been demonstrated by experiment but has been 
predicted theoretically. Until very recently, theoretical treatments concerned with 
stress effects on dopant activation were largely in disagreement and suffered from 
differences in formulation and, in some cases, errors. In the recent work of Ahn et 
al., a general theory for the effect of stress on dopant solubility in silicon was 
introduced, considering the three important solubility components that are modified 
by strain. For highly activated (>10^^cm‘^ ), shallow dopants (such as arsenic and 
antimony), the strain compensation energy was determined as the dominant factor, 
determined by the dopant-induced lattice strain (i.e., As"^  / Sb"*" and e'). In Figure 6.1 
the solubility enhancement factor for arsenic and antimony is plotted as a function of 
strain and temperature, reproduced from Chapter 5. Activation enhancement 
measured experimentally in this study is added on the same plot to reiterate the 
excellent correlation for both arsenic and antimony activation enhancement when 
compared to that predicted theoretically. The theoretical analysis deals with the 
equilibrium solubility case, not directly associated with the situation following
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epitaxial regrowth, however the correspondence with the results found in this study 
suggests that both equilibrium and metastable solubility are similarly affected by 
strain. Indeed, Narayan et al.’s approximate analysis of dopant metastable solubility 
in silicon based on covalent radii can be improved upon by using the first principles 
approach of Ahn et al., and in this case the predicted dependence on stress becomes 
exactly the same as for equilibrium solubility and explains the excellent agreement 
between the present experimental results and theory.
It is therefore likely that tensile strain in the strained silicon lattice is compensated 
when large antimony atoms are dissolved in the lattice. Hence in strained silicon 
antimony activation is improved relative to the case in regular silicon where 
antimony substitutionality is less energetically favourable. Since arsenic creates very 
little strain compensation, a relatively small improvement in arsenic activation occurs 
as a function of applied tensile strain. Certainly this effect is likely to be small for
0.7% tensile strain and is indeed undetectable in the experiments of this thesis.
Sb ab  initio [110] 
Sb diff Mali 
As ab  initio [110] 
As diff Haii
600X
800X
600°C
800X
0.02 0.04 0.06 0.08 0.10
6 /  k g T  ( e V ^ )
Figure 6.1. Solubility enhancem ent as a function of strain and temperature. Theoretical 
predictions from Ahn et ai. are plotted com pared to experimental enhancem ents m easured for 
Sb and As (2keV, 4x10'^cm'^ and IDs anneaiing) by differential Hall m easurem ents.
This strain-enhanced activation effect is clearly important and could have important 
implications for source/drain doping, though it is vital that strain relaxation is 
avoided during processing, particularly where amorphisation and high temperature or
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long time annealing are employed. In this study strain relaxation is shown to reduce 
the effect of strain as both a mobility and activation enhancer.
3) To utilise the effects of strain to create n-tvpe lavers conforming to the 
requirements of the semiconductor technolosv roadmap.
For arsenic doping, the experiments carried out in this study have not produced 
ai'senic ultrashallow doping with the necessary electrical characteristics applicable to 
future CMOS devices. High metastable dopant activation (4.4x1 O^^cm' )^ is achieved 
but this level is not superior to the highest equilibrium activation of ar senic in silicon 
(5xl0^^cm‘^ ) for annealing at high temperatures (1200“C). In silicon samples, the 
optimal experimental parameters of this study create a doped layer with lowest sheet 
resistance of 1120Q/Sq. In strained silicon, electron mobility is enhanced by 30% 
and consequently, sheet resistance is lowered by 30% in the presence of tensile strain 
(to 880Q/Sq). This characteristic is not sufficiently low when combined with a 
junction depth of ^13mn where a figure of ~400Q/Sq is required by the 
semiconductor industry. Additionally the as-implanted junction depth is seen to 
increase during annealing in both the silicon and strained silicon case due to transient 
enhanced diffusion. Therefore SPER using a low temperature process is probably not 
advantageous for arsenic doping when compared to results from millisecond 
annealing at high temperature where an equivalent activation with less diffusion is 
achieveable. Tensile strain leads to a greater junction depth increase than in 
unstrained control samples and so, while on the one hand, strain improves arsenic 
doping characteristics by reducing resistance, on the other, it is imfavorrrable since it 
leads to a more increased junction depth.
In contrast to ar senic, the optimal results for antimony doping achieved in this study 
do satisfy the doping requirements outlined in the technology roadmap. Peak 
antimony activation is attained that is significantly higher than equilibrium antimony 
solubility. The peak antimony activation in silicon (3.9x1 O^^crn' )^ agrees well with 
the findings of others and dwarfs activation under equilibrium conditions (7xl0^^cm' 
)^. When the silicon is tensile strained by 0.7%, peak electrical activation as high as 
8.1xl0^^crn'^ is accomplished. The lowest sheet resistance for antimony-doped 
silicon (879Q/Sq) is in line with the recent findings of Alzanki, where the resistance
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is low, but not sufficiently low to satisfy the demands of the silicon roadmap. In 
strained silicon, because of improved antimony activation and mobility, the situation 
is even more encouraging, since the lowest sheet resistance is 595Q/Sq. Coupled 
with an as-implanted jimction depth of 1 Onm, this resistance is applicable to CMOS 
requirements (see Figure 6.2). Additionally, when low thermal budget annealing 
(<800°C) is employed, the junction depth does not increase during SPER in either 
control or strained substrates. These findings make antimony an interesting 
alternative dopant species for strain-engineered nMOS.
1200
1100
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^  900
%  800
c 700
^  600
S 500
*5 4000)£  300(/) 200 -  
100 
0
■  Forecast of ITRS
■  2keV, 4x1 o ' W '  Sb (700°C) Strain.
□  2 k e V ,4 x 1 0 'W S b (7 0 0 ° C )S i
■  2keV, l O ' W  As (700°C) Strain
□  2keV, 10'^cm " As (700“C) Si
Industry trend
10 Junction depth (nm) 100
Figure 6.2. Source/drain extension requirem ents of the sem iconductor industry (black) plotted 
against the optimum characteristics achieved in this study for Sb, both with (biue, filled), and 
without (blue, hoiiow) 0.7% tensile strain; and As, also with (red, filled) or without (red, hollow) 
strain. Sb doping in strained Si sits  exactly on the trend line.
6.2 Future work
The findings of this study have interesting implications for other applications of 
strain-engineering. Many avenues of exploration are possible and we can speculate 
about some very exciting findings. The first obvious route of enquiry is to carry out 
similar experiments for antimony and arsenic doping using higher levels of tensile 
strain. Theory predicts that increasing strain will further enhance dopant activation. It 
will be interesting to see just how high it is possible for dopant activation to go. The 
same also applies to mobility, although this latter enhancement is predicted to 
saturate at strains only slightly higher than those implemented in the current study.
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Compressive strain is favoured for the PMOS device due to the advantages gained 
with respect to hole mobility. Compressive strain is also likely to have a positive 
effect on boron activation. These effects have already been predicted theoretically for 
equilibrium solubility. Since amorphisation techniques are often used in conjunction 
with boron doping and offer boron activation significantly in excess of those under 
equilibrium conditions we can only speculate that boron activation following SPER 
might be significantly raised in the presence of compressive strain. For example, 
boron activation as high as SxlO^^cm'^ has been reported in unstrained silicon. 
Employing -1%  compressive strain and noting the x5 theoretical enhancement factor 
in solubility (Figure 6.3), suggests that boron activation as high as 2.5x10^‘cm'^ 
might be possible.
Total
A £ .0.5
o3UcvaU As0.5
GaT=700"C
— —  Bi
- 0.01 0 0.01-0.005 0.005
Strain
Figure 6.3. Theoretical predictions of Ahn et al. suggest that other dopants might benefit from
strain-engineering.
Likewise, one ambitious aim might be to use bismuth as a dopant for the n-type 
source/drain extensions. This idea might not be as extreme as first appears when we 
reconsider the predictions of Ahn et al. and combine our thinking with the past 
findings of White et al. [168]. Bismuth metastable solubility as high as 4xlO^"cm'^ 
has already been achieved using SPER. This represents a high level of activation but 
as we have seen, is not in excess of other n-type dopants. However in the strained 
case, volumetric effects will be extremely significant for bismuth and could greatly 
enhance its solubility. According to theory under +1% tensile strain, bismuth 
solubility will be enhanced by a factor >3, potentially pushing the metastable 
solubility to a figure as high as 1.2xl0^*cm'^!
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Stress effects investigated in this thesis are biaxial effects relevant to CMOS 
processes employing global strain-engineering. One potential area of investigation is 
the effects of uniaxial stress on dopant activation. However current approaches to 
localised strain-engineering tend to induce uniaxial strain after soui'ce/drain 
extension activation. In this case strain will have no effect on dopant activation, 
though the effects of stress on mobility for heavy doping will still be applicable and 
are certainly of interest.
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S I L I C O N
(  c  If I' (  I: c  &
IQ.E Silicon Compounds 
Boocb House 
C y p m s Drive 
St. Mellon: 
CardiiT CF5 OLW 
United Kingdom
T.+44(0>3!>IDR3 7500 
F,+44(0')2l>J083 75iH
Specification for 17% Strained Silicon Substrate
Item
Numher
Film Parameter I Specification Measurement
Technique
Notes'
1 Suained Si Thickness I75A+/-,m Spectroscopic
Ellipsometry
SE calibrated to cross- 
scctiorial TEM
3 SlTïiinud Si Thickness 
Unifotmit\f
>3.5% Spectroscopic
Ollipsometiy
SE calibrated to cross- 
sectional TEM
3 Ge mole traction in 
SiOe Layer
0.174/-0.01 Spectroscopic
EHipsometiy
SE calibrated to XRD
4 Relaxation of SiGe 
Layer
>95% X-Ray
Diffraction
Triple axis
5 Surface
Micro-Rotighness
Ra < 10.4 AFM lOum X lOum 
scan size 
Avg. 5 sites: 
Centre, R'2 and R.
6 Field TDD of SiGe 
Layer
<3E5.'cnF EPD EPD verified by plan 
view TEM
7 Pilc-upTDDol’SiGe
Layer
<3cai/cm^ EPD EPD verified by plan 
view TEM
8 LPD <250@>0.5um TcticorSurfscan Resolution of detect 
analysis limited by 
surface roughness and 
pile-np TDD.
9 Oxygen
Concentration
•<1.0ElS/ctn'^ SIMS Cs SIMS analysis
10 Carbon
Concentration
<L0E18.W SIMS Cs SIMS analysis
11 Nlctallic Surface 
Contamination
<3ElO/cnr VPD Fe, Cu, Cr, Zn and Ni 
<5E10,tm^ for Ca, Na 
and Gc
52 Doping Custonier
Defined
SRP Doping to customer 
requirements.
AB *xcir&linlc"$ tee f t r  tnlo! w e& r areaesceplinjf 5 mm cv.'ÿi:tstîitsfi)ii
Filtte p ir .iinc tK ïlisü ii s iiw e  a e  o ily  tt"4L sol lu sOaincJ sitiivia and addiiinsi! ty so x y  Imem. S uhstn ts  je in tr fp u a m e n r j  i te  a 
fcnclioti-altlie ir e e d î ta e fo  o f  &K E îitix i WfTcni u s c i !  fijrsifiiiaid  j I Ik o i i  s to iil l i  
t e r  fiiril'çr ijewilj. cin.iil* itint eoin t j£  w .  SS3SI TRitrâJ
BS UN ISO 9DD) :3'3(lO C trl. No: FM66199
Appendix 1. Wafer specification for the 17.5nm strained silicon w afers used in this study.
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0
1.0
S  0.9-
0.8 -
0.7-
0.5
2 4 6 108
R / R ,
Appendix 2. The van der Pauw correction factor (f) piotted as a function of resistance 
symmetry, as described In section 3.9.
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