This paper details the development of periodic boundary condition support in the parallel finite-element eigensolver OM3P. OM3P is based on the inexact LanczodJOCC hybrid method, and it uses the vectorscalar (A-V) basis set that has previously been shown to dramatically reduce the computational requirements of the method. We will discuss the implementation challenges, including proper handling of problem pattitioninglload balancing for periodic problems. The use of A-V basis introduces additional difficulties in the parallel domain, and we will show solutions to these problems as well omega-beta diagrams for the RDDS structure generated on a modest computer cluster using the software.
THE INEXACT LANCZOS METHOD
The shift-invert Lanczos method is a standard technique for solving the generalized eigenvalue problem when the coefficient matrices are large and sparse, such as arise in eigenmode analysis of rf cavities using the finiteelement method. In the standard approach, a shifted linear system is formed to facilitate the rapid convergence of eigenvalues near the shift point, 1
1-0
( A -OB)-'BX = -X and at each Lanczos step the shifted system A -d must he solved to high accuracy. The shifted system is often highly ill-conditioned, leading to very poor convergence of iterative solvers such as conjugate gradient that are used for large systems that cannot be factored. Consequently, solution times can be unacceptably long even for relatively small problems.
The coupling of inexact solutions to the shifted linear system (Inexact Shift-Invert Lanczos -ISIL) followed by Jacobi Orthogonal Component Correction (JOCC) steps was proposed by Y. Sun, et al.[l] , to address this problem.
The method was first implemented in the Omega3P code developed at Stanford Linear Accelerator Center, and later in the OM3P solver developed by Simulation Technology & Applied Research [2] . The technique has beenshown to he much faster than the traditional Lanczos process for large systems, is highly efficient on parallel computers, and has been further developed by the original authors for complex symmetric (lossy) systems. In this paper we discuss an additional extension to Hermitian systems that arise from the application of periodic boundary conditions.
PERIODIC BOUNDARY CONDITIONS
The need for periodic boundary conditions arises in the design of rf beamline cavities, where it is of interest to know the resonant behavior of a periodic (or approximately periodic) system of cavities with a specified phase advance per cell. When the phase advance is a rational fraction of 360 degrees, one can in principle obtain the desired mode by including enough cavities in the analysis. A much more computationally efficient approach is to model one cavity but enforce the requirement that the fields on the entrance and exit planes (periodic boundaries) differ only by the desired phase advance, i.e., where superscript "T' indicates conjugate transpose, xp is the subset of unknowns that excludes those that occur on one of the periodic planes (referred to as "dependent" unknownslsources). Assuming the volume unknowns are enumerated first, followed by those on the independent periodic plane, followed by those on the dependent plane, the matrix P i s given by . .
where n + m is the total unknown count, and m is the number of unknowns on the independent periodic plane.
I , is the identity matrix of order m, and 4 is the phase advance across the cell.
APPLICATION TO A-V FORMULATION
In finite-elements used for electromagnetics the basis set is composed of vector functions tied to specific element entities, including edges, faces, and cells (depending on the order of interpolation). Recent work [3] has shown that the addition of scalar functions that are tied to the nodes yields substantial improvements in the convergence rate of iterative solvers such as conjugate where G is very sparse [at most 3 entries per row).
Converting to the periodic case yields, P'G'AGPx = AP' G' BGPy 
PERIODIC PARTITIONING
To tun a problem on a parallel computer, the mesh must be partitioned into parts that can be analyzed on each process. An efficient partition is one that minimizes the amount of communication between processes as compared to the amount of computational work each process must perform. For this reason, good partitioners tend to create mesh partitions that are blocks o f contiguous elements. This is not necessarily appropriate for periodic problems because the periodic planes are logically connected, even though they are physically separated in the mesh. Fig. 1 shows the procedure used in OM3P for partitioning periodic problems. The mesh is initially distributed by sending an equal number of nodes to each process, and then sending full element support for each node set, i.e., a given process receives all elements that connect to any of the nodes that are owned by the process. 
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Nodes on the independent periodic plane are then matched with the Corresponding nodes on the dependent plane, and this information is used to reduce the node graph to one that excludes the nodes on the dependent surface (nodes connected to dependent nodes are connected to the corresponding independent nodes in the reduced graph). The reduced graph is used by ParMETIS [4] to create a load-balanced partition in which independent-dependent node pairs are always found on the same process. In OM3P, all of these steps [after the initial partition) occur on the distributed mesh because we assume that no one process can hold the entire mesh even for pre-assembly processing. Thus, even matching of nodes between dependent and independent planes requires inter-process communication.
A comparison of the results of this partitioning procedure as compared to the non-periodic case is illustrated in Fig. 2 . 
COMPUTATIONAL RESULTS
OM3P has been applied to a variety of periodic structures, with one example shown in Figs. 3 4 . The ISIL-JOCC procedure works well for periodic problems formulated with the A-V basis, and we have been able to tun problems with in excess of 400K elements on dual processor high-end workstations in a few minutes of CPU time. The floating-point operation count is greater by a roughly a factor of two for the periodic case because the solution vectors are now complex (the matrix is still mostly real, and since the real and imaginary parts are stored separately we incur only a small increase in storage requirements for the coefficient matrix). A modest decrease in convergence rate of the iterative solver has been observed as compared to similar cases where periodic boundaries are not present (for instance, comparing the non-periodic case to the zero phase advance case). This behavior is attributed to the elimination of scalar unknowns on the periodic faces.
CONCLUSIONS
Support for periodic boundary conditions has been implemented in OM3P. Testing indicates no significant problems in using ISIL-JOCC method on the resulting Hermitian matrices. Some degradation in performance is seen due to elimination of scalar unknowns on periodic surfaces, and future work will re-examine this requirement. 
