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SUMMARY
In many fields there exist problems for which multiple solutions of suitably high performance
may be found across distinct regions of the search space. Optimisation of the search towards
including these distinct solutions is important not only to understanding these spaces but also
to avoiding local optima. This is the goal of a type of genetic algorithms called illumination
algorithms. In Chapter 2, we demonstrate the use of an illumination algorithm in the explo-
ration of networks sharing only a given set of structural features (valid networks). This method
produces a population of valid networks that are more diverse than those produced using state
of the art methods, however, it was found to be too inefficient to be usable in real-world prob-
lems. Additionally, setting an appropriate resolution of the search requires some amount of
prior knowledge of the space of solutions. Addressing this problem is the focus of Chapter 3,
in which we develop three extensions to the method: a) an exact method of mutation whereby
only valid networks are explored, b) an adaptive mechanism for setting the resolution of the
search, c) a principle for tuning mutations parameters to the search’ s resolution. We show
that with these additions our method is able to increase the diversity of solutions found in
significantly fewer iterations. Finally, in Chapter 4 we expand our method for use in more
general problem spaces. We benchmark it against the state of the art. In all tested landscapes,
we show that our method is able to identify more meaningful niches in the spaces in the same
number of iterations. We conclude by highlighting the limits of our framework and discuss
further directions.
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1Chapter 1
Introduction
In almost every field of science and engineering there exist problems for which the space of
possible solutions (often called the search spaceor problem landscape) is far too large for a
systematic search of the space to be realistic within current computational limits [47, 155].
Furthermore, many of these problems require realisation via a physical system or via com-
plex simulations to determine their performance or behaviour. This makes the relationships
between the variables being changed and their outputs even harder to fully comprehend, and
leads to the accruing of additional computational cost for the search of the space.
One strategy for investigating these spaces is to try to sample the space of solutions in
as unbiased a fashion as possible, either via random sampling of the space [27] or via more
advanced methods, such as Markov chain Monte Carlo simulations [13]. The issues with such
approaches are that: (1) they often require very long mixing times to gain a good comprehen-
sion of the space; and (2) we often care more about exploring only a particular part of the
space, rather than the entire space of solutions. With respect to the latter, some regions of
the space might not yield realisable solutions when they are simulated to detriment their per-
formance. Alternatively, there may be poor quality solutions (i.e., low performance) or some
regions might not be different enough from one another to be worth investigating separately,
2as their effects on the variable of interest are very similar and/or identical. Thus for the major-
ity of these problems, "black box" optimisation algorithms are often used due to their ability
to automatically find one or a set of high-quality solutions within these large spaces. This
focusing of the exploration, or "search", of the space of possible solutions allows particular
questions between the variables being changed and the maximum performance (also called
the "fitness" of the solution)possible in the space to be investigated. This occurs without the
need for full coverage of the space (which results in significantly lower computing costs) or
explicit information about the relationship between genome variability and performance. As
such, these algorithms are often able to out-compete handcrafted solutions, particularly in
problem spaces in which the relationship between the features and performance is not well
understood, such as in the material sciences [57, 107, 65], in drug discovery [183, 103], and in
many other domains [85]. However, this focusing of the search towards optimal solutions can
yield a restricted view of the space of possible solutions. This can even lead to global optima
(the highest fitness solutions possible in the space) being missed altogether as the algorithms
are deceived into converging onto local optima, because they are unable to see enough of the
space to know about the global optima [97, 136]. These kinds of "deceptive landscapes" (i.e.,
those in which there are one or more dead-ends in the search space with respect to increasing
the value of the objective function [92]) highlight the need for a re-balancing of these algo-
rithms towards more exploration (i.e., the focusing of the search towards areas of the space
not yet sampled, sometimes referred to as the "novelty" of the solutions). This may even occur
at the cost of exploitation (i.e., the focusing of the search towards the areas of highest fitness
seen), so as to gain the best understanding of the space. However, even when the search is only
exploring high-fitness areas, a level of exploration is still a key to gaining insight into these
kinds of complex solution spaces and their relationship to particular measures of performance.
So how do we increase the exploration of these kinds of spaces without the large computa-
tional cost associated with a fuller search of the space. In other words, how do we insure good
3coverage of the space of solutions while wasting the minimal amount of time on the areas of
least interest to our investigation?
Inspiration for a solution to this question can be gained from an examination of the wealth
of diversity produced by natural systems in solving many of the same kinds of problems
[105, 86, 185, 56], and from bio-inspired techniques developed from these observations seen
in these natural systems [47, 75]. Indeed, the study of the way that these systems "evolve"
such solutions has given rise to the field of evolutionary algorithms (EAs), and more specifi-
cally genetic algorithms (GAs). These algorithms implement the methods seen in these kinds
of natural systems in order to find the same kind of high calibre solutions in large complex
unknown problem landscapes.
In the following sections, I will first summarise GA-based approaches used thus far to
address this problem, as well as how effective they are (Section 1.1). Then, I will describe
our proposed case study to explore the space of higher-order structure in graphs sharing fixed
levels of global structural measures and justify why it is a good case study for this problem
(Section 1.2).
1.1 Genetic algorithms in the exploration of unknown
search spaces
GAs are a method of searching the space of solutions (i.e., a collection of possible solutions
with some notion of "distance" between candidate solutions [21], sometimes also called the
"genome space") that are inspired by the biological phenomenon of natural selection [33].
Theywere first proposed byHolland in the 1960s [63] as away of studying themechanisms
of adaptation seen in nature and thus applying them to a wide range of problems [62, 87].
This includes, but is not limited to: automatic programming [147, 37, 36]; machine learning
4[104, 85]; and of course a wide range of optimisation problems [46]. There is no rigorous
definition of what makes up a GA [114]. Almost all of their properties can and have been
altered in various ways in order to create variants that are best suited to the questions asked
by their creators.
In their simplest form, GAs work by taking a starting population of individual solutions
and encoding them so that each is represented by a "genome" that holds the key variables be-
ing studied/optimised. The choice of the encoding method for the GA plays one of the most
important roles in defining the search space available to it [87]. For most optimisation prob-
lems, this will define the variables that will be optimised. However, when using a method
of encoding that requires some form of realisation of the genome to yield a phenotype, this
choice might significantly affect the kind of solutions available to the GA. In the majority of
GAs, the population is initialised using a random sample of the search space, although this can
be manipulated in order to gain better coverage of the starting space or higher quality starting
solutions (often used as a means to avoid local optima [114]).The size of this population, if
kept constant throughout the search, can affect the "memory" of the GA. This means that a
smaller population of individuals is more likely to perform poorly within a deceptive land-
scape, because their representation of the space is based solely on the size of the population
it is compared to [100]. This population is then "evolved" through the iterative process of
selecting one or more individuals and changing their genome in some way; these are referred
to as "genetic operations" [114]. These genetic operations are the method by which the GA
explores the space of solutions, normally via: a "mutation" (adding to, or subtracting from,
values in the genome [168, 181]); a recombination or crossover (combining two individuals
into one new individual with a new genome [169]); or some combination of both [64, 134, 64].
The rate at which these genetic operations are applied and their size are often used as a way
of altering the balance of exploitation vs exploration within the search (i.e., the larger/more
frequent the genetic operations, the more exploration is achieved [64]). The genetic opera-
5tions can also be used as a way of avoiding/encouraging movement in particular areas of the
search space [148, 166]. They can even be dynamically changed during the search to alter
these effects in response to external clues (such as a set number of iterations [126]) or internal
features of the search (i.e., features gained during the search, such as passing a set level of
performance or a set level of coverage of the search space [124, 98]). This is not an exhaus-
tive list of possible genetic operations, as any change of the genome could qualify, provided
that it involves some heritable feature of the genomes selected for genetic operations, in order
to preserve any operational features of the genome (also known as "selective pressure" [114])
and to avoid comparisons with random search methods [64, 156]. All individuals, new and
old, are evaluated for their fitness (the measure or measures by which all individuals in the
population are compared). This sometimes involves the realisation of the genome via some
physical or mathematical simulation to give the resulting behaviours or "phenotype" of inter-
est. Importantly, the relationship between genome and fitness (often referred to as the "fitness
landscape" [184]) can be complex. These evaluations of the fitness of the population are then
used to affect how prolific the genome of each individual will be going forward, with the
lowest fitness individuals either removed or selected for genetic operations less often. This
results in a population that, depending on the setup of the GA, will move through the search
space towards areas of highest fitness, creating the selective pressure [62]. This is perhaps
the most flexible property across different GAs, with thousands of different methods for the
following: selection (i.e., determining which of the individuals in the population is selected
to be a parent to new solutions via genetic operations [156, 145]); population storage (e.g.,
storing only the top-performing percent of individuals or removing the bottom percent, which
is termed "elitism" [185, 114], or using another method such as storing all solutions regardless
of fitness); and/or other features used to control the selective pressure of the GA throughout
the search. These features do not even have to involve the optimisation of fitness. Instead, they
might be focused on creating all kinds of pressure within the search, pushing the population
6to include, or more heavily focus on, particular aspects of the space, such as the diversity of
the genomes in the population.
This cycle of applying genetic operations, evaluating the population and then updating
the stored population (referred to as one generation) is repeated until the end goal is reached.
This goal is usually a given number of generations or a given fitness level. The population of
solutions combines with the iterative process of searching the space of solutions via competi-
tion or other selective pressures to inform the search of the space as more solutions are found
during the evolution. This approach has made GAs well known for the novelty of their results.
In particular, they are often able to find solutions that were never seen in the population before
nor considered by the handcrafted solutions created by researchers [94, 178, 65, 125].
This does not imply that all GAs will overcome the problem of deceptive landscapes or
that they will gain perfect coverage of all areas of interest in the space. Rather, they still
require consideration of the problem landscape in order to ensure a greater coverage of the
space and thus avoid areas of local optima.
Recently, work from a new school of thought geared towards abandoning goal-oriented
fitness measures has started to show the effectiveness of directly measuring novelty (i.e., the
extent to which solutions have not seen before in the population or sometimes not been seen
in any past search of the space) as a fitness measure. This allows optimisations to be driven
towards a goal without explicitly setting the GA that goal [92]. This differs from the methods
discussed previously that encourage or preserve the diversity of solutions within the popula-
tion of the GA; rather, the search is actively pushed towards areas of the space not seen before
in the population.
One method that combines such a "novelty search" with other fitness measures is the Nov-
elty Search + Local Competition (NS+LC) method [117]. In this approach, the novelty of a
solution is determined by comparing it with its 퐾 nearest solutions in the genome space, al-
though this can be changed to explore the diversity of other features as desired. This means
7that each solution is only kept in the population if it has the highest fitness (as determined by
the optimisation measure) compared with the퐾 nearest solutions.Such approaches have been
shown to be highly effective and have led to the development of the field of quality diversity
[30, 7, 142, 141].
Both the performance measures being optimised and the novelty of a solution are treated
as their own separate fitness measures. These are optimised simultaneously, in a process
referred to as "multi-objective optimisation" [84, 165, 54]). By treating each measure as its
own separate fitness, not only is diversity of the solutions increased, but, because the GA is
guided by two linked feature spaces, it is less likely to be caught in local optima. A weakness
of this method for exploration in a full search of the space is that it is still much more focused
on the use of the novelty fitness to improve performance measures than on the exploration of
the feature space as a whole. This makes it vulnerable to issues such as "novelty cycling",
whereby the population merely moves from one area of diversity to another and back again
without memory of where it has already explored [118].
As such, if the aim is not merely to find as diverse a population of high-fitness solutions as
possible (as is the case with the kind of optimisation problems NS+LC was created for), but
rather to identify all areas of high fitness across the space (and just provide a more accurate
representation of the feature space), there is a need to focus on preserving diversity at a global
level rather than just maximising it. Indeed, two points very far away from each other in
feature space might yield high diversity in the population without a real representation of the
feature space. In other words, just because two individuals are on the map (a local view) does
not mean that anything can be inferred about the space in between them (which requires more
of a global view of the space).
Tackling this problem led to the development of "illuminative algorithms", whose focus
is on identifying the highest-performing solutions at each point of the space [118].
The first of these methods was theMulti-dimensional Archive of Phenotypic Elites (MAP-
8Elites) method [118] (see Algorithm 1 for pseudo-code), in which the optimisation is treated as
the single objective of the fitness measure, and the novelty of solutions within the population is
promoted via the mechanism of elitism based on a grid-based storage of the population. This
grid is created by dividing the search space (or, as for NS+LC, any feature for which diversity
is desired) into "cells" of a given size. The grid is often set so that there is a given number of
cells that are then used as "niches" for the population. It is worth noting that in the majority
of cases the mapped space used for these cells is placed in some form of "behavioural space"
witch while related to the genome space dose not have a one-to-one correlation in movement
around the space. These mapping of the behavioural space are what define the difference from
quality diversity (QD) algorithms and the broader illuminative algorithms talked about here.
This "niching" of the population means that, during the search, solutions are compared only
with other solutions that fall within the same cell. In other words, the first time a solution is
found in a new part of the space (i.e., an empty cell), it will be stored regardless of fitness. If
instead there have been other solutions in that cell (i.e., there has been "revisiting" of the cell)
then optimisation will act within that cell and keep only the best solution.
This provides not only a fast way of assessing the novelty (and diversity) of a solution
compared with the whole population, but also guarantees that if a new region of the space is
discovered during the search, it will be preserved. Thus, unlike for NS+LS, the longer the
search is run, the higher our confidence is in the coverage of the space by the population, and
thus the improved representation of the space.
This is of particular importance for cases in which we are not sure of the location or dis-
tribution of the solutions in the unknown space. These approaches have been used effectively
to generate a diverse range of solutions in a number of problem domains in which coverage
of the space of the solutions is of great importance [30, 73, 79, 5, 58, 48, 186].
Amore detailed breakdown of theMAP-Elites method is also provided in Sections 3.3 and
4.2. In these sections, we cover in more detail some of the limitations of this method, which
9come from very rigidly defining the regions of diversity (i.e., what makes two individuals
either side of a dividing cells boundary "diverse" from each other) and discuss the need for
"meaningful" diversity. That is, going beyond simply measuring the given distance between
individuals towards a meaningful difference in the way individuals function that is relevant to
the questions being asked of the space. Before starting this PhD, I worked on the use of a NS
style GA for the mapping of network structures sharing only the same global clustering and
degree distribution, summarised in the paper [129].
The first publication included in this thesis (Chapter 2) tests the effectiveness of a MAP-
Elites style method in investigating a large unknown space of solutions, namely the space of all
possible network configurations sharing only a given degree distribution and global clustering
coefficient.
In the following section, we briefly outline the importance of this problem space in the
field of graph theory, the challenges faced when investigating these relationships, and the
current methods available to tackle this problem.
1.2 Graph theory (networks)
Networks of graphs are a way of modelling almost any complex system that involves the
interaction of individual components by representing the connections (the "edges" or lines)
between each individual part of the system (the "nodes" or vertices; see Figure 1.1). This
modelling often allows global behaviours dependent on the connections and/or relationships
between different elements of the system to be picked out that either would not have been
noticed in isolation or that would be undetectable within large data sets [119].
These network models can be further tailored to represent features of systems. For exam-
ple, a network can be directed, in which case all edges are given a direction denoting the flow
of information (see network 푎 in Figure 1.1). Weighted networks can also be used, in which
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weights are given to each of the edges that represent the amount the connection contributes to
the flow of information (also see network 푎 in Figure 1.1). These propensities have resulted
in applied network theory being pervasive in real world applications, including the spread
of disease [59], of information via social media [137]), and of neural information within the
brain [109].
The structure of networks is often represented by a N×N matrix (called an adjacency
matrix), where N is the number of nodes in the network and each column and row shows the
connection between each of the two nodes (see Table 1.1). Here, a 0 denotes no connection
between nodes, while a 1 means a complete connection. When dealing with networks with
no self-connections (i.e., a connection from a node to itself; see node 3 in network 푏 in Figure
1.1), there are always zeros across the diagonal of the matrix. If all of the connections are
non-directed, the matrix will also be symmetrical (see the matrix of network 푐 in Table 1.1).
0.5 0.2
0.90.3
1 2 3
4
(a)
3
1
4
2
(b)
1 2
4 3
(c)
Figure 1.1: Examples of networks containing four nodes (represented by circles), with the
connections either undirected (lines without arrows) or directed (lines with arrows). (a) A
directed and weighted network. (b) An undirected network. (c) A complete and undirected
network.
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From these adjacency matrices, we are able to extract and study various structural prop-
erties of the networks. Often these studies focus on properties that convey useful information
about how the global structure of the network affects the operations of dynamical processes
in the system represented by this network [10]. These properties include, but are not limited
to, global measures of network structure. One such property is the degree distribution, which
is the frequency distribution of the number of edges of each node (their "degree") in the net-
work [119]). Another is the global clustering coefficient, which is the ratio of closed triplets
(three nodes connected by three edges) to the number of closed and open triplets (three nodes
connected by two edges, i.e, 푐푙표푠푒푑
푐푙표푠푒푑+표푝푒푛
[122, 179]). A further property is assortativity, which
is the preference of a node to be connected to other nodes that are similar to itself in some
way (for example, those nodes with a similar degree [119]). However, there are also other
properties that can involve more local structures (also sometimes referred to as higher-order
structures). These include "motifs", which are small network structures that are found to oc-
cur statistically significantly more often than expected at random [4, 113], such as  (also
known as "Toast"; see Figure 2.1), and "subgraphs", which are similar to motifs, being small
network structures within larger networks, but that are arbitrarily structured and sized [71]
(see all panels in Figure 2.1).
Assuming that these structures, which are seen in real world networks, act in some way to
modulate the efficiency of the dynamics or functions of these networks (a common belief in
the field [121, 19, 115]), then it would be valuable to study the extent to which it is possible
to optimise networks by manipulating these structures. This makes the interdependency (i.e.,
how dependent feature X is on feature Y) between network properties and their structures of
great importance to the field [164, 51, 26]. This is because being able to explorer a studied
property’s independence from the other properties of the network is vital to determining which
properties truly affect the dynamics seen in the real world network.
Not surprisingly, this is a well-researched problem [24, 6] and the current standard for
12
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addressing this problem is to generate many networks sharing only the studied property; that
is, they should in all other respects be random in their structures (these are referred to as "null
models"). The generation of null models is in itself a non-trivial problem, as the solution space
of possible network configurations for networks of any realistic/useful size (1,000 nodes or
greater), is extremely large. This is the case even when the solutions are restricted to those
sharing the desired structural property or properties. This implies, as discussed in Section 1,
that it is unfeasible to fully map the space of solutions via exhaustive sampling.
Not surprisingly, the majority of methods designed to generate networks sharing global
measures, such as a fixed level of global clustering and degree distribution, neglect to control
for changes in more local measures and thus might not produce true null models [82, 149, 80,
130]. This is of concern, as research has shown that these higher-order structural properties
will fundamentally affect the way the system operates [149, 150, 130, 131]. As such, there
exists a need for accurate methods of generating networks given global features that provide
more control over the exploration of higher-order structures.
This makes this problem a prime candidate for testing the kind of MAP-Elites-style GAs
described in Section 1.1, which provide greater diversity and novelty in the population of
networks generated. In fact, GAs are not uncommonly used in the optimisation of network
structures [90, 15].
Although they are normally used for optimising the processes run on the network, rather
than for exploring the structures of the network [91, 17, 160], GAs have been shown to be
effective in the space of networks sharing fixed global clustering and degree distribution [129,
130] (to our knowledge, this paper still contains the only method put forward for using GAs to
explore the structural diversity of networks sharing only fixed structural features, not counting
those methods presented in this thesis).
Degree distribution is perhaps the most commonly constrained structural measure for gen-
erating these kinds of null models [113, 127], as it is one of the most fundamental properties
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of a network [119]. It has been shown to be an important feature of many real world networks,
such as the scale-free network of the brain [43].
Combined with the global clustering of a network, which is a major feature of many real
world networks [159, 108], these two properties are often considered enough for the descrip-
tion of the structure of a network [150, 120]. However, there is growing evidence that this
is not the case when considering higher-order structures [150, 149] and furthermore, that the
methods used in the generation of null models of a given global clustering and degree dis-
tribution do not fully sample the space of higher-order structures existing in the search space
[129, 130].
In the following section, we describe the limitations of current approaches for generat-
ing networks of fixed degree distribution and global clustering. We additionally highlight
previous work using GAs to increase the diversity of the networks produced.
1.2.1 Network generation methods
The problem of generating null models for a fixed level of global clustering and degree distri-
bution (referred to as a "valid" network henceforth) is non-trivial and involves many layered
problems.
For example, in order to constrain the degree sequence, the presence of self-loops (con-
nections for which an edge starts and ends with the same node, "looping" back onto itself) and
multi-edges (where more than one edge connects node A to node B) becomes a problematic
issue to overcome [119].
Currently, there are two broad types of methods used for generating networks with a set
level of features: "rewiring" and "direct construction" [34, 119].
Rewiring (also called "edge swapping") methods involve taking a starting network, nor-
mally of the same size and number of edges [11], and then swapping pairs of edges repeatedly
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using a Markov chain scheme (i.e., a sampling the space of solutions via a walk in which the
probability of each step is dependent only on the state attained in the previous event [152]) to
produce new graphs with the same degree sequence. Such methods can result in self-loops
and multi-edges, but these can be removed by only performing the "swap" if it will not induce
self-loops or multi-edges.
This process repeats for퐸 ×푄 time steps, where퐸 is the number of edges in the graph and
푄 is chosen to be large enough for the Markov chain to show good mixing (with non-swaps
due to self-loops or multi-edges being counted in the overall number of repeats) [143]. Thus,
when looking for a set degree sequence or degree distribution one merely adds the constraint
of a set degree to the required checks before a switch can be confirmed [110]. In other words,
the change must preserve the degree and should additionally not lead to self-loops or multi-
edges.
To further constrain the networks produced by this kind of method and to gain a given
level of global clustering (i.e., the number of closed triangles as compared to paths of length
2), we can guide the choice of edges to be "swapped" to increase clustering. One such method
is called "Big-V", in which rewiring is done via the selection of a chain of five distinct nodes
(see Figure 1.2) that are then broken into one triangle and one disconnected pair; the rewiring
is then only accepted if it increases the clustering of the network [67, 59, 68].
A limitation of this kind of method is that (due to the requirement of a starting network
to either preserve the network features controlled for or increase the property from a start-
ing network), such methods normally have high dependency on the starting network selected.
This bias can be lessened by using multiple starting networks and combining the pool of
rewired networks [3] created, but this does not guarantee the diversity of the pool of networks
produced. Furthermore, gaining a complete sampling of the space, (i.e., samples from a di-
verse range across the search space) would require very long mixing times. Moreover, this
still does not address the diversity of higher order structures within these generated networks,
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Figure 1.2: Illustration of the operation of BigV. Top: five distinct nodes in a chain (before)
are selected by BigV to have their edges swapped. Bottom: an example of a swap that would
be accepted (after), i.e., one that increases clustering.
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which does not differ greatly from that seen in the starting networks [151].
We sought to improve this random walk method of exploring the space of possible net-
works, in which there is no direction to the movement through the search space, other than
ensuring that each "step" produces a valid network.To address this, a GA using a rewiring-like
method of mutation was employed and was found to be effective in improving the diversity of
samples taken from the space of solutions. This occurred without the need for an exhaustive
search of the space compared with popular re-wiring methods such as BigV [130].
The work of [129] was in fact the basis of my master’s thesis and served as a preliminary
investigation into the feasibility of this kind of novelty-driven GA for exploring higher-order
network structures. In this work, networks were encoded via their adjacency matrix and mu-
tations were conducted at an edge level, similar to the rewiring methods mentioned earlier in
this section. These matrices were then optimised toward two fitness measures: (1) structural
fitness (the distance between the target and actual degree distribution and global clustering,
with the fitness based on minimising the distance to the target); and (2) novelty fitness (the
difference in edges between the selected networks and all other networks in the population
with a structural fitness of 0, i.e. valid networks). Storing this pool of valid solutions found
during the evolution gave the GA a kind of memory of where it had been, thereby preventing
novelty cycling. As a result, this work was able to find significant diversity in a range of differ-
ent network types, including K-regular, Poisson and normal degree distribution networks with
a range of clustering values, and even in very small networks in which the level of diversity
was often inherently limited by the small number of connections. However, this method was
incredibly wasteful in the way it found networks, both because of very imprecise mutations
that resulted in invalid networks most of the time, and because of a lack of scalability. Indeed,
it was only feasible to generate very small networks (< 200 nodes) and even then, obtaining a
pool of around 50 valid networks took 2 days of running time on the high-performance cluster
at the University of Sussex. This therefore prevented this method being considered a realistic
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alternative to current network generation methods. However, it did show the feasibility of
using a GA to explore the diversity of network structures.
The second broad approach is direct generation, also called "stub matching". These meth-
ods are unlike rewiring, in that they do not require a seed network. Instead they build graphs
by sequentially matching two "stubs" that represent a potential connection or "dangling half-
edge" that can be paired to make one edge [119]. One of the best known, and most referenced,
examples of such method is the configuration model [123], in which an arbitrary degree dis-
tribution is achieved via the random matching of all of the stubs that are not yet connected.
Any occurrence of self-loops or multi-edges is then dealt with by restarting the whole process
again from the start.
Alternatively, this method can be improved through methods such as start-constrain [112],
in which one node is selected as a "hub" and an "allowed" and a "forbidden" list are made for
the hub, before nodes are randomly picked and connected to it until the network is completed.
The allowed list included all nodes that can connect while still preserving graphicality (i.e.,
here meaning the network is realisable without self-loops or disconnected nodes), while the
forbidden list includes all nodes with non excess degree (i.e., those that cannot be linked with
the hub anymore, starting with just the hub itself and increasing with each link). This does not
imply that this method is capable of replicating all possible networks with that constraint, nor
that this will extend to further constraints on the network to be generated. In order to further
constrain the network it is possible to modify the standard configuration model [123], such
that it constructs networks using specific network subgraphs.
One such method is the Clustered Configuration Model (CCM) [77], in which a set level
of clustering is achieved via the following looping method:
1. Allocate a number of stubs following a given degree distribution to a node;
2. Multinomially determine the configuration of corners and single stubs;
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3. Create lists for each corner type where a node that is allocated 퐾 corners of a certain
type will appear 퐾 times in the corresponding corner list;
4. Draw corners at random and without replacement from the appropriate lists and connect
them with other corners to form motifs;
5. Repeat until all lists are empty.
Again this method must deal with self-loops and multi-edges by restarting the whole pro-
cess. However, as this will depend only on the degree, this will become negligibly small in
the limit of a large network, such as those most often studied in the field [151] (i.e., networks
of approximately 10,000 nodes). This of course can mean that the generation of some graphs
might have an very long computational running times, depending on the occurrences of self-
loops or multi-edges. Variants of the method have been suggested that involve leaving such
occurrences unmodified until the end to be fixed by hand. However, this has been shown to
cause biases, even in the limit of large network sizes [82].
Recently, the CCM has been extended to allow the generation of networks with any ar-
bitrary subgraphs. The cardinality matching algorithm (CMA) [151] is discussed in detail
in Sections 2.3.1 and 3.3.1. This method allows for much tighter control of the networks
produced and means that particular features of the network structure can be more easily ex-
plored, while still maintaining the degree distribution and global clustering set. However, on
their own, these methods do not have any mechanism by which to systematically sample the
solution space.
Therefore, we propose to improve upon our previous work [130] by using the direct gen-
eration method discussed above to encode the networks. These can then be mutated at a sub-
graph level by increasing/decreasing the counts of the different subgraphs in the genome, and
then evaluated for their level of global clustering via their realisation using the CMA direct
generation method [151]. This allows the exploration of diversity with more direct control
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over higher-order structures (i.e., the subgraphs chosen for the encoding), as well as enabling
more efficient and scale-free storage of networks (i.e., mutation and storage of these networks
is not affected by their size or number of connections).
This method and its results is the focus of Chapter 2 and is covered in full there.
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Figure 1.3: Examples of subgraphs used in this thesis. All are assumed to be undirected
and unweighted. From left to right, starting with the top row, they are: triangle (C3 or G3);
partially connected square (Toast or G7); fully connected square (C4 or G8); empty square
(L4 or G15); and empty pentagon (L5).
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1.3 Structure of the thesis
This thesis seeks to improve the state of the art in the mapping of diversity and novelty of
solutions produced from the exploration of massive unknown search spaces. This work is
applied to the mapping of complex landscapes not seen before in this field, and to progressing
the field further towards the use of "meaningful" diversity between samples (i.e., such that
the level of change in any one examined feature results in a meaningful difference in the
investigated behaviour or feature).
To begin with, the mapping of these search spaces is often far too computationally taxing
to use exhaustive search or even other random sampling methods (e.g., Markov chain Monte
Carlo) to characterise the full space of possible solutions, due to their size and/or difficulty
of realisation. Hence in order to maximise the diversity of solutions discovered, there is a
need for a method of searching the space that informs the movement of the search as more
information is gained about the space of solutions. One interesting problem space is the space
of networks with a set level of degree distribution and global clustering,which is an important
space for generating more effective null models.This space is combinatorially large, unknown
for networks of any meaningful size (>1000 nodes), and complex [119, 127]. This is the
focus of the first two chapters of this thesis (Chapters 2 and 3). In Chapter 2, we start by pro-
viding a MAP-Elites-style GA method for exploring valid networks using a subgraph-based
encoding and mutation method. This method provides three main benefits to the search. First,
encoding networks via their subgraph decomposition (i.e., the population count of each sub-
graph from a arbitrary family of subgraphs in the network) and realising them using CMA
[151] provides scalability. Second, basing mutations directly on the higher-order structures
of the networks improves the efficiency with which valid networks are found, whilst still pro-
viding more control at the level of higher-order structures. Finally, using a MAP-Elites-style
grid-based storage of the generated population allows global novelty in the population to be
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encouraged, without the need for comparisons with the full population; this therefore avoids
the novelty cycling common to other novelty-driven methods [118]. This GA method is able
to produce a population of valid networks that are more diverse than those produced using
current state-of-the-art methods for valid network generation. However, due to the intercon-
nected nature of this method of encoding (i.e., a change of one of the genes in the genome
requires an accommodating change in one of the other genes to preserve the validity of the
networks being produced), this GA method is very inefficient at finding valid networks. Ad-
ditionally, the choice of the appropriate size/number of cells across the space of solutions
requires some amount of prior knowledge of the diversity available in the space of solutions.
Not only is this information not available in such an unknown search space, but a appropriate
cell size also might not be homogeneous across the whole space. Further, the aim of this
work is less focused on producing a large number of valid networks. We are not attempting
a full coverage of the space of solutions, but rather mapping those areas of the space of most
interest to the questions being asked about the space. As such, there is a need for further
tailoring of the search focus so as to highlight these areas of most interest. These issues are
the focus of our work in Chapter 3, in which we develop three additions to the method laid
out in Chapter 2. First, we develop a Diophantine equation-based method of mutation, such
that all mutations lead to valid networks. Second, we extend the standard MAP-Elites GA to
allow for adaptive resizing of the cells across the space in response to how interesting a cell is
throughout the search (referred to as the ARC MAP-Elites method henceforth). This means
that an increasingly greater resolution of search is appled to interesting regions of the space.
As part of this, we also develop the concept of "interestingness" in greater detail. Finally, we
present a pairing of this adaptive resizing with the size of the mutations applied to the cells,
such that the size of a mutation is proportional to the size of the cell it is stored in. This further
focuses the search towards the smaller/more interesting cells within the space. We show that
this ARC MAP-Elites + Diophantine mutation method is able to increase the diversity and
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novelty of solutions found compared to the previous method.
Building on these results, Chapter 4 further expands our exploration of the the ARCMAP-
Elites method in more general problem spaces. It provides the reader with a more detailed
description of the relationship between different possible measures of interest (MoI) and the
control variable touched on in Chapter 3, with examples for several distinct 2D landscapes.
This chapter also provides sensitivity analysis on the range of the adaptive mutation size and
its effect on the kind of population produced.
Finally, we benchmark ARCMAP-Elites against the standardMAP-Elites method in three
problem landscapes: (1) a range of niching benchmark spaces; (2) the exploration of network
structures (previously presented in Chapter 3); and (3) a hexapod robot walking simulation
(a well-known example of the use of MAP-Elites in the development of multiple high-fitness
solutions [29, 175]). In all landscapes, where known, we show that ARC MAP-Elites is able
to identify more known niches in the space than MAP-Elites for a range of naive cell sizes.
We also showed that although there is a cost in the effectiveness of the overall optimisation
of the search (as would be expected from any increasing divisions of the space), there is a
significant increase in the diversity of results, both in terms of coverage of the space and
secondary behaviours not included in the optimisation directly.
In Chapter 5, we summarise the main results of the research, highlight the limitations
of our work, and propose further directions. We discuss the applicability of our work to
the exploration of valid networks and how this work might be expanded to investigate other
structural properties and/or behavioural dynamic diversity. Finally, we argue that our work
has usefulness far beyond these specific search spaces, such as in improving our understanding
of more black-box GA search spaces.
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2.1 Abstract
The structure of a network plays a key role in the outcome of dynamical processes operating
on it. Two prevalent network descriptors are the degree distribution and the global
clustering. While there are now effective and analytically-tractable mathematical models
that can handle the degree distribution well, when clustering is also considered, most models
will break down or only operate for networks constructed in particular ways, e.g., networks
with non-overlapping triangles. Further complications arise from the fact that
network-generating algorithms often induce changes in structural properties other than that
controlled for. There is therefore value in getting greater understanding of the potential
diversity of networks sharing a given degree distribution and global clustering. As the space
of all possible networks is too large to be systematically explored, a heuristic approach is
needed. In our genetic algorithm-based approach, networks are encoded by their subgraph
counts from a chosen family of subgraphs. Coverage of the space of possible networks is
then maximised by focusing the search through optimising the diversity of counts by the
Map-Elite algorithm. We provide preliminary evidence of our approach’s ability to sample
from the space of possible networks more widely than some state of the art methods.
2.2 Introduction
Almost all complex systems can be modelled, to varying levels of detail, using networks
whereby components of the system can be reduced down to nodes and to edges connecting
them. Such an approach often makes it possible to pick out global behaviours dependent on
the connections and/or relationships between different elements of the system that either
would not have been noticed in isolation or could not be detected within large data
sets [119]. The relationship between network structure and behaviour is the subject of much
research in many areas such as epidemiology [32, 133, 70], social media [2] and
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neuroscience [109]. Where analytically-tractable mathematical models are needed, two main
network descriptors stand out: degree distribution and global clustering. Interestingly, while
there are now effective and analytically-tractable mathematical models that can handle the
degree distribution well [32, 133, 70], when clustering is also considered, most models will
break down or only operate for networks constructed in particular ways, e.g., networks with
non-overlapping triangles [180]. This sensitivity to how networks are constructed highlights
the fact that, as shown by [59, 80, 82, 150] among others, many network-generating
algorithms introduce changes in structural properties other than that controlled for, thus
undermining both model accuracy and inference of any causal role for the properties of
interest. How to create network null models, i.e., where the properties of interest are fixed
and all other properties are sampled in an unbiased manner, is an open question. One major
step towards realising such goal would be to get a greater understanding of the space of
networks satisfying a given set of requirements, e.g., a given degree distribution and a given
global clustering coefficient. For networks of non-trivial size, the space of all such networks
is too large to be systematically explored and therefore a heuristic approach is needed. Our
approach relies on two principles: (a) a parametrisation of networks in terms of subgraph
decomposition, which significantly reduces the dimensionality of the encoding space when
compared to the adjacency matrix as done in our previous work [129]; and (b) a search of
the space driven by a process seeking to maximise the diversity of the networks being
uncovered, thus biasing the exploration/exploitation trade-off toward exploration. The
design and implementation of these two principles will be detailed in the following section.
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2.3 Methods
2.3.1 Network encoding
A key challenge in exploring the space of networks satisfying constraints is that of network
representation. In principle, the network’s adjacency matrix would be a natural choice
because it fully specifies the network. However, it suffers from two major drawbacks:
scalability and unicity (two networks may have a distinct adjacency matrix but be
isomorphic). Our previous work [129] using the adjacency matrix revealed an extremely
wasteful process even for small sized networks (푁 = 200). The recently-proposed
dk-decomposition [127] offers an attractive alternative through its use of joint degree
distributions of different orders, however, as we will show, questions remain regarding the
biased nature of the network generation process once the joint degree distributions have
been set. Instead, building on our recent work [151], we propose to parameterise networks in
terms of a (arbitrarily chosen2) family of subgraphs (see Figure 2.1 for a few examples).
Concretely, we use the counts of each of the subgraphs in the family to yield an adjacency
matrix using the cardinality-matching algorithm (CMA hereafter) [151]. CMA is a method
inspired by the configuration model [77]. It assigns a set number of subgraphs of arbitrary
structure in a network with a set degree sequence. Put simply, it works by assigning to nodes
in the network hyperstubs of a certain degree as specified by each subgraph in the family.
For example, triangles (subgraph C3) will require 3 hyperstubs of degree 2 whereas a Toast
(see Figure 2.1 will involve 2 hyperstubs of degree 3 (corners with 3 edges) and 2 hyperstubs
of degree 2 (corners with 2 edges). These hyperstubs are then selected at random and
connected until there are no more left. When a new subgraph introduces self- or multi-edges,
a new node is selected as in the matching algorithm [112]. When there is no option other
than to add subgraphs over existing links or selecting multiple instances of the same node,
2see Chapter 3, paper 2, Section 3.3.1 for more information on this choice
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Figure 2.1: The set of subgraphs used to encode networks (single edges not included). Sub-
graphs in the top row will induce clustering in the network.
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the process is restarted from scratch. To accelerate the process, in this work, only 80% of the
networks’ total edges were allocated to the specified subgraphs. The remaining edges were
allocated as single edges to preserve the required degree sequence. Networks for which
more than 20 nodes (out of a total of 1000) did not have the desired degree were excluded.
Analysis of the networks produced (not reported here for reasons of space but available for
an extended version, and see [151]) showed that the process still provides good control over
most subgraphs, particularly (and advantageously in our context), those inducing clustering
(i.e., C3, C4 and Toasts). Still, to avoid results being biased by a particular realisation, all
measures reported in this paper were calculated by averaging over 5 network realisations.
The reliability of the process is illustrated by Figure 2.2 which shows a compact spread of
values of three network metrics (global clustering, mean shortest path length, mean
betweenness centrality) for 10,000 realisations of a single network specification.
The choice of subgraphs is somewhat arbitrary and is a source of bias in itself. Here, we
chose 3 subgraphs that induce clustering in the network (they are C3, C4 and toasts, see
Figure 2.1). The other networks are loops that do not induce clustering. In this paper, only
L4 and L5 were used. As a family, they provide flexibility and redundancy in the control for
clustering. These 5 subgraphs have been shown in previous work to be those for which
CMA showed most control over (as assessed by subgraph counting post realisation, see
Chapter 3, paper 2 figure 2.2).
2.3.2 Exploration of the space of possible solutions
Our primary objective being an exploration of the diversity of networks preserving a given
degree distribution and global clustering coefficient, our task can be thought of as a two-part
optimisation: (a) of the features that must be shared by a network for it to be added to the
population of valid networks and (b) of the diversity within this population of valid networks.
Multi-objective optimisation is not a new problem and the more complex variant considered
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Figure 2.2: Histograms of global clustering (left column), mean shortest path length (middle
column) and mean betweenness centrality (right column) for 10,000 CMA realisations of a
single network specification with predicted global clustering of 0.14± 0.025. The top, middle
and bottom rows correspond to regular networks with degree 퐾 = 5, 퐾 = 6 and 퐾 = 7
respectively.
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here involving a changing measure of diversity within an actively changing population has
recently been the focus of a number of methods in the field of genetic algorithms (GA) [92].
In their simplest form GAs work by taking a starting population of individuals, which are
encoded so that each has a genome that represents the key features being studied, here, the
subgraph counts. This population is then evolved through genetic operations that change the
genome of individuals. This typically involves mutations – the adding or subtracting from
parts of the genome – and recombination or crossover – the combining of two individuals
into a new individual with a new genome. All individuals are then analysed for their fitness –
the objective function in the optimisation process. Those with the lowest fitness are either
removed, selected for genetic operations less often or both. This results in a population that,
depending on the setting of the GA, moves along the search space towards areas of high
fitness. An important implication is that the solutions are highly dependent on the choice of
the fitness measure, the selective pressures used at each generation and the way that
solutions are stored. Previous work based on the idea of optimising for diversity includes the
generation of neural networks topologies for control of robots in which diversity of both
behaviour and performance was optimised for [161] and our own work [129] in which we
started exploring the feasibility of using GAs to optimise the diversity of networks satisfying
structural constraints, albeit for small sized networks. The main limitation of these methods
has been their focus on the optimisation of a few individuals to the best possible fitness over
all their objectives (the Pareto front), often leading them to avoid equally valid/fit regions of
the feature space. Here, we employ the recently proposed Multi-dimensional Archive of
Phenotypic Elites (Map-Elite) method [118] which seeks to map the solution space through
dividing the space into identically-sized multi-dimensional cells that cover a set range of
values for each of the features used to describe the individuals. All individuals in the
population are then placed in one of these cells and when new individuals are created they
are assessed based only on individuals in that same part of the space. If there is no other in
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the cell then the individual is deemed novel and is kept. If, instead, there is another
individual already within the cell then only the individual with the greatest fitness is kept.
This method allows for the promotion of novelty without comparison of the entire
population whilst also optimising the fitness of the population.
2.4 Results
The experiments reported in this paper sought to map the diversity of networks of size
푁 = 1000 satisfying the constraint of a homogeneous/regular degree distribution (with
degree 5, 6 or 7 – as three distinct scenarios) and a global clustering coefficient of 0.14.
Although our choice of network encoding is insensitive to network size, the CMA
connection process is not. The size푁 = 1000 makes the experiments tractable, when
deployed on the high performance computing facility. The three degrees considered enable
us to assess the effectiveness of the method for networks with more (퐾 = 7) or less (퐾 = 5)
flexibility in how to allocate subgraphs. For example, with 퐾 = 5, it would not be possible
for a node to share a fully connected square (퐶5) and the degree 3 corner of a toast whereas
with 퐾 = 7, the same node could accommodate that and an extra free edge. Our choice of
global clustering coefficient is arbitrary although one should note that depending on the
choice of subgraph family used to encode networks, some clustering values are more likely
than others. With the proposed family of subgraphs and the relatively small degree, it would
be difficult to generate highly clustered networks, and diversity would be extremely limited.
A tolerance of ±0.025 was used in evaluating the clustering fitness of networks. A tolerance
is needed due to (a) the nature of the computation of the clustering coefficient and (b) the
stochasticity in allocating subgraphs and any resulting byproducts [151]. This tolerance,
which is reflected in the histograms of clustering values in Figure 2.2, corresponds to a
maximum deviation of ± 8 triangles (subgraph C3) from the expected number of subgraphs
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and is negligible given the number of triangles needed to achieve the required clustering.
2.4.1 Effectiveness of the mapping in terms of space coverage
To provide some quantitative assessment of the effectiveness of mapping, cells were
configured for maximal resolution, meaning that all individuals within a cell would have the
exact same subgraph counts. It should be noted at the outset (but this is currently the subject
of further work) that starting out with maximal resolution is sub-optimal in terms of
managing the evolutionary process. However, for the purpose of this assessment, it provides
as detailed a picture as possible of the proportion of all possible encodings that is uncovered
by the evolutionary process (with the caveat that with a limited number of generations, the
actual number of cells uncovered can only be a tiny fraction of the total number of cells
possible). In the following, when ignoring the fact that not all combinations of subgraph
counts are actually realisable – graphicality of the network), the total number of cells
possible is 1040625000000 = 333 × 250 × 250 × 200 × 250 and corresponds to the product
of the ranges of possible values taken by the counts of each subgraph in the family (this
count is determined on the basis of the highest-degree hyperstub in relation to the total
number of nodes available in the network). The actual total number of cells is found by
subtracting from the above count those cells that correspond to non-graphical/non-realisable
networks, namely, those where the total number of edges prescribed by the subgraph
decomposition is above (푁푘)∕2 and where the number of triple hyperstubs from C4 and
Toasts is greater than (푘∕3)푁 – the maximum number of triple hyper stubs allowed by CMA
in a network. Coverage of the space at various points during the process is shown in
Table 2.1. Given the maximum resolution and the fact that each generation only produces
one new network, the actual percentage of coverage is very small. However, the table shows
two important results: (a) the rate at which new cells are explored in relation to the number
of generations is almost 1 suggesting that cells are not revisited (this would no longer be the
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K 21,000 gen 42,000 gen 63,000 genExplored Valid Explored Valid Explored Valid
5 20783 12995 41546 25952 62286 38852
6 20824 18266 41583 36596 62349 55009
7 20845 18691 40646 36680 62431 56435
Table 2.1: Number of explored and valid cells uncovered by the evolutionary process at var-
ious time points for the three scenarios (퐾 = 5, 6, 7) considered. In all cases, networks have
size 푁 = 1000 and the family of subgraph considered is (C3, C4, Toast, L4 and L5) with a
desired global clustering of 0.14 ± 0.025. For reference, the total number of cells possible
(after removal of non-graphical solutions) is ∼ 1012. Each generation can produce at most
one new network.
case if cells had lower resolution); (b) the rate at which valid networks are produced is
roughly constant as the number of generations increases.
Importantly, we note that this table does not provide any information regarding coverage of
the space of valid networks, those with correct degree distribution and global clustering
within ±0.025 of the desired clustering. Whilst the search is focused on finding valid cells
(rather than all possible cells), we do not have any estimate for the total number of possible
valid networks in the space of all possible networks. Figure 2.3 provides a different
perspective on this by using low-dimensional projections of the space of networks explored
and valid. Where possible, non-graphical solutions have been highlighted. The Figure
reveals that despite the limited number of generations (again, corresponding to a very small
percentage of all possible configurations) there is evidence of fairly uniform sampling as far
as explored cells are concerned. The Figure further reveals pair-wise relationships between
counts of subgraphs that reflect the constraints of the problem. For example, when two
clustering-inducing subgraphs are considered (e.g., C4 and Toast) there is a distinct
relationship whereby configurations with larger numbers of C4s have smaller numbers of
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Toast and conversely. Instead when clustering-inducing subgraphs and non
clustering-inducing subgraphs are considered (e.g., C3 and L4) valid configurations can be
found throughout the space of explored solutions. Areas that are not explored are typically
reflecting configurations for which although no graphicality condition is being violated as
far as the particular pair of subgraphs is concerned, no network realisation is possible when
taking into account the other dimensions.
2.4.2 Comparison with other methods
Whilst the above results point to evidence of diversity in terms of subgraphs a more useful
basis for evaluating the effectiveness of our approach is to assess the extent to which
networks uncovered show greater diversity than can be expected from methods currently
available to generate networks satisfying the same constraints. Since subgraphs counts are
explicitly controlled by the evolutionary process, they would not be a fair metric for
comparison. Instead, we considered two global structural properties: mean shortest path
length and mean betweenness centrality (BCm) – although as both show a high degree of
correlation, only betweenness centrality will be reported below. These properties are
important determinants of behaviour in networks [120]. Two state of the art network
generating methods have been used for this comparison: dk-series decomposition [127] and
BigV rewiring [67]. For the former, we used dk2.1 which preserves degree distribution and
global clustering (dk2.5 would also preserve local clustering which is overly specific for our
purpose). Since the dk method requires a seed network to operate, one network was chosen
at random among those generated by our approach. For the latter, the rewiring algorithm
was applied to a single random network with homogeneous degree distribution who was
rewired until desired clustering was achieved (with a maximum of 40000 rewirings). For
both BigV rewiring and dk decomposition, the number of networks generated was set to the
number of networks produced by the GA. Figure 2.4 reveals that the range of mean
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Figure 2.3: Low-dimensional projections of the configurations discovered by the evolutionary
process (both those that were explored but not necessarily satisfying the constraints – in blue
– and those that were valid – in green) after 63040 generations. Each dot denotes a network
whose coordinates are the counts for the subgraphs shown in the horizontal and vertical axes.
A dot does not define a unique network, however, as the projection can mask great diversity
in the remaining 3 dimensions. Six individual configurations are identified which will be
discussed in Section 2.4.3.
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betweenness centrality for networks produced by our approach is greater than that of either
(or even both of) the dk- and BigV-produced networks, suggesting that a wider area of the
space of solutions was explored. This holds for all three scenarios (퐾 = 5, 6, 7). An
important correlate of this finding is that neither BigV rewiring nor dk-decomposition can
claim to generate null models. Interestingly, the networks produced by both methods do not
appear to overlap suggesting that either methods generate networks in different areas of the
space of solutions. Likewise, although our method appears to sample more widely than
BigV rewiring and dk, full overlap only occurs for 퐾 = 7 whereas there is almost no overlap
for 퐾 = 5. It remains to be seen whether, given more time, our method would uncover these
areas of the space of solutions. Finally, given that the dk networks were produced from a
single seed, it is worth pointing out that there was no obvious correlation between the
betweenness centrality of the seed and the mean betweenness centrality for the dk-generated
networks. The extent to which the choice of seed conditions the distribution of networks
generated remains unclear.
2.4.3 Impact of diversity on behaviour
A fundamental observation underlying this work is that higher-order structure matters,
see [150] for example. Here, we illustrate this by selecting 3 pairs of networks and assessing
the impact of their differences by simulating dynamics on them. A first pair of networks (A
and B) maximised diversity in terms of the subgraph counts. The second pair (minC4 and
maxC4) maximised the difference in the number of C4 subgraphs (fully connected squares)
involved in the network. The final pair (BCmMin, BCmMax) maximised the difference in
mean betweenness centrality. Two classical dynamics were tested: SIR
(susceptible-infected-recovered) and complex contagion. In an SIR epidemic, a susceptible
node connected to an infected node becomes infected at rate 휏, and once infected it recovers
at rate 훾 , independently of the network. All processes are considered to be independent
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Poisson processes. The final epidemic size is computed by counting the number of
recovered individuals at the end of the epidemic when no further infected nodes remain.
Each individual epidemic starts with one single infected node. None of the pairs showed any
meaningful difference (results not shown but available for an extended version). The
complex contagion model differs from the above by requiring that susceptible nodes are
exposed to multiple infectious events before becoming infected. Further, these events must
be from different infectious neighbours as only the first infection attempt from an infectious
node counts; and infected individuals remain infected for the duration of the epidemic. This
dynamics is known to exhibit a critical transition in relation to the number of infected nodes
at the outset of the epidemic. Here, we identified the critical transition through tracking the
mean and standard deviation of two quantities – final size and time to reach final size – when
systematically varying the number of initial seeds. Figure 2.5 shows that all three pairs of
networks show distinct profiles in both quantities when the number of initial seeds vary
between 1% and 20%. Using maximal variability in both the time needed to reach final size
and final size as marker of the critical transition, the figure shows that the parameter value at
which the critical transition occurs differs substantially between networks (see distinct
peaks).
2.5 Discussion
In this paper, we have proposed a new GA-based approach to generating networks
preserving degree distribution and global clustering. Our approach is focused on
maximising the diversity of the networks being created. Since it is impossible to quantify
the extent to which the entire space of solutions has been sampled, we have provided
evidence of the effectiveness of the method by comparing it to two state of the art
network-generating methods, dk-series decomposition and BigV rewiring and showing that
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our method generates more diversity. Whereas coverage of the space of solutions using our
method will depend on the number of generations available, both BigV rewiring and
dk-series decomposition depend on a mixing time being reached. Care must therefore be
taken in making definite statements about the ability of these methods to sample the range of
networks found by our approach. However, given the same number of steps, there was
greater diversity using our approach. This provides evidence for the usefulness of our
method in the evaluation of the level of bias shown by current network generation methods.
Much further work is needed to strengthen our framework, especially given that it is itself
subject to a number of biases. For example, whilst encoding in terms of subgraphs provides
much flexibility and scalability, it is itself a source of biases. At this time, it is unclear how a
different choice of family would affect the diversity of networks uncovered. On the bright
side, we believe that our starting scenario of networks with homogeneous distribution and
low degree actually made it much harder to find diversity in the networks. The immediate
focus will be to consider heterogeneous distributions with higher degrees. Whilst it will not
affect computation time, it will provide much more flexibility for the network connection
process (CMA) to realise networks (as well as remove the need to allow for 20% free edges,
thus providing further control).
2.6 Appendices
Parameters of Evolutionary Algorithms
Chance of mutation per subgraph =50%
Mutation Rate= random number between range of +0.1 to -0.1
Number of individual evaluated per generation =1
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3.1 Abstract
Methods that generate networks sharing a given degree distribution and global clustering can
induce changes in structural properties other than those which are controlled for. Diversity
in structural properties, in turn, can affect the outcomes of dynamical processes operating on
those networks. Since exhaustive sampling is not possible, we propose a novel evolutionary
framework for mapping this structural diversity. The three main features of this framework
are: (a) subgraph-based encoding of networks; (b) exact mutations based on solving systems
of Diophantine equations; and (c) a heuristic diversity-driven mechanism to drive resolution
changes in the MAP-Elites algorithm. We show that our framework can elicit networks with
diversity in their higher-order structure and that this diversity affects the behaviour of the
complex contagion model. Through a comparison with state of the art clustered network
generation methods, we demonstrate that our approach can uncover a comparably diverse
range of networks without the need for computationally unfeasible mixing times. Further,
we suggest that the subgraph-based encoding provides greater confidence in the diversity of
higher-order network structure for low numbers of samples and is the basis for explaining our
results with the complex contagion model. We believe that this framework could be applied
to other complex landscapes that cannot practically be mapped via exhaustive sampling.
3.2 Introduction
Almost any complex system involving the interaction of constituent components can be
represented as a network, with networks becoming a paradigm of choice for modelling and
analysing such systems. It is now well known that node-level and structural properties of
networks (e.g., degree-distribution, assortativity, clustering, or modularity) can
fundamentally affect the way the system operates [120, 146, 133, 70]. Clustering, in
particular, has been the subject of much work, leading to both empirical and analytical
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results [182, 42, 59]. However, there is also a growing awareness that local structure (e.g.,
subgraph composition) may also have an important impact on dynamics [66, 77, 151].
To enable a more compelling demonstration of this, methods that can sample the space of
networks satisfying set constraints (e.g., degree sequence, assortativity, or global clustering)
are required. Currently, the available network generative methods can be categorised in
terms of where they fall within the ‘one-shot’ to ‘growing/developmental’ spectrum
(see [12] for a more comprehensive treatment of this topic). Algorithms on the ‘one-shot’
end of the spectrum produce a single network. One of the most popular examples of such a
generative model is the exponential random graphs model [153], in which it is assumed that
links are random variables and that each realisation comes from a probability distribution of
graphs from a given number of nodes.
The probability of observing any particular graph 푔 is usually of the form 1
퐾
exp(
∑
푖,푗 휂푖푗푦푖푗),
where: 푦푖푗 is a realisation of a random variable 푌푖푗 , which determines whether nodes 푖 and 푗
are connected; 휂푖푗 are parameters used to tune the importance of various links that are set
during construction; and finally, 퐾 is simply a normalising constant.
Variants of such models providing more control over the relationships between nodes
include graphons [55, 101]. These are defined by a symmetric measurable function
푊 ∶ [0, 1]2 → [0, 1], where each node 푗 of the network is assigned an independent random
value 푢푗 ∼ 푈 [0, 1] with edges (푖, 푗) independently included in the graph with probability
푊 (푢푖, 푢푗).
At the other end of the spectrum, one can find methods that involve fundamentally rewiring
existing networks, which are typically based on Markov chain Monte Carlo processes [35].
To construct networks with a fixed degree sequence and global clustering coefficient, BigV
[9, 59, 67] starts from a random network and performs a series of degree-preserving
rewiring operations which increase clustering. The process is repeated until the desired
clustering coefficient is achieved. This process yields one network and must be repeated to
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generate a population of networks. Conversely, dk-series decomposition [127] uses rewiring
to generate randomised versions of a given network that preserve network characteristics
from the average degree (dk = 0) to the global clustering coefficient (dk = 2.1).
Furthermore, the dk-series is able to deal with any set degree distribution that is realisable
and even to control for local clustering with dk = 2.5. In principle, rewiring approaches
could be used to sample the network space; however, they do not actually provide any
control over which local higher-order structure property is being changed. Furthermore, the
question remains of whether (even given sufficient time) these approaches will necessarily
cover the full range of possible networks, depending on the seed network [127]. Two
common features of both approaches are that: (a) there is great computational cost to
mapping the network space; and (b) they do not lend themselves well to
controlling/assessing the make-up of networks beyond the specified characteristics.
An alternative approach is therefore to not attempt to be as exhaustive as possible with our
search, but rather to maximise the diversity of networks found within a given amount of time.
In the kind of scenario we consider, population-based algorithms (see [54, 187] for reviews,
and also [99]) can prove particularly helpful in these massive unknown problem spaces.
More specifically, there has been a growing body of research into quality diversity (or
illuminative) algorithms, whose focus is to discover both diverse and high quality solutions
at the same time (see [141, 30, 7, 142, 140]) by favouring exploration over exploitation of
the space. In the Multi-dimensional Archive of Phenotypic Elites (MAP-Elites)
approach [118], the space of features (or behaviours) an individual might possess is divided
into cells that act as niches to the population, forcing new individuals to only compete with
individuals in the same cell. As a result, only the fittest (the elite) in each cell remains in the
population, thus providing a collection of diverse, high-performing individuals. In previous
work [130] (see Chapter 2), we combined the MAP-Elites method with the cardinality
matching algorithm (CMA) [151]. CMA breaks the problem of generating networks down
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to the subgraph level (subgraphs being small structures) by arranging set populations of
these subgraphs in such a way as to satisfy a prescribed degree distribution and global
clustering coefficient. Although our method elicited a wide range of diversity at both
structural and behaviour levels compared with other methods of network generation, it
suffered from being very slow and ineffective at producing large pools of networks.
We substantially improved upon this method by introducing two major changes:
1. an exact Diophantine equation-based mutation method which guarantees that all
individuals in the population are fit (i.e., they satisfy the constraints);
2. an adaptive resolution mechanism, whereby the size of a niche changes during
evolution in response to the level of variation between individuals. This allows us to
efficiently control the trade-off between coverage and diversity.
In this paper we show the effectiveness of this method for exploring diversity in network
structures that only share set clustering and degree distribution.
3.3 Methods
3.3.1 Defining the search space: network encoding
When examining many real world networks, it has been noted that they often contain a
statistically surprising number of triangles, sets of three vertices connected by three edges
[182, 144]. These small structures appearing to a statistically high degree are know as motifs
and are often thought to have a impact on the functions of some networks [19, 162].
Similarly, other small structures, hereafter referred to by the general term for any set
structure, "subgraphs", have been noted within a wide range of networks to perform modular
tasks that contribute to the overall operation of the network [113, 154]. Despite this, many
of the current methods of network generation do not control for changes in these
higher-order structures. Thus, in order to provide control and to explicitly manipulate the
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higher-order structures whilst preserving a set degree sequence and global clustering
coefficient, we encode our networks in terms of the population counts of each subgraph from
an arbitrarily chosen family of subgraphs (e.g., {△,,,⊠,⬠}), as was done in [130] and
[131]; we call this our "genome" for each network generated in the search. The subgraphs
chosen for this encoding should include at least one clustering-inducing subgraph (i.e.,
involve at least one set of three nodes connected by three edges) in order to have control over
global clustering of the generated networks. Other than this constraint, the subgraphs used
do not have to be of any particular size or number of edges, but smaller subgraphs (i.e., those
involving fewer nodes) will of course imply a tighter control over the generated networks
and will allow a greater range of arrangements in the realised network.
Furthermore, we avoid using subgraphs with loose edges (i.e., where one or more nodes are
only connected via one edge), as these have a higher chance of creating unintended
subgraphs during the allocation process (i.e., < is very likely to become  when all
subgraphs are connected in the network, lowering the control any encoding has over the
generated network structures). The same is true for single edge connections ( | ), as
changing the number of these is akin to adjusting the level of control of "free edges" that a
particular encoding has over the CMA realisation, as described later in this section. Here we
have chosen to use a genome of five subgraphs consisting of three clustering-inducing
subgraphs (△, , and⊠) and two non-clustering-inducing subgraphs (, and⬠). These
subgraphs were chosen for their small size, with a△ being the smallest subgraph of
significance as described above, and each of the others being as small as possible without
repetition (i.e., the  is two△ sharing a edge, and the⊠ is the maximum packing of△
possible with four nodes). In order to generate networks from this genome, i.e., using the
counts of each subgraph to generate a network of the the correct degree distribution (also
called realisation), we use the CMA [151]. To achieve this, the CMA takes a subgraph
sequence denoting the number of subgraphs of each type involved with each of the N nodes
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in the network. It uses this to allocate subgraphs to nodes in the network so that they fit with
a given degree distribution. With the homogeneous networks explored here, in which the
degree of all nodes is equal to value K, the networks are we generated by sampling N times
from a random binomial distribution with a maximum range of 0 to 퐹푖, where 퐹푖 is the
maximum number of whole subgraph i that can fit around nodes of degree K, and a
probability of∑푖 (푃표푖∕푐푖) ∕푁 where 푃표푖 is the population count given from the genome for
subgraph i and 푐푖 is the number of nodes needed to make subgraph i. It is important to also
stress at the outset that the algorithm is not exact: first, to mitigate the combinatorial
complexity of satisfying all constraints, it is necessary to specify a fraction of edges not
accounted for by the subgraphs (free edges) (see Section 2.3.1 of Chapter 2); second, as
described in [151], the allocation process can lead to by-products (particularly when free
edges are involved). For example, the addition of a free edge can lead to two distinct△
turning into one  and one△. Figure 3.1 illustrates this problem by showing that whilst
CMA yields fairly good control over the⊠, there is more uncertainty for△ and  (note
that by-products of non clustering-inducing subgraphs are not an issue, since they do not
have any impact over the clustering coefficient). Nevertheless, the right-hand side panel in
Figure 3.1 demonstrates that despite the by-products, the process yields acceptable control
over the global clustering coefficient. The clustering values obtained never exceed the target
value by more than 0.003 (i.e., at most 21△) in the 1,000 regular networks of size N =
1,000 and degree k = 7 tested. Nevertheless, this control over the clustering will be affected
by the generation of an increasing number of edges in the network (i.e., there will be a
greater number of uncontrolled triangles created for networks with more available edges
than in networks with fewer edges). Thus, to account for this effect and to avoid differences
in the quality of results with varying levels of network density (numbers of edges), we set
the tolerance of clustering on the networks generated to be within a range of +0.005 of the
clustering value set. To further improve the speed and reliability of the method, we set an
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Figure 3.1: First five panels: Histograms of the prevalence of each subgraph for 1,000 net-
works generated by the CMA for specification (⊠:35, :128, △:277, :35, ⬠:42). The
subgraphs were counted using the method in [149]. The number of△ denotes the number
of △ not involved in any other clustering-inducing subgraphs. Last panel: Histogram ofglobal clustering coefficient values [32] for the 1,000 networks considered. The target globalclustering coefficient was 0.1. The excess clustering seen here is the result of the creation ofunintended clustering-inducing subgraphs, as discussed in Section 3.3.1 above.
upper limit on the subgraph population counts for each network that avoids counts that will
never lead to "valid" networks (i.e., subgraph counts that are not graphical [102], or that will
not have the correct degree distribution and global clustering). In previous work [130], we
used a very conservative boundary to the genomes, by only allowing a maximum number of
subgraphs that could fit without sharing any nodes (i.e.,푁∕퐶푖, where N is the number of
nodes in the network, and 퐶푖 is the number of nodes involved in subgraph i). Here we
improve upon this by allowing each of the nodes allocated to a subgraph to be involved in
more than one of the given subgraphs, resulting in a much larger boundary of the genome
space. This boundary is defined by∑1 (푁∕퐶푖) × 퐹푖 where 퐹푖 is the maximum number of
whole subgraphs i that can fit around node of degree K (i.e., for , in which half of the
nodes involved will have degree 2 and half will have degree 3, 퐹푖 = 2 for k = 7); thus, for a
network of N = 1,000 the maximum of  we would allow would be 500.
3.3.2 Defining movement within the search space: exact mutations
A standard part of almost all evolutionary algorithms involves the alteration of genomes into
new individuals, referred to as a "genetic operation" [114]. This normally consists of
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mutations in which the genome of one individual is altered to create new offspring and/or
crossovers in which the genomes of multiple individuals are combined in some way to create
new offspring. New solutions are created via these mechanisms; thus, their implementation
has a large effect on how the search progresses around the space of possible solutions, with
the size and method of the implementation possibly leading to uneven coverage of the space
of solutions [18].
Here in this work, we have a complex problem space in which not all combinations of
subgraphs will be graphical (i.e., realisable as a connected network), or even create networks
with the target structural features (i.e., degree distribution and global clustering). In previous
work [130], we performed mutations to the genome of subgraph counts, such that each
subgraph in the selected genome had a 60% chance of being changed by ±2–50 subgraphs of
that type, which represents a very frequent addition/removal of a relatively small number of
subgraphs. This method was chosen to emphasise the exploration of new possible subgraph
combinations; however, it did mean that non-valid networks were found very often, with the
majority of mutations resulting in non-graphical networks. Furthermore, as these mutations
did not preserve the relationship between the different subgraphs in a genome, even when
the correct global clustering was achieved via optimisation, the validity of the genome
coding could easily be lost in the offspring. As such, 38% of K5, 12% of K6, and 10% of K7
mutations resulted in networks that did not share the target global clustering. Both of these
factors made the method far too slow at generating valid networks for practical use, with
63,000 generations only resulting in the following numbers of networks sharing a global
clustering of 0.14: 38,852 networks for K5; 55,009 for K6; and 56,435 for K7.
Thus, there is a need for a genetic operation that allows solutions to be avoided that will not
result in either graphical networks or networks that do not maintain the global properties
being targeted (i.e., degree distribution and global clustering), whilst still allowing for full
coverage of the space of possible subgraph configurations (i.e., without restricting the areas
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the search is able to explore). This is not a trivial task however, as interdependence within a
valid genome (as stated above) means that a change to one subgraph count will require
changes to one or more of the other subgraphs count. For example, a constant global
clustering coefficient requires that the addition of one  comes at the loss of two△.
However, simply reducing the number of△ by two does not suffice because such a
operation would leave a deficit of one edge at the network level. In this paper, we cast the
problem of identifying degree- and clustering-preserving mutations ("exact mutations",
thereafter) in terms of solving a Diophantine problem (i.e., finding the integer solutions to an
undetermined system of linear equations). Formally, an exact mutation is an integer solution
of the system 퐴퐱 = 푏, where: 퐱 is a column vector of 푛 rows and specifies the change in the
number of each of the subgraphs specifying the network (i.e., 푛 is the cardinality of the
family of subgraphs used to parameterise the networks; 푛 = 7 throughout the paper); and 퐴
and 푏 are a 3 × 푛 matrix and a column vector of 3 rows, specifying the three constraints that a
mutation 퐱 must satisfy. These constraints are: (i) the change in the total number of triangles
in the network must be 0; (ii) the change in the total number of edges in the network must be
0; (iii) the size of the change for the subgraph count(s) being mutated has the required size
(see below). Note that the third constraint is purely for programming convenience, as only
the first two rows specify constraints between subgraphs. To illustrate the principle, given
individual (⊠:61,△:283, :110,⬠:142, :87) and a required mutation of size 2 in the
number of , a possible vector 퐱 is (⊠:-1,△:0,:-1,⬠:0,:2) leading to the new network
specification (⊠:60,△:283, :109,⬠:142, :89). It is easily verified that the gain of four
△ via the addition of two  is compensated by the loss of one⊠, whereas the resulting
excess of four edges (2 × 5 − 1 × 6) is absorbed by the loss of one .
Solving an underdetermined system of Diophantine equations in general is a hard problem;
however, finding solutions with the lowest Euclidean norm is easier [61]. To accomplish
this, we used the following implementation: http://github.com/tclose/Diophantine (last
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accessed 23/2/2020). The implications of this is that solutions tend to be homogeneous
(with little difference between the absolute values of the components of the solution), which
significantly biases the space of possible mutations available. For this reason, we built a
catalogue of solutions by systematically enforcing values for each component of the solution
vector. In the experiments that follow, the catalogue of possible mutations for 5, 7, and 9
homogeneous networks comprised 581 exact mutations for each of these three conditions,
with mutation sizes ranging from 2 to 128 and involving from 1 to 3 subgraphs in any single
mutation. This means a maximum mutation size of two times the maximum resolution of a
cell size of 64 (which is discussed in more detail later in Section 3.3.3) and a minimum
mutation size of two, which is the smallest change in any one subgraph used here that would
have a significant effect on the structure of networks of this size and density (i.e. it is the
smallest even number, and is discussed later in this section). To be clear, given that
clustering is just preserved from the parent network, the catalogue of possible mutations is
only affected by the total number of edges required to be kept constant. Thus, it can be easily
adapted to any degree distribution, as long at the total number of edges is provided. There
are three additional observations to be made. First, because all computations are on integers,
then given a particular family of subgraphs, some mutations are not possible (i.e., the solver
returns no solutions). A trivial example of this is that, given a family in which the only
clustering-inducing subgraphs are△,⊠, and , it is not possible to mutate the number of
triangles by an odd number. Second, even if there is a solution, there is no guarantee that the
network thus specified will be graphical or realisable (in a configuration model sense). In our
implementation, we leave it to the CMA algorithm to make this determination. Finally, due
to the need to control for both clustering and the degree distribution (here controlled via the
total number of edges provided in the genome and the degree sequence provide to the CMA),
there is a limit on the level of clustering that can be achieved via this method of mutation.
This is because clustering above the level that can be gained without sharing of edges would
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require triangles sharing edges in the network to be counted; thus, this is not possible with
this method of edge control (see Figure 3.2). In this paper, this is not a significant
disadvantage, as the method of network realisation, CMA, shares the same issues [151]. As
such, higher levels of clustering could therefore be explored using this framework by treating
the total number of edges in the network as a goal of optimisation, which is increased toward
the target level needed, and having the mutation above deal only with maintaining a set level
of global clustering. However, this would require an alternative method of network
realisation, as the CMA method used here also would share this limitation.
A
B
C
D
E
Figure 3.2: Demonstration of the problem of increasing clustering without using subgraphs
involving shared edges. We can see that with the current two △ (shown with solid black
lines), the only way to increase the number of△, and thus the level of clustering, would beto add one or both of the edges shown by the dotted lines. This forces the requirement for
subgraphs with shared edges to be counted, as the added△ will become either a (with oneedge added) or a⊠ (with two edges added). In these cases, it is no longer possible to controlthese subgraph counts independently.
3.3.3 Adaptive resolution change mechanism
As touched upon above, GAs have long been known for the novelty of their solutions,
especially in massive and unknown problem spaces [72, 94, 178]. Furthermore, the use of
novelty-driven methods such as quality diversity algorithms [30] or illuminative algorithms
[118], in which the aim is the creation of many diverse solutions of high fitness, often means
that the focus is on the exploration of the space, even at the cost of exploitation of the
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solutions found. Within these types of algorithms, the MAP-Elites method has been shown
to be very effective at producing a diverse range of solutions without the need for costly
archives of all of the solutions ever seen. This makes them well suited to the exploration of
the massive space of possible subgraph configurations, with the directness that changes in
subgraph counts can have on structural diversity making them well suited as mapping
features used to define the niches [167] (hereafter called "cells", as discussed in Section 3.2).
In our past work using MAP-Elites [130] we chose to use very small cells (with all cells
having a resolution of 1), in order to maximise the fineness of the search and thus the detail
of the possible relationships illuminated by this search. This was necessary, because without
any previous work on each individual problem space, we had no prior knowledge as to the
appropriate resolution to use with each space (that would yield similar numbers of realisable
networks in each cell). Furthermore, with less of a need for exploitation within the cells, the
optimisation of the global clustering of the network to the target level was a relatively simple
problem. This meant that the exploration of the space via the generation and storage of new
realisable networks was more important to our results, even at the expense of exploitation.
However, setting the search to a resolution this fine meant that all mutations leading to a
realisable network would be stored in the end population, resulting in an ever-increasing
population as the search goes on. Although this would not have major effects on the
MAP-Elites method, given that competition is only ever between individuals within a cell, it
would mean the following: (1) a lower selective pressure on the generation of more diverse
networks in terms of their subgraph counts; and (2) a large decrease in the optimisation
pressure within each of the cells, since there are fewer solutions competing with each other
(although this is not a problem here).
The challenge of choosing an appropriate cell resolution in the absence of prior knowledge
about the space is one that (at the time of writing) has not been solved by researchers
working with the MAP-Elites method, or indeed with any of the novelty-driven search
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methods involving storage via cells [30]. Most work is in fact focused on preserving a set
cell resolution for use in unbounded spaces [49] and on increasing the usefulness of these
novelty-driven search methods in higher dimensional spaces [174]. This is not to say that
there is no work on this problem of placing cell divisions withing the space, such as
[28, 49, 174]. However these methods still focus their divisions of the space on the
distribution of solutions with in the search space, in the case of [49] and [174], and do not
allow the investigation of other features of interest to different research questions, with the
AURORA method of [28] requiring the divisions of the space to become a "black-box" and
thus hard to investigate with much detail. Similarly, the NS+LC method of [94] has been
adapted to allow a adaptive reducing of the size of local neighbours compared as the search
goes on and the space of solutions becomes more saturated. However again this method
dose not react to the knowledge being gained during the search and thus can’t be used for
such detailed investigation.
Here we propose a novel solution to this problem that allows for all cells within the space to
be adaptively changed in response to the of revisiting occurring during the search. This
solution is defined as follows:
• each search is started at the same low resolution across all dimensions (where the
number of dimensions is the cardinality of the family of subgraphs used to
parameterise the networks);
• when the ratio between the number of cells being revisited (due to a mutation resulting
in a solution whose associated cell has already been seen, i.e. filled, during the search
so far) and the number of new cells being discovered exceeds a threshold (see
Equation 3.3.3), halve the resolution (across all dimensions) of the cells with the
highest measure of interestingness (MoI) (see Section 3.3.3).
• place the individual (or individuals, if more than one individual is allowed to be stored
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per cell) in the new corresponding smaller cell and adjust the mutation size of
mutations using this cell as a parent (see Section 3.3.3).
Three critical components of this mechanism are: (i) the MoI used to select cells whose
resolution should be made higher; (ii) the choice of when to change the resolution of the
cell; and (iii) the relationship between mutation size and cell resolution. We discuss and
explore each of these factors below; these are also covered in Sections 4.2.1 and 4.2.2 in
Chapter 4, later in this thesis.
Measure of interestingness (MoI)
In order to gain an accurate assessment of appropriate cell resolution for a problem space
without prior knowledge of the space, it is necessary to gain information about the space
during the search itself, ideally without the need for additional processes that could slow the
search. In the case of the MAP-Elites method, mutations that lead to individuals falling
within cells already known to the search (termed "revisits") are only kept if their fitness is
greater than that of the current individual stored in the cell. This means that these revisits
contribute only to the optimisation of the fitness of that cell. Utilising these revisits,
regardless of their fitness, to inform our understanding of the space allows the resolution of
our search to be adaptively changed, so that it becomes more accurate as the search goes on
and evaluates more samples from the space. This still leaves the question of how best to
identify areas of most interest to the search in order to best represent them in the end
population. In other words, what is a significant enough difference in each of the mapped
dimensions, such that any individual with at least this level of difference in one of these
dimensions would be considered distinct enough from all other members of the population
(and thus a "novel" solution to the set problem)? Furthermore, areas of the space with the
smallest cells (i.e., the highest resolution) will have an increased likelihood of being
explored, with random selection being more likely to select them based purely on their
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increased prevalence in the stored population. This means that these levels will also have a
large effect on the focus of the search.
Considering that this level of difference might not be uniform across the entirety of any
particular mapped dimension, this is not a simple problem. The problem being addressed by
the search is largely responsible for determining what should or should not be considered a
"novel" solution. Therefore, a criterion is needed that reflects this diversity within a cell in
such a way that it has meaningful impact on the end goal of the problem being solved. For
example, here our problem focuses on those subgraph combinations leading to the widest
range of diversity in network structures, avoiding areas of the space leading to non-valid
solutions. As such, here we propose that this criterion should be the variance in a measure of
network structure that is not uniquely determined by the subgraph decomposition of the
network. As mentioned in Section 3.3.1, here we are examining only homogeneous
networks and thus many structural features, such as assortativity or local clustering, that
could be used for such a measure would be uninformative due to the strict nature of this
degree distribution (i.e., there would be very little to no variance across valid networks for
either of these structural measures). As such, here we decided to use the variance in mean
betweenness centrality (BC) [52], which captures the mean number of shortest paths passing
through each node in the network (i.e., a high mean BC would suggest a highly connected
network with lots of nodes sharing edges). With the fixed degree of each node from the
homogeneous target degree distribution, as well as the set level of global clustering, the only
thing left which can affect the mean BC of a network is its more local structure (i.e., its
subgraph decomposition). Nevertheless, even with a knowledge of the exact counts of the
subgraphs comprising the network, there is no way to directly determine the mean BC from
this information (i.e., a change in subgraph counts might not result in a proportional change
in size of the mean BC). It is this feature of the mean BC that would make it an unsuitable
dimension to map cells to (as shown in [167]). However, it is still a good MoI of the
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networks within a cell, since it is able to highlight otherwise unnoticed structural
differences. In practical terms, each cell maintains a copy of the specification of the fittest
individual (since with varying resolution, the cell only specifies a range of values for each
dimension of the specification), along with the variance in the MoI calculated over all
individuals sampled when the cell was visited. This adds slightly to the computational cost
of each mutation compared with the original MAP-Elites method, but not significantly as the
variance (and all ancillary variables) can be calculated incrementally (i.e., without storing
the specifications of the individuals), thereby reducing the storage cost.
When and how often should the resolution of a cell be changed?
Now that we have established how to determine the areas of the space best suited for a
change in their cell resolution (hereafter referred to as a "change event"), we still have the
problem of choosing when is the best time to allow these change events (i.e., at what point
can we have confidence in our MoI without the need for excessive sampling of the space?).
Here we propose to base this decision on the ratio of global exploration (the number of new
cells discovered since the last change event, "푎푑푑") to global exploitation (the number of
new offspring falling within cells that have already been discovered since the last change
event, "푟푒푣푖푠푖푡푠"). Concretely, we use the following condition:
푟푒푣푖푠푖푡푠 > (푅푎푡푖표 × (푎푑푑 + 퐿퐿))
Where 푅푎푡푖표 and 퐿퐿 are constants set at the start of the evolution, which are defined in
more detail below. Since we start the search with very large cells across all dimensions (in
order to preserve as much of the selective pressure gained from these larger cells as
possible), this approach can be thought of as evaluating the level of confidence we have in
the coverage of the search space. That is, when the number of 푟푒푣푖푠푖푡푠 is greater than 푎푑푑, it
suggests that the problem space, as defined by the current resolutions of cells across the
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space, is becoming saturated and thus that we can have some confidence in our coverage of
the space. Of course the ratio of 푟푒푣푖푠푖푡푠 to 푎푑푑 is unlikely to be optimal for all problem
landscapes or goals in the space and thus we allow the tailoring of this ratio using three
factors: (i) the triggering ratio (푅푎푡푖표); (ii) the lower limit (퐿퐿); and (iii) the number of cells
selected for a resolution change during each change event (푁퐶). All of these factors are
described in more detail below.
푅푎푡푖표 refers to the extent to which the ratio of 푟푒푣푖푠푖푡푠 must have exceeded 푎푑푑 (+ 퐿퐿, of
course) in order to trigger a change event. This serves to control the overall speed at which
change events occur, as well as the ratio of exploration required for a change event. A low
푅푎푡푖표 results in a significantly lower exploration of new cells being required to trigger
change events and thus much more change events within the same iterations. In spaces in
which it is hard to find new solutions (i.e., in which there are few solutions in the space or
the solutions are sparsely distributed across the space), we would thus desire a higher 푅푎푡푖표
in order to account for this and to ensure thorough coverage of the space.
The 퐿퐿 is the "lower limit" and denotes the minimum number of revisits that must have
occurred before a change event is allowed. For example, if 퐿퐿 = 10 and 푎푑푑 = 0 then
푟푒푣푖푠푖푡푠 must be > 푅푎푡푖표× 10 in order to trigger a change event. In this way 퐿퐿 is similar to
푅푎푡푖표 in that it affects the overall speed at which change events occur. However, instead of
ensuring the level of exploration, it guarantees a minimum number of 푟푒푣푖푠푖푡푠 and thus
samples for our MoI. If 퐿퐿 is too low, then change events will happen as soon as 푟푒푣푖푠푖푡푠 is
greater than 푅푎푡푖표 × 푎푑푑. That is, if 푅푎푡푖표 = 1 then this is occurs as soon as
푟푒푣푖푠푖푡푠 > 푎푑푑, meaning that there is no guarantee of a minimum number of samples taken
from the space from which to obtain an accurate assessment of the MoI.
Finally,푁퐶 is the maximum number of cells selected for splitting during each change event.
For example, with푁퐶 = 2, two cells will be changed at each change event: the cell with the
highest MoI score, and the cell with the second highest MoI score. It is worth noting that if
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the MoI score of a selected cell is 0, or if the푁퐶 value exceeds that of the current
population, then that cell will not be changed and the number of cells split in that change
event will be lower than the푁퐶 value set. The푁퐶 value can thus be thought of as a
measure of confidence in the MoI values within in the population, with a higher푁퐶
meaning that more of the high MoI cells are split more often. However, if푁퐶 is too high, it
could result in the search becoming closer to random.
Figure 3.3푁퐶 shows the effects of varying the three factors described above on a network
landscape of 퐾 = 7 with global clustering 0.1. It is observed that with low 퐿퐿 and 푅푎푡푖표
values (here 퐿퐿 = 0 and 푟푎푡푖표 = 1), a greater number of cells are created; conversely, a low
퐿퐿 results in a far fewer cells than a low 푅푎푡푖표. These additional cells are at the same level
as those seen with the low 퐿퐿, suggesting that here a low 푅푎푡푖표 does not promote "drilling
down" (e.g. lots of change events in the same region of the space) on particular cells, but
rather a greater spread of cell divisions across the space. This is to be expected in this
landscape in which the MoI (here the variation in BC; see Section 3.3.3) is very closely
related to the features being mapped (here the genome, i.e., the population count of chosen
subgraphs; see 3.3.1). This means that the level of variations should naturally decrease with
the size of the cell, making it much more likely that larger cells show the highest MoI values.
This, combined with the low expected variation in BC as a result of the tightly controlled
fixed degree distribution (homogeneous here) and global clustering, means that without
thorough sampling of the cells (via revisiting) there is little likelihood of drilling down on
any one point. This therefore favours even divisions across the space, such that no one cell
will have the number of revisits required to show more than the expected level of variation
associated with that particular size of cell.
Further comparing the number of solutions found in either case in the same number of
iterations, although more solutions are found with the low 푅푎푡푖표 (consistent with the
increased number of smaller cells in this case), the number of solutions is not proportional to
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the number of extra cells created. In fact, there is a difference of only 184 solutions despite
the extra 80 cells split in the low 푅푎푡푖표 condition, which equates to a difference of almost
twice the number of solutions per cells split (with a average of 4.9 solutions per change
event for low 푅푎푡푖표 compared to 8.6 for solutions per change event for the low 퐿퐿, as shown
in Figure 3.3).
This further suggests that in the low 푅푎푡푖표 condition, the choice of which cells to split (i.e.,
their location in the feature space in which the resolution is increased) is significantly less
informed than in the low 퐿퐿 condition. This means that the cells split seem to have less
relation with the density of valid solutions in the space.
Similarly, when we look at cases with high 퐿퐿 or high 푅푎푡푖표, there is the expected lower
number of cells (with the high Ratio cases suffering more), with a greater focus on areas of
higher variation. However, there is still no drilling down on any particular cells, with the cell
size still going no lower than 16. This means that although there is now a lot of revisiting,
the number of larger cells is still high enough that the expected variance from their size is
enough to obscure any areas of greater interest. This conclusion is confirmed when we
examine these high 퐿퐿 and 푅푎푡푖표 conditions after the same number of change events (i.e.,
58 for 퐿퐿 and 138 for 푅푎푡푖표). In these cases, we see a minimal cell size of 8 is reached by
both conditions, but only after a much larger coverage of the space compared with the mid
value condition. When we investigate varying the levels of푁퐶 , we see that with low푁퐶 ,
there is of course a much lower number of cells created and that the positioning of these
cells tends towards areas of higher solution density. Furthermore, as in the lower 퐿퐿 and
푅푎푡푖표 conditions, there does not seem to be any drilling down on particular cells. However,
when we examined the same condition after more solutions were found, we did see splitting
to a minimum cell size of 8, with 500 solutions found. This is despite the fact that the cells
were still all focused around the same areas of higher solution density.
Comparing both high and low conditions to the min value condition (퐿퐿 = 3, 푅푎푡푖표 = 2,
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and푁퐶 = 2; centre plot in Figure 3.3), we see that when all these values are controlled
within the correct range for the landscapes, we start to observe a drilling down to a
minimum cell size of 8, without requiring a more complete coverage of the space (i.e., only
448 solutions are found). These results are of course limited to this one set of network
constraints, but we believe that for the homogeneous networks explored here, the problem
landscape is unlikely to differ to the extent that these values of 퐿퐿, 푅푎푡푖표, and푁퐶 affect
the level of diversity seen in the results. There could be some justification for an increased
푁퐶 , or a decreased 퐿퐿 and/or 푅푎푡푖표 to account for the larger search spaces that result from
larger values of 퐾 . However, these larger spaces are better dealt with by allowing an
increased number of change events to happen on their own, rather than increasing the rate at
which changes occur based on these values, given that in all cases, the confidence in the MoI
and the likelihood of 푟푒푣푖푠푖푡푠/푎푑푑푠 is unchanged/unknown.
Relationship between mutation size and cell resolution
Finally, using the adaptive method of cell resolution change described above, the search
space (or at least how it is represented in the end population of solutions) is radically
changed by focusing on the areas of most interest. These areas of interest are unlikely to be
evenly distributed across the space (as seen in Figure 3.3) and thus a disparity in the size of
cells across the space is quite likely. As discussed above, these changes will have an effect on
the balance of exploration vs exploitation in the end population stored for these differently
sized cells. As the search goes on with decreasing cell resolution across the space, we would
want to ensure that this is reflected in the way that the search moves around the space. Here
we suggest linking the range of mutation size to the resolution of the parent cell, specifically
to 1 to 2 times the cell resolution of the individual. For example, a cell with resolution 64
could only have mutations within the range 64 to 128 applied to create its offspring.
This results in a method of adaptive mutation that is heavily linked to the mapped space
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being searched and, with the proposed method of adaptive cell resolution given above, also
the level of MoI throughout the space. Furthermore, this method is independent of any prior
knowledge of the space, meaning that it is equally applicable to any space or distribution of
the MoI that might be found in it. For example, in a space with an evenly distributed MoI, in
which there is no particular focus on any of the cells and thus the average cell resolution
drops steadily, the average mutation size will decrease steadily with progressive mutations,
similar to the way temperature decreases in simulated annealing. However, if the MoI is
unevenly distributed (i.e., with some cells ending up with significantly smaller resolution
than others), the average mutation might not decrease greatly, but rather only sharply in the
areas with the highest MoI values. In all cases, this method allows dynamic control of the
balance of exploration vs exploitation as the search goes on, with decreasing mutation size
increasing the level of exploitation within the areas of highest MoI (or increasing
exploitation more generally in the case of a more even MoI distribution) as the number of
mutations increase. The value of this kind of adaptive mutation mechanism in controlling
the trade-off between exploration and exploitation is well established [76], including within
the MAP-Elites framework [126]. The decision to keep the range of these mutations such
that they focus exclusively outside of the parent cells (i.e., a minimum mutation of 1× the
resolution of the selected cell means that any offspring will always fall outside of its parent
cell) was made in order to capitalise on the lack of any optimisation within the cells for this
problem space. Here, unlike in the majority of MAP-Elites methods, revisiting is only used
in the measurement of the MoI (i.e., there is no optimisation of the individuals within the
cell), meaning that we keep the first example we find from each cell. Thus, by focusing our
mutations outside of the parent cell, we can maximise the time spent exploring new cells.
This improves the overall coverage of the space, whilst accounting for the lower rate of
revisiting via the increased 퐿퐿/lower 푅푎푡푖표 (and/or lower푁퐶), without detriment to the
search.
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Implementation
Being an iterative method of optimisation, GAs are vulnerable to computationally expensive
methods of evaluation resulting in very long run times. This is especially a problem when
the focus on achieving a good coverage of the space requires many more iterations over the
space, such as is the case with MAP-Elites [53]. Here, we use the CMA method of subgraph
allocation to realise networks from which the features of a genome are evaluated (see
Section 3.3.1). CMA is a combinatorial method and therefore requires a number of attempts
in order to find a suitable arrangement of subgraphs. This means that in the worst case
scenario, CMA could require 100 repeats of its allocation process before a suitable
arrangement is found, if any. In addition, we repeat the full CMA method five times with the
same genome in order to attempt to average any small differences in network created. The
CMA method was not developed with computational efficiency in mind and was in fact
adapted from the MATLAB programming language to Python for this research (Python
being the sole language used for this work). Thus, the number of generations we could run
in any of the conditions shown here was limited by the available computer resources. This
problem could be addressed in future work by using some kind of modified surrogate fitness,
such as those used in [53, 53], which would reduce the number of times the CMA needs to
be run. However, this was not the focus of this work and would still require testing ground
truths about the feature space that were not fully known at the start of this work (i.e., that
changes in subgraph counts will predictably change evaluated features across the space).
Moving on, although the idea of starting with a coarse discretisation and then increasing the
granularity was mentioned by the authors of the MAP-Elites framework [118], we are not
aware of any existing implementation of this at the time of writing (note that the SHINE
method of [157] was published around the same time as the first submission of this paper;
see Section 4.2 of Chapter 4) . Indeed, even in those papers in which cell size was a point of
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Figure 3.4: Cell map structure for a two-dimensional space (right side) and its accompanyingtree data structure (left side), before and after a cell resolution "change event" (푡 before, and
푡+1 after). The red cross shows the location of the stored individual for that cell in the space.It should be further noted that this method only stored solutions for cells that have been filled,in order to save on storage and computational costs.
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interest (e.g., [177, 176]), the total number of cells was set at the start of the search via prior
knowledge of the space, often with a emphasis on having as few cells as possible (see
Section 3.3.3), and remained unchanged throughout the search. For a mechanism such as
ours to be computationally practical in a high-dimensional search space, there is a need for
efficient operations for searching the population as well as adding and updating cells. Our
implementation relies on a tree data structure (see Figure 3.4 developed in-house and
available at https://github.com/harrygcollins/TreeBasedGA; see [25]). This allows not only
for efficient searching of cells in the population but also for cells in the population at one
level of resolution to be easily split to accommodate new cells in the same feature space
location at a higher resolution (i.e., the splitting of one cell into smaller cells within the same
space). This can occur without the need for labelling the cell via an additional linked list.
This has a significant effect on the efficiency of the implementation, particularly in the case
of this method as, unlike MAP-Elites, we do not have a fixed size for the stored population,
so cannot rely on allocating a fixed size of memory or a fixed indexing order.
3.4 Results
Here we start by examining the effect our method has on a range of target network problems
in order to show its effectiveness in informing our understanding of the space of possible
network structures (see Section 3.4.1), before moving on to explore in more detail the impact
of our methodological changes in terms of three measures:
• rate of discovery: the number of iterations needed to obtain a particular number of
networks (see Section 3.4.2);
• quality of discovery: the diversity in network specifications uncovered (see Section
3.4.3);
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• behavioural diversity: the significance of the quality of discovery on behaviours with
real-world dynamics (see Section 3.4.4).
Unless stated otherwise, all runs of the GAs shown below were started with cells of size
64 × 64 × 64 × 64 × 64, the five subgraph repetitions in encoding as the mapped features,
and the search variables set to 퐿퐿 = 3,푁퐶 = 1, and 푅푎푡푖표 = 1 to determine change events.
3.4.1 Examination of scaling values of target clustering and edge
density on the difficulty of valid network exploration
In order to establish the effectiveness of our method at improving our understanding of the
space of valid network structures, here we explore the kinds of networks found after a
relatively short search (i.e., the first 4,000 networks found) for a range of target networks
with different global clustering and/or degree.In this paper we do not examine the effect of
changing the size of the network (i.e., the number of nodes involved) as, although this is a
question of some interest in the field, because of the computational limitations of CMA
discussed above in Section 3.3.3. We avoid this issue by keeping the network size to the
same size of 1,000 nodes in all of the examples described below. We thus focus our
investigation on varying the levels of edge density within the networks generated by setting
the number of edges based on our choice of degree distribution (for a regular network with
퐾 = 5, 7, and 9) and the density of triangles via target clustering (0.1 and 0.2). As stated in
Section 3.3.1, because of the need to prevent the genome being forced to allow subgraphs
that do not contribute to a fixed number of edges in the encoding (i.e. overlapping of edges),
we can only go as far as clustering 0.1 with homogeneous networks of 퐾 = 9. To clarify, to
obtain a clustering of >0.2 with a regular network of K9 degree, there must be at least 2,400
triangles present in the network. In order to then gain a high number of triangles, the
encoding of the subgraph-included in the network would have to be able to account for
subgraphs that are created via the use of a shared edge (i.e., an edge involved in another
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encoded subgraph). Furthermore, it would be possible to investigate clustering values above
0.2 with regular networks of K5 or K7, but this would involve increasing the computational
strain on the CMA method. This would result from there being far fewer arrangements that
can accommodate the subgraphs encoded in a graphable network of the given degree
distribution, and as such, this possibility is not explored further here in this paper.
All conditions were run with the same starting setup as stated above, with the starting
population created for each of the five conditions (see the Appendix for a description of the
starting populations). When we examine the number of networks found vs the number of
iterations taken to find them (i.e., the rate of discovery, accounting for iterations that led to
revisiting a cell already seen or to a genome that was outside the set range of each subgraph;
see Section 3.3.1), we begin to see a marked difference from the expected 1:1 rate (green
"control" line in Figure 3.5) if all of the networks encoded were able to produce a graphical
network via the CMA method. Furthermore, these differences are significantly different for
each of the conditions. This deviation from the control is due to "un-realisable" genomes,
meaning that in 100 attempts of hyper-degree sequences, CMA was unable to find a
connected network that kept the same degree distribution and/or global clustering (see
Section 3.3.1) for the proposed genome made during that iteration. Even with our more
exact movement through the space via Diophantine mutations, it is to be expected that there
will still be some areas of the subgraph space that cannot be realised via the CMA method
(or even by any method). This is due to the limitation of the target degree distribution and, to
a lesser extent, of the target global clustering (though this would be more likely with much
higher clustering than the 0.2 shown here) . Thus the differences seen in Figure 3.5 could be
thought of as a crude measure of the "difficulty" of the space of realisable networks, at least
in terms of finding realisable networks. In terms of the effect the target clustering has on this
difficulty, it would seem to be less of a factor than the degree. However, the overall effect
does seem to be dependent on the distribution, with the K7 conditions showing very little
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differences with clustering 0.1 or 0.2 compared with the K5 conditions, which seem to show
a small but significant difference between clustering 0.1 and 0.2. This would be consistent
with the higher clustering requiring more⊠ and  subgraphs to be fit to increase clustering,
requiring more nodes with three edges to fit these subgraphs. Specifically, in the 퐾 = 7
condition this is less of an issue as each node is able to fit two of these subgraphs, whereas in
퐾 = 5, there is only room for one such subgraph per node. This suggests that the difficulty
decreases with increasing 퐾 size, as can be seen with the K7 networks (blue and light blue),
which are both very close to 1:1, compared to the K5 networks (red and magenta), which are
significantly slower. Of course the exception to this is K9, which is dramatically slower than
both the K7 and K5 conditions. This is likely due to the limitation discussed above, namely
the need for the subgraphs to not be forced to use overlapping edges to fit within the degree
of the network. This is consistent with the much larger variation in iterations required for K9
compared with the other two 퐾 value conditions (i.e., K5 and K7).
Examining how the search landscape is divided up over the three clustering-inducing
subgraphs (△,⊠, and ) in Figures 3.6, 3.7, and 3.8, we can see that K9 shows very large
cells over the whole of the space. This suggests that, despite having the highest number of
iterations to get to 4,000 networks, there have been far fewer revisits in the K9 condition than
in the other conditions. This is clearly because the larger value of 퐾 implies a greater space
of possible subgraph configurations, as we can also observe in the other four conditions.
This would seem to lend support to the idea stated above that the difficulty of the space
increases with a decreasing 퐾 value, and that in the case of K9 there must be a different
factor affecting the difficulty, which is whether or not the networks are realisable with the
CMA method. Further to this, gaps across several parts of the space in the K9 condition
(notably between 448 to 512 and 832 to 896 in the△ space, as well as in a few parts of the
 space; Figure 3.6) would suggest that there is some factor(s) affecting the ability to find
solutions in those areas of the space, as in all the other conditions there is good coverage
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across the space of all three subgraphs. This could be an effect of the K9 space of solutions
being much larger than that of the others and thus less well represented in the 4,000
networks seen here. However, we would still expect to see greater coverage of these gaps in
the△ space, given the emphasis of our method on undiscovered regions of the space.
Additionally, when we look at the K7 conditions (Figure 3.7) we see that, even when
comparing the lowest number of iterations gained over the three different 퐾 conditions (K5,
K7, and K9), the K7 conditions have the greatest number of revisitings of the solutions
added. This is shown by the fact that they have the largest number of cell divisions, with
three instances of cell size 1 in K7 clustering 0.2 (no such instances are seen in any of the
other conditions shown here, with the K5 conditions going down to cell size 4 at the lowest,
and K9 to cell size 8). This is counter to the observed size of the solution space in each of
the 퐾 conditions, with the larger spaces of K7 compared to K5 meaning that, if all solutions
are equally easy to find, there would be greater likelihood of revisiting in the smaller K5
solution spaces. Again this suggests that the difficulty identified in Figure 3.5 correctly
reflects some true features of the different conditions as they are searched by our method.
Examining the effect of clustering at this level also confirms some of the statements made
based on Figure 3.5; for example, that the effect seems highly dependent on the degree of the
target network. This is demonstrated by comparing the ranges of the subgraphs between the
two K5 conditions (Figure 3.8), which increase significantly in the higher clustering
condition (thus increasing the size of the space and the difficulty of the search). In contrast,
the two K7 conditions there is a much smaller difference in the ranges.
Based on these results, we chose to focus all of the following examinations of the impact of
our changes to the methodology on K7 regular networks. This allows for greater confidence
that the results we obtained are due to the direct effects of our method, as opposed to
difficulties within the search space.
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3.4.2 Impact of Diophantine-based mutations on the rate of discovery
To characterise the impact of the use of our Diophantine-based mutations (herafter referred
to as "exact mutations") on the search process, we compared it with a baseline of random
mutations. Setting the cell resolution to its maximum (i.e., one cell per network
specification, 푐푒푙푙푠푖푧푒 = 1), we systematically varied the mutation size from 2–128 in
powers of 2, in order to fit with the mutation sizes used for linking mutation size to parent
cell resolution. For the random mutations, a random number was selected from a range of ±
the maximum count for each of the subgraphs (as specified in Section 3.3.1), which was then
added to a randomly selected individual from the population. In all cases, we evaluated the
rate at which new (valid) networks were discovered as a function of mutations (4,700 in all
cases) as well as the diversity in network specifications (the coverage). As shown in
Figure 3.9, there is a significant gain in speed and in the number of networks obtained when
exact mutations were used (whereas random mutations found only 18 networks), irrespective
of the mutation size. It is worth noting that a higher rate of discovery does not necessarily
result in a greater number of networks. This is because a substantial number of iterations are
lost, either due to out-of-bounds mutations or a higher rate of revisits.
Looking at the differences between each of these sizes of exact mutations, we can see that
there is a clear need to balance between the larger mutation sizes (128, 64, and 32) and those
that are too small, as seen with size 2. With the larger mutations the changes imposed cause
a proportional change in all non-mutated subgraphs in order to accommodate them (as
described in Section 3.3.2). This therefore causes a loss of locality (i.e., excessively large
mutations lose the benefit of a locally heterogeneous resolution), thereby causing their
search to become closer to a random search. On the other hand, with excessively small
mutation sizes, the problem becomes that of being able to move outside of the areas already
seen (i.e., excessive revisiting). This is shown in the case of mutation size 2, which, despite
76
having the slowest rate of new cell discovery, was still able to find far more valid networks in
the same number of iterations compared with mutation sizes 128, 64, or 32, suggesting that
its low rate of discovery is due to revisiting (given that boundary errors are unlikely with
such a small mutation-induced change). If we look closer at the mutation size with the
highest rate of discovery (size 8), we see that the same pattern is true, with sizes 16 and 4
being within a standard deviation of each other in terms of their rate of discovery. Likewise,
the same pattern is repeated with size 16 being faster, but finding fewer valid networks,
compared to size 4. The drastic drop in rate seen in 2 is likely a result of how few exact
mutations are possible to account for such a small change (i.e., if we add two△, then the
only way to accommodate that change is to add one  and to remove one⊠ and one⬠).
Figure 3.10 shows the frequencies at which subgraphs occur for both exact and random
mutations. Whilst random mutations show fairly uniform frequencies, coverage of the space
is extremely patchy due to the difficulty of obtaining realisable networks (as discussed in
Section 3.4.1). In contrast, exact mutations lead to dense coverage of the space (including
beyond that sampled by the random mutations). This figure clearly shows the impact of
mutation size, with small mutations (e.g., size 2) resulting in well-defined peaks of higher
frequency, while large mutations (e.g., size 128) yield a more uniform histogram (although
the number of networks found drops significantly with increasing mutation size, as
explained before). Therefore, there is a balance to be reached via the adaptive resolution
mechanism, which is explored in more detail below. In the following analyses, all
experiments start with a cell size of 64, because a cell resolution of 128 was found to lead to
too few networks (i.e., it seems to be a far too coarse a resolution to be suitable for the
fixed-resolution method used for comparison).
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3.4.3 Impact of adaptive resolution search on quality of discovery
To illustrate the benefit of using an adaptive rather than a fixed-resolution search, we
compared the network specifications discovered by our method with those obtained using
either a fixed mutation size of 64 (the coarsest resolution possible that enabled the greatest
coverage) or a fixed mutation size of 8 (which was shown previously to yield the highest rate
of discovery). As shown in Figure 3.11, networks uncovered using the adaptive resolution
search show the largest breadth of subgraph counts (e.g., the largest range of⊠).
Interestingly, even though using a fixed mutation size of 8 yields a much larger ensemble of
networks (almost 20× larger than using either our method or a fixed-resolution size of 64),
the distributions of subgraph counts are fairly unimodal, reflecting the lack of coverage.
Furthermore, with the adaptive resolution search the distribution of counts are kept very
similar to those found in the fixed mutations for all of the clustering-inducing subgraphs
(△, , and⊠). The difference in the distributions of non-clustering inducing subgraphs (
and⬠) suggests that our choice of MoI had the possible effect of pushing the search to focus
on increasing the range of clustering-inducing subgraphs over non-clustering-inducing
subgraphs.
To address the concern that such differences may be a random artefact, we assessed the range
of BC found in the above networks and that of an identical number of networks generated
using BigV and dk-2.1 randomisation. Both methods were used in order to maintain the
same distribution of global clustering coefficients (see right panel in Figure 3.12). This was
achieved by stopping the BigV rewiring process when the required global clustering
coefficient was reached, and by seeding the dk2.1 randomisation using CMA-generated
networks with the required clustering coefficient. Nevertheless, as shown in Figure 3.12 (left
panel), we found that the generated networks span different ranges of BC values. The most
likely explanation for this effect is that the CMA sought to prevent subgraphs around a node
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from sharing edges (see [151, 150]). Nevertheless, this result demonstrates that the networks
are structurally different. To our knowledge, this is also the first evidence that, despite the
claims made by its authors, dk2.1 randomisation may not provide uniform sampling.
3.4.4 Effect of the quality of discovery on behaviours of real-world
dynamics: complex contagion and Kuramoto models simulation
To illustrate that the diversity found in these networks (i.e., the differences in their
higher-order structures) does impact behaviour, we consider two measures of network-based
dynamics: the complex contagion model [111] and the Kuramoto model of synchronisation
[89, 40] .
The complex contagion (CC) model, which is a modified version of the
susceptible-infected-recovered (SIR) infection model [111, 128], is intended to describe the
spread of more complex behavioural patterns, such as rumours or the use of technology,
(i.e., behaviours for which the "infection" of a node requires more than one exposure to the
infection). In an SIR epidemic, a susceptible node connected to an infected node becomes
infected at rate 휏, and once infected it recovers at rate 훾 , independently of the network. All
processes are considered to be independent Poisson processes. The final epidemic size is
computed by counting the number of recovered individuals at the end of the epidemic when
no further infected nodes remain. Each individual epidemic starts with one single infected
node. This model differs from a classical SIR epidemic by requiring that susceptible nodes
are exposed to multiple infectious events before becoming infected. Furthermore, these
events must be from different infectious neighbours as only the first infection attempt from
an infectious node counts, and infected individuals remain infected for the duration of the
epidemic. These dynamics are known to exhibit a critical transition in relation to the number
of infected nodes at the start of the epidemic. Preliminary work in the lab showed that given
a degree distribution and a global clustering coefficient, the parameter value at which the
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transition occurred could fluctuate [111].
Here, we compared the range of parameter values at which the transition occurred for
maximally different (defined by the Euclidean distance between their subgraph counts) pairs
of networks: (푎) using random exploration; and (푏) using our proposed search mechanism.
For each of the networks and for each parameter value, we ran 100 simulations to robustly
identify the critical transition. Figure 3.13 shows a substantially greater range of parameter
values for networks found through the proposed search mechanism, thus confirming that
greater diversity was achieved with our method (even though the computational cost of
eliciting the same number of networks through random mutation was far greater).
The Kuramoto model is a classical model of synchronisation [1, 22] and has been used to
study the oscillatory behaviour of neuronal firing [81, 16] among many other biological
systems. The Kuramoto model describes the phase behavior of a system of mutually coupled
oscillators with a set of differential equations. Each of푁 oscillators in the system rotates at
its own natural frequency 휔i, i = 1, . . . ,푁 , drawn from some distribution g(휔). However, it
is attracted out of this cycle through coupling 퐾 , which is globally applied to the system.
Time 푡 is taken to run for 푇 seconds of length 푑푡 = 0.01. The differential equation to
describe the phase of an oscillator is: [88]
Φ푖(푡) = 휔푖(푡) +
퐾
푁
Σ푁푗=1푠푖푛(Φ푗(푡) − Φ푖(푡))
As for the results shown above for the CC model, we compared the maximally different pairs
of networks found for the 푎 and 푏 methods when run on the Kuramoto model (see Figure
3.14). This shows a significantly larger difference between the networks gained from our
proposed search mechanism compared with those gained from the random search method,
again confirming the diversity shown in the CC model results.
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3.5 Discussion
In this paper, we presented a methodology for exploring structural diversity in networks
sharing a set of properties. Encoding networks based on their subgraph decomposition
provides control over the local structure around nodes. The experiments described here
reveal that our methodology makes it easier to elicit structural differences between these
networks which have an impact on dynamics running on the networks. In contrast to
classical network-generating methods, which rely on very long mixing times to provide
uniform coverage, our approach borrows concepts from evolutionary algorithms to more
rapidly identify interesting regions of the solution space, namely regions of the space
containing structurally more diverse networks.
Our results demonstrate the need for more knowledge regarding the spaces of possible
network structures that only share set clustering and degree distributions, given that the
current methods, which were previously thought to sample the space without bias, appear
not to sample from the full range of network structures (see Figure 3.12). One promising
line of enquiry for this could be to systematically study the importance of a given subgraph
on dynamics by restricting the search process to mutations that increase/decrease the
number of instances of this subgraph. This could then be paired with more detailed analyses
of the cell resolution distribution over each of these subgraphs, in order to establish the
importance of different subgraph regions to one another and to the MoI chosen. Although
we only provided examples in which the degree distribution and global clustering coefficient
were specified, the framework described here is applicable to other scenarios. In fact, with
the inclusion of optimisation during the search, there is no reason that something like a fixed
level of assortativity or other structural features could not be imposed on the population.
However, this would require more focus to achieve this fixed level within a cell, before
adding to the MoI and deciding the cells to be selected for splitting; that is, the MoI should
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not be based on non-valid networks to avoid invalidating this measure. This would also open
up the possibility of using other structural measurements for the MoI, such as local
clustering diversity or vertex-level entropy, which would significantly affect the kind of
networks focused on during the search (see Figure 3.11). Of course, this would require
further sensitivity analysis, because while the analysis performed here (see Section 3.3.3)
does provide guidance for future researchers to implement their own networks with tailored
parameters, the results shown are limited to the networks examined here. Thus, there is the
possibility of performing further testing on a wider range of target networks and/or MoIs in
order to maximise performance. One future direction of this work might even be to use yet
more computationally expensive measures, such as the results of behavioural dynamics, to
constrain the networks generated via the use of surrogate fitness methods of illumination (see
[53, 60]). This kind of surrogate modelling could also be used as a way of increasing the size
of the networks being explored. This might mean treating each of the cells as its own pool of
surrogate fitness/MoI for the individuals inside, decreasing the resolution of the cells as the
accuracy of the fitness/MoI is established. However, how this might affect the sensitivity of
the factors controlling "change events" is difficult to predict without experimentation.
3.6 Appendix
Starting populations for all of the conditions run, with the genome given in the order [△,
⊠, ,⬠, ] and 퐾 representing the number of degrees in the homogeneous network (i.e.,
K5 means all nodes in that network have 5 edges connecting them):
K5, clustering 0.1 = [[35, 54, 134, 166, 41], [29, 66, 138, 173, 20], [65, 56, 131, 167, 22],
[17, 37, 128, 159, 84], [45, 4, 114, 141, 136]]
K5, clustering 0.2 = [[36, 65, 58, 69, 185], [26, 146, 89, 110, 28], [64, 136, 83, 103, 29],
[300, 64, 44, 53, 55], [472, 34, 25, 27, 29]]
K7, clustering 0.1 = [[62, 65, 126, 155, 189], [22, 166, 167, 207, 7],
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[296, 58, 111, 138, 86], [362, 47, 103, 129, 75], [64, 67, 124, 158, 184]
K7, clustering 0.2 = [[76, 259, 27, 38, 144], [92, 307, 48, 58, 40], [84, 280, 37, 46, 98],
[74, 255, 27, 35, 153], [110, 214, 9, 13, 217]]
K9, clustering 0.1 = [[38, 39, 73, 89, 503], [44, 65, 82, 102, 448], [704, 87, 59, 72, 74],
[92, 184, 125, 158, 186], [908, 51, 35, 42, 44]]
Parameters of evolutionary algorithms
number of mutations per iteration = 1
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Figure 3.13: Ranges of parameter values over which the critical transition of complex con-tagion simulations occurs in networks found by the proposed search mechanism (blue) or byrandom mutations (green). The critical transition is identified as the value parameter at whichthere is maximal variability in both the final size and the time needed to reach this final size.All푁 = 1000 individuals had a threshold 푟 = 3 and a transmission rate 훽 = 1.0.
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Chapter 4
Illumination of unknown feature spaces
via adaptive resolution change
MAP-Elites (ARC MAP-Elites): A
general framework
1
1This chapter is intended to be submitted for publication as soon as possible,
but is currently unpublished at the time of thesis submission.
94
4.1 Introduction
In many fields there are problems for which multiple solutions of equally high performance
exist across distinct regions of a search space. For such spaces, exploration of the full range
of distinct global optima can be of great relevance not only in the investigation of the
relationship of the search space to solutions (such as in the investigation of large feature
spaces [130] or complex fitness landscapes [158, 172, 106]), but also in providing a
behaviourally/phenotypically diverse population.This often extends the versatility of these
solutions, enabling them to be applicable to many situations [31, 28]. This need for
sampling from multiple areas of the space is not just important for identifying the regions of
these global optima, but also for helping to prevent the misleading effects of deceptive
landscapes, in which local optima can result in sub-optimal solutions and/or dead-ends in
the optimisation path [136]. Recently the importance of focusing on a wider exploration of
the space, even at the cost of exploitation, has been investigated with methods such as
novelty search [92] showing that even a wholly exploration-driven search can be effective in
the optimisation of certain problem landscapes. Pairing this search for novelty with a local
level of optimisation (i.e., by limiting competition to the nearest neighbours) allows for
greater identification of areas of high fitness, but also an increased coverage of the solution
space, without the need for excessive evaluations of the entire space of solutions
[92, 93, 118]. In early work on novelty search with local competition (NS+LC) [93], this
combination of a more localised level of optimisation with a reward for solutions that are
unlike the stored population was achieved by limiting competition between individuals to a
preset value 퐾 of nearest neighbours in the search or behaviour space. The average distance
from the 퐾 nearest neighbours of an individual was also used as a measure of the novelty of
the individual in the population. Thus, the fitness of each individual compared to that of
their 퐾 nearest neighbours was used as an additional optimisation aim. Specifically, the
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average distance between neighbours and the number of neighbours whose fitness is lower
were maximised, and making this a multi-objective optimisation.
This combined fitness creates a niching effect that maximises fitness, whilst at the same time
encouraging individuals in the population to spread out across the space of possible
behaviours and/or genomes. Indeed, as individuals take advantage of lowered competition in
the less seen regions of the space of solutions, they gain a selective advantage based on the
novelty they bring to the population. This way of encouraging population diversity has been
shown to be effective [171, 96, 139, 138], even when focusing solely on genome differences.
This drive to increase the diversity of solutions as each individual pushes to increase their
distance from one another does have the desired effect of increasing diversity of the
solutions, but has the issue that, since the method has no view of the space as a whole (i.e., a
global view), it can end up "cycling" back and forth from one area of high diversity to
another as the population changes (see [118, 30]). This issue becomes more likely to occur
the longer the search goes on, leading to some areas of the space being unexplored and thus
making good coverage of the space less likely.
The desire to ensure a greater coverage of the space of solutions inspired the development of
illumination algorithms, notably including the Multi-dimensional Archive of Phenotypic
Elites (MAP-Elites) algorithm [118]. In this algorithm, rather than treating the problem as a
multi-objective optimisation, novelty is ensured by dividing the space of solutions into a
grid with a set number of cells along the feature dimensions in which novelty is desired
(termed the "mapped dimensions").
These cells are treated as "diverse" groups for the purposes of local competition and storage
of the populations, such that only the individual with the highest fitness in each cell found
will be kept in the end population [118]. This addresses the problem at a much more global
level and thus prevents the "cycling" seen in NS+LC, as well as providing a faster
measurement of diversity [30]. Despite this, both of these methods rely heavily on having
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some prior knowledge of the space being searched. This is required in order to determine the
diversity of different solutions, with 퐾 and the size of cells across the space both being
determined via some relatively arbitrary judgement of the space prior to the exploration of
the landscape. In the case of MAP-Elites, this means that even though the difference
between two solutions in terms of distance in the space could be very small, they could both
be treated as diverse solutions within the stored population. Furthermore, both methods
assume that solutions in the space are uniformly distributed across the space, with possible
solutions at every point of the space, and that diversity across the space is of equal interest
throughout the space. For example, if the distribution of possible solutions tended more
towards a normal distribution, then the degree of interest in the far ends of the space would
be higher compared to that of those more abundant solutions in the centre of the distribution.
This is because those solutions in the centre would represent a much larger percentage of the
stored solutions and thus be more likely candidates for selection with the current method.
Even when the assumption of uniform distribution is true for a landscape, both methods still
lack the ability to react to growing knowledge about the diversity of the space gained during
the search. NS+LC tends to "cycle" with an increasing number of generations, while
MAP-Elites revisits the same cell solely to optimise the fitness within that cell. In other
words, if a revisit does not result in a higher fitness than that of the individual already stored,
then that revisit adds nothing to the search as a whole.
To mitigate these limitations, we propose an extension of the MAP-Elites method to allow
for adaptive resolution changes (ARCs). Specifically, in our proposed method, the size of
niches (cells) across the search space is reduced through "change events" that refocus the
population on the areas of greatest interest to the search problem, determined by a measure
of interestingness (MoI), as our knowledge of the space grows with re-sampling/revisiting
the niches (cells).
In the following sections, we describe the proposed framework , analysing all of its
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component factors and illustrating the sensitivity of the method to these factors in a number
of known 2D landscapes (for simplicity of visualisation) of varying ruggedness. We then
benchmark our method against the original fixed cell size MAP-Elites method by applying it
to two problem landscapes: (1) a hexapod robot walking problem, which is a commonly
used example of the use of MAP-Elites [29, 78, 132, 173, 41, 177]; and (2) an exploration of
the space of networks sharing fixed structural features, which was previously explored via
this method [131], as well as in Chapter 3 of this thesis.
4.2 Methods
MAP-Elites, as previously mentioned, is a grid-based genetic algorithm (GA) that focuses
on encouraging diversity within the population by dividing the solution space into
predefined regions, referred to as "cells". Competition is then limited to occur only locally
within each of these cells. This control over the solutions stored encourages diversity by
ensuring that whenever a new region of the space (i.e., empty cell) is discovered during the
search, the new solution is guaranteed to be stored. This solution can then only be replaced
if a subsequent solution is also found within that cell (henceforth referred to as "revisiting")
and has a higher fitness.
It is also important to note that the encouragement of diversity in the stored solution can be
in terms of the search space (the genome or genomic space) and/or the behaviour space
(phenotype space). The space searched is determined by the choice of the dimensions used
for the division of the space of solutions, which are henceforth referred to as the "mapping
dimensions".
The standard MAP-Elites algorithm, first introduced in [118], has a very straightforward
implementation of this process (see Algorithm 1). First, the mapping dimensions are
discretised into푁 cells that each represent a "novel" solution or group of solutions in the
feature space or "niche". This has the advantage of allowing an efficient measure of the
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novelty of all solutions without having to compare them to all of the other solutions (or even
the k nearest neighbours, as in the NS+LS method).
Algorithm 1 Pseudocode for the default MAP-Elites algorithm, taken from [118]
1: (푃 ← 0, 푋 ← 0) ⊳ Create an empty,푁-dimensional map of elites: (solutions 푋 andtheir performances 푃 )
2: for iter = 1 → I do ⊳ Repeat for 퐼 iterations
3: if int < G then ⊳ Initialize by generating 퐺 random solutions
4: x’← random_selection()
5: else ⊳ All subsequent solutions are generated from elites in the map
6: x ← random_selection(푋) ⊳ Randomly select an elite x from the map 푋
7: x’← random_selection(x) ⊳ Create a randomly modified copy of x
8: b’← feature_description(x’) ⊳ Simulate solution x’ and record its descriptor b’
9: p’← performance(x’) ⊳ Record the performance p’ of x’
10: if 푃 (b’) = 0 or 푃 (b’)<p’ then ⊳ If cell empty or occupant’s performance is ≤p’, then
11: 푃 (b’) ←p’ ⊳ Store the performance of x’ according to descriptor b’
12: 푋(b’) ←x’ ⊳ Store the solution x’ according to descriptor b’
13: return feature-performance map (푃 and 푋)
During each iteration of the algorithm (i.e., the selection and mutation of a member of the
population; see line 5 onward in Algorithm 1), each of these cells is restricted to storing only
one solution with the highest observed fitness so far, although others have relaxed this
condition [141]. This means that each cell acts as a niche population, and thus exploitation
of the population can be thought of as only occurring inside of the cells (i.e., mutations that
lead to new individuals that fall into cells already seen). In contrast, the exploration of the
population consists of finding new cells that have not been seen before. This makes the size
of the cells an important feature of the balance between exploration and exploitation, with
the size and positioning of cell divisions determining the maximum diversity that can be
elicited in the end populations. Simultaneously, both the size and position of these cell
divisions across each of the dimensions used to map them also have a large effect on the
level of selective pressure within each of these niches and within the population as a whole.
For example, too many cells in a part of the space (i.e., many small cells) will lower the
chances of competition in that part of the space, thus weakening the selective pressure,
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which might result in a population with a lower fitness. As such, the main concern of the
field thus far has been to keep cells as large as sensibly possible. For example, the centroidal
Voronoi tessellations (CVT) method [174] employs such tessellations to set a fixed number
of cells regardless of the number of dimensions in the descriptor space and avoids increasing
the number of cells, which in turn would reduce their size.
As stated before, however, this still means that the size and positioning of the cells is based
entirely on prior knowledge of the space being searched, with all areas of the space being
treated identically.
Thus, in an unknown space there is a need for some way of measuring the level of
meaningful diversity that can be gained across each of the mapped dimensions; that is, the
amount of change in any one of the mapped dimensions resulting in a meaningful difference
to some measure relevant to the investigation of the space. Assessing this MoI across the
mapped space and then applying it to the cell sizes such that each cell size is changed based
on additional information about the space (i.e., from further sampling during the search) is a
non-trivial problem.
There has been some work using a hierarchical spatial partitioning of the mapping space,
based on the sparsity of solutions in the space (notably the SHINE method [157]). However
this work focuses only on encouraging coverage of the rarest solutions and assumes that
there is some difference in the density of solutions around the dimensions being mapped.
This assumption rules out the use of such methods when the genome space is used as the
mapped dimension.
Here, we propose preserving the size of cells as much as possible by starting with a handful
of very large cells that are reduced only in the areas that have shown the highest
interestingness, as measured by a predetermined MoI. The size of possible mutations from
such a cell is also linked to the size of each cell, which results in the level of the search being
scaled with the cell size. This means that we are able to preserve the size of the cells as far
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as possible, decreasing it only in the areas of most interest to our search, and more
accurately representing any varying level of diversity across the space of possible solutions.
Furthermore, this means that we rely much less on prior knowledge of the space being
searched compared with the fixed size cells of MAP-Elites. Of course, prior knowledge of
the space is not an all-or-nothing matter and any knowledge can be useful in tailoring the
search for greater efficiency. As such, we include three critical components that allow this
shaping of the resolution change based on any additional prior knowledge of the space or
problem being searched, namely: (1) the MoI used to select cells whose resolution we wish
to focus on; (2) the choice of when to change the cell resolution; and (3) the relationship
between mutation size and cell resolution. Below we detail each of these factors and give
examples of their effectiveness in a range of 2D fixed problem landscapes, demonstrating
their effect on cell divisions across the space.
4.2.1 Measure of interestingness (MoI)
The question of what is a significant enough difference in each of the mapped dimensions is
not a simple problem, even with prior knowledge of the space [28, 30, 31, 142]. The
difference threshold set means that only individuals with this level of difference in one of
these dimensions are considered distinct enough from all other members of the population
and thus a "novel" solution to the end population. Furthermore, we should consider that this
level of difference might not be uniform across the entirety of any particular mapped
dimension (thus resulting in varying levels of cell resolution across the space). If this were
the case then the presence of smaller cells (i.e. higher resolution) in the space, for example,
would increase the likelihood of those areas being explored more during the search.
Moreover, random selection would be more likely to select these cells based purely on their
increased prevalence in the stored population. Thus, cells at these levels of resolution would
have a unreasonably large effect on the focus of the search.
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Here, in order to set an appropriate cell resolution for a given unknown problem space, we
seek to gain information about the space during the search itself. Ideally this should occur
without additional processes slowing down the search or extensive sampling of the entire
space of solutions. As previously mentioned, in MAP-Elites, mutations that lead to
individuals falling within cells already known to the search (called revisits) only contribute
to the optimisation of the fitness of that cell. Furthermore, the optimisation only occurs if
the revisit has a higher fitness than the individual currently stored in the cell. Here, we
suggest making use of these revisits, regardless of their fitness, to gain further knowledge of
the space and inform our choice of the resolution of the search. This allows the search to be
more accurate as it observes more samples within the space.
The measure gathered during these revisits should of course be highly dependent on the type
of problem being investigated and the question being asked of the space being explored. At
the minimum, this measure could be set to any measure of the behaviour of an individual
that would not be well-suited to use as one of the mapped dimensions of the cell. These
comprise behaviours whose relationship to the genome encoding is "non-direct"; that is, for
which movement in genome space has little or no relation to movement in the given
behaviour space. The extent to which the encoding is directly related to the behaviours used
for cell mapping has been shown to play an important role in the effectiveness of this kind of
illumination algorithm [167]. However, the selection of a measure in this way eliminates
many behaviours that might still be of great interest to the search space.
In previous work, we have shown the effectiveness of using one such behavioural measure
with a non-direct behaviour-to-genome relationship in the exploration of the space of
network structures sharing given structural features [131]. In that work, we set the MoI
within each revisited cell to be the variance in this measure, in order to determine the areas
of greatest interest. By using the variances in this measure we were able to focus our search
on areas of high diversity, without having to include the measure itself in the mapped
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dimensions. Furthermore, as long as we assumed some relationship between the genome
and the behavioural measure, we could expect at least some decrease in the variance as the
resolution of cells increased. This lowered the number of possible solutions within these
smaller cells, thus reducing the likelihood of the method simply "drilling down" on a few
areas of high interest too quickly.
Inspired by this, here we propose to use the variance in fitness within each cell as the MoI,
thus focusing our search on areas of the mapped space showing the largest effect in fitness
for the smallest movement in the mapped dimensions. Practically, each cell maintains a copy
of the specification of the fittest individual , along with the variance in the MoI calculated
over all of the individuals sampled when the cell was visited. This adds slightly to the
computational cost of each mutation compared with the original MAP-Elites, but not
significantly as the variance (and all ancillary variables) can be calculated incrementally
(i.e., without storing the specifications of the individuals).
Using this approach allows the diversity of fitness in the results to be increased, whilst
preserving high-performing individuals via the elitism built into the MAP-Elites framework.
Furthermore, the exploration is focused on the areas of the space that most affect the end
fitness of the individuals. This measure also benefits from the assumed decrease in possible
variability with increasing cell resolution, as reported previously in [130]. Moreover, it has
the advantage of being applicable to almost all problem spaces that include an element of
optimisation. Thus, it is well-suited to making the comparisons reported in Section 4.3.
A fuller discussion of other suitable MoIs is provided in Section 4.4. However, regardless of
the MoI chosen, it is important to consider the speed at which the space is divided based on
this MoI. Below we detail the factors used to control the rate of cell divisions and how this is
best calibrated to the MoI chosen to explore the space.
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4.2.2 When should cell size be changed and by how much?
In dividing the space of solutions along the chosen mapping dimensions, we are aiming to
specify, using their chosen size, the importance that each of these dimensions plays in
determining the MoI, as well as any variance in this importance across the dimensions. In
other words, the dimensions with the smallest cells can be assumed to have the greatest
effect on the MoI in those parts of the space (when flattening the view of solutions to just a
1D view of the multi-dimension space). By linking cell size to MoI, we are able to identify
the areas with the highest MoI levels as being those with the highest number of overlapping
cells for a single mapped dimension (see Figure 4.1).
This measure of the space is even possible without needing to change the individual amount
that each dimension is reduced by during the resolution change of the selected cell (hereafter
referred to as a "change event"). As such, here we use a fixed reduction (50% of the current
size) for all dimensions of the cells during a change event, and focus on ensuring a good
coverage of the space of possible solutions by controlling when the change events occur. Of
course, in the type of unknown spaces that we wish to use this algorithm for, determining
good coverage of the space is not a simple problem.
Therefore, here we propose basing the decision of when to change the resolution of the
selected cells on the ratio of global exploration (the number of new cells discovered since
the last change event, "퐴푑") to global exploitation (the number of new offspring falling
within cells that have already been discovered since the last change event, "푉 푟").
Concretely, we use the following condition:
푉 푟 > (푅표 × (퐴푑 + 퐿퐿))
Where 푅표 and 퐿퐿 are constants set at the start of the evolution, which are defined in more
detail below. This approach can be thought of as evaluating the level of confidence we have
in the coverage of the search space. Indeed, starting the search with very large cells across
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all dimensions (thus preserving as much of the selective pressure gained from these larger
cells as possible) means that when the value of 푉 푟 is greater than that of 퐴푑, it suggests that
the problem space, as defined by the current resolutions of cell across the space, is becoming
saturated. Thus, we can have some confidence in our sampling of the space. Of course this
balance between 푉 푟 and 퐴푑 is unlikely to be optimal for all problem landscapes or goals in
the space (as characterised by the choice of MoI). Thus, we allow this balanced to be
calibrated according to three factors: (1) the triggering parameter (푅표); (2) the lower limit
(퐿퐿); and (3) the number of cells selected for a resolution change during each discrete
change event (푁퐶). These factors are described in detail below.
푅표 specifies the extent to which 푉 푟 must exceed 퐴푑 (+ 퐿퐿, of course) before a change
event is triggered. This serves to control the overall speed at which change events occur, as
well as the balance between exploration and exploration required for a change event to occur.
A low value of 푅표 results in a significantly lower level of exploration of new cells being
required to trigger change events; thus, a greater number of change events occur from the
same mutation attempt. In spaces in which finding new solutions is hard (i.e., spaces in
which there are few solutions in the space, or in which the solutions are sparsely distributed
across the space), a high value of 푅표 might be desirable to account for this and to ensure
thorough coverage of the space.
퐿퐿 is the "lower limit" and denotes the minimum number of revisits that must have occurred
before a change event is allowed. For example, if 퐿퐿 = 10 and 퐴푑 = 0, then the value of 푉 푟
must be at least 푅표 ∗ 10 before a change event is triggered. 퐿퐿 plays a similar role to 푅표, in
that it affects the overall speed at which change events occur. However, rather than ensuring
a certain level of exploration, it guarantees the minimum value of 푉 푟 and thus the minimum
number of samples for our MoI. If 퐿퐿 is too low then change events can happen as soon as
푉 푟 is greater than 푅표 × 퐴푑, i.e. if 푅표 = 1 then this is as soon as the number of revisits is
greater than 퐴푑, such that there is no guarantee of a reasonable number of samples taken
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from the space in order to obtain an accurate assessment of the MoI.
Finally,푁퐶 is the maximum number of cells to be selected for splitting during each change
event. For example, with푁퐶 = 2, the resolutions of two cells are doubled (i.e., their sizes
are halved) during each change event. These cells will those with the two highest MoI
scores. It is worth noting that if the MoI score of a selected cell is zero, or if the푁퐶 value
exceeds the number of cells in the current population, then that cell will not be changed and
the number of cells split in the current change event will be lower than the value of푁퐶 .
The푁퐶 value can thus be thought of as a measure of confidence in the values of the MoI,
with a higher푁퐶 meaning that greater numbers of the high MoI cells are split more often.
However, if푁퐶 is too high, it could result in the search becoming closer to a random search.
In combination, these three factors can strongly influence the effectiveness of the search by
focusing change events on those areas with the highest MoI. To demonstrate this,
simulations using varying values of푁퐶 , 퐿퐿 and 푅표 were run on three landscapes of
varying behavioural ruggedness (as defined by the gradient of behavioural change in the
landscapes) and numbers of areas of interest (as defined by the number of global optima for
the MoI). All solutions in the spaces were assumed to have the same fitness for the purpose
of cell elitism, and thus there was no optimisation at work in these examples. The MoI used
for all landscapes considered was the level of variance in the height of the "behaviour"
within the landscape (for a mathematical and graphical description of the landscapes, see
Appendix 4.5.1). To map different scenarios, we chose the Perm function (Figure 4.4) as an
example of low-behavioural ruggedness, with four distinct areas of interest and very wide
gradients towards each optimum. In contrast, the De Jong and Easom landscapes have very
high behavioural ruggedness in all areas of interest, with Easom having a very low number
of areas (one area of interest) and De Jong showing the highest number of the three
landscapes (25 areas of interest).
Across all landscapes, with low 퐿퐿 and 푅표 (here 퐿퐿 = 0 and 푅표 = 1), greater numbers of
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cells are created, as expected. This is most prominent in the Perm landscapes (Figure 4.4),
which show the largest behavioural gradients leading to high fitness areas and thus gain the
most information from revisits. Conversely, with low 퐿퐿 and 푅표 in the Easom landscape,
we see a greatly reduced effect on the placement of cells, due to the limited amount of
information available in that space. Similarly, the size of the additional cells is more affected
in the Perm and De Jong landscapes, with significantly smaller cells in the low 퐿퐿 and 푅표
conditions. This is to be expected with these landscapes, since De Jong has multiple areas of
interest and although Perms has only a few areas of interest, they are very wide. Thus, it is
only in the Easom space that we see drilling down further than this (to 0.008, i.e. five change
events). For this landscape, in the low 퐿퐿 and 푅표 conditions, the choice of cells split was
sub-optimal compared with that in the high 퐿퐿 and 푅표 conditions (퐿퐿 = 10 and 푅표 = 4).
These effects are reversed when high and low푁퐶 are examined across all three landscapes,
with high푁퐶 showing a similar decrease in the number of solutions to that seen in the low
퐿퐿 and 푅표 conditions, albeit with a greatly reduced effect.
This balance of revisits (which provide the information that determines the choice and speed
of change events, as well as any optimisation of fitness within a cell) and the speed at which
solutions are found within the space will of course differ. This largely depends on the MoI
used and its relationship to the behaviours and/or genomes being mapped, which is assumed
to be unknown for our purposes. However, within the three landscapes shown here, it could
be suggested that an informed balanced average of these 3 features (here set to푁퐶 = 2,
퐿퐿 = 3, and 푅표 = 2 in the centre panels of Figures 4.2, 4.4, and 4.3) would of course give
the best compromise between revisiting and the speed at which solutions are found.
However in contrast, high revisiting (with high 퐿퐿 and 푅표 and/or lower푁퐶 ) is less likely
to have a deleterious effect on the search as a whole, even at the cost of the speed of
solutions, than the reverse (low revisiting and high푁퐶).
As discussed above, changing the resolution of the cells in the space helps to focus the
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search towards the areas of greatest interest and increases the exploration of those spaces;
however, this is not the only factor to consider. In the next section, we discuss the effect of
adding an adaptive mutation rate to tune the movement of the search through the space as
the cell resolution changes.
4.2.3 Adaptive mutation range
The way in which the search moves around the space of solutions can have a massive effect
on the kinds of solutions found [168, 181, 64, 148, 166]. This is especially true for the
balance of exploration vs exploitation, with coarse movements normally facilitating
exploration, while more fine-grained movement contributes to exploitation. When space of
stored solutions is redefined to reflect the areas of greatest interest for a given investigation
(e.g., by changing the cell resolution in the mapped space), it is desirable for the movement
in these regions to also reflect this varying level of interest. Without such a change in the
movement of the search, the desired focusing of the search is unlikely to result from the
redefinition of the space of stored solutions. For example, when adaptive mutations are not
used (referred to as the "no adaptive used" condition), which keeps mutations in a range of
0.125 to 0.5 (regardless of the parent cell size) throughout the search, there is significantly
less revisiting of the areas of high MoI than when adaptive methods are used. This is
particularly clear in the Easom landscapes (see right-most panel of the middle row of Figure
4.5) and also results in a significantly lower number of solutions. This is because the number
of change events decreases, which can be seen in all of the landscapes tested. As such, we
propose the use of an adaptive mutation method that allows the size of mutations within the
search space to progress from coarse to fine based on the level of interestingness shown by
each newly defined region of the space. The concept of using an adaptive mutation size in
response to increasing knowledge of the space is well established in work that seeks to
control the trade-off between exploration and exploitation in GAs [45], including within the
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MAP-Elites framework (e.g., see [126]). Here we implement this concept by proportionally
linking the range of the mutation to the resolution of the parent cell used to create the
mutated offspring. That is, each of the selected genes in the genome is changed by ± a value
randomly selected from a range related to the resolution of the parent cell (e.g., 푐푒푙푙푠푖푧푒∕2
to 푐푒푙푙푠푖푧푒 × 2. This means that at the start of the search when all of the cells are large and
the focus should be on increasing coverage of the space, mutations lead to more of a global
search. Then, as the average cell resolution increases, the search tends towards more of a
local search around areas of high MoI. Note that this linking of the mutation range to cell
resolution does assume that a movement in the genome space will result in a similarly sized
movement in the behaviour space (i.e., the space being mapped via the cells). However, as
shown by other studies (e.g., [167]), the more "direct" the encoding used with MAP-Elites,
the more effective the results are, both in terms of diversity and quality (fitness).
It is also worth noting that the effects of this change in mutation range will be more or less
appropriate depending on the difficulty of the problem landscape explored. For example,
when the gradient of fitness is spread over a wider proportion of the space (and thus easier to
find and follow during the search), such as in the Perm landscape (see Figure 4.5), the
focusing of the search is greatly reduced compared to that in harder landscapes such as
Easom or even De.
For example, when using the "in cell" mutation range, there is a clear focus of the revisiting
on areas of the space already seen. Such mutations correspond to the range [cell size/2 to
cell size], which gives a high likelihood (approximately two-thirds of the time, as evaluated
from simulations using normally distributed mutations from this range) of most offspring
being placed somewhere within the parent cell. This is particularly clear in the more difficult
landscapes such as De, in which the revisiting clearly focuses on areas of the space already
seen. This is true to the point that some areas of the space that are not seen early on in the
search are completely ignored (see the right-hand bottom corner panel of Figure 4.5).
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Worse still, in a landscape such as Easom in which there is little difference in the fitness
gradient across the majority of the space, this high revisiting of areas can result in an
over-representation of any small difference identified early on, because of the continuous
resampling of that area of the space.
In contrast, when the "out of cell" range is examined (in which the range of mutation is [cell
size to cell size*2], such that all mutations land outside the parent cell), the level of
exploration is much higher. However, because this means that revisiting is only achievable
via mutations from neighbouring cells, there are still a lot of "wasted" mutations that do not
result in an improved solution (i.e., the level of optimisation within each cell might be
limited). A combination of these two implementations, which uses each of the above
implementations randomly 50% of the time (referred to as the "0.5" condition hereafter),
results in less "wasteful" revisiting of the space than when a mutation range that covers both
ranges is used (referred to as the "full range" condition hereafter). It is worth noting that due
to the chance of the "in cell" condition leading to mutations outside the cell, the "0.5"
condition is slightly more focused towards mutations outside the parent cell (with around
65% of the mutations resulting in movement outside the parent cell). However, this still
shows that limiting movement to either within or outside the parent cell is more effective
than merely increasing the size of the mutation range to allow for both of these possibilities.
This would thus appear to suggest that the choice of the adaptive mutation range should be
carefully considered in relation to the level of optimisation vs exploration desired from the
search. Here we have chosen to focus the majority of our work on high exploration over
optimisation, the former being the less commonly investigated focus. Thus in the results
section below, the "out of cell" condition was used in all but the hexapod experiment, which
used the "0.5" condition instead as there is a greater need for optimisation in that problem.
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4.3 Results
In order to demonstrate the effectiveness of our proposed ARC method, we compare its
performance with the original, fixed cell resolution, MAP-Elites method [118] in three
distinct scenarios: (1) three 2D-niching landscapes [95]; (2) an exploration of the space of
network structures sharing only a fixed level of global clustering and degree distribution
[131]; and (3) a hexapod walking controller simulation [174]. Each of these scenarios is
detailed below.
4.3.1 Niching landscapes
In population-based metaheuristics such as MAP-Elites (and in all GAs), there is a need to
maintain a good range of diversity in the population of solutions, in order to avoid problems
such as convergence to a local optimum. Furthermore, when considering multimodal
problem spaces (i.e., spaces with no single optimum [44]), without good diversity in the
population of solutions, methods often find it hard to return more than one distinct
high-fitness solution. As previously mentioned, one of the major advantages attributed to the
MAP-Elites method is its ability to find multiple high-fitness solutions from across the
problem space. The problem of identifying all niches within a space, here characterised by
distinct global optima or "niches", is of particular relevance to measuring how well the
method performs at identifying all areas of interest within a problem space. Note that this is
not to say that we are attempting to fully cover the space of all possible solutions, but merely
that all spaces of interest are covered by the end population. A number of benchmark
functions have been proposed to evaluate the effectiveness of a given method in finding
niches within multimodal composition functions with several global optima. One of the most
widely used benchmarks is the CEC’2013 [95]. Below, we compare the effectiveness of both
MAP-Elites and the ARC method using five independent runs of the following conditions
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(see Appendix 4.5.1 for the parameters used in each condition): either large cell size (0.5,
meaning a total of 4 starting cells) or small cell size (0.25, meaning a total of 8 starting cells)
using three of the 2D composition functions provided in the CEC’2013 test suite, namely
composition function 1 (CF1), composition function 2 (CF2), and composition function 3
(CF3). These landscapes were all normalised such that their parameter space ranged from 0
to 1. They all have a fixed number of global optima (six for cf1 and cf3, and eight for cf2),
which is below the number of starting cells in the large condition (which has a starting cell
size of 0.5), but above (or equal) to the number of starting cells in the small condition
(which has a starting cell size of 0.25). When knowledge of these spaces is not available to
inform the choice of starting cell size in a MAP-Elites implementation, it is reasonable to
assume that the focus on preserving the selective pressure within cells would prompt the
favouring of larger starting cell size condition (see section 4.2) over the small condition.
In the larger starting cell size condition, we can see that there is no way that the standard
MAP-Elites method can cover all niches in any of the benchmark landscapes (see the
left-hand column of Figure 4.6). Since it has only one elite to summarise the entirety of
these large cells, MAP-Elites proves to be highly effective at optimising solutions that find
the global optimum within each cell. Overall, it finds global optima very close to the actual
peaks in all of the landscapes (note the 0.01 accuracy in Figure 4.8). However, when there
are multiple global optima within the same cell, we observe a process of cycling from one
optimum to another within the cell. This is seen most clearly in the CF1 landscapes, in
which there is repeated movement from one peak to the other between the 200th and
20,000th mutation (panels a and b respectively in Figure 4.6).
In the smaller starting cell size condition, in which there are enough cells to cover all of the
global optima within each landscape, we observe that MAP-Elites is much more effective in
finding all global optima. This can be seen by the higher mean percentage of niches found in
all of the landscapes analysed (see Figure 4.8). However, these optima are not as close to
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their potential "peak" fitness, instead showing the reduced level of optimisation expected
from using smaller cells. Indeed, the use of smaller cells means that there are fewer
solutions in each cell in competition with each other. This therefore lowers the overall level
of competition in the search (e.g., note the 0.01 accuracy level in Figure 4.8).
Nevertheless, there are still many cases in which the elites of two neighbouring cells
converge to the same global optimum; for example, in the following cases: the two elites
around 푥 = 0.9, 푦 = 0.75 in the CF3 landscape (left-most panel of plot a in Figure 4.7); the
elites around 푥 = 0.5, 푦 = 0.9 and 푥 = 0.9, 푦 = 0.75 in the CF2 landscape (centre-top panel
of plot a in Figure 4.7); and the elites at 푥 = 0.9, 푦 = 0.75 in the CF1 landscape (right-most
top panel of plot a in Figure 4.7).
In contrast, when the ARC method is used, we observe a focusing of the smaller cells around
the areas of highest MoI (i.e., areas of high variance in fitness) across all three landscapes,
with larger cells (meaning a lower number of change events) in the areas of low MoI.
Furthermore, the distributions of the sizes of these cells remain very similar regardless of
the starting cell size, with most of the differences being between the larger cells in the 0.5
starting cell size condition. This would suggest that, given enough time, despite the larger
starting cell size in the 0.5 condition (corresponding to insufficient starting cells to cover all
niches in the space), the ARC method is able to find the same number of global optima to
the same level of accuracy as in the small cell size condition.
However, there is a clear difference in performance between the two conditions when the
ARC method is used for all of the landscapes. While not as pronounced as the difference
obtained when the starting cell size conditions are compared after using MAP-Elites, there is
still a higher mean percentage of niches found with the smaller starting cell size condition.
However, unlike in the MAP-Elites examples, there seems to be a greater level of accuracy
gained from the smaller starting cell size in all but the CF3 landscapes. This difference in
the CF3 landscape is likely due to it having the widest distance between niches, which
118
means that the larger starting cell size may yield a greater chance of covering the space
before the search begins to focus on the identified areas of greatest interest.
These results are of course limited to 2D, but do serve to demonstrate, in a readily visible
space, the kind of limitations that an uninformed MAP-Elites method faces in capturing the
full range of global optima in an unknown feature space. It is worth pointing out that it is not
the primary function of MAP-Elites to find all global optima (i.e., it is not intended to be a
niching algorithm). Rather, it merely attempts to approximate the niches within the
landscape in order to maximise coverage of the space of generated solutions. As such,
although these results clearly demonstrate the limited ability of MAP-Elites to represent the
full range of solutions within the explored space, the full benefit of the MAP-Elites method
might not be best summarised by this kind of low-dimensional problem space.
Next, we demonstrate the use of the ARC method on a much more complex problem space,
exploring the space of possible network structures sharing a fixed level of global clustering
and degree distribution.
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Figure 4.8: Mean and standard deviation (shown with the shaded areas) of the percentage ofglobal optima found with different levels of accuracy (i.e., the maximum difference toleratedfrom the true optima still classified as indicating that one of the optima has been found), after200,000 mutations for each of the following conditions: ARC with a starting cell size of 0.25(blue); ARC with a starting cell size of 0.5 (green); MAP-Elites with a starting cell size of0.25 (red); and MAP-Elites with a starting cell size of 0.5 (yellow).
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4.3.2 Exploration of network structures
In network science, the relationships between interconnected parts of a system are typically
represented by networks consisting of nodes and edges [119]. The way in which these nodes
and edges are connected is referred to as the network structure. Many real-world networks
that have similar behavioural features when the same dynamics are run on them tend to share
similar structural features [121, 19, 115]. For example, many real-world networks that are
intended to model behaviours such as effects on social media and/or the spread of disease
[182, 144] have been observed to show specific features. These include a particular ratio of
closed triangles to open triangles + closed triangles (referred to as the global clustering
coefficient) and distribution of edges for each node (referred to as the degree distribution),
both of which have been covered in Section 1.2 of this thesis.
As such, these two structural features (global clustering coefficient and degree distribution)
are often used as constraints in the construction of null models [150, 120, 159, 108]; that is,
for the construction of networks sharing only these two structural features, which allows for
fair testing of their interdependence with the dynamic being investigated.
The space of all possible network configurations is not only very large but also complex, in
that not all network configurations will lead to networks with the correct structural features.
This makes the exploration of this space a non-trivial task without the use of deterministic
"rewiring" methods, which have been shown to be incapable of covering the full range of
structural diversity in the space [131].
Here we provide new insights by revisiting earlier work using the ARC method in order to
explore the space of networks that share only a set global clustering coefficient and degree
distribution (see Chapter 3). This space is defined by the encoding of each network structure
via the population counts of each subgraph (a small network structure within larger networks
that are arbitrary in their structure and size [71]: see examples in Figure 2.1) in an arbitrarily
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chosen family of subgraphs (here△,,,⊠, and⬠).
Mutations were performed using the Diophantine method developed in [131] (see Section
3.3.2 of Chapter 3), which guarantees that any mutation to any subgraph does not lead to a
change from the global clustering coefficient and degree distribution of the parents. This
results in movement across genomes with the desired global clustering coefficient and
degree distribution (hereafter referred to as "valid" networks).
The mapped dimensions were linked to the genome and as such consisted of five dimensions
(△,,,⊠, and⬠). As movement within the space is limited to valid networks, there is
no need for a fitness score to be used in this evolution. Thus, the first solution found in each
cell remains the stored solution for that cell from then onward. Revisiting cells already filled
thus only adds to the MoI achieved over five realisations of subgraph encoding using the
cardinality matching algorithm [151], where the MoI was set to be the variance in mean
betweenness centrality (BC; defined as the mean number of shortest paths passing through
each node in the network [52]). This MoI focuses on local level changes to the network
structure, meaning that we would expect the areas of the space showing the highest MoI to
be around subgraph populations which have a high variability in possible arrangements of
subgraph counts.
These factors lead to a complex space in which the interconnected nature of the genome
(resulting from the Diophantine mutation, which means that any change to one genome will
be accounted for in the others in order to maintain valid solutions) makes it likely that many
unknown regions of the space might not have any valid solutions at all.
Below we compare the performance of the ARC and MAP-Elites methods in exploring the
space of networks sharing a global clustering coefficient of 0.1 and a regular degree
distribution 퐾 = 7 (meaning that all nodes in the network must be connected to exactly
seven other nodes).
For the ARC method, the 퐿퐿,푁퐶 and 푅표 variables were set to 퐿퐿=3,푁퐶=2 and 푅표=2,
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in keeping with the values used in [131]. This ensures a focus on exploration over
exploitation of the space, given that fitness optimisation is not required in this problem
space. The same starting population was used for both the ARC and MAP-Elites methods in
each cell size condition. The mutation size for MAP-Elites was fixed at the same size as
would be used by the cells of the same size in the ARC method (i.e., a larger mutation size
for the larger starting cell size, and a smaller mutation size for the smaller starting cell size).
We assessed the "coverage" of each of the conditions, which is defined as in [167] as the
number of cells (of a fixed size) that are filled (i.e., visited at least once during the search)
divided by the theoretical total number of cells (i.e., the number of cells possible in the space
given the size of cells used, the number of dimensions, and the boundary given the space
used for mapping). In order to perform a fair comparison of the coverage, we used the same
storage restrictions for both methods (i.e., a fixed cell-sized grid, in which only the solution
with the highest fitness is stored; that is, the first one seen in the case of the network
example), such that a coverage score of 1.0 would mean that all possible cells in the space
have been filled.
In terms of the coverage of the space of possible cells (Figure 4.9), there is no difference
between the ARC and MAP-Elites methods for the 64 cell size condition. However, there
does seem to be some difference for the 32 cell size condition, with a slightly greater
coverage by the ARC method after 3,500 generations. This difference is accompanied by an
increase in the standard deviation of the coverage (shown by the shaded areas in Figure 4.9)
of the MAP-Elites results. These have the same number of generations as the ARC results,
so this difference could be the result of a grater consistency in the ARC coverage of the
population, rather than a significantly greater coverage score. Furthermore, the standard
deviation of the coverage for the ARC method using the largest starting cell size condition
(64) was much greater than that of the MAP-Elites method when they were first examined
(after the first 10 generations). This might indicate that the plateau seen after 500
125
generations in both the MAP-Elites and ARC methods might just be the maximum coverage
possible in the space. This is further confirmed when we examine the coverage score of all
of the conditions when their populations are treated as having the largest cell size (64) (see
the central plot in Figure 4.9). Here we see that all conditions, regardless of starting cell size,
reach the same plateau. This is likely the result of a saturation of the space of valid solutions,
and a higher coverage of the space with this size of cell might not be possible in this space.
That considered, when we examine all of the conditions with a finer cell size (16), we can
see that all of the ARC conditions show significantly greater coverage compared with even
the smallest starting cell size condition of MAP-Elites (see panel c in Figure 4.9).
Furthermore, even when the two methods are compared at their original starting cell sizes
(panels b and d in Figure 4.9), we can see that the ARC conditions are able to achieve a
greater coverage of the space than the MAP-Elites conditions.
That said, this coverage measure does not really say anything about the quality of the
coverage of the space (i.e., which areas of the mapped dimensions were covered and which
areas were not). Examination of the distributions of these cells over the individual
dimensions (△,,,⊠, and⬠) (see Figures 4.10, 4.11 and 4.12, which are in the same
style as Figure 4.1 only with a greater number of mapped dimensions) shows a significant
difference in the range of solutions found by the ARC (bottom row) and MAP-Elites (top
row) methods. The ARC method conditions show a matching or larger range for all
subgraphs in all starting cell size conditions, with the exception of  in the 16 starting cell
size condition (although there is a gap in the range covered by MAP-Elite). This suggests
that the ARC method results in cells placed more widely across the space of solutions, which
was also observed in the greater coverage of ARC conditions in the largest cell size results
(panel a in Figure 4.9). Furthermore, the increased ranges of solutions found by the ARC
conditions show no gaps, unlike the MAP-Elites conditions, in which at least one gap can be
seen in every starting cell size condition. Examination of the effect of the starting cell size
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also shows that within MAP-Elites conditions, peaks across the subgraphs were more
common and more pronounced.This is likely due to the decreasing cell size resulting in a
smaller size of mutations (large mutation sizes are traditionally linked to greater exploration
of the space), such that there is a greater focus of the search with decreasing cell size. In
contrast, there is little effect of the starting cell size on the range and peak of solutions found
with the ARC method across all of the starting cell sizes.
These results indicate that the ARC method has a better ability to represent/map the space of
network solutions even when the appropriate starting cell size is unknown. However, this
problem space does not fully take advantage of the elitism of MAP-Elites, in that all
solutions in a cell have equal fitness. This means that once a cell has been filled, any further
revisiting of that cell contributes nothing to the search and can be thought of as a wasted
mutation. Furthermore, the use of the genome space as the sole mapped dimension does not
take full advantage of the kind of unique selective pressures informing the movement of the
search that could be gained by adding more unrelated mapped dimensions. Therefore, in the
next section, we compare the ARC and MAP-Elites methods in an optimisation task that is
well known to have the benefit of using a mapping space less related to the genome—the
hexapod walking task [29].
4.3.3 Hexapod walking experiment
Traditionally, the space used for mapping cells in MAP-Elites is kept distinct from the
genome encoding. This is often implemented by using one or more features of interest that
describe the possible behaviours of individuals over their lifetime [141, 38], which are
referred to as the behaviour space. This encouragement of diversity within a behaviour
space, rather than over the genome space, has been shown to be beneficial by experimental
results in several separate domains [39, 116]. Investigating how novelty diversity methods
(such as MAP-Elites) can be used to yield a population of high-fitness individuals that also
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have high behavioural diversity is the research aim of quality diversity algorithms (QDs),
and MAP-Elites-like algorithms are most commonly used for this purpose at present
[78, 170, 79, 48]. These behaviour spaces can often promote movement to parts of the
genome space that might otherwise be overlooked when diversity is maximised solely within
the genome space. It is worth noting, this is very different to the past examples given in this
paper so far (4.3.1 and 4.3.2, witch use a direct mapping of the genome space) and this of
course make for a much more complex mapping of the space and the MoI chosen.
Here we demonstrate the effectiveness of the ARC method in a commonly used QD problem,
by comparing it with MAP-Elites on the hexapod locomotion task [29] implemented using
the Dynamic Animation and Robotics ToolKit (DART; [8]) in the mapping of fitness
gradients across a behavioural feature space, not directly related to the genome. This task
consists of the optimisation of the controller for a hexapod robot, as evaluated by the total
forward distance covered in 5 s (i.e., the goal is to maximise the walking speed).
The controller has 36 parameters: three parameters for each of the two joints on the six legs
of the robot (used as the genome here). These control an open-loop oscillator, which
actuates each servomotor using a periodic signal (1 Hz). The three parameters for each of
the joints are: (1) the amplitude of the oscillation; (2) its phase shift; and (3) its duty cycle
(i.e., the fraction of each period during which the joint angle is positive).
The behavioural measure used here is the 퐷푢푡푦퐹푎푐푡표푟, which is defined as the proportion of
time that each leg is in contact with the ground; thus, it has 6 dimensions, one per leg (see
Figure 4.13). The equation used to calculate this value is given below (Equation 4.1), where
퐶푖(푡) denotes the Boolean value of whether leg 푖 is in contact with the ground at time 푡 (i.e.,
1: contact, 0: no contact). This is recorded at each time step (every 15 ms) and averaged
over the total number of time steps 푇 of the simulation, here 5 s (5,000 ms meaning 333
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Figure 4.13: Position of each of the legs (labelled 1–6) and the joints of each leg for thehexapod robot in [29] .
time steps).
퐷푢푡푦퐹푎푐푡표푟 =
[∑푇
푡=1 퐶1(푡)
푇
, ...,
∑푇
푡=1 퐶6(푡)
푇
]
∈ ℝ6 (4.1)
This problem landscape has been explored before in other works, such as [174] and [29], and
there is agreement that there are 10,000 niches within the landscape for the particular
problem of damage recovery. However, it is worth noting that this number of niches was
obtained based on experimental results focusing on the differences in walking speed of the
single best individual found after evolution (75,000 generations with 200 mutations per
generation) from 20 independent runs, each of which used a different set number of niches
(10, 100, 1,000, 10,000 and 100,000). Thus, although these results also looked at the
diversifying effect of the conditions (varying number of niches) based on the performance of
the population when different legs of the robot were damaged, this should not be mistaken
for ground truth knowledge of the space. This is because if the performance of the
133
population is heavily reliant on the use of one of the legs, then it would be expected that
performance should drop drastically in that damaged condition. This suggests diversity of
the population if there is less of an effect. Thus, it would be fair to state that this space, at
least as far as the relationship that each of the 퐷푢푡푦퐹푎푐푡표푟푠 has to the walking speed of the
robot, is still relatively unknown. Here, we compare the ARC and MAP-Elites methods with
three starting cell sizes: (1) 0.125 (262,144 possible starting cells); (2) 0.25 (4,096 possible
starting cells); and (3) 0.5 (64 possible starting cells).
In each of the conditions (with five independent runs per condition), the algorithms were
started with the same randomly generated starting population of 1,000 genomes and were
run for 75,000 iterations (see Appendix 4.5.1 for list of the parameters used in each of the
conditions). For the ARC conditions, the 퐿퐿,푁퐶 , and 푅표 variables were set naively based
solely on the guidelines given in Section 4.2.2 for the MoI used (i.e., variance in fitness) and
the size of the problem landscape (퐿퐿=3,푁퐶=2, and 푅표=2). As such, they were set to
favour exploration over exploitation of the space. The choices of using the variance in
fitness as the MoI here meant that we focused on how each of these dimensions affected
fitness, with the greatest attention paid to areas that have a more significant effect on walking
speed. This is by far not the only choice of MoI that could be used and is poetically poorly
sited for the optimisation of fitness, as discussed further in section 4.4. However, the
proposed purpose of the ARC-MAP-Elite method is to focuses on the more complete
mapping of the space with respect to the given question of interest, here the gradients of
fitness to Duty Factor of the six legs, and thus in this purpose the purposed MoI fulfil this
need. Further without focus on optimisation from the change events of ARC we can more
confidently assert that any differences seen in performance be due to differences in the
methods diversity of solutions over the methods diffidence in optimisation of cells.
First, examining the performance of the method at optimising the fitness, as shown in Figure
4.17, we observe the expected higher fitness in all of the MAP-Elites conditions compared
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with the ARC conditions. Fitness decreases as the cell resolution increases above the 0.25
condition, supporting the assumption that 10,000 is the true number of niches in the fitness
landscape (although only by an approximately 0.05 m/s difference in mean fitness).
However, examining the distribution of filled cells of the MAP-Elites populations across
each of the mapped 퐷푢푡푦퐹푎푐푡표푟푠 for the different starting cell sizes (examples are shown in
the top panels of Figures 4.14, 4.15, and 4.16 for the 0.125, 0.25, and 0.5 starting cell size
conditions respectively), we observe that much of this high performance comes at the cost of
a lowered spread across the behaviour space, with significantly higher peaks in the
distribution of solutions across all 퐷푢푡푦퐹푎푐푡표푟푠.
These higher peaks across the space of 퐷푢푡푦퐹푎푐푡표푟푠 suggest a focusing of MAP-Elites on
some areas of the search space rather than others. Some areas of the space are not covered at
all in the highest starting cell size conditions (in D2 between 0.5–1.0 and in D4 between
0.0–0.5, as seen in Figure 4.16). This low coverage could be attributable to the very low
number of samples for this space (approximately 12 samples in 75,000 iterations). However,
as we increase cell resolution, we still see a focusing of MAP-Elites on particular parts of
the space that are not shared across the three MAP-Elites conditions or the ARC conditions.
This is the case, for example, for starting cell size 0.25 (Figure 4.15) in D2 between
0.5–0.75, in D4 between 0.75–1.0, and in D5 between 0.0-0.25, and for starting cell size
0.125 (Figure 4.14) in D4 between 0.625–0.75. These differences in the locations of the
peaks across each of the MAP-Elites examples is to be expected, since there is no selective
pressure exerted on the direction of the search outside of each cell in the MAP-Elites
method. Specifically. inside the cell there is an optimisation pressure towards the fittest
solution, but if a mutation leads to an unfilled cell, there is no pressure placed on it
movement; this is simply a movement to an unseen area of the space. This is not the same as
the ARC method, in which the creation of new cells during the search via change events
creates a selective pressure toward areas of highest cell density (i.e. areas where the largest
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numbers of new cells have been created; that is, areas of highest MoI).
We examined the distribution of filled cells found by the ARC method during its search
across each of the mapped 퐷푢푡푦퐹푎푐푡표푟푠 for the different starting cell sizes (examples shown
in the bottom panels of Figures 4.14, 4.15, and 4.16 for the 0.125, 0.25 and 0.5 starting cell
size conditions respectively). From the results, we can see that in all three conditions, the
distributions of the filled cells are very similar for each of the 퐷푢푡푦퐹푎푐푡표푟푠. This suggests a
convergence of factors independent of the starting cell size, with all of these distributions
tending toward a higher frequency of cells with lower values for each duty factor (i.e., each
of the legs spends less time on the ground) with a decreasing frequency of higher valued
cells (i.e., each of the legs spends almost all of its time on the ground). This convergence
suggests a difference in the density of higher fitness solutions across the space.
When the results from the ARC method are placed under the same starting cell size
constraints as those of the MAP-Elites method (i.e., the ARC conditions run with a starting
cell size of 0.25 will be put under the same storage restrictions as the 0.25 MAP-Elites
conditions and so on for each of the starting cell sizes), we see that the ARC conditions were
able to gain significantly greater coverage scores compared with the MAP-Elites conditions
for all of the starting cell sizes (see panels b and d of Figure 4.18). Furthermore, when all of
the ARC conditions are compared using the largest cell size restrictions (0.5), the results
show that they were not only able to gain significantly greater coverage scores (suggesting
that the ARC solutions are spread much more widely across the space of solutions), but also
all converged to a very similar level of around 0.6 after 75,000 generations (see panel a of
Figure 4.18).
These results suggest that, by focusing the search on the areas of highest MoI (here the
variance in fitness) by decreasing cell sizes in these areas (thereby increasing the
representation of the area in the population and proportionally decreasing the mutation size),
the ARC method is able to identify areas of the space that are more likely to lead to
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unexplored regions of the space.
This is observed despite the normal association between a decrease in average mutation size
resulting in decreasing exploration. Additionally, the MoI used here does not provide any
direct reward for this increasing coverage; that is, there is no direct optimisation of the
number of new cells found.
The importance of this added diversity is revealed by the fact that the ARC method shows a
significantly smaller decrease in performance from the non-damaged to the damaged
condition (removal of leg 2) compared with MAP-Elites, as shown by Figure 4.19. This
reduction in the effect of damage on the ARC solutions is seen across all starting cell sizes.
However, this reduction does increase with increasing starting cell size (i.e., the difference is
the lowest in the 0.5 ARC condition). This suggests that the extra cells filled by the ARC
method contribute solutions to the population by providing significantly different movement
patterns. These demonstrate better resistance to unforeseen damage to the robot, such as the
loss of a leg, as tested here. This resilience to damage is even present when the ARC
population is converted to match the fixed cell size of MAP-Elites (in the same way as for
the coverage measures discussed previously), suggesting that this effect is not just due to the
greater number of samples stored by the ARC method.
In summary, these results show that despite its low performance, the ARC method is able to
provide a significantly greater coverage of possible solutions, even without knowledge of the
appropriate staring cell size. Even when it is started at the lowest starting cell size, ARC is
able to provide a greater range of behavioural solutions, as demonstrated by the increased
resilience to unforeseen damage. The lower performance of this method could be addressed
by re-balancing the 퐿퐿, 푅표, and/or푁푁 values to increase the number of revisits required
before a change event takes place, thus increasing the amount of optimisation performed
within each cell. However, it should be highlighted again that is was not the focus of this
work and as such, the MoI used here (variation in fitness within a cell) is not well suited to
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focusing the search towards high performance. Rather, it focuses it towards the areas of
greatest influence on the performance, positively or negatively.
4.4 Discussion
We have presented a new algorithm, the ARC MAP-Elites method, for automatically
tailoring cell sizes to reflect the levels of interest across the mapped space in the MAP-Elites
method. We detailed the factors that should be considered in deciding on an appropriate
MoI, and further demonstrated the sensitivity of the method to the three controlling
variables, which can be used to tailor the level of exploitation vs exploration of the search, as
well as how these variables are affected by the choice of MoI used. Three example problem
landscapes were explored and benchmarked against the original MAP-Elites method. In
each of these very different problem spaces, the ARC method was shown to outperform the
MAP-Elites method in the identification and representation of the areas of interest within the
space when it was started with the larger cell size. This can be seen by the number of global
optima found in the niche examples (Figure 4.8) and in the coverage scores in the network
and hexapod scenarios (Figures 4.9 and 4.18, respectively). This is to be expected as the
larger the cell size the ARC method is started with, the greater the freedom it has to tailor
the size of cells across the space. Indeed, the ARC method never increases the size of a cell,
it only ever decreases it. This makes the starting cell size a hard limit to the maximum
possible size of cells across the space. Nevertheless, even in the smaller starting cell size
conditions, the ARC method showed a grater range of solutions, as evidenced by the
distribution of filled cells in the network examples (Figures 4.10, 4.11, and 4.12) and by the
resilience to unforeseen damage shown by the solutions in the hexapod scenario (top plane
of Figure 4.19).
Furthermore, in all three examples shown here, the results of the ARC method showed
convergence to very similar distributions both for the number of filled cells and for the cell
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sizes across each of the mapped dimensions. This suggests that the results found by the ARC
method are much more able to deal with an unknown mapped space. In such a space, in
which the appropriate cell size is unknown, MAP-Elites showed no such convergence across
the different starting cell sizes. This convergence was also seen in the levels of performance
of the ARC method, regardless of starting cell sizes, across all problem landscapes in which
a measure of fitness was used. This further supports the conclusion that the ARC method is
robust to starting cell sizes.
It is worth noting that the ARC method showed a substantially lower level of performance
than MAP-Elites. This is to be expected as the focus of our work is on the exploration of the
problem spaces, rather than on optimisation towards the highest fitness solutions within
these spaces. Nevertheless, there are many modifications that could be made to the ARC
method to improve the level of optimisation within these landscapes, possibly even without
significantly decreasing the coverage found here. First of all, the variables controlling the
change events (퐿퐿, 푅표, and푁푁) could be altered to give a greater focus on the exploitation
of larger cells by increasing the level of revisiting required before allowing change events
(i.e., by increasing 퐿퐿 and/slash or 푅표). This would likely change the balance of
exploration, as it will cause change events to occur less often (see Section 4.2.2), but this
effect could be lessened by increasing the number of cells changed per change event (푁푁).
This, however, this would only be advisable in problem landscapes in which the MoI is
easily assessed (i.e., a high confidence can be given to the accuracy of the MoI after
obtaining just a few samples from each cell). Of course, as discussed in Section 4.2.1 and
4.2.2, the exact effect of these changes will depend on the problem space and on the end goal
of the search employed. Alternatively, many methods designed to improve the optimisation
ability of the original MAP-Elites method could be employed here without the need for
significant changes to the ARC method. For example, the CMA-ME (Covariance Matrix
Adaptation MAP-Elite) method [50] would require no changes to the ARC method, but
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merely the addition and updating of emitters to match the changing cell sizes. This could
significantly improve the optimisation of the ARC method, while adding to the diversity of
solutions gained from the CMA-ME method. This results from the fact that the main gain of
diversity in the CMA-ME method derives from its use of the pre-sized grid of the
MAP-Elites method, which ARC has been shown to outperform.
However, we stress that the aim of the ARC MAP-Elites method was not the optimisation of
fitness. Rather, it was to provide a richer level of detail on the relationship between each of
the mapped dimensions and their level of performance and/slash or the MoI employed, if a
fitness-based MoI was not used. This is highlighted particularly in the hexapod example
above, in which the converged distribution of filled cells across the 퐷푢푡푦퐹푎푐푡표푟푠 for each of
the legs of the robot gives insight into how the time each leg spends on the ground affects
the speed of the robot. For example, although for the majority of the legs there seems to be a
decreasing number of high-performing solutions with an increasing 퐷푢푡푦퐹푎푐푡표푟, for the
middle legs (legs 2 and 5; see Figure 4.13), there appears to be a peak closer to 0.3. This
suggests that, although a short time spent in contact with the ground may mostly affect the
speed of the outer legs, the middle legs require a greater degree of contact with the ground
(perhaps to provide stability to the robot). Here the MoI used (variability in fitness) allowed
the relationship between the 퐷푢푡푦퐹푎푐푡표푟푠 and fitness to be highlighted. However, this MoI
is unsuited for optimising fitness, because it focuses on the areas of greatest change in fitness
with respect to the mapped dimensions. This is thus unlikely to result in a focusing of the
search on the areas of highest fitness unless the spaces are known for highly variable fitness
landscapes.
Although we only highlight two MoIs in this paper, there are many different MoI that could
be chosen to investigate alternative questions about the space. Such MoIs should ideally still
be based on the added information provided by revisiting seen areas, but this does leave
many interesting possibilities (i.e., it should allow for a natural decrease in effect with
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decreasing cell size, as discussed in Section 4.2.1). For example, in spaces in which we
expect to see differences in the distribution of realisable solutions (i.e., in which we are
interested in highlighting the rarest solutions, such as the one-legged walking robot scenario
used here), one could base the MoI on the lowest number of revisits. This would likely have
a similar effect to the use of the SHINE method [157]; that is, the search would focus on the
areas of the space with the lowest density of solutions. However, it would might benefit from
the localisation of the search around these "rare" solutions resulting from the decreasing cell
size and the linked mutation size of the ARC method. Another interesting MoI could be
based on some version of the Curiosity Score [30] of each cell, which is the propensity of
each cell to generate offspring that are added to the collection, with resetting after each
change event. This would likely focus the search towards different areas of the space as the
search goes on, with the level of curiosity being dynamically linked to the parts of the space
that have already been covered. These would mean that parts of the space with high
curiosity will likely be rapidly explored leading to a rapid decrease in the Curiosity Scores
of the same areas. As such, this particular MoI may be best suited to rapidly exploring a
space, perhaps in which there is a limited number of mutations that can be made during the
search, or paired with some other method of increasing the cell size with a decreasing MoI
(Curiosity Score). Either way, it would be an interesting way to explore the relationship of
"stepping stones" (i.e., intermediate sub-optimal solutions that aid in the mitigation of
premature convergence to local optima [29, 93, 141]) to the given mapped dimensions.
Of course, the ARC method still suffers from the same limitations as MAP-Elites,
particularly in that it assumes that full coverage of the space is possible in a reasonable
number of iterations of the search; that is, that the number of potential cells is so high that
there will never be enough revisits to gain an accurate assessment of the space for change
events to occur. In a high-dimensional mapping space, this is in fact highly likely, even when
the method is started with a very small number of starting cells (i.e., a very coarse
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resolution).
In such high-dimensional problem spaces, it should be possible to circumvent this issue by
combining ARC with alternative methods of defining cells, which are used to solve these
issues with MAP-Elites (such as the CVT methods of [174].
This kind of dimensional scaling of the ARC method would require further work in order to
show its effectiveness. However, it should be possible to change the CVT "cells" such that
the space covered by a selected cell can be shared evenly across split cells after a change
event. Note that this would require a CVT-like division of the space within the selected cell,
rather than just increasing the number of niches used by the CVT method; this is because the
CVT method assumes an even distribution of niches across the space. How this kind of
scaling would affect the ability of our method to characterise the relationship between each
of the mapped dimensions and the MoI would of course have to be investigated. However,
this could potentially provide a new way to minimise the effect of adding cells in higher
dimensions, thus increasing the effectiveness of the method for optimising fitness.
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4.5 Appendix
4.5.1 Appendix A: Experimental parameters and setups used
This appendix lists the parameters and setups used in the above experiments, namely niches
(Section 4.3.1), network exploration (Section 4.3.2) and the hexapod walking task (Section
4.3.3). All experiments were assessed using five independent runs for each of the conditions
and were initialised using the same starting population for each condition, irrespective of the
method used (i.e., ARC and MAP-Elites runs used the same starting population for each run
in each condition). Individual parameters used for the different experiments are listed in
Table 4.5.1, below.
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4.5.2 Appendix B: Artificial 2D optimisation landscapes
This appendix details the three artificial 2D optimisation landscapes used in Section 4.2 for
demonstrating the sensitivity of different problem landscapes to the control variables (퐿퐿,
푅표, and푁푁) . Note that these landscapes were chosen before becoming aware of the work
of [20], which compares the reliability of grid-based quality-diversity algorithms using
artificial landscapes. Our selection does not include the Rastrigin function landscape,
although it was tested in preliminary experiments. All fitness results from these landscapes
(here shown as 푓 (퐱) in the equations) and coordinates were normalised to a range of 0 to 1
after calculating the equations below.
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DE JONG FUNCTION N. 5
푓 (퐱) =
(
0.002 +
25∑
푖=1
1
푖 +
(
푥1 − 푎1푖
)6 + (푥2 − 푎2푖)6
)−1
, where
퐚 =
( −32 −16 0 16 32 −32 … 0 16 32
−32 −32 −32 −32 −32 −16 … 32 32 32
)
Figure 4.20: DE JONG FUNCTION N. 5, figure and equation taken from https://www.sfu.ca/~ssurjano/dejong5.html (last accessed on 5/3/2020).
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EASOM FUNCTION
푓 (X) = −푐표푠(x1)푐표푠(x2)푒푥푝(−(x1 − 휋)2 − (x2 − 휋)2)
Figure 4.21: EASOM FUNCTION, figure and equation taken from https://www.sfu.ca/~ssurjano/easom.html (last accessed on 5/3/2020).
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PERM FUNCTION 0, D, BETA
푓 (퐱) = ∑푑푖=1 (∑푑푗=1(푗 + 훽)(푥푖푗 − 1푗푖))2
Figure 4.22: PERM FUNCTION 0, D, BETA, figure and equation taken from https://www.sfu.ca/~ssurjano/perm0db.html (last accessed on 5/3/2020).
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4.5.3 Appendix C: Composition function
All functions below were obtained and implemented from the code available at
https://github.com/mikeagn/CEC2013 (last accessed on 5/3/2020) and based on the function
laid out in [95]. Being composition functions, the functions laid out below make use of two
or more established functions in order to create the end landscape. These are detailed in
Equations 4.5.3, 4.3, 4.4, 4.5, and 4.6 for the composition function used here. Full
information regarding their construction can be obtained from [95].
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푓푆(푥⃗) =
퐷∑
푖=1
푥2푖 (4.2)
Sphere function
푓퐺(푥⃗) =
퐷∑
푖=1
푥2푖
4000
−
퐷∏
푖=1
cos
(
푥푖√
푖
)
+ 1 (4.3)
Grienwank function
푓푅(푥⃗) =
퐷∑
푖=1
(
푥2푖 − 10 cos
(
2휋푥푖
)
+ 10
) (4.4)
Rastrigin function
푓푊 (푥⃗) =
퐷∑
푖=1
(kmax∑
푘=0
훼푘 cos
(
2휋훽푘
(
푥푖 + 0.5
)))
−퐷
kmax∑
푘=0
훼푘 cos
(
2휋훽푘(0.5)
) (4.5)
Weierstrass function
퐹8(푥⃗) =
퐷∑
푖=1
푥2푖
4000
−
퐷∏
푖=1
cos
(
푥푖√
푖
)
+ 1
퐹2(푥) =
퐷−1∑
푖=1
(
100
(
푥2푖 − 푥푖+1
)2 + (푥푖 − 1)2)
퐸 ⋅ 8퐹2(푥) =퐹8퐹2
(
푥1, 푥2,… , 푥퐷
)
=퐹8
(
퐹2
(
푥1, 푥2
))
+ 퐹8
(
퐹2
(
푥2, 푥3
))
+…
+ 퐹8
(
퐹2
(
푥퐷−1, 푥퐷
))
+ 퐹8
(
퐹2
(
푥퐷, 푥1
))
(4.6)
Expanded Griewank plus Rosenbrock function (EF8F2)
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Composition Function 1 (CF1)
Figure 4.23: Composition Function 1 with fitness on the vertical axis. CF1 is constructedbased on six basic functions (2 × Grienwank function, 2 × Weierstrass function, and 2 ×
Sphere function), yielding a total of six global optima in the range of 퐴퐷 = [5; 5]퐷, herenormalised to 0–1. Figure taken from [95].
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Composition Function 2 (CF2)
Figure 4.24: Composition Function 2 with fitness on the vertical axis. CF2 is constructedbased on eight basic functions (2 × Rastrigin function, 2 ×Weierstrass function, 2 × Grien-wank function, and 2 × Sphere function), yielding a total of eight global optima in the range
of 퐴퐷 = [5; 5]퐷, here normalised to 0–1. Figure taken from [95].
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Composition Function 3 (CF3)
Figure 4.25: Composition Function 3 with fitness on the vertical axis. CF3 is constructedbased on six basic functions (2 × EF8F2 function, 2 ×Weierstrass function, and 2 × Grien-
wank function), yielding a total of six global optima in the range of 퐴퐷 = [5; 5]퐷, here nor-malised to 0–1. Figure taken from [95].
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Chapter 5
Discussion
This thesis focused on the use of genetic algorithms (GAs) to explore complex feature
spaces, which are feature spaces for which a systematic exploration would not be practical
either due to the size of the space, the complexity required to find solutions, or the need to
only find solutions of a certain quality. More specifically, this thesis explored the application
of MAP-Elites-style algorithms [118], in which the search of the GA is focused on the
illumination of complex feature spaces by encouraging diversity within the population
produced (thus, their being termed "illuminative algorithms"). In Chapter 2, we showed the
effectiveness of a MAP-Elites-style GA in tackling the exploration of the complex space of
possible network structures sharing a specific degree distribution and global clustering
coefficient.
There, the search space was defined by encoding network structures in terms of population
counts of an arbitrary family of subgraphs (from which networks could be realised via the
cardinality matching algorithm (CMA) method; see Sections 1.2 and 2.3.1). This search
space was then discretised into cells of size 1, in order to allow the maximum diversity of
solutions stored in the population, and optimised towards the desired degree distribution and
global clustering coefficient (referred to as a "valid" solution).
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The results revealed significant differences in the range of valid solutions compared to state
of the art methods (using Dk 2.1 and BigV rewiring in the range of subgraph populations).
Further, these differences were shown to have a significant effect on the behaviours of two
well-known epidemic simulations, the susceptible-infected-recovered (SIR) and complex
contagion simulations (see Section 2.4.3). These results thus demonstrate the presence of a
possible bias in current state-of-the-art methods. They further suggest that this kind of GA
method of exploration may provide a greater diversity of networks, which can be used to test
hypotheses regarding the independence of any studied effect on degree distribution and
global clustering.
However, this method has the limitation of being very slow at generating valid solutions,
because it optimises solutions through random additions/subtractions to the subgraph
encoding (see Section 2.3.1). This does not take into consideration the interconnected
relationship between subgraphs, which must be preserved to produce valid, graphical
networks. In addition, the extremely low cell size used in this method means that there is no
optimisation of solutions within the population, since with such a small cell size all solutions
are stored, even if they are not valid.
The size of the cells used could easily be increased to improve the optimisation, and thus the
speed at which valid solutions are generated. However, without prior knowledge about the
density of valid solutions in the space, this could drastically decrease the diversity of valid
solutions found. Specifically, if cells are too large, we risk representing a range of
structurally diverse solutions with a single cell.
These limitations were the focus of Chapter 3. There, we developed and demonstrated three
extensions to the method intended to address these limitations. First, we focused on
improving the efficiency of moving around the space by developing a new method for
specifying mutations, which is based on solving a system of Diophantine equations (see
Section 3.3.2). This enables movement within the space via valid networks only, which
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therefore drastically reduces the computational cost of exploring spaces. This method
enables a significantly greater number of valid solutions to be found compared to the random
mutations used in Chapter 2. Furthermore, it also increases the level of diversity found in
the population. However, due to the methods of encoding and of network realisation used,
these results are limited in the range of global clustering values that can be controlled for in
the generated networks. That is, this method is only appropriate for clustering levels below
the amount that would require the control of clustering-inducing subgraphs that share edges.
This limitation is further detailed in Section 3.3.2, but was not the focus of the work
presented here. As such, the exploration of alternative methods of network encoding, which
still allow control over the higher-order structure of the network, should be the focus of
future work to allow a fuller exploration of the space of possible networks. This might even
still involve the application of ARC combined with the use of an measure of interestingness
(MoI) focusing on those areas of the space that are the hardest to realise for the selected
method (i.e., a reverse curiosity measure in which the cells with the least number of revisits
are split).
Additionally, the effect of the choice of subgraph families used to encode the networks was
not explored in either Chapter 2 or Chapter 3). Whilst these subgraphs were chosen for their
relationship to the controlled structural measures (see Section 3.3.1), this would be an
interesting parameter to modify to study the importance of particular subgraphs on network
structure. This could even be used as an additional controlling factor on the types of network
explored, in order to study the dependence of relevant motifs on the dynamics in which they
are known to appear. Furthermore, the exploration of this method with alternative target
structural measures has not been explored in this thesis. This could require a substantial
change to how mutations are formulated, and the choice of subgraphs would have to be
re-examined in order to control for the suggested target structural measures.
The second and third additions to the method described in Chapter 2 focused on improving
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the exploration of the search space via the development of an adaptive mechanism for setting
the resolution of the search, referred to as the adaptive resolution change (ARC) method, and
a principle for tuning the size of mutations to the changing resolution of the search. The key
idea behind ARC is to resize cells throughout the space to better reflect the level of
interestingness (the MoI, here defined as the variation in betweenness centrality, BC) found
across the search space. such that the smallest cells reflect the highest levels of MoI found
during the search (see Section 3.3.3). These changes in cell size across the space are paired
with proportional changes in the size of mutations applied to the individuals within those
cells. This means that as the cell size decreases (reflecting the levels of MoI found), the
scale of the search in those areas also decreases, becoming more localised around the areas
of highest MoI (see Section 3.3.3).
With these extensions, we found that the range of networks structures discovered was
significantly increased compared to that generated using the various fixed cell sizes tested.
Furthermore, compared to network structures generated by the current state-of-the-art
methods (Dk 2.1 and BigV rewiring), we were able to show evidence for sampling bias in
these methods by generating valid networks with a completely different range of mean BC.
We found that the distribution of solutions provided by these methods is unable to cover the
full range of solutions (contradicting claims made in [127]). The additional structural
diversity of the discovered networks was then shown to have a significant effect on the
behaviour not only of the complex contagion dynamic presented in the previous chapter, but
also of the Kuramoto simulation.
Of course, these results are likely to be highly dependent on the type of MoI used.
Therefore, the choice of MoI should be a key focus of any further work using this method to
explore the effect of other structural variations. This might also involve the exploration of
the effectiveness of this method for alternative types of networks (i.e., other degree
distributions), which is fully supported by the CMA method of realisation used here.
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Furthermore, this method could be expanded to examine directed or even weighted networks,
with the weight of edges being encoded and optimised along with the subgraph population.
This would require an additional new genome encoding and an associated mutation method
(see examples of GAs in the exploration of the weights and topology of networks [135, 83]).
With the development of more robust ways of using MAP-Elites like methods within noisy
spaces [74], there is no reason that a more direct exploration of the effect of subgraphs on
the behavioural dynamics used (i.e., the use of dynamics complex contagion and/or
Kuramoto simulations) could not be used as fitness or mapped dimensions in further work.
However, this might involve large computational costs per evaluation and thus may require
further adaptations to the ARC method (e.g., the use of surrogate fitness like score for the
MoI [53, 60, 69]). Both of these methods ([74] and [53, 60, 69]) should be compatible with
our proposed ARC method and would be very interesting future topics of research.
In the final chapter (Chapter 4), we focused on the developing the ARC method into a
general framework applicable to the exploration of any problem space; more specifically, we
investigated the relationship between a given MoI and the mapped space of diversity in a
MAP-Elites-like GA. To do so, we expanded and explored the sensitivity of the method to
its controlling variables (퐿퐿,푁푁 , and 푅표), detailing their effect on a new MoI defined in
terms of the variance in fitness within a cell.
We then demonstrated the effectiveness of the ARC method for exploring the effect of
mapped dimensions on fitness in three distinct cases by comparing it to the standard
MAP-Elites method with varying starting cell sizes: (1) three 2D landscapes from the
CEC’2013 test suite, designed for comparing niche finding (see Section 4.3.1); (2)
exploration of the space of network structures sharing a set degree distribution and global
clustering coefficient (as was first discussed in Chapter 3); and (3) a hexapod walking
controller, which is commonly used with the MAP-Elites method to create a high-performing
and diverse repertoire of behaviours (see Section 4.3.3). In all cases, we were able to show
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that the ARC method was able to adjust the resolution of cells across the space to reflect the
full range of known niches within the space. In addition, it was able to identify underlying
relationships between the mapping dimensions and the MoI, without prior knowledge of the
space. Furthermore in all cases explored, the ARC method showed greater coverage than the
MAP-Elites method, although with a significantly lower overall optimisation of fitness in the
cases in which fitness was used (i.e., the three niche landscapes and the hexapod walking
simulations). It should be stressed that the aim of the ARC method presented here was not to
optimise fitness, but rather to provide a richer level of detail on the relationship between
each of the mapped dimensions and their level of performance and/or the MoI employed.
As such, there are many modifications that could be made to the ARC method to improve
the level of optimisation within these landscapes, perhaps even without significant decrease
to the coverage found here. We lay out examples of the changes that could be made in
Section 4.4, including the alteration of the controlling variables of the change events (퐿퐿,
푅표, and푁푁) and the selection of a more optimisation-focused MoI, as the MoI used the
work done here was highly unsuited to focusing on the areas of highest fitness within the
space. Furthermore, we highlight many of the existing extensions to the MAP-Elites method
for improving optimisation ability (such as the CVT [174] and CMA-ME [50] methods) and
discuss the small alterations that could be made to employ them with the ARC method.
It is worth noting that at the time of running these simulations, we were unaware of attempts
to create benchmark landscapes for comparing different MAP-Elites algorithms by [20].
Importantly, the landscapes suggested in [20] were intended to test quality diversity (QD)
related performance (i.e., the search for a population of both highly diverse and
high-performing solutions), rather than to reflect the underlying relationships in the space, as
we focused on here. Nevertheless, a replication of the effectiveness of the ARC method on
the Rastrigin function suggested in [20] could serve as basis for comparing the ARC method
to a wide range of QD algorithms. Furthermore, the case studies given here, as well as the
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examples studied in Chapter 3, are are not meant as an exhaustive survey of the problem
space suitable for exploration using the ARC method. Future work should thus start by
exploring problems for which domain specific knowledge is lacking, such as antenna design.
Furthermore, in the field of QD algorithms, to which the first illumination algorithm
(MAP-Elites) now belongs, there is a growing movement away from their illumination roots
(i.e., in which informing the space of solutions is the main aim, even at the cost of
optimisation). This move makes sense in the kind of problem spaces in which these newer
QD algorithms are employed, such as evolutionary robotics [29], neural network design
[72, 163], or even game level design [48, 5]. Indeed in these kind of problem spaces,
although the choice of measures used for mapping the space (the mapping dimensions), and
thus the measures for which diversity is encouraged and or perceived, are carefully
considered, this is normally only relates to how they will convey beneficial qualities to the
end population [142]. This might be, for example, by providing greater robustness to
damage in the case of building a repertoire of behaviours for robot control [41, 31] or by
providing benefit as "stepping stones" to regions of higher fitness within the space, which
would otherwise be overlooked [148, 23]. However in all of these cases, how the space of
solutions is distributed or how each mapped dimension affects the resulting behaviour is
overlooked. This is highlighted in [28], in which the mapped dimensions are determined
using a neural network method of dimensionality reduction. The search in this work focuses
on developing a full range of skills in a robot arm, but at the cost of removing most of the
information regarding how the chosen mapped dimension effects relate to the landscapes.
However, this is not applicable of all problems and particularly those problems using GAs,
in which a lack of detailed knowledge regarding how particular features relate to
performance often means that GA-generated solutions vastly outperform current
handcrafted solutions, such as in the material sciences [57, 107, 65], in drug discovery
[183, 103], and in many other areas [85]. These kinds of "black-box" methods yield
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high-fitness solutions, but fail to provide the kind of information crucial to advancing
research on these problems. Thus, they cannot provide any kind of transformational
creativity [14] to the problem field that might lead to completely different features of interest
or even paradigm shifts in the way we look at these problem spaces. The exploration of
these kinds of black-box solution spaces by deploying the ARC MAP-Elites method would
be a natural next step for this work. This should therefore be the focus of future research,
with the aim of adding to domain-specific knowledge of these problem spaces.
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