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A Cooper-pair or electron-hole splitter is a device capable of spatially separating entangled
fermionic quasiparticles into mesoscopic solid-state systems such as quantum dots or quantum
wires. We theoretically study such a splitter based on a pair of helical Luttinger liquids, which
arise naturally at the edges of a quantum spin Hall insulator. Equipping each helical liquid with a
beam splitter, current-current cross correlations can be used to construct a Bell inequality whose
violation would indicate nonlocal orbital entanglement of the injected electrons and/or holes. Due
to Luttinger-liquid correlations, however, the entanglement is exponentially suppressed at finite
temperatures.
I. INTRODUCTION
Controlled generation, manipulation, and detection
of entangled quantum states are crucial ingredients for
quantum computation,1 quantum teleportation,2 and
quantum cryptography.3 The Einstein-Podolsky-Rosen
(EPR) thought experiment similarly relied on the control
of entangled states.4 One of the ways to test quantum en-
tanglement is to observe a violation of a Bell inequality.5
Although this has been achieved with high accuracy using
entangled-photon sources,6 performing such experiment
with electrons is a challenging task, because of electron-
electron interactions and dephasing due to the solid-state
environment. Nonetheless, Bell tests based on electron
spin entanglement,7 orbital entanglement,8 and electron-
hole entanglement9,10 have been proposed, where a Bell
inequality is built upon charge current correlations.
Sources of entangled particles and mechanisms to spa-
tially separate them are essential requirements for per-
forming a Bell test. This task can be achieved by a
Cooper-pair (CP) splitter, which can spatially separate
a spin-entangled CP by sending a weak current from a
superconductor (SC) into a pair of quantum dots, wires,
or carbon nanotubes.11 An s-wave SC provides an excel-
lent source of spin-entangled electrons from CPs, which
are condensed at the Fermi level of its ground state. Spa-
tial separation of a CP can be achieved through crossed
Andreev reflection,12 as has been recently demonstrated
using double quantum dot structures in single-wall car-
bon nanotubes13 and InAs semiconductor nanowires.14
The efficiency of CP splitting was shown to approach
unity,15 which encourages further pursuit of supercon-
ducting heterostructures toward Bell tests and, in time,
scalable quantum measurements.
After a spin-entangled pair of electrons is spatially
separated, their spins need to be read out. Tradition-
ally, the information on spin is extracted by a spin-to-
charge conversion,16,17 where a spin state is directly re-
lated to charge current via spin filtering controlled by
a local magnetic field or exchange correlations. This,
however, requires intricate fine-tuning and could gen-
erally suffer from low efficiency and parasitic backscat-
tering. Recent discovery of two-dimensional topologi-
FIG. 1. An s-wave SC is coupled to a QSHI. Two electrons
forming a CP split into top and bottom helical edge states.
The electron-electron interaction is finite in the grey regions
around SC and vanishes outside of these regions. Two beam
splitters are formed at the edges, which are indicated by the
striped regions. The charge currents are detected at the end
points labeled by u± and l±. ψn,r with n = u, l and r = ±
indicate the incoming electron states moving to the right (+)
and left (-) along the upper (u) and lower (l) edges, and ψ′n,r
are the outgoing states perturbed by the beam splitters.
cal insulators (TI),18 also called quantum spin-Hall in-
sulators (QSHI), could provide robust means of spin-
to-charge conversion, owing to its special edge states.
Experimentally it is established in inverted-band HgTe
quantum-well heterostructures.19 The edge states of a
QSHI are robust against time-reversal symmetric pertur-
bations, and their spins and momenta are tightly cor-
related. A given edge of a QSHI supports a Kramers
pair of counter-propagating gapless modes with opposite
spins, which we call helical edge states. A CP splitter
utilizing such helical edge states as charge carriers has
been proposed,20 where it was shown that the entangled
spin-singlet state from CP imprints a characteristic sig-
nature in the current-current correlations. Quasi-one-
dimensional semiconductor wires with strong spin-orbit
coupling, such as InAs, subject to an external magnetic
field can provide a way to emulate the helical states,21
which shares many features and functionalities of helical
edge states. Such a CP splitter utilizing a helical elec-
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2tron system was recently suggested as a mean to perform
a Bell test based on nonlocal current correlations along
the edges of two QSHI’s.22
In this paper, we study a Bell test implemented by
an electron-pair splitter based on the interacting heli-
cal edge states of a QSHI. Each edge state is deformed
to form a beam splitter, as seen in Fig. 1, replacing a
spin filter in a conventional Bell-test experiment. The
electron-electron interactions in the helical edge states
are crucial for separating a CP into different edges of the
QSHI.11 The edge states are treated as inhomogeneous
helical Luttinger liquids (LLs), whose segments in the
proximity to the SC have sizable interactions, while the
outside regions, which form beam splitters, are noninter-
acting Fermi gases. A LL wire connected to Fermi-liquid
reservoirs is known to mask the effect of electron-electron
interactions in ballistic transport,23 which simplifies the
construction of a Bell inequality by the low-frequency
current-current correlations. A violation of the inequal-
ity can be achieved by controlling scattering through the
beam splitters via external means, such as electrostatic
gating or magnetic field. At finite temperatures, the
electron-electron interaction in LL leads to decoherence
due to charge fractionalization,24 suppressing signatures
of the CP entanglement.
So far, we have focused on the spin-entangled electron
pairs entering different edges and going through beam
splitters as in Fig. 1. Alternatively, entangled electron-
hole pairs can be produced via weak tunneling between
the upper and lower edges analogously to Ref. 9, with the
corresponding system sketched in Fig. 2. The entangled
electron and hole are assumed to go through the beam
splitter without backscattering, and the current-current
correlations at the output ports of the beam splitter can
be used for constructing a Bell test.10 As this type of sys-
FIG. 2. Alternatively to the CP splitter schematically shown
in Fig. 1, an entangled electron-hole pair can be injected
across the QSHI edges through the constriction in the mid-
dle, by biasing the left reservoir relative to the right reservoir.
Blue (red) lobe indicates an electron-hole pair created by spin
up (down) incoming state from the left reservoir, denoted by
blue (red) dashed trajectories. These entangled electrons-hole
pairs then propagate along the edges toward the two beam
splitters (shaded regions).
tem based on injecting electron-hole pairs instead of CPs
can in principle be operated very similarly to the device
shown in Fig. 1, we will henceforth limit our discussion
exclusively to the latter. The advantage of the proposals
based on Figs. 1 or 2 to those of Refs. 8 and 9 is that the
interedge tunneling naturally creates maximally entan-
gled quasiparticle pairs of the form (|↑↓〉∓|↓↑〉)/√2 (spin
here corresponding to chirality of edge index).25 It is im-
portant to mention that in the models depicted in Figs. 1
and 2, we assume structural inversion symmetry in the
central, tunneling region, in addition to the time-reversal
symmetry (thus dictating effective spin conservation on
tunneling20). In contrast, momentum conservation is as-
sumed for the beam splitters, which requires locally lift-
ing inversion symmetry (e.g., by a Rashba coupling) or
time-reversal symmetry (e.g., by a magnetic or exchange
field), in order to allow for interedge scattering.
II. MODEL AND HAMILTONIAN
We consider a CP splitter formed by tunnel coupling a
s-wave SC to the helical edge states of a QSHI. The total
Hamiltonian of the system is H = H0+HT , where H0 de-
scribes the unperturbed edge states, including electron-
electron interactions, and the tunneling from the SC is
given by the Hamiltonian HT . Since the spin and mo-
mentum of the edge states are locked by their helical
structure, the LL branches can be labelled by chiral in-
dex, r = ±, for the right- and left-moving states, respec-
tively (the spin index is redundant). We suppose the
spin-up (down) states circulate clockwise (counterclock-
wise) around the QSHI sample, as sketched in Fig. 1.
Hence, we denote electron field operators for the right-
and left-moving LL branches on the upper (u) and lower
(l) edges by
ψu,↑(↓) ≡ ψu,± , ψl,↑(↓) ≡ ψl,∓ , (1)
where (dropping Klein factor and the trivial phase factor
eirkF x associated with the Fermi wave number kF )
ψn,r ∝ e
i(θn+rφn)
√
2piδ
, (2)
in terms of bosonic fields φ and θ, subjected to a
short-distance cutoff δ.26 In our convention, the com-
mutation relation for the bosonic operators is given by
[θn(x), φn′(y)] = i(pi/2)δnn′sgn(x − y). The effective LL
Hamiltonian of the helical edge states in terms of the
bosonic operators reads
H0 =
∑
n=u,l
∫
dx
2pi
v(x)
[
1
g(x)
(∂xφn)
2 + g(x)(∂xθn)
2
]
,
(3)
where g is the interaction parameter and v is the renor-
malized velocity of the plasmonic excitations, both posi-
tion dependent for an inhomogeneous LL. For both edges,
we take x = 0 as the point where electrons tunnel from
3the SC, and we let the interacting region be |x| ≤ L with
g(x) = g < 1 (repulsive interaction). Exterior of this re-
gion (|x| > L) is noninteracting, where we set g(x) = 1.
Correspondingly, the velocity is v(x) = vF for |x| > L
and v(x) = v for |x| ≤ L. In addition, the left and right
ends of each edge are connected through a beam splitter
(see Fig. 1), which will be treated using scattering-matrix
formalism.
The temperature kBT and the voltage bias eV be-
tween the SC and QSHI are set below the supercon-
ducting energy gap ∆ to prevent quasiparticle tunnel-
ing. We will be interested in the low-temperature regime,
kBT  eV , when the electric shot noise dominates
over the thermal noise. In order to achieve CP split-
ting into different QSHI edges, their separation should
be less than the superconducting coherence length. Fur-
thermore, the electron-electron (here, LL) interaction is
necessary to suppress the same-edge tunneling.11 Large
enough interaction strength g and gap ∆ allow for the
different-edge tunneling to become the dominant trans-
port process. This allows one to employ a simple model
of equal-time cross-edge tunneling of spin-singlet elec-
tron pairs. As the spin-singlet wave function corre-
sponds to ψu,↑ψl,↓ − ψu,↓ψl,↑, one obtains the follow-
ing tunneling Hamiltonian (assuming structural inversion
symmetry20):
HT = Γe
−iω0t [ψu,+(0)ψl,+(0)− ψu,−(0)ψl,−(0)] + H.c.
=
∑
r,ε=±
εrΓεe−iεω0tψεu,r(0)ψ
ε
l,r(0) . (4)
Here, Γ is a CP tunneling coefficient, ω0 = 2eV/~ is the
Josephson frequency, and ε labels Hermitian conjugate:
ψ+ = ψ and ψ− = ψ†.27
III. BEAM SPLITTERS
The ends of each edge of the QSHI, where the inter-
action vanishes (g = 1), are connected to a beam split-
ter as in Fig. 1. The regions forming the beam split-
ters are made sufficiently long (on the scale of the Fermi
wavelength), so that the momentum is effectively con-
served. Hence, we assume no backscattering occurs from
the beam splitters. In a given edge, the right- and left-
moving incoming and outgoing states through the beam
splitter are related by(
ψ′n,+
ψ′n,−
)
=
(
cos ϕn2 − sin ϕn2
sin ϕn2 cos
ϕn
2
)(
ψn,+
ψn,−
)
, (5)
where ψ′n,± and ψn,± refer to the right (left)-moving out-
going and incoming states, respectively, along the nth
edge (n = u, l). ϕn is the beam-splitter scattering an-
gle, which can be controlled by local electromagnetic or
elastic means.28
The current operators at the detection points denoted
by u± and l± in Fig. 1 can be readily expressed in terms
of the outgoing filed operators ψ′n,r. Defining the currents
to be positive away from the beam splitters, the current
operator In± at the edge n = u, l for the right (+) and left
(−) detection points is given by
In± = evFψ
′†
n,±ψ
′
n,± = I
n
±,+ + I
n
±,− + I
n
±,i , (6)
where vF is the Fermi velocity in the noninteracting
leads. Using Eq. (5), three different terms appearing in
Eq. (6) are given by
In±,r =
evF
2
(1± r cosϕn)ψ†n,rψn,r ,
In±,i = ∓
evF
2
sinϕn
(
ψ†n,+ψn,− + H.c.
)
, (7)
where ψn,+ and ψn,− are evaluated at some reference
points x > L and x < −L, respectively, before reach-
ing the beam splitters. There are two types of contri-
butions to the currents, namely the incoherent current,
In±,r, which is insensitive to dephasing along the edges,
and the interference current, In±,i, which carries the cru-
cial quantum-phase information.
IV. CURRENT AND NOISE
Two spin-entangled electrons initially constituting a
CP are spatially separated into the top and bottom edges,
with the currents produced by such entangled electrons
being correlated accordingly to the edge helicity. Thus,
the ensuing current-current correlations reflect the entan-
glement of the injected electron pair. In the following,
we calculate the average current and the low-frequency
noise, to the leading order in tunneling.
The expectation value of current I¯n± along the nth edge
(n = u, l) is given perturbatively by
I¯n± =
〈
In±(t)
〉
=
〈
Tce
− i~
∫
c
dt′HT (t′)In±(t,+)
〉
≈− 1
2~2
∑
η1,η2=±
η1η2
∫
dt1dt2
× 〈TcHT (t1, η1)HT (t2, η2)In±(t,+)〉 . (8)
The time evolution of the operators here is given by
the interaction picture by A(t) = eiH0t/~Ae−iH0t/~. Tc
stands for the Keldysh contour ordering and η labels its
branches, with η = ± for the upper (lower) branch. Us-
ing Eq. (4) and (7), the above Eq. (8) can be expressed
in terms of the incoming fermionic operators. Follow-
ing the standard bosonization scheme, we proceed by ex-
pressing the fermionic operators in terms of the bosonic
operators following Eq. (2), and the chiral electron den-
sity appearing in the current operators can be written as
ψ†n,rψn,r = ∂x(φn + rθn)/2pi.
26
A detailed calculation for the average current is, for
completeness, included in Appendix B. The final expres-
sion is given in terms of the Green’s functions for bosonic
4fields that incorporate the appropriate boundary condi-
tions for the inhomogeneous LL, Eqs. (A8) and (A11).
The current reads
I¯n± =
〈
In±,+(t) + I
n
±,−(t)
〉
=
e
h
( |Γ|
~v
)2
P (ω0) ≡ I¯ , (9)
where P (ω), which is defined in terms of the Fourier
transform of the function P±∓(t), Eq. (B4), is propor-
tional to the product of the tunneling densities of states of
the edge LLs and independent of the beam splitter scat-
tering angle ϕn. Note that
〈
In±,i
〉
= 0 for our forward-
scattering beam splitter.
As an electron tunnels into the interacting region
(|x| ≤ L), resulting plasmonic charge-density waves
go trough multiple reflections between the interfaces of
interacting and noninteracting regions (at x = ±L),
for which the interacting region acts as a Fabry-Pe´rot
resonator.23 Such reflections are seen as multiple oscilla-
tions in the bosonic Green’s functions, as in Eqs. (A8)
and (A11), and the fermionic Green’s functions oscil-
late in turn. The propagation time tL = L/v of the
plasmonic excitations across the interacting region sets
the time scale of the Fabry-Pe´rot oscillation. The func-
tion P±∓(t) is a product of the part related to the
Green’s function in the absence of noninteracting leads
(i.e., L→∞) and the factor containing the effect of the
Fabry-Pe´rot resonator. The applied bias V sets the time
scale tV = ~/eV = 2ω−10 . When tV  tL (large bias),
the phase eiω0t in the Fourier transform of P±∓(t) oscil-
lates more rapidly than the time scale of the Fabry-Pe´rot
oscillation. In this limit, the effect of the resonator is
washed out, and we can evaluate P (ω0) in the absence of
the noninteracting leads,29 finding P (ω0) ∝ ω2γ+10 . Here,
γ = (g+g−1−2)/2 is the single-particle tunneling density
of states exponent in a bulk LL.
The symmetrized current-current correlators between
the upper and lower edges are given by
Sαβ(t, t
′) =
〈{δIuα(t), δI lβ(t′)}〉
=
∑
η=±
〈
Tce
− i~
∫
c
dt′′HT (t′′)Iuα(t, η)I
l
β(t
′,−η)
〉
,
(10)
where δInα(t) = I
n
α(t) − I¯ is the current fluctuation.
The above correlation is evaluated up to second order
in Γ. The current correlations come in various combi-
nations the incoherent currents Inα,+ and I
n
α,−, and the
interference current Inα,i. Let us decompose the noise,
Sαβ(t, t
′) =
∑
µ,ν=±,i S
µν
αβ(t, t
′), into terms correspond-
ing to different current combinations of the upper-edge
current Iuα,µ and the lower-edge current I
l
β,ν :
Sµναβ(t, t
′)
=
∑
η=±
〈
Tce
− i~
∫
c
dt′′HT (t′′)Iuα,µ(t, η)I
l
β,ν(t
′,−η)
〉
. (11)
The cross terms between the interference part Iα,i and
the incoherent part Iα,± give no contribution. The terms
involving only the incoherent current Inα,± result in
S˜
(0)
αβ ≡
∑
µ,ν=±
S˜µναβ = eI¯ (1 + αβ cosϕu cosϕl) . (12)
Here, S˜µναβ ≡ Sµναβ(ω = 0) is the zero-frequency Fourier
transform of Sµναβ(t − t′). Lastly, we find the correlation
involving only the interference terms Inα,i as
S˜
(i)
αβ = αβC(ω0)eI¯ sinϕu sinϕl . (13)
C(ω) is the Fourier transform of C(t) given in Eq. (C6).
It characterizes dephasing and ranges 0 ≤ C(ω0) ≤ 1.
When g = 1 (i.e., the edges are everywhere noninteract-
ing), C(ω0) = 1, which means the nonlocal spin entan-
glement of the electron pair persists until the currents
are measured. In this ideal case, the total noise is given
by (for r = ±)
S˜r,±r = eI¯ [1± cos(ϕu − ϕl)] . (14)
This form of noise reminds us of the spin correlations in
the EPR thought experiment, where a spin-singlet state
decays into two counter-propagating particles, whose re-
sulting beams pass through two distant polarizers before
being detected. The coincidence signal correlations in
the distant detectors depend sinusoidally on the relative
angle of the polarizers. In Eq. (14), our current correla-
tions similarly depend on the relative scattering angle of
the beam splitters.
LL is known to exhibit a charge fractionalization,30
where a chiral single-particle state, say a right-moving
electron, breaks down into a charge e(1 + g)/2 moving
to the right and e(1 − g)/2 moving to the left. At finite
temperature, these counter-propagating states cease to
overlap after a time τ = pikBTγ/~, as is reflected in the
exponential decay (dephasing) of a single-particle prop-
agator for the right-moving branch.24 The interference
effect is likewise exponentially suppressed. For instance,
exponential suppression in the Aharonov-Bohm oscilla-
tion of the tunneling current between two LL wires has
been studied in Ref. 24.
When the electron temperature is above the finite-size
crossover temperature, T  T0 ≡ ~v/2pikBL, the inter-
ference in an LL system of size 2L decays exponentially.
If T  T0, the suppression occurs in a power-law form in
a complicated fashion depending on the hierarchy of the
relevant energy scales: ambient temperature, kBT , bias,
eV , and the crossover temperature, kBT0. In our case,
this dephasing affects C appearing in Eq. (13), which
is expected to show similar reduction at finite temper-
atures. Using the Green’s functions in Eqs. (A8) and
(A11), we can extract the exponentially decaying part,
which is given by C(ω0) ∝ e−2γT/T0 . Such exponen-
tial suppression does not affect S˜
(0)
αβ pertaining to the
incoherent current, as a consequence of the conserva-
tion of charge. In low-temperature regime, T  T0,
C(ω0) is instead expected to show a power-law behav-
ior, with details depending on the relative strength of
5the bias with respect to the crossover energy scale (i.e.,
kBT  eV  kBT0 or kBT  kBT0  eV ).24,31
V. BELL INEQUALITY
In optical experiments, a violation of a Bell inequal-
ity is tested by coincidence counting of the simultaneous
arrival of a pair of entangled photons at remote loca-
tions. On the other hand, it is more natural to measure
current correlations in solid-state devices, which could be
used to construct a Bell inequality in beam-splitter based
systems.7 The time window for a current measurement
should be short enough so that no more than a single
Cooper pair is detected at a time and the 1/f noise can
be neglected, but it should also be sufficiently long on the
scale of the inverse voltage and the transport time along
the edges such that the zero-frequency approximation for
the shot noise is adequate.7 Under these conditions, the
current-current correlations can be combined to give the
Clauser-Horne-Shimony-Holt Bell inequality.5 As shown
in the previous section, the total zero-frequency noise is
(evaluating C at ω0 throughout)
S˜αβ = eI¯ [1 + αβ (cosϕu cosϕl + C sinϕu sinϕl)] .
(15)
The Bell inequality then is given by
B ≡ |E(ϕu, ϕl)− E(ϕu, ϕ′l) + E(ϕ′u, ϕl) + E(ϕ′u, ϕ′l)|
≤ 2 , (16)
where the correlation functions in the inequality are di-
rectly related to the noise spectra by
E(ϕu, ϕl) =
S˜++ − S˜+− − S˜−+ + S˜−−
S˜++ + S˜+− + S˜−+ + S˜−−
= cosϕu cosϕl + C sinϕu sinϕl . (17)
The noninteracting (g = 1) zero-temperature case gives
maximally-entangled result with C = 1 and E(ϕu, ϕl) =
cos(ϕu − ϕl). A choice of the angles maximizing B is
ϕu = pi/4, ϕl = pi/2, ϕ
′
u = 3pi/4, and ϕ
′
l = pi, leading to
B = 2
√
2.
Even in the presence of dephasing, i.e., C < 1, by ad-
justing the four angles, ϕu, ϕ
′
u, ϕl, and ϕ
′
l, the maximum
value of the Bell parameter8
B = 2
√
1 + C2 (18)
still exceeds 2. This means that the Bell inequality can
in principle be violated for arbitrary nonzero C. The
optimal violation angles are given by8
tanϕu = −C cotϕs , tanϕ′u = C tanϕs ,
tan
ϕl − ϕ′l
2
= sgn(cosϕu)
√
tan2 ϕs + C2
C2 tan2 ϕs + 1
, (19)
where ϕs ≡ (ϕl + ϕ′l)/2 is arbitrary. Although it is pos-
sible to observe a violation of the Bell inequality under a
finite dephasing, the range of angles that can achieve a
violation shrinks as C → 0.
VI. DISCUSSION AND CONCLUSION
We discussed the construction of a Bell inequality
via the current-current correlations between different
edges of a QSHI equipped with beam splitters. The
entanglement is produced by coherently injecting elec-
tron Cooper-pairs from a superconductor or electron-hole
pairs from a normal Fermi-liquid reservoir biased by a
constant voltage V with respect to the QSHI. Adjust-
ing the transmission matrix through the beam splitters
by local electric or magnetic fields, a violation of the Bell
inequality can be achieved even in the presence of a mod-
erate dephasing, parametrized by C (with C = 1 corre-
sponding to maximal entanglement with no dephasing
and C = 0 to complete dephasing and classical correla-
tions).
The edge states of a QSHI are modeled as helical
LLs. Electron-electron interactions are essential ingredi-
ents in order to achieve tunneling of two electrons form-
ing a CP into different edges. On the other hand, the
charge fractionalization furnished by LL causes dephas-
ing at finite temperature when T > T0 = ~v/2pikB2L.
In this high-temperature regime, the dephasing param-
eter suffers exponential decay as C ∝ e−2γT/T0 . In the
low-temperature limit, T < T0, C does not decay ex-
ponentially, but is expected to follow power-law scaling
characteristic of LLs. Even with the reduction of the
dephasing parameter below unity, the entanglement of
quasiparticle (electron-electron or electron-hole) pairs is
visible through the violation of the Bell inequality, albeit
it becomes progressively more difficult to tune the beam
splitters to achieve the violation as C vanishes.
The QSHI edge states thus provide a promising
medium for production and manipulation of quantum in-
formation in mesoscopic systems, even in the absence of
any correlations (as in Fig. 2). In our minimal model,
we have only considered dephasing due to internal elec-
tronic interactions along the edges. Collective or quasi-
particle modes present in the solid-state environment can
generally be expected to provide additional detrimental
dephasing sources that need to be studied and mitigated.
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Appendix A: Green’s functions
Evaluation of the current and noise in Eqs. (8) and (10)
is based on several bosonic Green’s functions. Since the
system of interest here is an inhomogeneous LL where the
interaction parameter g depends on the position, we need
to impose appropriate boundary conditions to obtain the
Green’s functions.
6First, we identify the Lagrangian for the bosonic fields
φ and θ from Eq. (3) as
L = 1
pi
∂xθ∂tφ− v
2pi
[
1
g
(∂xφ)
2 + g(∂xθ)
2
]
. (A1)
The effective Lagrangian for the φ or θ field can be found
by integrating out the θ or φ field, respectively:
Lφ = 1
2pig
[
1
v
(∂tφ)
2 − v(∂xφ)2
]
,
Lθ = g
2pi
[
1
v
(∂tθ)
2 − v(∂xθ)2
]
. (A2)
The spatial dependence of the velocity and the interac-
tion parameter are v(x) = vF and g(x) = gl = 1 for
|x| > L, and v(x) = v and g(x) = g for |x| ≤ L. For elec-
trons injected at x = 0, the retarded Green’s functions
are found to satisfy the following differential equations:
1
pi
[
ω2
g(x)v(x)
+ ∂x
(
v(x)
g(x)
∂x
)]
GφφR (x, ω) = δ(x) ,
1
pi
[
g(x)ω2
v(x)
+ ∂x (v(x)g(x)∂x)
]
GθθR (x, ω) = δ(x) , (A3)
with the appropriate boundary conditions: (1) the so-
lutions in the leads are moving away from x = 0, (2)
GR(x, ω) is continuous at x = ±L, 0, (3) the following
expressions at x = ±L are continuous:32
v(x)
g(x)
∂xG
φφ
R (x, ω)
∣∣∣∣x=±L+0+
x=±L+0−
= 0 ,
v(x)g(x)∂xG
θθ
R (x, ω)
∣∣∣∣x=±L+0+
x=±L+0−
= 0 ,
and (4) the derivative at the location of the delta function
x = 0 is discontinuous as
v(x)
g(x)
∂xG
φφ
R (x, ω)
∣∣∣∣x=0+
x=0−
= pi ,
v(x)g(x)∂xG
θθ
R (x, ω)
∣∣∣∣x=0+
x=0−
= pi .
We look for the solutions of the form
Gφφ,θθR (x, ω) =

Ae−iωx/vF for x < −L
Beiωx/v + Ce−iωx/v for − L ≤ x ≤ 0
Deiωx/v + Ee−iωx/v for 0 ≤ x ≤ L
Feiωx/vF for L < x
, (A4)
which, after imposing the above boundary conditions, we find
GφφR (x, ω) = Aφg
{
ate
iω(|x|−L)/vF for L < |x|
eiω(|x|−L)/v + are−iω(|x|−L)/v for |x| ≤ L , Aφ = −i
pi
2ω
eiωL/v
1− arei2ωL/v ,
GθθR (x, ω) = Aθ
{
g−1l ate
iω(|x|−L)/vF for L < |x|
g−1eiω(|x|−L)/v − are−iω(|x|−L)/v for |x| ≤ L , Aθ = −i
pi
2ω
eiωL/v
1 + arei2ωL/v
. (A5)
Here, at = 2gl/(gl + g) and ar = (gl− g)/(gl + g) are the
transmission and reflection coefficients for the bosonic
fields between regions with different interaction parame-
ter strengths. Given the retarded Green’s functions, the
greater and lesser Green’s functions can be found by the
standard relationships
G> = i2[1+nB(ω)]ImGR , G< = i2nB(ω)ImGR , (A6)
where nB(ω) = 1/(e
β~ω − 1) is the bosonic distribution
function.
In the calculation of the current and noise, we en-
counter the Keldysh contour ordered Green’s func-
tions. The following conventions are used: GABηη′ (x, t) =
〈TcA(x, t, η)B(0, 0, η′)〉, where
GAB−+(x, t) = G
AB
> (x, t) = −i 〈A(x, t)B(0, 0)〉 ,
GAB+−(x, t) = G
AB
< (x, t) = −i 〈B(0, 0)A(x, t)〉 ,
GAB++(x, t) = Θ(t)G>(x, t) + Θ(−t)G<(x, t) ,
GAB−−(x, t) = −Θ(−t)G>(x, t)−Θ(t)G<(x, t) , (A7)
for arbitrary bosonic operators A and B.
The finite-temperature Green’s functions at |x| > L
(noninteracting region) are found to be
7iGφφηη′(x, t) = 〈Tcφ(x, t, η)φ(0, 0, η′)〉 → −
g
4
at
∞∑
n=0
anr
∑
s=±
Gn,s(x, t) ,
iGθθηη′(x, t) = 〈Tcφ(x, t, η)φ(0, 0, η′)〉 → −
1
4
at
∞∑
n=0
(−ar)n
∑
s=±
Gn,s(x, t) ,
iGθφηη′(x, t) = 〈θ(x, t, η)φ(0, 0, η′)〉 → sgn(x)
g
4
at
∞∑
n=0
anr
∑
s=±
sGn,s(x, t) ,
iGφθηη′(x, t) = 〈φ(x, t, η)θ(0, 0, η′)〉 → sgn(x)
1
4
at
∞∑
n=0
(−ar)n
∑
s=±
sGn,s(x, t) ,
(A8)
where Dηη′(t) = Θ(ηη
′)sgn(η′t) + Θ(−ηη′)sgn(η′) and
Gn,s(x, t) = ln sin
{
pi
~β
[
δ
v
+ iDηη′(t)
(
t− sL(2n+ 1)
v
− s |x| − L
vF
)]}
. (A9)
The arrow in the above equations indicate that the divergent terms on the right hand side are left out, since they can
be regularized out. From the Lagrangian in Eq. (A1), the first two Green’s functions are related to the last two by
Gθφ>,<(x, ω) = i 〈Tcθ(x, t,∓)φ(0, 0,±)〉 = −i
v
gω
∂xG
φφ
>,<(x, ω) ,
Gφθ>,<(x, ω) = i 〈Tcφ(x, t,∓)θ(0, 0,±)〉 = −i
vg
ω
∂xG
θθ
>,<(x, ω) . (A10)
We further need the Green’s functions for x = 0 case, which are given by
iGφφηη′(x = 0, t)→ −
g
2
ln sin
[
pi
~β
(
δ
v
+ iDηη′(t)t
)]
− g
2
∞∑
n=1
∑
s=±
anr ln sin
[
pi
~β
(
δ
v
+ iDηη′(t)
(
t+ sn
2L
v
))]
,
iGθθηη′(x = 0, t)→ −
1
2g
ln sin
[
pi
~β
(
δ
v
+ iDηη′(t)t
)]
− 1
2g
∞∑
n=1
∑
s=±
(−ar)n ln sin
[
pi
~β
(
δ
v
+ iDηη′(t)
(
t+ sn
2L
v
))]
.
(A11)
By Eqs. (A5), and (A10), we can show Gθφηη′(0, t) =
Gφθηη′(0, t) = 0.
A bosonic mode created at x = 0 propagates in the
interacting region, |x| < L, before it hits the bound-
ary between the interacting and noninteracting regions
at x = ±L. Some part of the wave is transmitted into the
noninteracting region, whereas the rest is reflected back
into the interacting region. This process of transmission
and reflection is repeated, establishing a Fabry-Pe´rot res-
onator structure. The above Green’s functions are in the
form of the sum of these transmitted and reflected parts.
Appendix B: Current
The average current in Eq. (9) up to second order in the tunneling coefficient in terms of the fermionic fields is
given by
〈In±(t)〉 =〈Tce−
i
~
∫
c
dt′′HT (t′′)In(x, t,+)〉 ≈ |Γ|
2
2~2
∑
η1,η2,ε,σ=±
η1η2
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2e
−iεω0(t1−t2)
× 〈Tcψεu,σ(0, t1, η1)ψεl,σ(0, t1, η1)ψ−εu,σ(0, t2, η2)ψ−εl,σ (0, t2, η2)In±(t,+)〉 . (B1)
Here, the fermionic operator is ψn,r = e
i(θn+rφn)/
√
2piδ, where θn and φn are boson fields given in Eq. (3) with the
commutation relation [θn(x), φn′(y)] = i(pi/2)δnn′sgn(x − y). r = +(−) labels the right-(left-)moving state. The
8incoherent parts of the current operator In±,r (r = ±) in Eq. (7) involve fermionic operators in the combination
ψ†n,rψn,r, which can be expressed in terms of bosonic operators as
ψ†n,r(x, t)ψn,r(x, t) =
1
2pi
∂x[rθn(x, t) + φn(x, t)] =
1
2pi
∂x(−i∂λ)eiλ[rθn(x,t)+φn(x,t)]
∣∣∣∣
λ=0
. (B2)
The expectation value of the interference current In±,i vanishes, since there are always operators that cannot be
contracted. By summing the contributions from In±,+ and I
n
±,−, the following result is obtained:
I¯ =
〈
In±(t)
〉
=− e
h
vF |Γ|2
8pi~2v2
∑
r,ε,σ,η1,η2=±
(1± r cosϕn)η1η2ε
×
[
rQ˜θ+η1,σ(r)− rQ˜θ+η2,σ(r) + σQ˜φ+η1,σ(r)− σQ˜φ+η2,σ(r)
]
Pη1η2(−εω0)
=
e
h
( |Γ|
~v
)2
[P−+(ω0)− P+−(−ω0)] = sgn(ω0) e
h
( |Γ|
~v
)2
P (ω0) . (B3)
Here, Q˜ηη′;σ(r) ≡ Qηη′;σ(x, ω = 0), which depend only on r ≡ sgn(x). The corresponding real-time expressions for Q
and P are given by
Qθηη′;σ(x, t) = ∂xG
θθ
ηη′(x, t) + σ∂xG
θφ
ηη′(x, t) , Q
φ
ηη′;σ(x, t) = ∂xG
φφ
ηη′(x, t) + σ∂xG
φθ
ηη′(x, t) ,
Pη1η2(t) =
hv2
(2piδ)2
ei2[G
θθ
η1η2
(0,t)+Gφφη1η2
(0,t)−Gθθ(0,0)−Gφφ(0,0)] . (B4)
We can show that P∓±(ω) = Θ(±ω)P (ω), hence P−+(ω0)− P+−(ω0) = sgn(ω0)P (ω0). Furthermore, the relations
Q˜
θ/φ
++,σ(x)− Q˜θ/φ+−,σ(x) = Q˜θ/φ−+,σ(x)− Q˜θ/φ−−,σ(x) =
pi
2vF
[sgn(x) + σ] (B5)
turn out to be independent of temperature.
Appendix C: Zero-frequency noise
With the current in Eq. (7) and tunneling Hamiltonian
in Eq. (4), the current-current correlations between the
upper and lower edges Eq. (10), up to second order in
the tunneling coefficient, are given by
Sαβ(t, t
′) =
∑
µ,ν=±,i
Sµναβ(t, t
′) =− 1
2~2
∑
µ,ν=±,i
∑
η,η1,η2,σ1,σ2,ε1,ε2=±
Γε1Γε2ε1ε2σ1σ2η1η2
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2e
−iω0(ε1t1+ε2t2)
× 〈TcIuα,µ(t, η)I lβ,ν(t′,−η)ψε1u,σ1(0, t1, η1)ψε1l,σ1(0, t1, η1)ψε2u,σ2(0, t2, η2)ψε2l,σ2(0, t2, η2)〉 ,
(C1)
where Sµναβ is the correlation between the currents I
u
α,µ and I
l
β,ν .
9First, we calculate the contributions from Inα,+ and I
n
α,−:∑
µ,ν=±
Sµναβ(t, t
′) (C2)
=
|Γ|2
2~2
∑
µ,ν=±
∑
η,η1,η2,σ,ε=±
η1η2
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2e
−iεω0(t1−t2)
× 〈TcIuα,µ(t, η)I lβ,ν(t′,−η)ψεu,σ(0, t1, η1)ψεl,σ(0, t1, η1)ψ−εu,σ(0, t2, η2)ψ−εl,σ (0, t2, η2)〉
=
|Γ|2
2~2
(evF
2pi
)2 ∑
µ,ν=±
1
4
(1 + αµ cosϕu)(1 + βν cosϕl)
∑
η,η1,η2,σ,ε=±
η1η2
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2e
−iεω0(t1−t2)
×
(
1
2piδ
)2
∂x∂x′〈Tc[µθu(x, t, η) + φu(x, t, η)][νθl(x′, t′,−η) + φl(x′, t′,−η)]
eiε[θu(0,t1,η1)+σφu(0,t1,η1)]eiε[θl(0,t1,η1)+σφl(0,t1,η1)]e−iε[θu(0,t2,η2)+σφu(0,t2,η2)]eiε[θl(0,t2,η2)+σφl(0,t2,η2)]
∣∣x→µ
x′→ν
=
|Γ|2
2~2
(evF
2pi
)2 1
4hv2
∑
µ,ν=±
(1 + αµ cosϕu)(1 + βν cosϕl)
∑
η,η1,η2,σ,ε=±
η1η2
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2e
−iεω0(t1−t2)
× [µQθηη1,σ(µ, t− t1)− µQθηη2,σ(µ, t− t2) + σQφηη1,σ(µ, t− t1)− σQφηη2,σ(µ, t− t2)]
×
[
νQθ−ηη1,σ(ν, t
′ − t1)− νQθ−ηη2,σ(ν, t′ − t2) + σQφ−ηη1,σ(ν, t′ − t1)− σQφ−ηη2,σ(ν, t′ − t2)
]
Pη1η2(t1 − t2)
Here, Q
θ/φ
ηη′ (x, t) and Pηη′(t) are defined in Eq. (B4). The zero-frequency component of the Fourier transform of the
above expression is given by∑
µ,ν=±
S˜µναβ =
e2
h
|Γ|2
2~2v2
v2F
4pi2
1
4
∑
µ,ν=±
(1 + αµ cosϕu)(1 + βν cosϕl)
∑
η,η1,η2,σ,ε=±
η1η2
×
[
µ˜Qθηη1,σ(µ)− µ˜Qθηη2,σ(µ) + σQ˜φηη1,σ(µ)− σQ˜φηη2,σ(µ)
]
×
[
ν˜Qθ−ηη1,σ(ν)− ν˜Qθ−ηη2,σ(ν) + σQ˜φ−ηη1,σ(ν)− σQ˜φ−ηη2,σ(r′l)
]
2Pη1η2(−εω0)
=
e2
h
( |Γ|
~v
)2
(1 + αβ cosϕu cosϕl)P (ω0) = S˜
(0)
αβ . (C3)
In the last line, we used P (ω0) = P+−(ω0)+P−+(ω0). All the temperature and bias dependence is in P (ω0). Therefore,
S˜
(0)
αβ = eI¯ (1 + αβ cosϕu cosϕl)P (ω0) . (C4)
The correlations between Iu±,+(−) and I
l
±,i vanish. Finally, the correlation between I
u
i and I
l
i is given by
S
(i)
αβ(t, t
′) =− 1
2~2
∑
η
∑
σ1,ε1,η1
σ2,ε2,η2
Γε1Γε2ε1ε2σ1σ2η1η2
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2e
−iω0(ε1t1+ε2t2)
× 〈TcIu0 (l, t, η)I l0(l, t′,−η)ψε1u,σ1(0, t1, η1)ψε1l,σ1(0, t1, η1)ψε2u,σ2(0, t2, η2)ψε2l,σ2(0, t2, η2)〉
=αβ
e2v2F |Γ|2
8~2
sinϕu sinϕl
∑
η,η1,η2,ε,r=±
η1η2
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2e
−iεω0(t1−t2)
× 〈Tcψ†u,r(rl, t, η)ψu,−r(−rl, t, η)ψεu,εr(0, t1, η1)ψ−εu,−εr(0, t2, η2)〉
× 〈Tcψ†l,r(rl, t′,−η)ψl,−r(−rl, t′,−η)ψεl,εr(0, t1, η1)ψ−εl,−εr(0, t2, η2)〉 . (C5)
l is taken to be a reference point located between the end of the interacting region (x = L) and the location of the
beam splitter. After defining
C(t− t′) = |Γ|
2ev2F
4~2I¯
∑
η,η1,η2,ε,r=±
η1η2
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2e
−iεω0(t1−t2)
× 〈Tcψ†u,r(rl, t, η)ψu,−r(−rl, t, η)ψεu,εr(0, t1, η1)ψ−εu,−εr(0, t2, η2)〉
× 〈Tcψ†l,r(rl, t′,−η)ψl,−r(−rl, t′,−η)ψεl,εr(0, t1, η1)ψ−εl,−εr(0, t2, η2)〉 (C6)
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and Fourier transforming the noise, we finally get
S˜
(i)
αβ = αβC(ω0)eI¯ sinϕu sinϕl . (C7)
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