We present and analyze new iterative schemes for solving the large-scale Sylvester equation AX − XB = C where X ∈ R n×p , and A, B and C are given matrices. These new schemes are based on fixed point iterations and some recently developed methods for solving block linear systems of equations. Our schemes are flexible in the sense that for solving the block linear system, at each iteration, any available method (direct or iterative) can be used. We present a convergence analysis under some hypothesis on the matrices A and B. We also present encouraging numerical results for large-scale problems. In particular, the new schemes are compare favorably with schemes based on using block Krylov subspace method directly on the Sylvester equation and with recently developed method based in the construction of a low rank approximation of the matrix C.
Introduction
The aim of this paper is to present block linear methods to solve the Sylvester Equation (SE), defined as
A ∈ R n×n , B ∈ R p×p , X ∈ R n×p , C ∈ R n×p .
The solution of (1) exists if and only if A and B do not have any eigenvalues in common [19] . The solution of this equation has been studied by several authors since it is usable for the numerical solution of certain boundary value problems [2] , and for the solution of some linear systems of ordinary differential equations [8] . Moreover, linear control theory provides important applications for the Sylvester equation. In [4, 6] a summary of some problems related to the linear algebra that arise in control theory can be found. The mechanisms of solution for SE can be classified according to the dimensions and the characteristics of the matrices that conform the equation. When n and p are small, the Kroenecker product is used to rewrite the SE as a linear system of order np (see [11] ). The algorithm by Bartels and Stewart [1] is also used for this case even for small values of p. This algorithm is based on the Schur factorization and the successive solution of triangular systems. Another algorithm for this case is the one proposed by Golub, Nash and Van Loan [9] , which is a modification of the algorithm of Bartels and Stewart, but using the Hessenberg factorization instead. When n is large, p is small and n > p, iterative methods based on Krylov subspace methods have been proposed in [10] . These methods produce a low dimensional Sylvester equation that must be solved per iteration. Similar ideas and techniques have been proposed and studied in [13, 16, 18, 7, 5] and references therein. We note, nevertheless, that all these methods are only suitable for n > p. Another methods based on Krylov subspace schemes have been proposed in [12] , for any values of n and p, but once again, these methods must solve a low dimensional Sylvester equation per iteration. Recently some new method based on Krylov subspace and the construction of a low rank approximation of the matrix C have been proposed in [15] .
A different iterative approach that do not use the Kroenecker product and that is not based on Krylov subspace methods have been recently proposed by different authors (see Miller [14] and references therein). However, these methods are of theoretical interest but of little practical use for large-scale problems. In here, we propose a different iterative approach based on fixed point iterations that can be used to build practical algorithms for the large-scale case. For that we take advantage of recent ideas to solve linear systems of equations with multiple vectors on the right hand side (see e.g. Brezinski [3] and Saad [17] ). Furthermore, these methods can be used regardless of the dimensions of the involved matrices and they do not need to solve a low-dimensional Sylvester equation per iteration.
The rest of this document is organized as follows. In section 2 we describe the proposed methods, which are based on the use of linear block systems to solve the Sylvester equation. We also study the convergence properties of the new schemes, and discuss efficient forms of calculating the residual. In section 3 we present preliminary numerical experiments, and finally, in section 4 we present concluding remarks.
Methods based on SE and block linear systems
The main idea to solve the SE is to write this equation as a block linear system and then use some suitable iterative scheme. This can be accomplished by two possible changes of variables: AX = Z where Z = C + XB or XB = Z where Z = AX − C. These two possibilities generate two iterative methods:
Solve AX k+1 = Z k
5:
Set Z k+1 = C + X k+1 B 6: end for Algorithm 2 Using:
Solve X k+1 B = Z k
Set Z k+1 = AX k+1 − C 6: end for Notice that, both methods require the solution of one block linear system and one matrix-matrix product per iteration. Notice also that these algorithms allow, depending on the dimension of A and B, to discriminate easily which algorithm is the most convenient. For algorithm 1, the matrix of coefficients of the internal system is of dimension n, while for algorithm 2 is of dimension p, therefore if n > p it is convenient to use algorithm 2, otherwise it is convenient to use algorithm 1. Our next result establishes convergence under an additional hypothesis on the matrices A and B. This additional hypothesis is sufficient to guarantee also the existence of a unique solution, and as far as we know, it is the classical hypothesis assumed when dealing with iterative schemes that are not related to Krylov subspace methods, see [14] . 
On the other hand,
From (3) we conclude, that equation (1) has a unique solution since the spectra of A and B are disjoint. To demonstrate the existence and uniqueness for the second part of the theorem we proceed in a similar way, but considering the inequality A B −1 < 1.
For the convergence we proceed as follows. From algorithm 1 we obtain that X k = A −1 (C + X k−1 B) and from SE we know that X = A −1 (C + XB). Combining these two equations it follows that
and so,
Since A −1 B ≤ 1 then the sequence X k converges to X when k tends to infinity. For the convergence of algorithm 2 we proceed in the same way.
Notice that, if we want to solve SE with B = A (or B = A T ), then theorem 2.1 does not guarantee convergence, since A A −1 = cond(A) ≥ 1. Unfortunately, this includes the well-know Lyapunov equation.
For both algorithms, the residual matrix at iteration k is defined as
. This expression involves a high computational cost, since it require two matrixmatrix products per iteration. The following result provides an equivalent and less expensive way to calculate the residual.
Theorem 2.2
Let {X k } k≥0 be the sequence generated by algorithm 1. The following expressions for the residual matrix are equivalent:
Proof:
The residual is given by R k = C + X k B − AX k and from algorithm 1 we have that
On the other hand, substituting Z k from algorithm 1 in (4) we obtain
Finally, by algorithm 2 the following expressions are equivalent and we can demonstrate this by similar arguments
Equation (4) provides a less expensive form to calculate the residual since it does not involve matrix-matrix products. Finally, from (5) we obtain the following corollary which yields a more convenient stopping criterion.
Corollary 2.1
Let {X k } k≥0 be the sequence generated by algorithm 1 or by algorithm 2.
Numerical results
In this section we present preliminary numerical experiments to illustrate the performance of the new proposed algorithms (1 and 2). For solving the internal block linear systems for these algorithms we use BGMRES(m), which is a block generalization of GMRES(m) [17] . Since the Arnoldi basis associated with algorithm 1 should have dimension, at most, n and with algorithm 2 should have dimension, at most p, then BGMRES(m) is used with algorithm 1 only when n > p, and it is used with algorithm 2 only when n < p. Another options for solving the internal block linear systems in algorithms 1 and 2 are the block SOR scheme (BSOR), the non-Hermitian block steepest descent method (BSD) and the block minimal residual iteration (BMR) fully described in [3] . For the proposed algorithms, we will only present the combination that better results generated in CPU time.
For each experiments, we will indicate which proposed algorithm was used and which method was used to solve the internal block linear system. We compare the new proposed algorithms with the following methods for solving SE:
• The block Arnoldi-Sylvester algorithm (BAS( m)) and the block GMRES-Sylvester algorithm (BGS( m)) proposed and fully described in [10] . These methods are based on Krylov subspace methods and solve a small SE per iteration of order mp 2 , where m is the restart value. These internal SE are solved using the algorithm proposed by Golub, Nash and Van Loan in [9] . The BAS( m) and BGS( m) can only be used when n >> p.
• Galerkin method for Sylvester equation (GMSE( m)) and Restarted minimal projected residual algorithm (RMPR( m)) proposed and fully described in [12] . These methods, as well as BAS( m) and BGM( m), are based on Krylov subspace methods and solve a small SE per iteration of order m 2 . The internal SE is written as a linear system of equation of order m 2 that is solved using direct methods. GMSE( m) and RMPR( m) can be used for any values of n and p
• Arnoldi method for low-rank approximate solution to the Sylvester equation (LRASE(k, m)) proposed and fully described in [15] . The parameter k is a small value required by the algorithm, and m is the restart value. This method can be used for any values of n and p. In all our experiment, we prove for 1 ≤ k ≤ 5 and we report the best result.
In our tests we use matrices from the Harwell-Boeing collection and also some sparse matrices of the Matlab gallery and for these matrices the inequalities of theorem 2.1 hold, therefore convergence is guaranteed for the new proposed algorithms. In all cases, the entries of the solution matrix X are x ij = f (x i , y j ) where:
This is a typical test function that appears in several works, see [12, 10] . We stop the process when
or when 2500 external iterations are reached. The initial iterate, X 0 , is the null matrix. To stop the iterative methods for the internal block linear systems we use the norm of the residual. To be precise, we stop the internal iterations of algorithm 1 when
, and we used X k+1 B − Z k ≤ 10 −2 to stop the internal iterations of algorithm 2. The experiments were run in a Pentium IV computer at 3.4 GHz with 2 GB of RAM memory, using Matlab 7.0. The numerical experimentation is divided into three groups. In the first one we want to compare the performance of algorithm 1 with other methods, in the second one, we want to compare the performance of algorithm 2 with other methods. In both cases we consider different values of n and p. Finally, in the last group, we compare the different ways for computing the residual norm. We used the following notation for characterizing the different finalization states of the experiments, "-" means that the algorithm accomplished the maximum of external iterations, "s" implies that the used method produced stagnation problems and "**" means that the memory requirements of the algorithm could not be supported by Matlab.
First group of experiments
Example 3.1 In this example n is a fixed value and p < n increases gradually. The matrix A is the matrix bcsstk08 of the Harwell-Boeing collection with n = 1074, and B is a sparse matrix with random entries generated with the function of Matlab sprandn(p, p, 7/p). In this experiment we report CPU time for all methods and we report algorithm 1 combined with BSD.
As shown in table 1, GMSE and RMPR always converge for all values of p, but the CPU time required by them is bigger than the time required by algorithm 1. On the other hand BAS and BGS returns the best result for p = 10 but for p = 30 the time required by them, is higher than the time required by algorithm 1 to approach the solution of SE, whose matrix B is of dimension 200. We can also observe that BAS and BGS produce storage problems for p = 40, 50, 100, 200, 300, because the order of the linear system associated with the internal SE surpassed the maximum dimension that Matlab allows. Finally, we can see that LRASE stopped because the maximum of external iterations was reached. 
GMSE(4) RMPR(4) BAS(4) BGS(4)
LRASE(4,4) Algorithm 1 with BSD p =
Example 3.2
In this example p is a fixed value and n < p increases gradually. The matrix B is the matrix Hor 131 of the Harwell-Boeing collection with p = 434, and A is a sparse matrix of order n generated with the function of Matlab gallery('wathen',nx,ny) where n = 3 * nx * ny + 2 * nx + 2 * ny + 1 which returns a sparse random finite element matrix. In this experiment we report CPU time for all methods and we report algorithm 1 combined with BSOR. BAS and BGS can not be applied because n < p.
GMSE(4) RMPR(4) LRASE(1,4) Algorithm 1 (nx, ny, n)
with BSOR (2, 1, 13) In example 3.2 we can see that all methods converge but GMSE and RMPR are not competitive in CPU time. In all cases, except for n = 225, algorithm 1 combined with BSOR required less CPU time than LRASE. The reason for this behavior is that the internal block linear system in algorithm 1 is of dimension n.
Example 3.3
In this example n = 1030 and p is equal to n. The matrix A is a sparse matrix with random entries generated with the function of Matlab sprandn(n, n, 7/n), and B ia a pentadiagonal Toeplitz matrix generated with the function of Matlab gallery('toeppen',−0.2, −0.5, 1, −0.5, −0.2). In this experiment we report iterations, CPU time and residual norms for all methods and report algorithm 1 combined with BSOR. BAS and BGS can not be applied.
Methods
GMSE (4) RMPR (4) Table 3 : Performance of GMSE( m), RMPR( m), LRASE(k, m) and algorithm 1 with BSOR for solving SE when A is a sparse matrix with random entries and B is a pentadiagonal Toeplitz matrix. n = p = 1030.
In the results of example 3.3, reported in Table 3 , we can observe that the best result was obtained using the LRASE, followed by GMSE and RMPR, while the CPU time required by algorithm 1 is considerably higher.
Example 3.4 In this example,
A is the matrix orsirr 2 with n = 886 and B is the matrix cdde2 with p = 961, both of the Harwell-Boeing collection. In this experiment we report iterations, CPU time and residual norms for all methods and we report algorithm 1 combined with BMR. BAS and BGS can not be applied.
Methods

GMSE(4)
RMPR (4) The results reported in Table 4 show the quality of algorithm 1 for solving SE when n < p, because it achieved higher precision in the approximation than BGB and BGG, in less iterations and with less CPU time.
From this group of experiments, we can conclude that algorithm LRASE is a good option when n = p. When n > p and p is a small value is convenient to use BAS or BGS, but when p is not small we can consider to use GMSE, RMPR or algorithm 1. Finally when n < p the best option is algorithm 1.
Second group of experiments
Example 3.5 In this example n is a fixed value and p < n increases gradually. The matrix A is the matrix gre 343 of the Harwell-Boeing collection with n = 343, and B is a tridiagonal matrix given by
with h = 1/(p + 1), α = −1/h 2 , and p 1 = p 2 = 10. This matrix has been used by several authors, see [10, 12, 15] . In this experiment we report CPU time for all methods and report algorithm 2 combined with BSOR.
GMSE (4) RMPR (4) BAS (4) BGS (4) In Table 5 , we can observe that for p ≥ 20, algorithm 2 obtained the best performance in CPU time. LRASE converges for all values of p except for p = 200, but in all cases, CPU time required by it is bigger than the time required by algorithm 2. LRASE and RMPR are similar in CPU time required to satisfy tolE and in some cases, CPU time required by GMSE is almost twice the one required by LRASE. In this example as well as in example 3.1, BAS and BGS produce storage problems for p ≥ 40.
Example 3.6
In this example p is a fixed value and n < p increases gradually. The matrix B is the matrix fs 760 1 of the Harwell-Boeing collection with p = 760, and A is a sparse matrix with random entries generated with the function of Matlab sprandn(n, n, 7/n). In this experiment we report the CPU time for all methods and only report algorithm 2 combined with BGMRES. BAS and BGS can not be applied.
In Table 6 we can see that for all values of n the best result was obtained by algorithm 2 combined with BGMRES. Moreover, in all cases, CPU time required by algorithm 2 is smaller than CPU time required by the other methods. Table 6 : CPU time of GMSE( m), RMPR( m), LRASE(k, m) and algorithm 2 combined with BGMRES for solving SE when A is a sparse matrix with random entries and B =fs 760 1.
GMSE(4) RMPR(4)
LRASE(1,3) Algorithm 2 with BGMRES n =
Example 3.7
In this example n = 1500 and p is equal to n. The matrix A is given by (6) with h = 1/(n + 1), p 1 = 10, p 2 = 0 and α = 1. The matrix B is given by (6) with h = 1/(p + 1), p 1 = p 2 = 0 and α = −1/h 2 . In this experiment we report iterations, CPU time and residual norms for all methods and only report algorithm 2 combined with BMR. BAS and BGS can not be applied. (4) Table 7 : Performance of GMSE( m), RMPR( m), LRASE(k, m) and algorithm 2 with BMR for solving SE when A and B are tridiagonal matrices.
Methods
GMSE(4) RMPR
In example 3.7, we can observe that GMSE and RMPR produce storage problems and LRASE produce stagnation problems when the approximation only has 3 decimals of precision. On the other hand, algorithm 2 with BMR achieves convergence.
Example 3.8 In this example,
A is the matrix sherman1 with n = 1000 and B is the matrix fs 680 1 with p = 680, both of the Harwell-Boeing collection. In this experiment we report iterations, the CPU time and the residual norm for all methods and we report algorithm 2 combined with BSD. BAS and BGS can not be applied.
In Table 8 , we can see that GMSE carried out the maximum number of iterations allowed and RMPR produce stagnation problems. On the other hand, algorithm 2 with BSD achieves convergence and the precision of the approximation was of 14 decimals.
Methods GMSE(4) RMPR (4) 
Third group of experiments
Now, we want to compare the norm of the absolute error, denoted by A k , with the equivalent expressions to compute the norm of the residual described in theorem 2.2. These expressions will be denoted by R k , R 1 k and R 2 k respectively, where the upper index of the last two expressions identifies the proposed used algorithm.
Example 3.9
The matrix A is the matrix fs-680-1 of the Harwell-Boeing collection and B is a sparse matrix with random entries. The dimension of these matrices are n = 680 and p = 400 respectively. We use algorithm 1 combined with BSOR to solve SE. We present two graphs in Figure 1 : the graph on the left represents the values of R k per iteration, while the graph on the right contains 3 curves that represent the values of A k , R 1 k and R 2 k respectively per iteration. We had to make this separation because the values of R k per iteration were much higher than the values of A k , R 1 k and R 2 k .
In Figure 1 , we can see that R 1 k and R 2 k are similar to A k per iteration, while the values of R k per iteration are not. For this reason, we can conclude that R 1 k and R 2 k are better to measure the precision of the approximation generated by algorithm 1 than R k .
Example 3.10
We use algorithm 2 combined with BSOR to solve SE where the matrix A is the matrix sherman1 of the Harwell-Boeing collection and B is a sparse matrix with random entries. The dimension of these matrices are n = 1000 and p = 400 respectively. In Figure 2 , we can observe that when A k ≈ 10 −10 , the values of R k , R 1 k and R 2 k are approximately 10 2 , 10 −8 and 10 −7 respectively. From these results we can conclude that R 1 k and R 2 k are better to measure the precision of the approximation generated by algorithm 2 than R k .
We prove in theorem 2.1 that R k , R 1 k and R 2 k are equivalent expressions for the residual matrix, however examples 3.9 and 3.10 shows that the values of R k are very different from R 1 k and R 2 k . Therefore, we suspect that in general R k has numerical stability problems when n > p independently of the proposed used algorithm.
Example 3.11
We use algorithm 1 combined with BSOR to solve SE where the matrix B is the matrix utm1700 of the Harwell-Boeing collection and A is a sparse matrix with random entries. The dimension of these matrices are p = 1700 and n = 500 respectively. In Figure 3 , we can observe that the values of R k are similar to the values of A k , also we can see that the values of R k and R 1 k are equal except at the first iteration, and the values of R 2 k are very close to the values of R k . Hence, we can conclude that when we use algorithm 1 with n < p the values of A k , R k , R 1 k and R 2 k are similar, and in this case R k does not present numerical problems.
Example 3.12
Here, we use algorithm 2 combined with BSOR to solve SE where the matrix B is the matrix fs-760-1 of the Harwell-Boeing collection and A is a sparse matrix with random entries. The dimension of these matrices are p = 760 and n = 500 respectively. In Figure 4 , we present a single graph, because the values per iteration of A k , R k , R 1 k and R 2 k are similar. However when A k indicates that there are 10 digits of precision, we observe that R k , R 1 k and R 2 k indicates that there are only 5 digits of precision. Therefore, the expressions to calculate the norm of the residual matrix, might not be reliable to estimate the precision of the approximation generated by algorithm 2 when n < p.
Finally, we can conclude that if the stopping criterion is R k ≤ tolE, it is convenient to use R 1 k instead of R k , for two important reasons. The first of one is computational work: R k requires 2 matrix-matrix product, while R 1 k requires a matrix substraction. The second reason is that R 1 k is more accurate to measure the precision of the approximation generated by the proposed algorithms.
Concluding remarks
We propose two new iterative schemes for solving Sylvester Equations (SE). At each iteration a block linear system of equations is solved and, for that, direct or iterative techniques can be used. These new schemes can be applied regardless of the dimensions of the involved matrices and, in most cases, they require less computational work than competitors.
We also establish the conditions for which convergence is guaranteed. These conditions are sufficient but not necessary, and therefore strong. Nevertheless, they also guarantee the existence of a unique solution of the SE. Unfortunately, for some important applications these conditions are not satisfied, and our proposed schemes cannot be used. For example, the new schemes cannot be applied for solving the well-known Lyapunov equation.
Finally, we present an equivalent, stable, and inexpensive way of computing the residual matrix. This equivalent formula yields a very efficient stopping criterion, as shown in our numerical experiments.
