This paper considers estimation of the semiparametric multi-index model with missing covariates at random. A weighted estimating equation is suggested by invoking the inverse selection probability approach, and estimators of the indices are respectively defined when the selection probability is known in advance, is estimated parametrically and nonparametrically. The consistency is provided. For the single-index model, the large sample properties show that the estimators with both parametric and nonparametric plugin estimations can play an important role to achieve smaller limiting variances than the estimator with the true selection probability. Simulation studies are carried out to assess the finite sample performance of the proposed estimators. The proposed methods are applied to an AIDS clinical trials dataset to examine which method could be more efficient. A horse colic dataset is also analyzed for illustration.
Introduction
The multi-index regression model (MIM) for the scalar outcome variable Y and covariate X of dimension p has the form Y = g(θ τ 0 X ) + ε, (1) where g(·) is the unknown mean function defined on R d , and θ 0 is an unknown regression parameter matrix of dimension p × d. In this paper, we assume the dimension d is known in advance. The conditional expectation of ε given X equals zero, and the superscript τ in (1) denotes transposition. For identifiability consideration, we assume that the direction parameter θ 0 satisfies θ τ 0 θ 0 = I d an identity matrix. When d = 1, the model is the well-known single-index model (SIM). In this case, the first component of θ 0 is assumed to be positive without loss of generality.
The multi-index model is widely used, in several areas such as statistics and econometrics, as a reasonable compromise between fully parametric and fully nonparametric modeling. A remarkable amount of research has already been carried out for statistical inference in the context of completed samples. For estimation of the parameter θ 0 as well as of the link function g (·) , there are a number of proposals in the literature. For multi-index and more general models, the examples of methods are sliced inverse regression (SIR, Li, [9] ), sliced average variance estimation (SAVE, Cook and Weisberg, [3] ). Zhu and Ng [23] and Zhu and Fang [22] gave general results about the asymptotic behaviors of the SIR and Li and Zhu [10] gave a systematic study on the asymptotic properties of the SAVE. To avoid the use of selecting the number of slices, Zhu et al. [29] suggested discretization-expectation estimation (DEE), Zhu and Zhu [26] proposed a distribution weighted partial least squares (DWPLS) and Zhu et al. [28] recommended cumulative slicing estimation (CSE). As commented in [8] , the linearity condition or certain slightly weaker conditions on the covariate X is regarded to be strong. Xia et al. [20] proposed an adaptive approach, called minimum average variance estimation (MAVE) which can be applied to estimate simultaneously g(·) and θ 0 without the linearity condition. Xia [19] suggested refined outer product of gradients (rOPG) and refined minimum average conditional variance estimation (rMAVE).
For the single-index model (d = 1), there are also a great number of approaches available in the literature. The asymptotic efficiency is also investigated. Among others, the estimator proposed by Härdle et al. [5] can be asymptotically efficient in a semiparametric sense when the optimal bandwidth is used. See also [1] . Hristache et al. [6] proposed a direct estimation of θ 0 to improve the average derivative estimator. Chang et al. [2] recommended an estimating equation method in terms of transferring restricted least squares to unrestricted least squares and get a more efficient estimator for the index parameter than existing estimators in the literature in the sense that it is of a smaller limiting variance. Cui et al. [4] introduced a EFM approach, a method of estimating functions, to study the single-index model. For the construction of the confidence region of parameters of interest, Xue and Zhu [21] applied the empirical likelihood to handle the issue. Zhu and Xue [25] developed a bias-corrected empirical-likelihood-based inference for the parameters in a partially linear single index model. One merit of their approach is that no plug-in estimator for the limiting variance is needed. Huang and Zhang [7] further constructed the profile empirical likelihood for the parameter and the empirical-likelihood-based inference for the link function was also considered. A relevant reference is Stute and Zhu [14] for goodness-of-fitting of the SIM.
It is quite often that some of the covariates X = (U, T ), denoted them as U, may be missing. For example, due to limited budget it may be impossible to measure all covariates. Another example can be found in social survey and medical studies. Because of serious side effects, the sensitiveness of some questions, some sampled units may unable or unwilling to provide the desired information. Errors in the measuring apparatus or failure on the part of investigator to gather correct information can also lead to missing covariates. In fact, missing covariates can be encountered quite often in the field of clinical based longitudinal studies, opinion polls, medical studies and other scientific experiments.
Compared to estimation when dataset is measured completely, fewer estimation procedures for the MIM with missing data are proposed in the literature. For MIM and more general models, Zhu et al. [24] used the SIR to investigate sufficient dimension reduction problems when missing at random occurs. However, as was commented above, some strong conditions on the covariate X are needed. A relevant reference is Wang et al. [15] who investigated estimation of the SIM with missing response at random. Under the scenarios that the covariate is missing at random, a naive approach is the complete-case (CC) analysis that only uses observations with complete data into consideration. However, this approach can give rise to the biased estimators and reduce statistical efficiency.
In this paper, we deal with missing in the covariates and investigate the theoretical properties when we construct estimators of θ 0 in model (1) adapted to the case where the covariate U has missing data and the other variables Y , T are completely observed. Consider the inverse selection probability method
where Z = (Y , T ), and X = (U, T ) with U and T being respectively p 1 -and p 2 -dimensional random vectors. The variable δ is a missing indicator of U for individuals with observed U (δ = 1) or with missed U (δ = 0). Assume that the covariate U is missing at random (MAR), which is a common assumption for statistical inference with missing data and is applicable in many practical situations, see [12] . When the function π (Z) is known, we then do not need to estimate it. However, we also note that the function π (Z) is usually unknown. We respectively adopt parametric and nonparametric estimation methods for estimating π (Z) such that we can make a comparison between the resulting estimators of the index. With these estimations, we can then define respective estimations of the index θ 0 by employing the rMAVE and the rOPG (see, [20, 19] ). We respectively call them weighted rMAVE and weighted rOPG. Note that when d > 3, the estimators cannot be root n consistent (see, [20] ) and when d > 1, there is no criterion available to define estimation efficiency in the literature. To investigate estimation efficiency with and without estimated selection probability, we then focus on the SIM in this paper.
We will see that with parametric and nonparametric plug-in estimation of the selection probability, the estimators can be always asymptotically more efficient than those without plug-in estimation assuming the probability is given. This is very similar to that for the parametric regression model, see [13] . We will also show that when the missing is completely at random and ϵ is independent of X , the estimators based on the rMAVE are asymptotically more efficient than the estimators based on the rOPG. In the numerical study, we examine the finite sample performance of the proposed estimators. The rest of this paper is organized as follows. Two estimation methods are stated in Section 2. In Section 3 we present the asymptotic properties of the estimators. Section 4 contains simulation studies to examine the finite sample performance of the proposed methods. We also carry out some analysis on the AIDS clinical trials and horse colic data in this section. All the technical proofs are relegated to Appendix.
Two estimations

Weighted outer product of gradients
When X is observed completely, Xia [19] suggested the rOPG method to estimate the parameter matrix θ 0 . More specifically, letting m(
where m
. As a result, we need to estimate the expectation E(m ′ (X, θ 0 ) m ′ (X, θ 0 ) τ ) and then obtain the estimator of θ 0 . First, by local linear fitting g(θ
) and x ij = x i − x j , the estimator for (a j , b j ) is obtained by minimizing the following objective function,
where K h (·) = K (·/h)/h with K (·) being a kernel function and h being a bandwidth. The corresponding local estimating equation from (4) 
To deal with the case with missing covariate U, we construct the locally weighted estimating equation as
Notice that when there are no missing covariates, Eq. (6) is exactly the same as Eq. (5). To deal with the missing covariates situation, we adopt the inverse selection probability method, that is, we enlarge the impact of observed samples. The selection probability π (z i ) plays an important role. Without this term, Eq. (6) corresponds to the CC method and only the completely observed samples are used. When π (z i ) is unknown and needs to be estimated, all available information can be used and efficiency can be gained. This approach was first introduced by Robin et al. [13] for the parametric regression model. See also [16] for the nonparametric regression model.
For all j = 1, 2, . . . , n, the solutionsb j of this equation are regarded as the estimators of b j = m ′ (x j , θ 0 ). From these solutions, we can then construct an estimator of E(m
The first d eigenvectors ofΣ are used as an estimator of θ 0 . This procedure is called weighted refined outer product of gradients (W-rOPG) estimation throughout the rest of this paper for notational convenience.
To implement W-rOPG for the case with given π (Z), the following algorithm is introduced. When π (·) is unknown, its estimation is required. The details are given in Section 2.3.
Step 1. Given θ , we get the estimator (a j , b j ) from (6), i.e.,
where θ is an initial value of θ 0 .
Step 2. Calculate the first d eigenvectors of
The function ρ n (·), which is defined as ρ n (υ) = 1 if υ > 2c 0 n −ϵ for some constants ϵ > 0 and c 0 > 0; ρ n (υ) = 0 otherwise, is used to deal with the boundary points as Xia [19] did. With some notational abuse, we still denote the eigenvector of (7) by θ.
Step 3. Repeat steps 1 and 2 with the updated θ until convergence.
The final eigenvectorθ WO is called the W-rOPG estimator of θ 0 .
Weighted minimum average conditional variance estimation
We can also adopt Minimum Average Conditional Variance Estimation (MAVE); see [20] for details. In the context of completed samples, the estimator for θ 0 is the minimizer of
over all θ , a j and d j , where
In the scenario where the covariate U is missing at random, the relevant estimators of θ 0 and g(·) with the inverse selection probability method are the minimizers of
over all θ , a j and d j . The algorithm is as follows.
Step 1. For given θ being an initial estimate of θ 0 , calculate
As was mentioned before, in the case with complete data sets, when the dimension d ≥ 3, we cannot obtain 
(C8) Σ α is positive definite, where Σ α will be defined below.
Remark 1.
Conditions (1)- (5) are commonly used for the asymptotic normality of the estimatorθ , see [19] . Condition (6) is also a commonly used condition for the case of missing data. Condition (7) is a typical condition to avoid the boundary effect of nonparametric estimation. Condition (8) is necessary for the asymptotic normality of the maximum likelihood estimator.
To present the results, we give some notations first. Let A −1 denote the Moore-Penrose inverse of symmetric matrix A. Furthermore, define several notations as follows. 
where
For the MAVE-based estimators, we have similar results as follows.
Theorem 3. For the estimatorsθ
Remark 2. From Theorems 2 and 3, we have several interesting findings.
First, nonparametric and parametric plug-in estimators of π (z) play an important role for estimation efficiency. The corresponding estimators can be asymptotically more efficient than that with the true selection probability. This is the case for both W-rOPG and W-rMAVE. Precisely, when π (z) is known without a plug-in estimation in the estimating equation, the resulting estimators have respectively the limiting variances ofθ WO andθ WM as
It is easy to see that these two matrices are respectively larger than the corresponding variance matrices in Theorems 2 and 3 in the sense that the differences of the matrices are nonnegative definite. This phenomenon coincides with the one discovered by Robins et al. [13] for parametric models with parametric plug-in estimation. Moreover, when the missing is independent of y, we can have M 1 (Z) = M 2 (Z) ≡ 0 and thus, plug-in estimation plays no role for asymptotic efficiency. For the estimator with parametric plug-in estimation, the asymptotic efficiency depends on whether the parametric structure is correctly specified.
Second, when the missing is completely at random, that is, π (Z) ≡ c, where 0 < c < 1 is some constant, and ϵ is independent of X , we can use a similar argument as Xia [19] to show that the rMAVE-based method is more efficient than the rOPG-based method. However, it is not easy to make a comparison in more general cases. From the simulations reported later, we expect that the rMAVE-based method would also be more efficient than the rOPG-based method in theory.
It deserves a further study. Third, for the estimators with parametric plug-in and nonparametric plug-in, there is no general conclusion to say which one is more efficient. The simulation results also show that there seems no one being uniformly more efficient than the other.
Finally, we note that all the covariance matrices in Theorems 2 and 3 are positive definite. For example, from the proof for Theorem 2, we know that Σ NWO = Var(ζ ), where
Similarly, for the term Σ PWO , we can have Σ PWO = Var(ς ), where
 .
Numerical analysis
Simulation studies
In this section, simulation studies are carried out to illustrate the performance of the proposed estimators, i.e., θ NWO ,θ PWO ,θ WO ,θ NWM ,θ PWM andθ WM and explore the robustness of the parametric plug in estimator and the dimension effect on the nonparametric plug in estimator. Here, the kernel function is taken to be
otherwise. In practice, we standardize our observations. To implement the algorithms in Sections 2.1 and 2.2, we consider a sequence of bandwidths (0.25
. . , 9, and choose the best one to make the absolute deviation
is the best one overall. Thus, we report the results with this bandwidth.
Also as we wrote in Section 2.1 right before the algorithm, the estimation of π (·) is given in Section 2.3.
We generate the data from the following model
where X i ∼ N(0, 1) (i = 1, 2) and ϵ ∼ N(0, 0.5). The variable X 1 is missing at random. Two different missing mechanisms are considered,
Approximately 37% and 24% of the data are missing under the above two selection probabilities respectively. In each case, we conduct 3000 simulation runs with the sample size n = 100. The estimation bias and the sample standard error (SSE)
are presented in Table 1 . From Table 1 , the biases of all the estimators are not significant, which coincides with the theoretical result. It is evident that the r-MAVE based estimators are more efficient than the r-OPG based ones. When the missing probability increases from 24% to 37%, all the estimators under the second missing mechanism are getting more efficient than that under the first missing mechanism. Further, from Table 1 , we can find that in Case 1, the SSE ofθ NWO is the smallest, and then that of θ PWO which is followed by that ofθ WO . It suggests that in this case, NWO is more efficient than the PWO and the estimator with true selection probability is the most inefficient. For case 2, we can see a different phenomenon on the performance of these estimators. That is, PWO becomes the most efficient, NWO the second, and the one with true selection probability the worst. The parametric and nonparametric plug in methods have great improvement over the estimator with true selection probability in these cases. When we turn to the rMAVE method, we can find that the NWM still is the best, but the PWM turns to the worst in terms of SSE. This is not contrast to our theory since the missing mechanism considered here is not parametric.
The above findings indicate that the estimators with nonparametric plug-in can generally improve the performance of the estimators even when we know the true selection probability when we use estimators. Furthermore, the parametric plug in estimator is robust to nonparametric missing mechanisms.
Study 2. The data are generated from the following model,
is missing at random. Two different missing mechanisms are considered as follows,
Approximately 30% and 33% of the data are missing under the above selection probabilities. Again, we conduct 3000 simulations with the sample size 100. The results of estimators based on r-OPG are reported in Table 2 and those of estimators based on r-MAVE are shown in Table 3 .
Again, we can find that the biases of all the estimators are very small. Overall, the efficiency ofθ NWO is better than θ PWO which is better thanθ WO andθ NWM is better in efficiency thanθ PWM which is better thanθ WM . The rMAVE based estimation outperforms the rOPG based estimation. Further, we can conclude again the parametric plug in method is robust to various nonparametric missing mechanisms. As for the nonparametric plug in estimator, from our simulations, we can draw conclusion that it performs very well even the dimension of Z is 7. In other words, it does not suffer from 'the curse of dimension' too much. In summary, the rMAVE based estimation is always efficient than the corresponding estimator based on the rOPG method. The estimator with nonparametric plug-in is generally better than the one with true selection probability in terms of the SSE. However, there is no one superior to the others between the estimators with nonparametric plug-in and the ones with parametric plug-in. As a recommendation, we suggest to use the NWM method in practical applications.
Lastly, as recommended by two referees, we present a further simulation study here to illustrate our method for the multi-index regression model and see the improvement of our method over the native CC method.
Study 3. We generate the data from the following model
where we get the variables X 1 , X 2 and ϵ according to the same mechanism in Study 1. The variable X 1 is missing at random.
Two same missing mechanisms as those in Study 1 are considered, Case 1: P(δ = 1|y, x 2 ) = 1/(1 + |y/(y + x 2 )|);
Approximately 43% and 31% of the data are missing under the above two selection probabilities respectively. In each case, we conduct 3000 simulation runs with the sample size n = 100. In this study, θ Table 4 . The CC methods that apply rOPG and rMAVE are denoted aŝ θ WO-CC andθ WM-CC respectively in Table 4 . From this table, we can observe that our proposed methods perform similarly and get reasonable results. However, for the CC method, the error can be relatively large and we may not get meaningful conclusions. 
Real data analysis
In this section, we apply our methods to the analysis of two datasets.
ACTG 315 data
The first data is from an AIDS clinical trial group (ACTG 315) study. For ACTG 315, there have been many studies on the relationship of CD4+ and viral load such as Wu and Ding [17] and Wu and Wu [18] . It is well known and validated that immunologic response (measured by CD4+ cells) and the virologic response (measured by viral load) are negatively correlated during antiviral treatments. Since medical investigators also suggested that TNF is correlated with viral load during antiviral treatment, we further want to study the effect of the tumor necrosis factor (measured by plasma TNF levels) besides the CD4+ on viral load amount. The single index model is applied here. We consider these covariates (treatment time, CD4+ and TNF) in this exploratory analysis.
In this study, there are a total of 256 observations from 48 patients with 10 missing CD4+ and 23 missing TNF. We define δ = 0 if CD4+ or TNF is missing, otherwise δ = 1. CD4+ and TNF can be missing for an observation at the same time. In this way, there are about 11.33% missing covariates in this dataset. Most of the missing values of the covariates CD4+ cell counts and TNF occurred due to the covariate and the response were measured at different times. In other words, the missingness does not depend on the values being missing, and is MAR. Note that this dataset is actually longitudinal. We ignore the correlation structure when computing the estimators. Working independence may lose some efficiency but can be model robust over estimation methods that takes account for correlation as pointed out by Lin and Carroll [11] . Now we apply a single index model to analyze this dataset. Let Y be the viral load, X 1 treatment time, X 2 CD4+, X 3 TNF and X = (X 1 , X 2 , X 3 ). We use the methods proposed in this paper to estimate the corresponding parameters. As for the sample standard error (SSE), we carry out 2000 bootstrap replications. Denote byθ N the results based on the nonparametric estimate of selection probability andθ P based on the parametric estimate of selection probability. The results are presented in Table 5 . From Table 5 , we can see clearly that the effect of the treatment time is very significant on viral load. Though the estimation of CD4+ and TNF is small compared to that of the treatment time, their effects are also significant in a statistical sense. From this table, we can also observe that the estimations from the MAVE method is slightly more efficient than those from the OPG method which coincide with our simulation results. Moreover, we can find that the TNF has some opposite effect on viral load compared to CD4+ and the treatment time, that is, TNF can increase the viral load. We present the curves of the estimated link function for the index in Fig. 1. 
Horse colic data
This dataset is obtained from the Machine Learning Repository at the University of California-Irvine (http://archive. ics.uci.edu/ml/datasets/Horse+Colic). Recently, Zhu et al. [24] analyzed this data set by their method. In this dataset, prior treatment of pain may mitigate the pain level to some extent and in general, the more painful, the more likely it is to require surgery. Thus preliminary diagnosis of the level of pain is very helpful and important for further thorough treatment. It is of interest to know which factors relate to the level of pain. In the following, six factors with continuous measurements are considered as predictors: the rectal temperature in degrees Celsius (X 1 ), the heart rate in beats per minute (X 2 ), the number of red cells by volume in the blood (X 3 ), total protein in gms/dL (X 4 ), respiratory rate (X 5 ) and the abdominocentesis total protein in gms/dL (X 6 ). As suggested by the donor of this dataset, the response Y is viewed as continuous, taking value 1 if there is no pain; 2 if the horse is depressed; 3 if the pain is intermittent mild; 4 if it is intermittent severe, and 5 if the pain is continuous severe. There are 368 sample points in total in the original dataset. To illustrate our methods, we first clear the units with missing response and get 305 sample points. All the six predictors are subject to missingness. Among them, there are missing values as follows: 52 instances in X 1 ; 18 in X 2 ; 24 in X 3 ; 29 in X 4 ; 56 in X 5 ; and 187 in X 6 . The complete dataset contains only 82 instances.
In the first step, we determine the dimension, d, of θ 0 . Based on the complete data and the BIC-type criterion developed by Zhu et al. [28] which is a modification of [27] , two directions are determined. We then apply the proposed method in this paper to estimate the two directions. In this data analysis, we first standardize the observations and then use h = n −1/5 as the bandwidth. Again, letθ N be the nonparametric estimate of selection probability andθ P the parametric estimate. The results are presented in Table 6 . From this table, we can know that the rectal temperature in degrees Celsius (X 1 ) has a great impact on the pain level. Further, the results obtained from the OPG method imply that the fourth predictor, total protein, also plays an important effect on the pain level. While the results obtained from the MAVE method suggest that the fourth factor, total protein and the sixth factor, the abdominocentesis total protein also influence the level of pain.
To further evaluate the estimation accuracy of our proposed methods, we adopt the R
(y i −ȳ) 2 to check the model fitting. Note that here n = 82, the number of completely observed units,ŷ i is the estimated value by employing different estimation methods and y i is the response for the completely observed unit. The R 2 for NWM, PWM, NWO and PWO are 0.6906, 0.6845, 0.5298 and 0.4880 respectively. These values suggest that the multi-index model may be a good choice and the MAVE-based methods may work better than the OPG-based ones. These findings are helpful to a preliminary diagnosis.
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Appendix. Proofs of Theorems 2 and 3
Define D n = {x :
To obtain the asymptotic properties of θ NWO and θ NWM , we should establish the following lemmas. In the following results, d = 1.
Proof. Based on Lemma 6.6 in [19] , we have
For I 11 , we have
and for I 12 ,
Altogether, the proof is finished.
Then we have
Proof. Note that
Similarly as the proof of Lemma 1, we have
It can be easily proved that
Combining the equations above, we complete the proof of Lemma 2.
We have
Proof. It follows from Lemma 1 that
The variable y i can be rewritten as
It can be proved that
Combining these equations, the proof of Lemma 3 is finished.
Lemma 4.
We have Let (θ , B) be an orthogonal matrix. By Lemma 1, we obtain
Again by Lemma 1,
n the left-hand side of Lemma 4. Noting that E{g where (θ 0 , B 0 ) is an orthogonal matrix, we have
By the matrix inversion formula in blocks, we have 
Proof. By Lemma 3, we have
Therefore,
By Lemmas 1 and 3, for the third term on the right-hand side of the preceding equation in Lemma 5, we have
We can also obtain that
Let N θ n be the left-hand side in Lemma 5. By Lemma 3 and the above two equations, we have
By Lemma 1, we have
Thus we complete the proof of Lemma 5 based on these equations.
Proof of Theorem 2. First we give the proof for the asymptotic normality ofθ NWO . By Lemma 1, we havê
Thus by the smoothness of ρ n (·) with |ρ ′ n (·)| < cn ϵ for some c > 0, we obtain
It is easy to see that
Thus, invoking (C1) and Lemmas 6.6 and 6.7 in [19] , we have
Suppose we start with θ (k) = θ ∈ Θ in the kth iteration in the algorithm. We have (hτ
whereθ = (θ 0 +L n )/|θ 0 +L n |, and
Invoking the facts that µ θ 0 (x) = E(X |θ
Since the estimator θ k+1 in the next iteration is the eigenvector of n
As H 1 is a sum of i.i.d. random variables, we can easily handle it. We now rewrite H 2 as a sum of i.i.d. random variables so that we can apply Central Limit Theorems to prove the asymptotic normality. Note that
The asymptotic normality ofθ NWO in Theorem 2 follows from Central Limit Theorem. Below we give the proof for the asymptotic normality ofθ PWO . Since the proof is very similar to the above, here we show it briefly.
First, similar to the proof for Lemma 1, we can get
Let Γ i = (1, y i , t i ) . Note thatα is the least squares estimator of α. We have
For V 1 , we have
As for V 2 , it can be computed as
Eq. (12) follows. Following the proofs of Lemmas 2-5, we can get similar conclusions, and finally similar to the proof of Theorem 1 for θ NWO , we can get the following equation
Again K 1 is a sum of i.i.d. random variables and we prove that asymptotically, K 2 is also a sum of i.i.d. random variables. It is easy to see that
2 (X)ν θ 0 (X)ϵ|Z).
Under condition (C8), we derive that
where Σ α = E(π (z i , α)(1 − π (z i , α))Γ τ Γ ).
where a n =  1 2n
It is easy to check that |θ | = 1 + a n + o(n −1/2 ). 
Thus as the iteration k → ∞, we can have
Using a similar argument as that for Theorem 2, we have
Thus the asymptotic normality ofθ NWM follows from Central Limit Theorem and the fact that W 0 = E(g ′ (θ τ 0 X ) 2 W 2 (X)).
Forθ PWM , we can also use a similar proof forθ NWM to obtain
Furthermore, similarly as the proof of Theorem 2 forθ PWO , we can have
0 X )ν θ 0 (X)ϵ|Z). Then Theorem 3 for θ PWM follows.
