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Abstract. We show that for detections of gravitational-wave transients, constraints
can be given on physical parameters of the source without using any specific
astrophysical models. Relying only on fundamental principles of general relativity,
we can set upper limits on the size, mass, and distance of the source solely from
characteristics of the observed waveform. If the distance of the source is known from
independent (e.g. electromagnetic) observations, we can also set lower limits on the
mass and size. As a demonstration, we tested these constraints on binary black
hole signals observed by the LIGO and Virgo detectors during their first and second
observing runs, as well as on simulated binary black hole and core-collapse supernova
signals reconstructed from simulated detector data. We have found that our constraints
are valid for all analyzed source types, but their efficiency (namely, how far they are
from the true parameter values) strongly depends on the source type, ranging from
being in the same order of magnitude to a several orders of magnitude difference. In
cases when a gravitational-wave signal is reconstructed without waveform templates
and no astrophysical model on the source is available, these constraints provide the only
quantitative characterization of the source that can guide the astrophysical modeling
process.
1. Introduction
The two detectors of the Laser Interferometer Gravitational-Wave Observatory (LIGO,
[1]) have finished two observing runs so far (designated O1 and O2), during which they
observed gravitational waves (GWs) from coalescences of binary black holes (BBHs, see
e.g. [2, 3]) and a binary neutron star [4]. The Virgo detector [5] was also in observing
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mode during the last month of O2 (August 2017), and contributed to the observation of
additional GW events [6, 4]. After the end of O2 on 25 August 2017, all three detectors
had been under commissioning break, and started the third observing run (O3) in April
2019. In the near future, the KAGRA detector [7] will also join the network of advanced
GW detectors [8].
Besides compact binary coalescences (CBC), for which template-based searches are
available, the LIGO-Virgo Collaboration (LVC) also carries out searches for generic
GW transients (a.k.a. bursts), where no accurate waveform models exist (see e.g. [9]).
Although all GW transients that have been detected so far were identified as signals
from CBC sources [9, 10], the chance of detecting a GW burst without an associated
source model is increasing with the space-time volume surveyed by the expanding and
improving network of GW detectors. The current expectation is that by 2024, the two
LIGO detectors, the Virgo detector, and the KAGRA detector will all operate at their
design sensitivities [8].
The LVC employs multiple algorithms to detect burst signals by looking for
statistically significant coherent excess power in all detectors’ datastreams; and also to
reconstruct their waveforms using generic base functions [11, 12, 13, 14]. To determine
properties of the GW source‡, one needs to extract information from the reconstructed
GW waveform, which carries information about the dynamics of the source. The
quadrupole formula describing an emitted GW (see e.g. equations (3.67) and (3.68) in
[15]) is not invertible, and thus the dynamics of the source cannot be reconstructed
entirely from the observed waveform. One can assume a specific source model to
overcome this problem, and find the best-fit values of model parameters. This method,
however, cannot be used in case of the discovery of a new, unexpected source type,
where no model predicting the GW waveform is available.
In this paper, for the first time, we address the problem of extracting astrophysical
information about the source from the observed GW waveform without assuming any
specific source model. Using the properties of the GW waveform reconstructed model-
independently, we can set upper limits on the characteristic size, the characteristic mass
and the luminosity distance of the source. If the source distance is known (e.g. from
electromagnetic observations), we can also set lower limits on the characteristic size and
mass. These constraints utilize fundamental principles of general relativity, which has
been extensively tested and confirmed (for a review, see e.g. [16]). The constraints can
be calculated for any transient GW signal, and for GW bursts without a clear model
on their astrophysical source, they provide the only quantitative characterization of the
GW source. Note that most of the formulae describing our constraints are similar to
and inspired by formulae derived before the first detection of GWs to give order of
magnitude predictions of the expected properties of GWs using educated guesses on
‡ Here and throughout the paper we use the term “GW source” in a restricted sense, referring only
to the part of an astrophysical object that emits an observable GW. For example, in a core-collapse
supernova, the term “GW source” refers only to the GW-emitting core, and not to the entire exploding
star.
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source parameters (see e.g. [17, 18, 19]), however we propose to use them “backwards”,
i.e. constraining parameters of GW sources using actual measured properties of their
detected and reconstructed signals.
To test the validity and efficiency of our proposed constraints, we applied them
on both observed and simulated GW signals: i) five BBH signals detected during O1
and O2; ii) hundreds of simulated BBH signals; and iii) tens of simulated core-collapse
supernova (CCSN) signals. We embedded all simulated signals into simulated Gaussian
noise to create realistic samples of data we can feed as an input to our waveform
reconstruction algoritm. To reconstruct the waveforms of both simulated and observed
signals, we used BayesWave, one of the algorithms used by the LVC, which applies
Bayesian methods to estimate parameters and reconstruct waveforms of GW bursts
(see [11] and [20] for details).
This paper is organized as follows. We introduce our constraints in Section 2. We
present tests of the constraints with observed and simulated signals in Section 3, and
discuss some practical aspects of their application in Section 4. We derive conclusions
and discuss potential implications of our work in Section 5. Appendix A provides
additional information on how the signal parameters used to calculate our constraints
can be estimated from the data.
2. Description of constraints
In this section, we introduce different model-independent constraints on astrophysical
parameters of GW sources. We describe upper limits we can set on the characteristic
size (see Section 2.1), characteristic mass (see Section 2.2), and luminosity distance (see
Section 2.3) of the source based solely on the observed GW waveform. In Section 2.4, we
investigate the scenario when the source distance is known from non-GW observations,
and we describe the resulting lower limits on the characteristic size and mass of the
source.
2.1. Upper limit on the characteristic size
We can set an upper limit on the characteristic size (D) of a GW source (see footnote 1 on
page 2) using the central frequency of the observed GW signal, fGW0 (see Appendix A).
Based on the quadrupole nature of the dominant term in GW emission (see e.g. Chapter
3.3.5 in [15] for details), we can assume that:
fGW0 ' 2f s, (1)
where f s is the frequency of the motion generating the GW. (1) becomes an exact
equivalence if the motion is a harmonic oscillation at non-relativistic speeds. Causality
requires that the typical velocity in the source, v, must at all time be less than the speed
of light, c, i.e. c > v ≡ pif sD, where D is defined as the characteristic size (and D/2
as the characteristic radius) of the GW source. Combining this criterion with (1) gives
Interpreting a gravitational-wave burst 4
the following upper limit on D:
Dmax =
2c
pi
1
fGW0
' 1909
(
fGW0
100 Hz
)−1
km. (2)
It has been shown that fGW0 can be estimated robustly for a wide range of signal
morphologies with a median statistical error of ∼10% of the signal bandwidth (see [13]).
Thus determining Dmax, which only depends on f
GW
0 , is straightforward for any detected
transient GW signal.
In most cases the cosmological redshift (z) of the source is unknown. It has been
neglected in (2), because taking it into account would introduce a (1+z)−1 factor in the
expression of Dmax, which would reduce the Dmax value we get in (2). Thus, the way
we define Dmax in (2) remains a valid upper limit for all sources, regardless of their z§.
Alternatively, we can say that with (2), we can set an upper limit on the characteristic
size measured in the detector frame, which is (1 + z) times larger than in the source
frame.
It should be noted, that there is an inescapable limitation of this constraint: it
can only give information about the GW source, but not necessarily about the entire
astrophysical object. E.g. for an eccentric BBH system in the phase of repeated bursts
(see e.g. [21]), we would only observe GWs at pericenter passages. This means that the
upper limit on the characteristic size obtained with (2) would only be an upper limit on
the pericenter distance, but not on the semi-major axis or on the apocenter distance of
the system.
2.2. Upper limit on the characteristic mass
Knowing the previously described upper limit on D, we can also set an upper limit on
the GW source’s (see footnote on page 2) characteristic mass, M . This is based on the
fact that there is an absolute upper bound on the compactness of the GW source:
M
R
≤ c
2
G
, (3)
where R = D/2 is the characteristic radius of the source, G is the gravitational constant,
and the equality corresponds to a maximally spinning Kerr black hole. Combining this
with (2), we get the following upper limit on M :
Mmax =
c3
piG
1
fGW0
' 646
(
fGW0
100 Hz
)−1
M, (4)
where M is the mass of the Sun.
Similarly to the case of Dmax, it is straightforward to calculate Mmax for any
observed transient GW signal, and it gives a valid upper limit on M regardless of
the z of the source. Also similarly to Dmax, Mmax is only a valid upper limit on the GW
§ We neglected peculiar velocities here, which, in principle, could artificially decrease our upper limit.
However, we do not expect peculiar motions to overcome the effect of cosmological redshift for sources
in cosmological distances.
Interpreting a gravitational-wave burst 5
source, but not necessarily on the entire astrophysical object. E.g. in case of a CCSN,
Mmax constrains the mass of the GW-emitting core, but not the entire exploding star.
For more details see the discussion at the end of Section 2.1.
2.3. Upper limit on the luminosity distance
General relativity implies an upper limit on the luminosity of any emission process
regardless of the mass of the source, which comes from the fact that a higher luminosity
would require such a high energy density in the source, that it would collapse into a
black hole (see e.g. Chapter 9.4 of [19] for details):
Lmax =
c5
G
' 3.6× 1052 W. (5)
We can set an upper limit on the luminosity distance of a GW source (see footnote
1 on page 2), dL, by comparing the observed GW luminosity, LGW, to Lmax. For a GW
signal, assuming isotropic emission, we can calculate the time-dependent luminosity of
the source using the following formula (see e.g. equation (17) in [22]):
LGW(t¯) =
c3
4G
d2L
(
h˙(t)
)2
, (6)
where h˙(t) is the time derivative of the detected waveform, h(t), and t¯ and t are measured
in the source-frame and the detector-frame, respectively.
Combining (5) with (6), and neglecting the cosmological Doppler-effect
(i.e. assuming that t¯− t is constant), we get an upper limit on the luminosity distance
of the source:
dL,max = 2c
(
h˙∗
)−1
' 19.4
(
h˙∗
10−18 s−1
)−1
Gpc, (7)
where h˙∗ is the maximum of h˙(t) throughout the observed signal (see Appendix A).
Note that a similar analysis can give a distance estimate specifically for BBHs [23].
The cosmological Doppler-effect can be taken into account by introducing a (1+z)−1
factor in (7), which gives the following equation:
dL,max = 2c
1
h˙∗(1 + zmax)
, (8)
where zmax is the redshift that corresponds to a luminosity distance of dL,max. As zmax
depends on dL,max, (8) cannot be solved analytically. The dependence of zmax on dL,max
is set by the cosmological model, for which we assume a flat ΛCDM cosmology with
parameters reported in the “Planck + WP + highL + BAO” column of Table 5 in [24].
The self-consistent solution of (8) can be found by iteration (see Section 3.2), which we
have found to be converging in all cases, and which significantly lowers the upper limit
given by (7).
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2.4. Lower limits for sources with known distances
In this section we examine what constraints we can set on a GW source (see footnote
on page 2) for which we know its comoving distance, dC , e.g. from identification of its
host galaxy (as it happened for GW170817, see [25]).
The + and × polarizations of the emitted GW are given by the quadrupole
formula‖:
h+(t) =
G
c4dC
(
M¨11 − M¨22
)
, (9)
h×(t) =
2G
c4dC
M¨12, (10)
where Mij are the second momenta of mass in the source frame where the observer is
at the positive z direction, and the two dots denote the second time derivative. The
second time derivative of all Mij components must in all cases satisfy:
M¨ij ≤Mc2, (11)
where M is the characteristic mass of the source. From (11), we can set an upper limit
on the GW amplitudes:
h+,×(t) .
2GM
dCc2
, (12)
which is valid for all t.
Combining h+ and h× in the output of a GW detector implies the following upper
limit on the maximum amplitude value of the observed h(t) GW signal (see Appendix
A):
h∗ . 4GM
dCc2
. (13)
Thus by knowing the comoving distance, we can set a lower limit on the GW
source’s (see footnote on page 2) characteristic mass:
Mmin =
c2
4G
h∗dC ' 0.52
(
h∗
10−21
)(
dC
100 Mpc
)
M, (14)
Using (3), we can follow a similar argument to the one we used in Section 2.2, and we
can convert Mmin into the following lower limit on the characteristic size of the GW
source:
Dmin =
1
2
h∗dC ' 1.54
(
h∗
10−21
)(
dC
100 Mpc
)
km, (15)
The cosmological Doppler-effect does not affect h∗, so there is no need for a redshift
correction in (14) and (15).
Note that when the source distance is known, we can also refine our upper limits
on the characteristic size and mass by including a (1 + z)−1 factor in the expressions of
Dmax and Mmax (see (2) and (4)).
‖ We follow the notations used in Section 3.3 of [15]
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Table 1: Constraints derived for BBH signals GW150914 [2], GW151226 [2], GW170104
[26], GW170608 [27], GW170814 [6] observed by the LIGO-Virgo detector network
during the O1 and O2 observing runs. For a detailed description of the constraints,
see Section 2. We also show the reference values (medians with 90% credible intervals)
of the parameters. To calculate the lower limits, we used the point estimate of the
distance from the model-dependent analysis. Note that our constraints are consistent
with the model-based parameter estimates, and they would provide useful information
were there no source models available.
GW150914 GW151226 GW170104 GW170608 GW170814
D
(BBH)
ref [km] 386
+24
−20 129
+35
−10 300
+35
−30 112
+30
−6 330
+20
−16
Dmax [km] 1563 1112 1418 1457 1930
Dmin [km] 25 21 33 17 36
M
(BBH)
ref [M] 65.3
+4.1
−3.4 21.8
+5.9
−1.7 50.7
+5.9
−5.0 19.0
+5.0
−1.0 55.9
+3.4
−2.7
Mmax [M] 529.0 376.6 480.3 493.2 653.3
Mmin [M] 8.6 7.0 11.2 5.8 12.0
d
(BBH)
L,ref [Mpc] 420
+150
−180 440
+180
−190 880
+450
−390 340
+140
−140 540
+130
−210
dL,max [Mpc] 8450 21690 12860 20260 13960
3. Testing the constraints
To test the constraints introduced in Section 2, we calculated them for both observed
and simulated GW signals, and compared them to the reference values of the constrained
parameters (Mref , Dref , dL,ref). We take these reference values to be the point estimates
given by the model-based analysis for observed signals; and the preset parameter values
of the simulations for simulated signals. We describe the signals we used and the methods
we applied for these tests in Section 3.1, and present our results in Section 3.2.
3.1. Methods
We used three kinds of GW signals to test our constraints: BBH signals observed by the
LIGO and Virgo detectors during O1 and O2; simulated BBH signals; and simulated
CCSN signals¶. We analyzed all these signals with the BayesWave algorithm [11, 20],
which robustly reconstructs the waveforms and central moments of signals for a wide
range of signal morphologies [13]. We reconstructed all simulated signals from samples
of simulated Gaussian noise corresponding to the detectors’ design sensitivities.
We tested our constraints on five BBH signals detected during O1 and O2:
GW150914 [28], GW151226 [2], GW170104 [26], GW170608 [27], and GW170814 [6]. We
compared our constraints to the reference values of the parameters, which we equate
¶ Our only intention by applying our methods to these signals was to test and validate our methods.
We do not propose to use these constraints to gain new information from signals well described by
astrophysical models.
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with the point estimates obtained from the model-dependent analysis. We defined
the reference value of the characteristic mass as the observed source-frame total mass:
M
(BBH)
ref ≡ m1+m2, where m1 and m2 are the observed source-frame component masses.
We chose the reference value of the characteristic size to be D
(BBH)
ref ≡ 2(r1+r2), where r1
and r2 are the Schwarzschild radii associated with the observed source-frame component
masses. Finally, we defined the reference value of the luminosity distance, d
(BBH)
L,ref , as
the luminosity distance estimation from the model-dependent analysis. We listed these
reference values of parameters, alongside with the constraints, in Table 1.
We also tested our constraints on simulated BBH signals, because for these we can
directly compare our constraints to the preset parameters of the simulations without
relying on results of a model-dependent analysis. We define the reference values of
parameters in the same way as for observed BBHs, but using the preset parameter
values instead of the observed ones. We used 300 simulated BBH signals for these tests
produced with LIGO Algorithm Library’s injection infrastructure [29]. We used the
SEOBNRv2threePointFivePN waveform approximant, which applies the aligned-spin
effective-one-body model described in [30]. We set a uniform distribution between 20
M and 50 M for the BBH component masses, and for simplicity, we set the spins of
all black holes to zero.
We have also tested our constraints on CCSNe, which are less energetic systems
than BBHs, but are among the most promising sources of GW bursts [31, 32, 33].
Also, because the GW waveform emitted during a CCSN is non-deterministic [34],
our constraints may help understand the physics of the explosion if we detect such a
signal. We used GW waveforms B15-WH07 and B20-WH07 from [34], which represent
simulated GWs emitted from non-rotating 15 M and 20 M CCSN progenitors,
respectively. Note that these are 2-dimensional simulations, where only one polarization
is available, and the GW amplitude could differ from the one found in 3-dimensional
simulations. We compared our characteristic size constraints to the diameter of the
iron core right after collapse, which is about 100 km for both waveform simulations
(see e.g. Figure 5 of [34]), i.e. we set D
(CCSN)
ref ≡ 100 km. We compared our constraints
on the characteristic mass to the mass of the iron core, which is about 1.4 M for all
massive stars, i.e. M
(CCSN)
ref ≡ 1.4M. We scaled the simulated GW signals to make
them consistent with a CCSN exploding at a distance of 1 kpc, and we compared our
distance constraints to this distance, so d
(CCSN)
L,ref ≡ 1 kpc.
3.2. Results
Figure 1 show our upper limits along with simulated and observed signals we tested them
on. Panel (a) shows Dmax as a function of f
GW
0 , panel (b) shows Mmax as a function of
fGW0 , and panel (c) shows dL,max as a function of h˙
∗. The shaded regions represent the
parameter spaces consistent with the upper limits. Simulated signals are also plotted
with their Dref and f
GW
0 values for panel (a), Mref and f
GW
0 values for panel (b), and
dL,ref and h˙
∗ values for panel (c). fGW0 and h˙
∗ values were reconstructed by BayesWave
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for all the signals (see Section 3.1 for details). Panel (c) also shows dL,max without
redshift correction (dashed blue line). We can see that taking the cosmological Doppler-
effect into account makes the upper limit significantly more restrictive (especially at low
h˙∗ values). Luminosity distance values corresponding to z = 1 and z = 10 are marked
with red solid (horizontal) lines on panel (c).
All three panels of Figure 1 show that all plotted data points fall into the region
allowed by our upper limit. This means that our upper limits are valid for all GW signals
we used in our tests. This is consistent with our expectations based on the theoretical
arguments we presented in Section 2.
To characterize the efficiency of our upper limits, we compare them to the
corresponding reference values. The closer the limit and reference value are to each
other, the more we learn about the source from that constraint. Thus we focus on:
the RD ≡ Dref/Dmax ratio for the characteristic size limit, the RM ≡ Mref/Mmax ratio
for the characteristic mass limit, and the Rd ≡ dL,ref/dL,max ratio for the luminosity
distance limit. These ratios should be below 1 in all cases, and the closer they are
to 1, the better our constraints are in characterizing the source. Figure 2 show the
distributions of these ratios: RD in panel (a), RM in panel (b), and Rd in panel (c).
For simulated signals, we show the histogram of the R values, while for observed BBHs,
we plot their corresponding RD values as dashed vertical lines.
From Figure 2 (a), it is immediately visible that RD is above 5% for all tested
signals, and reaching ∼40% for some of the BBH signals. Also note that the
distributions for CCSNe and BBHs are overlapping with each other, which means that
our assumptions for the size constraint’s limiting case are similarly met for both type
of signals. Figure 2 (b) shows that RM is above 0.8% and 2.5% for all simulated CCSN
and BBH signals, respectively, and reaching ∼20% for some of the simulated BBH
signals. Note that RM is significantly lower for CCSN than for BBH signals. This
can be understood if we consider that motions in CCSNe are similarly relativistic as
in BBHs, but CCSNe are less compact than BBHs (see (3)). Figure 2 (c) shows that
while the median Rd is 4.0% for simulated BBHs and 3.9% for observed BBHs, it is only
(6.7×10−5)% for CCSN signals. So we can see that CCSN signals have Rd ratios orders
of magnitudes smaller than BBHs. This difference can be understood as CCSNe are less
effective GW emitters than BBHs. While the six orders of magnitude difference between
the upper limit and the reference value of distance we see for CCSNe may suggest that
the luminosity distance upper limit is not informative, one should keep in mind that
for signals coming from an unexpected new source type, these constraints are the only
quantitative information we can derive about the source.
Figure 3 shows our lower limits with solid blue lines as a function of h∗dC :
Mmin in panel (a), and Dmin in panel (b). Shaded regions represent the parameter
spaces consistent with the lower limits. The simulated and observed signals are also
plotted with their Mref or Dref values, and h
∗dC values, where h∗ was reconstructed by
BayesWave. All plotted data points fall into the regions allowed by our lower limits,
which means that our lower limits are valid for all signals we used in our tests. This
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Figure 1: Test of upper limits on simulated and observed signals. Blue lines show:
(a) upper limit on characteristic size, Dmax, as a function of the reconstructed central
frequency (fGW0 ) of the GW signal; (b) upper limit on characteristic mass, Mmax, as
a function of fGW0 ; and (c) upper limit on luminosity distance, dL,max, as a function
of the reconstructed maximum of the time derivative, h˙∗, of the GW signal. The
blue shaded areas show the regions of the parameter spaces that are consistent with
our constraints. We also show the simulated and observed signals with their reference
parameter values (Dref , Mref , dL,ref) and their relevant model-independent parameter
values (fGW0 for panels (a) and (b), and h˙
∗ for panel (c)) reconstructed by BayesWave.
Panel (b) also shows M∗max = 0.25Mmax, which is a more restrictive upper limit, but it
is only valid for non-spinning equal mass BBHs. On panel (c), we also show the upper
limit without redshift correction (see (8) in Section 2.3) with a blue dashed line; and
representative distances with horizontal red lines corresponding to z = 1 and z = 10. We
see that these are all consistent with the upper limits. Observed and simulated BBHs
not overlap completely, because we used a very simple mass and distance distribution
for the simulated BBHs, which does not describe well the observed BBHs.
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Figure 2: Distribution of the ratios of the reference values and the upper limits. Panel
(a) shows this ratio for the characteristic size (RD ≡ Dref/Dmax), panel (b) shows it for
the characteristic mass (RM ≡ Mref/Mmax), and panel (c) for the luminosity distance
(Rd ≡ dL,ref/dL,max). Blue and orange histograms show the distributions for simulated
BBH and CCSN signals, respectively. Observed BBHs are represented individually with
green vertical dashed lines. These are individually labeled for panel (a) and (b), while
for panel (c) they, from left to right, represent GW170608, GW151226, GW170814,
GW150914, and GW170104.
is consistent with our expectations based on the theoretical arguments we presented in
Section 2.
Similarly to upper limits, to characterize our constraint’s efficiency, we should
examine the ratio of the lower limit and the reference value. Figure 4 (a) shows this
ratio for the characteristic mass (RM ≡ Mmin/Mref), and Figure 4 (b) shows it for the
characteristic size (RD ≡ Dmin/Dref). For simulated signals, we show the histogram
of R values, while for observed BBHs, we plot their corresponding R values as dashed
vertical lines.
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Figure 3: Test of lower limits on simulated and observed signals. Blue lines show lower
limit on: (a) characteristic mass ( Mmin), and (b) characteristic size (Dmin); both as a
function of h∗dC , i.e. the reconstructed maximum of the GW signal times the comoving
distance of the source. The blue shaded area shows the region of the parameter space
that is consistent with our constraint. We also show the simulated and observed signals
with their Mref for panel (a), and Dref for panel (b); and h
∗dC values for both panels,
where h∗ was reconstructed by BayesWave. We see that these are all consistent with the
lower limit. GW170608 and GW151226 are not overlapping with the simulated BBHs,
because we used a 40 M total mass lower cutoff for the simulated BBHs.
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Figure 4: Distribution of the ratios of lower limits and reference values. Panel (a)
shows this ratio for the characteristic mass (RM ≡ Mmin/Mref), and panel (b) shows
it for the characteristic size (RD ≡ Dmin/Dref). Blue and orange histograms show the
distributions for simulated BBH and CCSN signals, respectively. Observed BBHs are
represented individually with green vertical dashed lines.
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The median value of RM is 5.8% for simulated BBHs, 5.4% for observed BBHs, and
(3.1× 10−3)% for CCSNe. The median value of RD is 2.9% for simulated BBHs, 2.7%
for observed BBHs, and (1.3× 10−4)% for CCSNe. So we can see that the distributions
of RM and RD are clearly different for BBHs and CCSNe, with CCSNe being farther
away from R = 1, which can be understood as CCSNe are less energetic GW sources
then BBHs.
4. Discussion
In this section, we address two practical questions to assess the applicability of the
proposed constraints. First, we investigate how our constraints would be affected by
imperfect waveform reconstruction. Second, we discuss how these constraints can be
applied to any GW source, even if they are not naturally described by the parameters
we aim to constrain.
4.1. Effects of imperfect waveform reconstruction
Reliable measurements of signal parameters (which include uncertainties) are essential
for giving meaningful constraints on source parameters. These can be obtained from
a reconstructed waveform which has corresponding confidence intervals (see Appendix
A), i.e. it covers all the possible waveforms that are consistent with the data at some
confidence level. These confidence intervals on the waveform can always be translated
to confidence intervals on signal parameters, and thus to confidence intervals on our
constraints. In the analysis of an observed signal, one would want to use e.g. the 90th
percentile for upper limits and 10th percentile for lower limits to get constraints at the
90% confidence level. For simplicity, in this paper we have chosen to use the median
values instead. We do not expect this to have a significant effect on our results, because
the expected systematic errors are at the 10% level (see [13]), which is much smaller
than the difference between our constraints and the true value of the parameters (see
Section 3.2).
Model-independent waveform reconstructions have systematic errors too. Both
algorithms and the detectors themselves have varying sensitivities throughout the
time-frequency region we analyze, which can lead to systematic inaccuracies in the
reconstructions of the waveforms. For example, algorithms providing unmodeled
waveform reconstructions (including BayesWave) tend to miss parts of the inspiral
phase of low signal-to-noise ratio GWs emitted by low-mass binary black hole systems.
Increasing the signal-to-noise ratio would allow the detection of earlier parts of the
inspiral, but at any sensitivity, we will always miss the part of the signal where the
frequency is outside the sensitive band of the detector. Modeled searches can extract
the signal even at frequencies where the detectors are less sensitive by utilizing some
waveform model, which we do not have in the scenario examined in this work.
Note that the data can also contain transient non-Gaussian noise features (see
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e.g. [35]), which we have not considered in our analysis. Such a noise transient could
bias the estimated parameters of the GW signal if they coincide both in time and
frequency [36]. However, there are ongoing efforts to use the BayesWave algorithm to
safely remove such noise transients without compromising the GW signal [37, 38, 39].
Also note that, since glitches tipically occur on the order of once per minute [38], a
coincidence is relatively unlikely for short GW bursts with a duration of less than a few
seconds.
The sensitivity of our detectors and algorithms is a limitation in reconstructing
the GW waveform model-independently, and should be kept in mind when interpreting
a detection. This caveat, however, is not specific to our methods described in this
paper. It will be present in any analysis that uses the model-independently reconstructed
waveform to interpret a signal of unknown origin.
4.2. Applicability to generic burst sources
Since we do not assume any source model during their derivation, our constraints can
be applied to any GW burst detection, with the caveats that we make a few simplifying
assumptions (e.g. isotropic emission, see details in Section 2). If a particular source
family is not naturally described by our constrained parameters (D, M , and dL),
those can be mapped onto the parameters relevant for the given source. Note that
we already show an example for such a mapping in Section 3.1, where we transform the
“characteristic size” to the Schwarzschild radii of components of a BBH system. Another
example is cosmic strings, which are actively being searched for by the LVC [40], but
conventionally are not parameterized with masses. The nominal parametrization uses
the string tension (Gµ) and invariant length (l), or invariant radius (R) if a circular
geometry is assumed. Nevertheless, R and Gµ can be used to associate a mass (called
“loop mass”) to a string as Mloop = 2piRµ = lµ (see e.g. [41]), which then can be
constrained by our characteristic mass parameter we described in Section 2.2. This
demonstrates that even if a source is not naturally characterized by the same parameters
we aim to constrain, our constraints can always be mapped onto the parameter space
of the source model.
Note that the constraints presented in this paper can safely be used for GW memory
signals too, where the parent signal is not detected (see e.g. [42]). These memory
signals will always be detected at lower frequencies compared to their undetected parent
burst signals, which means that our mass and size upper limits will give less stringent
constraints. [42] also showed that the amplitude of the memory signal is always smaller
than the parent signal, so our mass and size lower limits will give a smaller (more
conservative) constraint. The lower frequency and amplitude also implies that our
measured h˙∗ will be smaller compared to the parent signal, so our luminosity distance
upper limit will also give a higher (more conservative) constraint. This analysis shows
that if the parent signal does not violate our constraints, the memory signal will not
violate it either.
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5. Conclusion
We suggest, for the first time, methods to characterize transient GW signals using
robust constraints we obtain from general relativistic principles, without relying on
any astrophysical models of the source. For generic transient GW signals lacking any
astrophysical models on the source, such constraints provide the only possibility for a
quantitative characterization of the source, and for guiding the development of a source
model.
In this paper, our main goal was to provide an approach which can help in
interpreting GW bursts originating from new source types. Such an observation can
happen at any time with more and more sensitive GW detectors operating around the
world. Thus we proposed to use the reconstructed waveform parameters of detected
GW signals as inputs for formulae described in Section 2 to set upper limits on the
characteristic size, characteristic mass and luminosity distance of the source based on
the observed GW signal. If information is available on the distance of the source, we
can also set lower limits on the characteristic mass and size. Currently this approach
provides the only possibility to extract quantitative information about the source of a
GW detection without assuming a specific source model and without invoking other
(non-GW) observations. Note that our constraints may also be applicable to continuous
GW signals (see e.g. [43]), even though we have only tested them for transient ones.
We have tested our constraints on BBHs observed by the LIGO and Virgo GW
detectors, as well as on simulated BBH and CCSN signals. We have found that our
constraints are always consistent with the preset parameter values of the simulated
signals and the point estimates given by the model-based analysis, which means that
the proposed constraints are valid for a wide range of sources. The constraints are
generally closer to the reference values of parameters for BBH signals than for CCSN
signals, and in some cases the reference value of parameters and the constraint are within
one order of magnitude. We emphasize that we propose to apply these methods not on
GWs from BBHs, but on GW bursts of unknown origin. These efficiency results may not
hold for any GW source emitting a GW burst, as we have done our tests using one of the
most relativistic sources, where the limiting cases of our constraints are almost reached.
However, we need to detect the signal in order to do any parameter estimation, which,
considering the sensitivities of current and future GW detectors, already suggests that
the source must be highly relativistic, so we expect these results to be representative of
the performance of our constraints for wide range of possible GW sources. Also, even in
cases when there are several orders of magnitude difference between the reference values
of parameters and the constraint, these limits could prove to be useful in interpreting the
detection of a generic GW burst without a clear model on its source, because currently
this is the only quantitative approach we have for characterizing the source of a GW
burst.
Our plan is to incorporate these constraints in the standard output of BayesWave
and have them calculated for any transient GW signal observed by the LIGO and
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Virgo detectors. This way the constraints would be readily available in the case of a
detection of a GW burst coming from an unidentified source, and they may help with
the interpretation of such a detection. Beyond its straightforward use of informing
theorists working on building a model for a new type of GW sources, our constraints
could potentially be also used to set prior bounds for particular source models. Based
on [13], we expect that parameter estimation uncertainties will not affect significantly
the constraints presented here in the case of a highly significant, high signal-to-noise
ratio detection. Calculating statistical uncertainties associated with our constraints
are trivial, and planned to be implemented for the actual analysis. We are planning
to continue exploring possible ways of interpreting GW bursts. For example, the
limits proposed in this paper may be improved by making some simple assumptions
on the source. By doing so, we would lose some of the generality but would gain more
informative constraints. We are also interested in carrying out a more in-depth analysis
on core-collapse supernovae, focusing on how we could better understand the emission
mechanism using the constraints presented in this paper. We are also planning to explore
the applicability of such constraints for other types of GW detectors, e.g. LISA [44] and
Pulsar Timing Arrays (PTAs, see e.g. [45, 46]).
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Appendix A. Reconstructing model-independent parameters
To calculate the constraints introduced in Section 2 we need to estimate three model-
independent parameters of the signal: its central frequency (fGW0 ), its maximum
amplitude (h∗) and the maximum of its time derivative (h˙∗). These are defined as
follows:
fGW0 ≡
∫ ∞
0
df
2|h˜(f)|2
h2rss
f, (A.1)
h˙∗ ≡ max
t
[
|h˙(t)|
]
, (A.2)
h∗ ≡ max
t
[|h(t)|] , (A.3)
Interpreting a gravitational-wave burst 17
where h˜(f) and h(t) are the reconstructed waveform in the frequency domain and in
the time domain, respectively, and hrss is the root-sum-squared amplitude defined as
h2rss =
∫
(h2+ + h
2
×)dt.
We can see that all the required parameters can be calculated from the reconstructed
waveform. The waveform itself can be extracted from the data in different ways.
Here we describe how BayesWave reconstructs the waveform (for more details see
e.g. [11, 13, 39]). BayesWave models the data as Gaussian noise plus a sum of
sine-Gaussian wavelets. These wavelets form a frame, to which any time series can
be expanded. BayesWave employs a trans-dimensional Markov Chain Monte Carlo
sampler, which varies the parameters of the sine-Gaussian wavelets (central time, central
frequency, quality factor, amplitude, and phase), as well as the number of wavelets used.
This allows for the accurate reconstruction of GWs with no prior assumption on the
signal morphology, but without overfitting the data. As a result, we get a set of wavelets
which can be added up for each sample to get a reconstructed waveform at each step of
the sampler. These wavelets can be added up for each sample, so we get a reconstructed
waveform for each step. From these reconstructed waveforms, we can also compute
parameters fGW0 , h
∗, and h˙∗ at each step, from which we can calculate their median
values and associated credible intervals. For simplicity, we used the median parameter
values in this paper, but an actual analysis should use appropriate percentile values to
give constraints at a given confidence level (see Section 4.1 for details).
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