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Abstract: There  is great  interest  in data‐driven modelling  for  the  forecasting of building energy 
consumption while using machine  learning  (ML) modelling. However,  little  research  considers 
classification‐based ML models. This paper compares the regression and classification ML models 
for daily  electricity  and  thermal  load modelling  in  a  large, mixed‐use, university building. The 
independent  feature  variables  of  the  model  include  outdoor  temperature,  historical  energy 
consumption data sets, and several types of ‘agent schedules’ that provide proxy information that 
is  based  on  broad  classes  of  activity undertaken  by  the  building’s  inhabitants. The  case  study 
compares four different ML models testing three different feature sets with a genetic algorithm (GA) 




heat  demand,  temperature,  and  the  ‘agent  schedules’,  which  derive  from  large  occupancy 











countries,  buildings  have  already  become  the  largest  source  of  energy  consumption  and  CO2 
emissions, which are predicted  to  increase  in  the  future  [3]. Accurate daily demand prediction  is 
important for understanding future use of energy and it can be used to reduce building energy costs 
and  emissions. For  example,  the building operator  can  choose  to preheat or precool  in different 
seasons  according  to  the prediction  results. While  accurate  and  reliable demand predictions  can 
improve building energy performance, the predictions are a complex problem that strongly depends 
on the specific building. Many factors affect heat and electricity consumption, directly or indirectly, 
for  example,  outdoor  temperature,  equipment  efficiency,  and  occupancy  [4].  For  thermal  loads, 
increasing numbers of new and refurbished commercial buildings use building management systems 
(BMS)  to  regulate  the  heat  consumption,  typically  using measurements  of  indoor  and  outside 
temperature difference and assumptions regarding the thermal efficiency of the building itself [5]. 
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For electrical  load, occupancy  is seen as a major driver with  temperature contributing  to a  lesser 
extent [6]. Numerous load modelling approaches are based on these factors, which fall into two broad 
categories:  physical  and  data‐driven  methods  [4],  with  their  respective  advantages  being 
documented in published studies. 














have  the power  to  generate models  from  recorded  or proxy data,  and  these have  been used  in 
building simulations and energy performance predictions. Multiple regression and Artificial Neural 
Networks (ANN) represent two commonly used techniques [12]. 






to dynamic  simulation  results. Regression models have  also been used  for  electricity modelling. 
Newsham and Birt [16] put special emphasis on the influence of occupancy, which can increase the 
model accuracy. Fan et al. [17] used a multiple linear regression model along with eight other models 
to predict  the electricity  load of  the  tallest commercial building  in Hong‐Kong. Renaldi et al.  [18] 
developed a synthetic linear heat demand model that was based on an “energy signature method”. 
Irrespective of the approach, they can only determine one specific potential relationship between the 






tools  for  researchers  in  demand  modelling.  Apart  from  the  fast  calculation  speed,  the  main 

















previous  experience  and  not  through  a  formalized  procedure  that  is  based  on  the  model 






[29],  and  they  are  typically  used  in  regression  models,  e.g.,  step‐wise  regression  (LMSR)  or 
















behaviour.  The  hypothesis  is  that  classification  of  different  types  of  days will  reflect  different 
activities with associated energy consumption. The term ‘agent schedules’ is employed to describe 
these behaviours, but it should be noted that this is explicitly not a form of agent‐based modelling (of 
which  there  are many  examples  in  the  literature)  and  avoids  the  complex  data  collection  and 
modelling process required. 
This paper examines the scope for different types of data‐driven prediction of daily electricity 
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The difference between indoor and outdoor temperatures is the most important factor affecting 
heat demand  [12–20]. Under  the premise  that  the  indoor  temperature  is  set at a  fixed value,  the 
outdoor temperature is the determining factor for the heat load. According to [20], solar radiation, 
wind speed, and some other factors will also affect the heat consumption, but their impact is more 
limited  when  compared  with  the  temperature.  In  addition  to  heat  load,  different  outdoor 
temperatures may determine the activation of electric heating or cooling equipment, thus affecting 











are strongly determined by  their  ‘job description’, but  there  is  likely  to be considerable similarity 
within the categories. For example, academic, research, and other staff will tend to be resident in the 








as  a  fixed  target  value, people  can  still  affect  the  heat  load  by  adjusting  the  settings  of  heating 
equipment,  opening windows,  etc.  Therefore,  occupancy  can  be  important  in describing  energy 
consumption. 

















demand,  it might be  that one  type  is a predictor of  the other, e.g., yesterday’s heat demand as a 
predictor of today’s electricity or heat demand. For heat demand prediction, the physical meaning of 
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such  behaviour  is  that  the  whole  building  acts  as  a  virtual  heat  storage,  with  indoor  heat 
accumulating from historical heat consumption. Offering lagged historical data might be useful in 









in  energy modelling. Here,  four  different  supervised  learning  algorithms  have  been  selected  as 
representative  of ML  algorithms  to model  daily  energy  consumption:  support  vector  regression 
(SVR), linear model stepwise regression (LMSR), distance weighted K‐nearest neighbours (KNN) and 
naive  bayes  (NB).  SVR  and  LMSR  are  regression models  and  they  have  been  used  in  energy 




The  following  notation  applies  to  each  algorithm.  Figure  1  shows  a  schematic  of  the  data 
structure and indexing. The data for model input variable (predictors) X, actual output y, and model 
output f(X) comprise time series data with a maximum of m periods, with individual periods that are 
represented by  index  i. The  set of  input variables denoted X comprise a maximum of n  features 
(which each represent an individual variable type), with individual features indexed by r. 


















𝑓𝑆𝑉𝑅ሺ𝑥ሻ ൌ 𝑤𝑠𝑣𝑟𝑥𝑇 ൅ 𝑏𝑠𝑣𝑟  (1) 




min      12 ||𝑤𝑠𝑣𝑟||2  (2) 
subject to the constraint 
ห𝑦𝑖 െ ሺ𝑤𝑠𝑣𝑟𝑥𝑖் ൅ 𝑏𝑠𝑣𝑟ሻห ൑ 𝜖   (3) 
where yi is the training sample target and ϵ denotes the desired error range for all points. However, 
it is sometimes impossible to find a function that satisfies these constraints for all points, therefore 
the slack variables  𝜉𝑖  and  𝜉𝑖∗  are used to guarantee that a solution exists for all points. The objective 
function becomes 
min      12 ||𝑤𝑠𝑣𝑟||2 ൅ 𝐶෍ ൫𝜉𝑖 ൅ 𝜉𝑖∗൯𝑚𝑖ൌ1   (4) 
subject to the constraints 
𝑦௜ െ 𝑤𝜙൫𝑥௜𝑇൯ െ 𝑏௦௩௥ ൑ 𝜖 ൅  𝜉௜    (5) 
𝑤𝜙ሺ𝑥௜𝑇ሻ ൅ 𝑏௦௩௥ െ 𝑦௜ ൑ 𝜖 ൅ 𝜉௜∗  (6) 
𝜉𝑖, 𝜉𝑖∗ ൒ 0 (7) 
where  C  is  the  box  constraint,  a  positive  value  that  controls  the  penalty  that  is  imposed  on 













𝑦 ൌ 𝑤௟௠௦௥௥ 𝑥௥ ൅ 𝑏௟௠௦௥ ൅ 𝜀   (8) 
where  𝑥𝑟   are  the  features  being  chosen  by  the  regression  model,  𝑤𝑙𝑚𝑠𝑟𝑟   is  the  weight  that  is 
associated with individual features,  𝑏𝑙𝑚𝑠𝑟  is the intercept, and  𝜀  is a vector of error terms. 































output  𝐶1, … , 𝐶𝑘, … , 𝐶𝐾   (𝐾 ൑ 𝑚). The value of  the daily demand  is used  as  the  class name. Each 
unique output value  𝐶𝑘  is associated with multiple combinations of input features 𝑋. 
The  second  stage  is  to  calculate  the  conditional  probabilities.  Bayes  Theorem  allows  for 
conditional probability to be rewritten as 
𝑃ሺ𝐶௞|Xሻ ൌ 𝑃ሺ𝑋|𝐶௞ሻ𝑃ሺ𝐶௞ሻ/𝑃ሺ𝑋ሻ  (9) 




𝑃ሺ𝐶௞|𝑋ሻ𝑃ሺ𝐶௞ሻ ൌ 𝑃ሺ𝑥ଵ |𝐶௞ሻ⋯𝑃ሺ𝑥௥ |𝐶௞ሻ⋯𝑃ሺ𝑥௡ |𝐶௞ሻ𝑃ሺ𝐶௞ሻ ൌ 𝑃ሺ𝐶௞ሻෑ𝑃ሺ𝑥௥ |𝐶௞ሻ௡
௥ୀଵ
  (10) 
where  ሺ𝑥1 , … , 𝑥𝑟 , … , 𝑥𝑛 ሻ  are the individual features. 
The final stage is to construct the classifier. The set  𝑋  belongs to class  𝐶𝑘, if it has the largest 
conditional probability 
𝑃ሺ𝐶௞|𝑋௥ሻ ൌ 𝑚𝑎𝑥ሼ𝑃ሺ𝐶ଵ|𝑋௥ሻ ,𝑃ሺ𝐶ଶ|X௥ሻ, … ,𝑃ሺ𝐶௄|X௥ሻሽ   (11) 
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The  distribution  of  feature  values within  each  class  is  an  important  assumption. Here,  the 
Gaussian (normal) Naive Bayes was found to perform the best (Equation (12) and Equation (13)). The 
details of the parameters are listed in Table A7 in Appendix B [48]. 
𝑝ሺ𝑥௥ |𝐶௞ሻ ൌ 𝑔൫𝑥௥ ,𝜇஼಼ ,𝜎஼಼൯ ൌ෍ 1√2𝜋𝜎஼಼ 𝑒ିቀ௫ೝ ିఓ಴಼ቁ
మ










uses  ‘k‐fold cross‐validation’.  It divides  the original  training data  into k groups while using each 
subset as a validation data set once, and all other k‐1 subsets as a training set. The k models are each 
evaluated and  the best performing will pass  to  the next  iteration until  the maximum number of 
iterations is achieved. Different algorithms can use different evaluation functions with normally the 























to  avoid  unwieldy  numbers  of models;  600  sets  of  parameter  values  are  established  for  feature 
selection already and adding k‐fold cross‐validation to each iteration would have resulted in many 
thousands of models and excessive run times. Moreover, the GA is used to select features, rather than 
achieving  the  best  performance  of  each model;  this  is  carried  out  during  final  training  of  each 
algorithm. 
3. Case Study 
The  case  study  building  is  the  Chrystal  Macmillan  Building  (CMB)  at  the  University  of 
Edinburgh sited on  the George Square campus  in central Edinburgh. Constructed  in 1956,  it was 
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extensively  refurbished  around  2010  and  it  is  representative  of  current  building  stock  at  the 
university and the wider higher education sector in the UK. The building has a total floor area of 










algorithms. The  latter  two‐year period  from April  2015  to April  2017  is used  to provide  a  final 
evaluation of performance, as it has played no part in the training process and, therefore, offers a 


































HighT (℃)  <1%  3%  Half day  −3.4~28.4  5.56 
LowT (℃)  <1%  3%  Half day  −10.1~22.3  5.19 
Heat consumption 




5.2%  9.7%  Daily  0~1607  171.61 
‘Agent schedule’  N/A  N/A  Daily  N/A  N/A 
3.2. Analysis and Performance Evaluation 




(R),  root mean  square  error  (RMSE),  and  the mean  average percentage  error  (MAPE). They  are 
defined, as follows: 
𝑅 ൌ 𝐸ሺ𝑓ሺ𝑥௜ሻ 𝑦௜ሻ െ 𝐸ሺ𝑓ሺ𝑥௜ሻ ሻ𝐸ሺ𝑦௜ሻඥ𝐸ሺ𝑓ሺ𝑥௜ሻ ଶሻ െ ሺ𝐸ሺ𝑓ሺ𝑥௜ሻ ሻሻଶඥ𝐸ሺ𝑦௜ଶሻ െ ሺ𝐸ሺ𝑦௜ሻሻଶ   (13) RMSE ൌ 1 െ 1𝑀 ∑ |𝑓ሺ𝑥௜ሻ  െ 𝑦௜|ଶ௠௜ୀଵ∑ |𝑓ሺ𝑥௜ሻ  െ𝑚𝑒𝑎𝑛ሺ𝑓ሺ𝑥௜ሻ ሻ|ଶ௠௜ୀଵ    (14) 
MAPE ൌ ∑ | 𝑓ሺ𝑥௜ሻ  െ 𝑦௜𝑦௜ |௠௜ୀଵ 𝑀  (15) 










































type, while  it  has  only  limited  predicting  power  for  the  other  type.  Furthermore,  the  selection 
succeeded  in  suggesting  that  temperature  and historical  records  are  the main drivers of heating 
demand, while some user behavior in the form of ‘agent schedule’ can improve the model’s accuracy. 
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These  ‘agent schedule’ always bring  large  fluctuations  in occupancy rate. For  instance,  the model 
chooses ‘university closure’, because it means extremely low occupancy rates when compared with 
other times. In terms of electricity demand, daily historical electricity records and a richer collection 







feature  sets.  Figure  6  shows  a  sample  time  series  for  classification  and  regression  models, 
respectively. Several broad conclusions can be drawn from the results. Firstly, all of the algorithms 
successfully  describe  the  heat  consumption  patterns,  but  the  regression models  are  superior  to 
classification models,  as  indicated by  lower RMSE,  higher R  value,  and  generally  lower MAPE. 
Secondly, the optimal feature selection (F1) produces better results for all algorithms when compared 
to using all  features (F2). Thirdly,  the  lagged variable  is crucial  in enhancing  the model accuracy, 
because removing them from the optimal feature set reduces the accuracy of the prediction. 
Table 4. Heat modelling results from 2015 Apr–2017 Apr. 
Model  Optimal Features (F1)  All Features (F2)  Optimal Features Without Lagged 
Heat Variable (F3) 
  RMSE  MAPE  R  RMSE  MAPE  R  RMSE  MAPE  R 
KNN  377.508  0.101  0.973  625.101  0.175  0.917  1216.265  0.340  0.833 
NB  386.212  0.113  0.971  652.433  0.142  0.914  1133.477  0.384  0.894 
SVR  293.507  0.093  0.982  479.093  0.158  0.952  714.927  0.201  0.930 











































When  compared  with  the  heat  consumption,  electricity  consumption  patterns  are  more 
consistent, but are also more sensitive to activity level: the consumption in the working week is higher 
than that of the weekend, and consumption during the semester is higher than during the holiday 
periods.  Similar  to  heat  modelling,  the  regression  algorithms  are  superior  to  the  classification 
algorithms.  The  optimal  feature  set  case  (F1)  delivers  greater  accuracy  in modelling  electricity 
demand over F2 and F3. When compared with  the optimal heat case,  the optimal electricity case 









“medium”, and “low”  in F1 and F2. The disappointing  results  in F3  indicate  that, without  lagged 
electricity data, electricity consumption is hard to classify with the remaining features. 
A similar pattern of performance between cases is seen, as for heat with F1 performance better 
than  F2  and  F3  is  the worst. However,  all  of  the MAPE  and  RMSE  values  do  not  change  as 
dramatically, largely as a result of the more consistent pattern of electricity consumption. 
Table 5. Electricity modelling results from 2015 Apr–2017 Apr. 
Model  Optimal Features (F1)  All Features (F2)  Optimal Features Minus   
Lagged Variable (F3) 
  RMSE  MAPE  R  RMSE  MAPE  R  RMSE  MAPE  R 
KNN  87.732  0.059  0.873  124.886  0.082  0.761  155.971  0.113  0.723 
NB  116.951  0.082  0.768  132.789  0.101  0.702  144.196  0.116  0.603 
SVR  41.814  0.029  0.974  50.412  0.037  0.957  81.058  0.063  0.922 
LMSR  37.549  0.026  0.978  N/A  77.848  0.061  0.924 
 
(a) 
















regression models  perform  better  across  the  board  and  look  fit  for  purpose  in modelling  daily 
electricity and heat demand. 




loads, which may be due  to  the BMS  that cannot  respond directly  to heat  that  is associated with 







are  important  for  enhancing  the model  accuracy. Two  results  from  the  case  study  support  this 
conclusion. First, all of the optimal feature sets contain the lagged variable and the results are the best 








The  effectiveness  of  the  data‐driven  approach  has  been  demonstrated  for  the  Chrystal 
Macmillan  Building.  Built  70  years  ago  and  recently  refurbished,  the  building  is  reasonably 
representative of a  large number of buildings  in  the UK  that are, or will, be  refurbished.  It  is of 
significance to study the data‐driven model for this kind of building: due to the continuous updating 





is  concerned,  it  seems  that  the ML model  performs well;  further work  could  consider whether 
introducing a hybrid model—incorporating building physical parameters in the data‐driven model, 
e.g., BMS parameters or U‐value—improves the predictive capability. Secondly, it is worth discussing 










































Detailed Modelling  Code (Weekday is 01, Weekend is 10)  Semester Information  Code 
MON  1000000+01  Semester  1000000 
TUE  0100000+01  Examination  0100000 
WED  0010000+01  Winter vacation  0010000 
THU  0001000+01  University closed  0001000 
FRI  0000100+01  Flexible learning week  0000100 
SAT  0000010+10  Spring vacation  0000010 
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Table A8. Matlab machine learning optimization toolbox key parameter settings. 
Optimizer  Kfold  Max Evaluations  Cross‐Validation Criterion  Rest Settings 
‘bayesopt’  5  30  ‘classiferror’ (KNN and NB); ‘MSE’ (SVR)  Default 
Table A9. GA feature selection parameter settings. 
Population Size N  Crossover Probability Pc  Mutation Probability Pm  Termination Criteria T 
20  0.8  0.05  30 
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