Abstract: This paper examines the limits of performance in systems with periodic irregular sampling rate when the actuation is not necessarily synchronized with the sampling. For such a system, three sampling and actuation schemes are considered: when the sampling and control rate are both regular, when they are both irregular, and when the sampling rate is irregular while the control rate is regular. To ascertain the limits of performance of this type of systems under each sampling and actuation scheme, the system is modeled as a linear periodically time-varying (LPTV) system; optimal LQG control design with a variance constraint is applied to find the smallest achievable mean variance of the performance signal subject to a constraint on the mean control effort variance. In addition, to deal with the computational delay of the controller, an innovative discretization method is proposed which does not introduce any extra states into the state space model. The proposed method is exploited to determine the performance of a hard disk drive (HDD) in track-following mode. A simulation study demonstrates that in the presence of 30% irregularity in sampling time, using the irregular sampling and regular control action scheme for the HDD achieves an RMS 3σ value of the position error signal (PES) that is 40% smaller than the corresponding value achieved by using a controller provided by our industry partner, in which both the sampling and control rates are irregular.
INTRODUCTION
In the field of mechatronics, it is useful to have a design tool that determines the limitations of performance of a given system configuration. The limits of performance of a dynamic system can be determined by designing an optimal controller and calculating the performance of the corresponding closed-loop system. This can be used to compare several different hardware setups by determining the best possible closed-loop performance that can be achieved for each one. Furthermore, the optimal controller that achieves the limits of performance can be used as a guide for other types of control design, e.g. the frequency response of the closed-loop system for such an optimal controller can be used in loop-shaping methods like H ∞ optimal control design.
For a system with irregular sampling, there are two meaningful schemes for updating the control action. In the first scheme, the control action is updated as quickly as possible after a measurement is obtained, which causes the control rate to also be irregular. In the second scheme, the control action is updated at a regular rate. Since the output of the controller is usually passed through one or more notch filters before being applied to the plant, this second scheme is attractive because it allows the notch filters to be designed independent of the sampling rate variation. We consider three sampling and actuation schemes in linear systems and determine the limits of performance for each of these cases. These sampling and actuation schemes are as follows: when the sampling and control rate are both regular, when they are both irregular, and when the sampling rate is irregular but the control rate is regular.
To assess the limits of performance associated with each sampling and actuation scheme, the optimal control design methodology we use is LQG optimal control with output mean variance constraints (e.g. Conway et al. (2008) ). This control design methodology allows us to determine the smallest possible mean variance of the PES while explicitly imposing constraints on the mean variance of the control signal.
To demonstrate the effectiveness of the proposed method, we then consider calculating the limits of performance for hard disk drives with different sampling and actuation conditions. The areal data density of HDDs has been doubling roughly every 18 months for several decades, as predicted by Kryder's law. In order to increase high data storage density, it is necessary to write the data tracks very close together, which requires very accurate servo-controllers to move the read/write heads on top of the disks. Currently, it is a goal of the magnetic recording industry to achieve an areal storage density of 4 terabits/in 2 . It is expected that the track width required to achieve this data density is 23 nm, which means that the 3σ value of the closed-loop position error signal (PES) should be less than 2.3 nm to achieve this specification.
If the sampling rate in a HDD is regular, the servo system can be modeled as a LTI system and LTI control design tools can be exploited for this system (e.g. Chen et al. (2006) ). However, sampling intervals for hard disk drive servo systems are not always equidistant over a revolution of the disk. For instance, when the center of the servo tracks does not exactly coincide with the center of rotation of the disk, there can be large variations in the sampling rate of the position error signal (PES) (Shahsavari et al. (2012) ). The other factor that causes irregularity in sampling rate in a HDD is the existence of missing sectors (Nie et al. (2011) ). For example, false PES demodulation, due to incorrect servo address mark (SAM) detection (Ehrlich (2005) ) or damaged servo patterns in several servo sectors, makes the feedback PES unavailable in those servo sectors, resulting in an irregular sampling rate.
Since HDDs are naturally periodic, with period equal to the time for one rotation of the disk, the servo system from the control input to the PES can be represented by a linear periodically time-varying (LPTV) system whose period is the number of servo sectors, N (Nie et al. (2011) ). When the HDD has regular sampling and actuation, the measures of performance we use are the variance of the PES and the variance of the control effort. However, in the other two sampling and actuation schemes, the closedloop system is LPTV. As a result, the closed-loop signals are not stationary; they instead have periodic second-order statistics. Thus, to measure the performance of the closedloop system in these cases, we use the mean variances (over time) of the PES and the control effort.
The paper is organized as follows: section 2 discusses the discretization methods for the three aforementioned sampling and actuation schemes and describes how to form LPTV discrete-time models of systems with these sampling and actuation characteristics from a continuoustime model. Section 3 presents the details of the optimal control design for the discrete-time systems discussed in section 2. Section 4 examines the limits of performance of a HDD in track-following mode for each of the three sampling and actuation schemes; and finally, conclusions are given in section 5.
MODEL DISCRETIZATION
In this section, we will describe each of the three sampling and actuation schemes and describe how to form LPTV discrete-time models of systems with these sampling and actuation characteristics from a continuous-time model. Throughout this section, the continuous-time state space model of the system is given byẋ
(2) The signals x c (t), u c (t), and y c (t) respectively have dimension n x , n u , and n y . The computational delay associated with the controller will be denoted as δ. We also define for T > 0
Note in particular that these matrices are the discretetime state space matrices that result when discretizing the continuous-time state dynamics using a zero-order hold with period T . Throughout this section, we will use a zeroorder hold approach to discretizing the model.
Regular Sampling and Actuation
The first case we consider is when the system generates measurements at a regular rate and the controller updates the control signal at the same rate. Due to computational delay, the control signal is not updated at the same time as measurements are obtained. We will assume for simplicity that δ < T , where T is the sample period.
The simplest approach to discretizing this system is to use the c2d command in MATLAB. To incorporate the computational delay, either the InputDelay or OutputDelay property of the continuous-time model should be set to δ before using the c2d command. Since δ < T , this method introduces either n u or n y extra states to the model as part of the discretization process, depending on whether the InputDelay or OutputDelay property was used.
We now describe an alternate discretization method that does not introduce any extra states. We first choose t = 0 so that the control is updated at time instances t u,k = kT, k ∈ Z which means that the measurements are obtained at time instances t y,k = (k + 1)T − δ, k ∈ Z . Note that we have shifted the time index associated with the measurements by one step.
We now define
(5) The zero-order hold assumption yields that
) which means that (1) discretizes as
To find the discrete-time representation of the measurements, we first note that t y,k = t u,k + (T − δ) which means that and actuation (crosses) rate which implies that
Note that (6) and (7) constitute an LTI discrete-time model. This model describes the continuous-time model (1)-(2) under a zero-order hold on the input without introducing any additional states during the discretization process.
However, there is one subtle detail that remains: with the convention we have chosen for defining y k , we cannot use any arbitrary control scheme to control this model. In particular, for continuous-time causality to hold, u k can only depend on y k−1 , y k−2 , y k−3 , . . ., i.e. a discrete-time controller satisfies continuous-time causality if and only if it is strictly causal in the discrete-time domain.
Irregular Sampling and Actuation
We now consider the case when the measurements are sampled at an irregular (but periodic) rate and the control action is updated as quickly as possible after a measurement is obtained. Figure 1 shows a schematic timeline for this sampling and actuation scheme. The circles and crosses in this figure respectively represent the moments the measurements are obtained and the control signal is updated. In particular, we consider the case when the measurements are obtained at time instances t y,k , k ∈ Z where the sequence T k := t y,k − t y,k−1 is periodic with period N . For simplicity, we assume that T k > δ, ∀k ∈ Z. The time instances when the control is updated will be denoted by t u,k , k ∈ Z. Due to computational delay, we have the relationship (see Fig. 1 )
Notice that, as in subsection 2.1, we have shifted the time index associated with the measurements by one step. Also note that we have the relationship
We now define x k , u k , and y k as in (3)- (5) and notice that, by the zero-order hold assumption
Since T k varies with time, these dynamics are timevarying. However, because T k is periodic with period N , we see that A d (T k ) and B d (T k ) are periodic with period N , i.e. these dynamics are LPTV.
To find the discrete-time representation of the measurements, we first note that Using the zero-order hold assumption along with the method in section 2.1, we obtain (8) and (9) constitute a discrete-time state space model. Also note that all of the model parameters are periodic with period N , which implies that this state space model is LPTV. This model describes the continuoustime model (1)- (2) under a zero-order hold on the input with sampling and actuation conditions described at the beginning of this section. As in subsection 2.1, a discretetime controller satisfies continuous-time causality if and only if it is strictly causal in the discrete-time domain.
Irregular Sampling with Regular Control Updates
We now consider the case when the measurements are sampled at an irregular (but periodic) rate. However, unlike subsection 2.2, the control action is updated at a regular rate. Figure 2 shows a schematic timeline that represents the instances measurements (shown by circles) arrive and control signal (shown by crosses) is updated. We choose t = 0 so that the control is updated at time instances
In this system architecture, the role of computational delay is fundamentally different than in the previous sections. In particular, since the control updates are scheduled in time rather than the control being updated as quickly as possible after receiving a measurement, we treat the computational delay as the constraint that u k can only depend on any measurements that arrive in the time interval (−∞, t u,k − δ]. Equivalently, the value of u k will be updated at time step k +1 by measurements that arrive in the time interval (see Fig. 2 )
We now define x k and u k as given in (3)- (4). Since the control is updated regularly in time, we discretize (1) as
These dynamics are LTI and do not depend on the measurement characteristics of the system. We now find the representation of a measurement at a time instantt ∈ S k . There are two cases to consider. The first case corresponds tot ≥ t u,k . In this case, we obtain
The second case corresponds tot < t u,k . In this case, we note that IFAC Mechatronics '13 April 10-12, 2013. Hangzhou, China
so that the previous expression can be written as
Since this expression depends on u k−1 , we need to augment the state vector, i.e. we write the state dynamics of the discrete-time system as
Again, these dynamics are LTI and do not depend on the measurement characteristics of the system. The output at time instantt ∈ S k corresponds to
Although (11)-(13) describe the output at an arbitrary time instance, these relationships do not fully describe the system output corresponding to a given time index. In particular, since there is no fixed relationship between the times at which measurements are obtained and the times at which the control is updated, the number of samples in the time interval S k is not necessarily constant over k. For simplicity, we will consider a situation in which 0, 1, or 2 measurements may be made in any time interval S k . We thus have three cases to consider. In all three cases, we will force the discrete-time model to have two outputs.
We begin by considering the case when, for a particular value of k, there are two measurements made in the time interval S k (e.g. S i in Fig. 2 includes two measurements y i,1 and y i,2 ); we denote the time instances corresponding to these measurements ast 1 andt 2 . In this case, we choose
Note that y k captures all of the information that the controller can use to update the value of u k to u k+1 .
We now consider the case when, for a particular value of k, there are no measurements made in the time interval S k (e.g. S i+2 in Fig. 2 ). In this case, the controller should accept no inputs at time step k. Equivalently, the input into the controller should be zero. This motivates choosing
Choosing this form for y k allows the system to have a timeinvariant structure; y k is acting here as a placeholder so that the discrete-time model has two outputs, even at time steps when the controller has no inputs.
Finally, we consider the case when, for a particular value of k, there is one measurements made in the time interval S k (e.g. S i+1 in Fig. 2 includes only one measurement, y i+1,1 ); we denote the time instance corresponding to this measurement ast. In this case, we choose
As in the previous case, we are using zeros as placeholders so that the discrete-time model has two outputs, even at time steps when the controller only has one input.
Under the assumption that the sampling of the system is periodic, (10)- (16) define an LPTV discrete-time state space model. This model describes the continuous-time model (1)- (2) under a zero-order hold on the input with sampling and actuation conditions described at the beginning of this section. As in section 2.1, a discrete-time controller satisfies continuous-time causality if and only if it is strictly causal in the discrete-time domain.
CONTROL DESIGN
This section presents optimal LQG control design with variance constraints for the discrete-time systems discussed in section 2. Beside the performance of a system, there are other required specifications that should be achieved by a designed controller to make that design implementable. Robustness, bandwidth frequency and required memory amount for storing the controller parameters are some of these specifications. Since we do not consider robustness and bandwidth frequency in our design, we cannot guarantee a lower bound for these system specifications. However, the optimal LQG controller proposed in this section can be used as a reference in other types of design that consider these specs, e.g. the closed-loop frequency response of this system can be used as a guide in optimal H ∞ control design. When the plant is modeled as an LPTV state space model whose entries are periodic with period N , the proposed controller will also be LPTV. Hence,when the period is large, it may not be feasible to store all the controller parameters in the available memory. However, as mentioned in the introduction, the goal of the optimal LQG control design in this paper is not to find a controller to be implemented on a real system, but rather to assess the limitations of performance of various hardware setups.
Although the output signals are not stationary when the plant and controller are both LPTV, their second-order statistics will be periodic, with period N . Thus, a good way to capture the performance of a controller is to compute the RMS and maximum 3σ values of the relevant signals over a revolution of the system. As an example, it is shown in subsection 3.1 that the control objective in a HDD is to minimize the RMS of 3σ value of PES while keeping the variance of control less than or equal to a value specified by the control designer.
As mentioned in section 1, we aim to find the limits of performance for three different sampling and actuation schemes. However, regardless of the sampling and actuation conditions, we can model the closed-loop system, which we denote as G cl (K), as the block diagram shown in Fig. 3 . In this block diagram, K and G are respectively the controller and the open-loop model containing both the discretized plant and the discretized disturbance models. The signals d, p, y and u in Fig. 3 are respectively the disturbance, performance, measurement, and control signals.
Since the control problem we are considering is the minimization of RMS of the 3σ value of performance signal (e.g. PES in a HDD) with a constraint on the mean control effort variance, we can formulate the problem as (Conway et al. (2008) )
where γ is a prescribed upper bound on the mean control variance, G cl (K) is the closed-loop system shown in Fig. 3 , and the matrices L 1 and L 2 are chosen such that L 1 G cl (k) and L 2 G cl (K) respectively represent the closedloop system from d to p and from d to u. The norm being considered in this problem is l 2 semi-norm given by
which, for single output systems, corresponds to the RMS standard deviation of that output signal when the input signal is white noise with covariance equal to the identity matrix.
To solve this optimal control problem, we use the algorithm given by Conway et al. (2008) , which uses derivative information about the l 2 semi-norm costs to achieve quasiNewton convergence. In the following subsection we show an example of this optimal control design for a HDD with different sampling and actuation schemes when it is in track-following mode.
Control Design for Hard Disk Drives
The architecture we use for track-following control design when sampling and control update rates in a HDD are either both regular or both irregular in time is shown in Fig. 4 . The signals r, w and n are independent white noises with unit variance that respectively model the effect of the non-repeatable runout (NRRO), windage, and measurement noise. NRRO is the random lateral movement of the disk caused by the mechanical contacts in the bearing motor, and windage is the off track motion at The signals p, y and u are respectively the performance, measurement and control signals. Note that the performance and measurement signals are both equivalent to the PES. The blocks K, NRRO, σ n and σ w are respectively the controller, the NRRO model, the standard deviation of measurement noise, and the standard deviation of the windage. It is trivial to transform the block diagram in Fig. 4 into the form in Fig. 3 by choosing
The control structure considered for a HDD with irregular sampling time and regular control update is shown in Fig. 5 . As in section 2.3, we assume that the number of measurements arriving between two consecutive control updates is less than or equal to two; y i and σ i are respectively the i-th component of y k discussed in section 2.3 and its corresponding measurement noise, for i ∈ {1, 2}. The signals w, r and u have the same definition as the signals in Fig. 4 . The signals p and n 3 are respectively the performance signal and the noise contaminating p. Here, p represents the position error of the head at the time instances when the control signal is updated. Since these time instances do not coincide with the time instances at which the PES is measured, it is not, strictly speaking, the PES. However, it is a better measure of performance than the PES because it is sampled regularly in time. In particular, if we were to use the PES itself as the measure of performance, taking the mean of the PES variance would, from a spatial perspective, weight the mean towards the parts of the disk for which measurements are more closely spaced. For example, if 3/4 of the PES measurements IFAC Mechatronics '13 April 10-12, 2013. Hangzhou, China occur over half of a disk revolution, the mean PES variance would be strongly weighted toward the measurements in that half of the disk in which the measurements are closely spaced. Since making measurements more frequently tends to yield better optimal performance, the mean PES would be weighted towards the half of the disk in which the performance is best. As an added benefit of choosing our performance signal as p rather than the PES, the state space entries of the plant that correspond to the signal p are time-invariant. We can transform the block diagram in Fig. 5 into the form in Fig. 3 by choosing
LIMITS OF PERFORMANCE IN HARD DISK DRIVES WITH IRREGULAR SAMPLING
This section examines the limits of the performance of an HDD in track-following mode for the three sampling and actuation schemes discussed in section 2. To this end, we are using LQG control design with a variance constraint to find the smallest achievable mean variance of p subject to a constraint on the mean control effort variance. Performance results for six different system configurations are studied in this section. These configurations are different in terms of the controller used as well as the irregularity in the sampling and control rates. We will denote each configuration in the form SR-CR-K. The first entry, SR, can either be R or I; these respectively denote a regular and an irregular sampling rate. Similarly, CR can either be R or I; these respectively denote a regular and an irregular control update rate. Finally, the third entry K, represents the controller used in that system. For example, I-R-K 1 means that the sampling time is irregular, the actuation rate is regular, and the controller being used is K 1 .
In section 4.1 we compare the performance of the controller provided by an industry partner with the performance of a designed controller when the sampling and actuation rates are both regular. We then compare these two controllers when they are applied to a system with irregular sampling and actuation in section 4.2. Finally, section 4.3 is dedicated to control design and performance analysis when the sampling time is irregular, while the actuation rate is kept regular.
For LPTV systems, frequency response methods do not apply. Despite this, we quantified the performance of the closed-loop system in frequency domain by using what we call an "empirical Bode magnitude plot," which uses a swept-sine approach to find an approximate frequency response. The assumption here is that inputting a sine wave into the system produces a negligible response at other frequencies. Note that for a LTI system, the empirical Bode magnitude plot and Bode magnitude plot are equal. Since the systems in section 4.2, and section 4.3 are all LPTV, the empirical Bode magnitude plot is used to show the behavior of these systems in frequency domain. 
Regular Sampling and Actuation
In order to validate the accuracy of the continuous-time plant model used for the chosen HDD, we compare the 3σ value of PES computed based on real PES measured in the HDD with the corresponding value simulated based on our plant model. Since we have access to the PES during track following in this particular setup, we are able to find the 3σ value of PES in this HDD. Due to the presence of disturbances during servo track writing, the created reference for the track-center deviates from being perfectly circular in shape. These deviations in the track reference constitute the repeatable runout (RRO) for the head positioning servomechanism (Mamun et al. (2006) ). We measure the PES at 32000 consecutive sectors during track-following and compute the RRO at each sector by averaging all of the PES values measured at that particular sector. Once the RRO is computed, we subtract it from the PES data to form the NRRO, and then find the 3σ value of the NRRO. For this particular setup, this value is 4.95% of the track width.
Since we are interested in comparing the actual 3σ value of PES with the corresponding value computed in simulation, we discretize the plant model by using a zero-order hold method, and use the track-following controller provided by our industry partner to calculate the 3σ value of the closedloop PES. Here, the sampling time used for discretization is constant and equal to the HDD sampling time.
The system just described is the first considered case and we denote it as R-R-K I where K I is the controller provided by our industry partner. The calculated 3σ value of PES in R-R-K I is listed in Tab. 1 and the Bode magnitude plot is shown in Fig. 6 . The 3σ value of PES in R-R-K I is 8% less than the value calculated based on measurement. This can be due to two main reasons. First, unmodeled high frequency resonance modes decrease the performance of the closed-loop system and second, the sampling time in the hard disk drive is not perfectly constant, which can decrease the performance. However, 92% accuracy in 3σ value of PES validates the accuracy of our plant model.
Based on the method explained in §3 an optimal controller is designed for the same open-loop plant as the one used in R-R-K I . We denote this controller as K LtiLqg and the closed-loop system as R-R-K LtiLqg . Since we are interested in comparing the performance of K LtiLqg with K I under the same conditions, we designed K LtiLqg such that the control effort variance of K LtiLqg is less than or equal to IFAC Mechatronics '13 April 10-12, 2013. Hangzhou, China the control effort variance used by K I . Thus, we computed the control variance associated with the R-R-K I setup and used it as a variance constraint in the optimal LQG control design. The performance of R-R-K LtiLqg , which is listed in Tab. 1, shows that the calculated 3σ value of PES is 20% less than the corresponding value in R-R-K I while the control variances are equal. Since the PES performance of R-R-K LtiLqg can be interpreted as the limit of performance when the control effort variance is less than or equal to the control effort variance used by K I , the PES performance of R-R-K LtiLqg can be used as a good metric to evaluate the performance associated with other sampling and actuation schemes. 
Irregular Sampling and Actuation
In order to investigate the influence of irregularity on performances of the two aforementioned controllers, the plant and disturbance models were discretized with the method explained in §2.2 so that the sampling and control update rate are both time-varying. Here we assumed that the elapsed time between successive measurements varied asT ( The results for these two systems are listed in Tab. 1, which show that K LtiLqg is not stabilizing when we have 30% sampling time variation, and the performance of K I is 35% degraded. We now examine the limits of performance of this system architecture by designing an optimal LQG controller with the same variance constraint as K LtiLqg for the LPTV open-loop model. We denote the closed-loop system corresponding to this controller as I-I-K LptvLqg . The performance of this system listed in Tab. 1 shows that the LPTV LQG controller gives closed-loop PES performance almost equal to the limit of performance for regular sampling and actuation, which is 20% better than achieved by our industry partner's controller. Figure 7 shows the empirical Bode magnitude plots for the sensitivity function of I-I-K I and I-I-K LptvLqg measured at the output of the controller. As mentioned before, the 3σ value of PES is periodic when the system is LPTV. For I-I-K I and I-I-K LptvLqg the stationary 3σ value of PES measured at each sector in one revolution is shown in Fig. 8 . 
Irregular Sampling and Regular Actuation
All the five aforementioned systems are dealing with sampling time and control update rate that are either both time-varying or both time-invariant. As explained in §2.3, we are interested in designing a controller with a constant update rate for a system with an irregular sampling time. To evaluate the performance of a LPTV LQG controller that keeps the control effort variance less than or equal to the corresponding value in the previously discussed systems, the continuous-time plant model used for previous cases is discretized by the method discussed in §2.3, i.e. the state and control updates in this system are occurring regularly while the measurement arrives irregularly. The performance of the closed-loop system, which is denoted as I-R-K LptvLqg2 , is listed in Tab. 1. These results show that the optimal 3σ value of PES for this architecture is 17% less than R-R-K I . Figures 8  and 9 respectively show the stationary 3σ value of PES at each sector and the empirical Bode magnitude plot of I-R-K LptvLqg2 . It should be mentioned that since the open-loop plant with regular sampling time and irregular control has more than one component in the signal y, we cannot drive it by the single-input single-output (SISO) K I . Hence, it is not possible to construct an I-R-K I system to compare with I-R-K LptvLqg2 .
CONCLUSIONS AND FUTURE WORK
In this paper, we have investigated the limits of performance for HDDs with various sampling and actuation schemes. For the HDD considered in this paper, there . Bode magnitude plot of the sensitivity function for I-R-K LptvLqg2 , measured at the output of the controller was significant performance degradation from the R-R-K I case to the I-I-K I case and from the R-R-K LtiLqg case to the I-I-K LtiLqg case. In other words, if there is significant variation in the sample period over a revolution of the disk, simply ignoring that variation and using an LTI controller can lead to significant degradation in performance.
Also, it turned out that the I-R-K LptvLqg2 configuration achieved a smaller RMS 3σ PES value than the I-I-K LptvLqg configuration. This means that, although we were primarily interested in the I-R-K LptvLqg2 configuration because it did not complicate the design of notch filters for the plant, this configuration turned out to yield better performance than the I-I-K LptvLqg configuration for this particular HDD. We suspect that the I-I-K Lptvlqg case did not perform as well because the control update rate slows down over the portions of the disk for which the measurements are made as a slower rate. In other words, the increase in control update rate over some portions of the disk (which would tend to improve performance in those portions of the disk) did not make up for the decrease in the control update rate over the remainder of the disk (which would tend to degrade performance in those portions of the disk).
Also in this paper, we discussed a novel method of discretizing the continuous-time plant dynamics. For the regular measurement and control update scheme and the irregular measurement and control update scheme, the discretization process did not introduce any addition states into the state space model. For the scheme with irregular measurements and regular control updates, the discretization process did introduce n u additional states into the state space model. These additional states were unavoidable essentially because in the worst-case scenario, the computational delay causes there to be more than a full step delay between when a measurement arrives and when the controller can use that measurements to update the control signal.
In an physical HDD, there is a limited amount of memory available to store the controller parameters. As a result, the controllers designed in this paper are not directly suitable for implementation. However, recall that, in the I-R-K LptvLqg2 configuration, both the state update equation and the equation for p are time-invariant in the plant. As a result of this, some of the controller parameters are time-invariant, which significantly reduces the amount of storage required for the controller parameters. If a further decrease in the number of controller parameters is required, a technique such as the one given by Nie et al. (2011) can be used to approximate the time-varying controller parameters by a reduced set of controller parameters. This will be discussed in more detail in a future paper.
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