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vAbstract
The signal strength measurement of the pp → V H(H → bb¯) at a center of mass energy
of pp collision of 13 TeV is presented in this thesis. The data have been collected with the
ATLAS detector in 2015, 2016 and 2017 data taking corresponding to an integrated luminos-
ity of 79.8 fb−1. The analysis has been performed in three different channels distinguished
according to the number of charged leptons in the final state coming from the leptonical
decay of the associated vector boson. The measured signal strength, with respect to the
Standard Model expectation, is µV H(H→bb¯)=1.08+0.27−0.31 (from the combination of three anal-
ysis channels) with an observed significance with the background-only hypothesis, of 4.9
σ, with respect to an expected value of 4.3.
The iteration of the analysis with the full Run2 statistics (139 fb−1) is also treated, with par-
ticular attention to the main innovations introduced with respect to the previous analyisis.
A description of a phenomenological study of the total proton-proton cross section and
ρ-parameter (defined as the ratio of the real to imaginary part of the elastic scattering am-
plitude in the forward direction) is also presented.
LUCID-2 is the reference detector for online and offline luminosity measurements for AT-
LAS. It is described with particular attention to the PMT gain monitoring system where I
developed a code for the analysis of the calibration data.
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Sommario
Il tema principale di questa tesi è la misura della signal strength del canale di produzione
associata dell’Higgs con un bosone vettore pp → V H(H → bb¯), con l’Higgs che decade
in due quark b, ad un’energia nel centro di massa di 13 TeV. I dati sono stati raccolti con
l’esperimentoATLASnel 2015, 2016 e 2017, per una luminosità integrata di 79.8 fb−1. L’analisi
è stata effettuata in tre diversi canali, distinti tra loro in base al numero di leptoni carichi
nello stato finale, derivanti dal decadimento leptonico del bosone vettore associato. La sig-
nal strength misurata dalla combinazione dei tre canali è µV H(H→bb¯)=1.08+0.27−0.31, con un sig-
nificanza di 4.9σ, rispetto ad un valore atteso di 4.3.
Viene trattata anche l’iterazione dell’analisi con l’intera statistica del Run2 di LHC (139
fb−1), sottolineando i principali cambiamenti rispetto alla strategia precedentemente adot-
tata.
E’ fornita una descrizione del LUCID-2, il rivelatore di riferimento per le misure online e of-
fline di luminosità, con particolare attenzione al sistema di monitoraggio del guadagno dei
fotomoltiplicatori, per cui mi sono occupata dell’analisi dei dati di calibrazione raccolti.
E’ inoltre presentata una descrizione dei miei studi fenomenologici sull’evoluzione della
sezione d’urto totale adronica e del parametro ρ (definito come il rapporto tra la parte reale
e immaginaria dell’ampiezza di scattering elastico nella direzione forward).
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Introduction
The concept of an underlying ultimate constituent of matter seem to be inborn in the hu-
man nature and its search has always been of great interest for phylosophers and scientist
across the centuries. Starting from the end of 18th to the Golden Age of particle physics with
the advent of accelerators, the intuition was confirmed: nature is very simple and general
principles can bring order to the chaos. Everything in the Universe is found to be made
of very fundamental building blocks, the fundamental particles, governed by four fundamental
forces. The best understanding of how these particles and three of the four forces are related
to each other is given by the Standard Model of Particle Physics. It was mainly developed
in 1970s and, during the years, it has successfully been supported by the experimental re-
sults. However, until 2012, the most important piece of the puzzle was still missing: the
Higgs boson, which existence was postulated by Thomas W.B. Kibble, Peter Higgs, Robert
Brout and François Englert and considered as the responsible of the spontaneous symmetry
breaking, known as Higgs Mechanism, giving mass to all the massive particles of the Standard
Model.
The Large Hadron Collider, located at CERN near to Geneva, has been carried out for the
search of undiscovered processes, such as the Higgs production. The LHC is the largest par-
ticle accelarator ever built and it has been designed to reach a center of mass energy of 14
TeV in proton-proton collisions. On 2012 4th of July, ATLAS and CMS Collaborations an-
nounced an excess of 5σ at a mass if 125 GeV, claiming the discovery of a particle consistent
with the Standard Model Higgs.
Themeasurement of the Higgs properties is of highest interest for the LHC physics program
since it is essential to confirm the Standard Model or to give hints about new physics be-
yond it.
Among these properties, the decaymode in two b-quarks is of particular interest. The Higgs
coupling to fermions is proportional to their mass and, for a Standard Model Higgs with
mH=125 GeV, the H → bb¯ channel has the largest branching ratio ∼ 58%. As a conse-
quence, the study of this process is important to confirm that the new particle discovered
in 2012 is the predicted Standard Model Higgs and, moreover, would give a prove of Higgs
coupling to the quark sector. The most promising channel to perform the search is the as-
sociated production with a vector boson V = (W ,Z) decaying in two leptons. Despite being
the third production mode in terms of cross section at LHC, it has the advantage to have a
clear signature in the final state thanks to the leptonic decay of the vector boson, favour-
ing the rejection of the overwhelming QCD induced background. The analysis is performed
in three different channels depending on the number of charged leptons in the final state,
resulting in three different signals ZH → ννbb¯ (0-lepton), WH → `±νbb¯ (1-lepton) and
ZH → `±`∓bb¯ (2-lepton).
The analysis presented in this thesis is mainly focused on the 2-lepton channel for two dif-
ferent data-takings recorded by the ATLAS detector: the first one corresponding to an inte-
grated luminosity of 79.8 fb−1, the second one to the full Run2 statistics (∼ 139 fb−1). The
former has already been published in 2018 and it has to the observation of the V H associ-
ated production and of theH → bb¯. The 139 fb−1 iteration of the analysis is still on going
and the first results look promising, giving a confirmation of the previous results. Impor-
tant upgrades has been introducedwith respect to the previous analysis which are expected
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to increase the sensitivity to signal and to result in a better precision on the signal strength,
also thanks to the use of the Full Run2 statistics.
The thesis is organized as follows.
In Chapter 1, a picture of the Standard Model theoretical framework is provided with par-
ticular attention to the Higgs boson and to the V H(H → bb¯) channel, main subject of the
analysis.
In Chapter 2, the LHC and the ATLAS detector are presented.
Chapter 3 is dedicated to the description of the reconstruction of the physical objects of
main interest in the purpose of this analysis, with particular attention to electrons, muons
and jets (b-tagged ones) which are the signature of the final state of the 2-lepton channel.
In Chapter 4, the general analysis strategy is presented with a description of the data and
Monte Carlo used, the object and event selection, the estimation of the signal and back-
ground modelling systematic uncertainties, the Multivariate analysis (MVA) and the signal
extraction through a global profile likelihood fit performed on MVA output. The analysis is
performed in different pVT , the transverse momentum of the vector boson, bins in order to
maximize the significance.
In Chapter 5, the results of the 79.8 fb−1 analysis are treated together with the status and
the further step of the on going Full Run2 iteration.
My personal involvement has covered different topics and stages of the analysis workflow:
• For the 79.8 fb −1 analysis, I have performed Monte Carlo driven studies on the Z +
jets background, one of the irreducible background for the 2-lepton channel, with
the purpose to estimate the related systematic uncertainties which enter in the fit.
The Z+jets background contribution is splitted in three contributions, depending on
the flavour composition of the events. TheZ+HF (HF =heavy flavour) is left float-
ing in the fit and it is determined from the fit on data. Systematic uncertainties re-
lated to the flavour composition are assessed and enter the fit to better constrain the
Z + jets systematic uncertainty.
A systematic uncertainty related to acceptance between the 0- and 2-lepton analysis
is also estimated.
I have estimated the residual multijet background contribution in the 2-lepton chan-
nel with a fit on data, using the default template procedure.
• For the 139 fb−1 analysis iteration, I have perfomed performance studies in the con-
text on the Multivariate analysis. Two important innovations have been introduced
with respect to the previous analysis: an additional cut in high pVT region (pVT >150
GeV) at 250 GeV and the adoption of hybrid truth taggingmethod for the b-jet identi-
fication. My analysis for the 2-lepton channel of the MVA performances introducing
these changes has been a fundamental contribution to outline the better strategy to
adopt.
I have also performed a study to see the understand the effects of the change of isola-
tion working point for electrons and muons on the event selection both for data and
Monte Carlo samples.
In Chapter 6, a phenomenological studies on total proton-proton cross section andρ-parameter
(defined as the ratio of the real to the imaginary part of the elastic scattering amplitude in
the forward direction) evolution with energy are presented. There are processes within the
Standard Model not completely understood or which cannot be properly calculated due to
the lack of theory. In particular, due to the non-Abelian nature of the QCD, soft terms are
not properly calculable and, as a consequence, the total hadronic cross section is not pre-
dictable in the theoretical framework. However, there are very general principles which
comes to the aid such as the Optical Theorem and the Dispersion Relations. The Optical
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Theorem relates the total cross section σtot to the imaginary part of the elastic scattering
in the forward direction. The Dispersion Relations are a very general physics theorem with
lots of applications which give a relation between the real and the imaginary part of an
analytic function. The combination of this two concepts allow to give prediction on the
evolution of σtot and ρ with energy. Up until now, the general strategy has been to use a
particular expression of the dispersion relations, single-subtracted, to perform a global fit of
σtot and ρ to obtain prediction on the total hadronic cross section evolution at higher ener-
gies with respect the ones at which it is measured. Such approach is based on the validity of
the single-subtracted dispersion relations, which postulate the non-existence of the Odd-
eron. However, the most recent TOTEM ρmeasurement has changed the scenarios opening
the gates to two possibilities: the Odderon manifestation or a drastic change in the total
cross section evolution above LHC energy regime. The purpose of my studies has been the
investigation of the second possibility.
In Appendix A, a description of the LUCID-2 detector is provided. LUCID is the reference de-
tector for online and offline luminosity measurements for the ATLAS detector. After Run1,
it was completely redesigned in terms of detector components and electronics to cope with
the new experimental challenging conditions imposed by Run2. One of the main innova-
tion, it is an original photomultiplier (PMT) gainmonitoring systembased on the deposition
of Bismuth-207 radioactive sources on the PMTs quartz windows. The electrons from 207Bi
internal conversion produce light above the Cherenkov threshold. In order to have a pre-
cise and reliable luminosity measurement, the monitoring of the PMT gain is fundamental.
Dedicated runs were performed at the end of each physics fill to monitor and evaluate gain
changes. During my ATLAS qualification task I have personally developed a code for the
analysis of the data collected during the dedicated calibration runs and produced the rel-
evant results on a daily basis, needed to adjust the working conditions of LUCID PMTs to
ensure its stability over time.

1Chapter 1
The Higgs Boson and the Standard
Model
The Higgs boson was the most long-awaited missing piece to the puzzle of the Standard
Model, the theoretical framework of modern particle physics.
The StandardModel was mainly developed in the 1970s and it lists and describes the funda-
mental matter components with their properties and the interactions among each others,
taking into account electromagnetic, weak and strong forces. In the early 1960s, thanks to
the joint effort of Glashow, Salam andWeinberg, electromagnetic and weak interaction had
been unified as two sides of the same coin: the electroweak interaction. The theoretical
outcome of the massless nature of the mediating bosons was in contrast with the experi-
mental observation.
The solution to this problem was proposed, indipendently, in 1964, by Peter Higgs, Robert
Brout and François Englert who postulated the existence of a scalar field, responsible for
the spontaneous symmetry breaking that provides mass to the particles: this was the birth
of the so-called Higgs Mechanism.
This chapter tells the long route from the birth of the Standard Model, through the Higgs
postulation, to the discovery of such an important particle, with the description of its pro-
duction and decay modes.
Among them, the associated production with a vector boson V together with the Higgs de-
cay in a b-quarks pair is of great importance and it will be the main subject of the present
thesis.
1.1 The Standard Model of Particle Interactions
The first idea of a fundamental constituent of matter comes from afar and it has roots in
Ancient Greece. In 6th century B.C., the philosophers of the Milesian school were the first
ones in history to try to explain what the Universe is made of without looking for answers
in their Pantheon of Gods. They postulated the idea of arché as "ultimate underlying sub-
stance". According to Thales, arché should be the water. According to Anaximander, the
origin should be the apeiron, a sort of unlimited and indefinite chaos, where all the things
are born from the separation from their own opposite. According to Anaximenes, the air
is what underlies everything and our world is nothing but the transformation of this ele-
ment.
Then comes Democritus who, together with his mentor Leucippus, first stated the word
atom, which means indivisible. He believed that atoms were infinite, uncreated and eternal
and that different qualities of the objects depend on the kind of atom they are made of.
The ancient concept of underlying ultimate constituent of matter was really appreciated in
the next centuries.
John Dalton discoveries at the end of 18th century gave a confirmation of what was just a
naive intuition of the Ancient Greece philosophers.
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The birth of themodern particle physics can be set with the discovery of the electron by Sir
Joseph John Thompson in 1897: atoms are no longer the smallest division of matter.
During the next centuries, from the discovery of proton and neutron by Rutherford, many
another particles has been discovered through cosmic rays and accelarator measurements
putting the basis to the birth of the Standard Model and to the LHC era.
1.1.1 The Fundamental Particles
As said in the introduction to this chapter, the Standard Model (SM) lists the fundamental
elementary particles, see Fig.1.1, [1], [2]. Twelve are accounted: 3 leptons, 3 neutrinos and
Figure 1.1: Visual sketch of the Standard Model.
6 quarks (all of them associated with their corresponding anti-particles).
In addition, there are four types of gauge bosons: photon, W± and Z0, gluons, mediating,
respectively, electromagnetic, weak and strong forces. Gravitational interaction does not
enter. Finally, there is the Higgs boson, the particle responsible for the spontaneous sym-
metry breaking, as will be explained in Sec.1.2.2.
At first, SM particles can be divided according to their spins, a quantum number represent-
ing an intrinsic form of angular momentum, expressed in quantized units of ~. The distinc-
tion is in the statistics that different particles follow which determine how their wavefunc-
tion behaves. The wavefunction ψ tells about the behaviour of a particle system after the
interchange of a pair of indistinguishable particles. The spin-statistics theorem is one of the
cornerstones of quantum field theory and according to it, the wavefunction ψ:
• is symmetric under the exchange of identical bosons: ψ → ψ
• is antisymmetric under the exchange of identical fermions: ψ → −ψ
In the Standard Model we have:
• Fermions: carrying fractional spin, they follow the Fermi-Dirac statistics. In particular,
all the SM fermions have 1/2~.
• Bosons: carrying integer spin, they follow the Bose-Einstein statistics. Between the
SM bosons, we have:
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– scalar bosons with spin 0 (Higgs is the only known)
– vector bosons with spin 1 (gauge bosons)
1.1.2 Fermions
StandardModel fermions can be divided into two groups depending on the interaction they
undergo and their quantum numbers: leptons and quarks.
Leptons
Leptons undergo electromagnetic and weak interaction. There are three charged leptons:
electrons, muons and taus (e, µ, τ ). Three corresponding neutral leptons exist, known as
neutrinos (νe, νµ, ντ ). Electrons are stable and carry an integer charge Q=e. Muons and taus
are both unstable and decay in electrons and neutrinos, with taus also decaying in other
particles. Neutrinos are paired to the charged leptons, because of the weak interaction,
according to a quantum number called flavour. They interact only via weak force. In this
formulation, neutrinos are supposed to be massless, which is in contradiction with the re-
cent experimental evidences. However, neutrinosmasses have not beenmeasured and they
only an upper limit can be set.
In this sector, the fermions are divided in three families.(
e
νe
)(
µ
νµ
)(
τ
ντ
)
(1.1)
A leptonic number is associated to each family (Le,Lµ,Lτ ) and it has to be conserved in all
the interactions involving leptons.
Quarks
Quarks interact via electromagnetic, weak and strong interaction. They are the fundamen-
tal constituents of hadrons and, due to a property of strong force called confinement, they
are never observed as free particles. Their charge is a fraction of the electron charge e: three
of them with Q=+2/3|e| and three with Q=-1/3|e|.
Just like the leptons, they are divided in three families of increasing mass.(
u
d
)(
c
s
)(
t
b
)
(1.2)
Up and down (u and d) quark are so named because of the strong isospin symmetry. The
idea of isospin came from what suggested by Heisenberg in 1932: proton and neutron are
different charge states of the same particle: the nucleon. The isospin I is a quantumnumber
with value I=1/2, differing in its third component I3 which can have values +1/2 and -1/2.
It is related to the charge by the relation:
Q/e =
1
2
+ I3 (1.3)
assigning to proton I3=+1/2 and to neutron I3=-1/2. Isospin is an important quantum num-
ber because is conserved by strong interaction. The first evidence of this property came
from the observation of the equivalence between p-p, n-p and n-n forces, once the Coulomb
interaction is subtracted. Such a property can be connected to the quark sector consid-
ering that the valence quark composition of the proton is uud, while the neutron’s one is
udd. Proton and neutron masses are really similar and the reason is the closeness of u and
4 Chapter 1. The Higgs Boson and the Standard Model
dmasses.
Similarly to the strong isospin, it is possible to define aweak isospin T (as it will be explained
better in Sec.1.1.3), which allow us to divide all the quarks in weak isospin pairs. The weak
isospin T assumes the value of 1/2, while its projection T3 can assume the value of +1/2 and
-1/2: pair of each quark family will have a quark with T3=+1/2 and one with T3=-1/2.
To each quark is also associated a baryonic number which must be conserved in every inter-
action. B=+1/3 for quarks and B=-1/3 for antiquarks: it must be 1 for baryons (composite
states with three valence quarks) and 0 for mesons (with two valence quarks).
Quarks undergo strong interaction which is associated to the colour charge. All the quark
flavours comes in three colours: red, blue and green. The colour must be conserved in all
the interactions and it is responsible of the confinement: quarks can be observed just in
colourless bounded states, as it will be explained in the following (see 1.1.3).
1.1.3 The fundamental interactions
The Standard Model includes three of the four fundamental interactions in Nature: elec-
tromagnetic, weak and strong forces. The attempt to incorporate gravitation clashes with
the difficulty in harmonizing general relativity with quantum mechanics but however, at
the scale of fundamental particle interaction due to the mass scales, is negligible (coupling
constant of the order of 10−40) compared to the other coupling constants.
All themathematical framework is based on quantummechanics and special relativity. The
three interactions take their basis in the concept of local symmetries and so far they are
described by gauge theories.
The Standard Model contains spin-1 particles, the vector bosons, quanta of vector fields.
Vector bosons are the mediators of the three fundamental forces and the theory of local
"gauge" symmetry help us describing them and their behaviour.
Let’s go through the concept of symmetry considering a complex scalar field φ and its Her-
mitian conjugate φ† [3]. The field φ annihilates a particle with positive energy or creates an
antiparticle with negative energy, while φ† annihilates an antiparticle with positive energy
or creates a particle with negative energy. The Lagrangian is:
L = ∂µφ
†∂µ − V (φ†φ) (1.4)
For the U(1) symmetry, φ→ φ′ = eiαφ, with α constant parameter. For infinitesimal trans-
formation of the fields and the Lagrangian:
δφ = φ′ − φ = iαφδφ† (1.5)
neglectingO(2) terms. To find the Noether’s current, it is necessary to calculate the vari-
ation of the Lagrangian under this transformation:
δL =
∂L
∂φ
δφ+
∂L
∂φ†
δφ† +
∂L
∂(∂µφ)
δ(∂µφ) +
∂L
∂(∂µφ†)
δ(∂µφ
†)
=
(
∂L
∂φ
− ∂µ ∂L
∂(∂µφ)
)
δφ+
(
∂L
∂φ†
− ∂µ ∂L
∂(∂µφ†)
)
δφ† + ∂µ
(
∂L
∂(∂µφ)
δφ+
∂L
∂(∂µφ†)
δφ†
)
= α∂µ
(
i∂µφ†φ− iφ†∂µφ)
= −α∂µjµ
The first two terms of the second line are equal to zero by equation of motion. The La-
grangian is invariant so we have δL =0. What we have obtained is a conserved current:
∂µj
µ = 0 (1.6)
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A symmetry in the Lagrangian implies a conserved current, i.e. a conserved quantity. There
are two types of symmetry:
• global: transformations leave the Langrangians invariant omogenously in all the space
(like in the general example above).
• local: gauge transformations which leave the Lagrangiangs invariant point to point.
As said before, particle physics relies on last ones, since they are associated with forces as
it will be explained in the following. The Standard Model is based on the group symmetry:
SU(3)C ⊗ SU(2)L ⊗ U(1)Y (1.7)
where SU(3)C is related to strong interaction and SU(2)L ⊗ U(1)Y to the electroweak
interactions.
Quantum Electrodynamics: U(1) Local Gauge Invariance
Quantum Electrodynamics (QED) is the field theory of electromagnetic interaction. If we
consider the Lagrangian in Eq.1.4 and a transformation φ→ φ′ = eiαφwith δφ = φ′−φ =
iαφ, assuming that α is a space-time dependent parameter, the Lagrangian will be no more
invariant.
What we want is to come up to a gauge symmetry. The way to save the invariance of the
Lagrangian is to introduce a gauge field.
In Electrodynamics, −→E and −→B are respectively electric and magnetic fields, while ρ and−→
j are the charge and current densities. They are connected by the well-known Maxwell’s
equations:
−→∇ ×−→E + ∂
−→
B
∂t
= 0
−→∇ ×−→B = 0 (1.8a)
−→∇ ×−→B − ∂
−→
E
∂t
=
−→
j
−→∇ · −→E = ρ (1.8b)
Introducing two potentials, φ and−→A :
−→
E = −−→∇φ− ∂
−→
A
∂t
−→
B =
−→∇ ×−→A (1.9)
We have a solution for the first two equations in Eq.(1.8b) but the correspondence between
fields and potential is not unique. If we take transformed potential, with Λ as a scalar field:
−→
A
′
=
−→
A +
−→∇Λ φ′ = φ− ∂Λ
∂t
(1.10)
they will give the same fields of the potentials 1.9.
This is an example of gauge transformation. It is a local transformation since Λ changes in
space and time and the solutions to the equations of motion for the electromagnetic fields
are invariant.
In terms of Lagrangian, the way to restore the invariance is to combine the two potentials
φ and−→A in a four-vector potentialAµ = (φ,−→A ). Introducing a transformation ofAµ
Aµ(x)→ A′µ(x) = Aµ(x)−
1
e
∂µα(x) (1.11)
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and of the derivative in a covariant derivative:
Dµφ = (∂µ + ieAµ)φ (1.12)
we have an invariant form of the Lagrangian using the field and the covariant derivative:
L = (Dµφ)
†(Dµφ)− V (φ†φ) (1.13)
To reconnect to QED, let’s consider a fermion ψ with a local gauge transformation:
ψ → ψ′ = eiαψ (1.14)
Replacing the derivative with the covariant one in the Lagrangian:
L = iψ¯γµ∂
µψ −mψ¯ψ (1.15)
We get:
L = iψ¯γµDµψ −mψ¯ψ (1.16)
= ψ¯(iγµ∂µ −m)ψ + eψ¯γµψAµ (1.17)
In the case of QED, Aµ is the gauge field which couples to the Dirac particle with charge
e. If we want it to correspond to the physical photon field, we have to introduce a kinetic
term, representing the free propagation of the field. From the commutator of the covariant
derivatives, we construct the field strenght tensor to ensure the invariance with respect to
a local gauge transformation:
Fµν = −1
e
[Dµ, Dν ] = − i
e
[(∂µ + ieAµ), (∂ν + ieAν ] (1.18)
= − i
e
([∂µ, ∂ν ] + [∂ν , ieAν ] + [ieAµ, δν ]− e2[Aµ, Aν ] (1.19)
= ∂µAν − ∂νAµ (1.20)
The field strenght gauge invariance can be demonstrated:
δFµν = ∂µδAν − ∂νδAµ = −1
e
(∂µ∂ν − ∂ν∂µ)α(x) = 0 (1.21)
Basically the antisymmetry in µ and ν ensures the gauge invariance.
The kinematic term is the square of the field strenght tensor:
− 1
4
FµνF
µν (1.22)
Finally the Lagrangian of the QED is:
L = ψ¯(iγµ∂µ −m)ψ + eψ¯γµAµψ − 1
4
FµνF
µν (1.23)
The gauge particle is the photon, which ismassless, and it is the generator of U(1) symmetry
group.
In QED, a charged particle is surrounded by a cloud of virtual photons and electron-positron
pairs. Because of the electromagnetic force, virtual positrons tends to be close to the elec-
tron: this effect is known as screening or vacuum polarization. A visual representation of the
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effect togetherwith an example of the Feynmann diagram of virtual photons and e+e− pro-
duction by a free electron are shown in Fig.1.2.
Figure 1.2: Vacuum polarisation effect. (a) Feynmann diagram for a free
electron. (b) Visual represantation of the effect where it can be noted how
the virtual positrons dispose themself around the electron, screening its
bare charge.
This property lead to the concept of running coupling constant.
The attempts to define bare coupling (or mass or charge) led to infinities due to the mo-
Figure 1.3: Electron charge as a function of the distance from the bare
charge.
menta of the virtual particles which can go to infinity. A quantum field theory like QED
requires the feature of renormalisability which allows to solve consequent divergences in
the calculation. The general expression for the running coupling constant is:
α(Q2) =
α(µ2)
1 + α(µ2)b0ln
(
Q2
µ2
) (1.24)
b0 is equal to -1/3pi, taking into account three lepton families (they correspond to 3 de-
gree of freedom),Q2 is the transferred momentum and µ is the renormalisation scale. The
choice of the scale is arbitrary. At the lowest energies, for example at µ=1 MeV, α=1/137.
If we choose µ near to the Z0 mass, the effective value will be α(MZ)=1/129: the effective
coupling increases (but very slowly) with the energy-momentum transfer. From Fig.1.3, it
can be seen how the effective charge of the electron increases with decreasing distance,
together with the coupling.
Quantum Chromodynamics: SU(3) Local Gauge Invariance
To derive the Quantum Chromodynamics Lagrangian from local gauge invariance, we can
extend what said in the previous sections but considering that the symmetry group is now
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SU(3)C , the group of phase transformation on the quark color fields.
The free Lagrangian in this case is:
L = q¯j(iγ
µ∂µ −m)qj (1.25)
where qj stands for the three color fields q1, q2 and q3. Taking into account just one color
flavour, the next step is requiring gauge symmetry. The transformation has the form:
q(x)→ Uq(x) ≡ eiαa(x)Taq(x) (1.26)
In Eq.1.26, U is a 3 × 3 unitary matrix , Ta, with a=1,...,8 are a set of linearly traceless 3
× 3 matrices and αa are the group parameters. Usually the choice for Ta is of hermitian
matrices. The SU(3)C group is non-Abelian since not all the generators commute with each
other:
[Ta, Tb] = ifabcTc (1.27)
where fabc are the structure constant of the group.
Considering a local phase transformation:
q(x)→ [1 + iαa(x)Ta]q(x) (1.28)
∂µ → (1 + iαaTa)∂µ + iTaq∂µαa (1.29)
Exactly as for QED, eight gauge fieldsGaµ are introduced with a transformation:
Gaµ → Gaµ −
1
g
∂µαa − fabcαbGcµ (1.30)
and a covariant derivative:
Dµ = ∂µ + igTaG
a
µ (1.31)
Note that the choice of the form of the fields in Eq.1.30 is due to the non-Abelian nature
of the SU(3) group. Introducing the kinematic term we obtain the gauge invariant QCD
Lagrangian:
L = q¯(iγµ∂µ −m)q − g(q¯γµTaq)Gaµ −
1
4
GaµνG
µν
a (1.32)
The Eq.1.32 describes the interaction between colored quarks q and the vector bosonsGµ,
called gluons, with coupling g. Just like the photons, the gluons are required to be massless.
The non-Abelian nature of the SU(3)C group lead to the fact that also gluons carry color
charge (differently from photons which are neutral), so QCD gauge bosons can interact with
each other.
This particular property reflects also on the behaviour of the coupling constant. Just like
for QED, also in this case we can talk about running coupling constant, although their be-
haviour is different.
Since the gluons carry themselves color charge, we have to consider loops due to the pro-
duction of virtual particles that are both qq¯ and gg couples, as can be seen in Fig.1.4. On the
contrary of what happens in QED, a red (blue, green) charge is preferentially surrounded
by other red (blue, green) charges. This has effect of the behaviour of the αS coupling
constant, as can be seen in Fig.1.5. Just like for QED, we can give a parametrisation of the
running coupling constant, exploiting the renormalisability of the quantum fields theories.
1.1. The Standard Model of Particle Interactions 9
Figure 1.4: Antiscreening effect. Due to the non-neutral nature of the glu-
ons, it is necessary to consider qq¯ virtual couples but also virtual gluon cou-
ples.
Figure 1.5: Behaviour of QCD running coupling constant.
Also in this case, it has to depend on a free parameter which as to be determined experi-
mentally. Considering the parametrization:
αS(Q
2) =
12pi
(11Nc − 2Nf )ln
(
Q2
Λ2QCD
) (1.33)
Λ2QCD (≈200 MeV) is the free parameter and corresponds to the QCD scale. This value has
to be used at a scale above the bottom quark mass of about 5 GeV, [4]. Nc is the number of
colors (3) andNf is the number of active quark flavours which depends on the value ofQ2:
for example, ifQ2 =M2Z ,Nf=5, since the top quark mass is higher then the mass of the Z0
boson.
WhenQ2 → ∞, αS →0: this is the asymptotic freedom and quarks behave as free particles.
On the contrary, whenQ2 is low, for example when it tends toΛ2QCD,αS increases bringing
to the phenomenon of confinement: free color charges cannot be observed. As can be seen
from Fig.1.5, for distances from the quark around r=1fm, αS approaches a constant value:
this is known as infrared slavery.
The charge antiscreening property in its influence on the strong running coupling constant
is the reason of the hadronisation.
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Weak Interaction
TheWeak Interactions involves all the fermions of the StandardModel. The reason forweak
came from the comparison between the lifetime of the particles decaying via this force with
the ones decaying through electromagnetic and strong interaction. The typical lifetime of
a weak decaying particle is∼10−8 s, long if compared to the ones electromagnetic-decaying
with∼10−16s and strong-decaying 10−23 s.
It was discovered by Enrico Fermi in 1934 during his studies on the decay of neutron, the
nuclear β-decay (neutrino was not yet been discovered but its existence was postulated by
Pauli in order to explain the continuous energy spectrum of the electron in the β decay):
n→ p+ e− + ν¯e (1.34)
He interpreted it as a point-like interaction, without assuming the existence of a mediator
of theweak force (four-fermion contact interaction). Fermi expressed the Lagrangian of the
weak interaction introducing a vector (V) current to represent the creation of the couple
e−ν¯e:
L = GF (u¯pγ
µun)(u¯eγµuν) (1.35)
GF is the coupling constant associated with the weak interaction. It was measured for the
first time by Fermi himself from the neutron β-decay: GF = 2 · 10−5GeV −2. However, the
best estimation was the one obtained exploiting the muon decay [5]:
GF = 1.16639 · 10−5GeV −2 (1.36)
Soon, the evidence that different processes due to weak interaction have similar coupling
constant led to the idea of the universality of weak interactions.
Later in the years, with the Lee and Yang studies on the K particles and the Madame Wu
experiment on β-decay of 6027Co, became clear that weak interactions do not conserve parity.
Another important outcomeof theWu’s experimentwas that inweak interaction left-handed
fermions were favored.
It was in 1958, when Goldhaber, Grodzins and Sunyar discovered that neutrinos are pure
helicity statesH = ±1 that became evident what should be the nature of the weak current.
The helicity measures the sign of the component of the spin (−→σ ) of the particle (jz=±12~),
in the direction of the motion z. It is defined as:
H =
−→σ · −→p
|−→p | − 1 (1.37)
For massless fermions, the corresponding projector operator is:
PR,L =
1
2
(
1±
−→σ · −→p
E
)
(1.38)
If applied to a two component spinor, it will produce an helicity state from a superposition
of positive and negative states:
PRψ =
1
2
(
1 +
−→σ · −→p
E
)
(ψL + ψR) = ψR (1.39)
PLψ =
1
2
(
1−
−→σ · −→p
E
)
(ψL + ψR) = ψL (1.40)
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While for the massive fermions, the anologous is the chirality operator, which acts on four-
component Dirac spinor:
PR/L =
1
2
(1± γ5) (1.41)
where γ5 is:
γ5 = iγ0γ1γ2γ3 (1.42)
with γi (i = 0, 1, 2, 3) being the so-called Dirac matrices, [6].
Considering the matrix element for the β-decay:
M = GJweakbaryonJweaklepton = G(ψ¯pOiψn)(ψ¯eOψν) (1.43)
Oi can be equal to five possible operators, allowed by relativistic invariance. They are clas-
sified by their properties with respect to spatial transformation: scalar S, vector V, tensor
T, axial vector (or pseudovector) A and pseudoscalar P. In the Fermi ansatz, Oi is assumed
to be a vector operator but this turned to be an incomplete description since it is incom-
patible with parity violation and helicity behaviour. Due to the evidence that leptons and
antileptons have opposite helicities, the choice of the operators was V and A.
We can write the leptonic current Jweaklepton as a combination of vector and axial terms:
Jweaklepton ≡ Jµ` = (cV V µ` + cAAµ` ) (1.44)
Assuming cV and cA equal to unity and opposite in sign, using the definitions of the oper-
ators, Eq.1.44 becomes:
Jµ` = ψ¯eγ
µψν − ψ¯eγµγ5ψν = ψ¯eγµ(1− γ5)ψν (1.45)
Which turns out to be, exploiting the γmatrices properties and using the chirality operator
definition in Eq.1.41:
Jµ` = 2ψ¯e
(1 + γ5
2
)
γµ
(1− γ5
2
)
ψν = 2(ψ¯e)Lγµ(ψν)L (1.46)
Eq.1.46 is the expression of the charged weak current and it gives a formal expression of the
coupling of charge vector bosons W± with the left-handed component of the fermions. In
the same way, it has been shown how they couple with right-handed components of the
anti-fermions.
This is theV-A theory ofweak interactions. StandardModel fermions are divided, due to the
weak interactions, in left-handed doublets (with weak isospin T3 = 1/2) and right-handed
singlets (with weak isospin T3=0). For example, in the first lepton family, e will be paired
to a νe because by the exchange of aW+, it will become a neutrino and viceversa by the
exchange of aW−.
Themassive nature of theweak force carriers explained the short range ofweak interactions
and causes a modification ofGF as follows:
g2
8M2W
≡ GF√
2
(1.47)
which represents the relation between the weak coupling constant g and the Fermi con-
stantGF .
During the 70s, at CERN, neutral currents were discovered from the evidence of interactions
involving neutrinos and no charged leptons. A new vector boson, Z0, was the mediator
of these phenomena. Theoretically, weak neutral currents are really important since they
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represent a fundamental milestone in the path towards electroweak unification, as we will
see in the next section.
1.2 The Higgs Boson
The hunt for the Higgs boson started with Tevatron and LEP and it was one of the main mo-
tivation for the construction of the Large Hadron Collider at CERN in Geneva.
The Higgs boson existence was postulated in the framework of spontaneous symmetry break-
down of the SU(2)L⊗ U(1)Y giving mass to the Standard Model fermions and massive gauge
bosons.
After 40 years since its theorization, during a famous seminar, on 2012 4th July, ATLAS and
CMS (the LHC two multipurpose experiment) spokepersons announced to have discovered
an excess around 5σ at a mass of 125 GeV.
At the end of the session, the CERN General Director Rolf Heuer stated “I think we have it.”
Peter Higgs and François Englert were sitting in the room and later on, in 2013, they were
awarded with the Nobel Price.
1.2.1 The Electroweak Interactions
Late 60s: Weinberg, Salam and Glashow came out with an ambitious idea. Analogously to
what achieved by Clerk Maxwell in 19th century with unification of electric and magnetic
forces, they built a theory to treat electromagnetic and weak interaction as a whole.
The electroweak interaction would have taken its basis from the symmetry between the two
at large momentum transfer (q2 >>104 GeV−2), while at low energies a broken symmetry
occurs. The broken symmetry would cause one of the four mediating bosons to be massless
(photon) and the others (Z0 andW±) to be massive, causing the difference in the interac-
tion range.
As said in the previous sections, a quantum field theory must have the essential feature of
renormalisability, to save its predictive power. In other words, it has to avoid divergences
at high energies and at high orders of the coupling constant.
Early weak interaction theories well behaved at low energies and to the first order but oc-
curred in divergences not well absorbed by adding arbitrary constant.
The first step towards the cancelation of the divergences was the introduction of the con-
cept of neutral current mediated by a brand new spin-1 particle: the neutral vector boson
Z0. It is assumed to have a weak coupling g similar in magnitude to the electromagnetic
one, e. This was the first real step toward the unification.
The unified theory postulated the idea of four massless bosons, grouped in a triplet and a
singlet of weak isospin T and hypercharge Y. The two quantum numbers are respectively the
generators of the symmetry groups SU(2)L and U(1)Y . The resulting symmetry group is
SU(2)L⊗U(1)Y .
The relation between the third component of weak isospin T3 and the hypercharge Y is the
well-know Gell-Mann-Nishijima formula:
Q = T3 +
Y
2
(1.48)
where Q is the electric charge.
The triplet, with T=1, includes the three bosons Wµ =W (1)µ ,W (2)µ ,W (3)µ , belonging to the
group SU(2), while the singlet has the fourth boson Bµ of the U(1) group. For this reason,
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the model is referred as SU(2)×U(1).
W+µ ,W−µ and Z0µ are the massive bosons,Aµ is the massless photon.
Z0µ andAµ are amixing combination of the statesW (3)µ andBµ, as can be seen from Eq.1.51,
1.52 and 1.53.
The Lagrangian energy density, Eq.1.49, is a formal relativistically invariant form of the
interaction energy of the fermions with the mediators.
L = gJµ ·Wµ + g′JYµ Bµ (1.49)
Jµ and JYµ are the weak isospin and hypercharge currents of the fermions, while Wµ and
Bµ are the 4-potential associated with the boson fields. The two coupling constant g and
g
′ are not independent (see below). Eq.1.49 is a generalization of the interaction energy
eJYµAµ of an electric current with the electromagnetic field. Taking into account the rela-
tion in Eq.1.48, we get the relation between the weak isospin and hypercharge current:
JYµ = J
EM
µ − J (3)µ (1.50)
where Jemµ is the electromagnetic current, coupling to chargeQ and J3µ is the third compo-
nent of the isospin current Jµ. The physical bosons consists of the charged particlesW±µ
and the neutrals Zµ andAµ.
W±µ =
1√
2
[W (1)µ ±W (2)µ ] (1.51)
W (3)µ =
gZµ + g
′
Aµ√
g2 + g′2
(1.52)
Bµ =
−g′Zµ + gAµ√
g2 + g′2
(1.53)
Combining together Eqs.1.49, 1.50, 1.51, 1.52 and 1.53 we get:
L =
g√
2
(J−µW
′
µ + J
+
µW
′
µ) +
g
cosθW
(J (3)µ − sin2θWJemµ )Zµ + gsinθWJemµ Aµ (1.54)
where J±µ = J (1)µ ± iJ (2)µ . The ratio between the two coupling constants is g
′
g = tanθW .
In Eq.1.54, which represents the electroweak lagrangian energy density, we recognize in the
first term the contribution of weak charge-changing current, in the second one the weak
neutral current and in the third one the electromagnetic neutral current. Since the EM cou-
pling is e, e = gsinθW , where θW is the Weinberg weak mixing angle, [5].
Analogously to what has been said for QED and QCD, we want to ensure local gauge invari-
ance. As said above, the group symmetry of electroweak interaction is SU(2)L⊗U(1)Y . For
U(1)Y , the local transformation is expressed as:
ψ(x)→ eiY2 β(x)ψ(x) (1.55)
where β(x) is a parameter varying in space and time. We also know that weak interaction
favors left-handed particles whose field expression is:
uL = e
i
σi
2
αi(x) (1.56)
whereαi(x) are space-timedependent parameters andσi are the Paulimatrices, generators
of the SU(2) group. Taking into account the four boson fields defined above, the covariant
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derivative to save the local symmetry invariance will be:
Dµ = ∂µ + ig
′ Y
2
Bµ(x) + ig
σi
2
W iµ(x) (1.57)
Finally, the Lagrangian of the Electroweak unified theory will be:
L =
3∑
j
iψ¯j(x)γ
µDµψj(x)− 1
4
BµνB
µν − 1
4
W iµνW
µν
i (1.58)
In Eq.1.58, the first term represents the interaction with the fermions, while the last two
terms are the free field propagation.
Within this theoretical formulation, the four gauge bosons are still massless. Adding a
quadratic mass term to the Eq.1.58 is not possible without spoiling the gauge invariance,
meaning that it is not possible to add the mass of three of the four bosons by hand.
The idea of the spontaneous symmetry breaking comes in help to explain the boson mass
generation, experimentally evident from the short-range nature of the weak interaction.
1.2.2 The Higgs Mechanism
A possible solution to the riddle of massive boson in the Electroweak theoretical framework
was proposed by Higgs, Brout and Englert in 1964, [7] [8]. They postulated the existence of
scalar potential that can be added to the electroweak lagrangian to save the gauge invari-
ance and the renormalisability, assuming the presence of a spontaneous symmetry break-
ing.
To give an idea of what a spontaneous symmetry breaking is, we can take a brilliant example
by Sir Thomas W.B. Kibble, a British theoretical physicist, [9].
Suppose that we have a perfectly concave bowl and amarble to throw in it: themarble’s tra-
jectory would be complex but the rest position it’s clear and it will be the center of the bowl
bottom, see Fig.1.6a. If we suppose to have a different bowl with a bottom really similar to
the one of a wine bottle, our marble will not sit in the end on the center, but somewhere
in the circle of lowest points, see Fig.1.6b. This simple example leads to an easy example
of spontaneous symmetry breaking: "[..] the ground or lowest-energy state does not share
the symmetry of the underlying physics." In otherwords, we cannot saywhich ground state
will be chosen at the end.
Figure 1.6: Final equilibrium point in a perfectly concave bowl (a) and in a
"wine bottle"-shaped bottom bowl (b).
Let’s consider a scalar self-interacting field φ, [2]. The corresponding Lagrangian is:
L = T − V = 1
2
(∂µφ)
2 − 1
2
µ2φ2 (1.59)
If we want to generalize it to scalar particles interacting with each others, the potential V
must contain a term φ4: this choice allows that the symmetry of the Lagrangian under the
transformation φ→ −φ is ensured (note that φ6 terms and higher powers are excluded by
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renormalisability requirements). µ is the mass and the Lagrangian will become:
L = T − V = 1
2
(∂µφ)
2 − 1
2
µ2φ2 − λφ4 (1.60)
λ is a dimensionless constant representing the 4-boson vertex coupling.
The potential V has a minima (φ = φmin) when ∂V∂φ = 0:
Figure 1.7: Higgs potentia for two values of µ2.
φ(µ2 + λφ2) = 0 (1.61)
Depending on the µ2 values, two situations are possible:
• if µ2>0, φ=φmin where φmin=0 corresponding to the lowest energy vacuum state V=0
(see Fig.1.7 on the left).
• if µ2<0, we have two relative minima (see Fig.1.7 on the right).
φ = φmin where φ = ±v = ±
√
−µ2
λ
(1.62)
Expanding the field potential about one of the two vacuumminimum (we arbitrary choose
+v):
φ = v + σ(x) (1.63)
where σ(x) is the variation of the field about the minimum. Putting 1.63 in 1.60, we get:
L =
1
2
(∂µσ)
2 − λv2σ2 − λvσ2 − (λvσ3 + 1
4
λσ4) + constant (1.64)
What do we learn from Eq.1.64? The first term represents the kinetic one, the cubic term
(σ3) represents the self-interaction of the field σ and the constants contain the v2 and v4
terms. What remains is the mass-term., which assumes the positive value:
m =
√
2λ2 =
√
−2µ2 (1.65)
16 Chapter 1. The Higgs Boson and the Standard Model
Figure 1.8: "Mexican Hat" potential.
So, following a simple perturbative approach, doing an expansion around one of the two
local minima, we have obtained a real mass term. We are in front of a clear example of spon-
taneous symmetry breaking.
Coming back to our specific purpose and to the Electroweak sector, let’s take first the ex-
ample of the mass generation for a generic gauge boson. Suppose we have a Lagrangian:
L = (∂µφ)
∗(∂µφ)− µ2φ∗φ− λ(φ∗φ)2 (1.66)
invariant with respect to a global U(1) symmetry with transformation φ→ φ′ = eiαφ. The
chosen potential will be a complex scalar field:
φ =
φ1 + iφ2√
2
(1.67)
In this case, while for µ2>0, the minimum is always in the center at zero, when µ2<0, the
minimum is along a circle of radius v, with φ21 + φ22 = −−µ
2
λ , as can be seen in Fig.1.8. As
seen before, we take an expansion about a local minimum of this form:
φ(x) =
v + η(x) + iρ(x)√
2
(1.68)
where η(x) and ρ(x) are the vacuum fluctuations around the ψ1 and ψ2 directions. Putting
Eq.1.68 in the Lagrangian we obtain:
L =
1
2
(∂µρ)
2) +
1
2
(∂µη)
2 + µ2η2 + cubic and quadratic terms + constants (1.69)
Really important conclusions came out from this formula. The first two terms are the ki-
netic contributions, while µ2η2 is our mass term so the η field corresponds to a massive
particle.
It is worth to note that there is no quadratic term for ρ: massless spin 0 Goldstone’s boson
disappears and it turns out not be a physical particle.
In the particular case of SU(2) symmetry, we choose to introduce four real scalar fields φi
to be added to the SU(2)L and U(1)1 Lagrangian, see Eq.1.58. To save the gauge invariance,
the most proper way to act is to group the four field potentials in isospin doublets with
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hypercharge Y=1.
φ =
(
φ+
φ0
)
(1.70)
where:
φ+ ≡ (φ1 + iφ2)√
2
(1.71)
φ0 ≡ (φ3 + iφ4)√
2
(1.72)
The Lagrangian:
L = (∂µφ)
†(∂µφ)− V (φ) (1.73)
= (∂µφ)
† − 1
2
µ2φ†φ− 1
4
λ(φ†φ)2 (1.74)
The Lagrangian is invariant under local SU(2) transformation φ → φ′ = e iαa(x)τa2 φ if we
replace ∂µ with a covariant derivative:
Dµ = ∂µ + ig
τa
2
W aµ (1.75)
W aµ are the three gauge fields. If we apply to them a local gauge transformation:
φ(x)→ φ′(x) = e(1+iαa(x) τa2 )φ(x) (1.76)
where αa(x) are the group parameters and τa are 3×3 traceless matrices.
Eq.1.74 becomes:
L =
(
∂µ + ig
1
2
τ ·Wµ
)
φ
(
∂µ + ig
1
2
τ ·Wµ
)
φ† − V (φ)− 1
4
WµνW
µν (1.77)
with V (φ) = µ2φ†φ+ λ(φ†φ)2 and the last term is kinetic energy of the gauge fields.
We are interested to the casewhenµ2<0 (whenµ2>0wehave a systemof four scalar particles
φi interacting with three massless vector bosons). The potential V (φ) has its minimum
where:
φ†φ ≡ 1
2
(φ21 + φ
2
2 + φ
2
3 + φ
2
4) = −
µ2
2λ
(1.78)
As seen in the two general examples above, it is necessary to choose a particular minimum
about which expand the potential.
φ1 = φ2 = φ4 = 0 φ3 = −µ
2
λ
≡ v2 (1.79)
The expansion is:
φ(x) =
√
1
2
(
0
v + h(x)
)
(1.80)
about this chosen vacuum state:
φ0 ≡
√
1
2
(
0
v
)
(1.81)
where v is the vacuum expectation value.
As seen above, putting the expansion in the Lagrangian, the remaining field is h(x), the
Higgs field.
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To get themasses of the gauge bosonsW aµ , it is necessary to introduceφ0 in the Lagrangian,
where the corresponding relevant term is:
∣∣∣ig1
2
τ ·Wµφ
∣∣∣ = g2
8
∣∣∣∣∣
(
W 3µ W
1
µ − iW 2µ
W 1µ + iW
2
µ W
3
µ
)(
0
v
)∣∣∣∣∣
2
(1.82)
=
g2v2
8
[
(W 1µ)
2 + (W 2µ)
2 + (W 3µ)
2
]
(1.83)
here | |2 has been used in place of ()†(). This term describes three massive gauge boson
fields with mass M=12gv. Basically, Goldstone massless bosons has been eaten and become
massive: the scalar degrees of freedom has become the longitudinal polarizations of the
massive vector bosons [2].
The final expression for Lagrangian of the SU(2)L⊗U(1)Y is:
L = |(i∂µ − gT ·Wµ − g′ Y
2
Bµ)φ|2 − 1
2
µ2φ†φ− 1
4
(φ†φ)2 (1.84)
where the operators T and Y are the generators of the SU(2)L and U(1)Y groups of gauge
transformations, respectively.
About the mass of the gauge bosons, it is worth to underline that the choice of φ0 (see
Eq.1.72) has been crucial. Indeed, if φ0 is left invariant by one of the two subgroups, the
corresponding boson remains massless. The choice of φ0 implies T=1/2, T3=-1/2 and Y=1.
Sinceφ0 is neutral the U(1) remains unbroken having as generator Q=T3 + Y2 . The associated
gauge boson, the photon, has m=0.
Knowing thatW± = (W 1±W 2)√
2
and comparing the expressionwith obtained expanding the
last term of Eq.1.83, we get that:
MW =
1
2
vg (1.85)
With similar calculation, we obtain also that:
MZ =
1
2
v
√
g2 + g′2 (1.86)
The Higgs field gives mass also to the Standard Model fermions. As it regards leptons, we
include the following SU(2)×U(1) gauge invariant term in the Lagrangian:
L leptons = −λe
[
(ν¯, e¯)L
(
φ+
φ
)
eR + e¯R(φ
−, φ0)
(
νe
e
)
L
]
(1.87)
Eq.1.87 describes the Higgs coupling to the StandardModel left-handed doublets and right-
handed singlets. Note that neutrinos, which exist just left-handed cannot, consequently,
interact with the Higgs field (the reason for their masses must be due to another effect).
The lepton mass term is:
L = −mee¯e− me
v
e¯eh (1.88)
wherem` is the mass of the lepton.
The same operation can be done for the quark masses but the Higgs doublet must be modi-
fied to take into account the massive nature of both the components of the quark doublet:
φC = −iτ2φ∗ =
(−φ¯0
φ−
)
→
√
1
2
(
v + h
0
)
(1.89)
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The resulting Lagrangian is:
L quarks = −λijd (u¯i, d¯
′
j)L
(
φ†
φ0
)
djR − λiju (u¯i, d¯′j)L
(−φ¯0
φ−
)
ujR + hermitian conjugate
(1.90)
i, j = 1, ..., N whereN is the number of quark doublets.
The final quark Lagrangian matrix is:
L quarks = −midd¯idi
(
1 +
h
v
)
−miuu¯iui
(
1 +
h
v
)
(1.91)
In conclusion, the choice of an Higgs doublet generate masses for the gauge bosons and
the fermions. However, the latter are free parameters and not predicted by the theoretical
framework: as a consequence their experimental values are inputs for the Standard Model.
Luckily, as we can notice, their Higgs coupling is proportional to their masses: a prediction
that can be tested when a Higgs particle is observed.
1.2.3 The Higgs Mass Measurements
The Higgs boson discovery has been announced by ATLAS [10] and CMS [11] collaborations
on 4th July 2012. They both observed an excess of events in the invariant mass plots of
different Higgs decay channels combining the measurements of the 2011 at√s=7 TeV (cor-
responding to integrated luminosities of 4.8 fb−1 and 5.1 fb−1 for ATLAS and CMS, respec-
tively) and 2012 at√s=8 TeV (corresponding to integrated luminosities of 5.8 fb−1 and 5.3
fb−1 for ATLAS and CMS, respectively) data taking. The analyses were focused on different
decay modes: H → γγ,H →WW ∗,H → ZZ∗,H → ττ andH → bb¯.
The results for ATLAS and CMS are shown in Fig.(1.9) forH → ZZ∗ and forH → γγ, re-
spectively.
The Standard Model Higgs is a scalar of spin 0. Its mass is given by:
Figure 1.9: ATLAS (left) and CMS (right) Higgs boson evidence. The ATLAS
distribution refers to the analysis of the H → ZZ∗ decay analysis and it
shows the four leptons invariant mass in the final state for the combined
7 TeV and 8 TeV data. The CMS distribution shows the diphoton invariant
mass distribution for theH → γγ decay channel.
mH =
√
2λv (1.92)
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Figure 1.10: Summary of the ATLAS and CMS mass measurements in the
γγ and ZZ channels in Run1 and Run2.
where λ is the Higgs self-coupling in the potential V (φ). The expectation value of the Higgs
field is calculated from the Fermi constantGF as v = (
√
2GF )
−1/2. It is important to note
that the Standard Model is not predictive about the value of the Higgs mass since the quar-
tic term of the Higgs self-coupling λ4 is a free parameter.
The first try to measure the Higgs mass was by the LEP (Large Electron-Positron Collider),
opearated at CERN from 1989 to 2000. LEP was the first facility to reach the potential range
of the Higgs mass: the most important conclusion reached at that time was that it must be
larger than 114 GeV [12].
In those years, the first seed for the idea and realization of the Large Hadron Collider was
there: the possibility to have a large proton-proton accelarator, with an energy range of
10-20 TeV and with high luminosity, to explore and study a large mass-range. Meanwhile,
in the 1990s, at the Fermi National Accelarator Laboratory, the Tevatron collaboration (CDF
and D0) started to have the first possible evidences for an Higgs boson with a mass around
160 GeV, in proton-antiproton collisions.
The LHC era began in 2008 with the first beam injection. During the 2011 data-taking, after
the observation of an excess for a mass around 140 GeV found both in the WW boson and
diphoton decay channel, it was found that the SM Higgs mass should be in small window
around 125 GeV. This was the first step towards what happened in 2012 with the announce-
ment of the discovery.
Both ATLAS and CMS collaboration concentrate on two high mass resolution channels to
measure the Higgs mass: ZZ and γγ. The mass resolution in these two channels is from 1.4
GeV to 2.0 GeV for ATLAS and 1.0 GeV to 2.8 GeV for CMS.
Fig.1.10 summarise all the Higgs mass measurements performed in Run 1, with preliminary
Run 2 results. It accounts both the diphoton and the 4` lepton decay channels. All the Run
1 measurements and the combination between ATLAS and CMS brought to the result of
mH = (125.09± 0.24)GeV (1.93)
1.2.4 Higgs Production Modes at LHC
The main production modes at LHC are (ordered in decreasing rate):
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a. gluon fusion (ggF ).
b. weak-boson fusion (VBF, mostly ud initial states).
c. associated production with a gauge boson (V H with V = W,Z).
d. associated production with a tt¯ pair.
The correspondingdiagrams for these processes at the LeadingOrder are shown in Fig.(1.11).
Tab.(1.1) summarizes the Higgs production cross-section with respect to center of mass en-
Figure 1.11: Leading order Feynmann diagrams for themain Higgs produc-
tion modes at hadron colliders. (a) gluon fusion. (b) vector-boson fusion.
(c) associated production with a gauge boson. (d) associated production
with a a tt¯ pair.
ergy √s, considering mH=125 GeV at the LHC energy range. Fig.(1.12) shows the various
Table 1.1: The StandardModel predictedHiggs boson production cross sec-
tion [pb] formH=125 GeV in pp collisions at 7, 8, 13 TeV. The prediction for
the LHC energies are taken from [13], [14], [15], [16].
√
s [GeV] ggF VBF WH ZH tt¯ total
7 16.9+5%−5% 1.24+2%−2% 0.58+3%−3% 0.34+4%−4% 0.09+8%−14% 19.1
8 21.4+5%−5% 1.60+2%−2% 0.70+3%−3% 0.42+5%−5% 0.13+8%−13% 24.2
13 48.6+5%−5% 3.78+2%−2% 1.37+2%−2% 0.88+5%−5% 0.50+9%−13% 55.1
14 54.7+5%−5% 4.28+2%−2% 1.51+2%−2% 0.90+5%−5% 0.60+9%−13% 62.1
production cross section with the theoretical errors represented as bars [17].
Gluon-gluon Fusion (ggF)
At hadron colliders, the Higgs boson production mode with the highest cross section is the
gluon-gluon fusion (ggF), as can be seen from the Fig.1.12. The process:
gg → H +X (1.94)
is mediated by the exchange of a virtual heavy top quark [18]. The contributions from
lighter quarks are suppressed thanks to themass dependencyof the coupling of the fermions
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Figure 1.12: The Standard Model production cross section as a function of
the center of mass energy.
with the Higgs field, see Eq.1.91. The cross section has been calculated to the next-to-
leading order (NLO) inαS , including the full dependence on the quark (top, bottom, charm)
and Higgs boson masses [19]. The calculation of the cross section is known at NLO [20],
NNLO [21] and N3LO [22]. The LO and NLO QCD corrections amounts to about 80% of the
total cross section calculated at N3LO. The NNLO corrections enhance the cross section by
approximately 30%
Vector Boson Fusion (VBF)
Vector Boson Fusion (VBF) is the processwith the second largest cross section at LHC energy
range. VBF process:
qq → qqH (1.95)
is the scattering of two quarks (or antiquarks) mediated by the exchange of a vector boson
V(=W,Z), where the Higgs is radiated by the weak boson. Once scattered, the quark gives
rise to a pair of hard jets in the forward and backward region of the detector. This particular
feature of VBF, together with the strong suppression of the gluon emission in the central
rapidity region, results in a clear signature in the final states, allowing the distinction from
the overwhelming QCD background. The VBF scenario offers a clean search region not only
for the search of Higgs boson but also the possibility to study the Higgs couplings. The
VBF cross section has been calculated at the NNLO order of calculation with proper EW
corrections [23].
WH and ZH associated production: Higgs-Strahlung
The third most relevant process is the associated production with a vector boson, W± and
Z0. It is also the main subject of this thesis and so far it will be described with more details
in the following section and chapters.
The Higgs-Strahlungmechanism occurs when an Higgs boson is emitted through an off-shell
vector boson.
Since this process in association with the H → bb¯ decay is the main core of this thesis, it
will be treated in details in Sec.1.3.
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tt¯H associated production
The associated production tt¯H pair allows to study theYukawa couplingwith the top quark.
The cross section for this production mode has been calculated at LO with NLO QCD correc-
tions [24], evaluated yielding an increase in the total cross section of 20%. The theoretical
errors, estimated by combining all the main sources, amount to 10-15%. NLO calculation
for tt¯H production with parton-shower Monte Carlo programs are provided in [25].
1.2.5 Higgs Decays
The understanding and interpretation of the Higgs decays allow us to study its coupling to
many SM particles. The most relevant decay modes are H → bb¯, H → WW ∗, H → gg,
H → τ+τ− andH → cc¯,H → ZZ∗, followed by the ones with smallest Branching Ratios
(BR) H → γγ, H → γZ and H → µ+µ− (the decay in electrons is highly suppressed).
Decay to diphoton, gg and Zγ are clearly loop-induced but provide anyway indirect infor-
mation about the couplings to WW, ZZ and tt¯. The different predicted BRs can be seen from
Fig.1.13 and listed in the Tab.1.2, [15].
The partial widths at the leading order for the fermions are:
Γ(H → ff) = GF
4pi
√
2
m2fmH
(
1− 4m
2
f
m2H
)1/2 (1.96)
Γ(H →WW ) = GF
8pi
√
2
m3H
(
1− 4m
2
W
m2H
)2(
12
m4W
m4H
− m
2
W
m2H
− 1
)
(1.97)
Γ(H → ZZ) = GF
16pi
√
2
m3H
(
1− 4m
2
Z
m2H
)2(
12
m4Z
m4H
− m
2
Z
m2H
− 1
)
(1.98)
Figure 1.13: Branching Ratios for themainHiggs decaymodes as a function
ofmH . The magenta line points to the measured value of the Higgs mass.
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Table 1.2: The predicted branching ratios and relative uncertainties for the
decays ofmH = 125 GeV Standard Model Higgs.
Decay channel Branching Ratio Uncertainty
H → bb¯ 5.84× 10−1 +3.2%−3.3%
H →W+W− 2.14× 10−1 +4.3%−4.2%
H → γγ 2.27× 10−3 +5.0%−4.9%
H → τ+τ− 6.27× 10−2 +5.7%−4.7%
H → cc¯ 2.9× 10−2 +12.2%−12.2%
H → ZZ 2.62× 10−2 +4.3%−4.1%
H → γγ 2.3× 10−3 +9.0%−8.9%
H → γZ 1.53× 10−3 +5.0%−4.9%
H → µ+µ− 2.18× 10−4 +6.0%−5.9%
as can be seen, in the case of the fermions, it scales withm2f meaning that heavier fermions
are favored [26].
However, in the quark sector, it is necessary to consider an additional degree of freedom
represented by the color charge. Eq.1.96 becomes:
Γ(H → qq¯) = 3GF
4pi
√
2
m2qmH
(
1− 4m
2
f
m2H
)3/2[
1 +
4
3
αS
pi
∆QCDH
]
(1.99)
where mq is the quark mass, ∆QCDH is the QCD correction and αS is the strong coupling
constant. In the limit mH >> mq , QCD corrections are not negligible. The decay width
receives as many contributions which in the case of b quark decreaseH → bb¯ decay width
by more than 50%.
1.3 Higgs boson associated with a vector boson V and decaying
in bb¯
As can be seen for Tab.1.2 and from Fig.1.13, H → bb¯ has the largest branching ratio (∼
58%) for the Standard Model Higgs withmH=125 GeV. The measurement of this decay is of
great interest since it is important to prove the Yukawa coupling to the quark sector and to
put constraints to the Higgs decaying width. The Higgs main productionmode at LHC is via
gluon-gluon fusion ggF :
gg → H(H → b¯b) +X (1.100)
However the sensitivity in the inclusive search for the Higgs boson withH → bb¯ is limited
by the QCD overwhelming background from the inclusive production of pp¯→ bb¯+X .
The search for H → bb¯ has been performed in the VBF production mode. The signal is
expected to be an enhancement in the two b-jet invariant mass distribution mbb over the
smoothly falling background distribution. Also in this case, themain difficulties come from
the QCD induced background. The issue has been addressed by the requirement of an ad-
ditional photon in the final state that reduces the background. The analyisis have been
performed at ATLAS during Run1 [27], [28] and Run2 [29] and it is part of the combined re-
sult forH → bb¯ observation, as it will be seen in Chapter 5.
At LHC, the search for the decay of the Higgs boson to a pair of b-quark has the highest sen-
sitivity in the associatedWH and ZH production modes thanks to the leptonic decay of
W andZ used for triggering and to purify signal and reject QCD background, see Fig.(1.14).
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The Higgs boson candidates are reconstructed from exactly two b-tagged jets in the event.
Figure 1.14: Feynmann Leading Order diagram of the VH production with
the Higgs decaying in bb¯.
At Tevatron, the vector boson associated production is the second in terms of largest rate
and the H → bb¯ channel contributes the majority of the Higgs searches in the low mass
range (mH<130 GeV). The CDF and D0 have performed a combined analysis [30] in the mass
range 115 GeV<mH<140 GeV obtaining a significant excess of data events with respect to
the background estimation. At mH=125 GeV, the observed signal strenght (the ratio be-
tween Standard Model predicted and measured cross section) of µ=1.590.68−0.72. Morever, the
combination of the measurements enlightened that the excess is concentrated in the two
b-quark decay channel, probing the presence of a low-mass Higgs boson, [1].
1.3.1 VH associated production
The search for a Higgs boson in theWH andZH with theH → bb¯ is focused in a kinematic
region where the Higgs and the vector boson are produced in association and are emitted
at high pT , i.e. in a topological configuration where they are back-to-back in the transverse
plane and highly boosted. Fig.(1.15) shows the LO diagrams for the partonic process V H ,
with Fig.(1.15)c contributing just to ZH ,.
The first consequence is that the intermediate virtual boson producing the Higgs and as-
Figure 1.15: (a) and (b) LO diagrams for the partonic processes pp →
V H(V = W,Z). (c) diagram contributes only contributes to gg → ZH
channel.
sociated vector boson must be very massive and it will be produced centrally so that the
kinematic acceptance of its decay products will be improved. The second consequence is
the signal-to-background ratio significantly improved, reducing the impact of background
uncertainties on the discovery significance.
A reliable prediction of the total cross section is fundamental to claim the observation of
the V H(H → bb¯) channel. The inclusive partonic cross section can be written as:
σˆ(sˆ) =
∫ sˆ
0
dk2σ
(
V ∗(k)− dΓ
dk2
(V ∗(k)→ V H)
)
+ ∆σ (1.101)
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where √sˆ is the partonic center of mass energy. The first term of the expression repre-
sents a virtual gauge boson V ∗ with momentum k produced in a Drell-Yan process, with
then radiates a Higgs boson. The factor σ(V ∗) is the total cross section for producing the
intermediate vector boson. The term ∆σ is referred to the other contributions (i.e., non
Drell-Yan). The hadronic cross section is obtained convoluting Eq.1.101 with the parton
density functions, [13].
The LOprediction from theprocess is derived from the Feynmanndiagrams shown in Fig.1.15.
The QCD corrections are given to the Drell-Yan cross section σˆ(V ∗) byNLOQCD corrections.
For V = W , NNLO QCD correction are also applied to the intermediate boson. In the case of
ZH , one has to consider the contribution from gluon-gluon fusion productionmode which
do not involve a virtual weak gauge boson. As can be seen from Fig.1.15c, both Z and H
couple to the gluons via top-quark loop.
Also Electroweak correction at NLO are applied. It is important to note that they differ be-
tween the different leptonic decays.
The predicted cross section depends on the renormalization and factorization scalesµR and
µF which is set toMV +MH , [16].
The total Standard Model predicted cross section are listed below forW±H and for ZH ,
separated according to the possibile leptonic decays, see Tab.1.3.
Table 1.3: Total VH predicted cross sections at different center of mass
energy. Different neutrino flavours contributions has been summed in
Z(→)νν. The percentage uncertainties are related to the scale variations.
√
s[GeV ] W+(→ `+ν)H W−(→ `−ν¯)H Z(→ νν)H Z(→ `+`−)H
σ[fb] 7 40.9+0.7%−0.8% 23.04+0.6%−0.8% 68.18+2.6%−2.4% 11.43+2.6%−2.4%
σ[fb] 8 49.52+0.8%−0.6% 23.62+0.6%−0.8% 84.56+2.9%−2.4% 14.18+2.6%−2.4%
σ[fb] 13 94.26+0.5%−0.7% 59.83+0.4%−0.7% 177.62+3.8%−3.1% 29.82+3.8%−3.3%
σ[fb] 14 103.36+0.3%−0.8% 66.49+0.5%−0.6% 198.12+3.8%−3.3% 33.27+3.8%−3.3%
1.3.2 V H(H → bb¯)
Themain decays studied for the VH production areH → bb¯ andH →WW ∗. The former is
the one of interest for this thesis and it is the dominant for the StandardModelHiggs. While,
as it has been seen above, the vector bosons are reconstructed via their leptonic decays, the
Higgs boson candidate is reconstructed from two tagged b-jets. A reliable and robust b-
tagging strategy with high efficiency and low fake rate is crucial for an accurate estimate
of the signal. The prescriptions and the strategy used in this analysis will be explained in
Chapter 3 and 4.
As it regards the prediction of the V H(H → bb¯), the calculation of H → bb¯ is known at
the NLO [16]. When including it, the predicted cross section at 13 TeV are forWH andZH
events:
σNNLO QCD(W+H) = 24.18+0.36%−0.64%fb
σNNLO QCD(W−H) = 15.87+0.26%−0.46%fb
σNNLO QCD(ZH) = 6.89+0.10%−0.16%fb
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Differential predictions for the final state ZH(`1`2) is presented below, since it will be
the main focus of my studies. They are presented for different selection cut in the vec-
tor transverse momentum phase space. The red curve is the inclusive selection, while the
other curves correspond to the following cuts:
• blue: 0 GeV < pVT < 150 GeV.
• green: 150 GeV < pVT < 250 GeV.
• magenta: pVT > 250 GeV.
The transverse momentum pT of the Higgs boson candidate and the rapidity of the bb¯ pair
are shown in Fig.(1.16), while for the leading lepton of the vector boson decay are shown in
Fig.(1.17).
It can be noted how the phase-space boundaries are damped due to the contribution of
Figure 1.16: The transverse momentum and rapidity of the bb¯ pair for ZH
at the 13 TeV LHC.
Figure 1.17: The lepton transverse momentum and rapidity for ZH at the
13 TeV LHC.
gg → ZH . There is in particular an inflection in the Higgs transverse momentum around
pHT ≈ mt, where the gluon-gluon fusion ZH production starts to become important.
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Chapter 2
The LHC and the ATLAS Experiment
at CERN
In 1954 the history of particle accelarators reached its climax with the foundation of the
Conseil Européen pour la Recherche Nucléare, CERN, the largest subnuclear physics laboratory
in the world.
It wasMay 1954when the first shovel of earthwas dug in theMeyrin site, closeby to Geneva:
the choice of the host countrywas driven by the Swiss neutrality during theWorldWars and
by the central position of Switzerland in Europe.
Several facilities followed one another during the years: from the Proton Synchrotron (PS)
to the Super Proton Synchrotron (SPS), with the discovery in 1983 of W and Z boson from
proton-antiproton collisions.
In 1988, the 27 chilometers tunnel to host the Large Electron Positron (LEP) collider was
completed: the facility started with an energy around 90 GeV (near to Z boson mass) to
perform precision measurements for W and Z bosons. After that, the energy was increased
to start the search for Higgs boson. However, it became soon evident that increasing the
energy causes harsh energy losses due to synchrotron radiation. LEP was shut down and
dismantled at the beginning of the new century in 2000 leaving place to the construction
and installation of the Large Hadron Collider (LHC) in the same tunnel.
2.1 The Large Hadron Collider
The Large Hadron Collider is placed, as anticipated, in the ex-LEP circular tunnel at a depth
ranging from 50 m to 175 m underground, at the Swiss-French border, see Fig.2.1. From
the design energy, proton beams can reach 7 TeV energy resulting in a center of mass en-
ergy of√s=14 TeV. They travel in opposite directions in separate beam pipes, kept at ultra-
high vacuum (∼10−10 torr). Inside the tubes, the beams are deflected by a system of 1232
dipole electromagnets, built from coils of special electric cable, operating in superconduct-
ing state, inducing a medium magnetic field of 8.4 T. To ensure an efficient electricity con-
duction, the magnets are chilled to 1.9 K, via the connection of the accelerator system to
a system which cools the magnets distributing liquid helium. A system of 392 quadripole
magnet is used to keep under control the beam optics: in the usual data-taking, beams are
squeezed to increase the chance to have a collision.
The parallel beams are allowed to collide in four main interaction points, where LHC exper-
iments are placed. ATLAS (A Toroidal LHC Apparatus) and CMS (Compact Muon Solenoid) are
the two multipurpose particle detectors, designed to search for heavy particles, especially
the Higgs boson, and for Beyond Standard Model searches. LHCb is a dedicated experiment
to study B mesons physics and CP violation. ALICE (A Large Ion Collider Experiment) exploits
heavy ion collisions, during dedicated runs, to study the quark-gluon plasma. Three smaller
experiments are present: TOTEM (TOTal Elastic and diffractive cross section Measurements, it
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shares the interaction point with CMS and its physics program is mainly focused on total
cross section, elastic and diffractive process measurements, as it will be seen in Appendix
6), LHCf (Large Hadron Collider forward, which uses the LHC beams to simulate and study high
energy cosmic rays) and MoEDAL (Monopole and Exotic Detector At LHC, which shares the in-
teraction point with LHCb and has as main purpose the study of the magnetic monopole).
Figure 2.1: Pictorial view of the LHC complex at the Swiss-French border.
2.1.1 LHC Acceleration Chain
LHC is the final stage of a complex acceleration chain. Starting from its very beginning,
proton source is a metal cylinder, called Duoplasmatron, filled with hydrogen gas, which is
surrounded by an electric field used to strip hydrogen atoms from their electrons and even-
tually get protons. To leave the Duoplasmatron, particles are accelarated by a 90 kV supply
and then they are sent to the first step of the chain by Radio-Frequency Quadrupole (QRF).
Fig.2.2 shows the LHC injector complex (including the heavy ion route). The accelaration
Figure 2.2: The LHC injector complex, including the heavy ion route.
follows different successive stages.
2.1. The Large Hadron Collider 31
Figure 2.3: Scheme of the RF voltage (top) and the formation of RF buckets
and bunches: A is the synchronous particle, B is the non-synchronous.
• LINAC2 is a linear accelerator for protons and ions. It accelerates beams up to an
energy of 50 MeV and injects them in the following ring of the chain with a rate of 1
Hz.
• Proton Synchrotron Booster (PSB) is made of 4 superimposed rings. It accelerates the
beam coming from LINAC2 to an energy of 1.4 GeV. The five bunches, circulating in
each of the rings, are then sent through a magnet deflector into a single line for the
injection to the next acceleration stage.
• Proton Synchrotron (PS) accelerates the protons up to an energy of 28 GeV.
• Super Proton Synchrotron (SPS) is the final injector that increases the energy from 28
GeV to 450 GeV.
Once they are injected in the LHC ring, particles are accelerated using a Radio Frequency
(RF) system deployed in specially designed cavities. RFs are used to generate a longitudinal
electric field and, at high energies, the passage to RF cavity induces a gain or a loss of energy,
expressed as ∆E = q∆V , with the effective gap voltage ∆V = V0sin(ωRF t + φ), where
ωRF is the RF frequency, V0 is the effective peak accelerating voltage and φ is the phase.
The advantage to use RF cavities is that particles satisfy the sychronization requirement for
the LHC energy regime. The particles always have to see the acceleration voltage so the
number of RF cavities must be an integer multiple (h) of the revolution frequency to make
them cross the electric field with a constant phase, i.e. experience a constant force.
fRF = h · frev (2.1)
Eq.2.1 states that a particle with a speed β (in units of c) circulates in the accelarator with
a period Trev = 2piRβc and a frequency frev = βc2piR . At LHC, knowing that the RF frequency
is 400.79 MHz, the revolution frequency frev is 11.245 kHz, the proton is relativistic with
v ∼ c and the circumference is 2piR ∼26659 m, we have 35640 RF cavities. A particle ex-
actly synchronized with the RF frequency is labelled as synchronous particle while the other
ones oscillate longitudinally around her orbit, see Fig.2.3.
The effect of this behaviour makes the protons not spread uniformly around the acceler-
ator, but "clumped" around the synchronous particle orbite: this is the so-called bunch of
protons. In the nominal filling scheme of LHC Run2, the bunches are spaced by 25 ns which
corresponds in terms of frequency to 40 MHz: the outcome is that, in a chain of 35640 RF-
buckets, 3564 potential slots for a bunch of protons is available, each of them labelled with
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a unique bunch crossing identifier (BCID).
2.2 LHC Status During Run 2
The LHC Run2 started in 2015 and it lasted until the lastmonths of 2018. During 2018 August
and early September, the integrated luminosity delivered to ATLAS and CMS reached 53.1
fb−1, surpassing the 2017 value of 50 fb−1.
Together with the available center of mass energy, luminosity is the second main figure of
merit of any particle collider, since it quantifies its potentiality in providing a statistically
significant sample of a class of events. It will be treated in details in Appendix A.
The instaneous luminosityL ([cm−2s−1]) reflects the instaneous performance of the col-
lider. It is defined as the ratio of the rate R and of cross-section σ of a physical process:
L = Rσ . It decays exponentially, with a time constant at LHC of the order of hours.
The integrated luminosity is the instanteous luminosity integrated over a certain time in-
terval, defined as the ratio between the total number of eventsN and the cross-section σ.
It is clear the importance of an accurate luminosity measurement from its relation with σ,
since its related systematic uncertainty directly affects every cross section measurement.
The ATLAS goal for Run2 has been to keep it at a 2% level, necessary to allow discrimination
between Standard Model and Beyond Standard Model effects and to determine precisely
the Higgs boson production cross-section.
Moreover, the high integrated luminosity recorded has allowed to count on a large data-set
to study Higgs properties, such as its direct Yukawa coupling with the third sector quarks
(the heaviest ones). Fig.2.4 shows the total integrated luminosity during Run2 as a function
of time, [31]. Tab. 2.1 shows an overview of the LHC performance parameters luminosity
Figure 2.4: Total integrated luminosity versus time during Run2 during sta-
ble beams for pp collisions at 13 TeV in 2015-2018. Delivered luminosity
(green) accounts the luminosity delivered from the start of stable beams
until the LHC requests ATLAS to put detector in standby mode to allow
beam dump and beam studies. Recorded luminosity (yellow) reflects the
DAQ inefficiency and dead-time: when there is stable beam, tracking de-
tectors undergo a ramp of the high-voltage. In blue, the Good for Physics
data are shown: they have to respect good data quality requirements for all
reconstructed objects.
related during whole Run2 data-taking, [32]. The total delivered integrated luminosity for
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the full Run2 is 156 fb−1.
Table 2.1: LHC performance parameters for pp collisions at √s = 13 TeV
for the whole Run2 data-taking (2015-2018), taking into account the best
performances during normal operation. In 2017, LHC was operated in two
modes: standard 25 ns with long trains and "8b4e" scheme with 8 bunches
separated by 25 ns followed by four empty bunch slots. Values are listed for
both.
Parameters 2015 2016 2017 2018
Maximum number of colliding bunch pairs 2232 2208 2544/1909 2545
Bunch spacing [ns] 25 25 25/8b4e 25
Bunch population [1011 protons] 1.1 1.1 1.1/1.2 1.1
β∗ 0.8 0.4 0.3 0.3/0.25
Peak LuminosityLpeak [1033 cm−2s−1] 5 13 16 19
Peak number of inelastic interactions/crossing (<µ>) ∼16 ∼41 ∼45/60 ∼55
Total delivered integrated luminosity [fb−1] 4.0 38.5 50.2 63.4
2.3 The ATLAS Detector
The ATLAS detector is the largest volume detector ever built at a particle collider, with its
44m length and 25mheight, with a 7000 tons weight. It sits in a cavern 100munderground,
[33]. Fig.2.5 shows the detector layout. ATLAS is forward-backward symmetric with respect
to the interaction point. The nominal interaction point is defined as the origin of the co-
ordinate system, while z-axis is the beam direction and xy-plane is transverse to the beam
direction. The positive x-axis is defined as pointing from the interaction point to the cen-
tre of the LHC ring, while the positive y-axis points upwards. The volume is divided into
a side-A corresponding to positive z-direction, and side-C corresponding to negative ones.
The azimuthal angle φ is measured around the beam axis, while the polar angle θ is mea-
sured with respect to the beam axis. In Fig.2.6, the ATLAS right-handed coordinate system
is depicted.
Figure 2.5: Sketch of the ATLAS detector.
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Figure 2.6: Skematization of the ATLAS coordinate system.
The trasverse momentum pT (it is defined as pT =
√
p2x + p
2
y), the transverse energy ET
(i.e., the geometrical projection of the energy on its transverse component ET = Esinθ)
and the missing transverse energy EmissT are defined in the transverse plane. In case of
non-negligible masses, the rapidity y is used:
y =
1
2
ln
[(E + pZ)
(E − pZ)
]
(2.2)
While in the relativisti case the pseudorapidity η is used:
η = −lntg
(θ
2
)
(2.3)
In order to measure the angular separation a useful quantity to use is ∆R, the distance in
the η − φ space:
∆R =
√
(∆η)2 + (∆φ)2 (2.4)
The four major components of ATLAS are the Inner Detector, the Magnet and Calorimeter
System and the Muon Spectrometer. Additional forward detectors are also present to mea-
sure the luminosity (LUCID), to perform elastic and diffractive physicsmeasurements (ALFA
and AFP) and to measure neutral particles (γ, n) in the forward direction (ZDC).
A thin superconducting solenoid surronds the Inner Detector cavity, while three large su-
perconducting toroids (one barrel and two end-caps) are arranged around the calorimeters
with an eight-fold azimuthal symmetry. This particular configuration has been the starting
point for the development of the rest of the detector.
The Inner Detector, drowned in a 2 T solenoidal field, allows pattern recognition, momen-
tum and vertex measurements and electron identification thanks to the combination of
different technologies: high-resolution semiconductor pixel and strips in the core of the
tracking volume and straw-tube for tracking generating and detecting transition radiation
in the outer parts.
High granularity liquid-argon (LAr) electromagnetic sampling calorimeters cover the pseu-
dorapidity range |η|<3.2, providing excellent performances in energy and position reso-
lution. A scintillator-tile calorimeter covers the hadronic calorometry role in the range
|η|<1.7. It is divided in large barrel with two smaller extended barrel cylinders at each side.
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In the end-caps, LAr is exploited also as hadronic calorimeter and it extends the pseudora-
pidity coverage to |η|<4.9.
Muon Spectrometer surrounds the calorimeter system. The air-core toroid system, with its
long barrel and the two end-cap magnets, causes a strong bending power in a large volume
within a light and open structure. Multiple-scattering effects are minimised and three lay-
ers of high precision tracking chambers ensure an excellent muon momentum resolution.
In addition, trigger chambers (timing resolution of the order of 1.5-4 ns) are included in the
Muon System.
2.3.1 Physics Requirements
Before going through the complete description of the ATLAS detector components, it is im-
portant to underline the physics requirement at the roots of the choices for its realization.
These requirements had been defined in late 90s to cover as much as possible all the new
phenomena accessible for observation at the TeV scale, [33]. Indeed, high luminosity and
increased cross-sections enable high precision tests on QCD, electroweak interactions and
flavour physics, together with the possibility to explore Beyond Standard Model theories.
In particular, the search for the Standard Model Higgs boson has been used as a benchmark
to estabilish the performance of all the sub-systems of ATLAS. As said in the prevoius chap-
ter, there is a range of production and decay mechanisms, depending on the mass of the
Higgs boson, which is not predicted by the theory but left as a free parameter.
Besides the advantages derived from the high LHC luminosity and the consequent interac-
tion large rates (fundamental for processes characterized by small cross-section), the inelas-
tic proton-proton collision at such a high-energy regime causes difficulties in the detection,
mainly because QCD jet production dominate over the rare events, requiring specific iden-
tification methods of their typical signatures.
Further demands on the integrated luminosity and on the particle-identification have been
imposed and then converted into a set of general requirements to follow:
• Due to the experimental conditions at LHC, detectors require fast, radiation-hard
electronics and sensor elements. In addition, high detector granularity is needed to
handle the particle fluxes and to reduce the influence of overlapping events.
• Large acceptance in pseudorapidity with an almost full azimuthal angle coverage.
• Good charged-particlemomentum resolution and reconstruction efficiency in the in-
ner tracker.
• Good resolution on the secondary vertex is essential for offline tagging of τ -leptons
and b-jets
• Very good electromagnetic calorimetry for electron and photon identification and
measurements together with the full-coverage hadronic calorimetry to ensure an ac-
curate jet and missing transverse energy measurements related to undetected neu-
trinos. This is a very fundamental part for the measurements regarding rare events.
• Good muon identification and momentum resolution over a wide range of momenta.
In addition, it is also needed the ability to determine unambiguosly the charge of high
pT muons.
• High efficient triggering on low pT objects with sufficient background rejection is
essential to have a trigger rate suitable for the physics processes of interest.
Tab.2.2 summarizes the performance goal of the ATLAS subsystem.
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Table 2.2: General performance goals of the ATLAS detector. pT andE are
in GeV [33].
Detector Component Required Resolution η coverage Measurement η coverage Trigger
Tracking σpT /pT = 0.05%pT⊕1% ± 2.5
EM calorimetry σE/E = 10%
√
E⊕0.7% ± 3.2 ± 2.5
Hadronic calorimetry (jets) barrel and end-cap σE/E = 50%
√
E⊕3% ± 3.2 ± 3.2
forward σE/E = 100%
√
E⊕10% ± 3.1<|η|<4.9 ± 3.1<|η|<4.9
Muon Spectrometer σpT /pT = 10% at pT =1 TeV ±2.7 ±2.4
2.3.2 Inner Detector
The Inner Detector (ID) is the first part of ATLAS to see decay products of collisions [34]. Due
to the large track density (∼1000 particles every 25 ns in pseudorapidity range of |η|<2.5),
a fine detector granularity is needed to ensure a precise momentum and vertex resolution.
As can be seen from Fig.2.7, it is composed of Insertable B-layer (IBL), pixel system, Silicon
Conductor Tracker (SCT) and Transition Radiation Tracker (TRT). The IBL has been added in
2015. The ID is 5.3 m long with a diameter of 2.5 m. In the barrel region it is arranged in
concentric cylinders around the beam axis while in the end-cap regions sensors are located
on disks perpendicular to the beam axis.
Figure 2.7: Sketch of the ATLAS Inner Detector with all its components,
including IBL.
The Pixel Detector and the Silicon Conductor Tracker
Pixels and SCT are the precision tracking detectors and they cover the region |η|<2.5. Both
exploit the silicon semiconductor technology but with different configuration.
The Silicon Pixel Detector allow to achieve the highest granularity around the vertex. It
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consists in 1744 modules arranged in three barrel layers (approximately 67 millions of pix-
els) and three end-cap disks on each side ( 13 millions of pixels). The layers are segmented
in R-φ and z and typically three of them are crossed by each track. All the sensors are iden-
tical, with a minimum size of (R-φ)×z of 50×400 µm2. The full system covers an area of 1.7
m2. The intrinsic precision is of 10 µm for (R-φ) plane and 115 µm for z coordinate, both in
the barrel and end-cap. Fig.2.8 shows the pixel detector in all its macro-components.
The SCT system is placed in the intermediate radial range to provide eight precision mea-
Figure 2.8: Sketch of the ATLAS pixel detector
surements for momentum, impact parameter and vertex position: eight strip layers are
crossed by a particle. In the barrel region, SCT layers provide precision point in the in R-φ
and z coordinates, using small angle stereo strips for both. They consist of two 6.4 cm long
daisy-chained sensors with a strip pitch of 80 µm. In the end-cap region, the detector is
arranged in a set of strips radially disposed and in a set of stereo strips at angle of 40 µrad.
SCT has approximately 6.3 million of readout channels. Fig.2.9 shows the position of the
barrel and end-cap SCT component. The intrisic precision per module is 17µm in the (R-φ)
plane and 580 µm in z-coordinate, both for barrel and end-cap.
The radiation length for both the detectors is 0.1X0 at η=0.
The Transition Radiation Tracker
The TRT is the outermost component of the ATLAS ID. It consists in an hybrid detector: it
is both a tracker thanks to the straw tubes which is made of and a Transition Radiation de-
tector. The latter allows to distinguish a light and heavy particle thanks to the difference in
the light emitted when they cross layers with different refractive index. Each component
is made of straw tubes of Polymide drift tubes with 4 mm diameter. The barrel contains a
50000 straw tubes (with amaximum length of 144 cm). The end-caps contains 320000 radial
straws, arranged in wheels, see Fig.2.9. The total number of read-out channels is 420000.
Between the straw and the wire there is a gap filled with a gas mixture (70%Xe, 27%CO2 and
3% O2). A ionizing particle induces a low amplitude signal, while other particles crossing
straws cause transition radiation emission absorbed by the Xenon inducing an high ampli-
tude signal. Each TRT read-out channel has two independent thresholds which allow the
detector to discriminate between tracking hits (lower threshold) and transition radiation
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Figure 2.9: View of the ATLAS inner detector (no IBL) with SCT and TRT
component enlightened.
hits (higher threshold). Tipically TRT provides 36 hits per track in the straw tubes cover-
ing a pseudorapidity range of |η|<2.0. TRT provides only R-φ information, with an intrinsic
precision of 130 µm per tube. The radiation length is 0.2X0 at η=0.
Insertable B-Layer
The Insertable B-Layer (IBL) is the last and innermost part of the ATLAS ID to have been
installed. Built during the first long shut-down, it was operated for the first time in 2015
at the beginning of LHC Run 2 [35]. A skematic view of the IBL is shown in Fig.2.10. It is
positioned between the new Beryllium beam pipe and the B-Layer, the innermost part of
existent pixel detector.
It consists in a barrel layer of 14 staves. The average radial distance of the sensitive area
Figure 2.10: Skematic view of the Insertable B-Layer.
from the beam pipe is 33mm, while its total envolope has a radius between 31-40mm. 16 or
32 modules (depending on their size) are equipped on each module. In the first case, each
module consist of 2 front-end chips on one common sensor tile, while in the second case
each module is made of one front-end chip connected to a single sensor tile. The staves are
tilted by 14o degrees to ensure a full coverage in φ for high pT tracks. However, its small
radius limits the sensors at an angle between 0 and 27o with respect to the radial direction.
IBL is radiation harder than the pre-existent B-Layer and its small pixels (50×250 µm2)
lower the occupancy in high-luminosity regime. The radiation length at η=0 is 1.43% of
X0. There are many reason which explains the need for its construction and installation.
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Failures in the pre-existent B-layer and in other parts of the inner detector, whose inn-
eficiencies cannot be compensated by reconstruction, are compensated by IBL, avoiding
deterioration in impact parameter reconstruction, which directly affects the b-tagging: IBL
is able to completely restore the full b-tagging efficiency even in case of complete B-layer
failure. With the high-luminosity expected for the High Luminosity LHC (HL-LHC), event
pile-up will increase leading to read-out inefficiencies due to the higher occupancy, since
the current pixel detector was designed for a maximum peak luminosity of 1034 cm−2s−1.
Since redundancy in track measurement with the increase of pile-up is necessary to keep
fake rate under control, IBL is fundamental because helps to save the b-tagging efficien-
cies preserving from failures of B-layer, affected more than other layers by pile-up effects.
Moreover, its closeness to the interaction point improves vertexing and b-tagging perfor-
mance: this is crucial for reconstruction of the Higgs candidate in the channel VH(H→ bb¯),
as it will be explained in Chapter 3.
2.3.3 Magnet System
An efficient magnet system is fundamental to ensure enough bending power and good per-
formance in track reconstrunction and momentum measuerements. Four large supercon-
ducting magnets make up the ATLAS magnet system, with 22 m diameter, 26 m lenght and
1.6 GJ of stored energy [36]. The spatial arrangement of the coils is shown in Fig.2.11. It pro-
Figure 2.11: ATLAS magnet system.
vides magnetic field over a volume of approximately 12000 m3, which is the region where
the field exceeds 50 mT. The whole system consists in:
• a solenoid aligned to the beam axis and providing a 2 T axial magnetic field to the
inner detector.
• a barrel toroid and two end-caps toroids which provide toroidal magnetic fields o 4 T
for the muon detectors in the central and end-cap regions.
The central solenoid consists in one coil with a Al-stabilized NbTi conductor with 5.3 m
length and 2.5 m diameter. At the nominal current of 7.730 kA, the magnetic field in the
center is 1.998 T. The layout was carefully optimised to keep the material thickness of the
calorimeter as low as possible, to achieve the desired performance. This results in the
solenoid assembly contributin a total of 0.66 radiation lengths at normal incidence.
The barrel toroid consists in eigth coils with Al-stabilizedNbTi/Cu conductor in their own
vacuum vessel, with 25.3 m length and an inner diameter of 9.4 m and outer of 20.1 m. Each
of the two end-cap toroids is made of eight coils. They are 5 m long, with an inner diameter
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of 1.65 m and outer of 10.7 m. All the toroid structure has been designed to minimize the
uncertainty on the momentummeasurements due to the multiple scattering. Barrel toroid
covers the region |η|<1, while the end-caps toroids cover 1<|η|<2.7. The magnetic field sig-
nificantly drops at |η|=1.5 which is the so-called transition region: here the bending power is
ensured by the combination of barrel and end-cap fields.
2.3.4 Calorimetry System
ATLAS calorimeters cover the pseudorapidity range of |η|<4.9. The aim is to provide good
containment of electromagnetic and hadronic showers and provide precision on energy
and position measurements. ATLAS has both electromagnetic and hadronic calorimeters
[37]. An important characteristics is the choice of their depth to contain showering of the
particles. The total thickness of the EM calorimeter is more than 22 radiation lenghts in
the barrel and more than 24 X0 in the end-caps. The approximate 9.7 interaction lenghts
λ of the Hadronic Calorimeter in the barrel (10 λ in the end-cap) in the end-caps ensure
good resolution for high-energy jets. Furthermore, the total thickness, including 1.3 λ of
the outer support, λ = 11 at η=0 allows good precision in EmissT measurements, which is im-
portant for many physics signatures involving neutrinos.
Both calorimeters use sampling tecniques,meaning that layers of passive and activematerial
are arranged alternately. Particles cross a passive material (absorber) with high interaction
cross-sectionwhich force them to shower electromagnetically or hadronically and the product
particles are then detected in the active material.
Fig.2.12 shows the ATLAS calorimeter system.
Three cryostat host the calorimeters closest to the beam-line: electromagnetic barrel
Figure 2.12: Cut away of the ATLAS calorimetry.
calorimeter and two electromagnetic end-caps calorimeters (EMEC). The end-caps cryostat
contains also two end-cap hadronic calorimeters (HEC), placed near the EMECs, and a for-
ward calorimeter (FCal) to cover the very forward region, the closest one to the beam line.
All this elements are part of the complex of the LiquidArgon (LAr) calorimeter. LiquidArgon
is the active detector medium, chosen for its intrinsic linear behaviour, stability response
over time and intrinsic radiation hardness. Besides LAr, which acts both as electromagnetic
and hadronic calorimeter, there is the Tile calorimeter, the purely ATLAS hadronic barrel
calorimeter, which exploits scintillating tiles.
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The Electromagnetic Calorimeter
LAr electromagnetic calorimeter uses liquid argon as active medium and lead as passive ab-
sorber, where the layers are disposed following an accordion geometry [38]. Such a choice
provides the full coverage in φ and the fast extraction of the signal. As already anticipated,
EM calorimeter is divided into a barrel and two end-caps components, covering, |η|<1.475
and 1.375<|η|<3.2, respectively. While the barrel is divided in two by a gap of 6 mm at z=0,
the end-caps are divided in two coaxialwheels: an outer, covering 1.375<|η|<2.5 and an inner
covering 2.5<|η|<3.2. The total thickness of the EM calorimeter is larger than 24 X0 in the
barrel and larger than 26X0 in the end-caps. Fig.2.13 shows the calorimeter segmentation
in three longitudinal sections which allows high-granularity, especially in the pseudorapid-
ity region |η|<2.5, of highest interest in many ATLAS analysis. The first section uses narrow
Figure 2.13: Sketch of a barrel module with different layers clearly visible.
The η and φ granularity of the three layers cells is shown.
cells ( 5mm in the η direction) for particle identification and for highly precise angularmea-
surements. The middle section is made of ∆η×∆φ = 0.025× 0.025 square towers and its is
used for measurement of released energy. The last section is characterized by a granularity
of 0.05 in η and a thickness varying between 2X0 and 16X0. It measures the energy of those
particles which have not been stopped in the previous segments, allowing the distinction
between electromagnetic and hadronic showers because themajority of electrons and pho-
tons are stopped in the middle region.
The pseudorapidity range 1.375<|η|<1.52 is the transition region between barrel and end-
caps where significant losses in energy and performance occurs: this is why in most of the
analysis selecting photons and electrons it is discarded.
The energy resolution of LAr achieved for photons of 100 GeV, independently from η, is
found to be 1.5%, considering that:
∆E
E
=
10%√
E
⊕ 0.1% (2.5)
The LAr readout system is composed by preamplifiers outside the cryostats, shapers, analog
pipelines and anADC system. The electrodes for readout are located in the gaps between the
lead absorbers and consist of three conductive copper layers separated by polymide sheets.
The two outer layers are at the high-voltage potential and the innser one is used for reading
out the signal via capacitive coupling. Each barrel and end-cap between two absorbers is
equipped with two electrodes.
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The Hadronic Calorimeter
Tile Calorimeter (TileCal) is the purely hadronic calorimeter of the ATLAS detector [39]. It
is placed in the barrel region, directly outside LAr. It is made of iron plates used as passive
medium, while scintillating layers act as active material, covering the region |η|<1, divided
into barrel (|η|<1) and extended barrel (1<|η|<1.7). The two macro-component are divided
into 64modules. In depth, TileCal is segmented in three layers, corresponding to 1.5, 4.1 and
1.8 interaction lengths for the barrel and 1.5, 2.6 and 3.3 for the extended barrel. The total
thickness of the detector in terms of interaction length is 9.7 λ at η=0, at the outer edge
of the tile-instrumented region. Photomultipliers are used for the read-out. The energy
resolution of TileCal is:
∆E
E
=
50%√
E
⊕ 2.5%⊕ 5%
E
(2.6)
in units of GeV.
The hadronic end-cap calorimeter (HEC) covers the region 1.5<|η|<3.2 and consists of two
wheels per side, located in the same cryostat of the EMEC. Each wheel has 32 identical
wedge-shaped modules and segmented in depth with a total of four layers per end-cap.
Parallel copper plates are the passive medium, of 25mm deep for the closest wheels, 50 mm
for the further. Between copper plates, 8.5 mm gaps filled with LAr serve as active material.
Forward Calorimeter
The Forward Calorimeter (FCal) is both electromagnetic and hadronic. Its depth is approx-
imately 10 λ and it is contained in the same cryostat as EMEC and HEC. It covers the region
3.1<|η|<4.9. Of the three modules constituting it, one is optimized for electromagnetic mea-
surement, using copper as passivematerial, and two for hadronicmeasurements, exploiting
tungsten. LAr is the active material.
2.3.5 Muon Spectrometer
The choice to put the Muon Spectrometer (MS) in the outer region of the ATLAS detector
has been driven by the nature itself of the particle it has to detect [40]. Muons travel much
more than any other charged particle in the ATLAS volume because they hardly interact
with materials. They undergo bremmstrahlung less than electron and they have a lifetime of
2.2 µs. So far, since we expect the other particles to be trapped by the calorimeters, muons
can be reconstructed from the combined information from ID and MS.
Fig.2.14 shows a section of the MS, with also barrel and end-cap toroids enlightened. All
the system is based on the magnetic deflection due to the toroidal fields. MS has an outer
diameter of 22 m and it is composed by trigger and precision chambers. The chambers in
the barrel are arranged in three concentric cylindrical shells around the beam axis: inner
station at a radius 5 m, middlestation at 7.5 m and outer station at 10 m. In the end-cap
region, large wheels are located at a distance from the interaction point of z=7.4 m, z=10.8
m, z=14 m and z=21.5 m, perpendicularly to z-axis.
The subdetectors of the muon spectrometer are grouped into:
• Trigger Chambers: providing fast-response for online trigger and high granularity
• Precision Chambers: providing precise momentum measurements
Trigger Chambers
The Trigger Chambers are fast muon momentum measurement detectors [41], with two
components:
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Figure 2.14: Cross view of the Muon Spectrometer.
• Resistive Plate Chambers (RPC) covering the range |η|<1.05
• Thin Gap Chambers (TGC) covering the range 1.05|η|<2.4
The trigger chambers serve to provide bunch-crossing identification, signal above a defined
pT threshold and to provide muon coordinate ortogonally to the precision chambers.
In the RPCs, crossing muon produce primary ionization electrons crossing in a gas mixture
of 97% tetrafluoroethane (C2H2F4)and 3% isobutane (C4H10). Electrons are multiplied by a
4.5 kV/mm electric field. They are detected by three layers (two in the middle, one in outer
barrel station), which provide information on η and φ coordinates.
The TGC are installed in the end-cap region. They are thin multi-wire proportional cham-
bers, filled with a highly quenching gas: 55% CO2 and 45%n-pentane (n-C5H12). The anode-
cathode spacing is smaller than the anode-anode spacing allowing short drift time. The
geometry and the choice of the gas allow to work in quasi-saturationmode. Their precision
is 4mm in the radial direction and 5 mm in the φ coordinate. In Fig.2.15, the trigger effi-
ciency as a function of the reconstructed muon pT is shown for the different years of the
Run2 data taking. The efficiency has been stable over the years. The slight degradation of
the plateau is due to the increase number of disable detector due to a high-voltage problem
[42].
Precision Chambers
They measure the muon trajectory and they are composed by:
• Monitored Drift Tubes (MDT)
• Cathod Strip Chambers (CSC)
MDT chambers measure only the z-coordinate in barrel and end-cap region, with a cover-
age of |η|<2 [43]. They consist in multi-layer (3 or 4) drift tubes (30 mm diameter) and alu-
minum walls, filled with a gaseous mixture of argon and carbon dioxide, at 3 bar. The full
muon trajectory is reconstructed by measuring muon momentum in the region 2<|η|<2.7,
with a spacial revolution of 80 µm.
The CSC aremulti-wire chambers measuringmuonmomentum in the same region, exploit-
ing strip cathodes. Thewires aremade of parallel anodes perpendicular to strips of opposite
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Figure 2.15: The trigger efficiencies of Level-1 single muon trigger for a
threshold of 4 GeV (left) and 20 GeV (right) as a function of the transverse
momentum of the reconstructed muon in the end-cap region, 1.05<|η|<2.4,
for different years in Run2. The efficiency of the L1 muon trigger has been
stable through the Run2.
polarity. Anode-cathode distance equals the one between anode wires, 2.5 mm. The time
resolution is 7 ns, while the spacial is 60 µm in the φ direction and 1cm in η.
2.3.6 Forward Detectors
ATLAS is also equippedwith LUCID, ZDC, ALFA and AFP detectors, which partially covers the
forward rapidity region [44]. Their positionwith respect to the interaction point is sketched
in Fig.2.16.
The total proton-proton cross-section σtot is a contribution elastic and inelastic cross-
Figure 2.16: ATLAS Forward Detector Complex [45].
sections [46]. At LHC energies, σel contributes to 20% of σtot. The remaining 80% is due
to inelastic contribution including Single Diffractive dissociations (SD), Double Diffractive
dissociations (DD) , Central Diffractive production (CD) and non-diffractive processes.
In this sense, the importance to have a forward apparatus can be understood looking at the
two plots in Fig.2.17. It can be seen, looking at the left plot, that about 40% of the parti-
Figure 2.17: On the left particle flow, on the right energy flow as a function
of pseudorapidity as obtained by DPMJET [47] for pp interactions at√s=14
TeV.
cles are produced outside the ATLAS central acceptance, while from the right one, we can
conclude that the energy released there is a tiny fraction with respect to the total. Fig.2.18
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shows the topology of elastic and diffractive events in the LHC pseudorapidity range.
The forward calorimeter coverage of |η|<4.9 does not allow to access to diffractive system
Figure 2.18: Topology in the central and forward detectors of each diffrac-
tive event class (azimuthal angle φ vs. pseudorapidity η). Pink dots repre-
sent diffractively scattered protons, while blue dots are the products of the
diffractive interactions.
mass less than 10 GeV. The indirect measurement of ξ (i.e., the fractional longitudinal mo-
mentum loss of the protons) via the energy detected in the calorimeter is not precise due
to invisible energy and it is available obly in limited ξ regions. Morever, the measurement
of the transferred momentum t of the proton is not available in the central detector. The
proton tagging is the only way out for a detailed probing of diffractioon. A study of the cross
section as a function of the size of the rapidity gap as measured by the ATLAS central detec-
tor has beenperformed [48]. The forward rapidity gaps (∆Fη ) are defined as forward rapidity
gap region on detector edge devoid of particles having transverse momentum pT >200 GeV.
In Fig.2.19, the differential cross sections as a function of the size of the gap size are shown.
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Figure 2.19: The black dots represent the measured inelastic cross sec-
tion differential in forward gap size ∆Fη for particles with pT >200 GeV and
∆Fη >2. The error bars indicated the total uncertainties. The colored areas
report the MC predictions of the generators Pythia8 (top), Pythia6 (center)
and Phojet (bottom) for ND, SD and DD (also CD for Phojet) contributions
[48].
The black dots represent themeasured inelastic cross section differential in forward gap
size ∆Fη for particles with pT >200 GeV and ∆Fη >2 with error bars indicating their total un-
certainties. Colored areas report the Monte Carlo predictions of the three generators used
Pythia8 (top), Pythia6 (center) and Phojet (bottom).
The possibility offered by the Forward detectors is to detect particles and processes not de-
tectable in the central region.
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Among them, there is LUCID (LUminosity measurements using Cherenkov Integrating Detectors
[49], the reference detector for ATLAS online and offline Luminosity since the beginning of
Run2. It will be discussed in details in Appendix A.
ZDC
ZDC (Zero Degree Calorimeter) consisted in two stations placed at 140 m distance to the inter-
action point, symmetrically [50]. With a pseudorapidity coverage of |η|>8.3, ZDC is designed
to detect neutrons from heavy-ion collisions and to measure the centrality of the interac-
tion counting the number of spectator neutrons. It can also be used to reduce the beam-halo
and beam-gas background. Thanks to its time resolution of 100 ps, ZDC is able to determine
IP position with a 3 cm precision in z coordinate. Each station contains one electromag-
netic and three hadronic calorimeters module. Their layout is similar based on tungsten
plates, placed normally to the beam direction, extended with steel plates. Series of quartz
rods enter the plates parallel to z direction. Cherenkov light emitted is then converted by
phototubes.
ALFA
ALFA (A Absolute Luminosity For ATLAS) is formed by two Roman Pots stations, symmetrically
placed at 240 m distance from the IP [51]. The main purpose is to measure the total proton-
proton cross section. Each station consists of 4+4 vertical pots detectors. ALFA measures
the elastic scattering rate, from a back-to-back proton signature, see Fig.2.20. This mea-
Figure 2.20: ALFA golden signature for reconstruction of elastic scattering
events.
surements are performed in dedicated runs with a particular beam optics with high β∗ and
parallel-to-point focusing [52], [53]. The differential elastic cross section is then used to
estimate the total cross section, through the Optical Theorem:
σtot ∝ 4piIm(fel)t→0 (2.7)
where t is the four momentum transfer and fel is the elastic scattering amplitude. The
strategy used by ALFA to measure σtot will be described in Appendix 6.
AFP
The AFP (ATLAS Forward Proton) detector consists of 2+2 horizontal stations placed at 210 m
from the interaction point [54]. Each station provides a precisemeasurement of the position
and proton trajectory, independently from the ATLAS central detector. One of the stations
contains a silicon tracker system, while the other is also equipped with a Time of Flight
detector, useful for measurements of proton pile-up and background rejection.
The general goal is to detect proton from diffractive interactions. Contrary to ALFA, AFP is
designed to run in ATLAS standard luminosity conditions (i.e., high pile-up).
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2.3.7 Trigger and Data Acquisition
As already said, LHC has a bunch crossing rate of 40 MHz, with an average size per event of
1.3 Mb: such a huge amount of data from collision cannot be completely stored. This issue,
together with the fact that not all the bunch crossings contain a hard collision, lead to the
deployment of a Trigger and Data Acquisition System (TDAQ), capable to reduce the event
information rate to 1kHz, the maximum data storage rate [55].
Each sub-detector has its own sub-systemof trigger, data-acquisition, all following the same
building logic. As it regards the trigger used for the event selection for the purposes of this
analysis presented in this thesis, they will be provide in Chapter 4.
Trigger
The ATLAS Trigger system can be divided into a detector based trigger called Level 1 (L1)
and in a software based one, the High Level Trigger (HLT). Fig.2.21 shows the scheme of
the ATLAS Trigger and Data Aquisition System [56]. Level 1 Trigger, with a fixed latency of
Figure 2.21
2.5 µs, searches for high-transverse momentummuons, electrons, photons, jets and events
with large missing and total transverse energy, collecting information from Muon Spec-
trometer (L1Muon) and Calorimeters (L1Calo). In addition, during Run2, a new topological
processor has been installed, L1Topo which implements global event-related variables.
The information collected are used by the Central Trigger Processor (CTP) to define the Re-
gion of Interest (RoIs) in the detector. This first step reduces the information rate from 400
MHz to 100 kHz, with a decision time of 2.5 µs. The RoIs represents the position of the trig-
gered object in the η-φ plane. All this information are then sent to the High Level Trigger.
The HLT (merged combination of Run1 Level2 and Event Filter), using all the available de-
tector data, reduce the trigger rate to 1 kHz.
Data Acquisition
L1 trigger sends a triggered event to the detector Readout Drivers, the RODs. RODs are
elements of the front-end systems which gather information from several data-streams.
Analoug-to-digital components digitize the signals, formatting them in raw data before
transferring them to the DAQ system. At first stage, the read-out system temporarly store
them waiting for the HLT performing the final selection that definitively transfer them
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to the permanent CERN storage. Besides the processing of data, DAQ also provides feed-
backs on the status of the hardware and software components. Eventually, events stored by
the TDAQ chain are provided to the analysis teams, which apply further selection to reject
events of no interest.
2.3.8 The Detector Control System
The Detector Control System (DCS) allows safe operation of the ATLAS detector hardware
and provides an homogeneous interface to all sub-detectors and to the technical infrastruc-
ture of the experiment [57]. It monitors and stores operational parameters, signals indicat-
ing abnormal behaviours to the operator and allows automatic or manual intervention. A
bi-directional communication between the sub-detectors and other systems, such as LHC
accelerator, ATLAS magnets and detector safety system, exists.

51
Chapter 3
Object Reconstruction and
Identification
The starting points of any ATLAS analysis are the reconstruction and identification tech-
niques of physics objects travelling through the detector volume, representing the observ-
able characteristics of the particles coming from pp collisions. V H(H → bb¯) search is the
main subject of this thesis and this chapter will be mainly focused on the description of the
strategy used for the reconstruction and identification of the main objects of interest for
this analysis, including electrons, muons, jets (b-tagged ones) and missing transverse en-
ergy (MET).
In particular, high importancewill be given to leptons (green square) and b-jets (pink square)
reconstruction and identification techniques, since they are the physics objects of higher
interest for theZH channel. In this chapter, a general description of themethods used dur-
ing Run2 data-taking will be provided while the details about the tools used for the analysis
described in this thesis will be given in Chapter 4.
3.1 Electrons
Typically, an electron can loose a significant amount of its energywhen interactingwith the
material it goes through, due to bremsstrahlung. The radiated photon can convert into an
electron-positron pair, which can interact with the detector material. This phenomenon
results in the so-called electromagnetic shower, a cascade of very collimated positron, elec-
trons and photons. These interactions can occur inside the inner detector volume (or even
in the beam pipe), generating multiple tracks in the inner detector or downstream the in-
ner detector, impacting in the calorimeter [58].
Fig.3.1 shows the ideal electron path and all the subdectors involved in reconstruction and
identification.
3.1.1 Electron Reconstruction
An electron is reconstructed matching multiple tracks, all originating from the same pri-
mary electron, to the same electromagnetic cluster in the calorimeter. The procedure is
based on the three characteristics of the electron signature: localised clusters of energy
deposits found in the electromagnetic calorimeter, charge-particle tracks in the inner de-
tector and the close matching of the two in the η-φ space to form the candidate. These
three charecteristics corresponds to three steps of electron reconstruction in the precision
region of the ATLAS detector.
Recalling what said in Sec.2.3.4, the η-φ space of the EM calorimeter is divided into a grid of
200x256 elements of size ∆η×∆φ=0.025×0.025, corresponding the granularity of the sec-
ond layer. The energy collected in the first, second and third layer are summed to form the
energy of a tower. A seed-cluster algorithm searches for electron clusters, whose transverse
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Figure 3.1: An illustration of the path of an electron through the detec-
tor. The red trajectory shows the hypothetical path of an electron: first, it
traverse the tracking system going throug pixel detector, silicon-strip and
lastly TRT, then it enters the electromagnetic calorimeter. Dashed red line
represents the trajectory of a photon produced by the interaction of the
electron with the tracking system material [58].
energy exceeds 2.5 GeV. Two seed-clusters can be found close to each other, i.e. if their tow-
ers overlap within an area of∆η×∆φ=5×9 units of 0.025×0.025. In this case, the candidate
with the higherET is retained ifET is 10% higher than the other, otherwise the highest-ET
central tower candidate is kept, with the duplicate removed. The reconstruction efficiency
depends in general on η andET . As can be seen from the triangles in Fig.3.2, it ranges from
65% atET =4.5 GeV to more than 99% aboveET =15 GeV.
The second step is the clustering of the hits in the pixel and SCT detectors. The track seeds
are formed from sets of three space-points in the silicon detectors. The pattern-recognition
algorithm, using the pion hypotesis for the energy loss dEdx , fails for a track seed with pT >1
GeV, since it cannot be extended to a full track of at least seven silicon hits per candidate
track. A second attempt is made with a modified pattern recognition which allows up to
30% energy loss for bremsstrahlung: it is the electron hypothesis. Track candidates with
pT >400 MeV are fitted, with an efficiency from 80% at pT = 1 GeV to 98% at pT >10 GeV, as
can be seen from open circles in Fig.3.2.
Another fitting procedure, using an optimised Gaussian-sum filter (GSF), is applied for
tracks with at least four silicon hits and that are matched to an EM calorimeter cluster in
the η-φ space. It is designed to better account for energy losses of charged particles. The
efficiency  is higher than 60% at pT >4.5 GeV, see Fig.3.2.
The final step of the electron reconstruction is the matching between GSF-track candidate
to the calorimetr seed cluster. When several tracks fulfil the criteria, a primary track is se-
lected using an algorithm that takes into account the distance in η and φ between the ex-
trapolated tracks and the cluster barycenters in the calorimeter second layer and the num-
ber of hits in the silicon detectors and in the innermost silicon layer. An electron candidate is
selected when it is associated with at least four hits in the silicon layers and no association
with a vertex fromphoton conversion. Further criteria based on energy and transversemo-
mentum are applied to provide a better discrimination with respect to a potential photon
candidate (e.g., in case the primary candidate track is matched to a secondary vertex and
has no pixel hits).
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Figure 3.2: Total reconstruction efficiency for simulated electrons as a
function of the true transverse momentum pT for each step of the elec-
tron reconstruction assembly line: seed-cluster reconstruction (red trian-
gles), track reconstruction of thefirst stagefit (blue open circles), GSF track-
ing candidates (yellow squares) and the final electron candidate, after the
matching procedure (black circles) [58].
3.1.2 Electron Identification
Electron identification is likelihood (LH) based, with a large set of measurements contribut-
ing, including information from tracking and calorimeter system and their combination
[58]. The electron LH is based on the product for signal (LS) and for backgroung (LB) of n
probability density functions (pdfs), P :
LS(B)(x) =
n∏
i=1
PS(B),i(xi) (3.1)
where x is the vector of the various quantities, PS,i(xi) is the value of the signal pdf for the
quantity i at xi value and PB,i(xi) is the corresponding for the background pdf. The signal
is the electron hypothesis, while the background is the ensamble of the events that mimic
its signature, such as combination of jets, or electrons from photon conversion or hadron
decays with heavy flavours.
The electron LH identification is based on a discriminat, built as follows:
dL =
LS
LS + LB (3.2)
The advantage of the LH-based method with respect to cut-based algorithm is that it pro-
vides a better background rejection since the selection criteria are applied sequentially
on each variable. Three identification working points are used to address the various re-
quirements of signal efficiencies and background rejection factors: Loose,Medium and Tight.
Fig.3.3 shows the LH electron-identification efficiencies as a function of ET and η for such
3 cases.
The operating working points have been optimized in η and ET bins because the distri-
butions of shower shapes depend on the amount of detectormaterial electrons pass through
(varyingwithpseudorapidity) and changes in shower shapes and tracks have to be accounted
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Figure 3.3: Measured LH electron-identification efficiencies in Z → ee
events at 37.1 fb−1 for Loose, Medium and Tight operating points as a func-
tion of ET (left) and η (right). The bottom panel shows the data-to-
simulation ratios.
with increasing energies (varying withET ).
As can be seen from Fig.3.3, for Tight operating point, the identification efficiency varies
from 55% at 4.5 GeV (minimum transverse energy for electron identification in Run2) to
90% at 100 GeV, while Loose operating working point ranges from 85% atET =20 GeV to 96%
at ET =100 GeV. The lower efficiencies for Tight result, of course, in higher background re-
jection.
3.1.3 Electron Isolation
A challenging point at the LHC is to differentiate prompt electron production in signal
processes (from hard-scattering vertex or from the decay of heavy resonances as Higgs,
vector bosons, etc.) from overwhelming backgrounds (semileptonic decays, misidentified
hadrons, electron-positron pairs from photons, etc.). A characteristic signature which can
be exploited is the activity surrounding the candidate object in the η − φ space. Vari-
ables are constructed to quantify the amount of activity by summing transverse energies
in the calorimeter clusters or the transverse momenta of tracks in a cone of radius ∆R =√
(∆η)2 + (∆φ)2 around the candidate direction but excluding it. So, it is possible to dis-
tinguish two kinds of isolation variables, based on calorimeter or tracking measurements.
A cone of size∆R is defined around the candidate cluster position to build the calorimeter-
based isolation variable. Differently with respect to Run1, the topological cluster energy is
used with the advantage of the noise suppression. Indeed, topological clusters are seeded
by cells with a deposited electromagnetic energy more than four times higher than the
expected noise-threshold of the cell (including both electronic noise and pile-up effects).
After that, the clusters are expanded adding neighbouring cells containing a deposited en-
ergy more than twice the noise level.
The procedure is stopped by the lack of cells satisfying the requirement with the addition
of a final shell surrounding the resulting cell complex. The core energy (corresponding to
the candidate) is subtracted removing the cells included in a ∆η × ∆φ=0.125×0.175 rect-
angle. The procedure is schematized in Fig.3.4. Eventually, leakage corrections have to be
applied to account possible out-of-core energy deposit by the candidate. The final variable
is calledEisoT,cone.
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Figure 3.4: Calorimeter isolation method. The grid represents the second-
layer calorimeter cells in the η-φ space. The electron candidate is located
at the center of the isolation cone (purple circle). The topological clusters
(red) falling in the isolation cone are included in the isolation variable com-
putation. The yellow rectangle correspond to the core subtracted.
The method for the track-based isolation variables construction uses tracks with pT >1 GeV,
reconstructed in the fiducial region of the inner detector (|η|<2.5). They have to satisfy track
quality requirements, considering aminimumnumber of hits identified in the silicon detec-
tors and a minimum number of detector regions crossed by tracks. A requirement on lon-
gitudinal impact parameter z0, corrected for position of the primary vertex and multiplied
by the sinθ (track polar angle sine), allows to minimize pile-up and to select the relevant
vertex of the process. Typically, track-based isolation variable calculation takes as relevant
vertex the onewith the largest sumof the squares of the transversemomenta. The variables
are constructed taking the pT of the tracks found in a cone of radius ∆R, around the can-
didate direction, excluding its own contribution. Contributions from secondary electrons
deriving from bremsstrahlung photons are taken as part of the initial electron’s energy. An
extrapolation to the second layer of the EM calorimeter: all extrapolated tracks within a
∆η ×∆φ=0.05×0.1 window around the cluster position are treated as part of the electron
candidates and discarded. The final track-isolation variable is called pisoT .
The implementation of isolation criteria is peculiar for the single analysis needs. Several
operating points were estabilished using cones of radius ∆R=0.2 for the calorimeter-based
ones and cones of variable size with a maximum of 0.2 or 0.4. They can be divided in three
categories:
• targeting a fixed value of the isolation efficiency iso, uniform in η and pT : Loose iso-
lation
• targeting a fixed value of the isolation efficiency iso, dependent on the pT of the
electron but uniform in η: Gradient isolation
• imposing fixed requirements on the value of the isolation variable: Fix isolation
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Figure 3.5: Isolation efficiencies for data and the ratio to the simulation in
the lower panel for the ATLAS isolation operating points as a function of
the electron candidate transverse energy (left) and pseudorapidity (right)
in Z → ee events. Top plots show iso for operating points targeting spe-
cific efficiencies. Bottom plots show operating points when applying fixed
requirements on isolatation variables.
Table 3.1: Definition of electron isolation operating points and isola-
tion efficiencies iso. All operating points use a cone size of ∆R=0.2 for
calorimeter-based variables and a Rmax=0.2 for track-based ones, except
for the final element Fix (Track) which uses Rmax=0.4. The values refer to
simulated Z → ee samples, witch electrons satisfying Tight identification
criteria. For Gradient, the units of pT are in GeV.
Operating points EisoT,cone pisoT,var Total iso
Loose (Track Only) - iso=99% 99%
Loose iso=99% iso=99% 98%
Gradient iso = 0.1143× pT + 92.14% iso = 0.1143× pT + 92.14% 90(99)% at 25(60) GeV
Gradient (Loose) iso = 0.057× pT + 95.57% iso = 0.057× pT + 95.57% 95(99)% at 25(60) GeV
Fix (Loose) EisoT,cone/pT <0.20 pisoT,var<0.15 -
Fix (Tight) EisoT,cone/pT <0.06 pisoT,var<0.06 -
Fix (Tight Track Only) - pisoT,var<0.06 -
Fix (Calo Only) EisoT,cone<3.5 GeV - -
Fix (TrackRmax = 0.4) EisoT,cone/pT <0.11 pisoT,var<0.06 -
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Tab 3.1 listed the electron isolation operating points with their respective efficiencies (see
also Fig.3.5).
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3.2 Muons
The first step of the muon reconstruction is performed with independent measurements
in the Inner Detector and in the Muon Spectrometer. The information is then combined to
get muon tracks, used in physics analyses. Given that reconstruction process in the ID is
the same of any charged particle, next section will be focused on the description of muon
MS and combined muon reconstruction.
Muon Reconstruction
The very starting point is the search for hit patterns in each muon chamber in the Muon
Spectrometer in order to form segments [59]. In each MDT chamber and nearby trigger
chamber, a Hough transform [60] is used to find hits aligned on a trajectory in the bending
plane of the detector. Segments are obtained performing a straight-line fit to the hits found
in each layer. The RPC or TGC hits measure the coordinate orthogonal to the bending plane.
In the CSC detectors, segments derive from a combinatorial search in the η and φ planes.
Such segments are selected using criteria based on hit multiplicity and fit quality and then
matched using relative positions and angles. At least two matching segments are required
to build a track, with exception in the barrel-endcap transition region where a single high-
quality segment with η and φ information can be used. A single segment can be used to
build several track candidates. An overlap removal algorithm is then applied to provide
the best assignment to a single track of to allow for the segment to be shared between two
tracks.
Fourmuon types are defined after the combined ID-MS reconstruction, depending onwhich
subdetector has been involved in the procedure, as shown in Fig.3.6.
Figure 3.6: Muon reconstruction in ATLAS.
• Combined (CB) muon. Track reconstruction is performed independently in the ID and
MS. The combined track is built with a global refit that used the hits from both ID
and MS subdetectors. Most muons are reconstructed following an outside-in pattern
recongnition, in which muons are first reconstructed in MS and then extrapolated
inward to be matched to an ID track. The complementary approach estabilish and
outward extrapolation from the ID to the MS.
• Segment-tagged (ST) muons. A track in the ID is classified as muon if, once extrapolated
to the MS, it is associated with at least one local track segment in the MDT or CSC
chambers. They are used when a candidate crosses only one layer of theMS chamber,
because of their low pT or because they fall in reduced acceptance regions.
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• Calorimeter-tagged (CT)muons. An ID track is considered amuon if it can bematched to
an energy deposit in the calorimeter compatible with a minimum-ionizing particle.
The identification criteria for CTmuons are optimised for the region |η|<0.1 (momen-
tum range is 15 GeV<pT <100 GeV), where the MS is only partially instrumented for
cabling to the calorimeter and inner detector. Although they have the lowest purity
with respect to the other types, they allow to recover the acceptance in this region.
• Extrapolated (ME) muons or Standalone muons. The muon trajectory is reconstructed
based only on theMS track and a loose requirement on compatibility with originating
from the IP. Muons are required to traverse at least two layers of the MS chambers to
provide track measurements, while three layers are required in the forward region.
They allow to extend acceptance in the region 2.5<|η|<2.7, not covered by ID.
3.2.1 Muon Identification
Muon identification is performed by applying quality requirements in order to suppress
background, mainly due to pion and kaon decays, and to select prompt muons with high
efficiency and ensure better momentum measurements. The procedure exploits typical
signature of background muon candidates allowing to discriminate them from the prompt
muon candidate [59].
Four muon identification selections are provided to address the requirements of different
analyses.
• Loose muons. The Loose criteria has been specifically designed to maximise the re-
construction efficiency to provide good quality muon tracks. They have been opti-
mised especially for the search of Higgs boson candidate decaying in a four-lepton
final state. All muons are used and CB and ME candidates, satisfying Medium re-
quirements, are included. CT and ST are restricted to the |η|<0.1 region. In the region
|η|<2.5, 97.5% of the Loose muons are combined, 1.5% are CT and 1% are ST.
• Medium muons. The Medium criteria is the default selection used in ATLAS. Only CB
and ME tracks are used. The former are required to have≥3 hits in at least two MDT
layers, except for tracks in the |η|<0.1 region. The latter must have at least three
MDT/CSC layers and they are used only in the 2.5<|η|<2.7 acceptance region. In the
pseudorapidity region |η|<2.5, about 0.5% of the muons are classified as Medium orig-
inate from the inside-out combined reconstruction strategy.
• Tight muons. The Tight identification criteria is optimised to maximise the purity of
muons at the cost of efficiency. Only CB muons with hits in at least two stations of
MS and satisfying Medium selection criteria are kept.
• High-pT muons. The last identification criteria have to maximise the momentum res-
olution for trackswith transversemomentumhigher than 100 GeV. CBmuons passing
Medium selection and having at least three hits in the three MS stations are selected.
The latter requirement helps to improve of 30% the pT resolution above 1.5 TeV at
the cost of an efficiency reconstruction reduction of 20%.
Fig.3.7 shows the muon reconstruction efficiency corrected for the ID efficiency for the
Loose (no CT component) identification operating point for the whole Run2 data-taking
as a function of pT and η, per year. They are measured from J/Ψ → µ+µ− decays using
the tag-and-probe technique.
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Figure 3.7: Muon reconstruction efficiency in Run2 data-taking [59].
3.2.2 Muon Isolation
Similarly to what said in previous section for electrons, the measurement of the detector
activity around the muon candidate is a powerful and helpful tool for background rejec-
tion in many physics analyses. Muons coming from heavy particle decays, such as W, Z or
Higgs, are often produced isolated from other particles. On the contrary to what happens
for muons from semileptonic decays who are embedded in jets [59].
Two kinds of variables are defined: track-based and calorimeter-based.
• The track-based isolation variable is pvarcone30T . It is defined as the scalar sum of
the transverse momenta of the tracks with pT >1 GeV in a cone of size ∆R=min(10
GeV/pµT , 0.3) around the muon of transverse momentum pµT , excluding the muon
track itself. The pT -dependent nature of the cone size has been chosen to improve
the performance for muons produced in the decay of high-energy particles.
• The calorimeter-based isolation variable is defined as the sum of the transverse en-
ergy of topological clusters in a cone of size ∆R=0.2 around the muon, after the sub-
traction of the contribution of the muon candidate to the energy deposit and the
pile-up correction.
The isolation criteria are determined using the relative isolation variables, defined as the
ratio of the isolation variables to the muon transverse momentum.
Seven isolation criteria (isolationworkingpoints) are defined andoptimised for different physics
analyses, see Tab. 3.2 for the entire list with respective definition and requirements.
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Table 3.2: Definition of the seven isolation working points. Second column
reports their definition, third column the criteria used.
Isolation Working Points Discriminating variables Definition
LooseTrackOnly pvarcone30T /pµT 99% efficiency constant in η and pT
Loose pvarcone30T /pµT ,Etopocone20T /pµT 99% efficiency constant in η and pT
Tight pvarcone30T /pµT ,Etopocone20T /pµT 96% efficiency constant in η and pT
Gradient pvarcone30T /pµT ,Etopocone20T /pµT ≥90%(99%) efficiency at 25(60) GeV
GradientLoose pvarcone30T /pµT ,Etopocone20T /pµT ≥95%(99%) efficiency at 25(60) GeV
FixedCutTightTrackOnly pvarcone30T /pµT pvarcone30T /pµT <0.06
FixCutLoose pvarcone30T /pµT ,Etopocone20T /pµT pvarcone30T /pµT <0.15 andEtopocone20T /pµT <0.30
The efficiencies for the seven isolation working points are measured in data and simu-
lation in Z → µµ decays, using tag-and-probe method.
3.3 Missing Transverse Momentum
Conservation of transverse energy in the transverse plane implies that the sum of contribu-
tion of all collision products should be zero. Deviation from this result is known as missing
transverse energy EmissT . This is considered an hint to weak-interacting neutral and stable
particles in the final state, the Standard Model neutrinos. Also other objects which can
escape the acceptance of the detector or poorly reconstructed can contribute to EmissT re-
construction.
The reconstructed missing transverse energy has two main contributions [61]. The hard
term contains fully reconstructed objects such as electrons, muons, taus, photon and jets.
The soft term, coming fromunderlying event activity and soft radiation from thehard event,
consist of signals not associated with any reconstructed object. It is defined as the magni-
tude of the negative vector sum pT :
−→
EmissT = −
(∑
i∈e
−→p T,i +
∑
i∈µ
−→p T,i +
∑
i∈τ
−→p T,i +
∑
i∈jets,i
pT,i +
∑
i∈γ
−→p T,i +
∑
i∈soft term
−→p T,i
)
(3.3)
Several methods are used at ATLAS to quantify the missing transverse energy:
• CST (Calorimeter-based Soft Term)EmissT is based on the energy deposit in the calorime-
ter, not associated with hard objects. However, calorimeter-based approach suffers
from pile-up effects which affect the soft term.
• TrackEmissT is based on Inner Detector measurements and it offers higher resilience
to pile-up effect because ID tracks can be associated to vertices, i.e. to a particular pp
collision. The advantage of a purely track-based reconstruction method is the large
independence from pile-up but, on the other hand, it has limitations due limited ac-
ceptance and insensitivity to neutral particles.
• TST (Track-based Soft Term) EmissT is a compromise between the previous two recon-
structionmethods and it is the preferred one for Run2. It uses a track-based soft term
combined with calorimeter-based measurements for the hard objects.
3.4 Jets
Almost immediately after being produced, quarks and gluons undergo to fragmentation and
hadronization, which lead to a collimated spray of energetic hadrons.
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Jets represent the characteristic signature of these phenomena and the measurements of
their direction and energy provide information about the originating fundamental particle.
Jets need to be defined by a set of rules, containing the prescription onhow to group particle
and assign momentum to the resulting object: the jet reconstruction algorithms.
As stated by Gavin P. Salam, this subject can be called jetography [62]. Like in photography,
where the understanding of optics and of the subject properties helps the better choice of
focus, aperture and length of exposure, jets definition and reconstruction methods can be
adapted to the specific physics analysis and detector peculiarities. Following the analogy, as
it happens in photography where photons are not what we want to see, in jetography, jets
are of interest in the way that they helps up to visualize the objects they are arised from, in
our case, the Higgs boson.
3.4.1 Jet Reconstruction: anti-kt algorithm
The most important feature of a jet reconstruction algorithm is the infrared and collinear
safety (IRC) which means that modifying an event by a collinear splitting or the addition of
a soft emission should not change the set of hard jets.
There are two possible choices about the first requirement for jet reconstruction:
• soft-resilient jet: it provides regular jets but implies a certain rigidity in the ability to
adapt a jet to the branching nature of QCD radiation.
• soft-adaptable jet: it provides adaptability at the cost of having less regular jets.
It is not yet clear if a best choice between them exists, however, nowadays, the most com-
mon approach is of a soft-resilient algorithm because it allows to simplify theoretical cal-
culations and to eliminate momentum-resolution losses. Moreover, the knowledge of the
typical shape of the jets facilatates experimental reconstruction and calibration.
Examples of IRC safe and soft-resilient jet algorithm are kt, Cambridge/Aachen and anti-kt.
ATLAS preferred one is anti-kt algorithm [63], with which the jets of the present analysis
have been reconstructed. It consists in an iterative procedure, considering the distance dij
between two clusters or pseudojets and the distance diB between the pseudojet i and the
beam (B).
The clusters are locally calibrated three-dimensional topological clusters (topo-clusters), built
from cells of the calorimeter, both electromagnetic and hadronic. The topo-clustering pro-
cedure starts with the identification of seed cells that should have energy significance at
least 4σ above the noise level, where noise is defined as quadratic sum of electronic and
pile-up signals. Neighbouring cells with energy significance higher than 2 σ with respect
to the noise are then iteratively added together with a final extra ring of closest cells. After-
wards, the topoclusters are divided in energy categories using local energy maxima crite-
ria. Each of them is then calibrated according to its local properties, such as energy density,
calorimeter depth and isolation with respect to nearby clusters. This procedure is known
as Local Cluster Weighting (LCW). The reconstructed jets are calibrated through the ATLAS
LCW+JES (Jet Energy Scale resolution), which applies corrections as a function of the jet en-
ergy and pseudorapidity to the jets reconstructed at the electromagnetic scale [64].
Then, the anti-kt algorithm acts by the sequential recombination of the reconstructed clus-
ters:
• for each of them, it evaluates the distance between cluster i and cluster j, defined as
follows:
dij = min(p2pT,i, p2pT,j)
∆R2ij
R2
(3.4)
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where ∆R2ij is the angular distance between i and j in the η-φ space:
∆R2ij = (ηi − ηj)2 − (φi − φj)2 (3.5)
pT,i(j), ηi(j) and φi(j) are the transverse momentum, the pseudorapidity and the az-
imuthal angle of i and j, while R is the radius parameter whose value is R=0.4 for
this analysis. Finally, p is a parameter characterizing sequential recombination algo-
rithms, equal to -1 in the case of anti-kt.
• for each cluster i, the distance diB from the beam is also evaluated as:
diB = p
2p
T,i (3.6)
• the minimum distance between dij and diB is found.
• if the minimum is dij then it is combined into a single pseudo-jet and all the proce-
dure is repeated, otherwise it is considered as a final jet state and the iterations are
stopped.
3.4.2 Jet Energy Calibration
A proper energy calibration is needed because the energy scale of the reconstructed jets
does not correspond to the truth-particle jet energy scale (JES), which is defined as the
energy of jets from hard interaction only, built from all stable particles in Monte Carlo sim-
ulation. Several effects cause the discrepancy:
• calorimeter non-compensation due to the difference in response between electro-
magnetic and hadronic showers
• inactive regions in the detector
• energy deposits below the noise thresholds
• energy left outsite the reconstructed jet (but belonging to the truth particle)
• longitudinal leakage from showers not fully contained in the calorimeter volume
In addition, pileup effects also have to be taken into account. Due to the high instantaneous
luminosity achieved by LHC, multiple simultaneous pp interactions occurs within a single
bunch crossing (pileup), causing a challenging condition for precise jet reconstruction and
calibration. Indeed, pileup products in the same event (in-time pileup) contaminate jets, in
a way proportional to the area of the jet. Morever, pileup interactions can mimic jet signa-
tures, creating pileup jets fromadditional pp interactions, fake jets or randomcombinations
of soft particles originating from multiple vertices (stochastic pileup). Calorimeters are also
sensitive to collisions occurring in subsequent bunch-crossing (out-of-time pileup), due to
the charge collection in ATLAS calorimeters (400-600 ns) which is long if compared to the
LHC bunch-crossing duration of 25 ns. The issue is solved reducing sensitivity using a fast
bipolar shaped calorimeter signal with net zero integral over time which allows the cancel-
lation, on average, of in-time and out-of-time pileup effects.
Furthermore, three methods, based on the matching between tracks and jets, are used in
ATLAS to suppress the remaining pileup jets:
• Jet Vertex Fraction (JVF), used mostly in Run1.
• improved variables (corrJVF andRpT ) for the pileup jets identification.
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• Jet Vertex Tagger (JVT), a new likelihood discriminant used in Run2.
In the context of V H(H → bb¯) analysis JVT is used but since it is a multivariate com-
bination of corrJVF (JVF corrected for the vertex number) and RpT , all the three will be
discussed.
Jet Vertex Fraction (JVF)
The Jet Vertex Fraction JVF is used to identify the primary vertex from the originating jet
[65]. A cut on this variable can help to remove jets which are not associated with it. Once it
has been identified, the JVF variable can be used to select jets having a high probability of
originating from that vertex. Tracks are assigned to calorimeter jets following the ghost-
association procedure, which basically consists in associating tracks with small pT to the
jet clustering process.
The JVF is calculated as the ratio of the scalar transverse momentum (pT ) sum of the tracks
that are associated to the jet, originated by the hard-scatter vertex PV divided by the scalar
pT sum of all associated tracks indipendently of their origin. For a given jet i, its JVF with
respect to the primary vertex PVj is:
JVF(jeti, PVj) =
∑
m pT (track
jeti
m , PVj)∑
n
∑
l pT (track
jeti
l , PVn)
(3.7)
where m runs over all the tracks coming from the primary vertex PVj where jeti has its
origin, n runs over all the tracks in the event and l over all the tracks originating from PVn.
Only tracks with pT >500 MeV are considered in JVF calculation, which is bounded to [0,1]
interval and takes value -1 when jet is associated with no tracks.
The principal of the method is schematized in Fig.3.8a, while Fig.3.8b shows its discrimi-
nating power. It is important to note that the JVF-based pileup rejection has limits with
Figure 3.8: (a) Representation of the JVF principle where f stands for the
fraction of track pT contributed to jet1 due to the secondary vertex PV2.
(b) Distribution for hard-scatter (blue) and pile-up (red) jets with 20<pT <50
GeV and |η|<2.4 after pile-up subtraction in simulated Z+jets events [66].
increasing luminosities. This kind of selection is used only with pT ≤ 50 GeV jets.
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Improved variables for pile-up vertex identification
As said before, JVF is a powerful tool in rejecting pileup jets but it shows its limit in high
luminosity conditions. Looking at Eq.3.7, it can be seen that a denominator increasing, the
mean JVF is shifted to smaller values. The pileup dependent nature of JVF is addressed in
two ways, introducing two new variables.
The first one is JVF-like variable corrected for its pileup dependence [66]. It is defined as:
corrJVF =
∑
m p
track
T,m (PV0)∑
l p
track
T,l (PV0) +
∑
n≥1
∑
l p
track
T,l (PVn)
(k·nPUtrack)
(3.8)
where∑m ptrackT,m (PV0) is the scalar sumof the pT of the tracks associatedwith the jetwhich
originate from the hard-scatter vertex. The∑n≥1∑l ptrackT,l (PVn) is the scalar sum of the
pT of the associated tracks generating from any of the pileup interaction. The corrJVF vari-
able is based on a track-to-vertex association method, different from the one used for JVF.
The new selection aims to improve efficiency for b-quarks.
It consists in two steps. First, a vertex is reconstructed and associated with tracks. If a track
is associated to more than one vertex, vertex with lower∑(ptrackT )2 is discarded. In the
second step, if a track is not associated to a primary vertex after the first iteration but it is
within |z|<3 mm with respect to the hard-scatter vertex, it is assigned to it. The |z|<3 mm
requirement was chosen to target tracks from hadron decays in flight, not likely to be at-
tached to any vertex. The new 2-step method has resulted in a significant increase in the
hard-scatter jet efficiency and in a great pileup jets rejection, with large performance gain
for jets originating from b-quarks.
The second variable isRpT is defined as the scalar sum of the pT tracks that are associated
with the jet and orginate from the hard-scatter vertex divided by the fully calibrated jet pT ,
which includes pileup subtraction:
RpT =
∑
k p
track
T,k (PV0)
pjetT
(3.9)
From Fig.3.9a it can be seen that RpT is peaked at 0 and it falls for pileup jets, since tracks
from the hard-scatter vertex rarely contribute. For hard-scatter jets, this varibale repre-
sents the charged pT fraction and its mean value and spread are larger for pileup jets.
Fig.3.9b shows the hard scatter jet efficiency as a function of the number of primary vertices
when imposing minimum requirements onRpT and JVF to obtain an inclusive efficiency of
90%.
Jet Vertex Tagger
The jet vertex tagger (JVT) is a new discriminant [66], constructed usingRpT and corrJVF as
two dimensional likelihood derived using simulated dijet events based on k-nearest neigh-
bour (kNN) algorithm [67]. For each point in the two dimensional RpT -corrJVF plane, the
relative probability for a jet to be of signal type is computed as the ratio of the number
of hard-scatter jets to the number of hard-scatter plus pileup found in a local neighbour-
hood, using as training sample of signal and pile-up jets with 20 GeV<pT <50 GeV and |η|<2.4.
The neighbourhood is defined as the 100 nearest neighbours around the test point in the
RpT -corrJVF space(using an Euclidean metric and rescaling variables to make them have
the same range). Fig.3.10a shows the fake rate versus signal jets efficiency curves for JVF,
corrJVF,RpT and JVT, representing the fraction of pileup jets passing theminimum require-
ments. The JVT performance is driven by corrJVF in the region of high signal jet efficiency
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Figure 3.9: (a) Distribution ofRpT for pileup (PU) and hard-scatter (HS) jets
with 20 GeV<pT <30 GeV. (b) Primary vertex dependence of the hard-scatter
jets efficiency for 20 GeV<pT <30 GeV (solid markers) and for 30 GeV<pT <40
GeV (open markers) jets for fixed cut on RpT (blue) and JVF (violet). The
cuts can be found in the legend [66].
and byRpT in the high pileup rejection region.
Using JVT the signal jet efficiency of 80, 90 and 95% are reached for fake rates of 0.4, 1.0
and 3%. It is even better with respect what happened with cuts on JVF where the same ef-
ficiencies are obtained but with pileup fake rates of 1.3, 2.2 and 4%.
Fig.3.10b show the dependence of hard-scater jet efficiencies on the number of primary ver-
tex NPV. For the full range, the hard-scatter jet efficiencies after a selection based on JVT
are stable around 1%. The better performance in pileup jet suppression of JVT-based ap-
proach is due to the differences in fragmentation and showering between jets initiated by
gluons and light quarks which affect the corrJVF and RpT shapes. Fig.3.11 shows the fake
rate curve versus efficiency for JVTwith a comparison of the trends for light quarks, gluons
and b-quarks. The performance is worse for light quarks. The better discrimination per-
formance is for hard scatter jets generated by b-quarks. For this reason, this is the method
used in the V H(H → bb¯) analysis.
Jet Energy Scale (JES)
The relation between the reconstructed jet energy (or jet pT ), after the pileup subtraction,
and the truth-particle jet energy is mediated by a multiplicative factor. In ATLAS, the JES
is obtained from the jet energy and has a strong dependence on η, reflecting the differ-
ent detector technologies [68]. Typically, JES is derived from inclusive dijet events. As a
consequence, it is extracted from a mixed quark gluon jet final state. The differences in
fragmentation and in particle composition results in different jet response. In particular,
gluons fragment into a large number of soft particles if compared to quark jets, leading to
a lower response in the calorimeter, less sensitive at low pT . This effect is known as flavour
dependence of the jet response.
A track-based post-calibration correction is applied to reduce this effect and to improve
jet energy resolution. The corrections in jet response are applied sequentially, in a man-
ner that the average JES remains unchanged. For calibrated topoclusters, two corrections
are applied. One is based on the number of tracks above pT >1 GeV associated to the jet.
The other one is based on the jet width, defined as the average ∆R = √(∆η)2 + (∆φ)2
distance between the tracks associated to the jet and the the calorimeter jet axis. A third
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Figure 3.10: (a) Fake rates frompileup jets versys hard-scatter jet efficiency
for JVF, corrJVF and JVT. The golden and green stars points themostly used
JVF working points, with values of 0.25 and 0.5. (b) Primary vertex depen-
dency of the hard scatter jet efficiency for 20 GeV<pT <30 GeV (solid mark-
ers) and for 30 GeV<pT <40 GeV (open markers) for fixed cuts of JVT (blue)
and JVF (violet) to get an inclusive efficiency of 90% [66].
Figure 3.11: Fake rates from pileup jets versus hard-scatter jet efficiency
curves for JVT separating jets initiated by light quarks, b-quarks and gluons
[66].
correction, evaluated on Muon Spectrometer measurements matched to the jet, is applied
to include energy leakage outside the calorimeter. A residual in situ calibration is applied
exploiting the balance of physics objects in transverse plane to bring the jet response in
data and MC to agreement.
The overview of the all jet calibration chain is shown in Fig.3.12.
3.4.3 b-tagging
An hadronic jet which originates from the production of a b-hadron is know as b-jet. The
identification of this kind of physical object is a crucial factor in a wide range of physics
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Figure 3.12: Overview of the ATLAS jet calibration steps.
analyses, going from Standard Model precision measurements to the study of heavy parti-
cles properties such as top quark and Higgs up to Beyond Standard Model searches. It is of
course crucial in the present analysis where in the final state we want to select exactly two
b-tagged jet to reconstruct the Higgs candidate.
b-tagging algorithms are specifically introduced for their identification and they are strictly
based on the intrinsic properties of b-hadrons. Their lifetime is of the order of 1.5 ps and,
for a pT = 50 GeV, its mean flight path length allow it to travel in the detector volume about
3 mm before decaying, resulting in a typical topology with at least one vertex slightly dis-
placed from the primary vertex, as can been in Fig.3.13.
The common basis of all the kinds of b-tagging algorithms is the exploitment of charged
Figure 3.13: Common topology at the basis of b-jets identification.
particles tracks to produce a set of variables, useful for jet flavour discrimination. ATLAS
uses three different types of algorithm.
• Impact parameter based algorithm.
• Inclusive secondary vertex reconstruction algorithm.
• Decay chain multivertex algorithm.
The output of these different way of approach to b-tagging are then recombined in a mul-
tivariate discriminant, which provides the best separation between jet flavours [69], [70]
.
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Impact parameter based algorithms: IP2D and IP3D
IP2D and IP3D make use of the impact parameter significance of the tracks matched to the
jet. They are labelled as inclusive since they do not completely displace the primary and sec-
ondary vertex in the reconstruction procedure. The sign of the impact parameter is defined
depending on the position of the point of closest approach of the track to the primary vertex
with respect to the jet direction: if it is in front of it the sign is taken positive, otherwise it
is negative. The probability distribution functions (PDFs) for the single impact parameters
are used to define the ratios between the b− and light flavour jet hypotheses and then they
are combined in a single log-likelihood discriminant (LLR). IP3D uses both the transverse
d0 and longitidinal z0 impact parameters taking into account their correlations, while IP2D
only uses the transverse one.
Fig.3.14 shows the transverse and longitudinal impact parameter distribution for the tracks
Figure 3.14: Distribution of (a) transverse and (b) longitudinal impact pa-
rameter [70].
from b−, c− and light flavour jets. Typically, b-jets have high impact parameter and the cut
on this value allow a good discrimination power.
IP2D is more robust, compared to IP3D, since it does not take into account z0, more affected
from pileup jets.
Secondary Vertex Finding Algorithm: SV
The aim of the secondary vertex based algorithm is to reconstruct the displaced secondary
vertex within the jet. The procedure starts with the reconstruction of two tracks vertices.
Tracks are rejected if they form a secondary vertex identified as originating from the decay
of a long-lived particle, photon conversion or hadronic interactions with the detector ma-
terial.
A second vertex is then reconstructed with the remaining tracks. Fig.3.15 shows the SV
reconstruction efficiency with respect to jet pT (a) and η (b).
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Figure 3.15: Secondary vertex reconstruction rates for Secondary Vertex
Finding Algorithm.
Decay Chain Multivertex Algorithm: JetFitter
The exclusive algorithm JetFitter attempts to reconstruct the full primary vertex of b- and
c- hadron decay chain, by exploiting the topological structure of the phenomena. A Kalman
Filter is applied to find the common line onwhich the primary vertex and the bottom charm
vertices lie as well as their positions, from considerations on the b−hadrons flight path.
Following this approach, it is possible to resolve the b− secondary vertices. Fig.3.16 shows
the JetFitter reconstruction efficiency with respect to jet pT (a) and η (b).
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Figure 3.16: Secondary vertex reconstruction rates for JetFitter [70].
Multivariate Algorithm: MV
The inputs variables obtained from the three types of algorithms described above are com-
bined in a boosted decision tree (BDT) algorithm to achieve an even better discrimination
between b−quarks from c- and light flavour jets: the MV2 algorithm. It is a significant
improvement of the previous MV1 used in Run1, not only for the better performance, but
also because it has a significantly simpliflied machinery. In Tab.3.3 are listed and divided
per originating algorithm all the discriminating variables entering in BDT construction and
sensitive to jet flavour.
Table 3.3: The 24 input variables used in the multivariate algorithm MV2.
Input Variable Description
Kinematics pjetT Jet Transverse Momentum
ηjetT Jet Pseudorapidity
IP2D, IP3D log(Pb/Plight) Likelihood ratio between b− and light jet hypothesis
log(Pb/Pc) Likelihood ratio between b− and c− jet hypothesis
log(Pc/Plight) Likelihood ratio between c− and light jet hypothesis
SV m(SV) Invariant mass of tracks at the secondary vertex assuming pion masses
fE(SV) Fraction of the charged jet energy in the secondary vertex
NTrkAtV tx(SV) Number of tracks used in the secondary vertex
N2TrkAtV tx(SV) Number of two track vertex candidates
Lxy (SV) Transverse distance between the primary and secondary vertices
Lxyz (SV) Distance between the primary and secondary vertices
Sxyz (SV) Distance between the primary and secondary vertices divided for its uncertainty
∆R (jet, SV) ∆R between the jet axis and the direction of the secondary vertex relative to the primary vertex
JetFitter N2TrkAtV tx(JF) Number of two track vertex candidates (prior to decay fit)
m (JF) Invariant mass of tracks from displaced vertices assuming pion masses
Sxyz(JF) Significance of the average distance between the primary and displaced vertices
fE (JF) Fraction of charged jet energy in the secondary vertices
N1−trkvertices (JF) Number of displaced vertices with one track
N≥2−trkvertices (JF) Number of displaced vertices with more than one track
NTrkAtV tx(JF) Number of tracks from displaced vertices with at least two tracks
∆R (−→p jet,−→p vtx) ∆R between the jet axis and the vectorial sum of all the momenta of all the tracks attached to displaced vertices
Three variant of MV2 have been realesed: MV2c00, MV2c10 andMV2c20, where the dif-
ferences in the names points to the c-flavour composition.
Fig.3.17 shows the MV2c10 BDT output from tt¯ events.
The efficiency calibrations of the b-tagging algorithms are set by fixed values: working points
WP.Working points are single cut values on theMV2 distribution and are chosen to provide
target b-tagging efficiencies. In Tab.3.4, the values of the recommended working points are
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Figure 3.17: MV2c10 BDT output for b-(blue), c− (green) and light-(red)
flavour jets, evaluated in tt¯ events, [70].
shown.
Later on, in the Chapter dedicated to event selection for this analysis, details will be pro-
Table 3.4: Operating points for the MV2c10 b-tagger. For a fixed cut on
the BDT output, the resulting b-jet efficiency as well as charm, light and τ
rejection are shown.
BDT cut value b−jet efficiency [%] c−jet rejection light-jet rejection τ rejection
0.9349 60 34 1538 184
0.8244 70 12 381 55
0.6459 77 6 134 22
0.1758 85 3.1 33 8.2
vided about the exact b-tagging strategy adopted.
A considerable enhancement in b-tagging performance is achieved thanks to the Insertable
B-Layer, as anticipated in Chapter 2. Fig.3.18 and 3.19 show the performance comparison
of the default b-tagging algorithm in Run1 (MV1c), with Run1 detector and reconstruction
strategy, and MV2c20, with the Run2 detector and algorithm updates. Looking at the dis-
tribution, it can be seen that the light-flavour jet rejection is improved by a factor of 4 and
the c−jet rejection by a factor 1.5-2 with a b-tagging efficiency of 70%. The advantage of
the IBL lies in the improvement of the impact parameter resolution for the low-medium pT
jets.
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Figure 3.18: Light jet rejection with respect to b−jet efficiency for the
MV1c b-tagging algorithm compared to the MV2c20 [70].
Figure 3.19: c- jet rejection with respect to b−jet efficiency for the MV1c
b-tagging algorithm compared to the MV2c20 [70].
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Chapter 4
The Measurement of ZH(H → bb¯)
with Z → `+`−
The search for the Standard Model VH(H→ bb¯) is of high importance at LHC since it can
directly prove the Higgs coupling to the quark sector. As said in Chapter 1, the Higgs decay
mode in a pair of b-quarks has the largest branching ratio, 58%. The most sensitive produc-
tion mode is the VH channel, known as Higgsstrahlung. At LHC, it is the third production
mode with a predicted cross section of 2.3 pb at 13 TeV, [1]. Nevertheless, it is the preferred
way to study the bb¯ decay, which has always been so elusive due to the overwhelming QCD
background. The advantage in using this channel is that the leptonic decay of the vector
boson V provides a clear signature for the final state, helping the rejection of the multi-jet
background.
The present thesis deals with the analysis performed combining the data collected in 2015,
2016 and 2017 (corresponding to an integrated luminosity of 79.8 fb−1 [71] and the follow-
ing iteration with the full Run2 statistics (integrated luminosity of 139 fb−1).
4.1 General Analysis Strategy
The goal of the V H(H → bb¯) analysis is the extraction of the signal strength µ with a
global binned Profile Likelihood fit (PFL) of the data and Monte Carlo samples [72]. The sig-
nal strength is defined as production times the decay rates relative to the Standard Model
prediction:
µ =
(σ ×BR)obs
(σ ×BR)SM (4.1)
where σobs and σSM are observed and Standard Model expected cross section and BR is
the branching ratio of the process of interest. From the signal strength measurement, one
can obtain information about the couplings of the Higgs boson. The likelihood function,
considering only statistical uncertainties is built as [73]:
L(µ) =
Nbins∏
i=1
=
(µsi + bi)
ni
ni!
e−(µsi+bi) (4.2)
where:
• µ is the signal strength.
• si are bi are the expected number of events in the bin i, respectively for signal and
background over a total numeber of binsNbins.
• Ni is the total number of events in the bin i.
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However, systematic uncertainties have to be introduced as a vector θ of nuisance parame-
ters NP to take into account possible Monte Carlo mismodelling in the simulation of data
and detector response. Each systematic uncertainty corresponds to a ith component of the
vector θ. The profile likelihood function then becomes:
L(µ,θ) =
nbins∏
i=1
=
(µsi(θ) + bi(θ))
ni
ni!
e−(µsi(θ)+bi(θ)) × Laux(θ) (4.3)
where Laux(θ) are functions representing auxiliary measurements with a likelihood func-
tion approximable to a Gaussian. They are defined as:
Laux(θ) =
nsyst∏
j=1
1√
2piσj
e
− (θˆj−θj)
2
2σ2
j (4.4)
where θˆj is the central value of the Gaussian corresponding to nominal value of the system-
atic uncertainty j, nsyst is the total number of systematic uncertainties being considered,
θj is the corresponding best fit value, σj the prior uncertainty of θj .
The auxiliary measurements act as costraint of the nuisance parameters within their un-
certainties.
The flow of the analysis to come to the binned profile likelihood fit is described in the fol-
lowing.
1. Events and object selection.
The signal wewant to reconstruct is theV H decaywhich is characterized by the final
state:
• the leptonic decay of the vector boson V
• the Higgs boson decay in two b-quarks
In a first stage, the event phase space is divided upon the number of charged leptons
from the V decay. This results in a split of the analysis in three different channels
(`=e, µ, not τ ):
• 0-lepton channel: ZH→ νν¯bb¯.
• 1-lepton channel: W±H→ `∓(−)ν bb¯.
• 2-lepton channel: ZH→ `+`−bb¯.
In each channel the events are then categorized according to the boson transverse
momentum pVT which are later on divided by the multiplicity of jets in the final state,
with exactly 2 b-tagged jets which corresponds to the Higgs candidate.
As it regards the 79.8 fb−1 analysis, for the 0- and 1-lepton channel, one single pVT
region is considered with pVT , splitted in 2 and 3 jet final states.
For the 2-lepton channel, which is the main argument of this thesis, two pVT regions
are considered:
• 75 GeV <pVT <150 GeV (medium pT region)
• pVT >150 GeV (high pT region)
Both of them are splitted in two regions with 2 jets and≥3 jets multiplicity. It is im-
portant to underline that it is possible to investigate the medium pVT region in the
2-lepton channel thanks to the peak of theZ boson decaying in two charged leptons.
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These divisions of the phase space result in eight signal regions.
For the iteration of the analysiswith the Full Run2 statistics (∼139 fb−1), an additional
pVT cut at 250 GeV is introduced in region pVT >150 GeV, leading to a total number of 14
signal regions.
The object reconstruction is performed following the Combined Performance recom-
mendation.
The details about the object and event selection are provided in 4.9.1 and in 4.9.2 for
the 2-lepton channel.
2. Multivariate Analysis.
AMultivariate Analysis (MVA) is performed on simulated samples for signal and back-
ground to obtain the classifiers for the signal and background discrimination. The
chosen classifier is the Boosted Decision Tree (BDT). The variables entering the MVA
analysis are the ones with the highest discrimination power between signal and back-
ground.
The MVA analysis is performed in each V H signal region resulting from the event
selection and the BDTV H output are inputs for the signal strength by the PFL fit.
Details are described in Sec.(4.10).
AnMVAanalysis is performedas a cross-check onV Z signal, 5.1.2. The signal strength
of V Z is extracted with the same technique used for V H and it is used as consistency
check of the MVA procedure.
3. Systematic Uncertainties. The systematic uncertainties enter in the profile likeli-
hood fit as nuisance parameters, as stated above.
The largest background normalization NPs is left to be determined in the fit to data,
without having priors. For Z + HF and W + HF , the normalization factors are
affected by theoretical uncertainties which are evaluated from comparisons of the
nominal and the alternative Monte Carlo generators and from internal variation of
the nominalMonte Carlo, see Sec.(4.4). Themain sources of background are left float-
ing and extracted from the fit.
Additional experimental systematic uncertainties are described in 5.2.1.
4. It is important to underline that, at this stage, the analysis is still blind. This pro-
cedure is performed to avoid the experimenter’s bias, the unintended biasing of the
result in a particular direction. It is typically applied in case of search for rare pro-
cesses. When analyzing data, the data are blinded in the region where an excess of
events of interests for the discovery is expected. Only when the analysis method, the
selection cut and the background estimate is fixed, the region is unblinded.
5. The MVA output and the evaluated systematic uncertainties are input for the global
profile likelihood fit leading to the signal strength extraction, which is described in
Sec.(4.12). The statistical analysis procedure is described in Sec.(5.1).
Since my personal involvement is related to the 2-lepton channel, in the present Chapter,
I will describe the main feature of the VH analyses in the 2-lepton channel describing the
event selection, the data andMonte Carlo samples used and themain sources of background
and how they are modelled. The last part of the Chapter is dedicated to the description of
the Multivariate analysis tools used for the estimation of the signal strength.
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4.2 Derivation Framework
The Run2 analysis model for ATLAS includes the centralised production of analyis specific
data formats containing interesting events and, at the same time, reducing the problem of
the large amount of data to be processed and stored.
A feature common to many physics analyses is the use of intermediate-sized data formats
at some stage of the analysis procedure. Typically, these formats are made directly from
the retained output of the reconstruction: known as Analysis Object Data or AOD in ATLAS.
They have the following features:
• they have a size around a few percent to a few per mille of the input data.
• they are typically aimed at one analysis or perhaps a group of related analyses (for
example, they share the same final state).
• they usually contain all of the information necessary to perform smearing, scaling,
selection, calibration and other operations on reconstructed objects (known in AT-
LAS as combined performance operations) and evaluate the systematic uncertainties
related to them.
• they are used privately by physicists or groups of physicists to produce their small
n-tuples, on which the final analysis is performed.
The strategy has been changed during Run2 in order to solve these issues. The intermediate
formats are produced from AOD using a common software: the Derivation Framework. The
ATLAS definitions for the four standard operations for informal removal are:
• Skimming: the removal of whole events.
• Thinning: the removal of individual objects within an event.
• Slimming: the removal of not necessary variables within a given object type.
• Augmentation: the addition of information not found in the input data.
Thederivations are performed starting from theoutput of the general reconstruction frame-
work ATHENA. The ATLAS analysis model is shown in Fig.(4.1). Themodel is based on a new
Figure 4.1: Scheme of the ATLAS Derivation Framework adopted for Run2.
The data are reconstructed by ATHENA and derived by the Derivation
Framework, under the ATHENA system. The data samples size decreases
from the order of PB to few GB. The Combined Performances (CP) help the
derivation giving information about the objects to use and the calibrations
to apply on them.
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format, xAOD, produced directly by reconstruction and which replaces the Run1 AOD. The
derivation framework acts on them to create the intermediate data products by removing
and adding, through the steps previously listed, informationmaintaining the structure and
the Event Data Model (EDM), used in the original xAOD. The last component of the chain
is the analysis framework, which is used to read the derived data formats, apply combined
performance and tools and produce the final ntuples.
Derivation are usually defined by individual physics analysis teams according to specific
analysis requirements. The derivation used for 2-lepton channel is HIGG2D4 for 2-lepton
channel.
Later on, the CxAOD Framework acts on them using two algorithms. It is a general purpose
analysis tool designed and devoloped by the Hbb group to serve as an interface to the wide
variety of combined performance (CP) tools provided by the ATLAS Collaboration. The first
algorithm is the CxAODMaker which runs on Derived xAODs (DxAODs) to produce slimmed
dataset following the xAOD EDM called Calibrated xAOD (CxAOD), by applying object selec-
tions and low level event selections.
The second algorithm is the CxAODReader executes the analysis event selection on CxAODs
to produce n-tuples or histograms. A schematic overview of the CxAODFramework used for
this analysis is shown in Fig.(4.2).
Figure 4.2: Hbb CxAODFramework workflow.
4.3 Monte Carlo Samples
Monte Carlo samples are used to simulate signal and background processes, relevant for the
analysis purposes.
The Event Generator
As said in Chapter 1, protons are composite objects made of partons which can be distin-
guished in valance quarks, gluons and sea quarks. Each proton has three valence quarks, two
up quarks and one downquark, defining its fundamental properties. The interaction among
them is mediated by gluons, which can create virtual quark/anti-quark couples (the sea
quarks) eventually annihilating into a gluon. An hard-scattering must occur to have a new
and high mass particles, i.e. at high momentum transfer: as we have already seen this cor-
responds to the asymptotic freedom scenario, where the partons, although bound inside
the proton, can be considered as free particles in such reactions. The interacting partons in
a hard scattering can be valence quarks, gluons or sea quarks and they carry a fraction x of
the total proton’s momentum.
The factorization theorem help us to describe what happens during a pp collision, splitting
the event in several parts, all used separately in the event simulation. The differential cross
section, withO representing a set of variables, for a process involving two partons carrying
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momenta p1 and p2 can be, therefore, expressed by:
dσpp→X
dO
=
∑
ij
∫
dx1dx2
∫
dΩfi(x1, µ)fj(x2, µ)
dσˆij→X(x1, x2,Ω, αs(µ), µ)
dΩˆ
Dx→X(Ω,µ)
(4.5)
where µ stands for both the factorisation (µF ) and renormalisation (µR) scales, which are
usually chosen at the same value, and αS is the strong coupling constant. In Eq.(4.5) the
different parts involved in a hard scattering can be identified.
• The parton content of the incoming protons are represented by the Parton Distribu-
tion Functions (PDFs) fi and fj . PDFs describe the probability of a parton i (j) to carry
a fraction x of the proton momentum.
• The hard scattering event producing newparticles is described by theMatrix Element
(ME) which is represented by the partonic differential cross section dσˆ/dΩˆ.
• The transistion functionD(x→ X(Ω, µ)) represents the transition from partons to
hadrons, which involves the parton shower (PS) and hadronisation.
Fig.(4.3) shows a sketch of a pp collision simulation.
The PDF describes the probability of a certain parton to take part in a hard scattering
Figure 4.3: The hard scattering is shown in red, simulated by theMatrix El-
ement generators. Multiple interactionmodels simulate secondary interac-
tions, shown in purple. Parton Showers, in blue, produce bremsstrahlung.
Fragmentation models describe the hadronisation of partons, shown in
light green. Decays of unstable partons are shown in dark green.
collision, carrying a fraction x of the proton momentum. This information is essential to
properly estimate the partonic cross section. Due to the lack of the QCD theory in describ-
ing low energy interactions, PDFs come out from several kind of measurements, sensitive
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to the proton internal structure such as electron-proton collision, Drell-Yan and jet produc-
tion in proton-proton collisions. The results are then combined into fits to extract the full
distributions for all partons and x to extrapolate to the desired energy scale µ. These stud-
ies are carried by different collaborations which adopt several strategies to provide their
PDF sets to be used in Monte Carlo simulations. As a consequence, the choice of the PDF
set influences the predictions of the simulation. Together with the predictions, the errors
on them are provided in order to correctly asses the systematic uncertainty for the chosen
PDF set.
The Matrix Element (ME), as said above, describes the hard scattering at parton level. It is
calculated from QED and QCD theory with the help of Feynman rules. The simulation pro-
grams which calculated the ME do not go beyond the Next-to-Leading Order (NLO) in order
not to have routines too much time consuming. In the Leading Order (LO), the diagrams
with the largest contribution to the process are taken into account, while at NLO loop ra-
diative correction are introduced. All the diagrams are calculated at the same energy scale
µ, so different ME simulations with the same precison can still be different upon the choice
of µ.
The factorisation and renormalisation scales, respectivelyµF andµR, are two cut-off scales
which separate short distance from long distance effects, meaning that loops and real emis-
sions below them are only approximated. Most of the simulation models choose the same
value for both scales. In general, the value µ assessed to the two scales is to an energy of
the order of the hard scattering scale (the energy in the center of mass, the mass of the
heavy particles produced, etc.). The choice of the scale changes the prediction but most
of the simulators offer the variation of µ from its nominal value to properly estimate the
systematic originating from its choice.
The parton shower (PS) connects the ME (parton level) to the produced and observable
hadrons. The process described is the one which partons produced at ME undergo. Be-
fore hadronization, there are several stages of intermediate radiation until a certain scale
is reached (typically 1 GeV). The evolution parameter, which is proportional to the energy
scale, orders the evolution in a way that each additional branching of the parton is lower in
t (Mandelstam variable for the square of the 4-momentum transfer) than the previous one.
The choice of the evolution parameter strictly depends on the simulationmodel. PS simula-
tors can bematched toME oneswith the caveat of resolving possible overlap between them:
it can happen that in NLOME generations the radiation of extra partons is already included
so the same contribution from the PS has to be removed in order to avoid the probability
exceed unity.
Above 1 GeV, the formation of hadrons, described by hadronization, occurs. The simulation
models used at ATLAS use the string fragmentationmodel or the cluster fragmentationmodel,
see Fig.(4.4). The string fragmentation model connects partons from PS via color strings,
representing the field of strong force between the color charges. When two quarks move
apart, the energy of the field grows until it becomes large enough to create a new qq¯ pair,
breaking the string. The process continues until the energy is absorbed and the quarks are
grouped into hadrons. The cluster fragmentation breaks the gluon from PS into a qq¯ pair. It
then pairs each quark with an anti-quark forming clusters. The clusters decay into hadrons
absorbing all the energy stored. In both the models, baryons are formed if diquarks (loosely
bound states) pairs are formed. Several tunings are performed to properly model the ob-
served fraction hadrons. The hadrons simulatedmaynot be stable,meaning that they decay
inside the detector volume. The decays are modelled inside the simulations using informa-
tion about hadron lifetime, branching ratios and hadron decay width.
Beyond the main processes occurring in a hard scattering, additional interactions have to
be considered. They are described by underlying event simulations. Since the energy scale
is of the order of few GeV, small if compared to the energy of the hard scattering event, the
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Figure 4.4: Representation of the string (left) and cluster (right) fragmen-
tation models.
underlying events only produce a uniform underlying activity in form of hadrons but not
additional jets. In order to introduce the additional interactions, a cut-off scale is intro-
duced with an estimation based on proton radius and collision energy. It is usually tuned
with results obtained from data.
Finally, an additional correction is implemented to take into account pile-up events, not
emerging from the hard scattering between the two protons, due to the bunched configu-
ration of the LHC beams. In the simulators, they do not include hard scattering events and
they are modelled as exchange of gluons at small center of mass energies.
Monte Carlo Simulation for VH(H→ bb¯)
In the context of the analyses presented in this thesis, several Monte Carlo generators are
used, following the ATLAS recommendations on the choice for a particular process, in order
to describe it with the best achievable precision. Alternative generators are used to evaluate
systematic uncertainties. The list of the main generators used includes:
• POWHEG [74] MC generator only generates the ME at NLO precision. In the simu-
lation used for this thesis, the default strategy is to interface with PYTHIA for the
description of the PS for signal VH and tt¯ background modelling.
• PYTHIA [75] provides LOME calculation and it is able to provide PS and UEmodelling
by string fragmentation. Since it provides LO ME precision, it is usually interfaced
with NLO precision simulators.
• SHERPA [76] is a stand-alone MC generator, providing NLO precision for a variety
of processes. It is the preferred generator for processes with additional jets, which
Sherpa can include in ME.
Tab.(4.1) shows the main Monte Carlo generators used to simulate signal and background
processes in the 2-lepton channel.
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The alternative Monte Carlo samples used for the assessment of systematic uncertain-
ties are HERWIG [77] and MADGRAPH_aMC@NLO [78].
HERWIG is a multi-purpose generator which is no longer used as stand-alone. It is still used
to provide the PS description for a simulationmodel. For the hadronization, it uses the clus-
ter fragmentation model and special tunes for PS. It is used as alternative generator for PS
for tt¯ and single top, both interfaced with POWHEG and MADGRAPH for ME. In the case of
signal and diboson background, it is interfaced just with POWHEG.
MadGraph5_aMC@NLO provides only ME calculations and it is interfaced with PYTHIA or
to HERWIG for PS. It used as alternative generator for ME for all the background. It is inter-
faced with PYTHIA8 for PS in the case of V + jets and tt¯ and with HERWIG for tt¯, single-t
and diboson.
4.3.1 The Detector Simulation
After the event simulation, the interactions of the particles in final state with the detector
are simulated to allow the comparison with real events. For the present analyses, GEANT4
(GEometry ANd Tracking) [79] software has been chosen. It provides a model for the par-
ticles interactions through matter. Each detector component is implemented as a separate
piece, together with materials from support structures, to allow a constant update in case
of changes. The final simulation of an event in the ATLAS detector, the outcome from the
MC Event generator is putted into the detector simulator. The last step of the simulation
chain is the digitization of the detector response to a particle interacting with it. The infor-
mation is, by GEANT4 construction, available for each single detector module, allowing to
pass the simulated event through the same trigger and reconstruction algorithms for the
data event.
4.4 Signal and Background processes
The aim of the analyses presented in this thesis is to measure the associated production of
the Higgs boson decaying into two b-quarks together with a vector boson decaying leptoni-
cally. In particular we are interested in the study of the final state events with two charged
leptons corresponding to ZH→ `+`−bb¯. It is also crucial to understand also all those events
producing similar signatures and populating the same phase space of the signal process. As
explained in the previous section, they are studied using MC simulation. The main sources
of background for the 2-leptons channel are:
• V (Z ,W )+jets
• tt¯
• Diboson V V
• single top quark
• Multijet (QCD induced background)
4.4.1 Signal ZH(H → bb¯)
For the ZH , two Feynman diagrams have to be considered, see Fig.(4.5).
The calculation of the ZH cross section is up to the NNLO QCD and NLO EW effect, see
Tab.(4.1), resulting in two predicted values at 13 TeV:
• σ(qq¯ → ZH) = 0.76 pb. It corresponds to the diagram on the left in Fig.(4.5).
• σ(gg → ZH) = 0.12 pb. It corresponds to the diagram on the right in Fig.(4.5).
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Figure 4.5: SM VH production. On the left, the quark induced production
(Higgsstrahlung). On the right the gluon XH induced production.
4.4.2 V+jets
V+jets is an irreducible background for our signal when the vector boson decays into two
leptons in association with two b-jets. It can happen when V=Z, but also when V=W if W
decays into leptons. Moreover, there can be contamination also in the case of no b-jets due
possible misidentification of the b-tagging algorithm. The cross section of a single V boson
production is known at NNLO precision, at 13 TeV:
• σ(pp→ Z +X) = 1906 pb
• σ(pp→W± +X) = 20080 pb
However, most of these bosons are produced with no associated jets. The cross section with
2 or more additional jets has been measured to be 54 pb for Z+jets. Details about Z+jets
samples and the systematic uncertainties related to its modelling are described with details
in 4.5.
4.4.3 tt¯
The second largest background is tt¯, see Fig.(4.6). The production cross section is known
at NNLO precision: σ(pp → tt¯ + X) = 831.76 pb at 13 TeV. A top quark decays into a W
boson and a bottom quark with a branching ratio of 99%. If the two W bosons decay into
W± → `±(−)ν , the event mimics the Z decay into two charged leptons.
Figure 4.6: tt¯ signal.
4.4.4 Diboson
Diboson production (ZZ, WZ or WW) is a subdominant background process. The cross sec-
tions at 13 TeV are low if compared to V + jets and tt¯ processes.
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• σ(ZZ)=22.9 pb
• σ(WZ)=77.3 pb
• σ(WW)=117.5 pb
The ZZ events mimic the final state of ZH→ `+`−bb¯ if one Z decays into a pair of charged
leptons and the other one decays into a pair of quarks b (the invariant mass of the quark
pair is in this case close to the one expected from an Higgs boson). Also the WZ events can
enter the signal phase space if the Z boson decays leptonically and the W into two quarks
due to the possible inefficiency of the b-tagging algorithms.
4.4.5 Single top quark
Single top production is another sub-dominant background. There are three different pro-
duction channels: s, t andWt, shown in Fig.(4.7). They lead to different final states. The
Figure 4.7: Single top production diagrams.
production cross section at 13 TeV for these processes are calculated up to NNLO precision:
• σ(s− channel) = 10.3 pb (Fig.(4.7) left).
• σ(t− channel) = 217.0 pb (Fig.(4.7) center).
• σ(Wt− channel) = 71.7 pb (Fig.(4.7) right).
While s- and t- channels are almost negligible for the 2-lepton signal analysis,Wt can enter
the phase space of interest in case the W boson decays leptonically and an additional jet is
produced.
4.4.6 Multijet
Multijet is a QCD induced background including all processes with a final stat with partons
without the presence of other particles. The analyses presented here suppress the amount
of multijet events to a negligible level by the requirement of two isolated leptons (typically,
in multijet events, non-isolated low pT leptons come from hadron decays). An additional
suppression is ensured by the requirement of two heavy flavour jets b since the production
of them is usually suppressed with respect to light ones.
The strength of the suppression has been confirmed by data-driven studies as will be ex-
plained in 4.11.2.
4.5 Z+jets Monte Carlo samples and related systematic uncer-
tainties
The production of Z in associationwith jets is one of themain sources of background for the
2-lepton channel. As can be seen from Tab.(4.1), the nominal Z+jets samples are simulated
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using Sherpa 2.2.1., interfaced with NNPDF3, for ME calculation. Parton shower and un-
derlying events are the ones provided internally by SHERPA. The generator adopts a full 5-
flavour number scheme, withmassless b-quarks and c-quarks in thematrix elements, while
massive quarks are produced by parton shower or in the scattering process of the underly-
ing event.
Z + jets samples are splitted in slices of the vector boson and the HT (defined as HT =∑
i∈FS pT,i, i.e. the sum of the transversemomenta in the final state FS) of the event, intro-
ducing a cut at generation level. Samples are produced for different slices in max(HT , pVT ),
where pVT is the transverse momentum of the truth lepton pair from the decay of the V
boson. The split is performed in the following intervals:
max(HT , pVT ) = [0− 70, 70− 140, 140− 280, 280− 500, 500− 1000, > 1000]GeV
It is necessary to generate the samples using these slices because of the rapidly falling pVT
andHT distributions.
Furthermore to obtain a sufficient number of heavy-flavour events, samples are generated
with heavy flavour filters applied. Except for the highest max(HT , pVT ) slices, the filters
applied are:
• B-Veto: at least 1 b-hadron present with pT >0 GeV and |η|<4.
• C-Veto: at least 1 c-hadron present with pT >4 GeV and |η|<3 and veto events which
pass theB-filter.
• B-Veto, C-Veto: veto events which pass the b-filter and c-filter.
Nominal samples also include systematic variations, written as additional weights and cor-
responding to the following variations:
• factorization scale: 2µF .
• factorization scale: 0.5µF .
• renormalization scale: 0.5µR.
• renormalization scale: 2µR.
• PDF variation using MMHT2014nnlo68cl and CT14nnlo [80].
The alternative Monte Carlo samples provide a cross-check for the nominal prediction.
They are useful to test howmuch the nominal prediction is reliable in describing single vari-
ables and phase space regions and can provide useful information about possible data/MC
discrepancies or MC mis-modelling. For the presented analyses, the alternative samples
considered for V+jets processes are generated usingMADGRAPHwhich provides a LO (QCD)
description of these processes for theME, while for the parton shower its is obtained by the
ATLAS A14 tune. Theymake use of NNPDF2.3 LO PDFs. MADGRAPH adopts the full 5-flavour
number scheme with massless quarks in the ME calculation, while massive quarks are pro-
duced by the parton shower.
For Z + jets, the variable shape with the highest impact on the final fit for the signal
strenght is mbb. Fig.(4.8) shows the comparison between SHERPA, its internal variations
(variations of µR and µF ) andMADGRAPH. The alternative generator is well covered by the
nominal internal variations but a mismodelling occurs at low energies.
The estimate of systematic uncertainties on the theoretical prediction of the Z+jets back-
ground relies on two main studies:
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Figure 4.8: Shape comparison of the invariant mass of the two b-jets for
Z + jets for different MC predictions [81].
1. Particle-level studies of thenominal generatorwith varied scales toMadGraph (Monte
Carlo based).
2. Data-driven comparison in high purity control regions.
As it regards the data driven approach, control regions are chosen in data which are domi-
nated by Z + jets background. In these regions, the total Monte Carlo background is com-
pared to data [72]. The procedure is performed formbb and pZT . The choice of the control
region is chosen such thatZ+jets is the dominant background in order to consider possible
data/MC differences due to modelling uncertainties due to this background. The 2-lepton
channel has the highest purity due to the additional cut on the invariant mass of the Z
boson and it is the chosen for the shape studies. An additional cut to reduce the tt¯ con-
tribution is applied by requiring a EmissT significance cut <3.5. The study is performed in
different flavour compositions and for each of them in different jet multiplicity scenarios,
2jet or≥3jet. They enter in the final fit as uncertainties on thembb and pVT shape distribu-
tions.
4.6 tt¯, Diboson and single-t systematic uncertainties
As it regards the tt¯, the normalisations in the 2- and≥3jet regions are both left floating in
the global fit and are determined in their respective eµ control regions. High purity control
regions can be obtained by requiring different flavour of pair of dilepton (eµ or µe). Lepton
flavour does not change the kinematics of tt¯ between the signal region (same flavour) and
the control region (different flavour). tt¯ kinematic distributions using the control region
are estimated by selecting same kinematic selection as signal region.
NSRtop =
NCR,datatop
NCR,MCtop
×NSR,MCtop =
NSR,MCtop
NCR,MCdata
×NCR,datatop (4.6)
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As can be seen from Eq.(4.6), top background modelling in the signal region can be so con-
strained in the eµ control regions. Very pure control regions are obtained with more than
99% top contribution (tt¯ and Wt), as can be seen also from the Data/MC comparisons in
4.11.6. The shape uncertainties of pVT andmbb (most sensitive discriminant to constrain top
background yields and shapes) distributions are estimated from the comparisons to alter-
native samples, see Tab.(4.1).
For the single top backgrounds, uncertainties are derived in the normalisation, acceptance
and shapes of the mbb and pVT distributions forWt and t-channels. ForWt-channel, the
modelling uncertainties are evalutated based on the flavour of the two b-tagged jets. The
s-channel has only normalisation uncertainty since its contribution is overall negligible.
The diboson contribution is small, representing a 0.1% of the background. A normalization
uncertainty is assessed and enters as input in the likelihood fit. WZ and ZZ have uncertain-
ties derived for the overall normalisation, the relative acceptance between regions and for
thembb and pVT shapes.
4.7 Truth Tagging
The b-tagging algorithm has a high rejection power against c- and light-jets. The down-
side is that the number of simulated background events after the b-tagging requirements,
especially in case of background processes with c- and light-jets is highly reduced, causing
instabilities in MVA training, modelling studies or in fit procedure. In 79.8 fb−1 analysis,
the way chosen to circumvent the issue of the statistical fluctuation in the MC samples has
been to remove events failing the b-tagging requirements and to apply a weight to each MC
event: the truth-tag weight. The weights are based on the probability to have n tagged jets
in the event. The truth tag weight is defined as the product of the b-tagging efficiency for
each b-tagged jet times the complement of the b-tagging efficiency for each non b-tagged
jet. All possible combinations of b-tagged and non b-tagged jets satisfying the analysis se-
lection are considered and the total truth tag weight is defined as the sum of the truth tag
weights of each combination.
Considering the example of a three jets event, requiring exactly 2 b-tagged jets with a b-
tagging efficiency i, the total truth tagging weight would be:
wtot = 12(1− 3) + 1(1− 2)3 + (1− 1)23 (4.7)
The two jets selected as b-tagged are random chosen upon their tagging efficiency proba-
bility, following:
P tagged1,2 =
12(1− 3)
wtot
(4.8)
which represents the probability to choose a certain combination, scaled by the total truth
tagging weight. Following this approach, jets that are tagged are chosen randomly among
all the possible combinations and independently from the real b-tagging score for the jets.
For this reason, a new b-tagging weight is generated for each jet in the event. The tagged
jets will have b-tagging scores sampled from theMV2c10 cumulative distribution above the
70% efficiency cut, the others will be assigned a b-tag score below 70%.
As it will be shown in Sec.4.11.5, I have worked to optimization studies in the context of the
Multivariate analysis to check the performance of an alternative b-tagging method.
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4.8 Data Samples
The two analysis described in this thesis are performed using data collected by the ATLAS
detector in pp collisions at√s=13 TeV. Data used for the first analysis are the ones collected
in 2015, 2016 and 2017, corresponding to a total integrated luminosity of 79.8 fb−1. The
second analysis is a subsequent iteration including 2018 data-taking for a total integrated
luminosity of 139 fb−1. The data quality is ensured by following the conditions outlined by
the Good Runs List (GRL) tool provided by the ATLAS Data Quality Group, which helps in
discarding samples one detectors experienced problems. The tool uses data-quality status
flags from specific area of the detector to determine if an event within a given luminosity
block is usable for physics analysis.
In the 2-lepton channel, the final state is characterized by the presence of two charged
leptons, with opposite signs, coming form the Z decay: e±e∓, µ±µ∓, e±µ∓. The single
lepton triggers used in each data collection period are listed in Tab.(4.2) and Tab.(4.3).
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Table4.3:SingleMuontriggersusedin2015-2018datacollectionperiod.
TriggerName
Period
Threshold[GeV]
Description
HLT_mu20_iloose_L1MU15
2015
20GeV
SeededusingL1MU15level1triggerwithathresholdof15GeV,andrequiringlooseisolationrequirements.
HLT_mu50
2015-2018
60GeV
Noisolationrequirements.
HLT_mu26_ivarmedium
2016-2018
26GeV
Variableconemedium
isolationrequirements.
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4.9 Object and Event Selection
4.9.1 Object Identification
The criteria used by ATLAS for the object reconstruction has been already described in
Chapter 3. In the 2-lepton channel, the criteria used for e, µ and jet reconstruction are
summarized in Tab.(4.4), Tab.(4.5) and in Tab.(4.6). For the definition of the cuts refer to
3.1 and 3.2 respectively for electrons and muons. As said in the description of the analysis
Table 4.4: Electron selection requirements used in the 79.8 fb−1 and in the
139 fb−1 iteration. As can be seen, the criteria are the samewith the excep-
tion of the chosen Isolation Working Point.
Electron Selection pT η ID dsig0 w.r.t. BL |z0sinθ| Isolation
Analysis with 79.8 fb−1
VH-loose >7 GeV |η|<2.47 LH Loose + B-layer cut <5 <0.5 mm LooseTrackOnly
ZH-signal >27 GeV |η|<2.47 LH Loose + B-layer cut <5 <0.5 mm LooseTrackOnly
Analysis with 139 fb−1
VH-loose >7 GeV |η|<2.47 LH Loose + B-layer cut <5 <0.5 mm FixedCutLoose
ZH-signal >27 GeV |η|<2.47 LH Loose + B-layer cut <5 <0.5 mm FixedCutLoose
Table 4.5: Muon selection requirements used in 79.8 fb−1 and in 140 fb−1
iteration. As can be seen, the criteria are the same with the exception of
the chosen Isolation Working Point.
Muon Selection pT η ID dsig0 w.r.t. BL |z0sinθ| Isolation
Analysis with 79.8 fb−1
VH-loose >7 GeV |η|<2.7 Loose Quality <3 <0.5 mm LooseTrackOnly
ZH-signal >27 GeV |η|<2.5 Loose Quality <3 <0.5 mm LooseTrackOnly
Analysis with 139 fb−1
VH-loose >7 GeV |η|<2.7 Loose Quality <3 <0.5 mm FixedCutLoose
ZH-signal >27 GeV |η|<2.5 Loose Quality <3 <0.5 mm FixedCutLoose
strategy in Sec.4.1, events with 2 or≥3 jets (forward jets) are selected for the 2-lepton chan-
nel, with the requirement of exactly 2 b-tagged jets (signal jets). The selection requirements
are listed in Tab.(4.6).
4.9.2 Event Selection
The events are categorized by the exact number of VH-Loose leptons, as defined in Tab.(4.4)
and (4.5) present in the final state. The 2-lepton channel is composed by events containg
exactly 2 VH-Loose leptons. Events are divided according to the vector boson transverse
momentum to improve the analysis sensitivity. In 79.8 fb−1 analysis, two pVT regions are
considered:
• Low pVT region: [75, 150] GeV.
• High pVT region: >150 GeV.
In the analysis iteration with the full Run2 statistics, the high pVT region has been splitted
further into two regions with an additional cut-off at 250 GeV, so three different regions are
under investigation:
• pVT region: [75, 150] GeV (this region is included only for the 2 lepton analysis).
• pVT region: [150, 250] GeV.
• pVT region: pver 250 GeV.
Events are also required to contain at least two signal jets, as defined in Tab(4.6). In the 2-
lepton channel, this results in two categories of events depending on the number of selected
jets, before b-tagging:
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Table 4.6: AntiKt4EMTopoJets selection requirements. A Jet Vertex Tagger
(JVT) is used to remove jets associated to pile-up vertices for pT <60 GeV
and |η|<2.4. The jet cleaning criteria identify jet arising from non-collision
backgrounds or noise in the calorimeters, with events containing such jets
removed. The selection criteria are common to the two analyses.
Jet Category Selection Requirements
jet cleaning
Forward Jets pT >30 GeV
2.5≤<|η|<4.5
jet cleaning
Signal Jets pT >20 GeV and |η|<2.5
JVT≥0.59 if (pT <60 GeV and |η|<2.4)
• 2 jets events
• ≥3 jets events
The high jet multiplicity results in a 6% gain in expected signal significance. Only events
with exactly two b-tagged jets are considered in the context of these analyses since they
have the largest signal sensitivity. Signal jets in each event are labelled by the b-tagging
and transverse momentum. The leading jet is the b-tagged one with highest transverse
momentum, the sub-leading is the b-tagged one with lower pT and, in the events with ≥3
events, the third jet is the one with the highest pT among the non-b-tagged signal jets. The
leading jet is required to have pT >45 GeV. The invariant mass of the Higgs boson is recon-
structed from the two b-tagged jets.
The b-tagging algorithm used in the analyses is the MV2c10 algorithm, described in 3.4.3.
The output of the MV2c10 algorithm is a score between -1 and 1, which express the like-
lihood for a jet to be b-tagged. The working points are shown in Tab.(3.4). These analyses
exploit the 70% fixed cut working point. Fig.(4.9) shows the corresponding b-tagging ef-
ficiency as a function of reconstructed calorimeter jet transverse momentum [82]. In the
Figure 4.9: The b-tagging efficiencymeasured in data (full circles) and sim-
ulation (open circles), corresponding to the 70% b-tagging efficiency as a
function of the jet pVT using the likelihood method (a) and the Tag&Probe
method, for R=0.4 calorimeter jets [82].
2-lepton channel, a Z decaying to two same flavour leptons (ee, µµ) needs to be recon-
structed. Events with exactly two VH-Loose leptons of the same flavour with at least one
satisfying the selection requirements listed in Tab.(4.4) and Tab.(4.5) are then selected. All
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the events with additional VH-Loose leptons are discarded. For muons, the opposite charge
requirements stands while this is not possible for electrons due to the higher rate of charge
misidentification. Moreover, the invariant mass of the two selected final state leptons must
be consistent with the Z boson mass in the window 81<m(ee/µµ)<101 GeV.
4.10 Multivariate Analysis
As we have seen in Sec.(4.4), the ZH signal has a small production cross section if compared
to the ones of the background events. Large contribution of events which mimic the signal
enter the ZH phase space making the extraction of the signal challenging.
A Multivariate Analysis (MVA) approach is used instead of conventional cut-based analysis
tools, with a gain in efficiency and precision [83].
The basic idea is that the variables describing an event or an object can be represented by
a n-dimensional vector x, called feature variable of n-dimensional feature space and repre-
senting a set of discriminating observables. The goal of running a machine learning algo-
rithm is to obtain an outcome y(x), expressed as:
y(x) = f(x) where x = (x1, x2, ..., xn) (4.9)
where the form of the function y(x) is determined during the training (or learning) proce-
dure on the basis of training data. Typically, correlation exists between the feature variables
so, in order to determine the results with high precision a multivariate approach is used.
The MVA methods help to solve the problem of the not precise knowloedge of the exact
mathematical dependence between the variables of interest. In absence of a known model
in describing it, statistical trainings give a better description of the data. While in the sim-
plest example, it is possible to adopt a linear regression approach where y is a linear func-
tion of x and a prediction of it can be made knowing x, in most of cases, such as in particle
physics, the identification of the functionality is more complex since the parameter space
has a high dimensionality. The prediction on y(x) becomes in these cases very complex
and it can be only approximated from a given set of observables. What it can be done is to
approximate the desired function with yˆ = f(y,w), where w are adjustable parameters.
A MVA method has to address these three typical points:
• signal-to-background discrimination.
• selection of the variables with the highest signal/background discrimination.
• dimensionality reduction of the feature space (i.e., the multiple quantities character-
izing an event) and simplification by the reduction of the number of variables.
• finding regions of interest in data.
Every MVA analysis is based on three steps:
• training or learning
• testing
• classification
The first step is the development of an algorithm for learning from data with the goal to
be able to respond correctly to future data. While for conventional statistical methods the
start point is amathematicalmodel to find parameters either analytically or numerically, in
machine learning an approximating function is automatically inferred without any a priori
assumption.
The training algorithms are of two types:
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• unsupervised algorithms, where no a priori categories are given and the algorithm has
to find them by itself.
• supervised algorithms, where a set of training events with correct category association
is given.
Themost powerful approach and the oneused in this context is the secondone. The training
data set y, x, where y are the targets encodes information about the input-output relation-
ship to be learned. In high energy physics, the training data are typically fromMonte Carlo
simulations. The goal of the training step is to determine the adjustable parameters w and
to define the classifier that will be used in the classification step, to identify each real data
event belonging to signal or to background.
The are two main types of classifiers: linear and non-linear classifiers.
The linear classifier is the most common tool to discriminate signal from background and
it is based on the application of a group of rectangular cuts on selected variables. It is im-
portant to note that it is not properly a multivariate analyser but a sequence of univariate
ones. No combination of the variables is achieved and a cut on a variable does not depend
on another one. In case of two variables with correlation, a cut-based selection is not the
best option since it produces a separation with a large overlap. A more effective cut can be
obtained with a linear combination of two variables. For example:
αx1 + βx2 < γ (4.10)
where α, β and γ are three optimized parameters. This can be generalized to N variables
by:
t =
N∑
i=1
αixi < tcut (4.11)
where t is the linear combination,αi are the parameters to optimize the S/B separation and
tcut is the final cut to apply to the variable.
The non-linear classifiers use non-linear function: the single cut on a variable depends si-
multaneously on all the other variables cuts not necessarily in a linear way. The non-linear
classifier used for this analysis is the Boosted Decision Tree (BDT) which will be described in
4.10.1.
The testing step is fundamental because it ensures that the definition of the classifier is not
due to a specific feature of the training sample. In this case the discriminant variable distri-
butions are obtained from other additional Monte Carlo samples. A possible inconsistency
between the training and the test distributions would manifest itself in overtraining. Over-
training can lead to a false increase in performance, while the effective decrease ismeasured
in test sample.
The last step is the classification which assigns events to one of the possible classes by the
classifier from the training step achieving the splitting into signal and background.
4.10.1 Boosted Decision Tree
A decision tree is a binary tree structured classifier [84]. Repeated "yes"/"no" decisions are
taken on one single variable at a time until a stop criterion is fulfilled. The phase space
is split this way into many regions that are eventually classified as signal or background,
depending on the majority of the training events that end up in the final node. Fig.(4.10)
shows a schematic view of a decision tree.
The boosting of a decision tree extends the concept from one to several trees which form
a forest. The trees are derived from the same training ensemble by reweighting events and
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Figure 4.10: Schematic view of a decision tree. Starting from the root node,
a sequence of binary splits using the discriminating variables xi applied
to the data. Each split uses the variable that at this node gives the best
separation between signal and background when being cut on. The same
variable may thus be used at several nodes, while others might not be used
at all. The leaf nodes at the bottom end of the tree are labeled“S” for signal
and “B” for background depending on the majority of events that end up in
the respective nodes [84].
are finally combined into a single classifier which is given by an average of the individual
decision trees. Boosting procedure stabilize the response of the decision trees with respect
to fluctuations in the training sample and it is able to enhance the performance.
Description and implementation
Decision trees are classifiers that allow a straightforward intepretation as they can be visu-
alized by a simple two-dimensional tree structure. They are able to split the phase space
into a large number of hypercubes, each of which is identified as signal-like or background-
like. For classification trees, the path down the tree to each leading node represents an
individual cut sequence that selects signal or background depending on the leaf type. A
shortcoming of decision trees is their instability with respect to statistical fluctuations in
the training sample from which the tree structure is derived. For example, if two input
variables exhibit similar separation power, a fluctuation in the training sample may occur,
causing the tree growing algorithm to decide to split on one variable, while the other vari-
able could have been selected without fluctuation. In cases like that, the whole tree results
altered below this node, possibly giving a substantially different classifier response. This
issue can be avoided by constructing a forest of decision trees and classifying an event on a
majority vote of the classifications done by each tree in the forest. All the trees in the forest
are derived from the same training sample, with the events being subsequently sujected
to boosting, a procedure which modifies their weight in the sample, as will be explained in
4.10.1.
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Training (or growing) a Decision Tree
The training, or growing, of a decision tree is the process that defines the splitting criteria for
each node. The training starts with the root node, where an initial splitting criteria for the
full training sample is determined. The two resulting subsets undergo the same algorithm
and, after several iteration, the whole tree is built. At each step, the split in the single node
is determined by finding the variable and the corresponding cut value providing the best
separation between signal and background. Once the splitting is stopped, a leaf is classified
as signal or background depending on the class the majority of events belongs to.
Several separation criteria are available to assess the performance of a node in terms of vari-
able and the cut requirement. All separation criteria have a maximum where the samples
are fully mixed, resulting in a purity p=0.5, and fall off to zero when the sample consists of
one event class only. The purity of a node is given by the ratio of signal events to all events
in that node. Pure background nodes have zero purity. The separation criteria are:
• Gini index (default one): p · (1− p)
• Cross entropy: -p · ln(p)− (1− p) · ln(1− p)
• Misclassification error: 1−max(p, 1− p)
• Statistical significance: S√S +B
The Gini index is the criteria adopted for the MVA analysis performed in the analysis pre-
sented here.
The splitting continues until each leaf node contains only signal or only background events,
which could suggest that perfect discrimination is achievable. Such a decision tree would
be strongly overtrained. To correct this, a pruning procedure is applied [84].
An example of overtraining is shown in Fig.(4.11). In Fig.(4.11)(a), the classifier hasmanaged
Figure 4.11: Scatter plot of two input variables for event classified as sig-
nal (blue circles) and background (red traingles). The decision boundary
determined by the classifier is shown as a black line. The decision bound-
ary is much performant on the training sample (left). If it is applied to a
statistically independent data sample (right), the contortions that led to a
good performances on the training samples do not lead to the same good
discrimination.
to enclose all the signal events and exclude the background events. If this decision bound-
ary is applied to a statistically independent data sample, the contortions that led to good
performances on the training samplewill not work sowell, as can be seen from Fig.(4.11)(b).
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Boosting a decision tree
Boosting is a way of enhancing the classification performance and increasing the stability
with respect to statistical fluctuations in the training sample. It improves the separation
performance compared to a single decision tree by sequentially applying anMVA algorithm
to reweighted (boosted) versions of the training data and then taking a weighted majority
vote of the sequence of MVA algorithms produced. The procedure applied to a decision
tree consists in building a sequential list of trees each reweighted depending on the perfor-
mances of the previous tree. The main boosting algorithms are [84]:
• AdaBoost
• Gradient Boost
• Bagging
• Randomised Trees
The chosen algorithm for this analysis is AdaBoost. In general, events considered in a classi-
fication problem can be misclassified during training and they are assigned a higher event
weight in the training of the following tree. Starting with the original event weights when
training the first decision tree, the subsequent tree is trained using a modified event sam-
ple where the weights of previously misclassified events are multiplied by a common boost
weight α. The boost weight is derived from the misclassification rate, err, of the previous
tree.
α =
1− err
err
(4.12)
where err = (misclassified events)/(total events). The weights of the entire event sample
are then renormalized such that the sum of weights remain constant. The result of an indi-
vidual classifier is h(x), with x being the vector of input variables, which is equal to +1 for
signal and -1 for background. The boosted event classification is given by:
yBoost(x) =
1
NCollection
·
NCollection∑
i
lnαi · hi(x) (4.13)
where the sum is over all classifiers in the collection. Small values for yBoost(x) indicate a
background-like event, while large value a signal-like event.
The use of an alternative boosting, the Gradient Boost, is presently under study for the full
Run2 statistics analysis. The idea of function estimation through boosting can be under-
stood with an additive expansion approach. The function F (x) is assumed to be weighted
sum of parametrized base function f(x; am), called weak learners. Decision trees benefit
most from boosting and they implements GradientBoost. The function in this expansion cor-
responds to a decision tree:
F (x;P ) =
∞∑
m=0
βmf(x; am) P ∈ βm; amM0 (4.14)
The boosting procedure acts on the parameters P adjusting them such that the deviation
between the model response F (x) and the outcome y from the training is minimized. De-
viations are measured by the loss-function L(F, y), with the choice of squared error loss
form L(F, y) = (F (x) − y)2. AdaBoost methods adopts an exponential loss of the form
L(F, y) = e−F (x)y . However exponential loss lacks in robustness in presence of outliers
or mislabelled data points. Its performances are expected to degrade in noisy settings. The
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GradientBoost algorithm attempts to cure this weakness using a binomial log-likelihood
loss:
L(F, y) = ln
(
1 + e−2F (x)y
)
(4.15)
The minimization is performed by calculating the current gradient of the loss function and
then growing a regression tree whose leaf values are adjusted to match the mean value of
the gradient in each region defined by the tree structure. The iteration of the procedure
provides the set of decision trees which minimize the loss function.
4.10.2 Classification Performance Evaluation
In order to evaluate the classification performance, different benchmark quantities are
available.
• The signal efficiency at tree representative background efficiencies (efficiency is equal to
1-rejection) obtained from a cut on the classifier output. It is also used the area of the
background rejection versus the signal efficiency function, following the prescription
that states that the larger the area the better the performance.
• The separation< S2 > of a classifier y, defined as:
< S2 >=
1
2
∫
(yˆS(y)− yˆB(y))2
yˆS(y) + yˆB(y)
dy (4.16)
where yˆS and yˆB are the signal and background probability distribution functions (PDFs)
of y. The separation is zero for identical signal and background shapes and it is one
for shapes with no overlap.
• The discrimination significance of a classifier, defined by the difference between the
classifiermeans for signal and background divided by the quadratic sumof their root-
mean-squares.
4.10.3 Multivariate Analysis in VH(H→ bb¯) analyses
In the context of the two analyses presented in this thesis, a supervised learning Boosted
Decision Tree technique has been used. The BDT has been defined and tuned using an im-
plementation in the MVA Toolkit (TMVA), which can be integrated in the standard ROOT
analysis code. The MVA ntuples have been produced from Monte Carlo signal and back-
ground samples using the CxAODReader (4.2). The default b-tagging strategy is the truth
tagging, described in 4.7.
Different jet multiplicity and pVT dedicated training regions have been defined to enhance
sensitivity. For the 2-lepton channel, the following training regions have been defined:
• 2 jets, 2 b-tags, 75 GeV<pVT <150 GeV
• ≥3 jets jets, 2 b-tags, 75 GeV<pVT <150 GeV
• 2 jets, 2 b-tags, pVT >150 GeV
• ≥3 jets jets, 2 b-tags, pVT >150 GeV
This four different trainings are adopted for both the analyses. In particular, it is important
to note that the same choice occurs in the case of iteration at 139 fb−1, contrary to the
definition of the analysis regions entering the profile likelihood fit. Performance studies
to verify if using two dedicated training splitting the high pVT region could increase or not
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sensitivity, as I will explain in 4.11.4.
The input variables are chosen in order to maximize the separation in the V H search. The
input variables have been studied in 0-,1- and 2-lepton analysis separately and chosen to
maximize the signal/background separation. The common variables to them are defined as
follows:
• mjj : the invariant mass of the dijet system, constructed upon two b-tagged jets.
• ∆R(jet1, jet2): distance in η − φ space between the two b-tagged jets.
• pjet1T : transverse momentum of the leading b-tagged jet in the dijet system.
• pjet2T : transverse momentum of the subleading b-tagged jet in the dijet system.
• pVT : transverse momentum of the vector boson. In the 2-lepton channel it is defined
as the vectorial sum of the transverse momenta of the two leptons.
• ∆φ(Z,H): in the 2-lepton channel, the distance in φ between the di-lepton system
(i.e., the vector boson candidate) and the Higgs boson candidate (i.e., the dijet system
constructed from the two b-tagged jets).
• pjet3T : the transversemomentumof the signal jet with the highest transversemomen-
tum among the signal jets that are not b-tagged, only used for events with 3 or more
jets in the final state (jet3).
• mjjj : invariant mass of the two b-tagged jets and jet3.
For the 2-lepton channel, four additional variables are used:
• EmissT significance: the quasi-significance of theEmissT in the event, defined asEmissT /
√
ST
where ST is defined as the scalar sum of the pT of the leptons and jets in the event.
• |∆η(Z,H)|: the distance in η between the dilepton and dijet system of the b-tagged
jets.
• m``: the invariant mass of the dilepton system.
• cosθ: angle between the negatively charged lepton and the Z-boson in the Z-boson
rest frame.
The latter is about to be added for the full Run-2 analysis since a significant gain in the
training performance when including this variable has been observed at earlier stage. It
makes use of the difference in polarization between the signal and Z + jets background.
Input variables used for the BDT training for the high pVT region (pVT >150 GeV) are shown
both for jet multiplicity of 2 and≥3, see Fig.(4.12), (4.13), (4.14) and (4.15).
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Figure 4.12: Input variables entering the training for signal (blue) andback-
ground (magenta) samples in the 2 lepton channel for the 2jet region with
pZT >150 GeV.
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(a)m``. (b) dφ(V,H).
(c) dη(V,H).
Figure 4.13: Input variables entering the training for signal (blue) andback-
ground (magenta) samples in the 2 lepton channel for the 2jet region with
pZT >150 GeV.
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(a)mbb. (b) pVT .
(c) dRbb. (d)MET Significance.
(e) pb1T . (f) pb2T .
Figure 4.14: Input variables entering the training for signal (blue) andback-
ground (magenta) samples in the 2 lepton channel for the≥3jet regionwith
pZT >150 GeV.
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(a)m``. (b) dφ(V,H).
(c) dη(V,H). (d)mjjj
(e) dpj3T .
Figure 4.15: Input variables entering the training for signal (blue) andback-
ground (magenta) samples in the 2 lepton channel for the≥3jet regionwith
pZT >150 GeV.
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The BDT output scores are shown in Fig.(4.16), for 2 jets and ≥3 jets events. These are
used input to the profile likelihood fit, described in Sec.(5.1).
Figure 4.16: MVA output for 2 jets (left) and≥3 jets (right) events.
Setup and Training
The BDT is trained using all nominal MC samples of the analyses.
The samples ofmc16a, mc16d (79.8 fb−1 and 139 fb−1) andmc16e (139 fb−1) (see 4.11.6) pro-
duction has been combined in the training. The signal template is given by the ZH samples,
while the background template is givenby the sumof all the background samples. The train-
ings has been splitted in two statistically independent samples to ensure an unbiased result
and to keep under control possible overtrainings. One sub-training is performed using even
numberedMC events used as training sample, one using odd-numbered ones used as testing
sample, respectively applied on each other to ensure ortogonality. The final discriminant
is then built by summing the multivariate discriminant of the even and odd events.
In the training, truth tagging is applied to all samples to maximise the amount of MC statis-
tics in the training. Since the MC events entering the profile likelihood fit are hybrid truth
tagged it was also tested to use hybrid truth tagging in the training, see 4.11.5
The hyperparameters used are listed in Tab(4.7).
For the iteration of the analysis with the full Run2 statistics, studies are currently under
Table 4.7: Hyperparameters used in BDT Trainings.
TMVA Settings Value Definition
BoostType AdaBoost Boost procedure
AdaBoostBeta 0.15 Learning rate
SeparationType GiniIndex Node separation gain
PruneMethod NoPruning Pruning method
NTrees 200 Number of trees
MaxDepth 4 Maximum tree depth
nCuts 100 Number of equally spaced cuts tested per variable per node
nEvents Min5% Minimum number of events in a node (in % of total number of events)
way. In particular, an update can be the substitution of the BoostType going from AdaBoost
to Gradient Boosting. Moreover, increasing the number of trees can increase the perfor-
mance.
Distributions in Fig.(4.17) and in Fig.(4.18) show the diagnostics plots I have produced to
verify if overtraining was present in the two trainings for 2 jets multiplicity, in the medium
and high pVT region.
These overtraining checks evaluate the trained BDT on the training data set and on the
statistically independent evaluation data set (i.e. the testing sample). As can be seen, no
significant difference in the BDT output score distribution is observed between the training
and testing data set, both for signal and background template. It can also be appreciated in
the signal and background efficiencies (see Figs.4.17B, 4.18B, 4.19B and 4.20B) and in the ROC
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(c) ROC curve comparing the training data set
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Figure 4.17: Overtraining checks for 2-lepton channel in the inclusive
medium pVT region, 75 GeV<pVT <150 GeV for 2 jets multiplicity.
curve (Receiver Operating Characteristic curve [85]) where the corresponding area under the
curve, which serves as a measure of the signal-to-background discrimination performance
of the BDT show no overtraining, see Figs.4.18C, 4.19C and 4.20C. Overtraining would have
resulted into a significant difference between the training and testing sample curve, in par-
ticular in a higher area for the training sample with respect the testing one.
The same can be seen for the two trainings with ≥3 jets multiplicity in the final state.
Also in this case, no significant overtraining is observed.
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Figure 4.18: Overtraining checks for 2-lepton channel in the pVT >150 GeV
region for 2 jets multiplicity.
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Figure 4.19: Overtraining checks for 2-lepton channel in the inclusive
medium pVT region, 75 GeV<pVT <150 GeV for≥3 jets multiplicity.
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Figure 4.20: Overtraining checks for 2-lepton channel in pVT >150 GeV re-
gion for≥3 jets multiplicity.
4.11. Contribution to 79.8 fb−1 and to 139 fb−1 Analysis 111
4.10.4 BDT Transformation
To maximize the separation of the signal and background, the BDT output are transformed
with an optimal binning, taking into account that low BDT output scores are populated by
background events, high BDT output scores have a good signal-to-background ratio and the
statistical uncertainty of each bin [72]. The function used is:
Z(k, l) = zs
ns(k,l)
Ns
+ zb
nb(k, l)
Nb
(4.17)
called transformation D, where zs and zb are the tuning parameters and ns(k, l) and nb(k, l)
the number of the signal and background events in the BDT output interval from bins k to
l.
The rebinning follows the next steps:
• Starting from the last bin on the right of the original histogram, increase the range
of the interval I(k, last) by adding one after the other, the bins from the right to the
left.
• Calculate the value of Z at each step.
• OnceZ(I[k0, last]) > 1, rebin all the bins in the interval I(k0, last) into a single bin.
• Repeat steps 1-3, starting this time from the last bin on the right, not included in the
previous remap, until k0 in the first bin.
If the statistical uncertainty of the new bin is larger than 100%, the second step is repeated
until it becomes lower than 100%.
4.11 Contribution to 79.8 fb−1 and to 139 fb−1 Analysis
As anticipated in the introduction to the chapter, this thesis deals with to two different
analysis, which share basically the same strategy (except for some changes in terms of op-
timization). In the present section, my main contribution are described.
• 79.8 fb−1:
– 4.11.1: a particle-level study of the Z+jets background systematic uncertainties.
– 4.11.2: estimation of the multi-jet background through the template method pro-
cedure.
• 139 fb−1:
– 4.11.3: study of the change of the lepton isolation working points.
– 4.11.4: optimization studies, in the context of the MVA analysis, about the in-
troduction of an additional cut at pVT <250 GeV in the high-pVT region.
– 4.11.5: optimization studies, in the context of theMVAanalysis, about the change
of b-tagging strategy.
– 4.11.6: data/MC comparison.
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4.11.1 Z+jets Modelling with Monte Carlo samples for the 79.8 fb−1 analysis
The particle-level study of the Z+jets background related systematic uncertainties has rep-
resented one of my initial contribution to V H(H → bb¯) analysis in the 2-lepton channel.
The Z + jets background is divided in three main components, depending on the flavour
composition of the events. Simulated jets are labelled as b-, c- or light flavour (l) according
to which hadron with pT >5 GeV are found within a cone of size ∆R=0.3 around their axis.
V + jets events are categorized as follows:
• Z+HF (Heavy Flavours), including Z + bb, Z + bc, Z + cc and Z + bl events (where l
stands for light flavours).
• Z + cl, including events labelled as V + cl
• V + l, including events labelled as V + light flavours
The first step is to consider the relative variation in acceptance between different analysis
regions at truth level, by comparing nominal and alternative Monte Carlo samples. For
Z + jets, the acceptance uncertainties are evaluated in the following regions:
• 2-jets versus≥3-jet events
• 0-lepton versus 2-lepton events (for Z+HF events)
The procedure is performed to understand the correlation between the different phase
space regions in order to implement proper nuisance parameters in the Profile Likelihood
Fit. Nuisance parameters are parametrized in the fit with a Gaussian PDF and these MC-
driven studies are fundamental to provide a prior on this Gaussian constraint, helping the
fit to determine the best value for the parameter. The acceptance are calculatedwith double
ratios, as follows:
Acceptance[CategoryyA(nominal MC)]
Acceptance[CategoryyB(nominal MC)]
/
Acceptance[CategoryyA(internal variation or alternative MC)]
Acceptance[CategoryyB(internal variation or nominal MC)]
The final uncertainty is the result of the quadratic sum of the variations originating
from this contribution:
• effect of varying factorization µF and renormalization µR scales in the Sherpa sam-
ples.
• sum in quadrature of the variation obtained from the different resummation scale
(qsf, the scale used for the resummation of soft gluon emissions) and matrix element
matching scale ckkw,the scale taken for the calculation for the overlap between jets
from matrix elements and parton shower) from Sherpa 2.1 [86].
• maximal variationbetween thenormal Sherpaprediction and thepredictionobtained
with alternative PDF.
• difference between Sherpa and MadGraph predictions.
Another systematic uncertainty to be assessed comes from the flavour composition. The
Z+HF background is composed by the contribution from bb, bc, bl and cc backgrounds. The
uncertainties are implemented as normalisation on each of the smaller components and
they act as prior in the final fit.
The breakdown of the 2-lepton to 0-lepton Z+HF normalisation uncertainty is shown in
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MC or internal variation change Relative variation in pVT >150 GeV region [%]
µR=1, µF =0.5 0.5
µR=1, µF =2 -0.2
µR=0.5, µF =1 5.7
µR=2, µF =2 -4.8
µR=2, µF =2 -1.1
µR=0.5, µF =0.5 -5.7
ckkw 0.2
qsf -0.4
MadGraph -0.4
Combination 7
Table 4.8: Breakdown of the 2 to ≥3 jets Z+HF normalization uncertainty
(see the text for the explanation of the various contributions).
Tab.(4.8). Only high pVT region has been considered since no medium pVT region was avail-
able in 0-lepton channel. Themaximum variation is due to variation in the renormalization
scale µR with a maximum of 6%. The breakdown of the uncertainty in flavour composition
is shown separately for Z + bc/Z + bb, Z + bl/Z + bb and Z + cc/Z + bb respectively in
Tab.(4.9), Tab.(4.10) and Tab.(4.11).
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As can be seen, the results of the estimate of the flavour normalization are largely dom-
inated by Sherpa and MadGraph different predictions, while the Sherpa internal variations
marginally contribute to the estimated systematic uncertainty.
4.11.2 Multijet Estimation in 2 Lepton channel for 79.8 fb−1 analysis
As anticipated, multijet background in 2-lepton channel is highly suppressed by requiring
two isolated leptons in the final state and by the cut for a dilepton invariant mass close to
that of a Z boson. For the 79.8 fb−1 analysis, I have contributed to the estimation of the resid-
ual QCD background. It is performed through the default procedure of template method [87].
First of all, a background enriched region is defined to model the multi-jet (MJ) background
and the template is obtained from same-sign (SS) events to reduce the contamination of
EW and top background. The multi-jet shape is modelled by an exponential function, with
SS-data fit to the non-MJ background and to the exponential multi-jet model. The shape
of the Z+jets background is taken from MC and it has a quite different shape with respect
to MJ background. The non-Z background (mainly top) shape is more similar to MJ shape,
meaning that with a freely floating normalization parameter, the non-Z background can be
absorbed by the MJ contribution, resulting in an over-estimation of the MJ background.
Fig.(4.21) shows the di-electron mass distribution in SS events. Due to charge flipping of
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Figure 4.21: Same-sign dielectron mass distribution for 0-tag (a), 1-tag (b),
2-tag (c). Green histogram shows the estimatedmulti-jet contribution from
same-sign events. The red histogram shows the fitted EWbackgroundmod-
elled by MC plus multi-jet.
real electrons, a Z peak can still be observed. The multi-jet shape and normalization can
be obtained from a fit to SS events. The fitting is performed, separately, in 0 b-tag, 1 b-tag
and 2 b-tag regions (respectively, no b-tagged, 1 b-tagged and 2 b-tagged jets) to take into
account any dependence on b-tagging of the MJ contamination.
Fig.(4.22) shows the di-muon mass distribution in SS events. Similarly to what said for
electrons, SS-data are fit with EW background and an exponential MJ model. Tab.(4.12) and
Tab.(4.13) show the MJ background fraction in opposite-sign (OS) signal regions, shown in
Fig.(4.23) and Fig.(4.24). The fractions are shown in the two m`` regions: wider region 71
GeV<m``<121 GeV (ICHEP) and in the tigher selection region used in 79.8 fb−1 analysis 81
GeV<m``<101 GeV.
Assuming that the ratio OS/SS, MJ background fraction is found to be less than 1% in the
enriched signal region 81 GeV<m``<101 GeV. Multijet background is small enough to have a
negligible impact on the signal extraction and so it is not included in the profile likelihood
fit. Moreover, this behaviour is not expected to change with the full Run 2 analysis.
The multijet contamination has been estimated also in the 2b-tagged eµ control region us-
ing the template method. The events are dominated by top contribution by construction
with a very smallZ+ jets contamination. Themultijet model has been applied to opposite
sign events with an estimate multijet contamination of 0.2% in 81 GeV<m``<101 GeV mass
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Figure 4.22: Same-sign di-muon mass distribution for 0-tag (a), 1-tag (b),
2-tag (c). Green histogram shows the estimatedmulti-jet contribution from
same-sign events. The red histogram shows the fitted EWbackgroundmod-
elled by MC plus multi-jet.
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Figure 4.23: Opposite-sign dielectron mass distribution for 0-tag (a), 1-tag
(b), 2-tag (c). Green histogram shows the estimated multi-jet contribution
from same-sign events. The red histogram shows the fitted EW background
modelled by MC plus multi-jet.
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Figure 4.24: Opposite-sign dimuon mass distribution for 0-tag (a), 1-tag
(b), 2-tag (c). Green histogram shows the estimated multi-jet contribution
from same-sign events. The red histogram shows the fitted EW background
modelled by MC plus multi-jet.
window. Even scaling the top background contamination to 70% of its MC predicted value,
themultijet contamination is approximately 0.74%. The conclusion is thatmultijet contam-
ination is negligible in the eµ CR. Fig.(4.25) shows the MJ contamination in the 2b-tagged
eµ CR in opposite sign region.
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Table 4.12: Multijet background amout with respect to total background
for 0, 1 and 2 b-tagged events in di-electron channel.
Jet Multiplicity Multijet Fraction Multijet Fraction
(71 GeV<m``<121 GeV) (81 GeV<m``<101 GeV)
0 b-tag 0.20% 0.10%
1 b-tag 0.34% 0.19%
2 b-tag 0.02% 0.01%
Table 4.13: Multijet background amout with respect to total background
for 0, 1 and 2 b-tagged events in di-muon channel.
Jet Multiplicity Multijet Fraction Multijet Fraction (71 GeV<m``<121 GeV)
(71 GeV<m``<121 GeV) (81 GeV<m``<101 GeV)
0 b-tag 0.03% 0.02%
1 b-tag 0.08% 0.04%
2 b-tag 0.07% 0.04%
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Figure 4.25: Multijet contamination for eµ CR in opposite sign region.
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4.11.3 Study of Isolation Working Points for the 139 fb−1 analysis
As can be seen from Tab.(4.4) and Tab.(4.5), in the analysis iteration at 139 fb−1 , the lepton
isolation working point have been changed in FixedCutLoose with respect to LooseTrack-
Only (performance of the two working points are described for electrons in [58] and muons
in [59]) used in 79.8 fb−1.
In this context I have performed a study on yield and shape for the signal ZH in the 2-lepton
channel both for Monte Carlo simulated samples and data with the Full Run2 statistics to
verify the impact of a difference choice of isolation working point on the signal.
The difference between them can be found in 3.1.3 and in 3.2.2, respectively for muons and
electrons.
The yields and shapes have been compared separately for 75 GeV<pVT <150 GeV and pVT >150
GeV, for 2 jets and ≥3 jets events. They are listed in Tab.(4.14) and in Tab.(4.15) together
with their percentage difference. The signal considered are qqZllH and ggZllH (signals
qqZννH and ggZννH , corresponding to 0-lepton channel signal, and qqWlνH , corre-
sponding to 1-lepton channel signal, have not been considered since they have be found to
have negligible contributions).
Table 4.14: Monte Carlo event yields comparison using FixedCutLoose or
LooseTrackOnly for 75 GeV<pVT <150 GeV for 2 jet and≥ 3 jet multiplicity for
the full Run2 statistics. In the last column, the percentage differences be-
tween the two can be seen.
2 jets
Signal FixCutLoose LooseTrackOnly
qqZllH 65.56± 0.26 65.13± 0.26 0.7%
ggZllH 13.73± 0.37 13.35± 0.35 2.8%
≥ 3 jets
Signal FixCutLoose LooseTrackOnly
qqZllH 93.31± 0.30 92.39± 0.29 1%
ggZllH 35.00± 0.57 34.54± 0.57 1.3%
Table 4.15: Monte Carlo event yields comparison using FixedCutLoose or
LooseTrackOnly for pVT >150 GeV for 2 jet and≥ 3 jet multiplicity for the full
Run2 statistics. In the last column, the percentage differences between the
two can be seen.
2 jets
Signal FixCutLoose LooseTrackOnly
qqZllH 35.64± 0.07 35.42± 0.07 0.7%
ggZllH 8.89± 0.30 8.81± 0.30 0.9%
≥3 jets
Signal FixCutLoose LooseTrackOnly
qqZllH 65.80± 0.10 65.22± 0.10 0.9%
ggZllH 32.82± 0.64 32.52± 0.63 0.9%
The shape comparison are shown in Fig.(4.26) (2 jets) and Fig.(4.27) (≥3 jets) for the 75
GeV<pVT <150 GeV, while Fig.(4.28) (2 jets) and Fig.(4.29) (≥3 jets) shows the same distribu-
tions for the pVT >150 GeV. The distribution are the invariant masses of the di-lepton pairs.
At this stage of the study, the behaviours using different working points looks very similar
with differences around 1%, except for ggZllH signal where there is 6% gain when using
FixedCutLoose working point.
The same study has been performed on data. The yield comparisons between the twowork-
ing points can be seen in Tab.(4.16) together with their percentage differences.
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(a) Invariant di-electron mass. (b) Invariant di-muon mass.
Figure 4.26: Invariant mass of the lepton pair for the 75 GeV<pVT <150 GeV
for 2 jets events with the full Run2 statistics. FixedCutLoose is shown in blue,
LooseTrackOnly in red.
(a) Invariant di-electron mass. (b) Invariant di-muon mass.
Figure 4.27: Invariant mass of the lepton pair for the 75 GeV<pVT <150 GeV
for ≥ 3 jets events with the full Run2 statistics. FixedCutLoose is shown in
blue, LooseTrackOnly in red.
As can be seen, from a comparison of the results in Tab.(4.16) with what obtained from
Table 4.16: Data event yields comparison between the two working points
for 75 GeV<pVT <150 GeV and pVT >150 GeV for 2 jet and ≥ 3 jet multiplicity
for the full Run2 statistics. In the last column, the percentage differences
between the two can be seen.
Signal Region FixCutLoose LooseTrackOnly
75 GeV<pVT <150 GeV 2 jets 18165.00± 134.79 18179.00± 134.83 0.1%
pVT >150 GeV 2 jets 2606.00± 51.05 2625.00± 51.33 1.1%
75 GeV<pVT <150 GeV≥ 3 jets 43879.00± 209.44 44274± 210.41 0.9%
pVT >150 GeV≥ 3 jets 11932.00± 109.23 12066.00± 108.85 1.1%
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(a) Invariant di-electron mass. (b) Invariant di-muon mass.
Figure 4.28: Invariant mass of the lepton pair for the pVT >150 GeV for 2 jets
events with the full Run2 statistics. FixedCutLoose is shown in blue, Loose-
TrackOnly in red.
(a) Invariant di-electron mass. (b) Invariant di-muon mass.
Figure 4.29: Invariant mass of the lepton pair for the pVT >150 GeV for ≥
3 jets events with the full Run2 statistics. FixedCutLoose is shown in blue,
LooseTrackOnly in red.
Monte Carlo studies (Tab.4.14 and Tab.4.15), LooseTrackOnly slightly increases the event
yields with respect to FixedCutLoose when comparing the two different working points.
The differences between them in data are∼1% in all signal regions considered.
In a final stage, it has been decided to move to FixedCutLoose working point for 2-lepton
channel analysis with Full Run2 statistics because of the gain in event yield in Monte Carlo
signal ggZllH .
4.11.4 Study of the possibility to split the high pVT region training at 250 GeV
One of the studies I have performed in the context of the MVA analysis has dealt with the
possibility to perform separate trainings for the high pVT region applying a cut at 250 GeV.
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As said in 4.9.2, for 2-lepton channel, three pVT regions enter in the profile likelihood fit in
the full Run2 statistics analysis currently on going:
• 75 GeV<pVT <150 GeV
• 150 GeV<pVT <250 GeV
• pVT >250 GeV
Thediagnostics used to test a possible improvement in using separated trainings is the study
of the ROC curves. The ROC curve is a performance measurement for any classification
problem. It is a probability curve and the area under it represents the separability power
of the model. It provides information about how much the model is capable to distinguish
between classes. In our case, as much as training and testing sample curves are similar,
better is the model in distinguishing signal and background.
Fig.(4.30) shows the ROC curves (A) and the ROC ratios (ratio between the testing to training
ROC) (B) for the inclusive high pVT (i.e. pVT >150 GeV), while Fig.(4.31) and Fig.(4.32) show the
same plots for the other two dedicated training.
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(b) ROC ratio.
Figure 4.30: ROC curve and ratios for inclusive training, pVT >150 GeV for
training and statistically independent test samples.
It can be seen, by comparing them, how the region with pVT >150 GeV is dominated by
the 150 GeV<pVT <250 GeV. Overtraining is observed for the separate training with pVT >250
GeV resulting in a ratio between testing and training higher than 1, possibly due to the lack
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(b) ROC ratio.
Figure 4.31: ROC curve and ratios for 150 GeV<pVT <250 GeV training for
training and statistically independent test sample.
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(b) ROC ratio.
Figure 4.32: ROC curve and ratios for pVT >250 GeV training for training and
statistically independent test sample.
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Figure 4.33: ROC curve and ratios for 150 GeV<pVT <250 GeV compared to
inclusive training.
of statistics in this region, see Fig.(4.32).
Moreover, as can be seen from Fig.(4.33) and Fig.(4.34), no significant improvements are
observed comparing the two separate trainings to the inclusive one.
On the basis of these studies, it is clear that no substantial gain in performance is ob-
tained with two dedicated trainings for high pVT in 2-lepton channel. Similar results have
been obtained also in the others two channels (0- and 1-lepton). In conclusion, no dedicated
trainings will be used.
4.11. Contribution to 79.8 fb−1 and to 139 fb−1 Analysis 125
0 0.2 0.4 0.6 0.8 1
signal efficiency
0
0.2
0.4
0.6
0.8
1
1-
(ba
ck
gr
o
u
n
d 
e
ffi
ci
e
n
cy
)
150IncTraining (integral=0.947)
250Training (integral=0.948)
(a) ROC curves.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
signal efficiency
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
ra
tio
[1-
(ba
ck
gr
o
u
n
d 
e
ffi
ci
e
n
cy
)]
(b) ROC ratio.
Figure 4.34: ROC curve and ratios for pVT >250 GeV compared to inclusive
training.
4.11.5 Hybrid Tagging: Comparison of the MVA Performance with respect
to Full Truth b-tagging
A novelty of the 139 fb−1 analysis is the introduction of a new tagging technique: the hy-
brid tagging. It has been developed in the attempt to solve the non negligible discrepancies
between truth and direct tagged distributions for b-jets.
It consists, basically, in applyingdirect b-tagging to b-jets and truth tagging to otherflavours.
At the very stage, the jets in each event are divided in two groups, upon consideration based
on their truth flavour. Direct tagging is applied to the first group, while the second group
of c− and light-jets is truth tagged. Considering an example, of a 5-jets event. One of the
jet flavour b-tagging score
1 b 0.99
2 b 0.74
3 c 0.24
4 c 0.16
5 light 0.07
2 b-jets has a b-tagging score above 70% working point, the other below, according to the
recommendations listed in Tab.(3.4). The other three jets are c- and light flavours. In this
case, just one jet passes the b-tagging requirement of direct tagging, meaning that another
b-jet is needed to make our event enter the signal region. Truth tagging is applied to the
non-b-tagged group to obtain one truth jet. The jet 3 has the highest probability to be cho-
sen so this event will enter the signal region as bc event with a weight calculated as the
product of the weights from b-jets and truth-tagging weight.
As said in 4.10.3, truth b-tagging is the default strategy adopted for Monte Carlo events en-
tering in the BDT training. Since, the simulated events entering the profile likelihood fit
exploit the hybrid approach, performance using the two methods have been compared to
see if there can be any gain in choosing one upon the other. From now on, pure truth tag-
ging will be labelled as full truth in contrast with the hybrid truth. I personally carried on
the study for the 2-lepton channel. The plots and distributions shown are referred to 2 jets
multiplicity and for the inclusive high pVT training.
As can be see from Fig.4.35 and the comparison of the ROC curves, hybrid truth tagging
shows a better performance with respect to full truth tagging since it has an higher area,
but it can be also seen a small overtraining comparing training and testing ROC curves.
The overtraining is confirmed by the ROC curve ratios in Fig.4.36 and by the diagnostic dis-
tributions in Fig.4.37 where differences between training and testing samples are evident.
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(a) ROC curves for Hybrid Truth Tagging.
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Figure 4.35: ROC curve for pVT >150 GeV training.
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(a) ROC ratio for Hybrid Truth Tagging.
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(b) ROC ratio for Full Truth Tagging.
Figure 4.36: ROC Ratios for pVT >150 GeV training.
Looking at the comparison of the training variables phase-space, no great differences are
observed both for signal and background between the two different trainings, as can be seen
from Fig.4.38 and Fig.4.39.
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Figure 4.37: Overtraining plots for training using hybrid truth tagging.
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Figure 4.38: Comparison of the full truth tagging (blue) training with the
hybrid truth tagging (cyan) training for input variables distribution for sig-
nal.
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Figure 4.39: Comparison of the full truth tagging (blue) training with the
hybrid truth tagging (cyan) training for input variables distribution for
background.
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As a consequence of all these considerations it has been decided to use the full truth
tagging approach for the BDT training to make use of the full statistics of Monte Carlo sam-
ples.
Similar conclusions stands also for the other two channels (0- and 1-lepton).
4.11.6 Data/Monte Carlo Comparison
In the following, pre-fit data/MC distribution will be shown. Each MC event is corrected by
a series of associative calibration/correction factors to be matched to the data collected by
ATLAS.
• MC Event Weights. These are the weights depending on the Matrix Element ampli-
tude and Parton Shower procedure.
• LuminosityWeights. After theproduction, the effective luminosity is givenbyLMC =
NMC
σMC
, whereσMC corresponds to theMC estimated cross section. The eventsmust be
therefore scaled to the luminosity of the data by the weight defined as wL = LLMC .
• Pileup Reweighting. These scale factors coming from the CP::PileupReeightingTool
tool and are applied event-by-event to correct the randomly generated average num-
ber of interactions per bunch-crossing to that of the period specific data distribution,
see Fig.(4.40). Following this prescription, Monte Carlo samples are divided in:
Figure 4.40: Recorded luminosity during Run2 with respect to the average
number of interaction per bunch crossing, shown for every year of the data
taking.
– MC16a, used in conjunction with 2015+2016 data-set.
– MC16d, used in conjuction with 2017 data-set.
– MC16e, used in conjuction with 2018 data-set (only for 139 fb−1).
• FlavourTagging Factors. MC-to-data scale factors are introduced to correct theflavour
tagging efficiency of jets generated by MC to that measured in data.
• Trigger Factors. They are applied to compensate for prescale used during data collec-
tion, trigger efficiency variation and data-to-MC trigger efficiency correction factors.
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• Object Reconstruction Calibration Factors. Each reconstructed object has its own set
of calibration factors to be applied to account for systematic differences of measured
properties from their true value.
The Data/MC presented here is referred to the Full Run2 data taking with 139 fb−1. The
variables reported are mbb and pVT , since they are the most relevant in terms of the final
measurements. They are shown for the signal region and for the eµ control region for all
the pVT under investigation and for each class of events (2jets or ≥3jets). As it regards the
high pVT region, the Data/MC comparison plots are shown both without and with the split
at 250 GeV. The absence of data points in the invariant mass range corresponding to a Higgs
candidate in the signal region plots is due to the fact that the analysis was yet blind., see 4.1
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Figure 4.41: Data/MC Comparison for 75 GeV<pT <150 GeV for 2 jet (2 b-
tags) events.
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Figure 4.42: Data/MC Comparison for 75 GeV<pT <150 GeV for ≥3 jets (2
b-tags) events.
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Figure 4.43: Data/MC Comparison for pT >150 GeV for 2 jets (2 b-tags)
events.
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Figure 4.44: Data/MC Comparison for pT >150 GeV for ≥3 jets (2 b-tags)
events.
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Figure 4.45: Data/MC Comparison for 150 GeV<pT <250 GeV for 2 jets (2
b-tags) events.
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Figure 4.46: Data/MC Comparison for 150 GeV<pT <250 GeV for ≥3 jets (2
b-tags) events.
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Figure 4.47: Data/MC Comparison for pT >250 GeV for 2 jets (2 b-jets)
events.
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Figure 4.48: Data/MC Comparison for pT >250 GeV for ≥3 jets (2 b-tags)
events.
4.12. Signal Extraction: Profile Likelihood Procedure 139
As can be seen, data are well described by Monte Carlo simulation. It has also to be
noted by comparing Data/MC plots with and without the split at 250 GeV how the pVT re-
gion is highly dominated by 150 GeV<pVT <250 GeV region, while pVT >250 GeV region suffer
lack of statistics.
Moreover, it can be appreciated the high-purity of the eµ control region, with a 99% contri-
bution from tt¯ and single-t Wt.
4.12 Signal Extraction: Profile Likelihood Procedure
The starting point for the discovery of a new signal process is the definition of the null
hypothesisH0, which describes the known processes identified in this case as background
sources, against the signal hypothesisH1, which includes background and signal.
The method based on a significance test using profile likelihood ratio is used in high energy
physics to claim discovery. To achieve precision, it is necessary to have a solid model for
predictions of data distributionswhich represents the theory asmuch accurately as possible
[73].
For each event in the signal sample, a variable x can be measured and its value can be used
to construct a histogram n = (n1, ...nN ) of N bins. The expectation value of ni can be
written as:
E[ni] = µsi + bi (4.18)
where si and bi are:
si =
∫
bin i
fs(x; θs)dx (4.19)
bi =
∫
bin i
fb(x; θb)dx (4.20)
representing the mean number of signal and background entries in the i-th bins, while µ is
the strength of the signal process. The background only hypothesis is µ=0, the signal only
µ=1. The function fs(x; θs) and fb(x; θb) are the probability density functions of the vari-
able x for signal and background and θs and θb are the nuisance parameters, the systematic
effects whose contribution is determined from data. The integrals represent the probabil-
ity to find an event in the i-th bin. The nuisance parameters can be further constrained
by additional measurements (for example, evaluating some kinematic variables in control
regions). Such measurements provide a set of values m = (m1, ...,mM ) for the number of
entries and their expectation values can be written as:
E[mi] = ui(θ) (4.21)
where ui are measured quantities depending on the nuisance parameters, which provides
information on the background normalization btot. The normalization of the signal, stot, is
usually provided by the theory.
The likelihood function is the product of Poisson probabilities for all bins:
L(µ, θ) =
N∏
j=1
(µsj + bj)
nj
nj !
e−(µsj+bj)
N∏
k=1
umkk
mk!
e−mk (4.22)
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The profile likelihood ratio is used to test a hypothesized value of µ:
λ(µ) =
L(µ, ˆˆθ)
L(µˆ, θˆ) (4.23)
The numerator of Eq.(4.23) is the profile likelihood function. ˆˆθ is the value of nuisance pa-
rameter vector which maximize it for a given µ: this is the conditionalmaximum-likelihood
estimator of θ (function of µ). The denominator is the maximized unconditional likelihood
function and µˆ and θˆ are the maximum estimators. The profile likelihood ratio can assume
values between 0 and 1. When λ is close to 1, it means that there is a good agreement be-
tween the data and the hypothesis.
To fix an upper limit for µ, the statistic test qµ is used, defined as follows:
qµ =
{
0, µ < µˆ
−2lnλ(µ), µ ≥ µˆ (4.24)
Higher values of qµ represent greater incompatibility between data and hypothesis. Ac-
cording to the central limit theorem, given enough statistics, λ(µ) ≈ e−χ2/2 resulting in
qµ = χ
2(µ) for µ=µˆ. High values of qµ results in high values of χ2 giving incompatibility
between the data and the test hypothesis. The level of agreement between the data and the
µ coming from the hypothesis is given by the p-value:
pµ =
∫ ∞
qµobs
f(qµ|µ)dqµ (4.25)
It is the probability, assuming the hypothesis H, of finding data of equal or greater incom-
patibility with the predictions of H. In Eq.(4.25), f(qµ|µ) is the probability density function
of qµ assuming the hypothesis of µ. In terms of upper limits, it is quoted the value of µ for
which the median p-value is equal to 0.05 corresponding to 95% confidence level.
In our case µ corresponds to the signal strength. The mean value of f(q0|µ = 1) is eval-
uated in order to determine the expected p-value of the measurement and it is denoted as
q0,exp. The expected value of p is:
p0 =
∫ ∞
q0,exp
f(q0|µ = 0)dq0 (4.26)
The determination of the expected p-value is shown in Fig.(4.49).
Another important quantity to introduce is the significance Z . Considering a Gaussian
variable x with meanmx, xˆ(xˆ>mx) is the value of x which an upper-tail probability equal
to the p-value p. The significance is defined as the number of standard deviations of xˆwith
respect tomx as:
Z = Φ−1(1− p) (4.27)
Φ−1 is the quantile of the standard Gaussian which corresponds to the inverse of the cumu-
lative distribution.
The estimator known as Asimov data set has been used in the context ofH → bb¯ to estimate
the sensitivity in the expected median significance to reject different values of µ.
In the next Chapter, the results of the 79.8 fb−1 [71] analysis obtained from the combination
of the three channels will be provided together with preliminary results from the full Run2
statistics analysis.
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Figure 4.49: Diagram illustrating the extraction of the expected p-value
from the distribution of q0 with an expected signal strength of µ=1. The
p-value corresponds to the integral of the cyan area.
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Chapter 5
Observation of H→ bb¯ with 79.8 fb−1
and Further Optimizations
In Chapter (4), the Multivariate Analysis techninque and the Profile Likelihood strategy
have been described, together with the description of the object reconstruction, the event
selection and the data and Monte Carlo samples description for both the analyses. The fi-
nal goal is to extract the signal strength µ, defined as the ratio of the measured and Standard
Model predicted cross sections combining all the information, as said in the description of
the analysis strategy in Sec.4.1.
In the present Chapter, the result of the 79.8 fb−1 analysis which led to the observation of
the Standard ModelH → bb¯ decay will be presented [71]. The analysis has been performed
with the combination of Run1 and Run2 results and of the other two production channels,
tt¯H [88] [89] and VBF (vector boson fusion) [28]. These analyses are not part of my work
and are therefore not presented here. The importance of such result lies in the fact that it
probes the Yukawa coupling of the Higgs boson to the quark sector.
The associated production of V H has also been observed by combining the Run2 anal-
yses results coming from V H(H → bb¯) with the others two main decays of V H , with
H → ZZ∗ → 4` [90] andH → γγ [91] (also not discussed in this thesis).
A description of the further progress of the study of V H(H → bb¯)with the full Run2 statis-
tics will be provided.
5.1 Statistical Analysis
A statistical fitting procedure based on the Rootstats framework is used to extract the signal
strenght of the signal from the data. A binned likelihood function L(µ, θ) is constructed as
the product of the Poisson probability terms over the bin on the input distributions involv-
ing the number of the data events and the expected signal and background yields, taking
into account the effects of the floating background normalisation and the systematic un-
certainties. The parameter of interest is µ, the signal strength that multiplies the SM Higgs
boson production cross section times the branching ratio into bb¯, extractedmaximizing the
likelihood. The systematic uncertainties enter the likelihood as nuisance parameters θ. The
signal and control regions entering the likelihood fit for the 79.8 fb−1 analyis are summer-
ized in Tab.(5.1).
The primary input to the fit are the BDTV H discriminant in eight 2 b-tagged signal regions,
defined separately for the three lepton channels, built as described in Sec.4.10.
The eight signal regions are defined according the pVT region and the jet multiplicity in 0-,
1- and 2-lepton analysis, as follows:
• 0-lepton analysis: one pVT region with pVT <150 GeV splitted in 2 jets and exactly 3 jets,
resulting in two signal regions.
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Table 5.1: Signal and Control regions entering the global likelihood fit for
all the categories in each channel, as input to thenominalmultivariate anal-
ysis for 79.8 fb−1.
Channel Region Categories
75 GeV<pVT <150 GeV pVT >150 GeV
2 jet 3 jet 2 jet 3 jet
0-lepton SR - - BDT BDT
1-lepton SR - - BDT BDT
2-lepton SR BDT BDT BDT BDT
1-lepton W +HF - - Yield Yield
2-lepton eµ mbb mbb Yield mbb
• 1-lepton analysis: one pVT region with pVT <150 GeV splitted in 2 jets and exactly 3 jets,
resulting in two signal regions.
• 2-lepton analysis: two pVT region with 75 GeV<pVT <150 GeV and pVT >150 GeV, each of
them splitted in 2 jets and≥3 jets, resulting in four signal regions.
Additionally, for the 79.8 fb−1, six control regions are defined:
• Two CR for the 1-lepton channel (for each jet multiplicity category in the pVT >150
GeV region) to better constrain the W + HF dominant background. It is defined
with cuts on the top quark mass (mt>225 GeV) and on the invariant mass of the b-jet
pair (mbb<75 GeV) with a 70% purity. It enters the fit as a single bin (as yields) and
provides a validation of theW +HF normalization.
• Four CR eµ for the 2-lepton, built as described in 4.4, with a 99% background purity,
used to provide constraint on top background normalization and shape, withmbb as
input to the fit.
Electron andmuon for the different sub-channel are summed up before entering the fit.
The processes considered in the fit are:
• Signal: V H → V bb¯, with V = Z,W decaying in νν (0-lepton), `ν (1-lepton) or ``
(2-lepton).
• Backgrounds:
– Z/W + jets (splitted into flavour components).
– tt¯.
– single-t.
– diboson: WW ,WZ and ZZ
– multijet: enters only for 1-lepton channel. It has been proved to be negligible
for the other channels (see 4.11.2 for the 2-lepton channel estimation).
Before going into details of the systematic uncertainties description and their breakdown in
the final fit result, it is important to briefly describe the two cross check analysis performed.
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Table 5.2: The signal and control regions entering the global fit for all the
categories in each channel, for the dijet mass analysis 79.8 fb−1. For 2-
lepton eµ control region the two high pVT region yields have been merged
together to increase statistics.
Channel Region Categories
75 GeV<pVT <150 GeV 150 GeV<pVT <200 GeV pVT >200 GeV
2 jet 3 jet 2 jet 3 jet 2 jet 3 jet
0-lepton SR - - mbb mbb mbb mbb
1-lepton SR andW +HF CR - - mbb mbb mbb mbb
2-lepton SR mbb mbb mbb mbb mbb mbb
2-lepton eµ mbb mbb Yield mbb Yield mbb
5.1.1 Di-jet Mass Analysis
The di-jet mass analysis offers a useful cross-check for the fit procedure. In this case, the
BDTV H discriminant is replaced by thembb variable as main input for the profile likelihood
fit. The number of signal regions is increased from eight to fourteen as can be seen from
Tab.(5.2) where they are summerized. For the 79.8 fb−1 analysis the high pVT region has
been splitted in two by an additional cut at 200 GeV for all lepton channels. .
5.1.2 Diboson Analysis
The diboson analysis is a useful cross-check for the MVA analysis and it targets the diboson
production, with aZ boson decaying into a pair of b-quark and produced in associationwith
a another vector boson (W or Z). Since the process has a similar signature to the one for
the signal, it is used as validation of the main result. The cross section is about nine times
larger than for the SM Higgs boson withmH=125 GeV. Moreover, the invariant mass of the
two b-tagged jets peaks at lower values and the pbbT spectrum is softer. This analysis is used
for the normalisation of the diboson contribution fromWW production. A StandardModel
Higgs boson is included as background, with a production cross section with an uncertainty
of 50%. The diboson and Higgs boson BDTs provide a good separation between the V Z and
V H processes with only a weak correlation (<1%).
5.2 Systematic Uncertainties for 79.8 fb−1 analysis
The sources of systematic uncertainty affecting the signal strength determination can be
divided into four groups:
• experimental systematic uncertainties.
• modelling of the simulated background systematic uncertainties.
• multi-jet background estimation.
• Higgs boson signal simulation.
The systematic uncertainties are encoded in the variations of BDTs,mbb shapes and yields
for each analysis category, for each up-and-down (±σ) variations.
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5.2.1 Experimental Systematic Uncertainties
The dominant experimental uncertainties come from the b-tagging simulation-to-data ef-
ficiency correction factors, from jet energy scale (JES) corrections and from the modelling
of the jet energy resolution (JER).
• The b-tagging simulation-to-data efficiency correction factors are derived separately
for b-jets, c-jets and light-flavour jets. They depend on the jets pT and the relative un-
certainties are estimated frommultiple sources, decomposed into uncorrelated com-
ponents which are then treated independently. They result in three uncertainties for
b-jets, c-jets and light-jets, resulting, respectively, of the order of 2%, 10% and 40%
[82]. Additional uncertainties are accounted to consider the extrapolation of b-jets
above pT =300 GeV and the misidentification of hadronically decaying τ -leptons as b-
jets.
The uncertainties in the jet energy scale and resolution are based on measurements
in data. The uncertainty on jet energy scale is decomposed into 21 uncorrelated com-
ponents which are treated as independent.
• Uncertainties in the reconstruction, identification, isolation and trigger efficiencies
of muons and electrons together with the uncertainty in their energy scale and reso-
lution are estimated on 13 TeV data. They have been proven to have small impact on
the result. The uncertainty in the energy scale and resolution of the jets and leptons
are propagated to the calculation of EmissT , which also has additional uncertainties
from the scale, resolution and reconstruction efficiency of the tracks, along with the
modelling of the underlying event.
• An uncertainty is assigned to theEmissT trigger correction factors (relevant for 0- and
1-lepton analysis), determined from the difference between the trigger efficiency in
data and simulation, to account for the statistical uncertainty in the measured cor-
rection factors and for differences between the correction factors determined from
W+jets, Z+jets and tt¯ events.
• The uncertainty on the integrated luminosity is 2.0%, determined by the Luminosity
working group with the LUCID-2 detector [49], being the official provider of luminos-
ity measurements.
• The average number of interactions per bunch-crossing is rescaled by 1.03 to improve
agreement between simulation and data, based on the measurement of the visible
cross-section in minimum-bias events.
5.2.2 Background Modelling Systematic Uncertainties
The modelling uncertainties enter in the global profile likelihood fit as nuisance parameters
and they are derived from simulated samples, see Sec.(4.12). They basically regards three
areas:
• normalization.
• acceptance betweendifferent phase-spaces that affect the relative normalizations be-
tween analysis regions with a common normalization.
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• shapes of the differential distributions of the most important kinematic variables
(typically the ones with the highest discrimating signal-background power).
The normalizations and associated uncertainties for the background processes are detailed
in Tab.(5.3) and in Tab(5.4) for 79.8 fb−1 analysis. The normalizations of the main source
of background are left floating (i.e., unconstrained) in the global profile likelihood fit. The
Table 5.3: Summary of the systematic uncertainties in the background
modelling for Z+jets, W+jets, tt¯, single top and multi-jet background pro-
duction for 79.8 fb−1 analysis provided as input to the global fit. For tt¯
background, they are uncorrelated between the three lepton channels.
Background Normalization
Z+jets
Z+ `` 18%
Z+c` 23%
Z+HF Floating (2-jets and 3-jets)
Z+bc-to-Z+bb ratio 30-40%
Z+cc-to-Z+bb ratio 13-15%
Z+bl-to-Z+bb ratio 20-25%
0-to-2 lepton ratio 7%
mbb and pVT Shape
W+jets
W+ `` 32%
W+c` 37%
W+HF Floating (2-jets and 3-jets)
W+bc-to-Z+bb ratio 26% (0-lepton) and 23% (1-lepton)
W+cc-to-Z+bb ratio 15% (0-lepton) and 30% (1-lepton)
W+bl-to-Z+bb ratio 10% (0-lepton) and 30% (1-lepton)
0-to-1 lepton ratio 5%
W+HF CR to SR ratio 10% (1-lepton)
mbb and pVT Shape
tt¯
tt¯ Floating (0-, 1-, 2-lepton)
0-to1-lepton ratio 8%
2-to-3-jet ratio 9% (0+1-lepton)
W+HF CR to SR ratio 25% (1-lepton)
mbb and pVT Shape
Single t
Cross section 4.6% (s-channel), 4.4%(t-channel), 6.2% (Wt)
Acceptance 2-jet 17% (t-channel), 55%(Wt(bb)), 24%(Wt(other))
Acceptance 2-jet 20% (t-channel), 51%(Wt(bb)), 21%(Wt(other))
mbb and pVT Shape (t-channel,Wt(bb),Wt(other))
Multijet (1-lepton only)
Normalization 60-100% (2-jet) and 90-140% (3-jets)
BDT Template Shape
systematic uncertainties in the acceptance and in the shapes are also derived from particle-
level comparisons between nominal and alternative simulated samples (both with alterna-
tive generators or from alteration of the nominal values of the nominalMonte Carlo simula-
tor) or from comparison of the data in control regions. The shape uncertainties are consid-
ered separated from each analysis region and taken from the alternative sample that differs
most in shape from the nominal sample. They are evaluated only for mbb and for pVT and
this choice is due to the fact that the variation in these two variables sufficiently covers the
overall shape variation of the BDTV H .
The post-fit normalization of the unconstrained backgrounds coming from the global like-
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Table 5.4: Summary of the systematic uncertainties in the background
modelling for diboson production. Since theWW gives a small contribu-
tion (<0.1%) to the total background only a normalization is assessed.
ZZ
Normalization 20%
0-to-2 lepton ratio 6%
Acceptance from scale variation 10-18%
Acceptance from PS/UE variations for 2 or more jets 6%
Acceptance from PS/UE variations for 2 or more jets 7% for 0-lepton and 3% for 2-lepton
mbb and pVT from scale variations Shape (correlated with WZ variations)
mbb and pVT from PS/UE variations Shape (correlated with WZ variations)
mbb and pVT from matrix-element variations Shape (correlated with WZ variations)
WZ
0-to-1 lepton ratio 11%
Acceptance from scale variation 13-21%
Acceptance from PS/UE variations for 2 or more jets 4%
Acceptance from PS/UE variations for 3 jets 11%
mbb and pVT from scale variations Shape (correlated with ZZ variations)
mbb and pVT from PS/UE variations Shape (correlated with ZZ variations)
mbb and pVT from matrix-element variations Shape (correlated with ZZ variations)
WW
Normalization 25%
lihood fit to the 13 TeV are reported in Tab.(5.5).
Table 5.5: Summary of the normalization applied to the tt¯,W + HF and
Z + HF backgrouds, obtained from the global likelihood fit to the 13 TeV
data for the multivariate analysis, used to extract the Higgs boson signal.
Process Normalization factor
tt¯ 0- and 1-lepton 0.98± 0.08
tt¯ 2-lepton 2jet 1.06± 0.09
tt¯ 2-lepton 3jet 0.95± 0.06
W +HF 2jet 1.19±0.12
W +HF 3jet 1.05±0.12
Z +HF 2jet 1.37±0.11
Z +HF 3jet 1.09±0.09
5.2.3 Multijet Estimation Systematic Uncertainty
In Tab.(5.3), the normalization of multijet background in 1-lepton channel is reported. Sys-
tematic effects can impact the data-driven template method for the QCD induced back-
ground model mainly in two ways:
• changing themTW distributions used for the multi-jet template fit, impacting on the
extracted normalization.
• directly changing the multi-jet distributions used in the profile likelihood fit.
The uncertainties are treated uncorrelated between electron and muon channels. Varia-
tions can be obtained changing the definition of the multi-jet control region and varying
the normalization of the contamination from top and V+jets processes. Another variation
can be the use of another disciminant variable instead ofmWT , for example the azimuthal
separation between the directions of the lepton transverse momentum, or the inclusion for
the electron channel of theEmissT <30 GeV region.
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5.2.4 Signal Modelling Systematic Uncertainty
The systematic uncertainties in the calculation of the V H production cross section and the
H → bb¯ branching ratio are assigned following the recommendation of the LHCHiggs Cross
SectionWorking Group [17]. The uncertainties on the production cross section are obtained
varying the renormalization scale µR and the factorization scale µF independently to as-
sess the effect of missing higher-order terms in QCD perturbative expansion.
The PDF+αS uncertainty is calculated using the PDF4LHC15nnlomc set. Since the latest rec-
ommendation do not distinguish between the qqZH and ggZH productionmodes, the two
related uncertainty are considered identical in the calculation of the scale uncertainties.
Another systematic uncertainty in the overall V H cross section originates from missing
higher order electroweak corrections. It is estimated as the maximum variation among
three quantities:
• the maximum size expected for the missing NNLO EW effects: 1%.
• the size of the NLO EW correction.
• the uncertainty in the photon-induced cross section relative to the total VH cross
section.
The systematic correction in the H → bb¯ is 1.7%, accounting higher-order QCD and EW
corrections and uncertainties on b-quark masses and αS values.
The acceptance and shape systematic uncertainties are derived to account formissinghigher-
order QCD and EW corrections, for PDF+αS uncertainty and for variations of the parton-
shower and underlying event models.
The uncertainties on acceptance and shape ofmbb and pVT distributions, originating from
missing higher-order terms in QCD, are estimated by comparing nominal shapes to those
obtained varying factorization and renormalization scales.
The uncertainties due to parton-shower and underlying-events models are estimated by
considering the difference between Powheg-MiNO+Pythia8 and Powheg-MiNLO+Herwig7
with the H7-UE-MHT tune and changing the Pythia8 parton-shower tune. It is evaluated
in events generated with MadGraph5aMC@NLO showered with Pythia8 using A14 tune and
its variations. The PDF+αS uncertainty in the acceptance between regions and in thembb
and pVT shapes is estimated applying the PDF4LHC1530 PDF set and its uncertainties. The
systematic uncertainties related to signal modelling are summerized in Tab.(5.6).
Table 5.6: Summary of the systematic uncertainties in the signalmodelling
for the 79.8 fb−1 analysis. PS/UE points to the parton shower/underlying
event.
Signal
Cross section (scale) 0.7% (qq-production) and 27% (gg-production)
Cross section (PDF) 1.9% (qq →WH), 1.6% (qq → ZH), 5% (gg → ZH)
H → bb¯ branching fraction 1.7%
Acceptance from scale variations 2.5%-8%
Acceptance from PS/UE variations for 2 or more jets 2.9-6.2%
Acceptance from PS/UE variations for 3 jets 1.8-11%
Acceptance from PDF+αS variations 0.5-1.3%
mbb, pVT from scale variation Shape
mbb, pVT from PS/UE variations Shape
mbb, pVT from PDF+αS Shape
pVT from NLO EW correction Shape
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5.2.5 Breakdown of the Systematic Uncertainties
The impact of a category of systematic uncertainties is defined as the difference in quadra-
ture between the uncertainty in µ computed when all nuisance parameters (NP) are fitted
and the one when the NPs in the category are fixed to their best-fit value. The full break-
down of the discussed systematic uncertainties on the signal strength are listed in Tab.(5.7).
As can be seen fromTab.(5.7), the total experimental uncertainty is 8.8% and it is dominated
Table 5.7: Breakdown of the contributions to the uncertainty in µ.
Source of uncertainty σµ
Total 0.259
Statistical 0.161
Systematic 0.203
Experimental Uncertainties
Jet 0.035
EmissT 0.014
Leptons 0.009
b-tagging 0.061 b-jets
0.042 c-jets
0.009 light flavoured-jets
0.008 extrapolation
Pile-up 0.007
Luminosity 0.023
Theoretical and Modelling Uncertainties
Signal 0.094
Floating normalizations 0.035
Z+jets 0.055
W+jets 0.060
tt¯ 0.050
Single t 0.028
Diboson 0.054
Multijet 0.005
MC statistical 0.070
by jet energy scale and b-tagging uncertainty. Luminosity related uncertainty it is by far
not dominant and it will be further reduced in the full Run2 analysis thanks to the ongo-
ing ATLAS luminosity analysis which will reduce the uncertainty to∼1.7% compared to 2%
presently used.
The experimental uncertainty is lower with respect to the theoretical uncertainty coming
from the signal and background modelling. For this reason, the careful determination of
the systematic uncertainties related to Z + jets background modelling, which are a rele-
vant part of this thesis, has been crucial to better constrain this source of background for
the 2-lepton analysis.
5.3 Results for 79.8 fb−1 analysis and Combination with Differ-
ent Data-sets
Fig.(5.1) show the BDT output distributions in the high pVT region, which is the most sen-
sitive. The background prediction in all post-fit distributions is obtained by normalizing
the backgrounds and setting the nuisance parameters according to the results of the signal
extraction fit. As can be seen in the ratio plots, in all cases the shapes and normalization of
signal and background well describe the measured data.
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Figure 5.1: BDTV H output post-fit distributions in the 0-lepton (top), 1-
lepton (middle) and 2-lepton (bottom) channels for 2 b-tag jets events in
the high pVT region. Left plots refers to 2-jet multiplicity, right ones to ex-
actly 3-jets in the 0- and 1-lepton channels and to ≥3 jets in the 2-lepton
channel. The signal, referring to a StandardModel Higgs withmH=125 GeV,
is shown as a histogram on the top of the fitted backgrounds normalizaed
to the signal yield extracted from the data and unstacked as an unfilled his-
togram, scaled by the factor indicated in the legend. The dashed histogram
shows the total pre-fit background. The size of the combined statistical and
systematic uncertainty from the sum of the fitted signal and background is
indicated by the hatched band. The ratio of the data to the sum of the fitted
signal and background is shown in the lower panel.
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For a StandardHiggs bosonmass of 125 GeV, when all lepton channels are combined, the
probability p0 of obtaining a signal at least as strong as the observation from background
alone is 5.3×10−7, with respect to an expected value of 7.3×10−6. The observation corre-
sponds to an excess with an observed significance of 4.9 standard deviations, with respect
to an expectation of 4.3 standard deviations. The signal strength extracted from the fit is:
µV H(H→bb¯) = 1.16
+0.27
−0.25 ± 0.16(stat)0.21−0.19(sys) (5.1)
The post-fit signal and background yields are listed in Tab.(5.8).
Tab.(5.9) shows the signal strength, p0 and significance values from the combinedfit and
from single channel fit. As can be seen, the single signal strength are all compatible among
each other. Finally, a combined fit has also been performed with floating signal strengths
for the WH and ZH production modes, separately. They have an observed (expected) signif-
icance of 2.5(2.3) and 4.0 (3.5) standard deviations, respectively for WH and ZH, as shown in
Fig.(5.2). Also in this case an excellent compatibility in signal strength is found.
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Table 5.9: Measured signal strength with their combined statistical and
systematic uncertainties, expected and observed p0 and significance values
in standard deviations from the combined fit with a single signal strength
and from a combined fit where all the lepton channel have their own signal
strength.
Single Channel or Combined Signal Strength p0 expected p0 observed Significance expected Significance observed
0-lepton 1.04+0.34−0.32 9.5×10−4 5.1×10−4 3.1 3.3
1-lepton 1.09+0.46−0.42 8.7×10−3 4.9×10−3 2.4 2.6
2-lepton 1.38+0.46−0.42 4.0×10−3 3.3×10−3 2.6 3.4
VH ,H → bb¯ Combination 1.16+0.27−0.26 7.3×10−6 5.3×10−7 4.3 4.9
Figure 5.2: The fitted values of the Higgs boson signal strengthµV H→bb¯ for
a Standard Model Higgs with mH=125 GeV for the WH and VH processes
and their combination. The single µ for WH and ZH are obtained leaving
the processes floating, independently. The probability of compatibility of
the individual signal strength is 84%.
5.3.1 Results from Di-jet and Diboson analysis
The result of the combined fit for the di-jet analysis (see 5.1.1), in all the channels simulta-
neously, is:
µV H(H→bb¯) = 1.06
+0.36
−0.33 = 1.06± 0.20(stat.)+0.300.26 (sys.) (5.2)
The observed excess has a significance of 3.6 standard deviations, compared to an expec-
tation of 3.5. Good agreement is found with the result of the nominal multivariate analy-
sis. Thembb distribution summed over all channels and pVT and jet multiplicity regions is
shown in Fig.(5.3). It is weighted by their respective values of the ratio of fitted Higgs bo-
son signal and background yields and after subtraction of all background except for theWZ
and ZZ diboson processes. A clear excess is observed in the mbb region corresponding to
H → bb¯, reinforcing the reliability of the whole procedure. As said in 5.1.2, a measurement
of VZ production based on themultiviariate analysis as been performed as validation of the
Higgs boson search. The result has been found to be in agreement with the Standard Model
prediction:
µV Z(Z→bb¯) = 1.20
+0.20
−0.18 = 1.20± 0.08(stat.)+0.190.16 (sys.) (5.3)
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Figure 5.3: The distribution of thembb in data after subtraction of all back-
grounds except for the WZ and ZZ diboson processes, obtained in the dijet
analysis. The contributions from all lepton channels, pVT regions and jet
multiplicity categories are summed and weighted by their respective S/B,
with S being the total fitted signal and B the total fitted background in each
region. The expected contribution of the associated WH and ZH prodiction
is shown scaled by the measured signal strength evaluated. The size of the
combined statistical and systematic uncertainty for the fitted background
is indicated by the hatched band.
5.3.2 Results from Combinations with different data-sets
Three combination has been performed to obtain the final result.
1. The results obtained from the statistical analysis of the 13 TeV data are combined
with those from the data recorded at 7 and 8 TeV during Run1 [92]. Studies of the
impact of the correlation of systematic uncertainties between the analyses across dif-
ferent center of mass energies have been studies but only theory uncertainties in the
Higgs boson signal (overall cross section, branching fraction and pVT -dependent NLO
EW corrections) have been found to be relevant in that sense. The measured signal
strength is:
µV H(H→bb¯) = 0.98
+0.22
−0.21 = 0.98± 0.14(stat.)+0.17−0.16(sys) (5.4)
with an observed p0 value of 5.5×10−7, corresponding to an excess with a signifi-
cance of 4.9 standard deviations, compared to an expectation of 5.1. The fits are also
performed leavingWH and ZH production processes floating independently. The
results are shown in Fig.(5.4).
2. A second combination has been performed with the results of the H → bb¯ decay
156 Chapter 5. Observation of H→ bb¯ with 79.8 fb−1 and Further Optimizations
Figure 5.4: The fitted value of the Higgs boson signal strength µ for a Stan-
dard Model Higgs with mH=125 GeV for the WH and ZH processes and
their combination, using 7 TeV, 8 TeV and 13 TeV data.
modes in tt¯H [88] [89] and V BF [28] production modes coming from the Run1 and
Run2 data. The combinationmeasures the ratio of the branching fraction of theHiggs
boson into b-quarks to the Standard Model prediction by constraining the cross sec-
tions of the productionmodes to be as predicted. For an Higgs bosonmass of 125 GeV
and assuming the relative production cross section as predicted by the SM, the ob-
served significance for theH → bb¯ decay is 5.4 standard deviations, compared with
the 5.5 expected. The fitted signal strength of the branching fraction into b-quarks is:
µH→bb¯ = 1.01± 0.20 = 1.01± 0.12(stat.)+0.160.15 (sys.) (5.5)
The expected and observed significance per production mode are listed in Tab.(5.10),
while in Fig.(5.5) the signal strengths obtained fromafitwhere the individual strengths
are fitted simultaneously for the three production modes are displayed. The signal
strenghts floated independently for each of the production processes in both Run1
and Run2.
Table 5.10: Expected and observed significances (expressed in standard de-
viations) for the H → bb¯ production modes fitted independently in the
combination using 7, 8 and 13 TeV. Since the analysis targeting VBF has a
sizeable contribution from gluon-gluon fusion events, it is referred as the
VBF+ggF analysis.
Channel Expected Significance Observed Significance
VBF+ggF 0.9 1.5
tt¯H 1.9 1.9
VH 5.1 4.9
H → bb¯ 5.5 5.4
3. A third combination is performed also combining the Run2 V H(H → bb¯) result
with other results in the V H production mode but considering the case of the Higgs
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Figure 5.5: The fitted values of the Higgs boson signal strengthµV H(H→bb¯)
for mH=125 GeV for the WH and ZH processes and their combination,
with the 7, 8 and 13 TeV datasets.
boson decaying into two photons [91] or via ZZ∗ into four leptons [90]. Photons
are reconstructed from calorimeter energy cluster formed using an enhanced dy-
namical, topological cell-clustering-based algorithm. The signal yield is extracted
in each cateogory using a fit to the diphoton invariant mass distribution in the range
105-160 GeV. Also the measurement of V H production in the four-lepton final state,
H → ZZ → 4`, where ` = e, µ, has been included. For the 79.8 fb−1, the elec-
tron reconstruction have been improved and an additional event category targeting
vector-boson decays that includemissing transverse momentum due to the presence
of one or two neutrinos in the final state have been considered [93]. This results in
three V H categories, targeting the hadronic decays of the vector boson, charged lep-
tonic decays of the vector boson and decays of the vector boson containing one or
more neutrinos. The constraining of the branching fractions for the ZZ∗, diphoton
and bb¯ decays helps tomeasure the signal strength of theV H productionmodes. The
observed significance for V H production is 5.3 standard deviations to be compared
with an expectation of 4.8. The fitted value of the V H signal strength for all channels
combined is found to be:
µV H(H→bb¯,4`,γγ) = 1.13
+0.24
−0.23 = 1.13± 0.15(stat.)+0.15−0.17(sys.) (5.6)
Tab.(5.11) shows the significance values for the combined likelihood fit where the
four lepton (H → ZZ → 4`), diphoton (H → γγ) and H → bb¯ modes have their
own signal strength for the Run2 data. From the table it is very clear that the overall
significance is dominated by the H → bb¯ decay, reinforcing the importance of the
present analysis.
Fig.(5.6) shows the signal strengthobtained from thefitwhere individual signal strengths
for the three decay modes together with their combination. As it can be noted the
most precise determination of µ comes from the bb¯ decay which sets the precision of
the combined result.
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Table 5.11: Expected and observed significance values in standard devia-
tions for the V H decay channels.
Channel Expected Significance Observed Significance
V H(H → ZZ∗ → 4``) 1.1 1.1
V H(H → γγ) 1.9 1.9
V H(H → bb¯) 4.3 4.9
V H combined 4.8 5.3
Figure 5.6: Thefitted values of theHiggs boson signal strengthµV H(H→bb¯),
separately for the H → bb¯, H → γγ and H → ZZ∗ → 4` decay modes,
together with their combination. The probability of the individual signal
strength is 96%.
Conclusions for the 79.8 fb−1 analysis
The search for the StandardModel Higgs boson decaying into a bb¯ pair produced in associa-
tion with a vector boson has been performed using data collected by the ATLAS experiment
in proton-proton collisions from Run2 of the LHC, corresponding to an integrated luminos-
ity of 79.8 fb−1, at a center ofmass energy of 13 TeV. An eccess over the expected background
is being observed with a significance of 4.9 standard deviations compared to the expecta-
tion of 4.3. The corresponding measured signal strength relative to the Standard Model
prediction formH=125 GeV has been found to be:
µV H(H→bb¯) = 1.16± 0.16(stat.)+0.21−0.19(sys.) Run 2 (5.7)
Furthermore the result has been validated with two cross-checks. The first one is the dibo-
son analysis which has provided an outcome in a good agreement with the Standard Model
providing a robust validation of the background model, BDT performance and fitting stat-
egy via the global likelihood fit. The second cross-check comes from the dijet mass analysis
which has provided a signal strength:
µV H(H→bb¯) = 1.06
+0.36
−0.33 = 1.06± 0.20(stat.)+0.300.26 (sys.) (5.8)
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showing a good agreement with the BDTV H fit result, providing an efficient validation of
the analysis procedure.
The result has been combined with previous results based on all the Run1 data collected at√
s of 7 TeV and 8 TeV. An excess over the expected background is observed with a signifi-
cance of 4.9 standard deviations compared with an expectation of 5.1. The measured signal
strength relative to the expectation has been found to be:
µV H(H→bb¯) = 0.98± 0.14(stat.)+0.17−0.16(sys.) Run 2+1 (5.9)
Results for the Standard Model Higgs boson decaying into a b-quark pair in the V H , tt¯ and
VBF+ggF production modes at center of mass energies of 7 TeV, 8 TeV and 13 TeV have
been combined, assuming the production cross section predicted by the model, leading to
a significance of 5.4 standard deviations compared with the expected of 5.5, providing an
observation of theH → bb¯ decay mode. The measured signal strength is:
µH→bb¯ = 1.01± 0.12(stat.)+0.16−0.15(sys.) Run 2+1 (5.10)
which is consistent with the value of the Yukawa coupling to bottom quarks in the Standard
Model.
The Run2 V H(H → bb¯) has been also combined with the other Run2 results for the Higgs
boson other decays in the V H production mode. The result of the combined fit is an ob-
served significance of 5.3 standard deviations, compared with an expectation of 4.8. The
measured signal strength is:
µV H(H→bb¯,4`,γγ) = 1.13± 0.15(stat.)+0.18−0.17(sys.) (5.11)
The result provides a direct observation of the Higgs boson being produced in association
with a vector boson.
5.4 Further Steps: 139 fb−1 analysis
As said in Chapter 4, the iteration of the analysis is currently on going with the full Run2
statistics. The strategy to adopt for the statistical analysis and the extraction of the signal
strength µV H(H→bb¯) is the same, with some innovation in order to enhance the sensitivity.
The most relevant are:
• the split of the high pVT region with an additional cut at pVT =250 GeV. The regions
entering the likelihood fit for 139 fb−1 analysis are listed in Tab.5.13.
• the use of an hybrid truth b-tagging method (see 4.11.5).
Moreover, in the analysis iteration with the full Run2 statistics a new set of control regions
have been designed, using cuts on signal efficiencies on the ∆R between the two b-tagged
jets as a function of the pVT . They are common to the three lepton channels and orthogonal
to the signal region, with negligible level of signal contamination. Lower and upper cuts
are introduced, resulting in a low ∆R and high ∆R control region. They are defined fol-
lowing the criteria in Tab.(5.12). For 2-lepton channel where I amworking on, an additional
control region enriched with top-like events is considered: the eµ control region with the
requirement of two leptons with different flavours.
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Table 5.12: The distributions used in the global likelihood fit for the signal
regions (SR) and controlregions (CR) for all the categories in each channel,
for the nominal multivariate analysis for 139 fb−1.
Channel SR/CR Categories
75 GeV<pVT <150 GeV 150 GeV<pVT <250 GeV pVT >250 GeV
2-jet 3-jet 2-jet 3-jet 2-jet ≥3-jet
2jet 3jet 2jet 3jet 2jet 3jet
CRLow - - Yield Yield Yield Yield
0-lepton SR - - BDT BDT
CRHigh - - BDT BDT BDT BDT
CRLow - - Yield Yield Yield Yield
1-lepton SR - - BDT BDT
CRHigh - - Yield Yield Yield Yield
CRLow Yield Yield Yield Yield Yield Yield
2-lepton SR BDT BDT BDT BDT
CRHigh Yield Yield Yield Yield Yield Yield
Table 5.13: Cuts defining on ∆R defining the two new Control Regions.
Category Low ∆R CR cuts High ∆R CR cuts
2 jet ∆R>0.40 + e0.788−0.01023 × pVT ∆R>0.87 + e1.38−0.00795 × pVT
3 jet ∆R>0.42 + e0.286−0.00809 × pVT ∆R>0.76 + e1.33−0.0073 × pVT
The main purpose of the analysis is to obtain an even more precise result in terms of
signal strength and significance for the observation ofH → bb¯ decay and V H production
with the update to the analysis strategy.
Modelling of signal and background, MVA performance studies are presently on going to
perform a global fit on Full Run2 statistics dataset.
As said in Chapter 4, changes have been introduced in the analysis iteration in different
steps of the analysis. Two of them are the shift from truth (see 4.7) to hybrid truth tagging
(4.11.5) and the introduction of new pVT regions by the additional cut at 250 GeV.
In terms of MVA analysis, this has led to several performance studies to understand if these
two innovation would have led to better performances. The studies has been performed in
the three lepton channels, separately, and I directly carried it for the 2-lepton analysis, as
detailed in 4.11.4 and 4.11.5, helping in the determination of the MVA strategy to adopt.
For this analysis, it has already been performed the fit to the Asimov dataset to deter-
mine the expected significance with the full Run2 statistics. It is obtained directly from
theMonte-Carlo prediction without any rescaling to data. It is referred to simply as Asimov
or pure Asimov.
With the full Run 2 dataset, corresponding to a luminosity of 139 fb−1, the expected pure
Asimov significance of the V H(H → bb¯) signal is 6.6σ, The corresponding signal strength
and its uncertainty is expected to be:
µV H(H→bb¯) = 1.00
+0.122
−0.121(stat.)
+0.146
−0.127(sys.) (5.12)
while the comparison of the combined signal strength is shown in Tab.(5.14) and in Fig.(5.7).
The breakdown with 3 signal channels expected for Run2 is reported in Tab.5.14 for the
expected significance and in Fig.5.7 for the signal strength.
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Table 5.14: Expected significances for the combined and individual fits to
the pure Asimov dataset.
Analysis Expected Significance MVA VH
0-lepton 3.7
1-lepton 3.5
2-lepton 4.5
Combined 6.6
Figure 5.7: Best value of the signal strength µV H(H→bb¯) for the 0-, 1-. 2-
lepton analysis and their combination in the fit to the Asimov dataset.
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Chapter 6
Phenomenological approach to
Different High Energies Scenarios
for Total Hadronic Cross Section and
ρ-parameter
The Standard Model describes successfully the interactions between quarks and leptons
but there are stillmany open questions to be answered such as neutrino, oscillation,matter-
antimatter symmetry, darkmatter anddark energy. Moreover ther are also processeswithin
the Standard Model that are not completely understood. In particular, due to the non-
Abelian nature of QCD, perturbative approach does not work for soft term calculations (i.e.,
for low momentum transfer) and the total hadronic cross-section evolution with energy is
not properly predicted by the theory. However, there are some calculations based on very
general principles, such as Dispersion Relations and Optical Theorem, which can be per-
formed. They connect σtot and the ρ-parameter, which is defined as the ratio of the real
to the imaginary parte of the elastic scattering amplitude in the forward direction. In the
following, a treatment of the theoretical framework will be provided, together with the de-
scription of the σtot and ρmeasurements performed in the pre-LHC and LHC eras and how
they have been used to have prediction of the evolution of these two quantities with the
energy.
As it will be seen in Sec.6.5, a change of perspective has been necessary after the recent
TOTEM measurement at 13 TeV which seems to suggest a change of paradigm for ρ evolu-
tion (and consequently for σtot) with energy.
In Sec. 6.1, a guideline to go throughmy studies is provided to better understand the general
flow of the work presented here.
6.1 General Description of the Studies
As anticipated in the introduction to this chapter, the main tools used for my studies are
based on two physical general principles:
• the Optical Theoremwhich connects the total cross section σtot to the imaginary part
of the elastic scattering amplitude in the forward direction.
• the Dispersion Relations which provide a relation between the real and imaginary
part of a complex analytic function.
I personally developed a machinery based on ROOT, C++, Python and a dedicated library
named chiron v0.55 (consisting in two C++ library for numerical calculation [94]) to per-
form calculation of ρ via dispersion relation. All the results presented in Sec.6.6 and Sec.6.7
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were obtained in such a way.
1. In a very first stage, the basic ideawas to test the validity of the two of them combined
together in order to obtain a prediction on total cross section evolution with energy
through a global fit of the σtot and ρ at 100 TeV, the energy regime for the possibile
evolution of LHC, the Future Circular Collider (FCC, see 6.1). As described in Sec.6.6, one
Figure 6.1: A skematic view of where the Future Circular Collider is pro-
posed to be placed.
of the first steps has been the study of the impact of measurement of ρ at 14 TeV on
the total cross section prediction at 100 TeV.
The next stepwould have been a global fit of σtot and ρmeasurements but the TOTEM
measurement at 13 TeV has changed the perspective, as explained below.
2. The ρ measurement published by TOTEM at 13 TeV deviates from the predictions if
compared with the COMPETE model. Assuming that the cornerstones at the basis
of the dispersion relations are solid, two possibility remains to understand the big
difference between expectation and measurement of ρ:
• The form of dispersion relation used up until now is not valid and this may sug-
gest the existence of the Odderon [95].
• Some drastic change in the σtot behaviour.
The second approach is the one studied in this context adopting different strategies.
The purpose of all of them is to see if introducing different kinds of changes in the
total cross section behaviour can represent the ρ TOTEM measurement at 13 TeV,
without the Odderon hypothesis.
a. The assumption of different flattening for σtot at 20, 40 and 60 TeV, see 6.7.1.
b. The assumption of a change of exponent at 15 TeV going from to the COMPETE
preferred evolution σtot ∼ ln2(s) to σtot ∼ ln1.6(s), see 6.7.2.
c. The Block and Cahn approach which introduce a tuning parameterα represent-
ing an energy scale at which the cross section change its behaviour, see 6.7.3.
d. The KMR approach which introduces a new parametrization starting from the
TeV regime, see 6.7.4.
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6.2 The Total Hadronic Cross Section
The total hadronic cross-section is a fundamental parameter of strong interaction theory
since it sets the size of the interaction region at a given energy. Hadronic processes are
described by the Quantum Chromodynamics (QCD). As said in 1.1.3, QCD is a non-Abelian the-
ory and the running nature of the coupling constant αs sets two different regimes named
asymptotic freedom and confinement. In hadron-hadron collisions, they correspond, respec-
tively, to hard scattering and soft scattering. The former is successfully described by QCD with
a perturbative approach, while for the latter ones it is not possible due to the rise of the
coupling constant with the decrease of momentum transfer. The lack of pure QCD results
for soft scattering processes (elastic collisions and diffractive dissociations) is a serious is-
sue for the theoretical investigation of the total hadronic cross section.
However experimental observations may help the comprehension of a possible develop-
ment of the theory in the soft sector. The total cross section σtot is defined by:
σtot = σel + σinel (6.1)
The interpretation ofσtot is both statistical and geometrical since it is connected to a proba-
bility of interaction and it represents also the effective area of interaction (usuallymeasured
in mb for hadronic scattering).
The growth of σtot with energy is hitherto an experimental fact, confirmed in every energy
regime at different colliders.
We know that the total cross section is related to the elastic scattering by the optical theo-
rem. The differential elastic cross section is related to the modulus squared of the elastic
amplitude fel, which is a complex number.
dσel
dt
= pi|fel(θ)|2 (6.2)
where t is the Mandelstam variable standing for the square of the 4-momentum transfer.
As stated by the optical theorem, σtot is related to its imaginary part of fel(θ) by:
σtot =
4pi
p
· Im[fel(t = 0)] (6.3)
where p is the momentum of the particle. As we will see below, the optical theorem is a
general law of scattering theory, which emerges from the conservation of probability using
quantum mechanics. Generally, the strategy is to work with the ratio of the real to imagi-
nary part of the amplitude in the forward direction (t=0): the ρ-parameter, defined as:
ρ =
Refel(t)
Imfel(t)
∣∣∣
t=0
(6.4)
The ρ-parameter is related to σtot through dispersions relation, as will be explained in the
following
6.2.1 The Optical Theorem and the Dispersion Relations
Dispersion relations are a fundamental mathematical tool in several area of Physics. They
are based upon the Kramers-Kronig theorem [96] and [97]. Considering χ(ω), a complex an-
alytic function of the complex variable ω:
χ(ω) = χ1(ω) + iχ2(ω) (6.5)
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where χ1(ω) and χ2(ω) are real. Through a derivation following the Cauchy integral theo-
rem:
χ1(ω) =
1
pi
∫
∞
χ2(ω
′
)
ω′ − ωdω
′ (6.6)
Basically, the Kramers-Kronig theorem gives a relation between the real and imaginary part
of a complex analytic function.
The first application in Particle Physics was suggested by Kronig in 1946 [98] and then ap-
plied by Gell-Mann, Goldhaber and Thirring in 1954 [99]. As it regards the first application
in proton-proton scattering, it was due to Soeding in 1964 [100].
There are three cornerstones of the application of dispersion relations in particle physics:
1. Unitarity
2. Analyticity
3. Crossing Symmetry, ensured by the relativistic nature of the interaction.
Applying analyticity and crossing symmetry, one can derive the following relation [101],
[102], [103], [104], [105]:
Ref+(E) = C +
E
pi
∫ ∞
m
dE
′ Imf+(E
′
)
E′(E′ − E) −
Imf−(E
′
)
E′(E′ + E)
(6.7)
where C is a real constant. The plus sign refers to proton-proton amplitude and the minus
sign to antiproton-proton amplitude. Applying unitarity, using the optical theorem, one
gets:
Ref+(E) = C +
E
4pi2
∫ ∞
m
dE
′
p
′( σ+(E′)
E′(E′ − E) −
σ−(E
′
)
E′(E′ + E)
)
(6.8)
where σ+ and σ− are, respectively, proton-proton and proton-antiproton cross sections.
Eq.(6.7) is the so-called once subtracted integral dispersion relation which in the derivation
assumes that the difference of the proton-proton to the anti-proton cross section goes to
zero at high energies, following the Pomeranchuk theorem (i.e., Odderon does not con-
tribute asymptotically) [106].
Finally, applying the ρ definition (Eq.6.4), one gets:
ρ±σ± =
B
p
+
E
pip
∫ ∞
mp
[ σ±
E′(E′ − E) − fracσ∓E
′
(E
′
+ E)
]
p
′
dE
′ (6.9)
As can be seen, the integral in Eq.(6.9) has a singularity at the energy E at which ρ is cal-
culated implying that the sensitivity to ρ on σtot is largest at this energy. Moreover, there
is a sensitivity to σtot beyond the energy at which ρ is calculated. As a consequene a mea-
surement of ρ at a given energy can be used to make predictions on total cross section at
energies beyond those at wich ρ has been measured.
6.3 Measurements of Total Cross Section and ρ
In the present section, wewill focus on the description of total cross section and ρmeasure-
ments [107]. The total cross section can be measured via elastic scattering using the optical
theorem, (6.3). The differential elastic cross section is related to the forward amplitude by:
dσel
dt
= pi|fel(θ)|2 (6.10)
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where fel(θ) is a complex function:
fel(θ) = Refel(θ) + iImfel(θ) (6.11)
By the optical theorem, σtot can be expressed as:
σ2tot =
16pi
1 + ρ2
∣∣∣dRel
dt
∣∣∣
t→0
(6.12)
1. Luminosity dependent approach.
By expressing the differential elastic cross section in terms of elastic rate and lumi-
nosity:
dσel
dt
=
1
L
(dRel
dt
)
(6.13)
The total cross section becomes:
σ2tot =
16pi
1 + ρ2
1
L
(dRel
dt
)
t→0
(6.14)
Eq.(6.14) represents the luminosity dependent approach with which σtot can be deter-
mined by measuring independently the elastic rate extrapolated at t=0 and the lumi-
nosity, while ρ is an input from the theory.
2. Luminosity independent approach.
Knowing that σtot = RtotL , Eq. (6.14) can be also expressed as:
σtot =
16pi
1 + ρ2
(dRel/dt)t→0
Rtot
(6.15)
This complementary approach is known as luminosity independentmethod. Elastic rate
and total rate have to be determined simultaneously together with ρ.
3. Coulomb-Nuclear Interference. The Coulomb-Nuclear interference can be used to probe
the nuclear component of the scattering amplitude. The amplitude describing the
elastic scattering between protons can have three contributions [108]:
• Pure QED: the amplitude is obtained by perturbative calculations as [109]:
dσC
dt
=
4piα2
t2
G4eff (6.16)
where α is the coupling constant andGeff is the effective form factor defined as
a combination of electric and magnetic form factor:
G2eff =
G2E +G
2
M
1 + τ
(6.17)
where τ = − t
4m2
For low momentum transfer, in the condition t << m2,
the contribution of the magnetic form factor is negligible while, on the other
hand, if t increases with respect to m2 the proton’s magnetic momentum can
no longer be neglected.
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• Nuclear: at |t|& 0.02 GeV2, the effect due to Coulomb interaction are not ex-
pected to be large. As a consequence, the measured cross section is attributed
to the nuclear contribution. The nuclear amplitude is parametrized as:
|A (t)|2 ∼ √aexp
(1
2
Nb∑
n=1
bnt
n
)
(6.18)
where Nb is the number of free parameters, b1 is the nuclear slope and a the
intercept of the differential cross section.
• Coulomb-Nuclear Interference: the simplifiedWest-Yennie formula (SWY) [110] was
derived in the framework of the perturbative quantum field theory by evaluat-
ing the lowest-order Feynmandiagrams that comprise bothnuclear andCoulomb
interactions. The interference is considered as an additional phase between the
Coulomb and nuclear amplitudes, as can be seen in Eq.(6.19):
dσC+N
dt
≈ |αS
t
G2eiαφWI(t) +A N |2 (6.19)
where φWI(t) is defined as:
φWI ≈ −(lnb1(t)
2
+ γ) (6.20)
where γ is the Euler constant. The Coulomb corrected differential hadronic
cross section usually used for the ρ determination is:[
dσ
d|t|
]
=
(
σ2tot
16pi
)[
G4(t)
(
t0
t
)2
∓2 t0|t|(ρ±φWY )×G
2(t)e−b1|t)/2+(1+ρ2)e−b1|t|
]
(6.21)
6.3.1 Pre-LHC σtot measurements at particle accelarators
With the beginning of the accelerator era in 1950s, several total hadronic cross sectionmea-
surements have been performed. The focus was the simultaneous measurement of:
• total cross section σtot.
• elastic cross section σel.
• slope of the forward elastic scatteringB.
• ρ-parameter.
Since then, the study of the evolution of σtot was performed by cosmic ray experiments.
The first measurements showed a decrease of the total cross section both in the case of pp¯
(more) and in pp collision case (only slightly): all in agreement with the predictions at small
momentum transfer by exchange of Regge trajectory. It was in the 1970s that the situation
changed. With the first measurements at ISR, cross sections were seen to rise 6.2.
Fixed Target Experiments
The proton-nuclei cross sectionmeasurements were performed between 6 and 22 GeV, with
steps of 2 GeV [111], [112]. The pp and pp¯ cross section measurements were measured on
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both hydrogen and deuterium targets. The results showed a variation of the cross section
with momentum and a decrease around 12 GeV.
The method utilized was that of conventional good geometry transition experiment with
scintillation counters subtending various solid angles at target liquid H2 and D2. Essentially,
themeasurements were performed following the initial and final paths of particles through
a series of counters placed at subsequent intervals and covering different solid angle por-
tions. For each set of counters, at a given solid angle, a transmission factor defined to take
into consideration signals for various components and σtot at a given momentum transfer
value (t) was calculated, following:
σ(t) =
1
N
ln
(
TE
TF
)
(6.22)
whereN is the number of nuclei per cm2 in the target, TE and TF the transmission factors
for an empty or a full target, respectively. Partial differential cross section measured at
different t-values were fitted either by a polynomial or by an exponential and extrapolation
to zero.
Measurements at ISR
At ISR, several methods to determine σtot were developed and three of them were used:
two of them were luminosity-dependent, one luminosity-independent. Total and/or elas-
tic cross sections were measured by different experiments, with different strategies and in
different t-regions. The measurements were performed differently with respect to fixed
target experiments. An accurate estimate of the total rate, of the luminosity and/or of the
elastic rate was needed together with the extrapolation to the optical point at t=0.
1. A luminosity dependent measurement (CERN-Rome group) [113] [114] of the total
cross section which uses the optical point method has to count on a reliable luminos-
ity determination and on the extrapolation of the elastic rate down to t=0. Through
the optical theorem, we know that there is a quadratic dependence of the elastic dif-
ferential cross section on ρ, see Eq.(6.14). However, such a method does not allow
a precise determination of nuclear amplitude since at high energies (i.e., from ISR
onwards), the ρ parameter is rather small, ρ ∼ 0.1. For this reason, it is difficult
to measure ρ accurately and the measurement would not determine the sign of the
nuclear amplitude. Fortunately, this issue can be circumvented thanks to the inter-
ference between the Coulomb and the real part of nuclear amplitude, which allows
the determination of the sign and the value of ρ. The fitting method used at ISR was
the one explained by Eq.(6.21). At ISR, the measurement is performed for the region
0.001<|t|<0.01 GeV2.
2. The CERN-Rome group adopted an alternative approach measuring the differential
cross section at small angles, but not in the Coulomb region and then extrapolated
it to the optical limit [115]. The measurement was based on the parametrisation
of the hadronic part of the cross section, which assumes a constant exponential t-
dependence of the scattering amplitude and a parameter ρ constant in the range of t
of interest.
3. Anothermethod (Pisa-StonyBrookmethod) used at ISRwas tomeasure the total cross
section by determining the luminosity and the total interaction rate (Rel + Rinel),
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through the definition [116]:
R(number of events/second) = L [cm−2s−1]σtot[cm−2] (6.23)
4. A fourthmethodwas adopted by combining the Pisa-StonyBrook and the CERN-Rome
methods resulting in a luminosity independent method, see Eq.(6.15) [117], [118].
All these measurements indicated a rising total cross section. They are summarized in
Tab.(6.1). The sensitivity to σtot beyond the energy at which ρ is calculated has been used
Table 6.1: Resulting values for σtot, ρ andB from ISR [119].
√
s [GeV] σtot [mb] ρ B [GeV−2]
pp 23.5 39.65±0.22 0.022±0.014 11.80±0.30
pp 30.6 40.11±0.17 0.034±0.008 12.20±0.30
pp¯ 30.4 42.13±0.57 0.055±0.029 12.70±0.50
pp 52.8 42.38±0.15 0.077±0.009 12.87±0.14
pp¯ 52.6 43.32±0.34 0.106±0.016 13.03±0.562
pp 62.3 43.55±0.31 0.095±0.011 13.02±0.27
pp¯ 62.3 44.12±0.39 0.104±0.011 13.47±0.52
to make prediction of the energy evolution of σtot for the first time at ISR. The ρ-parameter
was measured at √s ranging from 30 to 60 GeV, with a precision of 0.01, to constrain the
energy evolution of the total cross section up to at least 300 GeV. The result were obtained
with a χ2 common fit of σtot and ρ using dispersion relation (Eq(6.9)).
Measurements at Spp¯S
In the early 1980s, a center of mass energy of 540 GeV was reached at CERN Spp¯S. The total
cross section was measured by experiments UA1 [120] and UA4 [121], later on followed by a
combined collaboration UA2/UA4 and UA5.
1. Thefirstmeasurementwas performedbyUA1,measuring the elastic differential cross
section for 0.04<-|t|<0.45 GeV2. The data were fitted by the usual exponential form:
dNel
dt
∝ e−Bt (6.24)
The slope parameter B was measured for two different t-ranges and the total cross
section and the ratio σelσtot were obtained, with the determination of the integratedluminosity.
2. The UA4 also performed a first measurement, with the same approach.
In particular, UA4 experiment was specifically dedicated to the measurement of σtot
andρ. Using the luminosity independentmethod, twoσtot values have been obtained.
• σtot = 66 mb with a 10% statistical error.
• σtot = 61.9± 1.5mb through a cross-checkwith a luminosity dependentmethod.
UA4 was able to measure at very small scattering angles (∼ 1mrad), down to values
of 0.002<|t|<1.5 GeV−2, thanks to the Roman Pots technique.
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(a) Total cross section.
(b) The real to the imaginary part ratio of the
forward elastic scattering.
Figure 6.2: The σtot (left) and ρ (right) measurements at low energy and
at ISR. The full curves is a result of a fit, simultaneously performed on the
total cross section data and on the data of ρ.
The ρ-parameter was also measured:
ρ = 0.24± 0.4 (6.25)
However this measurement was affected by the poor knowledge of the beam optics
and by limited statistics. It was repeated by a combined UA4/UA2 collaboration [122]
under very clean conditions with higher precision and better control of systematic
errors, finding:
ρ = 0.135± 0.15 (6.26)
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3. The UA5 experiment measured the pp¯ cross section at √s=200 and 900 GeV [123],
leading to:
σ900 GeVtot = 65.3± 0.7± 1.5mb (6.27)
which is consistent with previous measurements.
Measurements at Tevatron
At FermiLab, the Tevatron accelerator was started in 1985 for proton-antiproton scattering.
The total cross section was measured by three experiments: E710, CDF(Collider Detector Fa-
cility) and E811.
1. At the experiment E710, the inelastic rate was measured at large and intermediate
angles, at √s = 1.8 TeV [124]. The first measurement was based on the luminosity
dependent method and on the the extrapolation to zero of the usual exponential be-
haviour of the elastic rate in the interval 0.025<|t|<0.08 GeV2. A second luminosity
independent measurement was performed as cross-check.
2. CDF repeated themeasurement at√s = 546 GeV and at√s = 1.8 TeV, using a luminos-
ity independent method [125]. The total cross section was obtained from the mea-
surement of the forward elastic and inelastic interaction rate. Themeasurement from
CDF differs from the one of E710 by 3 standard deviations.
3. Because of this discrepancy, E811 repeated the measurement at very small-angle for
0.0045<|t|<0.036 GeV2, using a luminosity independent method to determine simul-
taneously σtot and ρ [126].
The three results for σtot are listed in Tab.(6.2). The ρ parameter have been measured
Table 6.2: Resulting values for σtot from Tevatron.
√
s [GeV] Experiment σtot [mb]
546 CDF 63.3± 1.5 [125]
1800 E710 72.8± 1.63 [124]
1800 CDF 80.03± 2.24 [125]
1800 E811 71.42± 2.41 [126]
in the range 0.001≤|t|≤0.14 GeV2 with a least square fit.
ρ = 0.140± 0.069 (6.28)
6.3.2 LHC Measurements during Run1: ATLAS and TOTEM
At LHC, the total cross sectionmeasurements have been performed by ATLASwith the ALFA
detector [51] and by the TOTEM experiment [127]. The approach used is the usual one based
on the optical theorem.
In order to reach small angles, it is necessary to be close to the beam pipe and to be afar
from the Interaction point. The assembly of the quadrupoles determining the beam optics
has to be optimized for a good measurement of small angle elastic scattering.
The common criteria to be satisfied both for ALFA and TOTEM are:
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• The focusing at the IP has to be done in away that the beamdivergence is significantly
smaller than the scattering angles to be measured. The divergence is given by
√

β
∗,
where  is the beam emittance and β∗ is the betatron function at the IP. Knowing that
the typical LHC emittance is 2-3 µm, β∗ has to assume values of the order of 100 m in
order to achieve divergence of few µrad.
• The parallel-to-point focusing implies that the position trajectory in the detector is
independent of the unmeasured vertex position at the IP.
• An effective lever arm, Lx,yeff , between the Interaction Point and the detector can be
defined as:
θx,y =
x, y
Lx,yeff
(6.29)
where θx,y is the scattering angle at the IP andx, y are the detector coordinates in the
transverse plane. The lever arm should be large at least in one of the two transverse
projection, giving a good separation at the level of the detector and, consequently, a
good resolution for different scattering angles at the IP.
Both ALFA and TOTEM exploits the Roman Pots technology, pionered at ISR by CERN-Rome
group in the early 1970s. A Roman Pot is a vessel that contains a detector connected to
the accelarator vacuum via bellows, see Fig. (6.3). Both the experiments have two stations,
Figure 6.3: Two Roman Pot vessels (ALFA) which can approach the beam
from above and below.
located symmetrically on each side of the IP. ALFA has been already described in Chapter 2
with a pictorial view of its configuration. The TOTEM layout (at IP5 along the LHC ring) can
be seen in Fig.(6.4). The two TOTEM stations are located at about 220 m from the IP.
The TOTEM Results
TOTEM has performed four different measurements of σtot at 7 TeV and one measurement
at 8 TeV.
The first measurement was based upon data taken in the first LHC run at β∗=90 m with an
integrated luminosity of 1.7µb−1 (July 2011). The other three measurements were based
upon three different methods to extract the total cross section using the same dataset of 84
µb−1 (October 2011). For the 8 TeV measurement the data was taken in July 2012.
The first measurement used the optical theorem through a luminosity dependent approach
[128]. Although 30% of the hadronic elastic events were not collected, a |t| of 0.02 GeV−2
was achieved. The result was:
σtot = 98.3± 0.2stat ± 2.8sysmb (6.30)
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Figure 6.4: A schematic viewof the TOTEMdetector at the LHC. In the lower
part, the position of the TOTEM Roman Pots in the LHC lattice is shown. T1
and T2 are the telescope used for the detection of charged particles and
they are shown in red in the upper part.
with the systematic uncertainty dominated by extrapolation at t=0 and luminosity uncer-
tainty (4%, provided by CMS).
Thenewdata collected inOctober 2011had 50 timesmore statistics andonly 10%of hadronic
elastic interaction escaping undetected. Three different sets of data were analyzed inde-
pendently to better understand systematic uncertainties. Once an excellent agreement be-
tween themwas found, the dataset wasmerged to extract the result. The differential elastic
cross section was fitted in the t-range 5×10−3 GeV2<|tmin|<0.2, with a simple exponential
form and the extrapolation to the optical point provided the result [129]:
σtot = 98.6± 2.2mb (6.31)
The uncertainty is exclusively systematic, since the statistical uncertainty is negligible af-
ter the merging of the three datasets. Also in this case the main source of systematic is due
to luminosity.
The same dataset was analyzed with a luminosity independent method, with the measure-
ment of the inelastic rate by the two forward charged telescopes T1 and T2 [130]. The result
is:
σtot = 98.0± 2.5mb (6.32)
TOTEM also employed a third method to calculate σtot. The previous ones were based upon
the optical theorem and thus dependent on the value of ρ. Alternatively, σtot can be simpy
calculated as the sum of σinel and σel. Using the same dataset:
σtot = 99.1± 4.3mb (6.33)
The elastic and inelastic measurements can be combined to obtain ρ2 by:
ρ2 = 16piL CMSint
(dNel/dt)t = 0
(Nel +Ninel)2
− 1 (6.34)
This is the first direct measurement, not an extrapolation. It yields to ρ2 = 0.009 ± 0.056.
Since it cannot be easily translated into ρ, it can be stated that at 95% confidence level
ρ2<0.10. Alternatively, one can exploit a Bayes’ approach: taking a uniform prior |ρ| distri-
bution, it yields a posterior distribution with mean 0.145 and standard deviation 0.091.
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In July 2012, TOTEM collected data at a center ofmass energy of 8 TeV. The beam optics used
was similar to the 7 TeV data takingwithβ∗=90m. The luminosity independentmethodwas
used to extract the total cross-section and the inelastic rate was measured simultaneously
with the elastic rate [131]. The total cross section was found to be:
σtot = 101.7± 2.9mb (6.35)
For the same dataset, ρ has been extracted via the Coulomb-nuclear interference, for the
first time at LHC:
ρ = 0.12± 0.03 (6.36)
In 2018, TOTEM
The ATLAS Results
ATLAS reported two measurements, respectively at 7 TeV and 8 TeV. Due to the lack of cov-
erage in the forward direction, ATLAS has chosen a luminosity dependent method to deter-
mine the total cross section. Such a choice was also due to the fact that ATLAS has a precise
and reliable luminosity determination, which is the main source of systematic uncertainty
as we have seen in the discussion of TOTEM results.
At 7 TeV, the datawere collected inOctober 2011 (which is the samefill atβ∗ used for the sec-
ond TOTEM measurement) [52]. The t-range used for the estimation was 0.01 GeV2<|t|<0.1
GeV2.
The result was:
σtot = 95.35± 0.38stat ± 1.25sys ± 0.37extrapolationmb (6.37)
A total uncertainty of 2.3% is obtained for the integrated luminosity. An additional uncer-
tainty comes from the procedure used to extrapolation to the optical region.
ATLAS has performed a measurement also at√s=8 TeV [53]. The data-taking has been col-
lected at β∗=90 m. The strategy is the same used for the 7 TeV measurement. The differ-
ential cross section was used also to determine the nuclear slope. The absolute luminosity
for this run has been determined in a dedicated analysis, taking into account the special
experimental conditions with a very low number of interactions per bunch-crossing. The
total cross section is:
σtot = 96.07± 0.18stat ± 0.85exp ± 0.31extrmb (6.38)
where the first error is statistical, the second accounts the experimental conditions and the
last is related to the extrapolation to t→0.
6.4 Phenomenological Fits to Total Cross Section
Several attempt have been made to describe the pp and pp¯ total cross section. The two de-
scribed in the following were published by the Particle Data Group, before and after the
start of LHC.
Fig.(6.5) show the data available before the TOTEM and ATLAS measurements, fitted with a
model input from COMPETE collaboration [132].
The COMPETE program states that the region to be focused is the Coulomb-nuclear in-
terference region and that the following theoretical inputs have to be common to all the
experiments [133]:
• common parametrization of electromagnetic form factor.
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Figure 6.5: Total and elastic cross section as a function of the laboratory
beammomentum and center of mass energy before the TOTEM and ATLAS
measurements by the COMPAS collaboration for 2009.
• common procedure to analyze data in Coulomb interference region.
• common set of strong interaction elastic scattering parameters.
• common study of Regge trajectories.
The data have been fitted with the expression:
σtot(a± b) = H ln2
(
s
sab
)
+ P ab +Rab1
(
s
sab
)−η1 ±Rab2
(
s
sab
)−η2 (6.39)
(6.40)
where Zab, B, Y ab1 are in mb, s, s0, s1 are in GeV2. The scale s1 is assumed to be 1/GeV2,
while √s0 ≈ 5 GeV (i.e., the fit takes into account only measurement above this value).
Eq.(6.40) can be interpreted as that the power-law terms reproduce the Regge behaviour
from the imaginary part of the forward scattering amplitude, while the constant and the
squared logarithmic terms reflect the Pomeron exchange. The values of the parameters are
listed in Tab.(6.3)
Table 6.3: Fit parameters in the Pre-LHC era.
Z 35.45 mb
Y1 42.53 mb
Y2 33.34 mb
B 0.308 mb
η1 0.458
η2 0.545
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In a QCD framework, the term which brings in the rise of the total cross section comes
from the gluon-gluon scattering, tempered by soft gluons emitted in the initial state. The
constant term is interpreted as the Pomeron which is supposed to give constant total cross
section. However the cross sections only apparently goes to constant, just after the Regge
descend and just before the cross section asymptotic rise.
However, there were some difficulties in making precise predictions at LHC.
• No available measurements between √s ≈ (60÷70) GeV (ISR) and √s ≈ (500÷700)
(Spp¯S).
• at Tevatron energies,√s ≈ 1.8 TeV, a 2σ discrepancy between two measurements by
E710 and CDF.
• t-dependence of the differential elastic cross section as t → 0 may not be simply
expressed as eBt, whereB is assumed to be constant in t.
• large errors for total hadronic cross sections from cosmic ray measurements, due to
the experimental method used to extract σpp from p-air cross section.
The final result was obtained by a combinedχ2 fit of the total cross section and ρ, via disper-
sion relation, and it has proved that the squared logarithmic rise was the best description
with respect to the other models.
The COMPAS group has presented a new phenomenological fit and a new parametrization,
adding new measurements from LHC experiments and cosmic rays. COMPAS used four
terms in the hadronic cross section:
σtot(a± b) = H
[
ln
(
s
sabM
)]2
+ P ab +Rab1
(
s
sabM
)−eta1
±Rab2
(
s
sabM
)−eta2
(6.41)
The parameters are defined as follows:
• H = pi/M2.
• scaling parameter sabM = (ma +mb +M)2.
• P ab, the Pomeron constant.
• Rabi , the Regge trajectories.
Their values are listed below, according to the results from 2016 fit. The possible rise of total
Table 6.4: Fit parameters.
H 0.2720± 0.0024 [mb]
M 2.1206± 0.0094 [GeV]
Pab 34.41± 0.13 [mb]
Rab1 13.07± 0.17 [mb]
Rab2 7.394± 0.081 [mb]
η1 0.4473± 0.0077
η2 0.5486± 0.0049
collision cross section in the form of squared logarithmic rise has been questioned opening
the possibility to a possible faster rising form. In the form lnc
(
s
s0
)
, c has been left as a free
178 Chapter 6. Phenomenological approach to Different High Energies Scenarios for Total HadronicCross Section and ρ-parameter
parameter in the pp and pp¯ fit which was performed to available total cross section and ρ-
parameters in August 2015, including TOTEM points at 8 TeV. A χ2 was performed with all
data above 5 GeV and the obtained value for the exponent c was:
c = 1.98± 0.01 (6.42)
which is two standard deviation lower than 2, probing that up until then the universal rise
prediction of the evolution of σtot was still valid. The results of the analysis are shown in
Fig.(6.6). 11 49. P lots of cross sections and related quantities
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Figure 49.9D11: Total and elastic cross sections for pp and pp collisions as a function of labora-
tory beam momentum and total center-of-mass energy. Corresponding data files may be found at
http://pdg.lbl.gov/xsect/contents.html (Courtesy of the COMPAS group, IHEP, Protvino,
September 2013)
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Figure 6.6: Total proton-proton and antiproton cross section for the 2016
COMPAS fit.
6.5 TOTEM Measurement of ρ at 13 TeV
As can be seen from Fig.(6.7), themeasurement of ρ performed by pre-LHC experiments and
by TOTEM at 7 and 8 TeV are in agreement with the prediction based on dispersion relation
calculation.
However, in 2017 TOTEM has published two different values of ρ which deviates from the
predictions, as can be seen from Fig.(6.7), [134].
• ρ = 0.09± 0.01
• ρ = 0.10± 0.01
As can be seen, the ρ values determined at 13 TeV are incompatible at a level of 4.7σ from
the preferred COMPETE model.
How can this discrepancy be explained? As already said, dispersion relation are based on
analiticity, crossing symmetries and unitarity. Assuming these cornerstones as solid, only
two options remain to explain the big difference which can be seen in Fig.(6.7)
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Figure 6.7: Dependence of the ρ parameter on energy. The pp (blue) and pp¯
(green) are the pre-LHC measurements taken from PDG. TOTEM measure-
ments are marked in red. The two curves corresponds to the COMPETE fit
using the pre-LHC model.
1. The first one to be considered is that the form of dispersion relation (single sub-
tracted), used at ISR and at Spp¯S collider, is not valid. The single subtracted dispersion
relations assume that:
∆σ = σpp − σpp¯ asymptotically−−−−−−−−→ 0 (6.43)
This theorem is not valid anymore if there is a part of the elastic scattering amplitude
which is odd under crossing and thus contributing with different sign for particle-
particle and particle-antiparticle scattering. This can correspond, for Regge theory,
to the existence of the Odderon as a partner to the Pomeron. In QCD the same phe-
nomena is described as the possibility of a colorless three gluon compound being ex-
change in elastic scattering in addition to the Pomeron. However, the existence of an
Odderon does not violate the generalized Pomeranchuk theorem:
σpp
σpp¯
asymptotically−−−−−−−−→ 1 (6.44)
2. The second possibility is that something drastic happens to σtot at energies above
LHC which is the scenario explore in Sec.(6.7)
6.6 Impact of a ρmeasurement at 14 TeV
At the end of 2018, LHC has been stopped for major two-year upgrade programme that will
result in a renovated accelarator complex usingmore intense beams andhigh energy, reach-
ing 14 TeV. This will be the first step toward the High-Luminosity LHC era, starting in 2025,
when the instantaneous luminosity will increase of one order of magnitude and the inte-
grated luminosity collected will be of 3000 fb−1. Fig.(6.8) shows the LHC time schedule with
the future plans.
In this context, I have performed a study using my code (see Sec.6.1) for the ρ estimation
via dispersion relation to prove the importance of a ρmeasurement at 14 TeV, during LHC
Run3 (2021-2023), in terms of predictive power on the total cross section behaviour.
The underlying assumption is that there is a break point for the ln2s rise around 15 TeV.
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Figure 6.8: LHC Timeline and future plans.
Above this energy threshold, the total cross section rises with a different exponent, namely
lncs. The parametrization of σtot used is the one from 2016 COMPAS results, Eq.(6.41).
I have estimated 20 new exponent starting from c=2 and adding and subtracting∆c=0.02, at
each step, for both 13 TeV and 14 TeV and calculated corresponding ρ-values. The results
obtained are summarized in Tab(6.5). We assume that ρ, calculated with exponent 2, is our
Table 6.5: ρ calculated assuming a break point for the total cross section
rise at 15 TeV for the different exponents.
Exponents ρ(13 TeV) ρ(14 TeV)
1.8 0.11054 0.106396
1.82 0.111951 0.10808
1.84 0.113458 0.109879
1.86 0.115069 0.111801
1.88 0.11679 0.113854
1.90 0.118629 0.116049
1.92 0.120594 0.118393
1.94 0.122692 0.120897
1.96 0.124934 0.123571
1.98 0.127328 0.126428
2.0 0.129886 0.129479
2.02 0.132617 0.132736
2.04 0.135533 0.136215
2.06 0.138647 0.13993
2.08 0.141973 0.143896
2.10 0.145523 0.14813
2.12 0.149312 0.15265
2.14 0.153358 0.157475
2.16 0.157677 0.162626
2.18 0.162287 0.168123
2.20 0.167207 0.173989
measurement for 13 TeV and 14 TeV. Furthermore, we know that the needed uncertainty
on the measurement to ensure reliable prediction on σtot is ∼ 0.01. At this point, we can
extract two new exponents by adding and subtracting this uncertainty to the ρ values cal-
culated at 13 TeV and 14 TeV using c=2, see Fig.(6.9).
The resulting new exponents are: If we now calculate σtot at 100 TeV, using Eq.(6.41) as-
suming both the standard parametrization, we get σtot= 146 mb. Calculating the total cross
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Figure 6.9: ρ estimated with the 20 exponents after the break at 15 TeV.
Green triangles are the ρ values corresponding to±0.01 uncertainty.
Table 6.6: New exponents for 13 TeV and 14 TeV.
Scenario ρ c
ρ (13TeV) -0.01 0.119886 1.912
ρ (13TeV) + 0.01 0.139886 2.067
ρ(14TeV)-0.01 0.119479 1.926
ρ(14TeV)+0.01 0.139479 2.059
section, assuming a different rise given by the new estimated exponents c listed in Tab.(6.6),
we get for 13 TeV:
• σtot (c=1.912) = 136.2 mb
• σtot (c=2.067) = 155.7 mb
with a maximum spread of 19.5 mb. While for 14 TeV:
• σtot (c=1.926) = 137.5 mb
• σtot (c=2.059) = 154.5 mb
with a maximum spread of 17 mb.
The results enlighten an important fact. As can be seen from the comparison of the two
scenarios, a measurement of ρ at 14 TeV with a 0.01 uncertainty ensures a predictive power
on the total cross section of 15% at√s = 100 TeV.
6.7 Different High Energy scenarios of ρ evolution assuming a
change of σtot
The purpose of the studies presented here is to see if it is possible to reproduce the TOTEM
ρmeasurement with a drastic change of the total cross section behaviour at high energies,
instead of assuming the Odderon existence. In all the plots that follows, experimental mea-
surements are shown with a common convention for both σtot and ρ. Proton-proton and
proton-antiproton measurements before LHC are shown, respectively, as full circles and
empty squares. TOTEM and ATLAS measurements are shown with different colors, respec-
tively in dark green and red. The points with large error bars corresponds to cosmic ray
measurements [135], taken as reference for the beyond LHC energy behaviour.
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Figure 6.10: Comparison of the two scenarios of a measurement at 13 TeV
and 14 TeV. Black line represents the σtot evolution following the standard
parametrizationwith c=2, while red and blue line corresponds to the trends
using the two exponents extracted, respectively, assuming a ρ measure-
ment at 13 TeV or at 14 TeV, both with an uncertainty of 0.01.
6.7.1 First approach: σtot flattening
The very first approach we tried was based on the use of the latest PDG parametrization for
the total cross section:
σtot(a± b) = H
[
ln
(
s
sabM
)]2
+ P ab +Rab1
(
s
sabM
)−eta1
±Rab2
(
s
sabM
)−eta2
(6.45)
using the 2016 parametrization (corresponding values can befind inTab.(6.4)) and assuming
a simple flattening to a constant value at 20, 40 and 60 TeV, see Fig.(6.11). The correspond-
ing ρ-value have been calculated in these three cases.
It is important to underline that Regge terms has been taken into account but their contri-
bution at high energy has been proved to be negligible, in agreementwith the Pomeranchuk
theorem.
Figure 6.11: Total cross section calculated in different high energies sce-
narios. Black curve corresponds to the PDG parametrization assuming no
change. Yellow, green and red curves corresponds to a change of the total
cross section assuming constant value, respectively at 20, 40 and 60 TeV.
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The first step was the calculation of ρ in the different scenarios, with and without flatten-
ing, at 2 TeV, 8 TeV and 13 TeV to check the sensitivity of ρ to a change in the total cross
section behaviour. The results are summerized in Tab.(6.7).
Table 6.7: ρ values calculated via dispersion relation for different high-
energies scenarios.
Scenarios ρ at 2 TeV ρ at 8 TeV ρ at 13 TeV
No Flattening 0.141 0.135 0.132
Flattening at 20 TeV 0.141 0.126 0.109
Flattening at 40 TeV 0.141 0.133 0.126
Flattening at 60 TeV 0.141 0.134 0.130
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Figure 6.12: The ρ-parameter calculated with dispersion relation in differ-
ent high energy scenarios. Black curve corresponds to scenario with no
flattening. Yellow, green and red curves corresponds, respectively, to flat-
tening at 20, 40 and 60 GeV.
As can be seen, ρ calculated at 2 TeV is independent of different high energy scenarios for
σtot, while ρ at 13 TeV is the most sensitive.
After that, ρ values have been calculated at each energy value starting from 10 GeV, in steps
of 1 GeV. The sensitivity of ρ to the change of scenarios is appreciable only in the TeV energy
regime. The results can be seen in Fig.(6.12). As can be seen, the scenario with a flattening
at 20 TeV is the most likely to describe the new TOTEMmeasurement at 13 TeV in this first
simple approach.
6.7.2 Second approach: Change of Exponent at 15 TeV
The second tested scenariowas the one consideringσtot following the standardparametriza-
tion with a squared logarithmic evolution with energy up to 15 TeV. After that we consider
it changing its behaviour and starting to increase with a lower speed, corresponding to a
small power, see Fig.(6.13).
It was found that by changing the power to 1.6, we could bring down the ρ value to the
TOTEMmeasurement at 13 TeV, as can be seen in Fig.6.14.
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6.7.3 Block and Cahn approach
The attempts described so far demonstrate that by assuming a certain breakpoint for the
total cross section behaviour at a given energy, one can reproduce the drastic change in
ρ measured by TOTEM. Still it has to be underlined that such procedure is very rough and
somehowunnatural. The basicmessage is that indeed by changing theσtot parametrization
above the LHC energy range (but not far from), an impact on ρ value can be observed.
The next attempt has been to verify how σtot and ρ behave if we follow the suggestion from
Block and Cahn [101], in 1985. From the results emerged from the simultaneous fit to the
ISR data, it was found that they cannot be described by a simple logarithmic form as ln
(
s
s0
)
but they were well described by the ln2
(
s
s0
)
rise. They introduce an α parameter to allow
deviation from it, as follows:
ln2
(
s
s0
)
(
1 + αln2
(
s
s0
)) (6.46)
where α is a small positive number. The smaller it is, the closer the form is to the Froissart
bound [136]. The physicalmeaning foα is the energy scale atwhich the cross section change
its ln2s behaviour. As we know, the squared logarithmic rise is still a good description of
the total cross section, as latest COMPETE fit has demonstrated but it is possible that the
energy scale to see an eventual deviation it is beyond LHC energy regime.
We have investigated the effect for different α values, using the pre-LHC parametrization
from COMPETE, see Sec.6.4.
σtot = 0.307ln2
( s
29.1
)
+ 35.5 + 42.6(s)−0.46 ± 33.4(s)−0.545 (6.47)
where the ln2s rise has been replaced with Eq.(6.46).
We tried with three value for the energy scale:
• α = 0.0002
• α = 0.0004
• α = 0.0006
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Figure 6.14: The ρ-parameter calculated via dispersion relation assuming
a change in the total cross section parametrization at 15 TeV.
The ρ parameter has been, correspondently, evaluated by dispersion relation in steps of 1
GeV, for each α value. In Fig(6.15A) and Fig.(6.15B) can be seen the results for σtot and ρ.
The next step has been to determine σtot and ρ for different energy values, for these α
values:
• α=0.00017
• α=0.00027
• α=0.00037
• α=0.00047
• α=0.00057
Tab.(6.8) and Tab.(6.9) summerize the results obtained.
Among them, α=0.00037 has been chosen to repeat the study since it is the higher value
Table 6.8: σtot calculated with pre LHC parametrization corrected by
Eq.(6.46), varying α.
Energy [GeV] σ(α=0) [mb] σ(α=0.00017) [mb] σ(α=0.00027) [mb] σ(α=0.00037) [mb] σ(α=0.00047) [mb] σ(α=0.00057) [mb] TOTEM [mb] ATLAS [mb]
500 60.7 60.3 60.1 59.9 59.8 59.6 - -
600 62.8 62.4 62.1 61.9 61.7 61.4 - -
1960 78.2 77.2 76.6 76.9 75.6 75.04 - -
8000 100.9 98.7 97.4 96.02 95 93.9 101.7± 2.9 96.07±0.9
10000 105.04 102.5 101.02 99.7 98.3 97.08 - -
12000 108.5 105.6 104.05 102.6 101.1 99.7 - -
13000 109.9 107.02 105.4 103.6 102.3 100.9 110.6±3.4 -
14000 111.4 108.3 106.6 105.3 103.5 102 - -
Table 6.9: ρ calculatedwithpre LHCparametrization corrected byEq.(6.46),
varying α.
Energy [GeV] ρ(α=0) ρ(α=0.00017) ρ(α=0.00027) ρ(α=0.00037) ρ(α=0.00047) ρ(α=0.00057) TOTEM
500 0.142 0.139 0137 0.135 0.133 0.132 -
600 0.143 0.139 0.137 0.136 0.134 0.132 -
1960 0.144 0.139 0.136 0.134 0.131 0.129 -
8000 0.138 0.132 0.128 0.125 0.121 0.118 0.12± 0.03
10000 0.137 0.130 0.126 0.123 0.119 0.116 -
12000 0.136 0.129 0.125 0.121 0.118 0.115 -
13000 0.135 0.128 0.124 0.121 0.117 0.114 0.09± 0.01
0.10± 0.01
14000 0.135 0.128 0.124 0.120 0.117 0.113 -
which reproduce LHC results in terms of cross section, remembering that bigger is α the
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further the energy evolution is from the Froissart bound. In particular, if one looks at the
σtot value for 8 TeV will see that it almost corresponds to ATLAS measurement at 8 TeV.
The results can be found in Fig.6.16A for total cross section and ρ in Fig.6.16B. As can be
seen from Fig.(6.16)B the predictions obtained via dispersion relation following Block-Cahn
approach does not reproduce the TOTEMmeasurement at 13 TeV, although the change of ρ
behaviour that can be observed.
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Figure 6.15: Evolution of σtot and ρ, following the rise law proposed by
Block and Cahn. The black line corresponds to the preLHC parametrization
which the colored line to the parametrization with the introduction of the
three α values.
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Figure 6.16: Evolution of σtot and ρ, following the rise law proposed by
Block and Cahn. The black line corresponds to the preLHC parametrization
while the orange line to the parametrization with α=0.00037.
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6.7.4 KMR approach
Another approach is based on the recent paper "Elastic scattering at LHC" by Khoze, Martin
and Ryskin. Their predictions is based on a two-eikonal model [137] and take into account
both the non Odderon and Odderon possibility. The authors presented the result of their
calculation of ρ and σtot for 7 different energies between 100 GeV and 100 TeV and they are
shown in Tab.(6.10).
From Fig.(6.17), it can be seen that the model predicts lower values of ρ also without
Table 6.10: The prediction of ρ and σtot [137].
Energy [TeV] ρ σtot [mb]
0.1 0.141 48.3
0.546 0.129 64.6
1.8 0.121 78.1
7 0.113 95.5
8 0.112 97.4
13 0.109 104.2
100 0.099 136.2
any Odderon assumption (although its inclusion can improve the description of the TOTEM
measurement at 13 TeV).
In order to use the code for dispersion relation calculation and to give a prediction based
Figure 6.17: The energy dependence of the ρ-parameter from KMR differ-
ent approaches. Thefirst twodata points corresponds to proton-antiproton
scattering from E710 [124] and UA2/4 combined measurement [122]. The
second two points corresponds to TOTEMmeasurements at 8 TeV [131] and
13 TeV [134]. The dashed line (pp¯) and dotted-dashed (pp) curve correspon
to an alternative behaviour of ρ obtained from a description of data includ-
ing the Odderon while the full line represent the two-eikonal model de-
scription [137].
on the, the points from KMR predictions in Tab.(6.10) have been parametrized as follows:
σtot = 0.159ln2
( s
29.1
)
+ 2.5128ln
( s
29.1
)
(6.48)
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As can be seen, the formula has the same structure of the existing parametrization as it
regards the squared logarithmic term but with the addiction of a ln(s) term to properly de-
scribe the 7 points. Regge terms have been neglected since we are interested to understand
the behaviour in the LHC energy range.
The results are summarized in Fig.(6.18) and Fig.(6.19).
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Figure 6.18: Evolution ofσtot, following our parametrization based on KMR
approach. Note that the mismodelling at low energy is due to the fact that
we are neglecting Regge terms.
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Figure 6.19: Evolution of ρ, following our parametrization based on KMR
approach. Note that the mismodelling at low energy is due to the fact that
we are neglecting Regge terms.
As can be seen fromFig.6.19, the parametrization reproduces the TOTEMmeasurements
within their uncertainty, proving in a first stage that it is possible to give an explanation of
the change of ρ evolution with energy could not be due to the Odderon presence.
Conclusion
Dispersion relations applied to high energy physics have always been a powerful tool to pre-
dict total cross section evolution with energy, due to its sensitivity to the behaviour of real
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to imaginary part of the forward elastic scattering ratio, ρ. The measurement of this pa-
rameter has given prediction on the σtot behaviour well above the available center of mass
energy, starting from ISR.
The new scenario opened by the TOTEM ρmeasurement at 13 TeVmakes really interesting
the exploration of this field of physics.
In this Chapter, we have described what has been the evolution of the models and the
present measurements of σtot and ρ up until now.
The purpose ofmy studies, which are still on going, is to verify if it is possible to understand
the new ρmeasurements without the assumption of the Odderon presence but instead con-
sidering a drastic change in the total cross section behaviour at high energies. The results
until now look promising both using very simple approach and more complex model based
methods.
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Appendix A
The LUCID Detector
Luminosity is a fundamental parameter since it reflects the capability of a collider to pro-
duce a significant statistical sample of a certain class of events. A precise and reliable mea-
surement of the luminosity is necessary both for offline analysis and for beam and perfor-
mancemonitoring purposes. One of themain contributions to the systematic uncertainties
on some cross section measurements is the one related to luminosity that has to be there-
fore kept at the order of few % in particular for precision measurements such as, for exam-
ple, Standard Model checks.
The ATLAS approach is redundant, exploiting several detectors and multiple algorithms.
Since 2015, LUCID (LUminosity measurements using Cherenkov Integrating Detectors) is the ref-
erence detector for online and offline ATLAS luminositymeasurements. In the next section,
luminosity concept and measurements will be treated together with the description of the
upgraded LUCID detector, with particular attention to what regards the upgrade of design
and electronics and the gain monitoring system for the Run2 data-taking of relevance for
this thesis.
I have worked to the devolopment and mantainance of a dedicated code for the analysis of
the data to keep under control the stability of the sensors gain and performed on a regular
basis the calibration data analysis. Morover, I have supervised the LUCID operations as run
coordinator for various periods of the Run2 data-taking.
A.1 The Concept of Luminosity
The term Luminosity, from Latin term lumen (light) was for the first time introduced in parti-
cle physics by Touschek, one of the founding fathers of the AdA experiments at the Frascati
Laboratory, in analogy with the astronomical definition. AdA (Anello di Accumulazione, i.e.
storage ring) was an e+e− collider and the luminosity (or source factor, term initially used)
connected the e+e− cross-section with the annihilation rate [138].
According to that, the most general definition of luminosity is:
L =
R
σ
[cm−2s−1] (A.1)
Eq.(A.1) represents the instantaneous luminosity defined as the proportionality factor be-
tween the event rateR and the cross section σ for a certain process, measured in cm−2s−1.
For a collider, it provides information about its instantaneous performance. Itmayfluctuate
on time scales from tens of nanoseconds to minutes and it tipically decays exponentially,
following the lawL = L e− tτ . At LHC, τ is∼= 14 h.
The integrated luminosity L is the instaneous luminosity integrated over a certain time
interval.
L =
∫
Rdt
σ
=
N
σ
(A.2)
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where N is the number of produced events for a process with cross section σ, in the inte-
gration interval. It is expressed in cm−2 or in inverse barns [b−1].
After this general introduction to the concept of luminosity, we can go through the lumi-
nosity measurements at ATLAS, with a description of the different approaches used.
A.1.1 Luminosity Measurements in ATLAS
As already explained in Chapter 2, LHC beams are not continuous but consist in bunches of
synchronous particles. The bunch luminosity can be expressed as:
Lb =
Rbinel
σinel
(A.3)
where Rbinel is the rate of inelastic pp collisions in a certain bunch b (see 2.1.1) and σinel is
the pp inelastic cross section. Eq.(A.3) can be re-written as:
Lb =
µbfr
σinel
(A.4)
where fr is the LHC revolution frequency (∼ 11 kHz). The instantaneous luminosity summed
on all bunches is:
L =
∑
nb
Lb =
∑
nb
µbfr
σinel
(A.5)
where nb is the total number of colliding bunches.
In Eq.(A.4), a new fundamental parameter has been introduced: µ, the average number of
inelastic pp interactions per bunch-crossing (BC), also called pile-up parameter. What we
can conclude from this expression is that the instantaneous luminosity can be determined
measuring the ration µσinel . Sinceµ follows the beam degradation formulaL = L e
− t
τ , the
luminosity is evaluated in short time periods called Luminosity Blocks (LB), in which it can
be considered constant. In ATLAS the typical duration of a LB is 60 s.
There are several methods for luminosity measurement which can be divided as follows:
• Event-Counting algorithms are based on the determination of the fraction of bunch
crossing in which a specified detector registers an "event" satisfying a given selec-
tion requirement. For example, a bunch crossing contains an event if at least one pp
interaction induced at least one observed hit in the luminosity detector.
• Hit-Counting algorithms are based on the counting of the number of hits in the lumi-
nosity detector. A hit can be for example a signal above threshold in a single electronic
channel.
• Particle Counting algorithms are based on themeasurement of quantities proportional
to the instaneous particle flux in the detector (e.g., the number of tracks or vertices
in the Inner Detector, the energy distribution in the calorimeters, the total ionizing
current, etc.).
However, this is a relative luminosity determination since the detectors can only measure
the average number of visible interactions, µvis depending on their efficiency and accep-
tance. Eq.(A.4) can be rewritten as:
L =
µvisfrnb
σinel
=
µvisfrnb
σvis
(A.6)
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where  is the efficiency for detecting one inelastic pp interactionwith the defined selection
criteria and σvis is the visible cross section, the calibration constant needed to relate µvis
to the absolute luminosity. The calibration parameter depends on the experimental condi-
tions (i.e., colliding particles, the available center of mass energy, the pseudorapidity and
the transverse momentum distribution) and on the luminometer and reconstruction algo-
rithm.
At this point, we havemade a second important distinction inside the concept of luminosity
between the relative and absolute. Both of themare fundamental to convert a ratemeasure-
ment to a cross section measurement.
The absolute luminosity is expressed in an absolute scale through an accurate calibration
procedure and it directly enters in the cross section measurement. The relative luminosity
is essential in the monitoring of relative variations in instantaneous luminosity. Diagnostic
procedure with luminosity is really useful also for beam tuning and collision optimization.
The overall performance of the collider is monitored keeping under control the long-term
evolution of the integrated luminosity, while the absolute specific luminosity (luminosity per
bunch andper unit bunch intensity, defined in Eq.(A.7)) provides information onbeamemit-
tances and collider optics.
Lspec =
Lb
n1n2
=
fr
2piΣxΣy
(A.7)
where n1 and n2 are the bunch population, respectively for beam 1 and beam 2, whileΣx
and Σy are the convolved beam widths in the transverse plane (Fig. 2.6).
ATLAS Luminosity Algorithms
The value of µvis is necessary to determine the luminosityL within each LB, if these two
assumptions are valid:
• the number of pp interactions follows the Poisson statistics;
• the efficiency 1 to detect a single inelastic pp interaction does not change if, in the
same bunch crossing, several interaction occur.
As a consequence, the efficiency n for detectingn interactions occurring in the samebunch
crossing is:
n = 1− (1− 1)n (A.8)
In most of the experiments operating in a collider, the luminosity detectors consist in two
independent parts placed symmetrically with respect to the interaction point: Forwards
andBackwards, in ATLAS labelled, respectively, "A" and "C". According to the request on the
hits recorded in the two sides, Event-Counting algorithms can be divided in two categories:
inclusive or coincidence algorithms.
Event-OR is an inclusive algorithm where a bunch crossing is considered as containing an
event if at least one hit is observed in the luminosity detector (either A and C or both).
Under the Poissonian assumption, the probability of observing at least one event in one of
the two sides is given by:
PEvent−OR(µORvis ) =
NOR
NBC
= 1− e−µORvis (A.9)
where µORvis = µOR, with OR being the single interaction detection efficiency of the de-
tector, and NOR the number of bunch-crossings, in a given LB, in which at least one pp
collision satisfies the event-selection criteria of the OR algorithm over a total number of
bunch-crossingsNBC occurred in the same time interval.
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Solving Eq.(A.9) for µORvis , we get:
µORvis = −ln
(
1− NOR
NBC
)
(A.10)
Event-OR algorithms can be single-side or double-side, if they distinguish or not between the
detector sides in which the hit is detected.
Coincidence algorithms (Event-AND) require both sides to record an event in the same
bunch-crossing (i.e., within 25 ns at LHC). In this case, the relation between µvis and N
is more complicated with respect to the inclusive algorithm because the AND condition can
be satisfied both by single pp interaction or from single hits from different pp collisions in
the same bunch crossing. As a consequence, three different efficiencies have to be taken
into account: A, C and AND, corresponding to having, respectively, at least one hit in
the A-side, at least one hit in the the C-side and at least one hit per side. Assuming equal
efficiencies and acceptances on the two sides, the probability of recording an AND event is:
PEvent−AND =
NAND
NBC
= 1− 2e−µ(AND+OR)/2 + e−µOR (A.11)
Since this relation cannot be inverted analytically to determine µANDvis , a numerical inver-
sion has to be performed instead.
Event-counting algorithms loose sensitivity when µvis»1 because fewer and fewer bunch-
crossings report zero observed eventes in a given time interval, implying NORNBC → 1, condi-tion that makes Eq.(A.9) no longer usable: this effect is know as saturation or zero starvation.
In such experimental conditions, the hit-counting algorithm is used: the number of hits in a
given detector is counted rather than just the total number of events. Under the assump-
tion that the number of hits has a binomial distribution and the number of interactions per
BC follows a poissonian one, the average probability of having a hit per bunch crossing in
one of the detector channel can be computed as:
PHIT (µ
HIT
vis ) =
NHIT
NBCNHIT
= 1− e−µCHvis (A.12)
NHIT andNBC are, respectively, the total number of hits and bunch crossins during a cer-
tain time interval, whileNCH is the number of detector channels, each having an indepen-
dent probability to record a hit. It is important to underline that the binomial assumtions
stands only if the probability to observe a hit in a channel is independent of the number of
hits observed in the other channels. It follows that the mean number of interactions is:
µHITvis = −ln
(
1− NHIT
NBCNCH
)
(A.13)
Despite being preferrable to event-counting in high-µ regime, the hit-counting algorithm
are more sensitive with respect to the event-counting ones to instrumental effects such as
threshold variations, instrumental noise, channel-to-channel efficiency variations, etc.
The validity of the poissonian assumption strictly depends on the condition expressed by
Eq.(A.8) which states that the efficiency for detecting an elastic pp interaction is indepen-
dent of the number of interactions that occur in each bunch crossing or, from a detector
point of view, the interactions are independent of each other. Unluckily, this is intrinsi-
cally not true when a threshold is set to define a hit (and consequently one event): for
example, if two pp interactions occur in the same bunch crossing, both producing signals in
the detector individually below threshold but whose sum is above threshold, then the as-
sumption in Eq.(A.8) is violated. The result is that non-linearities appear in the luminosity
A.1. The Concept of Luminosity 195
measurement with increasing pile-up µ: this effect is known asmigration. It can be reduced,
but never eliminated, by lowering as much as possible the thresholds paying as a price the
increase of the effeciency of the algorithm and thus lowering the saturation limit with µ.
Migration becomes important in case of high pile-up parameters and, as one can expect, it
affects more hit-counting methods than event-counting ones.
Another type of algorithm used is based on the measurement of observables directly pro-
portional to the rate of particles interacting in the detector: the particle counting algorithms.
These methods are intrinsically free from migration effects, since no threshold is used to
define an event or a hit. One of the approaches used by ATLAS is the measurement of the
current drawn by the readout PMTs connected to the calorimeters which is proportional to
the particle flux inside the layers, which is, in turn, proportional to the luminosity. Other
examples are themeasurement of the energy deposit in the calorimeters or the track count-
ing inside the inner detector.
ATLAS Online and Offline Algorithms
The online luminosity monitoring are used to provide luminosity information for machine
tuning indipendently of the state of the acquisition system. In ATLAS the calculation and
publication of instantaneous luminosity data is performed by the Online Luminosity Calcu-
lator (OLC) and the results are displayed in the ATLAS Control Room and sent to the LHC
operators with a frequency of about 0.5 Hz for fast feedback on accelerator tuning. The
main task of the OLC is to collect the raw information such as event and hit counts, num-
ber of colliding bunches, number of LHC orbits in time interval and then determine µ and
luminosity. Due to the small time allowed for online luminosity calculation, no background
subtraction is performed. The output are the instantaneous luminosities averaged on the
number of colliding BCIDs, computed for all luminosity algorithms.
Most ATLAS detectors provide an LB-averaged luminosity, except for LUCID (see Fig.(A.1))
and BCM whose readout boards provide bunch-by-bunch luminosity information for each
LB, as well as the luminosity per LB summed over all colliding BCIDs. For these subsystems,
Figure A.1: µmeasured by LUCID as a function of the bunch-crossing num-
ber averaged over the duration of the run, in a physics fill in 2016.
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the OLC calculates the bunch-integrated luminosity using the following sum over all the col-
liding BCIDs:
L =
∑
i∈BCID
µvisi fr
σvis
(A.14)
Morover the same algorithms are implemented for the offline analysis, with the advantage
of the possibility to perform background subtraction and update withmore precise calibra-
tions, when available.
ATLAS Absolute Luminosity Calibration
As anticipated, each luminometer and algorithmmust be calibrated to determine its visible
cross section σvis to obtain the absolute luminosity. There are several methods to obtain
the calibration constant. ATLAS exploits the beam-separation scans method, by measuring
the beam-overlap area directly at the IP in dedicated runs in controlled and optimized con-
ditions. It was first proposed by Simon van der Meer at the ISR (Intersecting Storage Ring at
CERN) [139]. The underlying idea is to measure the parameters of the colliding bunches,
namely the transverse dimensions of the beams, by varying the distance between the col-
liding beams in dedicated scan sessions. Once measured the two transverse dimensions σix
and σiy (i=1,2) and knowing the number of protons (N1 andN2) in the two beams, using:
L =
N1N2frNb
2pi
/
√
σ21x + σ
2
2x
√
σ21y + σ
2
2y (A.15)
the absolute luminosity at zero beam-separation from the beam parameters can be ob-
tained. By comparing this luminosity with the visible interaction rate µvis, measured by
the luminosity detectors, the calibration constant σvis is extracted.
Going into details, the bunch luminosity can be expressed in the transverse plane in terms
of colliding beam parameters and, in case of head-on collisions (i.e., zero crossing angle), see
Fig.(A.2), is given by:
L = frn1n2
∫
ρ1(x, y)ρ2(x, y)dxdy (A.16)
where ρ1(x, y) and ρ2(x, y) are the particles densities in the transverse plane of beam 1
Figure A.2: Graphical representation of an head-on collision.
and beam 2, respectively. Assuming that the particle densities may be factorised into inde-
pendent horizontal and vertical components, Eq.(A.16) becomes:
L = frn1n2Ωx(ρˆx1, ρˆx2)Ωy(ρˆy1, ρˆy2) (A.17)
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where
Ωx(ρˆx1, ρˆx2) =
∫
ρˆx1(x)ρˆx2(x)dx (A.18)
Ωy(ρˆy1, ρˆy2) =
∫
ρˆy1(y)ρˆy2(y)dx (A.19)
which are the beam-overlap integrals in the two transverse directions. Considering the x
direction, the integral is:
Ω(ρˆx1, ρˆx2) =
Rx(0)∫
Rx(δx)dδx
(A.20)
whereRx(δx) is the visible rate measured by a certain luminosity detector during a x-scan
when the two beams are separated, horizontally, by the distance δx (Rx(0) is the zero beam
separation condition).
Defining the parameter Σx as:
Σx =
1√
2pi
∫
Rx(δx)dδx
Rx(0)
(A.21)
the bunch luminosity can be written, making the same procedure also for Σy , as:
L =
frn1n2
2piΣxΣy
(A.22)
Eq.(A.22) is a general expression from which one can determine the luminosity from ma-
chine parameters by performing a pair of beam-separation scans in the x and y. Assuming
a Gaussian luminosity curve, Σx and Σy coincide with the standard deviations of the hori-
zontal and vertical distributions.
Equating the absolute luminosity obtained with this method at the peak of the scan curve
to the µvis obtained by a particular algorithm, the calibration constant will be:
σvis = µ
MAX
vis
2piΣxΣy
n1n2
(A.23)
It is important to underline that the van der Meer scan is a completely general calibration
method. For example, in the case of non-zero crossing angle the peak luminosity is reduced
by the same factor resulting in the cancelation of the increase of the measured value Σx by
the decrease in the maximum of the distribution.
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Figure A.3: Visible interaction rate per bunch crossing and per unit bunch-
population product, for the LUCID algorithm LUCID Bi HitOR that has pro-
vided the reference ATLAS luminosity, versus the beam separation∆X dur-
ing horizontal scan 1 in the July 2017 luminosity calibration session. The
total rate measured for a single colliding bunch pair located at bunch-slot
number 1112 in the fill pattern is shown as red circles, and the background-
subtracted rate as magenta squares. The background is dominated by ran-
dom counts from the radioactive Bismuth source used for phototube gain
calibration (blue triangles), as estimated from the ratemeasured in the pre-
ceding unfilled bunch slot. Also shown is the beam-gas background (green
triangles) measured using non-colliding bunches. The beam-separation
values are corrected for orbit-drift and beam-beam deflection effects. The
background-subtracted rate is fitted by a Gaussian multiplied by a fourth-
order polynomial plus a constant (dashed curve). The error bars are statis-
tical only, and in most cases smaller than the size of the marker [31].
The procedure followed for the van der Meer scan is really time-consuming and chal-
lenging. Usually, it consists on the following steps:
• The horizontal scan is performed starting at zero nominal separation and moving to
themaximum separation in negative direction, stepping back to zero and again to the
maximum in the positive direction. The maximum separation in ATLAS is 6σb and it
is scanned in 25 steps. Finally, it returned to the nominal zero separation.
• The same procedure is performed for vertical plane.
• In each of the 25 steps, the beams are left quiescent for about 30 s. In this time inter-
val, relative luminosities are measured and recorded together with nominal separa-
tion, beam currents and other relavant accelerator parameters.
The other important quantity to measure is the maximum rate at zero beam separation
RMAX , see Fig.(A.3).
σvis =
RMAX
LMAX
= RMAX
2piΣxΣy
nbfr(n1n2)MAX
(A.24)
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Since themeasurements in the horizontal and vertical plane are independent,RMAX is the
average ofRMAXx andRMAXy .
A.1.2 ATLAS Luminosity Subdetectors
The ATLAS strategy to understand and control systematic uncertainties affecting the lumi-
nosity determination is to compare measurements obtainted from different detectors. The
rate of inelastic pp interactions is determined using multiple event and hit counting algo-
rithms as well as particle counting algorithms which exploit different observables.
The main detectors involved in the luminosity measurements can be seen in Fig.(A.4). A
Figure A.4: Main ATLAS Luminosity detectors.
reliable luminosity sub-detector must fulfil three main requirements:
• To provide final absolute integrated luminosity values for offline analyses, making it
available both for the full data sample and for short periods, implying that it must be
measured and provided for each LB. Data are indeed used only if some quality criteria,
available LB by LB, are satisfied. For this reason, LB are short in order to not discard
too many data. Tipically, they last 1-2 minutes and they are uniquely identified by
tags.
• To ensure fast online luminosity monitoring to LHC (1-2 seconds) for efficient beam
steering and machine optimisation. Fast luminosity measurements are also used to
tune the ATLAS triggers.
• To fast check the running conditions to monitor the structure of the beam and beam-
induced backgrounds.
While LUCID, the ATLAS preferred detector, will be described in details in Sec.(A.2), the
other detectors providing luminosity to ATLAS will be briefly treated in the following.
Inner Detector
The ATLAS Inner Detector (see 2.3.2) is used tomeasure themomentum of charged particles
in a pseudorapidity range of |η|<2.5. The main purpose of the ID in terms of luminosity is
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to count the primary vertices and the tracks produced in inelastic pp collisions during a
LB, exploiting its high efficiency in tracking particles. In ATLAS it is only used as offline
measurements.
BCM: Beam Condition Monitor
The main task of the Beam Condition Monitor (BCM) is to monitor beam losses and provide
fast signals that will abort the beam safely in case of dangerous loss rates [140]. Together
with LUCID (as it will be explained later), it is able to provide bunch-by-bunch luminosity
measurements. It consists of two sets of four modules mounted symmetrically at a position
of z = ±1.84 m and at a radius of 55 mm with respect to the beam axis, on each side of the
interaction point, covering an area of |η|=4.2. The sensors are made of 500 µm thick radia-
tion hard polycrystalline chemical vapor deposition diamonds and they are mounted with
a tilt of 45 degrees with respect to the beam axis. A fast readout enables the measurement
on a per-bunch level and allows to measure time of flight and pulse amplitudes. Each signal
is splitted into a low and high amplitude channel. The low-level threshold channels have
MIP sensitivity and they are suited to luminosity measurements. There are two readout
path: one for the four horizontal modules (BCM-H), one for the four vertical ones (BCM-V),
leading to two independent luminosity measurement.
Calorimeters
An independent luminosity measurement is performed by the two ATLAS calorimeters,
FCAL and TileCal, to provide a cross-check of the stability and non-linearities of the main
luminosity subdetectors (see 2.3.4). The current drawn in TileCal modules and across the
liquid argon gaps in FCal modules are used, since they are directly proportional to the par-
ticle fluxes across the calorimeters, proportional to the luminosity. The measurements are
performed over each LB. A detailed description of the two calorimeters is given in Chapter2.
A.2 LUCID-2 Detector
LUCID is the only ATLAS detector dedicated enterely to luminosity measurements. After
the Run1 shutdown, it was redesigned in order to cope with new demanding experimental
conditions imposed by Run2.
The old LUCID-1 has been used during the years 2009-2013 [33]. It consisted of two stations
placed symmetrically with respect to the interaction point, at z=17 m. Each station was
made of twenty 150 cm long Cherenkov detectors, consisting of aluminum tubes with 14
mm diameter, pointing towards the interaction region, filled with a radiation gas, C4F10,
and read-out by photomultipliers PMTs. The light produced in it was collected in two dif-
ferent ways. The original LUCID-1 detector was designed to measure luminosity with a 5%
precision up to aµ ≤10. As theµ-valuewas increased up to 20 in 2011,migration effectswere
noted causing a spoiling in luminosity determination. At the same time, itwas observed that
the particles produced enough Cherenkov light for sizeable signals, when crossing the 1.2
mm quartz windows. As a consequence the detector was operated without gas for almost
all the 2011 data-taking and for the entire 2012.
This was the very first step towards the new LUCID-2 detector, as it will be explained.
The main reasons which lead to a complete redesign were:
• the LHC machine peak instaneous luminosity increase by a factor about two, from
0.77×1034 cm−2s−1 for Run1 to 1.7×1034 cm−2s−1 in Run2. The expected larger
pileup would increase the migration and in addition some event counting algorithms
were already close to saturation, or already saturated during Run1.
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• the change of the LHC beam pipe material from stainless steel to aluminium. Monte
Carlo simulation suggested that this would have increased the number of particles
hitting LUCID by a factor of 4, impacting on luminosity algorithm saturation.
• the bunch spacing reduction from 50 ns to 25 ns called a new electronics to keep the
signal duration lower than this.
For these reasons, during the long shutdown between 2013 and 2015, the LUCID-1 had been
removed and it was decided to built a new LUCID-2 detector, which could meet the chal-
lenges of LHC Run2 and beyond.
A.2.1 LUCID-2 Design
LUCID-2 has been designed in 2013, installed in 2014 and commissioned in 2015 [49]. The
requirements for the new detector were:
• the stability over a wide luminosity range (an average number of interaction per
bunch crossing going from 10−3 up to 100), over a full year data-taking and in dif-
ferent running condition, indipendently of the type of accelerated particles, filling
bunch scheme, bunch spacing, etc.
• radiation hardness to cope with the expected dose of∼ 200 kGy in the full Run2.
• fast read-out electronics in order to cope with the reduced time separation between
colliding bunches (from 50 ns to 25 ns) and able to provide information bunch-by-
bunch and every 60 s (i.e., per LB).
LUCID-2 consists in twomodules (named A and C, following the ATLAS naming convention)
placed symmetrically around the beam pipe, at 17 m from the interaction point. Each mod-
ule is installed on a carbon fibre cylindrical support tube surrounding the LHC beam-pipe,
at a radial distance of about 10 cm from it. Fig.(A.5) shows one of the two LUCID-2 modules
with the 2016 configuration. As can be seen, the active part of the detector can be divided
into two groups [141]:
• The PMT detector. Four groups of PMTs per side, acting like independent detectors:
– Bi-detector. FourHamamatsuR760PMTswithquartzwindowacting like Cherenkov
medium, with a radius of 10 mm, equipped with liquid 207Bi radioactive sources
for gain monitoring purposes.
– Bi2-detector. Same as Bi-detector.
– Modified detector. Four PMTs with quartz window’s radius reduced to 7 mm.
Their acceptance has been reduced with the insertion of an aluminum layer
masking an external ring shaped portion of the photocatode. In 2016, they were
connected to the LED and laser system for the gain monitoring.
– Spare detector. Four Hamamatsu R760 PMTs with a quartz window with radius
of 10 mm used as spares in case of malfunctioning of the other ones.
• The Fiber detector. Four bundles of quartz fibers used as Cherenkov medium, read
out by four PMTs, placed in a lower radiation area. The subsystem is connected to
the LED and Laser system for the gain monitoring and read-out by PMTs of the same
type as the other parts.
202 Appendix A. The LUCID Detector
Figure A.5: Sketch of one module of LUCID-2 detector, with its main com-
ponent enlightened.
A peculiarity of this new design is the novel and original gain monitoring system based on
the 207Bi radioactive sources, which will be explained in details in the following sections. It
is important to underline that, during, the 2015 data-taking, it became clear that this sys-
tem was superior to the LED calibration leading to the decision to equip all the PMTs with
radioactive sources and therefore the LED system was dismissed except than for the fibers
detector.
LUCID-2 exploits the PMTquartzwindow as Cherenkovmediumand, knowing that its thick-
ness is 1.2 mm, the Cherenkov kinetic energy threshold is about 175 keV. Charged particles
crossing the window produce light, converted into an electrical signal in the PMT cathode
and amplified by the dynode chain with a typical gain G∼105. Eventually, a measurable sig-
nal is produced. Analogously, quartz fibers act as Cherenkov radiators.
Since LUCID-2 is placed in a high radiation area, several studies have been done to test the
PMT radiation hardness. The expected upper limit of radiation dose and neutron flux was,
respectively, 200 kGy and 2.6×1014 n/cm2. The PMTs have been exposed to two types of
radiation:
• γ radiation from the CALLIOPE 60Co source at ENEA [142].
• TAPIRO neutron facility at Enea [143].
The results lead to the conclusion that, despite the increase of dark current, there was no
impact on signal shape or PMTgain. Also quartz fiber, PMT-bases and cableswere irradiated
and no degradation of their performances was observed.
A.2.2 LUCID Electronics
Themain innovation of the new LUCID-2 electronics has been the insertion of four (two per
side) custom-made VME boards called LUCROD (LUCid Read-Out Driver), which were entirely
designed in the Electronic Laboratories of the Bologna section of the INFN. The board is
schematically represented in Fig.(A.6).
A LUCROD board features 16 lemo analog inputs (each receiving the signal from 1 PMT), 16
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Figure A.6: Block diagram of the LUCROD board
lemo analog outputs, four lemodigital input/output for triggering and debugging purposes,
a TTCrq to receive external synchronization signals and optical transceivers to deliver dig-
ital information. Thanks to the TTCrq, its internal clocks can be aligned with the ATLAS 40
MHz clock. Each LUCROD input is preamplified up to a factor of 16 by two independent and
programmable amplifiers, one serving the analog output and one feeding a 320 MHz Flash-
Analog-to-Digital Converter (FADC) with a 12-bit resolution for a 1.5 V dynaminc range.
It hosts one group of eight channel FPGAs directly connected to the inputs. In the time
window of a BCID period (25 ns, corresponding to 8 clock samples), digitized inputs are
summed over to provide charge information, while the maximum height is compared to a
programmable threshold to define hits. While charge and hits information are accumulated
in 3564-slot FIFOs, 64 samples of the digitized waveforms are made available for VME read-
out upon the presence of a trigger, electable between a programmable portion of the LHC
orbit or the presence of a hit. This readout step allows the monitoring of the data stream
with a sampling, available for each PMT waveform.
The other two FPGAs, receive charges and hits from programmable combination of the
channel FPGAs, providing charge-sums, hit-sums and events sums on a BCID basis. In addi-
tion, they transmit hits to the output transceiver that feeds optical fibers connected to the
other type of board, the LUMAT.
The LUCROD boards are placed about 15 m away from the photomultipliers. They are con-
nected to them by thick and fast high-performance cables in order to avoid the signal dis-
persion before digitization. In such a way, the signal duration is guaranteed to be below 25
ns, the LHC bunch spacing, as can be seen in Fig.(A.7) which shows a typical 207Bi signal,
recorded by a LUCROD board. Since the LUCRODs are placed near to the PMTs, they are not
Figure A.7: 207Bi signal recorded by a LUCROD board. As can be seen, the
duration of the signal is within 25 ns, LHC bunch spacing duration.
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accessible during LHC running periods. A dedicated firmware has been developed to allow
reloading and changing the firmware itself, a feature necessary to recover fromSingle Event
Upset (SEU).
The two LUMAT are 9U VME boards developed by the Bologna INFN group, as well as the
Figure A.8: Scheme of the LUCID electronics.
LUCRODs, and they are placed 100 m away from the detector. While the LUCROD board
evaluates luminosity for single channel as well for single-side OR algorithms, the LUMAT
provides luminosity measurements based on the correlation among the two sides, since it
receives hits from both sides. The cumulated data read at the end of each LB is provided
for further elaboration to the Information Service (IS) where data remain available for the
online calculation. Fig.(A.8) shows the scheme of the LUCID electronics.
A.2.3 LUCID-2 Luminosity Algorithms
The methods generally used to measure luminosity have been already explained in A.1.1.
LUCID-2 exploits both Event/Hit-counting algorithms and particle flow algorithms. LUCID
Event and Hit counting algorithms are chosen according to the µ - range. Moreover, thanks
to the LUCROD boards, it is possible to count the number of hits in individual PMTs which
can definitely act as independent detectors.
The most important innovation for LUCID-2 in term of luminosity calculation is the charge
algorithms implementation. This method is based on measuring the integral of photomulti-
plier pulses. The measured quantityQTOT is the sum of the integrals of all pulses during a
luminosity block both from individual and several photomultipliers. QTOT is proportional
to the luminosity, meaning that it is immune from migration effects and independent of
the Poisson assumption (see A.1.1). However, charge algorithm are more sensitive to the
background due to the absence of a threshold and to photomultiplier gain changes, which
have to be kept under control through a reliable gain monitoring system (see A.2.4).
A.2.4 LUCID Gain Monitoring System
An essential part of providing a precise luminosity measurement is the use of a reliable
method tomonitor the photomultipliers gain stability over a year’s running. Initially, three
independent systems were designed, each exploiting a different technology and applied to
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a different set of photomultipliers.
Initially, 16+16 PMTs were fed with both LED and laser light, carried by quartz optical fibers,
while 4+4 were equipped with 207Bi radioactive sources that produce, via internal conver-
sion, electrons above the Cherenkov threshold in the quartz windows. Calibrations runs are
performed at the end of each LHC fill to evaluate gain changes caused by the charge pro-
duced in the dynode chain. A change of 5% in gain reflects in a 1% change in the luminosity
measured by hit algorithms and in a 5% change for the charge algorithms. Fig.(A.9) shows
a schematic view of the two systems for one module, as it was in 2015. In the following,
both the systems will be described with particular attention to the one based on radioac-
tive sources.
My main involvement in LUCID activities during my PHD has focused on the development
and the maintenance of a code for the daily monitoring of the PMTs gain stability.
The gainmonitoring dedicated runs are performed before and after each physics fill, as will
be explained in the next sections. The data are coherently recorded on DCS (2.3.8). My code
takes themas input and analyzes charge, amplitude and high voltage values for single PMTs.
The data are scaled, year per year, to a reference run typically performed at the beginning
of the data taking. The offline analysis allowed to spot possible instabilities from single sen-
sors and to perform data-quality monitoring and performance studies of the sensors. The
results obtained from this analysis have been crucial both to understand which gain mon-
itoring system had the better performance and to draw conclusion about which algorithm
was more reliable for online and offline luminosity measurements.
Fig.A.10, A.13, A.14 are trend plots obtaining from my analysis of the calibration data.
Figure A.9: Schematic view of the two different gain monitoring system in
2015.
The LED and Laser System
The LEDs are pulsed at the LHC orbit frequency and it can produce large signals in the PMTs.
During the calibration runs, the mean value of the amplitude and the charge of the signals
are used to monitor the gain stability and to allow the automatic correction by readjust-
ments to the PMT high voltage. PIN-diodes are used to monitor LED intrinsic stability and
possible light intensity fluctuations and to correct he observed signal in the PMTs. The
omogeneous distribution of the light to all PMTs is ensured by a diffuser which allows a
simultaneous illumination. A ring-shaped filter is placed inside the diffuser in front of the
PMT calibration fibers to solve the issue due to the different sensitivity to light of the PIN-
diode and the PMT, i.e. the light must be intense enough for the former but small enough
for the latter to not saturate the readout electronics. The LED light is carried by fibers in-
serted to the PMTwindow through a connector. However during the data-taking, it became
clear that such connectors were a major source of background, due to the material activa-
tion induced by the particle fluxes. In Fig.(A.10) the stability of the LED light monitored by
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the PIN-diode is shown. As can be seen, after a drop of about 4%, a good stability has been
kept for all the 2016 data-taking. As it regards the LASER system, the light is provided by
the ATLAS Tile calorimeter calibration systemwith the monitoring of the light stability (no
need for additional monitoring with PIN-diodes). Also in this case, a cylindrical diffuser
was designed to distribute the light to all PMTs but collimated, contrary to the one for the
LED light. It connects the single larger fiber coming from the LASER source to the bundle
of smaller fibers going to PMTs, all arranged in circular geometry. Two fibers, one in the
very central part of the bundle and one in the peripheral part, are used to provide light to
a single PMT because the light is not radially constant. Due to the problems induced by the
Figure A.10: LED light stability as monitored by PIN-diode during the 2016
data-taking. The plot has been obtained using my analysis code.
LED fiber connection and to non-fully understood results of the calibrations the LED/Laser
system was abandoned towards the Bi-based calibration system (see next paragraph) with
the exception of the fibers detector.
The 207Bi system
The gain monitoring system based on radioactive sources of 207Bi is completely new and it
was used for the first time in LUCID. 207Bi produces, via internal conversion (see Fig.(A.11)),
electrons with an energy of 482, 554, 566, 976, 1048 or 1060 keV, all above the Cherenkov
threshold in quartz. However only electrons with an energy above 900 keV can penetrate
the full quartz window before being stopped. Moreover, 207Bi half-time is 33 years which
means that the source will not change rate significantly during the detector lifetime. Ra-
dioactive sources were obtained from the Oak Ridge laboratory (USA), while the applica-
tion over the PMT windows was made at the radiological laboratory in Alberta University
(Canada).
The advantage on such amethod is that is free from possible instabilities of input light and
from degradation of the optical fibers transporting it, since the 207Bi is directly deposited
on the PMT quartz window. It do not suffer from the issue of the background induced by
material activation, as it is for the LED system. In addition, as can be seen from Fig.(A.12),
the amplitude distribution of electrons from internal conversion is really similar to the one
from LHC interactions as so is the wavelength of the photons being from Cherenkov light
as the ones from particles coming from collisions. This is a particularly important feature
which is not satisfied by the LED calibration system.
A critical parameter to be considered is the activity of the source because it has to be
large enough to allow calibration runs and to provide enough statistics in a reasonable time,
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Figure A.11: 207Bi internal conversion.
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Figure A.12: Pulse-height distributions from a LUCID photomultiplier
recorded in a 13 TeV run (blue) and in a calibration run (red) in 2015 data-
taking.
but not too large to not spoil luminosity measurement during the usual data-taking. The
omnipresent background from Bismuth was proved to be not worrisome during high lumi-
nosity operation but problems could arise when performing special runs in low luminosity
conditions (van der Meer scans, high-β∗ runs). To meet these requirements, a typical ac-
tivity between 30 and 45 kBq (corresponding to a dose rate at 3 cm of 3.5 and 5.5 µSv/h) has
been used.
The mean charge and the mean amplitude of signals are measured for each sensor and the
values are used to estimate the PMT gain trend. In case of deviation from the reference
value defined at the beginning of the data-taking, an automatic procedure varies the PMT
high voltage to compensate.
This system has proved itself so successfull during the 2015/2016 data-taking that at the
start of 2017, all the PMTs have been equippedwith radioactive sources, with only the PMTs
in the FIBER detector monitored with LED and LASER signals. In Fig.(A.13), the charge de-
viation relative to a reference run as a function of time for the 2016 for the Bismuth gain
monitoring runs is shown, as obtained by the analysis I performedwith the calibration code.
The procedure has kept themean charge constant over awhole running period and the gain
decrease of 5% after a long LHC fill had been properly recovered by the HV adjustements.
However, the continuous increase of the high voltage had as a consequence a change in
signal shape and in the ratio between signal charge and signal amplitude, giving sizeable
effects on the efficiency of some of the luminosity algorithms. Looking at Fig.(A.14), which
reports the ratio between charge and amplitude as a function of days in 2016, it can be seen
that the HV increase has caused a 5% decrease of the ratio. All these features highlighted
by the offline analysis of calibration data was used to optimize the calibration procedure as
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Figure A.13: Percentage variation of the measured mean charge relative to
a reference run for one of the Bi-monitored photomultipliers in the 2016
data-taking. The plot has been obtained using my analysis code.
described below.
Figure A.14: Charge-Amplitude ratio as a function of days in 2016. The plot
has been obtained using my analysis code.
Such a difference in the ratio as a function of the HVmeans that there is a difference in
the HV adjustement depending if one tries to keep the charge or the amplitude constant.
For this reason, in 2017 it has been decided that the quantity to be monitored during Bis-
muth sessions was the amplitude, since the main LUCID luminosity algorithms are based
on counting hits over threshold, i.e. the number of times the amplitude of a signal is above
that threshold.
A.3 Luminosity Measurements during Run 2
During the Run2 data-taking, the peak instantaneous luminosity has increased from 5×1033
cm−2s−1 to 20.1 ×1033 cm−2s−1, as can be seen from Fig.(A.15) which shows the peak in-
stantaneous luminosities, averaged per bunch crossing for 2015, 2016, 2017 and 2018. The
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(a) 2015. (b) 2016.
(c) 2017. (d) 2018.
Figure A.15: The peak instantaneous luminosity delivered to ATLAS during
stable beams for pp collisions at 13 TeV centre-of-mass energy shown as a
function of time for 2015 (A), 2016 (B), 2017 (C) and 2018 (D) data-taking.
increase in peak instantaneous luminosity has corresponded to an increase in the aver-
age number of interactions per bunch crossing µ from 28 up to ∼ 80, as can be seen from
Fig.(A.16) which shows average µ per fill as a function of time for the 2015, 2016, 2017, 2018
data-taking. For all the period, LUCID has been the reference detector for luminosity mea-
surments with LUCID HitOR-Bi as preferred online and offline algorithm.
As anticipated, the ATLAS strategy for luminositymeasurement is redundant with the com-
parison between LUCID with the calorimeters and the Inner Detector. The long term stabil-
ity is monitored by the ratio between the values provided by the different luminometers.
Fig.(A.17) shows the fractional difference in run-integrated luminosity between LUCID Hi-
tOR, used as reference, and TILE, EMEC, FCAL and track-counting algorithms, as a function
of the cumulative delivered luminosity for 2016 and 2017 data-taking. Each point corre-
sponds to an ATLAS run recordedwith 25 ns bunch-running in 2016 and 2017 at√s = 13 TeV.
The luminosity measurements by TILE, EMEC, FCal and Tracking have been normalized to
a physics run recorded on August 4th for 2016 and on July 29th for 2017 (both indicated by
red arrows). In Fig.(A.18), the fractional difference in run-integrated luminosity between
LUCID PMT-C12 algorithm and the TILE, EMEC, FCal and track-counting is shown as a func-
tion of the cumulated delivered luminosity (normalized to the total delivered in 2018). As
said in A.2.1, single LUCID PMT sensors act as independent detector. In 2018 a significant
number of PMTs stopped working during the course of the data-taking year, a single PMT
on the C-side (C12) was used for the baseline luminosity measurements, because it showed
good stability and gave similar results to the HitOR algorithm from the combination of the
remaining seven working PMTs. Each point corresponds to an ATLAS run recorded during
25 ns bunch-train running in 2018 at √s=13 TeV. The luminosity measurements by TILE,
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(a) 2015. (b) 2016.
(c) 2017. (d) 2018.
Figure A.16: Themaximum number of inelastic collisions per bunch cross-
ing during stable beams for pp collisions at 13 TeV centre-of-mass energy
shown as a function of time for 2015 (A), 2016 (B), 2017 (C) and 2018 (D)
data-taking. Luminosity measurements have been used to determine the
number of interactions per bunch crossing as µ =Lb × σinel/fr whereLb
is the per-bunch instantaneous luminosity, σinel is the inelastic cross sec-
tion at 13 TeV (taken to be 80mb) and fr is the LHC revolution frequency of
11.245 kHz. The number of interactions shown is averaged over all colliding
bunch pairs and only the peak value for each fill is shown.
EMEC, FCal and Tracking have been normalized to LUCID in a reference run recorded on
July 16th.
The long term stability uncertainty has been evaluated conservatively by considering a sta-
bility band which encloses the differences between LUCID and any of the other luminosity
measurements. This lead to ±1%, ±0.7%, ±1.3% amd ±0.8% respectively for 2015, 2016,
2017 and 2018 data taking periods.
The long-term stability is one of the components of the overall systematic uncertainty on
the luminositymeasurement, together with the one related to the van derMeer scan proce-
dure (∼< 2%), the calibration transfer due to the transition from lowµ (during the dedicated
calibration runs) to highµ (physics runs), typically of the order of 1%. A preliminary overall
uncertainty onL of about 2% was achieved in each of the four years of Run2.
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(a) 2016. (b) 2017.
Figure A.17: Results on time-stability of the luminosity measurements for
2016 and 2017 data-taking.
Figure A.18: Preliminary results on time-stability of the luminosity mea-
surements for 2018 data-taking.

iConclusions
TheHiggs bosonpropertymeasurements are of great interest at LHC. In particular, the study
of Higgs boson production and decays plays a key role in the confirmation the theoretical
framework of the Standard Model. Among them, the Higgs decay in 2 b-quarks covers an
high importance since its observation directly proves the Higgs coupling to the quark sec-
tor. In the context of this thesis, theH → bb¯ decay is studied in the Higgs productionmode
in association with a vector boson V = Z,W . Despite being the third production mode in
terms of rate, it is the most promising channel because of the gain in accuracy of the mea-
surement thanks to the clear signature of the final state coming from the leptonic decay of
the vector boson, especially in the case ofZ → `+`−. In fact, the clear peak of theZ boson
made accessible additional pVT phase space regions, helping to increase the statistics, and
allows an almost complete rejection of the multi-jet background. A confirmation is given
by the template fit to the residual QCD background in the Z(Z → `+`−)H channel, where
it has been found that this source of background is negligible.
The analysis is performed in parallel in three channels, divided by the number of charged
leptons in the final state coming from the vectorW/Z boson decay. For each of them, the
event phase space is splitted according to the vector boson transverse momentum and to
the jet multiplicity. The Higgs boson is reconstructed from exactly two b-tagged jets in the
final state.
In eachof the resulting signal regions, amultivariate analysis is performed toprovide boosted
decision tree classifiers as input to a binned profile likelihood fit (PFL) performed on data and
Monte Carlo samples to extract the signal strength, which is defined as µV H = σobs/σSM ,
i.e. the ratio between the observed and Standard Model predicted cross section for the V H
processes.
The choice of a MVA strategy is driven by the fact that an high accuracy is needed in signal
and background discrimination, since the V H channel is highly affected by background
sources which, as a consequence, have to be determined as precisely as possible. The main
sources of background for the analysis areZ+HF , tt¯ andW +HF and they enter the PFL
fit as floating normalization, meaning that they are determined from the fit to data thanks
to high statistics used. However, a crucial part of the analysis is the assessment of the back-
groung related systematic uncertainties, entering the fit to provide a better constraint to
the background normalization.
• Aswe have seen, the systematic uncertainties related to background are highly domi-
nated by the theoretical uncertainties. One of my contributions to the 79.8 fb−1 anal-
ysis has concerned the determination of the uncertainties related to different phase-
space acceptance and flavour compositions of the jets for the Z + HF background,
which is irreducible for the 2-lepton channel, by comparing the nominal Monte Carlo
event generator with several internal variations and an alternative simulator.
The first measurement presented in this thesis has been performed with data collected by
the ATLAS detector at a center ofmass energy of√s=13 TeV. The data were collected during
2015, 2016 and 2017 data-taking corresponding to an integrated luminosity of 79.8 fb−1. The
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analysis, performed in the three different analysis channels, has produced the following
results:
µZH→ννbb¯ = 1.04
+0.34
−0.32 with an observed significance of 3.3σ(exp.3.1σ)
µWH→`νbb¯ = 1.09
+0.46
−0.42 with an observed significance of 2.6σ(exp. 2.4σ)
µZH→``bb¯ = 1.38
+0.46
−0.42 with an observed significance of 3.4σ(exp. 2.6σ)
while the signal strength coming from the combined analysis in the three channels is:
µV H(H→bb¯) = 1.16
+0.27
−0.26 exp. 4.9σ(exp. 4.3σ)
The MVA and fit strategy have been validated performing two orthogonal analysis:
• Dijet analysis as validation of fit procedure, with result:
µV H(H→bb¯) = 1.06
+0.36
−0.33 = 1.06± 0.20(stat.)+0.30−0.26(sys.)
• Diboson analysis as validation of the MVA analysis, with result:
µV Z(Z→bb¯) = 1.20
+0.20
−0.18 = 1.20± 0.08(stat.)+0.19−0.16(sys.)
Three combinations, with different data-set, has been also performed:
1. The results obtained from the 13 TeV analysis has been combined with the ones ob-
tained at 7 and 8 TeV in Run1. The measured signal strenght is:
µV H(H→bb¯) = 0.98
+0.22
−0.21 = 0.98± 0.14(stat.)+0.17−0.16(sys) (A.25)
with an observed significance of 4.9σ (with respect to an expectation of 5.1σ).
2. The results obtained forH → bb¯ decay obtained in the V H analysis has been com-
bined with the ones obtained from other production modes, tt¯H and V BF , for Run1
and Run2 data. The combination measures the ratio of the branching fraction of the
Higgs boson into b-quarks to the Standard Model predictions, constraining the cross
sections of the production modes to be as predicted. The observed significance for
H → bb¯ is 5.4σ, compared to expectation of 5.5σ. The corresponding signal strenght
is:
µH→bb¯ = 1.01± 0.20 = 1.01± 0.12(stat.)+0.160.15 (sys.)
3. The third combination is performed combining the V H analysis result with the ones
obtained during Run2 for others decay modes, namelyH → γγ andH → ZZ∗. The
observed significance for the V H production is 5.3σ, with respect to an expected of
4.8. The result for signal strength is:
µV H(H→bb¯,4`,γγ) = 1.13
+0.24
−0.23 = 1.13± 0.15(stat.)+0.15−0.17(sys.) (A.26)
The importance of this last combinations lies in the fact that it has allowed to observe
for the first time the Higgs associated production with a vector boson.
An iteration of the V H(H → bb¯) analysis is currently on going exploiting the Full Run 2
statistics, corresponding to an integrated luminosity of 139 fb−1.
The main purpose of the iteration of the analysis is to obtain an even more precise result
in terms of signal strength and significance for the observation ofH → bb¯ decay and V H
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production. Although the general strategy of the analysis is the same described above, sev-
eral changes have been introduced in order to obtain an even better sensitivity to signal.
In this context, I have studied the performances of various isolation working points for the
leptons. The new isolationworking points, which applies fixed cut on calorimeter and track
information, has proved to increase the Monte Carlo statistics in signal sample generation.
An additional cut at 250 GeV has been applied to study the high pVT region (pVT <150 GeV)
which is the most sensitive to new physics event. Even more precise results in this region
can provide a further confirmation of the Standard Model or possibly point to new physics.
Another innovation worked on regards the b-tagging strategy which has a high relevance
since it is a crucial point for Higgs candidate reconstruction. A hybrid truth tagged approach
has been chosen, over the full truthmethod used as default for the previous analysis.
PerformanceMVA studies have been carried to test the effects of these two changes in three
analysis channel and I personally carried the studies for 2-lepton channel. These studies
have been crucial in the definition of the more effective MVA strategy.
The analysis is still on going but the preliminary result of the fit on the Asimov dataset
shows that the expected significance is of about 6.6σ, looking really promising for the fur-
ther step, consisting in a profile likelihood fit on data andMonte Carlo samples with the full
Run2 statistics.
Due to the non-Abelian nature of the QCD, it is not possible to apply a perturbative approach
in the soft part calculation of the inelastic interactions, resulting in a lack of the theory in
predicting the total proton-proton cross section evolution with energy. This can be cir-
cumvented using very general principles such as the Optical Theorem and the Dispersion
Relations: the first one connects the total hadronic cross section with the forward scatter-
ing amplitude, while the second one provides a relation between the real and the imaginary
part of the scattering amplitude (considered as a complex analytic function in the scattering
theory). The two of them combined together help us to have a relation called one-subtracted
dispersion relationwhich allows us to make predictions on σtot by means of estimating ρ (de-
fined as the real to imaginary part of the forward elastic scattering amplitude), which is
sensitive to σtot evolution with energy well above the energy at which it is calculated, and
viceversa. However, the recent TOTEM measurements of ρ obtained at 13 TeV, by fitting
the Coulomb-Nuclear Interference region at small angles, have changed the paradigm since
lower values have been observed with respect to the predictions from dispersion relations.
There are two possibilities to explain it:
1. the form of the dispersion relations used until now are no longer valid and this may
suggest the existence of the Odderon exchange.
2. some change occurs in the energy-dependence of σtot behaviour above LHC energy
range.
The second scenario is the one I studiedusing both very simple approaches andmodel-based
methods, under the assumption that the low ρ values can be explainedwithout the Odderon
presence. The study is still on goind but as can be seen from the preliminary results, an al-
ternative explanation, with respect to the Odderon existence, of the TOTEMmeasurements
is possible, at least qualitatively, in the context of dispersion relations.
Finally a description of my technical work within the luminosity measurement with the
LUCID detector is described. My contribution in this context has been to develop and man-
tain the code aimed to analyze the LUCID calibration data, needed to both keep constant
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the operating conditions of the detector (PMT-gain) so to ensure an appropriate long-term
stability of the luminosity measurement and to study the detectors performances.
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