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SYMBOLIC POWERS OF COVER IDEALS OF GRAPHS,
COMPONENTWISE LINEAR AND KOSZUL PROPERTY
YAN GU, HUY TA`I HA`, AND JOSEPH W. SKELTON
Abstract. We show that attaching a whisker (or a pendant) at the vertices of a cycle
cover of a graph results in a new graph with the following property: all symbolic powers
of its cover ideal are Koszul or, equivalently, componentwise linear. This extends previous
work where the whiskers were added to all vertices or to the vertices of a vertex cover of the
graph.
1. Introduction
In this paper, we examine how simple modifications of a graph may result in nice algebraic
properties of the corresponding monomial ideals. Specifically, given an arbitrary (simple and
undirected) graph G we present a sufficient condition on a subset S of the vertices such that
the graph G∪W (S) obtained from G by attaching a whisker (also referred to as pendant) to
each vertex in S has the following property: all symbolic powers of its cover ideal are Koszul
ideals. (By attaching a whisker at a vertex x in a graph G we add a new vertex y and the
edge {x, y} to G.)
Both aspects in our work, Koszul ideals, or equivalently componentwise linear ideals,
and combinatorially modifying graphs for prescribed algebraic properties have long and rich
histories. Koszul algebras were first introduced by Priddy [Pri70], and later generalized to
Koszul modules by S¸ega in [S¸01] (see also [Her03, HI05]). Since our interest is in ideals
in polynomial rings, we shall restrict our attention to this case. A finitely generated R-
module M , for a polynomial ring R over a field k, is called a Koszul module if its associated
graded module grm(M) =
⊕
i≥0m
iM/mi+1M , with respect to the homogeneous maximal
ideal m of R, has a linear resolution over the associated graded ring grm(R) =
⊕
i≥0m
i/mi+1.
Koszul algebras and Koszul modules have been investigated extensively and found important
applications in many different areas of mathematics. The list of papers devoted to Koszul
algebras and Koszul modules is too large to be exhausted here.
A closely related property to being Koszul for ideals is that of being Golod — an ideal
J ⊆ R is called Golod if the Koszul complex of R/J with respect to the variables in R
admits trivial Massey operations (see [Gol62]) or, equivalently, if the Poincare´ series of R/J
coincides with the upper bound given by Serre (cf. [Ser65]). Herzog and Huneke [HH13,
Theorems 1.1 and 2.3] showed that if char k = 0 and J is a homogeneous ideal in R then
Jk and J (k) are Golod for all k ≥ 2. Furthermore, Ahangari Maleki [AM19, Theorem 4.7]
proved that if J is a proper Koszul ideal in R then J is Golod. To view these results under
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a unified perspective the following problem arises naturally: find polynomial ideals whose
powers and/or symbolic powers are all Koszul.
On the other hand, in an attempt to understand Cohen-Macaulay monomial ideals, a result
of Villarreal [Vil90] showed that for any graph G = (VG, EG), the graph G∪W (VG) obtained
by adding a whisker at every vertex is a Cohen-Macaulay graph. Equivalent, the cover ideal
J(G ∪W (VG)) has a linear resolution. In fact, it was later shown (see [DE09, Woo09]) that
G ∪W (VG) is vertex decomposable and shellable. Note that, in general,
vertex decomposable ⇒ shellable ⇒ Cohen-Macaulay.
These studies were generalized to whiskering and partial whiskering of simplicial complexes
(see [BVT13, BFHVT15, CN12, FH08]). For instance, in [FH08, BFHVT15], necessary and
sufficient conditions were given on a subset S of the vertices of a simplicial complex such
that adding a whisker at each vertex in S results in a sequentially Cohen-Macaulay or vertex
decomposable simplicial complex. These investigations lie under the same umbrella of the
following question: how to combinatorially modify a graph or a simplicial complex to obtain
prescribed algebraic properties of the corresponding monomial ideals?
The aforementioned problem and question are deeply connected by the following facts:
(a) a homogeneous ideal in R is Koszul if and only if it is componentwise linear ; and (b)
the cover ideal of a graph is componentwise linear if and only if the graph is sequentially
Cohen-Macaulay (see [HH99, Yan00]). Particularly, if a graph is vertex decomposable then
its cover ideal is Koszul.
This connection was further illustrated in a recent work of Dung, Hien, Nguyen and Trung
[DHNT19], where it was shown that for any graph G = (VG, EG), all symbolic powers of
the cover ideal of G∪W (VG) are Koszul. Selvaraja [Sel19] then showed that one only needs
to whisker at the vertices of a vertex cover of G to get a new graph for which all symbolic
powers of the cover ideal are Koszul. In this paper, we generalize this result a step further,
proving that the same conclusion holds true after adding whiskers at the vertices of a cycle
cover of the graph.
Example 1.1. In the graph depicted below any minimum vertex cover has 3 vertices. On
the other hand, both {x2} and {x4} are cycle covers.
x2
x1 x4
x3 x5
Figure 1. cycle covers may have much less vertices than vertex covers.
By a cycle cover of a graph G, we mean a subset S of the vertices in G such that every
cycle (i.e., close path) in G contains at least a vertex in S. Obviously any vertex cover is
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a cycle cover. However, a cycle cover may have much less vertices than a vertex cover; see
Example 1.1. Our main theorem is stated as follows.
Theorem 3.11. Let G be a graph and let S be a cycle cover of G. Let H be a graph
obtained by adding at least one whisker at each vertex in S and let J be its cover ideal.
Then, J (k) is Koszul for all k ≥ 1.
To prove Theorem 3.11, we view the polarization of J (k) as the cover ideal of a new graph
Hk constructed fromH by duplicating its vertices; this construction was introduced by Seyed
Fakhari in [SF18]. This approach was also used by Selvaraja [Sel19] in combination with an
induction on k and the size of G. The base case of [Sel19], after removing the vertices in
a vertex cover of G, reduces to a graph consisting of only isolated vertices (i.e., having no
edges). This method, unfortunately, does not work when S is a cycle cover of G; removing S
from G gives a forest. To overcome this obstruction, we further employ a recent construction
of Kumar and Kumar [KK20] to consider graphs H(k1, . . . , km) obtained by duplicating
the edges in H ; here, m is the number of edges in H and (k1, . . . , km) ∈ N
m. Note that
Hk = H(k, . . . , k). Theorem 3.11 is a consequence of Theorem 3.7, where it is shown that
for suitable tuples (k1, . . . , km) ∈ N
m, the graphs H(k1, . . . , km) are vertex decomposable.
Selvaraja [Sel19] considered attaching more than just whiskers at the vertices in G. Specif-
ically, whiskers were replaced by pure and non-pure star complete graphs. We also extend
Theorem 3.11 to include the situation where non-pure star complete graphs are attached to
the vertices of a cycle cover of the graph; see Theorem 4.6. To prove Theorem 4.6, we first
prove a “gluing” result which allows us to glue two graphs with the property that symbolic
powers of their cover ideals are Koszul along a leaf to obtain a new graph with the same
property; see Theorem 4.3.
The paper is outlined as follows. In the next section, we collect important notations,
terminology and auxiliary results that will be used in the paper. In Section 3, we prove our
main result, Theorem 3.11, where whiskers are attached to the vertices of a cycle cover of a
graph. In Section 4, we extend Theorem 3.11 to also consider attaching star complete graphs
to the vertices of the graph. We prove Theorem 4.6 in this section.
Acknowledgements. The second named author is partially supported by Louisiana Board
of Regents (grant # LEQSF(2017-19)-ENH-TR-25).
2. Preliminaries
In this section, we collect basic notation and terminology used in the paper. Through-
out the paper, by a graph we mean a finite simple and undirected graph; that is, a finite
undirected graph with no loops and no multiple edges. For a graph G, we use VG and EG
to denote the vertex set and the edge set of G, respectively. Let k be an infinite field. We
shall identify the vertices VG = {x1, . . . , xn} of G with the variables in the polynomial ring
R = k[x1, . . . , xn].
By adding a whisker to a vertex x in G we mean to add a new vertex y to VG and a new
edge {x, y} to EG. Let G ∪W (S), for a subset S ⊆ VG, denote the graph obtained from G
by adding a whisker at each vertex in S.
For a subset U of the vertices in G, the induced subgraph of G on U , denoted by GU , is the
graph whose vertex set is U and edge set is {{x, y} ∈ EG
∣∣ x, y ∈ U}. We also write G \ U
for the induced subgraph of G on the complement of U . For a subset F ⊆ EG of the edges
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in G, let G \ F be the graph obtained by deleting the edges in F from G. For simplicity
of notation, we write G \ x and G \ e for G \ {x} and G \ {e}, where x ∈ VG and e ∈ EG,
respectively.
A walk in G is an alternating sequence x1, e1, x2, e2, . . . , xm, em, xm+1 of vertices and
edges in G, in which ei = {xi, xi+1}. Without creating any confusion, we often write
x1, x2, . . . , xm+1 for such a walk. We also write xy for the edge {x, y} in G. A path is a
walk x1, . . . , xm+1, in which the vertices are distinct, except possibly with x1 ≡ xm+1. A
cycle is a closed path; that is, a path x1, . . . , xm+1 with x1 ≡ xm+1. In this case, we write
x1, x2, . . . , xm to denote the cycle.
Definition 2.1. Let G be a graph. Let W ⊆ VG be a subset of the vertices.
(1) W is called an independent set if no edge in G connect two vertices in W .
(2) W is called a vertex cover of G if G \W consists of only isolated vertices or, equiva-
lently, if VG \W is an independent set.
(3) W is called a cycle cover of G if G \W has no cycle.
It is easy to see that any subset of an independent set is also an independent set. Thus,
the collection of independent sets in G form the faces of a simplicial complex over VG. We
call this simplicial complex the independent complex of G, and denote it by ∆(G).
Let ∆ be a simplicial complex and let σ ∈ ∆ be a face. The deletion of σ in ∆, denoted
by del∆(σ), is the simplicial complex obtained by removing σ and all faces containing σ from
∆. The link of σ in ∆, denoted by link∆(σ), is the simplicial complex whose faces are:
{η ∈ ∆
∣∣ η ∩ σ = ∅, η ∪ σ ∈ ∆}.
Definition 2.2. A simplicial complex ∆ is called vertex decomposable if either
(1) ∆ is a simplex ; or
(2) there is a vertex v in ∆ such that
(a) all facets of del∆(v) are facets of ∆ (in this case, v is called a shedding vertex of
∆), and
(b) both link∆(v) and del∆(v) are vertex decomposable.
A graph G is called vertex decomposable if its independent complex ∆(G) is a vertex
decomposable simplicial complex. Shedding vertices of ∆(G) are also referred to as shedding
vertices of G.
The open and closed neighborhoods of a vertex x in a graph G are defined to be
NG(x) := {y ∈ VG
∣∣ {x, y} ∈ EG} and NG[x] := NG(x) ∪ {x}.
A vertex x in G is called a simplicial vertex if the induced subgraph of G on NG[x] is a
complete graph. It follows from a result of Woodroofe [Woo09, Corollary 7] that neighbors
of a simplicial vertex in G are shedding vertices of G. A direct translation from ∆(G) to G
gives us the following definition for vertex decomposable graphs.
Definition 2.3. A graph G is said to be vertex decomposable if either G consists of isolated
vertices or there is a vertex x in V (G) such that
(1) no independent set in G\NG[x] is a maximal independent set in G\x, and
(2) G\x and G\NG[x] are vertex decomposable.
We now define the main objects of study in this paper, the cover ideal of a graph and
their symbolic powers.
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Definition 2.4. Let G be a graph and let R be the corresponding polynomial ring. The
cover ideal J(G) of G is defined as follows:
J(G) := 〈xi1 . . . xir
∣∣ {xi1 , . . . , xir} is a vertex cover of G〉 ⊆ R.
The construction of cover ideals gives a one-to-one correspondence between graphs on n
vertices and height 2 squarefree monomial ideals in n variables.
Definition 2.5. Let I ⊆ R be an ideal. For any k ∈ N, the k-th symbolic power of I is
defined to be
I(k) :=
⋂
p∈Ass(R/I)
(InRp ∩ R) ⊆ R.
For a squarefree monomial ideal I, I(k) is a monomial ideal but in general not squarefree.
We will employ a commonly used process, the polarization, to obtain a squarefree monomial
ideal from I(k). For details of polarization we refer the reader to [HH11].
Definition 2.6. Let M = xa11 . . . x
an
n be a monomial in R = k[x1, . . . , xn]. Then we define
the squarefree monomial P (M) (the polarization of M) to be
P (M) = x11 . . . x1a1x21 . . . x2a2 . . . xn1 . . . xnan
in the polynomial ring S = k[xij | 1 ≤ i ≤ n, 1 ≤ j ≤ ai]. If I = (M1, . . . ,Mq) is
a monomial ideal in R, then the polarization of I, denoted by Ipol, is defined as Ipol =
(P (M1), . . . , P (Mq)) sitting in an appropriate polynomial ring.
Polarization is useful in our study, thanks to the following result of Seyed Fakhari [SF18].
Lemma 2.7 ([SF18, Lemma 3.5]). A monomial ideal I is Koszul (equivalently, has linear
quotients) if and only if its polarization is Koszul (equivalently, has linear quotients).
Finally, our inductive argument for the vertex decomposability makes use of the following
simple observation of Selvaraja [Sel19], which follows directly from the definition.
Lemma 2.8 ([Sel19, Lemma 3.4]). Let G be a graph and suppose that {z1, . . . , zm} ⊆ VG.
Set Ψ0 = G,
Ψi = Ψi−1 \ zi and Ωi = Ψi−1 \NΨi−1[zi] for 1 ≤ i ≤ m.
Suppose that,
(a) zi is a shedding vertex of Ψi−1 for all 1 ≤ i ≤ m,
(b) Ωi is vertex decomposable for all 1 ≤ i ≤ m, and
(c) Ψm is vertex decomposable.
Then, G is vertex decomposable.
3. Whiskers at Cycle Covers and Koszul Property
In this section, we prove our main result, Theorem 3.11, that whiskering at a cycle cover
of a graph results in a new graph with the special property that all symbolic powers of its
cover ideal are Koszul.
Our work is based on the following constructions introduced by Seyed Fakhari in [SF18]
and by Kumar and Kumar in [KK20], which allow us to view the polarization of symbolic
powers of the cover ideal of a graph as the cover ideal of new graphs obtained by duplicating
vertices and edges of the given graph.
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Construction 3.1 (Duplicating the vertices). Let G be a graph over the vertex set VG =
{x1, . . . , xn} and let k ≥ 1 be an integer. Construct a new graph Gk whose vertex set and
edge set are given as follows:
VGk = {xi,p | 1 ≤ i ≤ n and 1 ≤ p ≤ k}, and
EGk =
{
{xi,p, xj,q} | {xi, xj} ∈ E(G) and p+ q ≤ k + 1
}
.
In Construction 3.1, we call xi,p’s the shadows of xi. It follows from [SF18, Lemma 3.4]
that the polarization of J(G)(k) is precisely the cover ideal of Gk.
x2,1
x1,1 x4,1
x3,1
x4,2x1,2
x2,2 x3,2
(a) G2.
x2,1
x1,1 x4,1
x3,1
x4,2x1,2
x2,2 x3,2
x4,3
x3,3
(b) G(1, 2, 3, 2).
Figure 2. Construction of Gk and G(k1, . . . , km).
Construction 3.2 (Duplicating the edges). Let G be a simple graph with vertex set VG =
{x1, . . . , xn} and edge set EG = {e1, . . . , em}.
(1) Let r ∈ Z≥0 and consider any edge e = {xi, xj} in G. Set
V (e(r)) = {xk,p
∣∣ k ∈ {i, j} and 1 ≤ p ≤ r}, and
E(e(r)) = {{xi,p, xj,q}
∣∣ p+ q ≤ r + 1}.
(2) For an ordered tuple (k1, . . . , km) ∈ Z
m
≥0, construct a new graph G(k1, . . . , km) whose
vertex set and edge set are given by:
VG(k1,...,km) =
m⋃
i=1
V (ei(ki)), and
EG(k1,...,km) =
m⋃
i=1
E(ei(ki)).
In Construction 3.2, we call xi,p’s the shadows of xi and edges in E(ei(ki)) the shadows of
ei. It is an easy observation that Gk = G(k, . . . , k︸ ︷︷ ︸
m times
). Particularly, for any k ≥ 1, we have
(
J(G)(k)
)pol
= J(G(k, . . . , k︸ ︷︷ ︸
m times
)).(3.1)
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Example 3.3. Let the graph G = C4 with edge set ei = {xi, xi+1} for i = 1, 2, 3 and e4 =
{x1, x4}. Then the graphs depicted in Figure 2 highlight the differences in the Construction
3.1 and 3.2
The next few lemmas are adaptation of similar statements for vertex-duplication graphs
Gk from [Sel19] to edge-duplication graphs G(k1, . . . , km).
Lemma 3.4 (Compare with [Sel19, Lemma 3.2]). Let H be a graph over the vertex set
VH = {x1, ..., xn} with m− 1 edges e1, . . . , em−1. Let G = H ∪W (x1) and set em = {x1, y1}
be the new whisker at x1 in G. Let G(k1, ..., km) be constructed as in Construction 3.2, for
some tuple (k1, . . . , km) ∈ N
m. Let {x1,p, y1,q} being the shadows of {x1, y1}, for p+q ≤ km+1.
Then, for any i = 1, ..., km, x1,i is a shedding vertex of G(k1, ..., km)\{x1,1, ..., x1,i−1}.
Proof. By construction, for any i = 1, . . . , km we have
NG(k1,...,km)\{x1,1,...,x1,i−1}(y1,km−(i−1)) = {x1,j | j + km − (i− 1) ≤ km + 1} = {x1,i}.
This implies that y1,km−(i−1) is a simplicial vertex of G(k1, ..., km)\{x1,1, ..., x1,i−1}. It now fol-
lows from [Woo09, Corollary 7] that x1,i is a shedding vertex of G(k1, ..., km)\{x1,1, ..., x1,i−1}.

Lemma 3.5 (Compare with [Sel19, Lemma 3.3]). Let G be a graph with m edges and let
G(k1, . . . , km) be constructed as in Construction 3.2, for some tuple (k1, . . . , km) ∈ N
m. Let
xi be a vertex in G and suppose that xi is incident to an edge et, for 1 ≤ t ≤ m.
(1) If kt ≤ k then
G(k1, ..., km)\{xi,1, .., xi,k} ≃ (G\et)(k
′
1, ..., k
′
t−1, 0, k
′
t+1, ..., k
′
m) ∪ {isolated vertices}.
(2) If kt > k then
G(k1, ..., km)\{xi,1, ..., xi,k} ≃ G(k
′
1, ..., k
′
t−1, kt − k, k
′
t+1, ..., k
′
m) ∪ {isolated vertices}.
Here, k′i ≤ ki for all i = 1, . . . , m, and k
′
l = max{0, kl − k} for all edges el that are adjacent
to xi.
Proof. Observe first that the deletion of {xi,1, . . . , xi,k} from G(k1, . . . , km) only affects the
duplication of edges that are adjacent to xi and shadows of their vertices. Consider such an
edge el = {xi, xj}.
If kl ≤ k then removing {xi,1, . . . , xi,k} fromG(k1, . . . , km) also means removing all shadows
of xi that were introduced in the process of duplicating el (by a factor kl). That is, there
is no duplication of el that survives in G(k1, . . . , km) \ {xi,1, . . . , xi,k}. Particularly, when
kt ≤ k, removing {xi,1, . . . , xi,k} from G(k1, . . . , km) gives a duplication of the graph G \ et.
Furthermore, the deletion of {xi,1, . . . , xi,k} from G(k1, . . . , km) also leaves shadows xj,q’s
of xj , if q > ku for any edge eu adjacent to xj , to be isolated vertices in G(k1, . . . , km) \
{xi,1, . . . , xi,k}.
On the other hand, if kl > k then removing {xi,1, . . . , xi,k} from G(k1, . . . , km) has the same
effect as duplicating el by a factor k
′
l = kl − k instead of kl, after relabeling xi,k+1, . . . , xi,kl
as xi,1, . . . , xi,kl−k, and possibly adding some isolated shadows of xj (again, those shadows
are xj,q if q > ku for any edge eu adjacent to xj). Particularly, the statement when kt > k
follows. 
As a direct consequence of Lemma 3.5, we get the following corollary.
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Corollary 3.6. Let G be a graph with m edges e1, . . . , em. Let xi be a vertex in G.
(1) If kl ≤ k for all edges el adjacent to xi then
G(k1, ..., km)\{xi,1, ..., xi,k} ≃ (G\xi)(k
′
1, ..., k
′
m) ∪ {isolated vertices},
where k′i ≤ ki for all i.
(2) G(k1, ..., km)\NG(k1,...,km)[xi,1] ≃ (G\NG[x1])(k
′
1, ..., k
′
m) ∪ {xi,2, ..., xi,kα} where α =
max{kl
∣∣ el is adjacent to xi}.
Proof. (1) It follows from Lemma 3.5 that removing {xi,1, . . . , xi,k} from G(k1, . . . , km) will
delete all shadows of xi introduced in duplicating el for any edge el adjacent to xi. Particu-
larly, all shadows of such el are deleted. The statement follows immediately.
(2) Observe that NG(k1,...,km)[xi,1] consists of xi,1 together with {xj,1, . . . , xj,kl}, for all edges
el = {xi, xj} adjacent to xi. The statement follows by applying the proof of Lemma 3.5
repeatedly. 
The following theorem gives a more general statement for our main result in Theorem 3.11.
Theorem 3.7. Let G be a graph and let S be a cycle cover of G. Let {e1, . . . , eℓ} be the
edges of the union of induced cycles in G and the whiskers at S. Then, for any tuple of
nonnegative integers (k1, . . . , km), where m is the number of edges in G ∪W (S), such that
k1 = · · · = kℓ = k, the graph (G ∪W (S))(k1, . . . , km) is vertex decomposable.
Proof. We shall use induction on the number c(G) of cycles in G. If c(G) = 0 then G is a
forest and the statement follows from [KK20, Theorem 3.3]. Suppose that c(G) ≥ 1. Set
G′ = G ∪W (S) and H = G′(k1, . . . , km).
We shall apply Lemma 2.8 to show that H is vertex decomposable. Without loss of
generality, we may assume that x1 ∈ S and x1 belongs to a cycle in G. Set zi = x1,i, for
i = 1, . . . , k. Let Ψ0 = H , Ψi = Ψi−1 \ zi and Ωi = Ψi−1 \NΨi−1 [zi], for i = 1, . . . , k.
It follows from Lemma 3.4, zi is a shedding vertex of Ψi−1. By a re-indexing, if necessary,
we may also assume that e1, . . . , eγ, for γ ≤ ℓ, are the edges on cycles in G which are adjacent
to x1 and the whisker at x1. By applying Lemma 3.5 repeatedly, we have
Ψk = H\{z1, . . . , zk) ∼= (G
′\{e1, . . . , eγ})(k
′
1, ..., k
′
m) ∪ {isolated vertices},
where k′l ≤ kl for all l = 1, . . . , m. Observe that G
′ \ {e1, . . . , eγ} = (G \ {e1, . . . , eγ}) ∪
{an isolated vertex} ∪ W (S \ x1) and obviously c(G\{e1, . . . , eγ}) < c(G). Thus, by the
induction hypothesis, Ψk is vertex decomposable.
In light of Lemma 2.8, it suffices to show that Ωi is vertex decomposable for all i = 1, . . . , k.
Indeed, since NH(zj) ⊂ NH(zi) for i ≤ j, we have
Ωi = H\({z1, ..., zi−1} ∪NH [zi]) = (G
′\x1)(k
′
1, ..., k
′
m) ∪ {zi+1, .., zk, other isolated vertices},
where k′l ≤ kl for all l = 1, . . . , m. Moreover, G
′ \ x1 = (G \ x1) ∪ {an isolated vertex} ∪
W (S \ x1) and clearly c(G\x1) < c(G). Therefore, by the induction hypothesis, Ωi is vertex
decomposable for all i = 1, . . . , k. The theorem completes. 
As a consequence of Theorem 3.7, we obtain a slight generalization of [KK20, Theorem
4.3].
Corollary 3.8. Let G be a unicyclic graph onm edges, with the unique cycle C = (x1, . . . , xℓ−1)
and at least a whisker attached to C. Suppose that EC = {e1, . . . , eℓ−1}, where ej = {xj, xj+1}
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for j = 1, . . . , ℓ − 2 and eℓ−1 = {xℓ−1, x1}, and a whisker attached to C is eℓ = {x1, xℓ}.
Then, for any tuple of nonnegative integers (k1, . . . , km) such that k1 = · · · = kℓ = k, the
graph G(k1, . . . , km) is vertex decomposable.
Proof. It is easy to see that S = {x1} is a cycle cover of G. The assertion follows directly
from Theorem 3.7. 
Remark 3.9. The conditions on k1 = · · · = kℓ = k in Theorem 3.7 and Corollary 3.8 can
be loosened. In fact, for the same conclusion to hold, it suffices to require that the constant
corresponding to the whisker at a vertex x ∈ S is greater than or equal to the constant
corresponding to any edge on a cycle in G that is adjacent to x. The same proof works in
this case also.
Example 3.10. The conditions that k1 = · · · = km = k can be loosened but not removed
entirely. Consider G = C4. Then G ∪ W (x1) has a whisker on x1 and meets the cycle
cover condition of Theorem 3.7. However, letting ei = {xi, xi+1} for i = 1, 2, 3, e4 =
{x1, x4}, and e5 = {x1, x5} we can easily verify that (G ∪W (x1))(3, 1, 1, 3, 1), as depicted
below, is not vertex decomposable. This is because x1,1 is the only shedding vertex in
(G ∪W (x1))(3, 1, 1, 3, 1), and (G ∪W (x1))(3, 1, 1, 3, 1)\x1,1 contains no shedding vertices.
x3,1
x2,1
x1,1
x4,1
x5,1
x2,2
x4,2
x1,2
x2,3
x4,3
x1,3
Figure 3. (G ∪W (S))(3, 1, 1, 3, 1) is not vertex decomposable.
Our main result is now a direct consequence of Theorem 3.7.
Theorem 3.11. Let G be a graph and let S be a cycle cover of G. Let H be a graph obtained
by adding at least one whisker at each vertex in S and let J be its cover ideal. Then, J (k) is
Koszul for all k ≥ 1.
Proof. Observe first that a cycle cover of G remains a cycle cover after adding whiskers to
the vertices in G. Thus, it suffices to prove the statement for H = G ∪W (S). Let m be
the number of edges in H . By Theorem 3.7, for any k ≥ 1, Hk = H(k, . . . , k︸ ︷︷ ︸
m times
) is vertex
decomposable. This, together with (3.1) and Lemma 2.7, implies that J (k) are Koszul for all
k ≥ 1. 
Theorem 3.11 may not necessarily be true if S is not a cycle cover of G. As shown in our
next example, the graph in Figure 4 gives such an instance.
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Example 3.12. The condition that S be a cycle cover of G is necessary in Theorem 3.11.
Let G be the “fish” graph (a 4-cycle and 3-cycle attached at a vertex) depicted in Figure
4. Let S = {x5}. Then S is not a cycle cover of G. A quick computation shows that
(G ∪W (S))2 is not vertex decomposable; that is J(G ∪W (S))
(2) is not Koszul. Note that
G ∪W (S) is vertex decomposable in this case.
x3
x2
x1
x4
x5
x6
x7
Figure 4. (G ∪W (S))2 is not vertex decomposable when S is not a cycle cover.
4. Star Complete Graphs and Whiskering
A whisker can be viewed as a complete graph over two vertices. In this section, we shall
see that the conclusion of Theorems 3.7 and 3.11 can be made stronger by allowing the
addition of larger complete graphs to a vertex rather than just whiskers. This is inspired by
the work of Selvaraja [Sel19], where pure and non-pure star complete graphs (see Definition
4.4) are attached to the vertices of the given graph.
Our method is based on the following construction of “gluing” graphs along an edge.
x5
x4
x3
x1
x2
x1
x3
x4
x2
(a) Graphs G and H.
x5
x4
x3 x2
x1
y3
y4
(b) G ∨{x1,x2} H.
Figure 5. The gluing of G and H along e = {x1, x2}.
Definition 4.1. Let G and H be graphs over the vertex set V = {x1, . . . , xn}, and let
e = {xi, xj} be a common edge of G and H . We construct the gluing of G and H along
e, denoted by G ∨e H , as follows. Let H
′ be an isomorphic copy of H on the vertex set
V ′ = {y1, . . . , yn}. Then, G ∨e H is obtained from the disjoint union G ·∪H
′ by identifying
xi with yi and xj with yj, respectively.
10
Example 4.2. Let G and H be graphs depicted as in Figure 5a and let e = {x1, x2}. Figure
5b illustrates the gluing of G and H along e.
Recall that an edge of a graph G is called a leaf if one of its endpoints has degree 1. If
e = {x, y} is a leaf of G, where degG(y) = 1, then we call y a leaf vertex of G.
Theorem 4.3. Let G and H be graphs over the same vertex set with edge sets {e, e2, . . . , er}
and {e, e′2, . . . , e
′
s}, where e = {xu, xv} is a common leaf of G and H (with xv being the
leaf vertex). Suppose also that for (ℓ, k2, . . . , kr) ∈ Z
r
≥0 and (ℓ, h2, . . . , hs) ∈ Z
s
≥0, where
ℓ ≥ ki and ℓ ≥ hj for all i and j, the shadows {xu,1, . . . , xu,ℓ} of xu in G(ℓ, k2, . . . , kr) and
H(ℓ, h2, . . . , hs) satisfy the conditions of Lemma 2.8. Then, the shadows {xu,1, . . . , xu,ℓ} of xu
in (G ∨e H)(ℓ, k2, . . . , kr, h2, . . . , hs) also satisfy the conditions of Lemma 2.8. Particularly,
(G ∨e H)(ℓ, k2, . . . , kr, h2, . . . , hs) is vertex decomposable.
Proof. In light of Lemma 2.8, the later statement follows from the former one. To prove the
first statement, let K = G ∨e H and A = {xu,1, . . . , xu,ℓ}. Set
Ψ0 = K(ℓ, k2, . . . , kr, h2, . . . , hs),Ψ
′
0 = G(ℓ, k2, . . . , kr) and Ψ
′′
0 = H(ℓ, h2, . . . , hs).
Furthermore, for 1 ≤ i ≤ ℓ, set
Ψi = Ψi−1 \ xu,i, Ωi = Ψi−1 \NΨi−1 [xu,i],
Ψ′i = Ψ
′
i−1 \ xu,i, Ω
′
i = Ψ
′
i−1 \NΨ′i−1 [xu,i],
Ψ′′i = Ψ
′′
i−1 \ xu,i, Ω
′′
i = Ψ
′′
i−1 \NΨ′′i−1 [xu,i].
Observe that, since ℓ ≥ ki and ℓ ≥ hj for all i and j, by Corollary 3.6 we have Ψℓ = Ψ
′
ℓ ·∪Ψ
′′
ℓ .
Thus, Ψℓ is vertex decomposable by the hypothesis. Moreover, since N•(xu,p) ⊆ N•(xu,q) for
any p ≥ q, where N• can be NK(ℓ,k2,...,kr,h2,...,hs), NG(ℓ,k2,...,kr) or NH(ℓ,h2,...,hs), it follows that
for 1 ≤ i ≤ ℓ, we have
Ωi = Ω
′
i ·∪ Ω
′′
i ∪ {isolated vertices}.
This, by the hypothesis, implies that Ωi, for 1 ≤ i ≤ ℓ, is vertex decomposable.
It remains to show that xu,i is a shedding vertex of Ψi−1 for all 1 ≤ i ≤ ℓ. Indeed, consider
any independent set T in Ωi = Ψi−1 \ NΨi−1 [xu,i], and set U = T ∩ Ω
′
i and W = T ∩ Ω
′′
i .
As observed before, Ωi = Ω
′
i ·∪ Ω
′′
i , and so U and W are independent sets in Ω
′
i and Ω
′′
i ,
respectively. By the hypothesis, xu,i is a shedding vertex of Ψ
′
i−1. Particularly, U is not a
maximal independent set in Ψ′i = Ψ
′
i−1 \ xu,i. It follows that there is an independent set U
′
in Ψ′i strictly containing U . Let T
′ = U ′ ∪W . Then, T ′ strictly contains T . It can be seen
that, since N•(xu,j) ⊆ N•(xu,i) for all j ≥ i, no vertex of Ω
′′
i = Ψ
′′
i−1 \NΨ′′i−1 [xu,i] is connected
to any vertex in Ψ′i. Therefore, T
′ is an independent set of Ψi. Hence, xu,i is a shedding
vertex of Ψi−1. The theorem completes. 
We now recall the definition of star complete graphs, following [Sel19], and state our result
for adding star complete graphs and whiskers to the vertices of a cycle cover, which gives a
stronger version of Theorem 3.7.
Definition 4.4 (See [Sel19]). A star complete graph is a graph obtained by joining complete
graphs at a common vertex. A star complete graph is called pure if all of its maximal cliques
contain at least 3 vertices (i.e., it has no whiskers); otherwise, the star complete graph is
called non-pure.
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Example 4.5. Figure 6 gives examples of pure and non-pure star complete graphs. The
graph depicted in Figure 6a is pure as it all three maximal cliques have 3 or more vertices.
On the other hand, the graph depicted in Figure 6b as this graph has two whiskers attached
to x.
x
(a) Pure star complete graph.
x
(b) Non-pure star complete graph.
Figure 6. Pure vs. Non-pure star complete graphs.
Theorem 4.6. Let G be a graph and let S be a cycle cover of G. Let H be a graph obtained
by attaching a non-pure star complete graph to each vertex in S. Then, for all k ≥ 1, the
graph Hk = H(k, . . . , k) is vertex decomposable. Particularly, J(H)
(k) is Koszul for all k ≥ 1.
Proof. The second statement follows from the first statement, Lemma 2.7 and (3.1). We
shall now prove that Hk is vertex decomposable for all k ≥ 1.
For each vertex x ∈ S, let K(x) denote the pure star complete graph that was attached
to x in the construction of H . Let G′ be the graph obtained from G by adding the whiskers
at the vertices in S in the construction of H ; in other words, G′ is obtained from H by
removing K(x) for x ∈ S. Fix a vertex z ∈ S and let e be a whisker at z in the construction
of H . Let K =
(⋃
x∈S K(x)
)
∪ {e}. It can be seen that H = G′ ∨e K.
Observe that, by [Sel19, Theorem 3.7], for any x ∈ S, (K(x))k is vertex decomposable.
Furthermore, it also follows from the proof of [Sel19, Case 1 of Theorem 3.7] that the shadows
of z in (K(z) ∪ {e})k satisfy the conditions of Lemma 2.8. This, since the graphs K(x), for
x ∈ S, are disjoint, implies that the shadows of z in (K)k satisfy the conditions of Lemma
2.8.
On the other hand, by the proof of Theorem 3.7, the shadows of z in (G′)k satisfy the
conditions of Lemma 2.8. Hence, the conclusion now follows from Theorem 4.3 by gluing G′
and K along e. 
Example 4.7. The condition that non-pure star complete graphs are attached to the vertices
of a cycle cover in Theorem 4.6 cannot be removed. Consider a 4-cycle C4 and one of its
vertices, say x. Clearly, S = {x} is a cycle cover of C4. Let G be the graph obtained by
attaching a triangle to x; see Figure 7. Then, G is the “fish” graph as described in Figure
4. Computation shows that G2 is not vertex decomposable.
We end the paper with the following questions.
Question 4.8. Is the conclusion of Theorem 4.6 still true if we also add pure star complete
graphs to the vertices in G \ S?
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xFigure 7. Attaching pure star complete graphs to a cycle cover.
Question 4.9. Find a necessary and sufficient condition on a subset S of the vertices in a
graph G such that J(G ∪W (S))(k) is Koszul for all k ≥ 1.
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