Abstract. For every finite unital inverse semigroup S and S-C * -algebra A we establish an isomorphism between KK S (C, A) and K(A ⋊ S). This extends the classical Green-Julg isomorphism from finite groups to finite inverse semigroups.
Definition 2.4. We call an S-Hilbert A, B-bimodule E compatible if e(a)ξ = aU e (ξ) and U e (ξ)b = ξe(b) for all e ∈ E, ξ ∈ E, a ∈ A and b ∈ B.
A morphism µ : E → F between S-Hilbert A, B-bimodules E and F is understood to strictly respect all involved structures on both sides (including the B-valued inner product). We view the class of S-Hilbert A, B-bimodules together with these morphisms as a category. It forms a subclass of the class of all (sometimes called incompatible) S-Hilbert A, B-bimodules.
Definition 2.5. An S-equivariant A, B-cycle (E, T ) consists of an S-Hilbert A, B-bimodule E and an operator T ∈ L(E) such that (E, T ) is a non-equivariant cycle in the sense of Kasparov ([5, 6] ) and both [U ss * , T ] and U s T U s * − U ss * T are in {S ∈ L(E)| aS, Sa ∈ K(E)} for all s ∈ S. KK S (A, B) is defined to be the class of S-equivariant A, B-cycles divided by homotopy induced by S-equivariant A, B[0, 1]-cycles.
A cycle is called compatible if the underlying S-Hilbert A, B-bimodule is compatible.
KK S (A, B) is defined to be the set of compatible cycles divided by homotopy (induced by compatible cycles), see also [1, Section 3] . The full crossed product A ⋊ S of an SHilbert C * -algebra A (see [7] ) is the enveloping C * -algebra of the involutive Banach algebra ℓ 1 (S, A) := {a : S → A| a s ∈ A ss * := ss * (A), s∈S a s < ∞} under convolution ( s∈S a s ⋊ s)( t∈S b t ⋊ t) := s,t∈S a s s(b t ) ⋊ st and involution ( s∈S a s ⋊ s) * := s∈S s * (a * s ) ⋊ s * (standard elements of A ⋊ S are denoted by a ⋊ s). Sieben's crossed product [10] is denoted by A ⋊S.
The compatible internal tensor product
For the rest of the paper we assume that E is a finite set. The commutative C * -algebra C * (E) freely generated by the set E of commuting projections (see [7] ) may be identified with the full crossed product C ⋊ E, and with C 0 (X), where X denotes the (finite) spectrum of C * (E). The canoncial generators of C * (E) are denoted by u e ∈ C * (E) (e ∈ E). By
: u e → α e (center of the multiplier algebra) for every S-Hilbert C * -algebra (A, α). Similarly we have a * -
: u e → U e for every S-Hilbert module E.
Every minimal projection P in C * (E) corresponds to an element x ∈ X such that P = 1 {x} in C 0 (X), and thus we loosely write P ∈ X for a minimal projection P . It may be written
where E = {e 1 , . . . , e n } ⊔ {f 1 , . . . , f m } is some partition of E into two parts (n ≥ 1, m ≥ 0).
We also have P = u e (1 − u ef 1 ) . . . (1 − u efm ) , where e = e 1 . . . e n . In this way we see that every P can be written in so-called standard form P = u e f ∈E,f <e (1 − u f ) with e ∈ E, and vice versa, every expression in standard form is an element of X. Define E e := eE for e ∈ E. For all s ∈ S there is an order preserving isomorphism γ s : E s * s → E ss * (with inverse γ s * ) defined by γ s (e) = ses * .
For general considerations, we enlarge the set of letters u e (e ∈ E) by considering also formal letters u s for every s ∈ S. In practical terms we mean by u a formal S-action which is not specified, and which has to be replaced by the concrete S-action when applied to concrete Hilbert C * -algebras and modules. Note that we have u s P = P s u s for s ∈ S, where
Let E and F be incompatible S-Hilbert bimodules with S-actions U and V , respectively.
Define the self-adjoint diagonal projection D := P ∈X P ⊗ P on the internal tensor product E ⊗ B F . (Recall from [3] that U e ⊗ 1 and 1 ⊗ V e are well-defined self-adjoint projections on
Proof. Write P = u e f <e (1 − u f ) in standard form. Let s ∈ S. Since P is a minimal projection, either u s P = u s u s * s P = 0 or P ≤ u s * s . In the latter case we have e ∈ E s * s and
We see here that P s is again in standard form as γ s is an order isomorphism. Setting
From the arguments in the last proof we also get the following corollary.
Lemma 3.2. (i) For every P ∈ X and s ∈ S one has P ≤ u s * s iff P s = 0 iff P s ∈ X.
(ii) If P is in standard form in (1) then P s is also in standard form in (2).
(iii) Denoting Y e = {P ∈ X| P ≤ u e } for e ∈ E, the map P → P s defines a bijection
Definition 3.3. Let E an S-Hilbert A, B-bimodule and F an S-Hilbert B, C-bimodule. The
If the module multiplication between E and B is compatible then it is also compatible with respect to P , that is, P (ξ)b = ξP (b) = P (ξb) = P (ξ)P (b) (by induction with expression (1)).
A categorial equivalence
Given an S-Hilbert C * -algebra A, we regard the crossed product A ⋊ E as a S-Hilbert C * -algebra under the S-action β s (a ⋊ e) = s(a) ⋊ ses * , see [7] . We let A act on A ⋊ E by multiplication, which is an S-equivariant representation A → L(A ⋊ S) in the sense of Definition 2.3. Throughout let us now fix two S-Hilbert C * -algebras A and B. The category of (incompatible) S-Hilbert A, B-bimodules is denoted by C, and the category of compatible
where U s = U s ⊗ β s denotes the diagonal action, see also [2, Lemma 6.5]. Clearly, D commutes with π(a) ⊗ 1 and U e and so with π(a ⋊ e). Hence D(E ⊗ B (B ⋊ E)) is an SHilbert A ⋊ E, B ⋊ E-bimodule. It remains to check that it is compatible on the B ⋊ E-side.
Let x and y in B ⋊ E and e ∈ E. Then we have
with D on E ⊗ B F , and so (µ ⊗ 1)D is a map on the compatible tensor product.
For simplicity, we will from now on assume that B has a unit 1 B . If B has not a unit, one replaces it by an approximate unit and takes the limit along the approximate unit in all expressions there where 1 B appears in the text. Given P as in (1), denote by ρ P : B → B the projection u e 1 . . . u en acting on B.
Lemma 4.2. For every x ∈ B ⋊ E and P ∈ X there exists a unique
Proof. In every S-Hilbert C * -algebra the multiplication is compatible and so in particular one has P (a)b = aP (b). We choose for P a representation as in (1) . Let x = b ⋊ g be an
or g = e i for some i, in which case we choose the standard form P = u e f <e (1 − u f ) for P and get
by expansion of P (1 B ⋊ 1). So in either case we have found some x P ∈ ρ P (B) satisfying the claimed identity. On the other hand, any such x P is unique because in the expansion
. . the factor x p ⋊ e is linearly independent from the other factors in the expansion, and so is unique. We have checked that σ P (b⋊g) = 0 if g ≤ f i , and σ P (b⋊g) = ρ P (b) if g = e i , and with that one easily verifies that σ P is a * -homomorphism.
We are going to describe how we may associate incompatible Hilbert bimodules to compatible Hilbert bimodules.
There is a functor G : D → C defined by G(F ) := E for objects F in D and G(µ) := µ for morphisms µ in D, where E is defined to be identical to F as a graded vector space with the same S-action as F , and the Hilbert A, B-bimodule structure on E is defined by ξ · b := ξ(b ⋊ 1), a · ξ := (a ⋊ 1)ξ, and
for all a ∈ A, b ∈ B, ξ, η ∈ F and P ∈ X, where P ξ, P η E in (3) has to be chosen to be the unique x P ∈ B of Lemma 4.2 for
canonically.
Proof. Notice that P ξ, P η F = P ξ, P η F P (1 B ⋊ 1) in (3) by compatibility of F . The inner product on E is determined by (3) and ξ, η E = P ∈X P ξ, Q∈X Qη E := P ∈X P ξ, P η E . (The last identity is necessary since u e , and consequently P , need to act as self-adjoint projections on E.) We are going to check that the inner product on E respects the B-module multiplication. We have
By the uniqueness of x P in Lemma 4.2 we get P ξ, P (η · b) E = P ξ, P η E b. (Note that
we easily see that we have here indeed a (positive definite) B-valued inner product on E because σ P is a * -homomorphism by Lemma 4.2.
We aim to show that L(F ) ⊆ L(E), which proves the last claim of the lemma. Let T ∈ L(F ) and T * its adjoint in L(F ). Since the module multiplication F × B → F is compatible, T P = P T for all P ∈ X. Hence, by (4) we get T ξ, η E = ξ, T * η E , proving the claim. This also shows that A acts via adjoint-able operators on E, and we easily see that A acts through a * -homomorphism on L(E). We now focus on the S-action. We have,
proving one identity of Definition 2.2. The operator U s U s * is self-adjoint on F and so also on E. It is easy to check that A acts as an S-equivariant representation on E (Definition
2.3).
We are going to show that U s ξ, η E = s ξ, U s * η E (Definition 2.2). Assume that P ∈ X, P s * = 0, b ∈ B and b = ρ P s * (b). By Lemma 3.2, P ≤ ss * and so e ≤ ss * since e = e 1 . . . e n in identity (1) and e i = ss * for some i. Then, writing P = u e f <e (1 − u f ) in standard form and expanding it, we get
by Lemma 3.2. Note that P u s = u s P s * . Hence,
where the last identity is by (5) for b := P s * ξ, P s * U s * η E ∈ ρ P s * (B). By (6), the last computation and the uniqueness of x P , we get P U s ξ, P η E = s P s * ξ, P s * U s * η E . If P s * = 0 then the last identity is trivially also true. Hence it follows
where the last identity is by Lemma 3.2.(iii). Hence, U is evidently an S-action on E.
One easily checks that G(µ) is a morphism if µ is a morphism (note that we have L(F ) ⊆ L(E)).
Proposition 4.4. The functors F and G define a categorial equivalence between C and D.
Proof. We need to show that the functor GF is naturally equivalent to id C by a natural isomorphism κ, and the functor FG to id D by a natural isomorphism λ. Let F be an object in D. Let us denote the map F → G(F ) by W for greater clarity (for any F ), although it is regarded as an identical map on sets. We define κ E : E → GF(E) and λ F : F → FG(F ) by κ E = W • f and λ F = f • W , where f denotes the linear isomorphism
It is indeed surjective, as
for any given ξ ∈ E, e ∈ E and b ∈ B e . For s ∈ S we have
by Lemma 3.1. Hence f , and so κ E and λ F respect the S-action. We have f (aξ) = (a ⋊ 1)f (a), and thus κ E (aξ) = W (a ⋊ 1f (a)) = a · W (f (a)) = a · κ E (a), and
Hence κ E and λ F respect the left module structure. They automatically also respect the right module structure as we are even going to show that they are unitary operators. We have, for ξ, η ∈ F , and by omitting notating the map W ,
and so λ F is evidently a unitary operator. Similarly we have, for ξ, η ∈ E,
which also shows that κ E is a unitary operator by the uniqueness of the coefficient x P (Lemma 4.2). For morphisms µ we have
which completes the proof.
The Green-Julg isomorphism
Lemma 5.1. There is a homomorphism δ S :
Proof. There is a homomorphism ǫ : 
and this is a compact operator on D(E ⊗ B (B ⋊ E))D because k := a(u s T u s * − u ss * T ) is in K(E) by Definition 2.5. We omit the straightforward proof that δ S respects homotopy.
Lemma 5.2. There exists a homomorphism γ S :
Proof. By the last assertion of Lemma 4.3, the identical map
. We aim to show that ι maps compact operators to compact operators. Let θ ξ,η ∈ L(F ) denote the elementary compact operator ζ → ξ η, ζ F . Set E = G(F ). We have
which is a compact operator in L(E), where · denotes the B-module multiplication in E. It is not difficult to check that γ S (F , T ) is a cycle.
It remains to check that γ S respects homotopy. Let (F , T ) be a homotopy, so an A ⋊ maps at time t, and denote by F t = F ⊗ ϕt (B ⋊ E) and E t = E ⊗ ψt B evaluation of F and E at time t. We aim to show that E is a homotopy connecting (E 0 , T ⊗ 1) with (E 1 , T ⊗ 1), where we denote (E t , T ⊗ 1) := γ S (F t , T ⊗ 1). To this end it is enough to show that
is an isomorphism of S-Hilbert A, B-bimodules,
because (E 0 , T ⊗ 1) and (E 1 , T ⊗ 1) are homotopically connected by (E, T ). That ω respects the A, B-bimodule structure is obvious. Note that F is a compatible bimodule and ϕ is a compatible representation. Thus
in E t , which shows that ω is surjective. Similarly, we see that ω is S-equivariant as
Hence, the inner product of E t is computed from the one of F t by
By the connection between the inner products of E and F , we have
Multiplying here from the left and right with P (b * ⋊ 1) and P (c ⋊ 1), respectively, gives
By a similar computation as in (8) we get u e ⊗ u e = u e ⊗ 1 on E t , and so also P ⊗ P = P ⊗ 1 on E t . Consequently, the left hand side of (10) equals P (ξ ⊗ b), P (η ⊗ c) Et P (1 B ⋊ 1) . A compare of the identities (9) and (10) shows that (11) P ω(ξ ⊗ b), P ω(η ⊗ c) E t P (1 B ⋊ 1) = P (ξ ⊗ b), P (η ⊗ c) Et P (1 B ⋊ 1).
By the uniqueness of the ρ P (B)-factor (Lemma 4.2), we see that ω respects the inner product. 
