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Abstract
We introduce a closure concept for a superclass of the class of claw-free graphs defined by a degree condition on end vertices of
induced claws. We show that the closure of a graph is the line graph of a triangle-free graph, and that the closure operation preserves
the length of a longest path and cycle. These results extend the closure concept for claw-free graphs introduced by Ryja´cˇek.
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1. Terminology and notation
We consider only simple finite undirected graphs and for terminology and notation not defined here we refer the
reader to [3].
Let G = (V (G), E(G)) be a graph with vertex set V (G) and edge set E(G). For any set X ⊆ V (G) we denote by
〈X〉 the induced subgraph on X .
If H is a graph, we say that a graph G is H -free if G does not contain an induced subgraph isomorphic to H . For
the graph K1,r (r ≥ 2) the only vertex of degree r is called the center; the other vertices are the end vertices of the
K1,r . If vertices of some K1,r are listed, then the center always appears at the first position. The graph K1,3 is called
a claw. A graph without an induced K1,3 is called claw-free. Let G be a graph on n vertices. A vertex x ∈ V (G)
such that dG(x) ≥ n/2, where n = |V (G)| (i.e., satisfying Dirac’s condition), is called a heavy vertex in G. A pair of
nonadjacent vertices x, y ∈ V (G) is called an oi -heavy pair in G if dG(x) + dG(y) ≥ n + i for some integer i . In
the following we will consider mainly the cases i = 0,±1. Instead of “o0-heavy” we will also simply say “o-heavy”
(then x and y satisfy Ore’s condition).
An induced claw in G is called k-heavy (1 ≤ k ≤ 3), or oi -heavy, if at least k of its end vertices are heavy, or at
least one pair of its end vertices is oi -heavy, respectively. A graph G is then called k-heavy (1 ≤ k ≤ 3), or oi -heavy,
if all induced claws in G are k-heavy, or oi -heavy, respectively. Let C be the class of claw-free graphs. Let Ck , Co, Coi
be the classes of k-heavy graphs, o-heavy graphs, oi -heavy graphs, respectively. It is not difficult to see that
C ⊂ C3 ⊂ C2 ⊂ Co ⊂ Co−1 and Co1 ⊂ Co ⊂ C1.
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For a vertex x ∈ V (G), we denote by NG(x) = {y ∈ V (G) | xy ∈ E(G)} the neighborhood of x in G, i.e. the set
of all neighbors of x . By a closed neighborhood of x in G we mean the set NG[x] = NG(x) ∪ {x}.
The set of vertices NG(u) ∩ NG(v) for some u, v ∈ V (G) is called the common neighborhood of vertices u and v
in G, a vertex w ∈ NG(u)∩ NG(v) is called a common neighbor of u and v in G. The set NG(u) \ NG(v) is called the
private neighborhood of u relative to v in G and any w ∈ NG(u) \ NG(v) is called a private neighbor of u relative to
v in G.
We denote the circumference of a graph G (i.e., the length of a longest cycle in G) by c(G). The length of a longest
path in G is denoted by p(G).
By an st-path we mean a path with end vertices s and t . Let C be a cycle with a fixed orientation. By x−, or x+ we
denote the predecessor, or successor of a vertex x ∈ V (C), respectively. We will use the same notation for an oriented
path.
Further terminology and notation will be introduced in the following sections.
2. Preliminaries
In this section we recall several well known closure concepts and we reformulate some auxiliary results on them
to meet our needs. The well known Bondy–Chva´tal closure introduced in [2] is denoted by clBC(G) and is called
the BC-closure of G. It is shown in [2] that the BC-closure preserves the length of a longest cycle and path. Bondy
and Chva´tal introduced in fact the k-closure of a graph G, denoted by clk(G), based on recursively joining pairs of
nonadjacent vertices whose degree sum is at least k, until no such pair remains.
It is not difficult to see that the related Ore’s lemma can be extended to the following statements.
Lemma 1. Let G be a graph and u, v be a pair of o−1-heavy vertices of G. Then for any path P ′ in G + uv there is
a path P in G such that V (P ′) ⊆ V (P).
If u, v is an o-heavy pair, then for any cycle C ′ in G + uv there is a cycle C in G such that V (C ′) ⊆ V (C).
If u, v is an o1-heavy pair, then for any st-path P ′ in G + uv, there is an st-path P in G with V (P ′) ⊆ V (P) for
any two distinct vertices s, t of G.
In [13] Ryja´cˇek introduced the concept of a closure for claw-free graphs. If, for a vertex x ∈ V (G), the subgraph
〈NG(x)〉 is connected (connected noncomplete, complete, disconnected) we say, following [13], that the vertex x is a
locally connected (eligible, simplicial, locally disconnected) vertex of G.
For any vertex x ∈ V (G) we set N ′x = {uv | u, v ∈ NG(x), uv 6∈ E(G)} and we denote by G ′x the graph with
vertex set V (G ′x ) = V (G) and edge set E(G ′x ) = E(G)∪ N ′x . The graph G ′x is called the local completion of G at x .
For a claw-free graph G we can, as shown in [13], define the claw-free closure of G as the (unique) graph obtained
by recursively repeating the local completion operation at eligible vertices as long as this is possible. We denote this
closure by clR(G).
More precisely: Let G be a claw-free graph. We say that a graph clR(G) is a claw-free closure of G, if
• there is a sequence of graphs G1, . . . ,G t such that G1 = G, G t = clR(G), V (Gi+1) = V (Gi ) and E(Gi+1) =
E(G) ∪ {uv | u, v ∈ NGi (xi ), uv 6∈ E(Gi )} for some xi ∈ V (Gi ) with connected noncomplete 〈NGi (xi )〉,
i = 1, . . . , t − 1,
• no vertex of clR(G) has a connected noncomplete neighborhood.
The following was shown in [13].
Proposition A ([13]). Let G be a claw-free graph and let x be a locally connected vertex of G such that 〈NG(x)〉 is
not complete. Let G ′x be the local completion of G at x. Then
(i) G ′x is claw-free,
(ii) c(G ′x ) = c(G).
Theorem B ([13]). Let G be a claw-free graph. Then
(i) the closure clR(G) is well defined,
(ii) there is a triangle-free graph H such that clR(G) = L(H),
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(iii) c(G) = c(clR(G)).
The Property (ii) of Theorem B is based on the following fact.
Lemma C ([13]). Let G be a graph such that, for every x ∈ V (G), 〈N (x)〉 is either a clique or a disjoint union of
two cliques. Then there is a triangle-free graph H such that G = L(H).
In [5] it was shown by Brandt, Favaron and Ryja´cˇek that the claw-free closure preserves the length of a longest
path.
Theorem D ([5]). Let G be a claw-free graph. Then p(G) = p(clR(G)).
Nowwe turn our attention to the concept of a K4-closure defined by Broersma in [6]. We first recall some definitions
from [6].
A pair of vertices {u, v} ⊆ V (G) is a K4-pair of G if u and v are the two nonadjacent vertices in an induced
subgraph H of G which is isomorphic to K4 − e; the pair of vertices of degree 3 in H is called the copair of u and v.
The following lemma was given in [6].
Lemma E ([6]). Let {u, v} be a K4-pair of G with copair {x, y} such that N (x) ∪ N (y) ⊆ N (u) ∪ N (v) ∪ {u, v}.
Then G is hamiltonian if and only if G + uv is hamiltonian.
On the basis of Lemma E, we say that a graph H is a K4-closure of G if H can be obtained from G by recursively
joining K4-pairs that satisfy the condition of Lemma E and H contains no such pair. As noted in [6], a graph can have
different K4-closures.
Lemma E has the following consequence for claw-free graphs.
Corollary F ([6]). Let {u, v} be a K4-pair of a claw-free graph G. Then G is hamiltonian if and only if G + uv is
hamiltonian.
The following result is an obvious consequence of Lemma E.
Theorem G ([6]). Let H be a K4-closure of G. Then G is hamiltonian if and only if H is hamiltonian.
It is not difficult to extend Lemma E and all its consequences to the case of a longest cycle, as mentioned in [6],
and of a longest path.
Lemma H ([6]). Let {u, v} be a K4-pair of G with copair {x, y} such that N (x) ∪ N (y) ⊆ N (u) ∪ N (v) ∪ {u, v}.
Then for every cycle C ′ in G + uv there exists a cycle C in G such that V (C ′) ⊆ V (C).
Lemma 2. Let {u, v} be a K4-pair of G with copair {x, y} such that
(∗) N (x) ∪ N (y) ⊆ N (u) ∪ N (v) ∪ {u, v}.
Then for every path P ′ in G + uv there exists a path P in G such that V (P ′) ⊆ V (P).
Proof. Let P ′ be a path in G+ uv and suppose that there is no path P in G such that V (P ′) ⊆ V (P). Then obviously
uv ∈ E(P ′) and N (u)∩ N (v) ∈ V (P ′). Let P ′ = sP1uvP2t (P1 and P2 are paths in G, possibly of length 0) and take
an orientation of P ′ from s to t . The orientation of P1 and P2 is defined by the orientation of P ′. Now we distinguish
two cases:
Case 1. x ∈ sP1u, y ∈ vP2t .
Suppose first that x = s. Then P = u←−P1xv−→P2t is a path in G with V (P ′) ⊆ V (P) — a contradiction. Case y = t
is by symmetry. Hence x 6= s and y 6= t . The condition (∗) for a vertex x implies that at least one of the edges
x−u, x−v, and at least one of the edges x+u (if x+ 6= u), x+v is in G. If x−u ∈ E(G), then P = s−→P1x−u←−P1xv−→P2t
and if x+v ∈ E(G), then P = s−→P1xu←−P1x+v−→P2t gives a contradiction. Therefore we have x−v, x+u ∈ E(G). By
symmetry, we may assume (if y− 6= v) y−v, y+u ∈ E(G). But then P = s−→P1x−v−→P2 yx−→P1uy+−→P2t is a path in G with
V (P ′) ⊆ V (P), a contradiction.
Case 2. x ∈ sP1u, y ∈ sP1u.
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By symmetry, we can suppose without loss of generality that x ∈ sP1y. If x = s, then P = u←−P1xv−→P2t is a path
in G with V (P ′) ⊆ V (P). Hence x 6= s. Similarly to in Case 1, if x−u ∈ E(G), then P = s−→P1x−u←−P1xv−→P2t , and
if x+v ∈ E(G) (possibly x+ = y), then P = s−→P1xu←−P1x+v−→P2t gives a contradiction. Therefore we may assume
x−v, x+u ∈ E(G) and similarly y−v, y+u ∈ E(G). But then P = s−→P1xy−→P1ux+−→P1 y−v−→P2t gives a contradiction.
In all cases we get a contradiction and therefore the lemma is proved. 
The proof of the previous lemma in fact implies more.
Lemma 3. Let {u, v} be a K4-pair of G with copair {x, y} such that
(∗) N (x) ∪ N (y) ⊆ N (u) ∪ N (v) ∪ {u, v}.
If moreover s, t 6∈ {x, y}, then for every st-path P ′ in G+uv there exists an st-path P in G such that V (P ′) ⊆ V (P).
In [8], Broersma and Trommel introduced the concept of a K ∗4 -closure. The following two lemmas are given in [8].
Lemma I ([8]). Let G = (V, E) be a graph and let {x, y, u, v} be a subset of four vertices of V such that uv 6∈ E
and {x, y} ⊆ N (u)∩ N (v). If N (x) ⊆ N (u)∪ N (v)∪ {u, v} and N (y) \ (N (x)∪ {x}) induces a complete graph (or
is empty), then for every cycle C ′ in G + uv there exists a cycle C in G such that V (C ′) ⊆ V (C).
Lemma J ([8]). Let G be a claw-free graph and let {x, y, u, v} be a subset of four vertices of V such that
{x, y} ⊆ N (u) ∩ N (v). If xy ∈ E(G), then N (x) ⊆ N (u) ∪ N (v) ∪ {u, v} and N (y) \ (N (x) ∪ {x}) induces a
complete graph (or is empty).
Note that Lemma I and J imply a short proof of Part (iii) of Theorem B.
We now prove a modification of Lemma I.
Lemma 4. Let G1 = (V1, E1) and G2 = (V2, E2) be two graphs with V1 = V2 and E1 ⊂ E2. Suppose that for any
cycle C2 in G2 there is a cycle C1 in G1 with V (C2) ⊆ V (C1). Let {x, y, u, v} be a subset of four vertices of V1 such
that uv 6∈ E1 and {x, y} ⊆ NG1(u)∩NG1(v). If NG1(x) ⊆ NG1 [u]∪NG1 [v] and NG2(y)\NG2 [x] induces a complete
graph (or is empty), then for every cycle C ′ in G1 + uv there exists a cycle C in G1 such that V (C ′) ⊆ V (C).
Proof. Let C ′ be a cycle in G1 + uv and suppose that there is no cycle C in G1 such that V (C ′) ⊆ V (C). Then in
G1 there is a path P connecting the vertices u and v (C ′ = uvPu). Orient P from u to v. Obviously x, y ∈ V (P).
By symmetry we can suppose without loss of generality that x ∈ uPy. By the property NG1(x) ⊆ NG1 [u] ∪ NG1 [v],
we have that at least one of the edges x−u (if x− 6= u), x−v is in E1 and at least one of x+u, x+v is in E1 (possibly
x+ = y). If x−v ∈ E1, then C = u−→P x−v←−P xu, and if x+u ∈ E1, then C = u−→P xv←−P x+u is a cycle in G1
with V (C ′) ⊆ V (C), a contradiction. Hence x−u (if x− 6= u) and x+v are in E1. Consider the graph G2. Since
NG2(y) \ NG2 [x] induces a complete graph (or is empty), at least one of xy− (if x 6= y−), xy+, y−y+ is in E2
(possibly y+ = v). If xy− ∈ E2, then C = u−→P xy−←−P x+v←−P yu; if xy+ ∈ E2, then C = u−→P xy+−→P vx+−→P yu and if
y−y+ ∈ E2, then C = u−→P y−y+−→P vyu. In all three cases the cycle C yields a contradiction. 
It is not difficult to prove Lemma 4 for a path.
Lemma 5. Let G1 = (V1, E1) and G2 = (V2, E2) be two graphs with V1 = V2 and E1 ⊂ E2. Suppose that for
any path P2 in G2 there is a path P1 in G1 with V (P2) ⊆ V (P1). Let {x, y, u, v} be a subset of four vertices of V1
such that uv 6∈ E1 and {x, y} ⊆ NG1(u) ∩ NG1(v). If NG1(x) ⊆ NG1 [u] ∪ NG1 [v] and NG2(y) \ NG2 [x] induces a
complete graph (or is empty), then for every path P ′ in G1+uv there exists a path P in G1 such that V (P ′) ⊆ V (P).
Moreover it is not difficult to see the following.
Lemma 6. Let G1 = (V1, E1) and G2 = (V2, E2) be two graphs with V1 = V2 and E1 ⊂ E2. Suppose that for any
st-path P2 in G2 there is an st-path P1 in G1 with V (P2) ⊆ V (P1). Let {x, y, u, v} be a subset of four vertices of V1
such that uv 6∈ E1 and {x, y} ⊆ NG1(u) ∩ NG1(v). If NG1(x) ⊆ NG1 [u] ∪ NG1 [v] and NG2(y) \ NG2 [x] induces a
complete graph (or is empty) and moreover s, t 6∈ {x, y}, then for every st-path P ′ in G1 + uv there exists an st-path
P in G1 such that V (P ′) ⊆ V (P).
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The following obvious lemma is used in the proofs in Section 3.
Lemma 7. Let G be a graph and u, v be an oi -heavy pair of vertices of G. Let S = V (G) \ (N [u] ∪ N [v]). Then
|N (u) ∩ N (v)| ≥ |S| + i + 2.
Proof. Suppose the lemma is false, i.e. |N (u) ∩ N (v)| < |S| + i + 2. But then dG(u)+ dG(v) = n − |S| + |N (u) ∩
N (v)| − |{u, v}| < n + i , which is a contradiction. 
Note that if u, v is an o−1-heavy pair with i ≥ −1, then by previous lemma |N (u) ∩ N (v)| ≥ 1.
Motivated by Theorem B, we look for some superclass of the class of claw-free graphs, which is also very “close”
to the class of line graphs. It is not difficult to see that the local completion operation preserves the values of c(G) and
p(G) also for graphs in the classes C3, C2, Co, but the closure of such a graph need not be a line graph (of a triangle-free
graph). This can be easily seen from the graph K`,` (or K`,` − e) for ` ≥ 3, which has no locally connected vertex.
3. The o-heavy closure
Let G be a graph and let x ∈ V (G). Define E BCx = {uv | u, v ∈ NG(x), uv 6∈ E(G), dG(u) + dG(v) ≥ n}.
Let GBCx be the graph with vertex set V (G
BC
x ) = V (G) and edge set E(GBCx ) = E(G) ∪ E BCx . It is easy to see the
following fact.
Lemma 8. Let G be a graph and let x ∈ V (G). If 〈NG[x]〉 is o-heavy, then 〈NGBCx [x]〉 is claw-free (i.e. moreover
either connected or consists of two vertex-disjoint cliques).
Proof. If 〈{a, b, c, d}〉 is a claw in 〈NGBCx [x]〉, then 〈{x, b, c, d}〉 is an o-heavy claw in 〈NG[x]〉, a contradiction. 
Let x ∈ V (G) be a vertex such that 〈NGBCx (x)〉 consists of two vertex-disjoint cliques A, B. Then we say that a
vertex y ∈ V (G) is a join vertex for x if y ∈ V (G) \ NG(x), x , y is an o-heavy pair in G and ya, yb ∈ E(G) for
some a ∈ V (A) and b ∈ V (B).
We say that a vertex x ∈ V (G) with noncomplete neighborhood NG(x) is o-eligible if either 〈NGBCx (x)〉 is
connected, or 〈NGBCx (x)〉 consists of two vertex-disjoint cliques and there is some join vertex y for x .
Let x be an o-eligible vertex of G. The graph Gox with V (G
o
x ) = V (G) and E(Gox ) = E(G) ∪ {uv | u, v ∈
NG(x), uv 6∈ E(G)} is called the local o-completion of G at x .
The next lemma is obvious.
Lemma 9. Let x be an o-eligible vertex of an o-heavy graph G and let y ∈ NG(x). Let Gox be the local o-completion
of G at x. Then dGox (y) ≥ dG(x).
Proof. NGox (x) is a clique and therefore dGox (y) ≥ dG(x). 
We now show the following.
Proposition 10. Let G be an o-heavy graph and let x be an o-eligible vertex of G. Let Gox be a local o-completion of
G at x. Then
(i) the graph Gox is o-heavy,
(ii) c(Gox ) = c(G), p(Gox ) = p(G).
Proof. (i) Suppose Gox is not an o-heavy graph and let H be a claw in G
o
x which is not o-heavy. Since G is o-
heavy, |E(H) ∩ N ′x | ≥ 1 (recall that N ′x = {uv | u, v ∈ NG(x), uv 6∈ E(G)}) and since 〈NGox (x)〉 is a clique,|E(H)∩N ′x | ≤ 1. Define H = 〈{z, y1, y2, y3}〉 and suppose that zy1 ∈ N ′x . Then clearly xy2 6∈ E(G) and xy3 6∈ E(G).
Therefore 〈{z, x, y2, y3}〉 is an o-heavy claw in G. If y2, y3 is an o-heavy pair in G, then clearly it is an o-heavy pair in
Gox and therefore 〈{z, y1, y2, y3}〉 is o-heavy in Gox , which is a contradiction. If x, y2 is an o-heavy pair in G (the case
x, y3 is similar) then, since dGox (y1) ≥ dG(x) (by Lemma 9), we obtain that y1, y2 is an o-heavy pair in Gox , which is
a contradiction. Hence Gox is o-heavy.
(ii) Consider a vertex x and its neighborhood NG(x). Recall that E BCx = {uv | u, v ∈ NG(x), uv 6∈ E(G), dG(u)+
dG(v) ≥ n}. We now distinguish two cases according to the structure of 〈NGBCx (x)〉.
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Case 1. 〈NGBCx (x)〉 is connected.
Let H0 be the graph with vertex set V (H0) = NG[x] and edge set E(H0) = E(〈NG[x]〉) ∪ E BCx .
Claim 1. The graph H0 is claw-free.
Suppose, to the contrary, that 〈{a, b, c, d}〉 is an induced claw in H0 with center at a. Clearly a 6= x since otherwise
〈{x, b, c, d}〉 is an induced claw in G and, since G is o-heavy, at least two of the vertices b, c, d are adjacent in H0, a
contradiction. Suppose a ∈ NG(x). Clearly {x} ∩ {b, c, d} = ∅ and therefore b, c, d ∈ NG(x). But then 〈{x, b, c, d}〉
is an induced claw in G and we obtain a contradiction as above.
Denote byG0 the graph with vertex set V (G0) = V (G) and edge set E(G0) = E(G)∪E BCx . Clearly c(G0) = c(G)
and p(G0) = p(G).
Let H0, H1, . . . , Ht be a sequence of graphs such that V (Hi+1) = V (Hi ), E(Hi+1) = E(Hi ) ∪ uivi (i =
0, . . . , t−1), where ui , vi ∈ NHi (x), ui and vi are at distance 2 in 〈NHi (x)〉, and such that there is no pair of vertices at
distance 2 in 〈NHt (x)〉 (i.e., Ht is complete). Let G0,G1, . . . ,G t be a sequence of graphs such that Gi+1 = Gi +uivi
(i = 0, . . . , t − 1).
Claim 2. c(Gi+1) = c(G), p(Gi+1) = p(G).
Suppose that there is some i0 such that c(Gi0+1) 6= c(Gi0). Since ui0 and vi0 are at distance 2 in 〈NHi0 (x)〉, there
is a vertex yi0 ∈ NHi0 (x) such that ui0 yi0 , vi0 yi0 ∈ E(Gi0). Consider the graph 〈NGi0 [yi0 ]〉. Let E BCyi0 = {uv | u, v ∈
NGi0 (yi0), uv 6∈ E(G), dG(u) + dG(v) ≥ n}. Denote by G¯i0 the graph with vertex set V (G¯i0) = V (G) and edge set
E(G¯i0) = E(Gi0)∪ E BCyi0 . We show that the set {x, yi0 , ui0 , vi0} satisfies in G¯i0 the conditions of Lemmas 4 and 5, i.e.
• {x, yi0} ⊆ NGi0 (ui0) ∩ NGi0 (vi0),• NGi0 (x) ⊆ NGi0 [ui0 ] ∪ NGi0 [vi0 ] and• NG¯i0 (yi0) \ NG¯i0 [x] induces a clique (possibly empty).
The first condition is satisfied trivially. Suppose now that there is a vertex s ∈ NGi0 (x) such that sui0 , svi0 6∈
E(Gi0). But then 〈{x, ui0 , vi0 , s}〉 is a claw in Gi0−1, a contradiction with Part (i) of Proposition 10 and Lemma 8.
Suppose now that NG¯i0
(yi0) \ NG¯i0 [x] is not empty and that there are two vertices s, t ∈ NG¯i0 (yi0) \ NG¯i0 [x] such
that st 6∈ 〈NG¯i0 (yi0) \ NG¯i0 [x]〉. But then 〈{yi0 , x, s, t}〉 is a claw in G¯i0 , which is a contradiction with Part (i) of
Proposition 10 and Lemma 8.
Therefore, by Lemmas 4 and 5, c(Gi0+1) = c(G¯i0) = c(Gi0) and p(Gi0+1) = p(G¯i0) = p(Gi0), which is the final
contradiction.
Clearly G t = Gox and therefore in Case 1 we have c(Gox ) = c(G) and p(Gox ) = p(G).
Case 2. 〈NGBCx (x)〉 consists of two vertex-disjoint cliques A, B and there is a join vertex y for x in G (i.e.,
y ∈ V (G) \ NG(x), x , y is an o-heavy pair in G and ya, yb ∈ E(G) for some a ∈ V (A) and b ∈ V (B)). In
the following we keep the notation of vertices a and b.
Let G1 be the graph with vertex set V (G1) = V (G) and edge set E(G1) = E(G) ∪ {xy}. Since x and y are
o-heavy, clearly c(G1) = c(G), p(G1) = p(G) by the properties of the BC-closure.
Let G2 be the graph with vertex set V (G2) = V (G) and edge set E(G2) = E(G1) ∪ {ab}. (Note that neither G1
nor G2 satisfies the assumptions of Case 1 since the neighborhood of x need not be even claw-free).
Claim 1. c(G2) = c(G1), p(G2) = p(G1).
Recall that E BCx = {uv | u, v ∈ NG(x), uv 6∈ E(G), dG(u) + dG(v) ≥ n} and E BCy = {uv | u, v ∈
NG(y), uv 6∈ E(G), dG(u) + dG(v) ≥ n}. Consider a graph G¯2 with vertex set V (G¯2) = V (G) and edge set
E(G¯2) = E(G1) ∪ E BCx ∪ E BCy . We show that the set {x, y, a, b} satisfies the conditions of Lemmas H and 2 in G¯2,
i.e.
• xy ∈ E(G¯2),
• {x, y} ⊆ NG¯2(a) ∩ NG¯2(b),• NG¯2(x) ⊆ NG¯2 [a] ∪ NG¯2 [b] and• NG¯2(y) ⊆ NG¯2 [a] ∪ NG¯2 [b].
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The first three conditions are easy to see. Suppose that there is a vertex s ∈ NG¯2(y) such that sa, sb 6∈ E(G¯2).
But then 〈{y, s, a, b}〉 is a claw in G which is o-heavy. If a, b is an o-heavy pair then necessarily ab is an edge of
〈NGBCx (x)〉, which is a contradiction with the assumption of Case 2. By symmetry if s, a is an o-heavy pair, then sa is
an edge of G2, which is a contradiction.
Therefore, by Lemmas H and 2, c(G2) = c(G¯2) = c(G1) and p(G2) = p(G¯2) = p(G1).
Let G3 be the graph with vertex set V (G3) = V (G) and edge set E(G3) = E(G) ∪ E BCx ∪ {ab}. It is not difficult
to see that the following claim holds.
Claim 2. 〈NG3 [x]〉 is locally connected and claw-free.
Now NG3(x) satisfies the assumptions of Case 1; therefore we can replace 〈NG3(x)〉 (and therefore 〈NG(x)〉) by a
clique, preserving the value of c(G) and p(G).
This implies that in Case 2 c(Gox ) = c(G) and p(Gox ) = p(G). 
Let G be an o-heavy graph. We say that a graph H is an o-heavy closure of G, denoted H = cloh(G), if
• there is a sequence of graphs G1, . . . ,G t such that G1 = G, G t = H , V (Gi+1) = V (Gi ) and E(Gi+1) =
E(G) ∪ {uv | u, v ∈ NGi (xi ), uv 6∈ E(Gi )} for some o-eligible xi ∈ V (Gi ), i = 1, . . . , t − 1,
• no vertex of H is o-eligible.
Lemma 11. Let G be an o-heavy graph. Suppose that x and y are two o-eligible vertices of G. Then y is o-eligible
in Gox .
Proof. It follows simply from the fact that 〈NGox (x)〉 is a clique and that the graph Gox is o-heavy by Proposition 10.

Theorem 12. Let G be an o-heavy graph. Then
(i) the closure cloh(G) is well defined,
(ii) c(G) = c(cloh(G)), p(G) = p(cloh(G)).
Proof. (i) Suppose, to the contrary, that G has two o-heavy closures H1 and H2 such that E(H1)\E(H2) 6= ∅. Now let
G1,G2, . . . ,Gl be a sequence of graphs that yields H1 and let j be the smallest integer for which E(G j )\E(H2) 6= ∅.
Let e = uv ∈ E(G j ) \ E(H2). But then, since e ∈ E(G j ), some vertex x ∈ N (u) ∩ N (v) is o-eligible in G j−1. But
then, by Lemma 11, e ∈ E(H2), which is a contradiction.
(ii) It follows from Proposition 10. 
Lemma 13. Let x, y be an o-heavy pair of a graph G. Let 〈NG(x) ∩ NG(y)〉 be a clique. Then there is a locally
connected vertex u ∈ NG(x) ∩ NG(y).
Proof. It follows simply from Lemma 7. 
Lemma 14. Let G be an o-heavy graph. Then clBC(G) is a spanning subgraph of cloh(G).
Proof. Let G be an o-heavy graph. Since both clBC(G) and cloh(G) are uniquely determined, it is sufficient to show
that cloh(G) contains no o-heavy pair. Thus, suppose for simplicity G = cloh(G) and let u, v be an o-heavy pair in G.
Define G¯ = GBCu . We distinguish two cases by the structure of 〈NG¯(u) ∩ NG¯(v)〉.
Case 1. 〈NG¯(u) ∩ NG¯(v)〉 is a clique.
Note that |NG(u) ∩ NG(v)| ≥ 2 by Lemma 7. By Lemma 13 there is a vertex in NG¯(u) ∩ NG¯(v), say y, with
a connected neighborhood in G¯, but which is locally disconnected in G (we can assume that y is not o-eligible in
G, since G is supposed to be closed). Therefore NG(y) has some component in V (G) \ (N [u] ∪ N [v]). Now we
claim that there is some join vertex z ∈ NG(u) for the vertex y: for otherwise y cannot be locally connected in G¯ and
disconnected inG, since we only add edges to NG(u), and clearly y, z is an o-heavy pair inG, since yz ∈ E(G¯)\E(G).
This implies that y is o-eligible in G — a contradiction with G = cloh(G).
Case 2. 〈NG¯(u) ∩ NG¯(v)〉 consists of two cliques.
But then it is not difficult to check that v is a join vertex for u in G — a contradiction with G = cloh(G).
In both cases we obtained a contradiction, which completes the proof. 
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Fig. 1. Exceptional classes.
Theorem 15. Let G be an o-heavy graph. Then cloh(G) is the line graph of a triangle-free graph.
Proof. Suppose without loss of generality G = cloh(G). By Lemma C it is sufficient to show that the neighborhood of
any vertex of G is either a clique or disjoint union of two cliques. By Proposition 10 and Lemma 14 we have that G is
claw-free. If x ∈ V (G) is locally connected, then 〈NG(x)〉 is a clique since G = cloh(G). If x is locally disconnected
in G, then, by the claw-freeness, 〈NG(x)〉 consists of two vertex-disjoint cliques. 
Remark 16. (i) Clearly, if G is claw-free, then also clR(G) is contained in cloh(G) as a spanning subgraph.
(ii) It is possible to define analogously the o−1-heavy and o1-heavy closure for the classes of o−1-heavy and o1-
heavy graphs (instead of BC-closure they will use (n−1)-closure or (n+1)-closure). In both cases the resulting graph
will be the line graph of a triangle-free graph. Note that the o−1-heavy closure preserves the length of a longest path
(but not necessarily the length of a longest cycle). Unfortunately the o1-heavy closure does not preserve the length of
a longest st-path. We omit further details for oi -heavy closures.
4. Corollaries and remarks
Using the concept of the claw-free closure defined in [13], the following was proved by Favaron, Flandrin, Li and
Ryja´cˇek. The graph classes F1, . . . ,F7 are shown in Fig. 1 (the elliptical parts represent cliques of appropriate order).
Theorem K ([10]). Let G be a 2-connected claw-free graph of order n ≥ 77 such that δ ≥ 14 and σ6(G) > n + 19.
Then either G is hamiltonian, or G ∈⋃7i=1 Fi .
This theorem implies the following minimum degree result (also independently proved by Kuipers and Veldman).
Corollary L ([10,12]). Let G be a 2-connected claw-free graph of order n with δ(G) ≥ (n+ 16)/6. Then either G is
hamiltonian, or G ∈⋃7i=1 Fi .
By Theorem 15 and Lemma 9 we have
Theorem 17. Let G be a 2-connected o-heavy graph of order n ≥ 77 such that δ ≥ 14 and σ6(G) > n + 19. Then
either G is hamiltonian, or G ∈⋃7i=1 Fi .
Corollary 18. Let G be a 2-connected o-heavy graph of order n with δ(G) ≥ (n + 16)/6. Then either G is
hamiltonian, or G ∈⋃7i=1 Fi .
Degree conditions for hamiltonicity in claw-free graphs were studied further in [11]. Like in Theorem K and
Corollary L we can replace ‘claw-free’ by ‘o-heavy’ for analogous more general results of [11]. We omit the details.
As a simple corollary of the concept of o-heavy closure we obtain:
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Fig. 2. A 1-heavy nonhamiltonian graph with hamiltonian ‘1-heavy closure’ (n ≥ 7).
Theorem 19. Let G be a graph on n ≥ 3 vertices. If G is o-heavy, connected and locally connected, then G is
hamiltonian.
This result generalizes a result due to Broersma, Ryja´cˇek and Schiermeyer for 2-heavy graphs in [7].
Theorem M ([7]). Let G be a graph on n ≥ 3 vertices. If G is 2-heavy, connected and locally connected, then G is
hamiltonian.
Note that a graph satisfying assumptions of Theorem M has a complete o-heavy closure.
The well known conjecture due to Thomassen (see [14]) says that 4-connected line graphs are hamiltonian. By
Theorem 15 we obtain the following equivalence:
Corollary 20. The following statements are equivalent:
(i) Every 4-connected line graph is hamiltonian.
(ii) Every 4-connected o-heavy graph is hamiltonian.
It was proved by Zhan in [15] that 7-connected line graphs are hamiltonian-connected. From this and by
Theorem 15 we have
Corollary 21. (i) Every 7-connected o-heavy graph is hamiltonian.
(ii) Every 7-connected o−1-heavy graph has a hamiltonian path.
Brandt in [4] proved that 9-connected claw-free graphs are hamiltonian-connected (e.g. there is a hamiltonian path
connecting any two distinct vertices). The proof is based on the aforementioned result of Zhan and a reformulation of
the claw-free closure. Using an analogous procedure with the o1-heavy closure it is possible to prove that 9-connected
o1-heavy graphs are hamiltonian-connected.
Theorem 22. Let G be a 9-connected o1-heavy graph. Then G is hamiltonian-connected.
Proof. We only give a sketch of the proof. Let G be a 9-connected o-heavy graph and a, b be two vertices of G.
Now carry out the following procedure (similar to the one given in the proof of Proposition 10): take step by step all
vertices x 6= a, b of G and if the (n + 1)-closure of the current 〈N (x)〉 is connected or there is a join vertex (6= a, b)
for x , fill up all K4− e in the (n+ 1)-closure of 〈N (x)〉 with centers x and another vertex distinct from a and b or add
edge uv to a C4 with a vertex x , a join vertex for x and other vertices u and v. We have by Lemmas 1, 3 and 6 that the
length of a longest st-path remains unchanged (for any s, t 6∈ {a, b}). The graph obtained by the mentioned procedure
without vertices a and b is a 7-connected line graph and is hamiltonian-connected by Zhan’s result. Therefore in this
graph there is a hamiltonian uv-path for some neighbours u of a and v of b (u and v exist by the 9-connectivity),
which gives a hamiltonian ab-path in G. 
Remark 23. (i) It is easy to see that the class of 1-heavy graphs is stable under the local completion operation (proof
is similar to that of Proposition 10), but, on the other hand, one cannot replace the assumption “G is o-heavy” by “G
is 1-heavy” in Proposition 10 without loss of stability of the circumference. A counterexample of a nonhamiltonian
1-heavy graph (for n ≥ 7) is shown in Fig. 2. Note that its “1-heavy closure” (based on local completion operation
analogously to the claw-free closure) is the complete graph and thus hamiltonian.
(ii) Part (ii) of Proposition 10 could be proved alternatively by a modification of the proof of stability of a longest
cycle from [13]. In our proof, we have shown that the o-heavy closure can be obtained by combining the K4-closure
and the modified K ∗4 -closure and the BC-closure (k-closure). This fact immediately implies stability of all properties
which are stable under all these closures, but the author believes that this approach is also of interest in its own right.
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Remark 24. There are many known theorems of the following form (inspired by [1]):
Let G be a 2-connected K1,3-free and X -free graph. Then G is hamiltonian.
Analogously as with the claw it is possible to consider ‘heavy’ versions of such subgraphs X (a pair of independent
vertices in X is o-heavy). Using the stability of the class of K1,3-heavy and X -heavy graphs under the o-heavy closure
it is possible to generalize the aforementioned results into their ‘heavy’ versions. Another possibility is to prove such
a theorem using Ore’s lemma. For more see [9].
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