Abstract. The goal of this paper is to present to nonspecialists what is perhaps the simplest possible geometrical picture explaining the mechanism of Arnold diffusion. We choose to speak of a specific model-that of geometric rays in a periodic optical medium. This model is equivalent to that of a particle in a periodic potential in R n with energy prescribed and to the geodesic flow in a Riemannian metric on R n .
with a Hamiltonian H : R 2n → R, is said to be completely integrable if it possesses n independent integrals I k : R 2n → R in involution-that is, if the Hamiltonian vector fields J∇I k , k = 1, . . . , n, are linearly independent and commute.
For a fixed set c = (c 1 , . . . , c n ) of n constants the level set
is invariant under the Hamiltonian flow. A compact component of the level set T c is an n-dimensional torus for an open set of constants c. In other words, an open set in R 2n is foliated by an n-parameter set of n-dimensional tori, the parameters being the values c k of the integrals; we refer to [A] and to [MZ] for details.
The KAM theory states that, under a small and sufficiently smooth perturbation of the completely integrable Hamiltonian, the "majority" of the invariant tori survive as parametrized tori invariant under the flow of the perturbed Hamiltonian system, the majority being in the metric sense: the relative measure of surviving tori approaches one as the size of the perturbation approaches zero. (For precise formulations of different versions of KAM theory we refer to [Mo] , [H] , [D] , and [P] ; the last reference contains the proof of the positivity of the measure of invariant tori.) Instability with ≥ 3 Degrees of Freedom. With n ≥ 3 degrees of freedom there is no a priori reason for stability, which led Arnold [A1] to conjecture that a general small perturbation of a completely integrable system leads to instability, i.e., to the existence of a solution along which the action vector (I 1 , . . . , I n ) consisting of the integrals of the unperturbed system changes by a finite amount. This instability came to be known as the Arnold diffusion. The phenomenon has nothing to do with the standard diffusion, and would be better described as the resonance-based drift of action.
There has been much work done trying to prove the ubiquity of Arnold diffusion since Arnold's original paper appeared. Douady [Do] proved that a symplectic map with an elliptic fixed point in R n , n ≥ 2, can be perturbed so as to destroy topological stability of the fixed point-without affecting any of the Taylor coefficients of the map at the fixed point. Such a map can be viewed as a Poincaré map of a periodic orbit of a Hamiltonian system with n + 1 ≥ 3 degrees of freedom. Douady's result thus shows the presence of Arnold diffusion in the neighborhood of an elliptic periodic orbit under some mild perturbations. In Arnold's original example [A1] , as well as in ours, the action drifts in a particular direction, namely, in the direction of a particular resonance; in our example, this drift corresponds to the geodesic turning in the direction of the (x, y)-plane.
There is a rich literature on Arnold diffusion; we mention [AKN] , [BB] , [MS] , [LM] , and references therein, going far beyond the example discussed here. In this paper we discuss the same example as in [KL] but from a different point of view.
This example is a variation on Arnold's example and we treat it by the method of broken geodesics. The nature of the proof is similar to those of Bessi [Bs] and Mather [Ma6] , but we avoid substantial technical difficulties that these authors had to overcome by choosing a localized perturbation.
We sacrifice generality and technical strength for the sake of transparency. Our primary goal is to present the geometrical essence of Arnold diffusion in what seems to be the simplest possible setting. We outline our construction in the introduction, giving details in later sections.
1.
2. An Illustration on a Mechanical/Optical/Geodesic Example. Without loss of generality, one can illustrate all of the above on the example of a particle in a Newtonian potential εU (x) on R n :
with U periodic of period 1 in each x k . This system can be recast in the Hamiltonian form (1) with H(x, y) = y 2 2 + εU (x). The free particle case ε = 0 is completely integrable: the n integrals are the n coordinates of the momentum=velocity vector y =ẋ. The invariant n-tori are given by {(x, y) : x ∈ R n mod 1, y = v}, where v ∈ R n is a constant. Each such torus, viewed in the configuration space, is simply the velocity vector fieldẋ = v on the configuration torus R n mod 1.
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For ε = 0 in (2) the invariant KAM tori have a similar interpretation: they are the vector fields y =ẋ = v(x) on the torus T 3 which are invariant in the sense that if a particle subject to (2) is given the initial velocity v(x) at some x, then its velocity at any other point x it reaches later is v(x ). The KAM trajectories are the diffeomorphic images of the straight trajectories x = (ωt)mod 1 of the unperturbed case ε = 0. The KAM frequencies ω satisfy certain Diophantine irrationality conditions. These are the conditions that single out a Cantor set of the perturbation-surviving tori.
As ε → 0, the relative measure of the invariant tori approaches one. In particular, for most initial conditions, the action variablesẋ = y remain close to their initial values. Thus KAM theory answers the question of the long-time behavior for most (in the measure) initial data. But what about the remaining solutions, the ones that do not lie on the invariant tori?
1.3. Arnold Diffusion. The invariant tori of dimension n lie on the energy surface H = const. of dimension 2n − 1. If n = 2, the tori separate the three-dimensional energy surface into two components, and thus no trajectory can pass from one side of the torus to the other. Since the torus is defined by setting each action to a constant, this amounts to the statement that the variation of each action stays bounded for all time.
For n ≥ 2 the topological obstruction is no longer valid, and there is no reason to expect the boundedness of the action for all time, even for small perturbations. In fact, Arnold outlined an example of a near-integrable system with 2.5 degrees of freedom 1 for which one of the two action variables changes by a prescribed amount no matter how small the perturbation. The change of action by a bounded amount, which takes place for arbitrarily small perturbations of a near-integrable system, came to be called the Arnold diffusion. 
1.
4. An Optical/Geodesic Interpretation of Arnold Diffusion. According to the Maupertuis principle, trajectories of (2) with fixed energyẋ 2 /2 + εU (x) = 1 are also geodesics in the Jacobi (kinetic energy) metric,
where ds is the Euclidean metric. Alternatively, one can think of trajectories as the rays in an optical medium with the index of refraction
We point out that the geodesics give only the trajectories, i.e., the paths in the configuration space. The position x(t) at time t can be recovered from the speed
The topological difference between the cases n = 2 and n = 3 has a nice interpretation in the geodesic case. The geodesic flow can be described by a symplectic mapping as follows. Consider first the case of n = 2. Let S(q, Q; ε) be the distance in the Jacobi metric dJ between the points (0, q) and (1, Q) in R 2 . Let us define the momenta p and P by
1 That is, of a system in R 4 with additional periodic time dependence in the Hamiltonian. This system can be viewed as a subsystem of an autonomous Hamiltonian system with n = 3 degrees of freedom.
2 It has to be pointed out that this diffusion has nothing in common with the more conventional meaning of diffusion. Geometrically, p and P are approximately the sines of the angles between the trajectory joining the two endpoints and the horizontal coordinate axis; see Figure 1 . The system (4) defines the symplectic mapping ψ ε := (q, p) → (Q, P ) for all q ∈ R, |p| ≤ M , where the constant M depends on ε. The constant M can be chosen arbitrarily large for sufficiently small ε. For ε small, the mapping ψ is close to the integrable twist map ψ 0 := (q, p) → (q + p, p). For the latter map, p is the conserved quantity-this is the manifestation of the fact that for ε = 0 the trajectories are straight lines. The map ψ ε satisfies all the conditions of Moser's twist theorem [Mo] , and thus possesses invariant circles; see Figure 1 . In particular, all iterates of any point in the annular region between two invariant circles is bounded therein. The corresponding values of P are therefore bounded as well, and there is no Arnold diffusion in this case.
For the case of n = 3 this argument no longer holds. Indeed, ψ ε defined by (4) is a map of R 4 , and there is no a priori reason for the momentum p to be confined under the iterations by ψ.
Thus, geometrically, to prove Arnold diffusion for (2) amounts to showing that for arbitrarily small ε there exist geodesics in the Jacobi metric (3) which change direction by a prescribed angle ≥ const. > 0. An equivalent optical interpretation is that there exist rays which change direction by a prescribed finite angle in a medium whose index of refraction is arbitrarily close to 1.
The Result:
A Simple Metric with Diffusion. We state our main result: a simple metric, arbitrarily close to Euclidean, with some of the geodesics changing directions by a "large" amount. At the same time, the majority of the geodesics in this metric are of KAM type.
The Metric. Our metric dρ is defined as a C
k -small perturbation of the standard Euclidean metric ds = dx 2 + dy 2 + dz 2 in R 3 :
where k ≥ 2, and β is a C ∞ -smooth bump function, periodic in x, y, z, supported on ε-balls centered at integer points in Z 3 with even coordinates:
To be specific, we pick η([0, ε k+1 β is indeed C k -small with ε. We will show that for arbitrarily small ε the metric (5) possesses geodesics which change their direction by any prescribed amount, given enough time. This amounts to the proof of Arnold diffusion. Speaking in the equivalent terms of particles in potentials, this amounts to proving that perturbations can accumulate in a consistent way to cause a "large" change of direction, no matter how small the perturbations are.
Our example (5) is in some sense the simplest possible: the leading term in the perturbation depends only on z (this problem is equivalent to the mathematical pendulum in the z-direction and a free motion in the (x, y)-direction), with the higherorder perturbation due to the lenses. A heuristic explanation of the dynamics of this example is given after the formulation of the main theorems. The following theorem states that the transitions from one ball to another can be prescribed arbitrarily within a certain latitude. This theorem is illustrated in Figure 2 .
Theorem 2. There exists ε 0 > 0 such that for any 0 < ε < ε 0 the following holds. Given any infinite sequence of integer vectors n i ∈ 2Z 2 with
, where
and any infinite sequence of σ i = ±2, there exists a geodesic θ(s) of (5), where s is the length parameter, with the itinerary According to this corollary, the smoother the perturbation, the slower the diffusion. This is consistent with Nekhoroshev's estimates which show that the diffusion caused by analytic perturbations is exponentially slow; see [Ni] and references therein.
To formulate another consequence of the last theorem we define the rotation set of a geodesic γ, γ(t) ∈ R 3 , as the set of existing limits of all convergent sequences
where | · | is the Euclidean norm. We denote the rotation set of γ by r(γ); this is a subset of S 2 . If r(γ) is a single point, we call it the rotation vector. Using this notation we have:
Theorem 3. There exists ε 0 > 0 such that for any 0 < ε < ε 0 and for any r ∈ R 3 , |r| = 1, 1. there exists a geodesic of the metric (5) with r as its rotation vector; 2. there exists a geodesic whose rotation set is equal to S 2 .
A Heuristic Outline of the Proof. The support of β is the lattice of balls in R 3 . Consider three of these balls, nearly aligned as shown in Figure 3 , and let Σ denote the equatorial disks of these balls. We also assume, to be specific, that the centers of the balls have the respective z-coordinates z − = 0, z = 2, and z + = 4. Let us fix any pair of points p ± ∈ Σ ± and pick any point p ∈ Σ. A unique minimal geodesic connects p − and p, and similarly for p and p + (Lemma 2). The length of these geodesics will be denoted by L(p − , p) and L(p, p + ). Consider the length of the broken geodesic:
Now the key observation is that S has a minimum strictly inside Σ, provided the balls are sufficiently far apart (D 1,2 > ε −(k+2) ) and provided they are well aligned
2 ); see Figure 3 . To explain the previous statement heuristically, the geodesic can be thought of as an elastic under tension and in a potential force. The negativity of the β-term in (5) means that the string is pulled into the "well" (a supporting ball of β); on the other hand, the string wants to straighten out, i.e., to pull out of Σ. In this competition, we want the force of sliding into the well to win over the straightening force. The near-alignment mentioned above is necessary for this to happen. In the proofs below we do not use those mechanical terms, although the gradients of the actions can interpreted precisely as the forces of tension of an imaginary string.
Using the above observation we will concatenate geodesic segments so as to accumulate a large turning angle. Concatenation is also the key ingredient in proving the shadowing results of Theorem 2.
Remark 1. The velocity of the deflecting geodesics drifts while staying close to the horizontal planeż = 0. This motion corresponds to the resonance k 1ẋ +k 2ẏ +k 3ż = 0, 
We note that (9) holds for all t if it holds for some t, as follows from the conservation of the energyθ
2 . Then (see Figure 4) (10) Proof of Lemma 1. By Maupertuis' principle, trajectories ofθ = −∇V (θ) with fixed energyθ 2 /2 + V (θ) = E are geodesics in the Jacobi metric of kinetic energy, dσ = 2(E − V )ds, and vice versa. This kinetic energy metric becomes our given metric λds if we set V = − 1 2 λ 2 and take E = 0. The energy relation becomes |θ| = λ. Thus the trajectory of any solution of (8) with speed λ is a geodesic for the metric λds. Now, since our metric is isotropic-the indicatrices are spheres-the geodesics are normal to wavefronts, (11) ∇L θ , and the two vectors in (11) point in the same direction. Moreover, the definition of L implies |∇L| = λ. Combining this with the energy relation (9), we conclude that |∇L| = |θ|, which together with (11) completes the proof of (10).
The support of the bump function β is the union of ε-balls centered at the integer points 2n; we will refer to such a ball as the "lens," denoting it by L n . Let Σ n be the equatorial disk of L n of radius ε 2 , i = 0, 1. We will refer to these disks as sections; see Figure 5 .
Lemma 2 (existence of geodesic segments). For all ε sufficiently small the following holds. 
Proof of Lemma 2. On the sphere of radius 2ε
1 3 centered at p 0 ∈ Σ 0 we define the spherical cap Q 0 as shown in Figure 6 to consist of points on the sphere whose radius vector forms angle ≤ ε 1 3 with the straight line segment p 0 p 1 .
6 In a similar way we define the cap Q 1 ; see Figure 6 . As the first step we will show that any pair q i ∈ Q i (i = 0, 1) is connected by a geodesic segment γ 0 (q 0 , q 1 ) which avoids all lenses, thus also being a geodesic in the metric λds. Minimal geodesic segments γ(p 0 , q 0 ) and γ(q 1 , p 1 ) are unique since the sphere's radius 2ε 1 3 is less than the injectivity radius of 6 The radius 2ε 1 3 is chosen so that the sphere centered at any p 0 ∈ Σ 0 would include the lens L 0 . our metric, which we assure by making ε small enough. We will show that there is a unique choice of q i ∈ Q i for which the broken geodesic γ(p 0 q 0 q 1 p 1 ) is a true geodesic by matching tangents at q 0 and q 1 ,
where v 0 (q 0 ) is the unit tangent at q 0 to γ(p 0 , q 0 ) and V 0 (q 0 , q 1 ) is the unit tangent at q 0 to γ(q 0 , q 1 ), with similar notations for the right end.
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These are implicit equations for the unknowns q 0 , q 1 . We will solve (12) using a fixed point argument, by reformulating (12) as the existence of a fixed point of a map from a neighborhood of S 2 × S 2 into itself. Heuristically, (12) can be satisfied due to the fact that V 0 (q 0 , q 1 ) barely changes with q 0 , while v 0 (q 0 ) ≈ const. · p 0 q 0 is approximately the normalized radius vector of q 0 on the sphere, so that q 0 can be adjusted. The specifics of this are carried out in Step 3 below.
We now proceed with the details.
Step 1: The existence of the geodesic γ(q 0 , q 1 ). Let λ 0 denote the term in parentheses in (5) with β = 0. We first prove this statement in the truncated metric λ 0 ds and then show that the geodesic γ 0 (q 0 , q 1 ) does not intersect any of the lenses. This will establish that γ 0 (q 0 , q 1 ) is in fact the geodesic in the metric λds.
Geodesics in metric λ 0 ds are trajectories of (8) with λ = λ 0 :
x =ÿ = 0,z + λ 2 0 (z) 2 = 0, subject to energy relation (9):
We have to prove the existence of a solution θ(t) = (x(t), y(t), z(t)) with θ(0) = q 0 ∈ Q 0 , θ(T ) = q 1 ∈ Q 1 for some T > 0, and such thatż > 0 on 0 ≤ t ≤ T . We start by defining T . Since the (x, y)-motion is free, we must haveẋ 2 +ẏ 2 = (r/T ) 2 , where r = (x 1 − x 0 ) 2 + (y 1 − y 0 ) 2 . We must also satisfy the energy relation which now becomesż 2 = λ 2 0 − (r/T ) 2 , z must satisfy its boundary conditions, z(0) = z 0 , z(T ) = z 1 , and finally we must haveż > 0. Due to the latter condition, t is a function of z:
For the boundary conditions for z(t) to hold it is necessary that
We use relation (15) to define T implicitly. Clearly T is unique, since the two sides in (15) are monotone in T , one increasing and the other decreasing, with the appropriate limits at the ends of the range of T allowed by the right-hand side. With T now defined, we pick (x, y)(t) = (x 0 , y 0 ) + (x 1 − x 0 , y 1 − y 0 )t/T and define z(t) by (14). It is clear that the resulting solution satisfies the boundary conditions. Uniqueness of the solution follows from the fact that it was derived unambiguously from necessary properties.
Next we show that θ(t), 0 ≤ t ≤ T , avoids all the lenses and hence is a geodesic in the metric λds.
Step 2: γ 0 (q 0 , q 1 ), q i ∈ Q i , i = 0, 1, avoids all lenses. Since z(t) from the previous step increases from
, we conclude that the corresponding phase point (z,ż) lies above the separatrixż 2 = 2ε cos 2 πz 2 in the phase plane (see Figure 7) , and hencė
By (13) the horizontal speed of our solution v h = ẋ 2 +ẏ 2 < λ 0 < 1 + ε, and thus, as long as |z| < 1 2 , we have the following bound on the "slope" of the trajectory:
This slope is steep enough so that θ(t) clears all lenses with centers on z = 0. Indeed, θ(0) = (x 0 , y 0 , z 0 ) ∈ Q 0 is "not too low," by the definition of Q 0 , 2 > ε, which is too high to meet any lens whose center is on the plane z = 0. The same argument applies near z = 2.
It also follows by the same argument that if p 0 ∈ ∂Σ 0 , then the geodesic misses L 0 ; see Figures 6 and 8. Indeed, for θ(t) to reach L 0 the projection point (x(t), y(t)) must move the distance > ε 1 3 − ε and by the slope estimate (16) 
2 > ε, thus missing the lens. We have thus shown that γ 0 (q 0 , q 1 ) = γ(q 0 , q 1 ) is a geodesic in the full metric λds.
Step 3: Matching the geodesic segments γ(p 0 , q 0 ), γ(q 0 , q 1 ), and γ(q 1 , p 1 ). Our goal now is to prove that there exist points q 0 , q 1 satisfying the matching conditions (12).
We will reformulate (12) as a condition for the existence of a fixed point of a map on S 2 × S 2 . The points on S 2 will be the unit normal to the sphere at q 0 and q 1 . If ε is sufficiently small, then the radius 2ε 1 3 of the spheres in Figure 6 is less than the injectivity radius of our metric λds. Since |q 0 − p 0 | = 2ε 
|q0−p0| and g 0 is bounded in C 1 -norm as a function of q 0 . Expressing
3 n 0 we obtain v 0 as a function of n 0 , rather than of q 0 ; by a slight abuse of notation,
where g 0 is bounded in C 1 -norm as a function of n 0 ∈ S 2 . Consider now the geodesic segment γ(q 0 , q 1 ) whose existence was proven in Steps 1 and 2. The unit tangent V 0 (q 0 , q 1 ) at q 0 to γ(q 0 , q 1 ) satisfies
where e 01 =
p1−p0
|p1−p0| and
as follows from the above proof of Steps 1 and 2. We again express q 0 in terms of n 0 and q 1 via n 1 = p1−q1 |p1−q1| ; again, by some abuse of notation we have
Similar statements hold for the unit tangent vectors v 1 (n 1 ), V 1 (n 1 , n 0 ) at q 1 (see Figure 6 ):
with similar estimates on g 1 , h 1 . Each n i , i = 0, 1, ranges over a spherical cap:
We will complete the proof of the lemma once
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we show that (17)- (21) imply the existence of a unique pair (q 0 , q 1 ) ∈ Q 0 × Q 1 such that (12) holds. Using the above expressions for the unit tangent vectors, we rewrite the matching conditions v 0 = V 0 and v 1 = V 1 , obtaining (22) n 0 = e 01 + R 0 (n 0 , n 1 , ε),
with a similar estimate for R 1 . We now combine (22), (24) into
where n = (n 0 , n 1 ), e = (e 01 , e 01 ), f = e + R(n, ε), and R = (R 0 , R 1 ). It now remains to prove that f : Q × Q → S 2 × S 2 has a fixed point. By the definition, Q is the ε 1 3 -neighborhood on the unit sphere of e 01 , and thus f maps Q×Q into itself provided
The last two estimates certainly hold according to (23), provided |p 1 − p 0 | > C for a sufficiently large C and provided ε is sufficiently small. Now f has a fixed point by the Bohl-Brouwer theorem, and hence (25) has a solution. The lemma is proven.
In fact, we have proved that the solution of (25) is unique and depends on p i smoothly; indeed, R is C 1 -small and hence f is a contraction. The solution is a smooth function of parameters p 0 , p 1 since f also has that property.
We describe now the setup for the next lemma. Consider two sections Σ 0 and Σ centered at (0, 0) and (n, 2), respectively, where n is an even integer vector: n ∈ 2Z 2 . Consider the metric λ obtained by removing that bump of β which is concentric with Σ; this device of removing the bump turns out to avoid a significant number of technicalities. Fixing any p 0 ∈ Σ 0 , let L(p) = L(p 0 , p) be the geodesic distance from p 0 to p ∈ Σ in the metric λds. p ∈ Σ is treated from now on as a two-dimensional variable. That is, we identify p = (x, y, 2) with p = (x, y), by dropping the last coordinate; accordingly, ∇ L ∈ R 2 is a two-vector.
Lemma 3 (geodesic length). With the above notation for large |n| we have
where c and c are positive constants independent of ε. Proof of Lemma 3. By Lemma 1 "projected" onto the (x, y)-plane we have
where (x(t), y(t), z(t)) = θ(t) is the solution of (8) satisfying (9) and connecting p 0 with p. By Lemma 2, θ(t) intersects no lenses between the time t * of exit from L − and the time t p of arrival at p. Thus
i.e., the (x, y)-projection of the trajectory is a straight line; since the radii of Σ − and Σ are ε 1 3 and the distance between their centers projected onto the (x, y)-plane is |n|, we have
where c is a constant independent of ε (any c > 2 works). This establishes the "angular" part of (27) . It remains to show that 0 < 1 − |v| < e −c |n| . The idea is to show that almost all the energy is in the horizontal motion. More precisely, for t ∈ (t * , t p ) the energy relation gives
where v = |v|, and hence
It is intuitively clear that if the above integral is large, then v must be close to min λ 0 = 1, which is just what we are trying to prove. We now make this idea more precise. First, t p − t * is large if |n| is large:
which in combination with (29) gives
where we have replaced the lower limit of integration z(t * ) = O(ε) by −2, obviously increasing the integral. Note that λ 0 (1) = 1, implying v < 1.
Using
Combining this with (30) implies 0 < 1 − |v| < e −c |n| and thus completes the proof.
Let Σ − , Σ, and Σ + be any three sections with respective centers at (−n − , −2), (0, 0), and (n + , 2), where n ± ∈ 2Z 2 , 0 = (0, 0) ∈ Z 2 ; see Figures 5 and 3. For arbitrary points p ± ∈ Σ ± , consider the sum
of geodesic lengths of the minimal geodesics 8 from p − to p and from p to p + . Here p ± will be treated as fixed and p as a variable. By Lemma 2 S(p) is well defined for all p ∈ Σ.
Lemma 4. There exists ε 0 > 0 such that for all 0 < ε < ε 0 the following holds. If the sections Σ − , Σ, and Σ + described above are sufficiently far apart,
and are sufficiently well aligned in the (x, y)-direction,
has a minimum at p = p min ∈ Σ, then the broken geodesic γ(p − p min p + ) is a true geodesic. The last lemma will be used to shadow pseudogeodesics by true geodesics.
Proof of Lemma 4. We first consider the modification S(p) of sum S(p) obtained by removing the bump β 0 from the metric. We will first show that this "truncated" action S(p) is nearly constant on Σ (thanks to the removal of the bump). Following that, we will show that restoring the bump β 0 creates a "well" inside Σ for the true action S(p), thus completing the proof of the lemma.
For
ε|n±| . Adding these two equations, we obtain
Using (33) and (32) in (35) we obtain
The last estimate shows that S is "nearly constant." More precisely, for all p ∈ Σ,
from Lemma 2, and the last inequality gives
We will now show that restoring the bump β at (0, 0) decreases S by a larger amount than the preceding error ε k+2.5 :
Once the latter inequality has been shown, the proof of the lemma will be complete; indeed, for all p ∈ Σ,
showing that the minimum is not on the boundary and is thus in the interior of Σ, thus completing the proof of the lemma modulo (38).
where (A) follows from the minimality of γ(p − p) and γ(pp + ) in the metric λds, γ similarly corresponds to the metric λds, and β 0 is the bump centered at the origin (i.e., the summand in (6) corresponding to n = 0). It remains to observe that
where (A) follows from the fact that β 0 = 1 inside the ε/2-ball B ε/2 centered at 0 and where (B) follows from the fact that the curve γ passes through the center of the ball and hence is at least as long as the ball's diameter. The last estimate on the effect of the bump used in (39) proves (38).
4. Proofs of Theorems 1, 2, and 3. The "turning" Theorem 1 is a trivial consequence of the "shadowing" Theorem 2, and it suffices to prove the latter.
Proof of Theorem 2. We choose 0 < ε < ε 0 , where ε 0 is as in Lemma 4. Let us pick an arbitrary finite sequence of integer vectors n i ∈ 2Z 2 satisfying the conditions (7) of the theorem. Pick also an arbitrary sequence σ i = ±2, i ∈ Z. We now consider an associated sequence of sections Σ i obtained by consecutive displacements of the section Σ 0 := {(x, y, 0) : lies in the interior of its domain Σ = Σ 1 ×· · ·×Σ N −1 . Indeed, assume that a minimizer (p 1 , . . . , p N ) ∈ ∂Σ, so that p k ∈ ∂Σ k for some 1 ≤ k ≤ N . But by moving p k to the interior of Σ k we can decrease the sum
without affecting other terms in S, thus decreasing S, in contradiction with the assumption. An interior minimizer of S corresponds to a geodesic. 9 Without extra assumptions on the bump we cannot claim that the geodesic is unique. In fact, uniqueness may fail if the function η defining the shape of the bump oscillates. This shows that the speed of diffusion is O(ε 2k+4 1 2 ). Proof of Theorem 3. We first show that any unit vector r ∈ R 3 is a rotation vector for some geodesic. The idea is similar to the one used to prove that rotation numbers in a van der Pol-type equation form an interval. We choose a sequence of (n i , σ i ) with σ i = 2 and n i satisfying the conditions of Theorem 2, and such that (41) lim
One specific way to make such a choice is sketched in Figure 9 . Once the itinerary is chosen, the corresponding geodesic exists by Theorem 2; this geodesic's rotation number is r, according to (41) .
It remains to show that there exists a geodesic whose rotation set is S 2 . The problem reduces to finding an admissible sequence (n i , σ i ) for which the closure of the set {u k } of approximate directions
