Abstract. We present a new approach to optically calibrate a multispectral imaging system based on interference filters. Such a system typically suffers from some blurring of its channel images. Because the effectiveness of spectrum reconstruction depends heavily on the quality of the acquired channel images, and because this blurring negatively affects them, a method for deblurring and denoising them is required. The blur is modeled as a uniform intensity distribution within a circular disk. It allows us to characterize, quantitatively, the degradation for each channel image. In terms of global reduction of the blur, it consists of the choice of the best channel for the focus adjustment according to minimal corrections applied to the other channels. Then, for a given acquisition, the restoration can be performed with the computed parameters using adapted Wiener filtering. This process of optical calibration is evaluated on real images and shows large improvements, especially when the scene is detailed.
Introduction
A multispectral image can be defined as an image where each pixel contains information about spectral reflectance of the imaged scene.
1,2 Indeed, a multispectral imaging system splits the light spectrum into more than three frequency bands and records each of the images separately as a set of monochrome images. Such a technique, by increasing the number of acquisition channels in the visible spectrum and by expanding channel acquisition to the light that is outside the sensitivity of the human eye, offers several advantages over conventional RGB imaging. Thus it is attracting increasing attention because of its strong potential application in many domains. For example, several research laboratories are interested in multispectral imaging for accurate artwork analysis and archiving. [3] [4] [5] Some other international groups are working in high colorimetric acquisition and reproduction fields [6] [7] [8] and multimedia applications. [9] [10] [11] Recently, we have also seen several emerging industrial applications. 12, 13 Multispectral imaging also has great potential in the field of agriculture for precision and quality control by artificial vision. 14, 15 We are concerned with this field in so far as our system was designed to acquire two bands in the near infrared ͑NIR͒. Since we know that plants reflect differently in the NIR, multispectral imaging in the NIR could distinguish between plants and weeds.
In such a system, we seek to record data representing the spectral reflectance in each pixel of the surface of the scene. That requires images of acceptable quality ͑sharp and of the same scale͒. However, some blurring constantly appears on the channels other than the one where we adjust the focus, so one of the primary calibrations is the optical one.
By optical calibration we mean the quantification of the degradation that corrupts the acquired channel images. We therefore always know which correction to apply. We have opted for an image processing solution. The motivation comes from the need to give a built-in flexibility to our system, i.e., we do not want to change the focus of the lens or to move the camera system once the acquisition process is launched.
In Sec. 2 we describe the imaging system we use. Then in Sec. 3 we give some features of its components, allowing us to explain and to model the optical blur. We present in Sec. 4 an acquisition protocol that offers the best compromise between acquisition parameters and global reduction of the blur. Afterward, we describe the methodology used to compute the degradation parameters for each channel image. We also present a fast version of this algorithm based on a polynomial approximation of the mean square error ͑MSE͒ versus radius curves. In Sec. 5 we explain the restoration method we have performed; some results of this step of optical calibration are given and commented on. Finally, we conclude our findings in Sec. 6. its immediate neighbors. A wheel equipped with ten holes houses the nine filters ͑numbered 1 to 9͒, and the last hole is without a filter. The wheel is located in front of the camera/lens system. It is motorized to rotate and is piloted by software. Monoband or channel images are captured during each revolution and transferred to the computer.
The image acquisition with this system is completely computer controlled. We can choose the number of spectral bands ͑1 to 9͒, the number of shots for each band, the number of multispectral datasets to acquire, and the time between each dataset. It is well known that a change of aperture alters the depth of field. So, to avoid more blurring, we work under fixed aperture in our experiments. To extend the dynamic range of the camera, we control by computer the exposure time for each spectral band according to each filter transmittance. A multispectral image is thus acquired by positioning successively each of the selected filters in front of the camera. Each of the channel images can be considered as a narrowband image having a wavelength band equal to that of the filter.
Blur Study

Blur Origin
Refractive indices
We use a set of Melles Griot interference filters of equal thickness. This type of filter operates with the principle of a Fabry-Perot interferometer. The Fabry-Perot interferometer is a simple interferometer that relies on the interference of multiple reflected beams, as shown in Fig. 2͑a͒ . In these filters the air gap is replaced with many thin film layers of dielectric materials having different refractive indices to produce constructive and destructive interferences in the transmitted light. Furthermore, a colored glass is added to each filter ͓see Fig. 2͑b͔͒ . These colored glasses obviously have different refractive indices. Finally, the effective refractive index of each filter is dependent on the wavelength film material, the order of film layers, and the refractive index of the colored glass. As a result, the refractive indices of the filters we use are not equal.
Chromatic aberration
Chromatic aberration is the result of the fact that the focal length for different wavelengths is different. In other words, a lens, due to the change of refractive index with wavelength, does not focus different wavelengths of light onto exactly the same focal plane. To avoid aberration problems, a two-lens system equips some systems to reduce curvature of the image and to minimize residual aberrations in the focal plane. 16, 17 An apochromatic triplet usually equips lenses such as the ones used here. In fact, an apochromatic triplet combines three lenses with different chromatic dispersion to achieve the same focal length for three wavelengths, e.g., 450 nm ͑blue͒, 550 nm ͑green͒, and 650 nm ͑red͒. However, in a multispectral system, light is filtered to more than three wavelengths. Thus, the apochromatic triplet cannot entirely correct the chromatic aberration. When looking at how the focal length varies when using an apochromatic triplet ͑see Fig. 3͒ , we understand why the blur appears severely in certain channels and not in others.
Several optical elements ͑lenses and/or glass filters͒ can be combined with a single effective focal length. We consider a point object situated at a distance Z from the optical center. When we adjust the focus with the filter F1, which has the refractive index n 1 , a sharp image of the object is formed on the plane P1 at the distance ZЈ1 where the CCD sensor is ͑see Fig. 4͒ . After rotating the wheel, another filter F2 with another refractive index n 2 is placed in front of the camera. Due to the difference between refractive indices of the two filters, the incoming light does not appear to be refracted. After passing through the filters, and due to the chromatic aberrations of the lens, the emergent lights are not focused on the same focal plane. Because the focus has not been changed, the image of the object resolves as a point in the plane P2 at a distance Z 2 Ј becoming a circle of confusion of the diameter d ͑and radius r͒ by the time it reaches the CCD sensor still at the distance Z 1 Ј ͑on P1͒. The image formed on the CCD is therefore blurred. To remedy this problem, the change of the camera focus for each filter can be done. It is an impractical solution even with an autofocus mechanism, because it would introduce a geometrical offset on one hand and slow down the acquisition protocol of our system on the other hand. That is why we have opted for restoring the blurred images by image processing.
Blur Modeling
Our approach tries to recover an image that has been degraded by using a priori knowledge of the degradation phenomenon. 18 This process is commonly referred to as image restoration. It is a technique based on deconvolution, oriented toward modeling the degradation and applying the inverse process to recover the original image. Although the degradation processes affecting images are generally nonlinear, a linear blur and an additive white Gaussian noise, giving the observation in Eq. ͑7͒, often adequately model the distortions:
X is the original image, Y is the noisy blurred image, h is the distortion operator, also called the point-spread function ͑PSF͒, characterizing the acquisition system and corresponding to a blur function representing the linear spatially 
Fig. 4
The lens combined with a filter constitutes the optical system; f o1 , f i1 , and f o2 , f i2 are (respectively for filters F1 and F2) its first focal point and its second focal point. The point object is at a distance Z from the optical center. When the focus is adjusted with the filter F1, a sharp image of the point object through this filter plus lens form at a distance Z 1 Ј on the plane P1. The CCD sensor coincides with this plane. When we replace filter F1 by filter F2, the image of the point object resolves as a point in the plane P2 at the distance Z 2 Ј , becoming a circle of confusion of the diameter d (and radius r) by the time it reaches the CCD sensor still at a distance ZЈ1 on P1. Thus the image formed on the CCD is blurred.
invariant distortion, and n is an additive noise introduced during image acquisition and digitization. It is generally chosen as a white Gaussian noise. We have shown in the previous section that the blur appearing in our images is mainly due to a lack of focus. This kind of blurring results in the spreading of a point of incoming light across a circle of confusion ͑Fig. 4͒. It is modeled in a variety of imaging systems as a uniform intensity distribution within a circular disk: 19, 20 h͑x,y ͒ϭ
where r is the radius of the circle. Now PSF(r) is the point spread function modeled by a uniform intensity distribution within a circular disk of radius r.
Optical Calibration
Method
Since we use an electro-optical system, it must be calibrated in situ. 21 We do not use any particular target or rigid configuration to achieve the calibration. We place the objects that are to be acquired in the field of the camera and we use this scene for the calibration. It allows us to obtain calibration parameters exactly adapted to the camera configuration ͑aperture, focal, etc.͒, to the distance between the scene and the camera, etc.
During this protocol, an adjustment of the camera focus should be done to obtain some sharp images. To get an objectively sharp image for a chosen filter, a mechanism has been implemented allowing the objective adjustment of the focus. This mechanism is based on a real-time maximization of the image's standard deviation. The choice of this criterion was justified after several tests on image statistics. In the software driving the system, we calculate in real time the standard deviation of a region of interest ͑ROI͒, and we show the variation. The best focusing is for the maximum of standard deviation. For good results, the ROI must be in an edge area.
The acquisition protocol we have established to optically calibrate the system is as follows. We position the first filter in front of the camera and we adjust the focus with the aim of acquiring a sharp channel image; then we acquire the eight other images, corresponding to the eight other filters, without changing the focus. We repeat this process for the second filter and so on until the ninth one. We denote y i j the image acquired from the j'th channel when the focus is adjusted on the i'th channel. The result is a set of y i j images, where i and j both vary from 1 to 9. Note that y ii is a sharp channel image.
Because we have chosen a disk for modeling the blur, its radius is the parameter of the model. The calibration task is to define exactly the radius of the disk of the blurring operator that distorted the acquired image y i j ͑when i j). As soon as these radii are calculated, we will know, for each filter i, the eight radii r i j ( jϭ1...9 with i j) of the PSF to apply to restore the eight blurred channel images y i j . Then we will be able to determine the channel i, for which the sum of the different radii r i j is the smallest. This channel will be chosen to do the adjustment of the camera focus for further acquisitions. Let us study how the radii are processed. Each channel image y j j is sharp and noisy. Because with our system we can choose the number of shots of the same channel under identical conditions, we use a method based on an unbiased estimator of the noise variance: having two images of identical conditions, we can calculate the variance noise estimation as:
where ͗ ͘ is the average of the image. The subscripts i refer to a single image from the two and a to the image average. From two sharp and noisy images, we retain the average as the final image free from noise. Then, we apply different convolution filters PSF(r k ) to this sharp and denoised channel image y j j . The result is a set of images y j j *(r k ). The aim is to obtain a value of r k , noted r i j , for each channel image y i j , with a blurred image y j j *(r i j ) close to y i j . k takes about 100 different values, allowing r k to take values from 0 to 10 with a step of 0.1. Afterward, we add to each y j j *(r k ) a zero-mean Gaussian noise with the previously estimated variance to approximate the real circumstance of acquisition. MSE(y i j ,r k ) is the pixel-by-pixel mean squared error operator that we have implemented between the channel image y i j and simulated blurred and noised images y j j *(r k ) ͑see Fig. 5͒ . By tracing the mean square error according to the radius r k , we have always noticed an absolute minimum ͑see Fig. 6͒ . We retain this minimum as the exact radius r i j of the blurring function, because we can consider that the corresponding PSF gives the best simulation of the blurring y j j *(r i j ). The result is a value of radius r i j for each of the channel images y i j ͑see Table 1͒ .
Fast Algorithm
Because the MSE algorithm, which calculates the optimal radius r i j , is expensive in terms of memory and computational time, we seek to accelerate it. This step is done for each configuration of acquisition to be exactly adapted to the scene and its position compared to that of the camera one. Therefore we modeled the function describing the MSE(y i j ,r k ) versus the radius r k . This model can be determined on the simple case of an image with a white central pixel having a gray level of 255 on a black background with a gray level of 0. Once we have applied the disk filter on this image, pixels get three kinds of values depending on how the disk slices the image pixels ͑see Fig. 7͒ .
• If the pixel is entirely contained in the disk, it gets a value equal to 255/r 2 .
• If the pixel is entirely out of the disk, it gets the value 0.
• If it is partially contained in the disk, it gets the value 255*␣/r 2 , where ␣ is function of the pixel surface contained in the disk.
Let us study this last case. As our work field has a circular symmetry, we can reduce the analysis to a quadrant of the disk. We base our reasoning on the upper right quadrant only. Thus, analytically, the disk slices the pixels in three ways, as illustrated in Figs. 7 and 8. Case 1. In this case ͓see Fig. 8͑a͔͒ , the disk slices the pixel in two points A and B belonging to two edges in the Y direction. The coordinates of intersection points A and B are:
where T means the transpose operator. The shaded surface is approximated by the trapeze surface and calculated as in Eq. ͑3͒:
Case 2. In this case ͓see Fig. 8͑b͔͒ , the disk slices the pixel in two points A and B belonging to two edges, respectively, in Y and X directions. The coordinates of intersection points A and B are:
and
The shaded surface is approximated by a triangular one and calculated as in Eq. ͑4͒: 
027004-6 Optical Engineering
February 2005/Vol. 44(2)
Case 3. In this case ͓see Fig. 8͑c͔͒ , the disk slices the pixel in two points A and B belonging to two edges, respectively, in Y and X directions. The coordinates of intersection points A and B are:
The shaded surface is approximated as in Eqs. ͑5͒ and ͑6͒:
ͮ .
͑6͒
We calculate the mean square error pixel by pixel between the original image y i j and the degraded one y j j *(r k ) as in Eq. ͑7͒: MSE͑ y i j ,r k ͒ϭ
where M and N are the image dimensions.
We have found analytically that the values of the pixel in the degraded image for the three cases are a function of r and r 2 . That means we can approximate the MSE versus the radius curves by a 4-deg polynomial curve. We have performed this fitting and we get the polynomial coefficients and shape as illustrated in Fig. 9 . By this fitting, the algorithm can be accelerated. Five points are sufficient to find the absolute minimal of the curves and thus the optimal radius r i j , which degrades each channel image y i j . In practice, we use about ten values of r k . These values vary from 0 to 10 in increments of 1. Thus, we simultaneously improve the earlier approximation ͑theoretically, only five Fig. 8 Three cases under which the disk partially slices a pixel. i and j are, respectively, column and line indices from the treated pixel: (a) shaded surface is approximated by the trapeze surface, (b) shaded surface is approximated by a triangular surface, and (c) shaded surface is approximated by combination of a trapeze and a triangle. Fig. 9 Example of the use of a fast algorithm based on polynomial fitting to find the optimal radius. parameters are necessary͒ and reduce the calculation time by a factor of 10.
Choice of Final Parameters
We have tested the previous process of calibration on different targets. We found that, working with a limited field depth of the camera ͑to avoid additional blur due to the depth of field difference͒, the blur globally behaves the same in both 2-D and 3-D scenes. It has low-pass characteristics and is particularly characterized by smoothing edges and degrading textures and details.
We have carried out this experiment for all the channels and we obtain quite a symmetric array representing the radius for each channel when the focus is adjusted on another one ͑see Table 1͒ . We can explain the symmetry of the array by the fact that when we adjust the focus on the channel i, we obtain a sharp channel image y ii . For another channel j, we obtain a blurred channel image y i j requiring the restoration of the optimal radius r i j . Now we turn the focus slightly to obtain a sharp channel image y j j , but we obtain simultaneously a blurred channel image y ji requiring the restoration of the optimal radius r ji . It is obvious that to recover a sharp image y i j , we need to turn the focus of the same degree in the opposite sense. This explains why the array ͑Table 1͒ is quite symmetric. We think that the small differences of symmetry are due to the measure errors. However, their low level seems to reveal the accuracy of the focusing mechanism we use, which is a very important parameter in calibration operation.
Finally, and for all the tests we have done, we chose the adjustment of the focus on channel five. Indeed, the best channel i for the adjustment is the one for which the sum of r i j is the smallest. This choice globally reduces the blur appearing on the other channels and consequently reduces necessary corrections. The corresponding row of the table allows us to know the exact function ͑PSF͒ to apply to each channel image to restore it.
Channel Image Restoration
Restoration Method
The main objective of this section is to describe how we proceed to restore the channel images, which are distorted with known PSFs. Deconvolution by an inverse filtering seems to be a direct solution. However, as an additive noise n is present, and unfortunately its impact in high-pass filters such as inverse filtering is significant: the deconvolution tends to amplify the noise. Thus, we need a restoration technique that both decreases the complexity and increases performance. 22 Because the frequency characteristics of the image and additive noise can be easily estimated, and taking the necessity of a fast algorithm of restoration into account, a Wiener filter is an effective way to restore channel images. This filter is based on least mean squares and provides a good tradeoff between inverse filtering and noise smoothing. It is fast, efficient, easy to implement, 23 and gives results as good as those of preconditioned edgepreserving algorithms 24 with no higher complexity. Furthermore, since we have a priori information about the additive white Gaussian noise, this filter can be implemented under a regularized algorithm, under which we can adaptively handle the noise, using it as a constraint. This kind of algorithm has the advantage of being adaptive, so it preserves edges and at the same time avoids a ripple effect. 24 -26 We perform the deconvolution in the frequency domain by using the discrete Fourier transform ͑DFT͒. In this domain, the process becomes a simple matrix multiplication but assumes that the frequency pattern of an image is periodic. This assumption creates a high-frequency drop-off at the edges of images. Since this is not the case, it creates a phenomenon called boundary effect or ringing. It is an intrinsic phenomenon in all deconvolution problems. To reduce this effect, we apply a preprocessing technique that reduces the discontinuities along the edges of images before deconvolution. This technique removes the high frequency at the edge of an image by blurring the edges of the image. Furthermore, to enhance the deconvolution results, we remove thermal and offset noises from the images before deconvolving them. These noises are quantified separately by characterizing the camera response on the dark. The following section reports some results of deblurring after the optical calibration step.
Results
To validate the proposed method, we both repeated the calibration process and the restoration for different scenes. We carried out experiments with real channel images. In Fig.  10 , we show the result of an optical calibration applied to a typical multispectral image acquired by our system. In this image, the focus was adjusted on channel 5. We can easily observe improvement, notably sharper edges, better contrast, and no noise amplification in the image after restoration. Because the results are quite similar for all channels, we discuss the result related to channel 1 when the focus has been adjusted on channel 9 ͓see Fig. 11͑a͔͒ . We present this case because it is an extreme one in terms of blur appearing on the related channel images. Thus we test the algorithm's robustness in such a difficult case. To evaluate the performance of the restoration method, we have tested three principal criteria. 27 Visual evaluation. This method is subjective and can be used when the difference between restorations is obvious. We used it because we also intend to increase the visual quality. Significant improvements can be seen by visual comparison between restored images and blurred channel images ͓see Figs. 11͑b͒, 11͑c͒ , and 11͑d͔͒. We can easily detect improvements in textures, and restored images are sharper and perceptually more detailed. Because we have taken the offset and dark noise into account, which is a function of the exposure time, the contrast is improved on the restored images.
Evaluation after a processing step. This technique uses a processing step to highlight some features in the image. The most well known ones in this category are edge detection and transformation to a Hough parameter space. In this way, the visual evaluation is improved, since most of the nondistinctive information is removed. However, the restoration technique selected with this method depends on the processing stage used for the evaluation, and therefore is only optimal for an application that uses this processing step. As we explained previously, because the blur smoothes the edges, we have implemented the optimal edge detection operator of Gouton-Hayet. 28 The results are encouraging and present a significant improvement. We can clearly observe richer and more closed edges in the restored image with the processed radius than in the blurred one ͑see Fig. 12͒ .
Quantitative metrics. The most frequently used indices are the mean squared error and the mean absolute error. Other known indices are the cross correlation and the relative mean error. There are some other well-known criteria depending on signal processing fields like peak-to-peak signal-to-noise ratio ͑PSNR͒ and improvement in signal-tonoise ratio ͑ISNR͒. As a metric to evaluate the restoration quality, we calculate the frequently used ISNR defined by: 
ISNRϭ10 log 10ͭ
where x is the original image to recover ͑equivalent to y j j ), y is the acquired channel image ͑equivalent to y i j ), and x is the restored image. Further, since we have used MSE to process the optimal radius in the proposed algorithm, it is logical to calculate the MSE after a restoration step. So we calculate it between the restored image x and the sharp one x. The results are satisfactory and a real improvement is observed. The ISNR was calculated for all restored images by different radii. We find the best results with optimal radius calculated with the method described here ͑see Fig.  12͒ . Thus we proved the efficiency of the algorithm by which we find the degradation parameters.
The method used for the restoration has the advantage of being fast and effective. It is a crucial factor, since our purpose is to attain application-dependent real-time imaging in the case of agriculture of precision. These results confirm that the proposed method allows us to determine which correction to apply to the channel images acquired by our multispectral imaging system. This correction gives some large improvements, as previously described.
Conclusion and Perspectives
A multispectral system based on interference filters typically suffers from some blurring of its channel images. A method for the optical calibration of such a system is described. This methodology contains the blur identification and modeling, blur parameter calculation, and a methodology for restoration. Evaluation of this method is carried out with real images. The results are satisfactory and show large improvements. In particular, the restored images are sharper and more detailed.
The next step of our research will consist of an evaluation of the effect of this restoration on the reflectance spectrum reconstruction. This will allow us to utilize our system in the case of agriculture of precision. Indeed, our system was designed to complete a previous study. This study aimed at separating onions from weeds by color and shape criteria. 29 We aim to extend it by using the additional information of reflectance offered by such a system.
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