Abstract. We investigate the measure of nodal sets for Robin and Neumann eigenfunctions in the domain and on the boundary of the domain. A polynomial upper bound for the interior nodal sets is obtained for the Robin eigenfunctions in the smooth domain. For the analytic domain, we first show the upper bounds for the interior nodal sets of Robin eigenfunctions, then show the upper bounds for the boundary nodal sets of the Robin and Neumann eigenfunctions. Furthermore, the doubling inequality and vanishing order are obtained.
Introduction
In this paper, we consider the Robin eigenfunctions with a possible large parameter |α| (1.1) −△u = λu in Ω, ∂u ∂ν + αu = 0 on ∂Ω on a smooth and compact domain Ω ∈ R n with n ≥ 2, where ν is an unit outer normal and n is the dimension of the space. In the case of α = 0, the equations (1.1) is called the Neumann eigenvalue problem (1.2) −△u = λu in Ω, ∂u ∂ν = 0 on ∂Ω.
In the case of α = ∞, it can be considered as the Dirichlet eigenvalue problem (1.3) −△u = λu in Ω, u = 0 on ∂Ω.
For any fixed constant α, there exists a sequence of eigenvalues λ 1 < λ 2 ≤ · · · → ∞. If α is negative, the first finite eigenvalues can be negative. Moreover, λ k → −∞ as α → −∞ for any fixed k ≥ 1. We are interested in the nodal sets of eigenfunctions in (1.1) and (1.2) in the domain Ω and on the boundary ∂Ω. The nodal sets are the zero level sets of eigenfunction. For the eigenfunctions of Laplace (1.4) △u + λu = 0 on a compact smooth Riemannian manifold M, Yau [Y] conjectured that the Hausdorff measure of nodal sets can be controlled above and below by eigenvalues as
where c, C depend on the manifold M. For the real analytic manifolds, the conjecture was answered by Donnelly-Fefferman in their seminal paper [DF] . A relatively simpler proof for the upper bound for general second order elliptic equations on the analytic domain was given by Lin [Lin] . For the smooth manifolds with n = 2, and Dong [D] independently showed the upper bound H 1 ({x ∈ M|u(x) = 0}) ≤ Cλ slight improvement with upper bound Cλ 3 4 −ǫ was given by Logunov and Malinnikova [LM] . For higher dimensions n ≥ 3, Hardt and Simon [HS] derived the exponential upper bound H n−1 ({M|u = 0}) ≤ Cλ C √ λ . Very recently, Logunov in [Lo] obtained a polynomial upper bound (1.5) H n−1 ({x ∈ M|u(x) = 0}) ≤ Cλ β , where β > 1 2 depends only on the dimension. For the lower bound, Logunov [Lo1] completely answered the Yau's conjecture and obtained the sharp lower bound as c √ λ ≤ H n−1 ({x ∈ M|u(x) = 0}) for smooth manifolds. This breakthrough improved a polynomial lower bound obtained early by Colding and Minicozzi [CM] , Sogge and Zelditch [SZ] . See also other polynomial lower bounds by different methods, e.g. [HSo] , [M] , [S] . The recent breakthrough on nodal sets of eigenfunctions in [LM] , [Lo] and [Lo1] is based on seminal work on new combinatorial arguments for doubling index and further exploration of frequency functions in [GL] and [HL] .
For the Neumann eigenvalue problem (1.2) or the Dirichlet eigenvalue problem (1.3), the polynomial upper as (1.5) can be derived (1.6) H n−1 ({x ∈ Ω|u(x) = 0}) ≤ Cλ β , for smooth domains with some β > 1 2 depending only on the dimension. One can construct a double manifoldΩ = Ω ∪ Ω to get rid of boundary. Then one can do an even extension for the Neumann eigenvalue problem or an odd extension for the Dirichlet eigenvalue problem on the domain to have second order elliptic equations with Lipschitz metrics. The following sharp doubling inequality on the double manifold
can be deduced as [DF2] for the second order elliptic equations with Lipschitz coefficients. Applying the new combinatorial arguments in [Lo] for the aforementioned second order elliptic equations with Lipschitz coefficients and doubling inequality (1.7), one can obtain the polynomial upper bound (1.6). We are interested in the measure of nodal sets in Ω for Robin eigenfunction (1.1). Especially, we want to find out how the upper bound of nodal sets depends on possible large parameter α on the boundary. For the interior nodal sets, we can show that Theorem 1. Let u be the Robin eigenfunction in (1.1). There exists a positive constant C depending only on the smooth domain Ω such that (1.8) H n−1 ({x ∈ Ω|u(x) = 0}) ≤ C(|α| + |λ|) β , where β > 1 depending only on the dimension n.
We briefly sketch the proof of the theorem. To prove (1.8), first we need to derive the sharp doubling inequality
on the double manifoldΩ. We introduce an auxiliary function involving the distance to the boundary, then transform the Robin eigenvalue problem into second order elliptic equations with Neumann boundary condition. We do an even reflection and obtain some quantitative Carleman estimates to show (1.9) on the double manifold. The combination of the results in [Lo] and the doubling inequality (1.9) implies Theorem 1. For the interior nodal sets of Robin eigenfunctions in analytic domains, we can show that Theorem 2. Let u be the Robin eigenfunction in (1.1). There exists a positive constant C depending only on the real analytic domain Ω such that (1.10) H n−1 ({x ∈ Ω|u(x) = 0}) ≤ C(|α| + |λ|).
The interior nodal sets estimates for Dirichlet eigenvalue problem (1.3) and Neumann eigenvalue problem (1.2) in real analytic domains have been shown by Donnelly and Fefferman in [DF2] to be H n−1 ({x ∈ Ω|u(x) = 0}) ≤ C √ λ.
Our strategy is to use the doubling inequality (1.9) and a growth control lemma on the number of zeros for complex analytic functions. We first find out the upper bound for nodal sets as (1.10) for the regions in the neighborhood of the boundary, then obtain the nodal sets estimates for regions away from the boundary. The combination of the estimates in the two regions gives Theorem 2. For the Robin and Neumann eigenfunctions, it is possible that the nodal sets of eigenfunctions in Ω intersect the boundary ∂Ω. Thus, it is interesting to find out how large the measure of boundary nodal sets is and how the measure depends on α and λ. The nodal sets on the boundary are co-dimension one. We can show that Theorem 3. Let u be the Robin eigenfunction in (1.1) in the real analytic domain Ω. There exists a positive constant C depending only on the domain Ω such that
Using the same idea, we can show the following conclusion holds for the boundary nodal sets of Neumann eigenfunctions.
Corollary 1. Let u be the Neumann eigenfunction in (1.2) in the real analytic domain Ω. There exists a positive constant C that depends only on the domain Ω such that
Remark 1. The upper bound for in Corollary 1 seems to be sharp. If we consider the Neumann eigenvalue problem 1.2 in a disc with radius 1 in R 2 , then the eigenfunctions are given by J k (α k,j r) sin(kθ) or J k (α k,j r) cos(kθ) and the eigenvalues are α 2 k,j . Here J k (x) is k-th Bessel functions and α k,j are zeros for J ′ k (x). It is known in [O] 
3 ) for large k and fixed j, where δ j is some known constant depending on j. On the boundary of the disc with r = 1. There are at most k nodal points. From the asymptotic behavior of eigenvalue α k,j , we learn that the conclusion (1.11) is sharp.
To derive the results in Theorem 3, much more efforts are devoted to obtaining the doubling inequality for Robin eigenfunctions on the boundary ∂Ω.
Theorem 4. Let u be the Robin eigenfunction in (1.1). There exist positive constants C and r 0 depending only on the smooth domain Ω such that
for any 0 < r < r 0 and any B 2r (x) ⊂ ∂Ω.
To obtain (1.12), we prove a new quantitative propagation of smallness lemma (i.e. Lemma 3) with possible large |α| or |λ|, which is based on a new global quantitative Carleman estimates with boundary terms (i.e. Proposition 4). A direct consequence of Theorem 4 is the following vanishing order estimates.
Corollary 2. Let u be the Robin eigenfunction in (1.1). Then the vanishing order of solution u on ∂Ω is everywhere less than C(|α| + |λ|), where C depends only the smooth domain Ω.
Remark 2. The results in Theorem 1-4 actually hold for either |α| or |λ| large. If one considers the Robin eigenvalue problem (1.1) as an elliptic equation in a special case that λ = 0 and α is some negative constant with large |α|, the equations (1.1) resemble the Steklov eigenvalues problems. The results in Theorem 2-4 seem to be sharp, which can be observed from the balls. For the study of nodal sets and doubling estimates of Steklov eigenfunctions, see e.g. [BL] , [Z] , [WZ] , [SWZ] , [Zh] , [Zh1] , [PST] , [Zh2] , [GR] , etc. The conclusions in Theorem 1 and 4 also hold for Robin eigenfunctions of Laplace-Beltrami operator on any smooth and compact Riemannian manifolds. The results in Theorem 2 and Theorem 3 are true for Robin eigenfunctions on real analytic compact Riemannian manifolds Let us comment on the organization of the article. Section 2 is devoted to the transformation of the Robin eigenvalue problem to elliptic equations with the Neumann boundary conditions. The polar coordinates for the double manifold with Lipschitz metric is also constructed. In section 3, using the local quantitative Carleman estimates, we estalish some quantitative three balls theorems. Then we derive the doubling inequality on the double manifold, the polynomial growth of nodal sets for Robin eigenfunctions on smooth domains and doubling inequality on the half balls. Section 4 is used to show the upper bounds for interior nodal sets for the Robin eigenfunction on real analytic domains. Section 5 is devoted to boundary doubling inequality and nodal sets estimates on real analytic boundary. In the last section, we derive a new type of global quantitative Carleman estimates with boundary terms. The letters C and C i denote generic positive constants that do not depend on u, and may vary from line to line. In the paper, since we study the asymptotic properties for eigenfunctions, we assume either |α| or |λ| is sufficiently large.
Preliminary
In this section, we transform the Robin eigenvalue problem to elliptic equations with Neumann boundary condition. We want to move the parameter α on the boundary into the coefficients in a second order elliptic equation. At first, we will transform the Robin eigenvalue problem to be a Neumann boundary problem. Considering a small ρ-neighborhood of smooth ∂Ω, let
where dist(x, ∂Ω) = d(x) is the distance function to the boundary ∂Ω. Since the domain Ω is smooth, there exists some small ρ 0 depending only on Ω such that the distance function
where ν(x) is an unit outer normal at x. Inspired by the construction in [BL] , we introduce the following auxiliary function
It is easy to check thatū(x) satisfies the following second order elliptic equations in a neigh-
∂ū ∂ν = 0 on ∂Ω. We use Fermi coordinates near the boundary. Let 0 ∈ ∂Ω. We can find a smooth constant ρ > 0 so that there exists a map (x ′ , x n ) ∈ ∂Ω × [0, ρ) sending (x ′ , x n ) to the endpoint, x, of the geodesic of length x n which starts at x ′ ∈ ∂Ω and is perpendicular to ∂Ω. Such map is a local diffeomorphism. Note that d(x) = x n in the coordinates and x ′ is the geodesic normal coordinates of ∂Ω. The metric takes the form n i,j=1
where g ′ ij (x ′ , x n ) is a Riemannian metric on ∂Ω depending smooth on x n ∈ [0, ρ). In a neighborhood of the boundary, the Laplace can be written as
using local coordinates for ∂Ω, where g ij is the matrix with entries (g ij ) 1<i≤j<n−1 = (g ′ ij ) −1 and g nn = 1 and g nk = g kn = 0 for k = n, and q i (x) ∈ C ∞ .
In the local coordinates, we identify ∂Ω locally as {x n = 0}. The Fermi distance function from 0 on a relatively open neighborhood 0 in Ω is defined bỹ r = x 2 1 + · · · + x 2 n−1 + x 2 n . The Fermi exponential map at 0, exp 0 , which gives the Fermi coordinate system, is defined on a half space of R n + . We choose a Fermi half-ballB
where B δ (0) is the ball centered at origin with radius δ in the Euclidean space. See e.g. the appendix A in [LZ] . For ease of notation, we still writeB 
with C depending only on ∂Ω.
We also want to consider the eigenfunction globally on Ω. As it is discussed that the distance function d(x) = dist(x, ∂Ω) is smooth to the boundary ∂Ω in a small neighborhood Ω ρ for some small ρ, we make a smooth extension for d(x) in the whole Ω. We introduce a smooth function l(x) such that ̺(x) defined as
is a smooth function in the whole Ω. Performing the similar procedure as before, we first transform the Robin eigenvalue problem to a Neumann boundary problem. Let
Thenū(x) satisfies the following Neumann boundary problem
∂ū ∂ν = 0 on ∂Ω. We want to get rid of the boundary ∂Ω as well. We define a global double manifoldΩ = Ω∪Ω. To extendū to be on the double manifoldΩ, we consider an even extension, that is
where π :Ω →Ω is a cononical involutive isometry which interchanges the two copies ofΩ. Near the boundary ∂Ω that the new metricg on the double manifoldΩ is Lipschitz continuous. To explain the metricg is only Lipschitz near the boundary, we use Fermi coordinates with respect to the boundary as before. The differential structure ofΩ near ∂Ω uses the Fermi coordinates in g ij . So x n > 0 and x n < 0 define the two copies of Ω. In these coordinates, g nk = 0 for k = n, there are no cross terms between ∂ n and ∂ x i . The metric g ij (x ′ , |x n |) is symmetric under x n → −x n . Thus, it is Lipschitz continuous across ∂Ω. Under the new metricg on the double manifold, from the equations (2.7), the new solutionū satisfies second order elliptic equations △gū +b(x) · ∇ū +c(x)ū = 0 inΩ, (2.8)
Now we deal with the second order elliptic equations with Lipschitz continuous coefficients. In order to apply Carleman estimates, we want to use polar coordinates. Following the strategy on the regularization for Lipschitz metric in [AKS] by Aronszajn, Krzywicki and Szarski, we are still able to introduce a suitable geodesic normal coordinates. Without loss of generality, we consider the construction of normal coordinates at origin. Starting from a ball B δ in local coordinates, we introduce a "radial" coordinate and a conformal change metricĝ ij . Let
where (2.12)ψ(x) =g kl (x) ∂r ∂x k ∂r ∂x l for x = 0 and (g ij ) = (g ij ) −1 is the inverse matrix. In the whole paper, we adopt the Einstein notation. The summation over index is understood. We assume the uniform ellipticity condition holds in B δ for
for some positive constant Λ 1 and Λ 2 depending only on Ω. Thenψ is bounded above and below satisfying (2.13)
We can also see thatψ is Lipschitz continuous. With these auxiliary quantities, the following replacement of geodesic polar coordinates are constructed in [AKS] . In the geodesic ballBr 0 = {x ∈Ω|r(x) ≤r 0 }, the following properties hold:
(ii)ĝ ij (x) is uniformly elliptic with
(iii) Let Σ = ∂Br 0 . We can parametrizeBr 0 \{0} by the polar coordinate r and θ, with r defined by (2.10) and θ = (θ 1 , · · · θ n−1 ) be the local coordinates on Σ. In these polar coordinates, the metric can be written as
There exists a positive constant M depending ong ij such that for any tangent vector
The existence of the coordinates (r, θ) allows us to pass to "geodesic polar coordinates". In particular, r(x) = (g ij (0)x i x j ) 1 2 is the geodesic distance to the origin in the metricĝ ij . In the new metricĝ ij , the Laplace-Beltrami operator is
Ifū is a solution of (2.8), thenū is the solution of the equation
By the properties ofψ, we can seeĉ(x) is Lipschitz continuous. The term 
For simplicity, we may write △ĝ or △ g as △ if the metric is understood. Since the geodesic balls under different metrics are comparable, we write all as B r (x) centered at x with radius r.
Interior doubling inequality and interior nodal sets on smooth domains
Let r = r(y) be the Riemannian distance from origin to y. Our major tools to get the three balls theorem and doubling inequality are the quantitative Carleman estimates. Carleman estimates are weighted integral inequalities with a weight function e τ ψ , where ψ usually satisfies some convex condition. We construct the weight function ψ as follows. Set
where g(t) = t + log t 2 for −∞ < t < T 0 , and T 0 is negative with |T 0 | large enough. One can check that (3.1) lim
We state the following quantitative Carleman estimates. The similar Carleman estimates with lower bound of the parameter τ has been obtained in e.g. [DF] , [BC] , [Zh2] . Interested readers may refer them for the proof of the following proposition.
Proposition 1. There exist positive constants C 1 , C 0 and sufficiently small r 0 and ρ such that for v ∈ C ∞ 0 (B r 0 \B ρ ), and τ > C 1 (1 + |α| + |λ|), one has
The · r or · norm in the whole paper denotes the L 2 norm over B r (0) if not explicitly stated. Specifically, · Br(y)) for short denotes the L 2 norm on the ball B r (y). Thanks to the quantitative Carleman estimates, it is a standard way to derive a quantitative three balls theorem. Let v be the solutions of the second order elliptic equations (2.17). We apply such Carleman estimates with v = ηū, where η is an appropriate smooth cut-off function, and then select an appropriate choice of the parameter τ . The statement of the quantitative three balls theorem is as follows.
Lemma 1. There exist positive constantsr 0 , C which depend only on Ω and 0 < β < 1 such that, for any 0 < R <r 0 , the solutionsū of (2.17) satisfy
for any x 0 ∈Ω.
Proof. Without loss of generality, we assume x 0 as the origin. We select R satisfying 0 < R < r 0 6
with r 0 as in the proposition 1. Set the annulus
We introduce a smooth cut-off function η(r) ∈ C ∞ 0 (B 3R ) with 0 < η(r) < 1 satisfying the following properties:
Due to the definition of η, the function ηū has compact support in the annulus
. Applying the Carleman estimates (3.3) with v replaced by ηū and taking it consideration thatū is the solution for the elliptic equations (2.17) yields that
Notice that the parameter τ ≥ 1. From the properties of η, it follows that
).
Since R ≤ 1, we obtain that
Recall the weight function ψ(r) = − ln r − ln(ln r) 2 . We see that ψ(r) is radial and decreasing. Thus, we can deduce that
). (3.6) For the equation (2.17), it is known that the Caccioppoli type inequality
holds with any 0 < a < 1. Applying such inequality gives that
Using the same strategy implies that
Substituting (3.8) and (3.9) into (3.6) gives that
We introduce two parameters
Due to the explicit form of ψ, we can check that
for some β 1 and β 2 independent of R. Adding ū 3R 4 to both side of the inequality (3.10) and considering that ψ(
In order to move the second term on the right hand side of the last inequality to the left hand side, we choose τ such that
To have (3.12), it is enough to require
Because of such choice of τ , we obtain that
Recall the assumption that the parameter τ > C( |λ| + |α|) in Carleman estimates (3.3). We choose
Substituting such τ in (3.13) yields that
Raising exponent β 2 β 2 +β 1 to both sides of last inequality yields that
where we have used again the fact that β 1 , β 2 independent of R. Let
Therefore, the quantitative three balls inequality in the lemma is obtained.
Let u L 2 (Ω) = 1. Because of the even extension, we may write
Setx be the point where
for some 0 <r 0 <r
for some Cr 0 depending onΩ andr 0 . From the quantitative three balls inequality (3.4), at any point x ∈ Ω, one has
.
Let l be a geodesic curve betweenx andx, wherex is any point inΩ. Define x 0 =x, · · · , x m =x such that x i ∈ l and Br 0 2 (x i+1 ) ⊂ Br 0 (x i ) for i from 0 to m − 1. The number of m depends only on diam(Ω) andr 0 . The properties of (x i ) 1≤i≤m and the inequality (3.16) imply that
Iterating the argument to get tox, we obtain that
With the aid of quantitative Carleman estimates and the inequality (3.19), using the argument as the proof of Lemma 1 as in [DF] , [BC] and [Zh] , we are ready to derive the doubling inequality as follows.
Proposition 2. Letū be the solution of (2.17) satisfying the condition (2.19). There exists a positive constant C depending only onΩ such that the doubling inequality holds
for any x ∈Ω.
Proof. Let R =r 0 8 , wherer 0 is the fixed constant in the three balls inequality in (3.4). Choose 0 < ρ < R 24 , which can be chosen to be arbitrarily small. Define a smooth cut-off function 0 < η < 1 as follows.
• η(r) = 0 if r(x) < ρ or r(x) > 2R,
We substitute v = ηū into the Carleman estimates (3.3) and consider the elliptic equations (2.17). It follows that
Thanks to the properties of η and the fact that τ > 1, we get that
,4ρ ≤ C( e τ ψū ρ,
Since R < 1 is a fixed constant and ρ < 1, we get that
,4ρ ≤ C(|α| + 1)( e τ ψū ρ,
Using the radial and decreasing property of ψ yields that
With the help of the Caccioppoli type inequality (3.7), we have
Adding the term e τ ψ(4ρ) ū 3ρ 2 to both sides of last inequality and taking ψ(ρ) > ψ(4ρ) into account yields that e τ ψ(
We choose τ such that
To achieve it, we need to have
Then, we can absorb the second term on the right hand side of (3.21) into the left hand side,
To apply the Carleman estimates (3.3), we have assumed that τ ≥ C(|α| + |λ|). Therefore, to have such τ , we select
Dropping the first term in (3.23), we get that
where we have used the condition that
2 < ψ(ρ) − ψ(4ρ) < β 2 for some positive constants β 1 and β 2 independent on R or ρ.
Letr 0 = R 2 be fixed in (3.19). With aid of (3.19), we derive that
Therefore, it follows from (3.24) that
Choosing ρ = r 2 , we get the doubling inequality
Together with (3.25) and (3.26), we obtain the doubling estimates Br) for any r > 0, where C only depends on the double manifoldΩ. Since the argument can be applied to any B r (x) centered at x, the proof of (3.20) is derived.
Thanks to Proposition 2, we are ready to show the upper bound of nodal sets of Robin eigenfunction in smooth domains Ω.
Proof of Theorem 1. We estimate the nodal sets ofū for the converted second order elliptic equations (2.8). The doubling inequality (3.20) in Proposition 2 implies that the double index defined in [Lo] is less than C(|α| + |λ|). Following the strategy in [Lo] which holds for second order elliptic equations with Lipschitz leading coefficients, we can derive the upper bound of the measure of nodal sets onΩ,
for some β > 1. By the explicit form ofū and the even extension, the upper bound of nodal sets in the Ω easily follows (3.29)
This completes the proof of Theorem 1.
Remark 3. In 2 dimensions, an explicit upper bound can be obtained. Using the recent development on combinatorial arguments for doubling index in [LM] and the nodal length estimates in small scales in [DF] or [Zh1] , we can show that
for some small constant ǫ > 0.
To derive the doubling inequality on the boundary, we want to show the doubling inequality in the half ball B + r (0). Since we did an even extension across the boundary {x n = 0} and the metricĝ ij is symmetric with {x n = 0}, the estimates (3.20) also holds in the half balls. Thus, there exist positive constants C, r 0 depending only on Ω such that the doubling inequality holds
for 0 < r < r 0 .
Interior nodal sets on real analytic domains
In this section, we will prove the upper bound for interior nodal sets of Robin eigenfunctions. Assume that Ω is a real analytic domain. If λ = 0, the Robin eigenvalues problem can be reduced to the Steklov eigenvalue problem as discussed in Remark 2. The measure of interior nodal sets for analytic domains has been obtained in [Zh2] . Hence, we assume λ = 0 in the section. We first show the measure of nodal sets in the neighborhood close to boundary, then show the upper bound of nodal sets away from the boundary ∂Ω. Since Ω is real analytic, we may embed Ω ⊂ Ω 1 as a relatively compact subset, where Ω 1 is an open real analytic domain with the same dimension of Ω. We denoted(x) = dist{x, ∂Ω} as the distance function from x ∈ Ω to the boundary ∂Ω. Thend(x) is a real analytic function in a small neighborhood of ∂Ω in Ω. Let the small neighborhood be Ω ρ = {x ∈ Ω|d(x) ≤ ρ}. As the arguments in [BL] , we constructû (x) = u(x) exp{−αd(x)}.
Simple calculations show that the new functionû(x) satisfies
Note that b(x), q(x) are analytic functions in Ω ρ
2
. We adopt the strategy in [DF2] for the study of nodal sets of classical eigenfunctions with Dirichlet or Neumann boundary conditions. Proposition 3. The functionû(x) can be analytically extended to some neighborhood
, there exists a ball B h (p) ⊂ Ω 2 so that for h 1 < h,
where the positive constant C 1 depends on h 1 .
Proof. For a fixed point p ∈ ∂Ω, we considerû p (x) =û(p +
with the norms ofb(x) andq(x) bounded independent of λ and α, where
We can extendd(x) analytically as signed distance functions across the boundary ∂Ω. See e.g. [KR] for the analyticity of signed distance functions. Thenb(x) andq(x) can be extended analytically across the boundary ∂Ω. Since (4.4) is an elliptic equation, by the Cauchy-Kowaleski theorem [T] ,û p can be analytically extended to B r 0 (0) with r 0 depending only on Ω. By the compactness of ∂Ω, u(x) is analytically extended to a
If we iterate this process |α| + |λ| times, thenû(x) is extended to an analytic function in some neighborhood of ∂Ω, i.e. Ω 2 . We obtain that
The double inequality is establish for u in smooth domains. Recall thatū(x) = u(x) exp{−α̺(x)}. Notice that the distance function in the definitiond(x) may be different from the ̺(x) in Section 4. However,û(x) andū(x) are comparable in Ω ρ
. We havê
We have obtained the doubling inequality forū(x) in (3.20). By the doubling inequality (3.20) and (4.5),
where C 5 depends on h 1 . If p is the interior point in Ω ρ 4 , the same argument can be carried out as (4.6). Hence, we arrive at (4.3).
We want to extendû(x) locally as a holomorphic function in C n . Applying elliptic estimates in a ball B C 6 (|α|+
whereᾱ is a multi-index. We may consider the point p as the origin. If summing a geometric series, we can extendû(x) to be a holomorphic functionû(z) with z ∈ C n . Moreover, we derive that (4.8) sup |û(x)| with ρ 3 < ρ 1 , where C 9 depends on ρ 3 . Especially, it follows that (4.10) sup
for 0 < r < r 0 with r 0 depending on Ω.
We need a lemma concerning the growth of a complex analytic function with the number of zeros. See e.g. [BL] and [HL] . With Lemma 2 and the doubling inequalities, we are ready to give the proof of Theorem 2.
Proof of Theorem 2. In the first step, we prove the nodal sets in a neighborhood Ω ρ
4
. By rescaling and translation, we can argue on scales of order one. Let p ∈ B 1/2 be the point where the maximum of |û| in B 1/2 is attained. For each direction ω ∈ S n−1 , setû ω (z) =û(p + zω) in z ∈ B 1 (0) ⊂ C. By the doubling property (4.10) and the Lemma 2, we have
With the aid of integral geometry estimates, it yields that
We can cover the domain Ω ρ ⊂ Ω 2 by finite number of coordinate charts. Then we obtain that (4.13)
It immediately leads to (4.14)
|u(x) = 0} ≤ C(|α| + |λ|).
In the second step, we deal with the measure of nodal sets in Ω\Ω ρ
. Recall that we have obtained the doubling inequality in the interior of the domain, i.e.
Sinceū(x) = u(x) exp{−α̺(x)} and −C 0 < ̺(x) ≤ C 0 for some constant C 0 depending on Ω in (2.6), it follows that
holds for p ∈ Ω\Ω ρ 4 and 0 < r ≤ r 0 ≤ ρ 4 . We can similarly extend u(x) locally as a holomorphic function in C n . Applying elliptic estimates in a small ball B C 10
Let us consider the point p as the origin. Summing up a geometric series implies that we can extend u(x) to be a holomorphic function u(z) with z ∈ C n . Furthermore, it holds that holds for 0 < r < r 0 with r 0 depending on Ω. Carrying out the same procedure as obtaining the nodal sets in the neighborhood of the boundary, we make use of Lemma 2 and the inequality (4.19). By rescaling and translation, we also argue on scales of order one. Let p ∈ B 1/2 be the point where the maximum of |u| in B 1/2 is achieved. For each direction ω ∈ S n−1 , let u ω (z) = u(p + zω) in z ∈ B 1 (0) ⊂ C. With aid of the doubling property (4.19) and the Lemma 2 , we have that (4.20) Thanks to the integral geometry estimates, we get
Covering the domain Ω\Ω ρ 4 using finite numbers of balls gives that
Combining the results in (4.14) and (4.22), we arrive at the conclusion in Theorem 2.
Boundary doubling inequality
In this section, we prove quantitative propagation smallness results for the second order elliptic equations (2.4) in the half ball. By rescaling, we may consider the equations in B + 1/2 . To present the results in a general setting, we may consider the second order uniformly elliptic equations
where a ij is C 1 , and b(y) and c(y) satisfy
We are able to show the following quantitative two half-ball and one lower dimensional ball type result.
Lemma 3. Let u ∈ C ∞ 0 (B + 1/2 ) be a solution of (5.1). Denote
Assume that
) ≤ 1. There exist positive constants C and β such that
More precisely, we can show that there exists 0 < κ < 1 such that
Such estimates without considering the quantitative behavior of α and λ has been established in [Lin] . To show the quantitative three balls inequality in the lemma, we develop quantitative global Carleman estimates involving the boundary. The weight function in Carleman estimates (5.6) is somewhat inspired by [LR] and [JL] . Such results play an important role not only in characterizing the doubling index in a cube in [Lo] , but also in inverse problems, see [ARRV] .
The quantitative global Carleman estimates with boundary is stated in Proposition 4. We choose a weight function ψ(y) = e sh(y) , where
and s is a large parameter that will be determined later.
Proposition 4. Let s be a fixed large constant. There exist positive constant C s and C 0 depending on s such that for any v ∈ C ∞ (B + 1/2 ), and
one has
Since the proof of proposition 4 is lengthy, we postpone the proof in section 6. Thanks to the Carleman estimates (5.6), we first show the proof of Lemma 3.
Proof of Lemma 3. Notice that the constant s is fixed independent of α and λ. We also know ψ is bounded below and above by some constant C. We obtain that
The following Caccioppolli inequality holds for the solutions of (5.1) in B
We select a smooth cut-off function η such that η(x) = 1 in B 
We want to find the maximum of ψ in the first term on the left hand side of (5.9). Since h(y) is negative in B We also need to find a lower bound of ψ for the term on the right hand side of (5.9) such that − min |y|<a h(y) − 1 256 < 0 for some 0 < a < 1 2 . Since h(y) decreases with respect to y ′ and y n , then the minimum of h(y) isĥ(a) for |y| < a, whereĥ
Solving the inequality −ĥ(a) < ) , then ψ 0 < 0. Define
256
) .
Sinceĥ(
Applying the Caccioppolli inequality (5.8), we arrive at
Multiplying both sides of the last inequality with exp{−τ e sĥ( ) } leads to
We want to incorporate the first term on the left hand side of (5.11) into the right hand side. Let
Thus, we need to have
Therefore, for such τ , (5.12) e τ ψ 1 B 2 ≥ CB 3 .
Recall that the assumption τ ≥ C(|α| + |λ|) in Proposition 4. We assume that
Note that ψ 0 and ψ 1 are constants. Substituting such τ in (5.12) yields that (5.14) e C(|α|+
. Then the following three balls type inequality follows as
Since u ∈ C ∞ (B + 1/2 ) and ∇u = ∇ ′ u + ∂u ∂ν on the boundary B + 1/2 ∩ {y n = 0}, the inequality (5.15) implies the desired estimates (5.5). The estimate (5.4) is a consequence of (5.5). Therefore, the lemma is finished.
We are in the position to prove Theorem 4. Similar doubling estimates for fractional Laplacian equations on product manifolds were shown in [R] .
Proof of Theorem 4. We consider the solutionū in the equations (2.4) with conditions (2.5). We argue on scale of order one. We may normalizeū as
We claim that there exists a positive constant C > 0 such that the following lower bound holds on the boundary
We will need to use the quantitative three balls inequality (5.5) on the half balls. Note that ∂ū ∂ν = 0 on the boundary {x n = 0}. We may normalize the inequality (5.5) as
We prove the claim by contradiction. If the claim is not true, from (5.18), for any constant C > 0, we have
Since the doubling estimates on the half ball has been shown in (3.31), using the doubling inequality finite times, we obtain that
which contradicts the condition (5.19) sinceĈ is an arbitrary constant that can be chosen to be sufficiently large. Thus, the condition (5.17) holds.
Next we claim that there exists a constant C such that
We recall the following interpolation inequality in [R] or [BL] . For any small constant 0 < ǫ < 1, there holds
We choose w to beūη, where η is a radial cut-off function such that η = 1 in B + 1/6 and vanishes outside B + 1/5 . Substituting w =ūη in the interpolation inequality (5.22) gives that
Using the fact that g in = 0 for i = n and ∂ū ∂ν = 0 on {x n = 0}, the following Caccioppolli inequality holds,
Applying the estimates (5.24) for second order derivative ofū, we derive that
where we have used (5.16) and C(|α|, |λ|) a constant with polynomial growth of α and √ λ. Adding ū L 2 (B 1/6 ) to both sides of the last inequality yields that
To incorporate the first term on the right hand side of the last inequality into the left hand side, we choose ǫ such that
That is,
Therefore, (5.26) turns into ū 11/9
Because of (5.17), we infer that
which verifies the claim (5.21).
Letη be a cut-off function such thatη(y) = 1 for |y| ≤ 1 4 and vanishes for |y| ≥ 1 3 . By the Hardy trace inequality and elliptic estimates (5.24), it follows that
Combining established estimates (5.30) and (5.31), we have
Notice that u =ū on B 1/2 . By rescaling and diffeomorphism of Fermi exponential map, we arrive at
for any x 0 ∈ ∂Ω, B 2r (x 0 ) ⊂ ∂Ω, and r < r 0 for some r 0 depending only on ∂Ω. This completes the proof of Theorem 4.
We will show the upper bound of nodal sets for Robin and Neumann eigenfunction on the analytic boundary. For the Robin eigenvalue problem, we consider the transformed equation (2.4) with the conditions (2.5). Since Ω is an analytic domain, theb andc are real analytic coefficients and satisfy (2.5) as well.
Proof of Theorem 3. We argue on scale with δ = 1 for equations (2.4) with the conditions (2.5). We first work with L ∞ doubling property. As the consequence of quantitative two half-ball and one lower dimensional ball in (5.5), and the applications of doubling inequality in the half ball in (3.31) finite times, we have
By the argument in deriving the estimates (5.29), we can improve (5.35) as
We claim that the functionū can be extended to be holomorphic function on |z| ≤ r 0 with z ∈ C n−1 . Moreover, it holds that
for r < r 0 with r 0 independent of λ and α.
Based on the estimates (5.24), using the Corollary 7.2 in [R] , we can show that, for a multiindexᾱ of length |ᾱ| = k,
whereĈ is independent of λ and α. Thenū(p, 0) is real analytic for any (p, 0) ∈ ∂B + 1/16 ∩{y n = 0}. Summing up a geometric series gives a holomorphic extension ofū with
where r < ρ < 1 8 and ρ is the radius of convergence of the power series depending only onĈ. With aid of (5.36), we arrive at
Taking doubling inequality on the boundary (5.32) and elliptic estimates into consideration, by finite steps iteration, we conclude that
where C depends on r. Thus, the claim (5.37) is verified.
Thanks to the doubling inequality (5.41) and the growth control lemma for zeros, i.e. Lemma 2, we are ready to give the proof of Theorem 3. We argue on scales of r = 1. Let y 0 ∈ B 1/2 ⊂ R n−1 be the point where the supremum of |ū| is achieved. For each direction ω ∈ S n−2 , we consider the functionū
By the doubling inequality (5.41) and Lemma 2, we obtain that ♯{y ∈ B 1/4 (0) ⊂ R n−1 |y − y 0 is parallel to ω andū(y) = 0}
By the integral geometry estimates, we further derive that
Thus, we show the upper bound of nodal sets ofū in B 3/4 ∈ R n−1 . So is the nodal set ofū on a small ball B r 0 (x 0 ) ⊂ ∂Ω for any x 0 ∈ ∂Ω. By the fact thatū = u on ∂Ω, the upper bounds holds
Since the boundary ∂Ω is compact, by finite coverings, the theorem is arrived.
Global Carleman estimates
In this section, we prove the quantitative global Carleman estimates in Proposition 4. Interested readers may refer to the survey [K] and [LL] for more exhaustive literature for local and global Carleman estimates. We will use the integration by parts arguments many times. Recall that the weight function ψ(y) = e sh(y)
Actually, the weight function can be chosen as any h ∈ C 2 such that |∇h| = 0 in B + 1/2 . Recall the assumptions about b(y) and c(y) are (6.1)
Proof of Proposition 4. Choose (6.2) w(y) = e τ ψ(y) v(y).
We introduce a second order elliptic operator
Define the conjugate operator as P τ w = e τ ψ(y) P 0 (e −τ ψ(y) w).
Direct calculations show that
Note that β(y) ≥ C for some positive constant C on B + 1/2 by the uniform ellipticity. We split the expression P τ w into the sum of two expressions P 1 w and P 2 w, where
We compute the L 2 norm of P τ w. By triangle inequality, we have P τ w 2 = P 1 w + P 2 w + τ ψa(y, s)w 2 ≥ P 1 w 2 + P 2 w 2 + 2 P 1 w, P 2 w − τ ψa(y, s)w 2 . (6.6) Later on, we will absorb the term τ ψa(y, s)w 2 . Now we are going to derive a lower bound for the inner product in (6.6). Let's write (6.7)
where
We will estimate each term on the right hand side of (6.7). Performing the integration by parts shows that
The first term I 1 1 can be controlled as
Applying the integration by parts argument, the third term I 3 1 can be computed as
ψβ(y)a ij D i wD j w dy
Combining (6.9), (6.10) and (6.11), and using the fact that a ij C 1 is bounded, we can estimate I 1 from below Now we compute the term I 2 using integration by parts argument,
Choosing s large enough and noting that β(y) ≥ C, we deduce that
For the term I 3 , using integration by parts argument leads to
Making use of the assumption of (6.1) gives that
We proceed to estimate the term I 4 . Using integration by parts shows that
Again, the assumptions of (6.1) leads to (6.19) Together with the estimates on each I k from (6.13) to (6.19), using the assumption that τ > C s (|α| + |λ|) for some C s depending on s, we arrive at Using the fact that τ > C s (|α| + |λ|) for C s depending on s, and summing up the estimates from (6.22) to (6.28) gives that Recall the inner product (6.7). Combining (6.20), (6.29) and using the the assumption τ > C s (|α| + |λ|) again, we derive that We want to control the gradient term on the second term on the right hand side of (6.30). To this end, we consider the following inner product (6.31)
where Now we look at (6.6), from the expression of a(y, s) in (6.4), we can absorb τ ψa(y, s)w 2 into the inner product P 1 w, P 2 w by the dominating term τ 3 s 4 B + 1/2 ψ 3 β 2 w 2 dy in (6.30). Since P 1 w 2 + 25 4 τ s 2 ψβw 2 ≥ 2 P 1 w, 5τ s 2 2 ψβw , (6.37) from (6.6), we obtain that P τ w 2 + 25 4 τ s 2 ψβw 2 ≥ 2 P 1 w, τ s 2 ψβw + 2 P 1 w, P 2 w . (6.38)
We can absorb τ s 2 ψβw 2 into the inner product P 1 w, P 2 w as well. Thanks to (6.6), (6.30) and (6.36), using the assumption that τ > C s (|α| + |λ|) and s is a fixed large constant, we arrive at Thus, we arrive at the conclusion in the proposition.
