We consider a strictly substochastic matrix or an stochastic matrix with absorbing states. By using quasi-stationary distributions one shows there is a canonical associated stationary Markov chain. Based upon 2−stringing representation of the resurrected chain we supply a stationary representation of the killed and the absorbed chains. The entropies of these representations has a clear meaning when one identifies the probability measure of natural factors. The balance between the entropies of these representations and the canonical chain, serves to check the suitability of the whole construction.
Introduction
Our starting point is an irreducible strictly substochastic matrix P I matrix on a countable set I. It defines a killed Markov chain when adding a cemetery that is an absorbing state. One of our purposes is to explore how one can study the entropy of this chain.
The problem can be set for a Markov chain that is absorbed in a class of states, which is not necessarily a singleton. It is in this enlarged setting that we study the entropy. In this study we use the following concepts: -the quasi-stationary distribution (q.s.d.) of the matrix P I . It exists and it is unique when I is finite and in the general case we assume there exists some q.s.d.; -the Markov chain defined by resurrecting the absorbed chain with the q.s.d.;
-the 2−stringing of the resurrected Markov chain.
In Proposition 3.1 we show that every q.s.d. defines a canonical stationary distribution associated to an absorbed chain. A construction of this associated stationary chain is given in Proposition 4.3 showing that it can be retrieved from the resurrected chain with some additional random elements: the killing on the orbit, the hitting of the absorbing stated, and a walk on the absorbing states.
The 2−stringing of the resurrected Markov chain is used to supply stationary Markov representations of the killed and the absorbed Markov chains in a proper way, to compute their entropies and give a clear meaning to them. This is done in Sections 5.1 and 5.2 and in Propositions 5.2 and 5.5. The entropies are interpreted by identifying the probability measure on the fibers of some natural factors. The entropy of the killed chain is the entropy of the resurrected chain plus the entropy of being alive or killed, and in the absorbed case one must add the entropy of the states where they are absorbed. These additional terms are given by the Abramov-Rokhlin formula on some factors.
Finally, in Proposition 5.7 the entropy of the associated stationary chain is decomposed into the entropies of the absorbed chain and of the walk on the absorbing states. This is an element which serves to the understanding of the stationary representation of the absorbed chain.
We note that since the killed and the absorbed trajectory are finites, then almost all the orbits of the stationary representations of the killed and the absorbed Markov chains contain all the killed or absorbed trajectories.
As usual one uses the capital letter H for the entropy of a finite random variable and h is the entropy of an stationary chain.
Even if it is not usual, we use trajectory to refer to a visit of a finite sequence of states; and orbit for a bilateral sequence of states, that is for a point in a bilateral product space.
Killed and Absorbed chains
Let P I = (P (i, j) : i, j ∈ I) be an irreducible strictly substochastic matrix on a countable set I. As usual one adds a state ∂ ∈ I called a cemetery and the extension of P I to I ∪ {∂} is noted by P , it satisfies P (i, ∂) = 1 − j∈I P (i, j) for i ∈ I, and P (∂, ∂) = 1. Strictly substochasticity is equivalent to i∈I P (i, ∂) > 0. By irreducibility the states in I are transient and ∂ is absorbing. The process defined by P I is identified with the chain absorbed at a unique cemetery ∂.
The existence of a unique cemetery models the killing when this is a phenomenon common to all states, for instance in extinction where a unique ∂ has a clear meaning. But there can be several ways of being killed or hitting a boundary, and this is expressed by the existence of a set of absorbing states which is not necessary a singleton.
So, we consider a more general situation. Let P = (P (a, b) : a, b ∈ I ∪ E) be a stochastic matrix on the countable set I ∪ E such that its restriction to I is P I = (P (i, j) : i, j ∈ I), all the states in E are absorbing, P (ǫ, ǫ) = 1 for ǫ ∈ E, and E is attained from I, that is i∈I P (i, E) > 0. We retrieve the one point absorption when E = {∂}.
Let X = (X n ) be a Markov chain with transition matrix P , it will be called absorbed chain. By P a we mean the law of this chain when starting from a ∈ I ∪ E and E a denotes the associated mean expected value. Let
be the first return time to E. If I is finite the hypotheses made on the chain imply P i (τ E < ∞) = 1 for all i ∈ I. In the countable case one assumes P i (τ E < ∞) = 1 for all i ∈ I.
We call X (k) = (X n : 0 ≤ n < τ E ) the killed trajectory and X (a) = (X n : 0 ≤ n ≤ τ E ) the absorbed trajectory, both starting from X 0 . The first one finishes when it is killed and the second one in the state where it is absorbed.
Quasi-stationary distributions
A quasi-stationary distribution (q.s.d.) µ = (µ(i) : i ∈ I) associated to P I is a probability measure µ on I such that
By writing this equality for n = 1, one checks that the row vector µ t is a strictly positive left eigenvector of P I properly normalized (summing up-to 1), with eigenvalue γ = P µ (τ E > 1) ∈ (0, 1), that is
It follows that P µ (τ E > k) = γ k for all k ≥ 0. So, if µ is a q.s.d. then the survival time is Geometric(1−γ), see Lemma 2.2 in [7] . In the finite case there is a unique q.s.d. (see [4] ) and it corresponds to the normalized left Perron-Frobenius eigenvector and γ is the associated eigenvalue. The properties of q.s.d. depend on the killed trajectory X (k) = (X n : 0 ≤ n < τ E ). In the infinite case q.s.d.'s can exist or not (because the positive left eigenvectors can be of infinite mass), and when they exist there can be several q.s.d. In the sequel we fix some q.s.d. µ which, as just discussed, exists in the finite case and in the infinite case one assumes its existence.
Let us give some independence properties between the time of killing and the absorption state. In Theorem 2.6 in [3] it was stated the independence relation P µ (X n = i, τ E > n) = µ(i)γ n for all i ∈ I and n ≥ 0. Let us prove that when starting from µ then the pair (X τ E −1 , X τ E ) consisting in the last visited state before absorption and the absorption state, is independent of the random time τ E . For n ≥ 1, i ∈ I, ǫ ∈ E, one has
Then, the independence relation follows. We can be more precise, we have
Since P µ (τ E = n) = (1 − γ)γ n−1 , then the desired relation holds
The above computations also show that the exit law of I when starting from µ satisfies
(2) These properties depend on the absorbed trajectory X (a) = (X n : 0 ≤ n ≤ τ E ).
Associated stationary chain
We are considering the matrix P (a, b) = (P (a, b) : a, b ∈ I ∪ E). Let ρ = (ρ(a) : a ∈ I ∪ E) be a probability vector. One defines the matrix P ρ = (P ρ (a, b) : a, b ∈ I ∪ E) by
Proposition 3.1. Every q.s.d. µ of P I determines a probability distribution π = (π(a) : a ∈ I ∪ E) given by ∀ǫ ∈ E, π(ǫ) = i∈I µ(i)P (i, ǫ), and ∀i ∈ I, π(i) = γµ(i).
(3)
which is a stationary distribution of the matrix P π = (P π (a, b) : a, b ∈ I ∪ E).
In a reciprocal way, every distribution π that satisfies π t = π t P π is defined by a q.s.d. µ as in (3) . So, if P I has a unique q.s.d. (as in the finite case) then there is a unique distribution π that satisfies π t = π t P π .
Proof. The q.s.d. µ satisfies µ t P I = γµ t with γ ∈ (0, 1) and i∈I µ(i) = 1.
The vector π is a probability distribution because from (3) and (1) one gets that π(I) = i∈I π(i) and π(E) = ǫ∈E π(ǫ) satisfy
Let us check that π is stationary for P π . For ǫ ∈ E and j ∈ I we have
Then π t = π t P π holds. Now, we check that π is a probability distribution that satisfies π t = π t P π , then it is defined by a q.s.d. µ as in (3) . For j ∈ I one has, π(j) = ( π t P π )(j) = π(j) δ∈E π(δ) + i∈I π(i)P (i, j). and so π(j)(1 − δ∈E π(δ)) = i∈I π(i)P (i, j). Then, the restriction π I = ( π(i) : i ∈ I) satisfies γ π t I = π t I P I for some γ. So, π I is an strictly positive left eigenvector with finite mass, then µ = α −1 π I is a q.s.d. when one takes α = i∈I π(i) and its eigenvalue is γ. So π I = γµ = (π(i) : i ∈ I) given by the second term in (3). On the other hand one gets π(ǫ) = ( π t P π )(ǫ) = π(ǫ) δ∈E π(δ) + i∈I π(i)P (i, ǫ).
Then, π(ǫ)(1 − δ∈E π(δ)) = i∈I π(i)P (i, ǫ), so π(ǫ)α = α i∈I µ(i)P (i, ǫ) giving the equality π(ǫ) = i∈I µ(i)P (i, ǫ), so π = π which finishes the proof.
Observe that (2) is written
We note by X = (X n ) the Markov chain evolving with the transition kernel P π and call it the associated stationary chain. Since P π extends P , by abuse of notation we also note it by P . All the concepts developed in the absorbed case depended only on the trajectory X (a) = (X n : n ≤ τ E ) which is equally distributed as (X n : n ≤ τ E ) when starting from X 0 = X 0 ∈ I. Hence, there is no confusion if one continues noting by P a the law of the chain X starting from a ∈ I ∪ E and by E a its associated mean expected value.
Since X = (X n ) has transition probability kernel P and stationary distribution π, its entropy is
Further, we will compare this entropy to the entropies of some random sequences appearing in the chain.
Elements of the associated stationary chain
The object of this section is to show how one can retrieve the chain X from the absorbed trajectories and some walks on the absorbing states. In this purpose, the behavior of chain X is firstly decomposed along its visits to I and to E in a separated way.
Decoupling the stationary chain
be the first return time of X to I. Now, consider the stochastic matrix Q = (Q(i, j) : i, j ∈ I) given by
By using that P ǫ (X τ I = j) = π(j | I) = µ(i) for all ǫ ∈ E, j ∈ I, one gets
Let Y = (Y n : n ∈ Z) be a Markov chain with transition matrix Q. It is straightforwardly checked that µ is a stationary measure for Y. [8] and called the resurrected matrix from P I with distribution µ. It was a key concept used in [8] to prove the existence of q.s.d. for geometrically absorbed Markov chains taking values in an infinite countable set.
The chain Y can be constructed as follows. Let Ξ = {ξ l : l ∈ Z} be the ordered sequence given by
Remark 4.2. Every irreducible matrix stochastic matrix Q with stationary distribution µ can be written as in (6) . In fact, let χ = (χ(i) : i ∈ I) be a non-null vector, χ = 0, that satisfies
This can be achieved because µ is strictly positive.
To avoid trivial situation one can take χ also satisfying that for every i ∈ I and for some (or for all) j ∈ I for which Q(i, j) > 0 one has P (i, j) > 0. This allows to take χ ensuring P I is irreducible. From the construction P (i, j) ∈ [0, 1) and since χ = 0 we get
Hence P is strictly substochastic, it is not trivial, and when adding the cemetery ∂ one has χ(i) = P (i, ∂). So,
The restriction of P = P π to the absorption states E satisfies,
The transition law to an absorbing point after being in X t−1 = i ∈ I, is given by
So, if X −1 ∈ I and X 0 ∈ E, the total sojourn time at E is τ I satisfies τ I ∼ Geometric(γ). Then, immediately after the entrance to E the chain X makes a walk on E of length τ I − 1 (quantity that could vanish). To describe it take G = (G n : n ∈ Z) be a Bernoulli chain with probability vector π(• | E). Let us consider an independent time V ∼ Geometric(γ) − 1 (that is V + 1 ∼ Geometric(γ)) and define a finite sequence V = (G l : 1 ≤ l < τ I ) which is distributed as follows,
Notice that last equality also holds when τ I = k = 1 because an empty product satisfies k−1 l=1 = 1. One has,
We consider a sequence of i.i.d. random variables T = (T n :
walks on E is made as follows. One takes an increasing sequence of times (t n : n ∈ Z) with t n+1 − t n = T n and such that t n → ∞ if n → ∞ and t n → −∞ if n → −∞. One defines
Retrieving the stationary chain
Let Y = (Y n : n ∈ Z) be a stationary Markov chain with transition matrix Q. Our purpose is to construct a copy of X from Y by adding a series of random operations.
Let P be a probability measure governing the law of Y when it starts from the stationary distribution µ, the sequences G, T and so V, and also the random element B I,I and D I defined below.
Let B I,I = (B i,j l : l ∈ Z); i, j ∈ I be an independent array of Bernoulli random variables such that
For k ≥ 1, i 0 , .., i k−1 ∈ I one has,
Hence, the distribution of the sequence Y (k) = (Y l : 0 ≤ l < ∂) is the one of the killed chain X (k) starting from µ.
Now take an independent array D I = ((D i l : l ∈ Z); i ∈ I) of random variables with values in E and law
For k ≥ 1, i 0 , .., i k−1 ∈ I, δ ∈ E we set,
Then, the distribution of the sequence
is the one of a the absorbed chain X (a) starting from µ.
Let us construct a chain S s = (S s t : t ∈ Z) from Y, B I,I , D Y , G and T (and so also V), having the same distribution as X. Firstly, define a random sequence S = (S t : t ∈ Z) as follows. We set T 0 = 0, S 0 = Y 0 and, I. In a sequential way on n ≥ 0, one makes the following construction. Assume at step n, T n has been defined then one puts S Tn = Y n and goes to step n + 1; I.a. If B Yn,Y n+1 n+1 = 1 put T n+1 = T n + 1, S T n+1 = Y n+1 and go to step n + 2;
= 0 put T n+1 = T n + T n + 2, define S Tn+1 = D Yn n+1 , S Tn+1+l = V n l for 1 ≤ l < T n (it is empty when T n = 0) and S T n+1 = Y n+1 . After one continues with step n + 2.
II. Similarly, in a sequential way on n < 0 one makes the following construction for step n;
for 1 ≤ l < T n and S Tn = Y n . After one continues with step n − 1.
Let S = (S t : t ∈ Z) be the random sequence resulting from this construction.
Let T = (T n : n ∈ Z), recall that T 0 = 0. By abuse of notation we also note by T = {T n : n ∈ Z} the set of these values. By definition T = {t ∈ Z : S t ∈ I} is the set of random points where S is in I. We have that (S, T) is a regenerative process, see [2] p. 169-170, that is for all T n one has that (S •+T l : • ≥ 0; T n − T l , n ≥ l) has the same distribution as (S • : • ≥ 0; T n , n ≥ 0) and it is independent of (T n : n ≤ l).
We have that a cycle of this regenerative process is the sequence of states (S 0 , ..., S τ I −1 ), in fact this is the common distribution for (S Tn , ..., S T n+1 −1 ). By shifting the process S s = (S s t : t ∈ Z) in a random time chosen uniformly in {T 0 , .., T 1 −1}, one gets a stationary process S s = (S s t : t ∈ Z) (see Theorem 6.4 in [2] ). The proof is done in the Appendix.
is a copy of the absorbed chain, see (11) and (12).
Stationary representation of killed and absorbed chains
The stationary Markov chain Y = (Y n ) with transition matrix Q and stationary distribution µ has entropy
For the stationary representation of the killed and absorbed chains we use the 2−stringing form of Y. Let us recall this notion. Consider the stochastic matrix Q [2] with set of indexes I 2 given by, Q [2] ((i, j), (l, k)) = Q(j, l)1(j = l).
Its stationary distribution satisfies ν((i, j)) = µ(i)Q(i, j) for (i, j) ∈ I 2 . In fact, by using i∈I µ(i)Q(i, j) = µ(j) one gets (i,j)∈I 2 ν((i, j))Q [2] ((i, j), (l, k)) = i∈I µ(i)Q(i, l)Q(l, k) = µ(l)Q(l, k) = ν((l, k)).
The stationary chain Y [2] 
is the 2−stringing of Y. We write it by Y [2] = ((Y n−1 , Y n ) : n ∈ Z). It is well-known that it is conjugated to Y by the (1−coordinate) mapping Υ(((Y n−1 , Y n ) : n ∈ Z)) = (Y n : n ∈ Z).
(This is stated in a general form in Lemma 1 in [9] ). Let us check it is measure preserving. Take (i l : l = 0, .., k) ∈ I k+1 . We have
So, the orbits ((Y n−1 , Y n ) : n ∈ Z) ∈ Y [2] by can be identify with the orbits (Y n : n ∈ Z) ∈ Y.
The killed chain
The stationary representation of the killed chain is a stationary Markov chain with set of states I 2 ×{0, 1} = {(i, j, a) : (i, j) ∈ I 2 , a ∈ {0, 1}}. To introduce its transition matrix K define, ϕ(i, j, a) = (θ i,j 1(a = 1) + θ i,j 1(a = 0)), (i, j, a) ∈ I 2 × {0, 1}.
The matrix K = (K((i, j, a), (l, k, b)) : (i, j, a), (l, k, b)) ∈ I 2 × {0, 1}) is given by
It is a stochastic matrix: We claim its stationary distribution ζ = (ζ(i, j, a) : (i, j, a) ∈ I 2 × {0, 1}) is given by ζ(i, j, a) = µ(i)Q(i, j)ϕ(i, j, a) = µ(i)P (i, j)1(a = 1)+µ(i)P (i, E)µ(j)1(a = 0). (15) By using i∈I µ(i)Q(i, l) = µ(l) one gets the desired property,
so the claim follows.
The killed Markov chain presented in its stationary form is noted Y (K) = ((Y n−1 , Y n , B n ) : n ∈ Z), it takes values in I 2 × {0, 1} and has transition matrix K. Below the component B n is called the label at n. By hypothesis P I is irreducible so also K is an irreducible matrix. Then the Markov shift Y (K) is ergodic (see Proposition 8.12 in [5] ).
It is straightforward to check that the mapping,
is a measure preserving factor.
The orbit ((Y n−1 , Y n , B n ) : n ∈ Z) in Y (K) is noted in the simpler form ((Y n , B n ) : n ∈ Z).
Remark 5.1. Let us see Y (K) models the killed Markov chain. Let N = {n ∈ Z : B n = 0} and write it as N = {n l : l ∈ Z} with n l increasing in l and n −1 < 0 ≤ n 0 . Note that P(0 ∈ N ) = π(E).
We divide an orbit in Y (K) into the disjoint connected pieces
The component Y n l is distributed with law µ for all l, and one can identify
., Y n l+1 −1 ) a piece of the orbit Y = (Y n : n ∈ Z) starting from µ at n l and killed at n l+1 − 1. One gets,
when X (k) starts from µ. In fact, for s ≥ 0, i 0 , .., i s ∈ I we have, P(X (k) = (i 0 , .., i s )) = µ(i 0 )
Let s ≥ 0, (i 0 , .., i s ) ∈ I s+1 . For almost all the orbits Y ∈ Y (K) and for all l ∈ Z, l = 0, one has P(n 0 = 0, Y (k) 0 = (i 0 , .., i s )) = π(E)µ(i 0 ) s−1 r=0 P (i r , i r+1 )P (i s , ∂) > 0.
Since each killed trajectory is finite, the class of killed trajectories is countable. Therefore, from the Ergodic Theorem and since Y (K) is ergodic, we get that P−a.e. the orbits of Y (K) contain all the killed trajectories of the chain.
The entropy of the killed chain is
is the entropy of the Bernoulli random variable B j,k . Hence
given the factor Y, see Lemma 2 and Definition 3 in [6] . To be more precise, given an orbit Y = (Y n : n ∈ Z) of Y, the fiber given by (16) satisfies
and it is distributed as a sequence of independent Bernoulli variables given by (10), we note it by P Y . We have
Let us summarize the results on the entropy of Y (K) . 
Proof. From (17) and (18), and by using the Markov property, ones retrieves the Abramov-Rokhlin formula, see [1] and [6] ,
This gives (19). The only thing left to prove is (20). By using
and (14) one gets,
This shows (20).
Remark 5.3. From (15) we get that there are in mean i∈I µ(i)P (i, j) = γ sites in Z where Y (K) makes a transition with label 0, and a mean i∈I µ(i)P (i, E) = 1 − γ of sites in Z where Y (K) makes a transition with label 1. is an stochastic matrix whose stationary distribution η = (η(i, j, δ) : (i, j, r) ∈ I 2 × E * ) is given by
The absorbed chain
In fact, since δ∈E * (θ i,l 1(δ = o) + θ i,l P (i, δ)/P (i, E)1(δ ∈ E)) = 1 one gets the stationarity property, (i,j,δ)∈I 2 ×E * η(i, j, δ)A((i, j, δ), (l, k, ǫ)) = ( i∈I µ(i)Q(i, l))Q(l, k)(θ l,k 1(ǫ = o) + θ l,k P (l, ǫ)/P (l, E)1(ǫ ∈ E)) = µ(l)Q(l, k)(θ l,k 1(ǫ = o) + θ l,k P (l, ǫ)/P (l, E)1(ǫ ∈ E)) = η(l, k, ǫ).
We note by Y (A) = ((Y n−1 , Y n , D * n ) : n ∈ Z) the absorbed Markov chain presented in its stationary form, and taking values in
It is straightforward to check that the mapping
is a measure preserving factor between Y (A) and Y (K) .
The orbit ((Y n−1 , Y n , D * n ) : n ∈ Z) in Y (A) can be written by ((Y n , D * n ) : n ∈ Z).
Remark 5.4. Let us see the stationary chain Y (A) models the absorbed Markov chain. First note N * = {n ∈ Z : D * n ∈ E} and write it by N * = {n l : l ∈ Z} with n l is increasing in l and n −1 < 0 ≤ n 0 . We have P(0 ∈ N * ) = π(E).
Similarly as we proceed in Remark 5.1, an orbit ((Y n , D * n ) :
., Y n l+1 −2 , D * n l+1 −1 ) staring from µ. Since the events {n ∈ Z : D * n ∈ E} has the same distribution as {n ∈ Z : B n = 0} in Y (K) , one checks that
where X (a) starts form µ. In fact, for s ≥ 0, i 0 , .., i s ∈ I, ǫ ∈ E, one has, P(X (a) = (i 0 , .., i s , ǫ)) = µ(i 0 ) s−1 r=0 P (i r , i r+1 ) P (i s , ǫ) = P(Y (a) l = (i 0 , .., i s , ǫ)).
Let s ≥ 0, (i 0 , .., i s ) ∈ I s+1 , ǫ ∈ E. For almost all the orbits Y ∈ Y (A) and for all l ∈ Z, l = 0, one has
Since each absorbed trajectory is finite, the class of absorbed trajectories is countable. Then, form the Ergodic Theorem and since Y (A) is ergodic we get that P−a.e. the orbits of Y (A) contain all the absorbed trajectories of the chain.
The entropy of the absorbed chain is
Then,
is the entropy of a random variable in E distributed as the transition probability from i ∈ I to an state conditioned to be in E. Note that the above expression can be also written 
Proposition 5.5. The entropy of the stationary representation Y A of the absorbed chain satisfies
Proof. From (22) and (23) and by using the Markov property one gets
Now, one uses (20) to get expression (24).
Remark 5.6. Let X (a) be a trajectory of an absorbed chain, starting from distribution µ in I and finishing after it hits E. It has length τ E and it corresponds to an absorbed trajectory of length τ E − 1 in the chain Y A with alphabet I 2 × E * . In fact if X (a) = (X 1 , .., X l , ǫ) with X 1 , .., X l ∈ I, ǫ ∈ E, is an absorbed trajectory of length l + 1, then the associated trajectory in Y A is given by the trajectories Y (a) = ((X r , X r+1 , o), r = 1, .., l − 1; (X l , j * , ǫ)) of length l. Here j * ∈ I is an element chosen with distribution µ and it is the starting state of the next absorbed trajectory.
Entropy balance
The associated stationary chain X with transition kernel P = P π is retrieved from the stationary chain Y with transition kernel Q, a collection of Bernoulli variables B I,I that assign 0 or 1 between the connections of Y, a set of Bernoulli variables D I giving the transition from I to E, and a family of walks V whose components are Bernoulli variables (G n ) distributed as π(• | E). The length of these walks is Geometric(γ) − 1 distributed, and so they could be empty.
It is straightforward to check the following equality, relating h(X) given by (5) to the entropies of the elements forming the chain X.
Proposition 5.7. We have h(X) = π(I)h(Y (A) ) + π(E) 2 h(G) + π(I)π(E) log π(I) + π(E) 2 log π(E).
Below we discuss the way this equality appears. We have reduced the elements forming the chain X to only two, the absorbed chains Y (A) and the walks V with Bernoulli variables G n . From (24) we have Take big N, we divide the sequence (X 1 , .., X N ) into the set of absorbed chains X (a) and the set of nonempty walks V in E. The proportion of elements in I approaches π(I) as N → ∞. On the other hand, from (9) one obtains that for every time t ∈ T there are in mean i∈I µ(i)P (i, E)(π(I) −1 − 1) points belonging to a walk in E. Since, i∈I µ(i)P (i, E)(π(I) −1 − 1) = π(E) 2 , one finds that the proportion of sites in (X 1 , .., X N ) with symbols in G arising from a walk V in E approaches to π(E) 2 as N → ∞. We have π(E) 2 h(G) = −π(E) δ∈E π(δ) log π(δ) + π(E) 2 log π(E).
(25)
Let us compute π(I)h(Y (A) ). Since µ(i) = π(i)/π(I) for i ∈ I, one has −π(I) j∈I µ(j) log µ(j) = − j∈I π(j) log π(j) + π(I) log π(I),
and so by using (24) one obtains,
Then, one has checked the equality given in Proposition 5.7, h(X) − (π(E) 2 h(G) + π(E) 2 log π(E)) = π(I)h(Y (A) ) + π(E)π(I) log π(I).
The term π(I)π(E) log π(I) has an origin similar to the one of last term in (25). In fact, from Remark 5.3, the weights µ(j), j ∈ I, appear with frequency π(E) in the sequence Y because this occurs at the sites where is a jump to E. Since the sequence Y appears with frequency π(I), then with frequency π(I)π(E) it will appear the term − i∈I µ(i) log µ(i). Hence, as in (25) one has −π(I)π(E) i∈I µ(i) log µ(i) = −π(E) i∈I π(i) log π(i) + π(I)π(E) log π(I), and since −π(E) i∈I π(i) log π(i) is the term present in (5) , it appears the extra term π(I)π(E) log π(I).
Remark 5.8. From Remark 5.6 the length of an absorbed trajectory in Y A with alphabet I 2 × E * , has the same length as the number of elements in I of an absorbed trajectory X (a) starting from µ and absorbed when hitting E (this is of length |X (a) | − 1 which counts the visited sites in I, but not the one containing the absorbing state). Since the entropy of a system is the gain of entropy per unit of time, the proportion of symbols given the entropy h(Y (A) ) is π(I). This explains why it appears the term π(I)h(Y (A) ).
Appendix: Proof of Proposition 4.3
Since only a shift is needed to construct the stationary process S s from S, we get for any a, b ∈ I ∪ E,
Or, more generally, for any b ∈ I ∪ E and any sequence of symbols a(u ≤ t) = (a(u) ∈ I ∪ E : u ≤ t), one has
Since there is regeneration at the times in T = {t ∈ Z : S t ∈ I}, one gets
being r ≥ 0 the first nonnegative element such that a(t − r) ∈ I.
Let us compute P(t ∈ T). It suffices to calculate P(t ∈ T )/P(t ∈ T). From (9) one gets that for every time t ∈ T there are in mean i∈I µ(i) j∈I Q(i, j)θ i,j π(I) −1 = i∈I µ(i)P (i, E)π(I) −1 points in Z \ T. Then, from (4) one finds
We conclude P(t ∈ T) = π(I) and P(t ∈ T) = π(E).
Since (S T l : l ∈ Z) is equally distributed as (Y n : n ∈ Z) one gets for i ∈ I,
and so, by using (27) one gets P(S s t = i) = µ(i)P(S t ∈ I) = µ(i)π(I) = π(i).
Let i, j ∈ I, from definition of θ i,j in (10) and since θ i,j = 1 − θ i,j one obtains P(S s t+1 = j | S s t = i) = θ i,j Q(i, j) (29) = θ i,j (P (i, j) + P (i, E)µ(j)) = P (i, j).
We have j∈I P(S s t+1 = j | S s t = i) = 1 − P (i, E), so P(S s t+1 ∈ E | S s t = i) = P (i, E).
Then, when S s t = i jumps to E it does it with probability P (i, E), and the jump to some particular state δ ∈ E is done with probability P(S s t+1 = δ | S s t = i) = P (i, E)P (i, δ)/P (i, E) = P (i, δ).
For δ ∈ E, ǫ ∈ E one has P (ǫ, δ) = π(δ), then P(S s t+1 = ǫ | S s t = δ) = π(ǫ | E)P δ (τ I > 1) = π(ǫ | E)π(E) = π(ǫ). = i∈I P (i, δ)π(i) + π(δ)π(E) = π(δ)(π(I) + π(E)) = π(δ) .
By definition of the process S, for ǫ ∈ E one gets P(S s t+1 = ǫ | S s t = δ, S s u = a(u), u < t) = P(S s t+1 = ǫ | S s t = δ) = π(ǫ). (31) Now, let us compute P(S s t = ǫ, S s t+1 = j) for ǫ ∈ E, j ∈ I. We necessarily have that this sequence has its origin in some (Y s = i, Y s+1 = j) and B i,j s+1 = 0, for some i ∈ I. Then, by summing over all the states i ∈ I and all pieces of trajectories in E that are built between i and j, and by using (30) π(δ k ) π(ǫ)π(I) = π(ǫ)π(I)µ(j) = π(ǫ)π(j).
From (28) and (31) the bivariate marginals of the stationary chains X = (X n ) and S s = (S s n ) are the same. Now we turn to prove that S s satisfies the Markov property. In view of the regeneration property (26), this will be proven once we show P(S s t+1 = b | S s u = a(u), u = t, .., t − r) = P(X t+1 = b | X u = a(t))
where r ≥ 0 and satisfies a(t − r) ∈ I, a(t − u) ∈ E for u = 1, .., r − 1. This was shown for the case r = 0 in (29) and (30). On the other hand (31) proves (32) in the case b ∈ E and r > 0. So, the unique case left to show is b ∈ I and r > 0.
Let i, j ∈ I, r > 0, δ u ∈ E for u = 0, .., r − 1. Since P(X t+1 = j | X t−u = δ 0 ) = π(j), to achieve the proof of (32), the unique relation that we are left to show is P(S s t+1 = j | S s t−u = δ u , u = 0, .., r − 1, S s t−r = i) = π(j).
Let us prove it. One has P(S s t+1 = j, S s t−u = δ u , u = 0, .., r − 1, S s t−r = i) = µ(i)(P (i, j) + P (i, E)µ(j))θ i,j P (i, δ 0 P (i, E) π(δ l ) .
Therefore, P(S s t+1 = j | S s t−u = δ u , u = 0, .., r − 1, S s t−r = i) = µ(j)π(I) = π(j).
Then (32) follows. We have proven that the laws of the stationary chains X = (X n ) and S s = (S s n ) are the same.
