We address the problem of implementing general, qualitative, point-based temporal reasoning. Given a database of assertions concerning relative occurrences of points in time, we are interested in various operations on this database, including compiling the assertions into a representation that supports e cient reasoning, determining whether a database is consistent, and computing the strongest entailed relation between two points. We begin by specifying a set of operations and their corresponding algorithms, applicable to general point-based temporal domains. We next consider a special-purpose reasoner, based on series-parallel graphs, which performs very well in a temporal domain with a particular restricted structure. We discuss the notion of a metagraph, which encapsulates local structure inside metaedges and uses special purpose algorithms within such local structures, to obtain a fast general point-based reasoner. That is, speci cally, we use a very fast, series-parallel graph reasoner to speed up general point-based reasoning. We also analyse the TimeGraph reasoner of Gerevini and Schubert. For purposes of comparison, we have implemented four approaches: a generic point-based reasoner, the generic point-based reasoner with a ranking heuristic, a reasoner based on series-parallel graphs, and a version of Gerevini and Schubert's TimeGraph reasoner. We compare these di erent approaches, as well as the original TimeGraph-II reasoner of Gerevini and Schubert, on di erent data sets. We conclude that the series-parallel graph reasoner provides the best overall performance: our results show that it dominated on domains exhibiting structure, and it degraded gracefully when conditions were less than ideal, in that it did worse than the generic approach by only a constant factor in this case.
Introduction
Temporal reasoning is essential in many areas of Arti cial Intelligence, including planning, reasoning about action and causality, and natural language understanding. However, the temporal reasoning component of a knowledge-based system is frequently a severe bottleneck. One di culty is the tractability of the reasoning problem. In the interval algebra of Allen All83] , time intervals are taken as primitive. Reasoning within this algebra (that is, reasoning about implied interval relations or determining the consistency of a set of assertions) is NP-complete VK86]. Alternately, the point algebra, introduced in VK86, VKvB90] , is based on time points as primitives. In the point algebra, decision problems of interest have polynomial time complexity. It has proven to be the case that many important and interesting problems are expressible in terms of assertions about time points, and more e cient algorithms exist for point-based reasoning. In this paper, we are interested in the general problem of qualitative, point-based temporal reasoning.
However, even though (most) interesting decision problems in the point algebra have polynomial time complexity, there remains a signi cant problem of scalability. An algorithm requiring more than, say, linear time may be unacceptable for a large database, particularly if frequent use is to be made of such an algorithm. Matrix-based deductive closure techniques for qualitative point based reasoning VKvB90] require O(p 2 ) space and O(p 4 ) time on a database of relations between p points. Such techniques are of use only when data sets are relatively small and \dense" (the number of assertions is O(p 2 ) for p points), the number of queries is large, and updates are infrequent. However, a practical temporal database can be expected to be large and sparse. Hence there has been interest in developing approaches appropriate for data sets that are large, sparse, and where updates may be frequent. Such approaches complement the matrix-based approach.
A further consideration in the design of a temporal reasoner is the nature of the application domain. Some useful, restricted classes of graphs have e cient closure algorithms; examples include chains GS95], (spanning)-trees GM89], and series-parallel graphs DG96]. Given a fast closure routine for a restricted class of graphs, one can then determine how to incorporate these fast routines into a general reasoner. This is accomplished by decomposing a general graph representing a set of temporal assertions into a number of components for which e cient closure algorithms exist, solving the closure problem on these components, and then combining lookup with search to answer queries (see GS95, GM89] ). These methods depend upon constructing a graph of reduced size (a metagraph) that represents the components of the original graph and their interrelations. There are two important considerations in designing such a reasoner. One is that it performs very well on its preferred domain | the assumption being that most of the time it will be used on such a domain. The other consideration is that it degrades gracefully when conditions are less than ideal; preferably it should be no more than a constant factor worse than a generic approach.
We have several goals in this paper. First, we present a simple, generic approach to point-based temporal reasoning | one which is consistent, complete, and e cient for sparse data sets. Second, we present special purpose algorithms for a restricted class of graphs, series-parallel graphs. Third, we present a formal basis for the metagraph concept and describe a reasoner based on series-parallel metaedges. Fourth, we describe and analyse the TimeGraph approach of Gerevini and Schubert ( GS95] ) . Fifth, we present an empirical comparison of these di erent approaches; in particular demonstrating the e ectiveness of a ranking heuristic, showing a speed-up of the metagraph approaches over the generic approach on structured domains, and showing the dominance of the series-parallel metagraph approach over the TimeGraph approach for the domains under consideration.
The next section brie y reviews related work. In Section 3 we describe the point relations and point algebra, de ne a language, C, of point relational constraints, de ne entailment in this language, and discuss operations on subsets of this language. As well, we de ne temporally labeled graphs GS95] and present a simple, generic reasoner which performs the operations of compilation, updating and querying in O(m) time for a database of m assertions. Section 4 contains a description of series-parallel graphs, along with a linear time closure algorithm for series-parallel graphs with edge labels from a subset of the point relations. In Section 5 we give a de nition of a metagraph and describe an algorithm for analysing an arbitrary temporally labeled graph into a set of series-parallel metaedges. We show how this gives us an e cient temporal reasoner for certain domains. The TimeGraph approach is covered in Section 6, where we describe the TimeGraph-II reasoner of GS95] and present our own version of this approach. Section 7 presents an empirical comparison of temporal reasoners on di erent domains. Appendix A describes in detail an e cient algorithm for metagraph creation; Appendix B describes the algorithms used to generate test domains. Parts of this work have been earlier reported in DG96, DGvA99] . Code, documentation, test results, and a full technical report are available on the web at http://www.cs.sfu.ca/~jim/Time/.
Related Work
Our interests in this paper lie rst with qualitative algebraic approaches to temporal reasoning. Other approaches include modal temporal logics Ben83, McD82] , in which modal operators may be used to express that a proposition is always or sometimes true in a past or future time. In an approach such as the situation calculus MH69, LPR98] , where reasoning about actions is formalised in rst-order logic, temporal precedence is implicit in the nesting of do function applications. In contrast, the event calculus axiomatises the evolution of \events" with respect to time points KS86, Sha95] .
If we limit ourselves to the representation of time with respect to an algebraic system, then there is a fundamental choice between whether time intervals or time points are the primitive objects. Allen All83] proposed the interval algebra (IA) of temporal relations wherein time intervals are primitive. There are 13 basic relations between intervals, including relations such as before, meets, overlaps, etc. Reasoning within this algebra (that is, reasoning about implied interval relations or determining the consistency of a set of assertions) is . Since this would seem to preclude general, large-scale applications, there has been work in identifying tractable subclasses of IA relations, for example NB94, DJ96]. As well, GS93] has considered complexity characteristics of various restrictions of the IA.
The point algebra (PA), introduced in VK86, VKvB90], is based on the notion of (primitive) time points in place of intervals. In the PA, the three possible relations between two points are <, =, and >. Allowing arbitrary disjunctions of the basic relations yields the relations f!;<;=; ; >; 6 =; ; ? g, where ! is the relation that never holds, and ? is the relation that always holds. The subset of the IA that can be translated into the PA is the pointisable interval algebra (SIA) vB90], which captures an interesting subset of the IA. Finding a consistent scenario (i.e. interpretation) of a set of m assertions in the PA and SIA takes O(m) time, using Tarjan's strongly-connected components algorithm CLR90]. Matrixbased deductive closure techniques for qualitative point based reasoning require O(p 2 ) space and O(p 4 ) time for a set of assertions between p points VKvB90]. Such techniques are of use only when data sets are relatively small and \dense" (i.e. the number of assertions is O(p 2 ) for p points), where the number of queries is large, and updates are infrequent. Consequently, these bounds are too large to permit large scale applications. Alternatively, the adjacency list representation of graphs is more e cient for sparse data, in which the number of assertions is small relative to the total possible number.
Another family of approaches considers processing a set of point-based temporal assertions to obtain subsequent improvements in e ciency ( vB92, GS95] ; see also the following section). Graph search can then be used to determine relations between the points, or further compilation may take place to reduce the scale of the graph. Such compilation attempts to identify and exploit particular structural properties of the graph. The best-known approach of this latter type is that of Schubert and collaborators MS90, GS95]. They assume that temporal event histories are dominated by chains of events. Chains are isolated from a graph, and the remaining information is stored in a metagraph structure. Reasoning within a chain takes constant time; reasoning between chains is less e cient, but is determined by a graph (viz. the metagraph) signi cantly smaller than the original, assuming the original graph is dominated by chains.
Another example of this kind of approach is that of Ghallab and Mounir Alaoui GM89], who use a spanning tree underlying a directed acyclic graph of time points for achieving e cient indexing. Edges in the spanning tree are implicitly labelled . As well, nodes are labelled, essentially by an encoding of the path from the root to that node. Performance for retrieving and updating temporal relations is argued experimentally to be linear. We do not address this approach, in that we believe that the general idea is subsumed by a variant of the approach to be described here. As well, the algorithms described in GM89] are incomplete, in that some relations implied via 6 = edges are not found GS95]. DG96] addresses reasoning in a restricted class of graphs, that of series-parallel graphs VTL82]. A series-parallel graph (sp-graph) is a directed acyclic graph that is constructed by, inductively, a set of series steps, where the source of one sp-subgraph is identi ed with the sink of another, or a parallel step where a set of sp-subgraphs share a common source and sink. For example, series-parallel graphs can be used to model the qualitative temporal evolution of process execution, where a process can overlay itself with another, or spawn subprocesses but must wait for all spawned processes to terminate before it can terminate.
If edges are labelled from f<; g, then determining implicit and < relations between arbitrary vertices can be accomplished in constant time. We signi cantly generalize these results here in that, rst, we improve on their query algorithm for < relations. We also develop the notion of a metagraph and describe an algorithm for analysing a graph into maximal series-parallel components.
Preliminary Considerations
Notational Concerns Our results rely on graph theoretic concepts; we refer the reader to BM76] for terms not de ned here. The graphs that we use are simple, nite, and directed. For a graph G, we denote the vertex (or: node) and edge sets of G by V (G) and E(G) respectively. For v 2 V (G), In(G; v) denotes the set of edges that terminate at v, while Out(G; v) denotes the set of edges that originate from v. For complexity measures, we use p to denote the number of points in a database of point relational constraints and n to denote the number of nodes in a graph (often n will be equal to p). Likewise m denotes the number of constraints in a database and e the number of edges in a graph. We represent an unlabeled edge (or an edge where the label is implicit) as (u; v) where u and v are nodes, and a labeled edge as (u; m; v), where m is a label. We assume that edge labels support the standard operations of composition and summation, which we denote and respectively (see CLR90, p. 570] for details, where composition is called extension). Via these operations we extend the notion of edge labels to path labels. We use the notation u ; v to indicate that there is a path from u to v, where a path may be of zero length. A subscript will denote a path label: u ; r v for r 2 f<; g.
Models of Computation
We assume that basic operations on small integers (of size log n) can be performed in constant time and that such numbers take unit space for storage. This is a standard complexity-theoretic assumption { for example, in sorting algorithms, it is assumed that a comparison of two numbers is performed in constant time. This assumption is also consistent with other work in temporal reasoning. If a log-cost RAM model of computation is used, the complexity of our algorithms is increased by a factor of log log n.
Point Relations
Points are primitive. Although intuitively one can think of points as \points in time" or points on the real number line, we make no particular demands on them. We will denote the (in nite) set of all points as P, and generally refer to individual points as s; t; u; v; w : : :
The point relations are: R = f!;<;=; ; >; 6 =; ; ? g where each relation can be viewed as a subset (or disjunction) of the primitive point relations, f<;=;>g. Thus ! is the relation that never holds between two points, and ? is the relation that always holds. We say that relation r 1 is \stronger" than r 2 i r 1 r 2 (i.e. r 1 implies r 2 and r 1 6 = r 2 ). The standard set operations of union, intersection, set-equality, etc., are de ned over the point relations, with obvious interpretations.
We also have two functions, Seq : R R ! R and Inv : R ! R. Seq is the composition operation for edge labels over R, and corresponds to the transitive relation entailed by a sequence of two point relations. Inv maps a relation onto its inverse. Hence for any r 2 R, x; y 2 P, we have x r y i y Inv(r) x.
We can implement point relations with the numbers 0; 1 : : : 7, set operations on point relations as bit-level logic operations, Seq by 8 8 matrix lookup, and Inv as an 8 element vector lookup. These operations all take O(1) time.
Constraints We de ne the language C as the set of all sentences S ::= P R P. That is, a constraint is a point followed by a point relation followed by a point. Sometimes we will use the term assertion instead of constraint. For A C, P(A) will denote the set of all points \mentioned" in A. A model of A C is a mapping I of P(A) onto the real numbers and of R onto its corresponding arithmetic relation, such that for p 1 r p 2 2 A we have that I(p 1 ) I(r) I(p 2 ) is true. For simplicity, for r 2 R we use r = I(r). If x r y is true in every model of A we say that A j = x r y. A corresponding proof system can be axiomatized as follows:
1. fg`x = x for all x 2 P 2. fg`x ? y for all x; y 2 P 3. fxr yg`y Inv(r) x 4. fxr 1 yg`x (r 1 r 2 ) y for all r 2 2 R 5. fxr 1 y; y r 2 zg`x Seq(r 1 ; r 2 ) z 6. fxr 1 y; x r 2 yg`x (r 1 \ r 2 ) y 7. fx v; x w; v 6 = w; v y; w yg`x < y In Axiom 7, if v 6 = w then either v < w or w < v. But if x v and x w then either x < v or x < w. This is a valid argument but we cannot express the conclusion in C. However, since v y and w y, it follows that x < y. GS95] prove completeness for this formulation.
We will call inconsistent any set of assertions which entails x ! y for any x; y 2 P.
Operations on Constraint Sets We are interested in the general problem of computing the entailments of a given set of point relational constraints. We distinguish three basic subproblems:
Compile Compile a set of constraints in C into a representation that supports e cient reasoning.
Query Given such a representation, compute the strongest relation between two points. Update Change the representation to re ect the addition of a new assertion.
Generally, there is a tradeo between compilation and query answering. In some applications it might be more e cient to precompute all strongest relations and explicitly store them. In this case, there are O(p 2 ) strongest relations which can be stored in a table and by means of which query answering can be performed in O(1) time. However, computing deductive closure on a set of point relation constraints is not a particularly e cient process because of Axiom 7 (which in turn implies that deductive closure is not equivalent to transitive closure for the point algebra). 
Temporally Labeled Graphs
Temporally labeled graphs are a means of compactly representing consistent sets of point relations.
De nition 1 ( GS95]) A temporally labeled graph (tl-graph) is a graph whose vertices represent time points and whose edges are either directed with labels from f<; g, or undirected and labeled 6 =.
The edge set E of a tl-graph G can be partitioned into the sets E < , E , and E 6 = based on edge labels. The graph composed of only edges from E < E is called the (<; )-subgraph of G.
Compilation Algorithms for compiling a set of assertions into a tl-graph with no cycles, and testing it for consistency, are given in GS95] and vB92]; we recapitulate the main points here. A set of constraints from C can be translated into constraints using only the relations f<; ; 6 =g. To construct a temporally labeled graph, rst we translate all > and relations to < and relations respectively. Then all = relations become a pair of relations in opposite directions. A directed acyclic graph (DAG) is then produced by collapsing all directed cycles into single vertices, using Tarjan's strongly connected components algorithm CLR90]. The constraints are inconsistent i an edge with label < lies on a directed cycle or an edge with label 6 = has both endpoints in the same directed cycle (as this makes each vertex on the cycle less than itself, a contradiction). Otherwise, each maximal cycle represents a set of points that are all equal to one another. Deciding consistency is thus a side e ect of compilation. The entire process requires O(m+p) time for m assertions on p points, and results in a DAG with e edges and n nodes.
Querying Suppose we want to compute the strongest relation r such that A`x r y, given a tl-graph representing A. By carrying out a depth-rst search of the (<; )-subgraph, we can nd the strongest \temporal path" from x to y, if such a path exists, and we can do the same in the opposite direction. This is su cient to determine whether or not a = or relationship exists between the points. If there is no directed path between x and y then A`x 6 = y i (x; y) 2 E 6 = ; otherwise ? is the strongest relation entailed. If x y but not x < y is discovered by the search, then A`x < y i there exists an edge (u; v) 2 E 6 = such that x u, u y, x v, v y (Axiom 7). Note that we can, as a side e ect of the search, construct the set fw : x w; w yg by labeling the vertices of the graph according to whether or not they lie on a path from x to y. Thus, by scanning E 6 = for edges with two positively-labeled endpoints, we can determine whether or not x < y when the result from the search is that x y. Of course, the same holds if the result is that y x. The depth-rst search takes O(e) time, as we can use a vertex labeling to avoid revisiting edges, and scanning E 6 = is also clearly O(e) | thus the operation of querying is O(e).
Updating Suppose the assertion x r 1 y is added to A and we wish to update A's tl-graph accordingly. First, we compute the strongest relation, r 0 , between x and y. As long as r 0 is consistent with r 1 the update proceeds. If a new cycle is created it must be collapsed | here we can again make use of the set of all points on directed paths between x and y: all points in this set will now be collapsed to a single vertex, as all must be = to one other. If no cycle is created, we can simply add the edge (x; r 1 ; y), or (y; Inv(r 1 ); x) if r 1 2 f>; g. As the querying takes O(e) time, and the other operations are likewise bounded by the number of edges, updating is O(e).
Ranking We can speed up multiple searches in a DAG by bounding the search depth.
A ranking of the vertices of a DAG is a topological sort | a total ordering on the vertices consistent with the partial ordering imposed by the DAG (see CLR90, Sec. 23.4]). A ranking of the vertices may be generated in O(e) time by a depth-rst search. To nd all paths between two nodes we can con ne our search to those nodes with intermediate ranks. There is a drawback to ranking, however, in that it may have to be recomputed in order to update the graph. We have developed and implemented both ranked and non-ranked generic reasoners for comparison with other approaches. Our experimental results indicate that ranking is a surprisingly powerful heuristic.
Series-Parallel Graphs
The point algebra provides a very general framework for reasoning in any domain in which time can be modelled by points on a line. However, certain restricted domains lend themselves to more e cient reasoning strategies. Consider a domain in which sets of events are related to others only via some simple operations. For example, two events may occur sequentially (in series) or they may occur during some common time frame (in parallel). Process execution, as previously mentioned, is commonly modelled by such a structure. If the structure of our events is de ned recursively by these series and parallel operations, we obtain a series-parallel graph (sp-graph) structure VTL82].
If we restrict ourselves to temporal histories constructed recursively by these two operations, we can reason much more e ciently about temporal relations than we can in the point algebra. We develop a series-parallel temporal reasoner in this section. In the following section we show that more e cient, general, point-based reasoners can be constructed by exploiting series-parallel substructures in a (<; )-graph.
De nition 2 A series-parallel graph is a DAG with source s and sink t, de ned inductively as follows.
Base Case A single edge (s; t) is a series-parallel graph with source s and sink t.
Inductive Cases Let G 1 and G 2 be series-parallel graphs with source and sink s 1 ; t 1 and s 2 ; t 2 respectively such that V (G 1 ) \ V (G 2 ) = ;. Then,
Series
Step The graph G constructed by taking the disjoint union of G 1 and G 2 and identifying s 2 with t 1 is a series-parallel graph with source s 1 and sink t 2 constructed using a series step.
Parallel
Step The graph G constructed by taking the disjoint union of G 1 and G 2 and identifying s 1 with s 2 (call this vertex s) and t 1 with t 2 (call this vertex t) is a series-parallel graph with source s and sink t constructed using a parallel step.
Completeness No graph other than those constructed using the operations above is a series-parallel graph.
Note that sp-graphs are acyclic with a single source and sink. Moreover it follows easily that jE(G)j 2jV (G)j, that is, the number of edges is linear in the number of vertices.
We will rely on being able to decompose a series-parallel graph G into series and parallel steps in linear time. This decomposition is in terms of a tree, the sp-decomposition tree of G; this tree is given implicitly by the recursive structure of De nition 2. Internal nodes of such a tree are labeled by either series or parallel and leaves are labeled by edges of G. With each node of a sp-decomposition tree T, we will associate a subgraph of G; we call this the subgraph induced by . A node of T labeled by series has two children; the subgraph induced by is formed by taking the subgraphs G 1 and G 2 induced by the children of and combining them using a series step. Similarly, a node labeled by parallel has two children, where the the subgraph induced by is formed by taking the subgraphs induced by the children of and joining them using a parallel step.
Theorem 3 ( VTL82])
For G a series-parallel graph with two distinguished nodes s and t, a sp-decomposition tree T of G can be constructed in linear time.
Notice that for T a sp-decomposition tree of a series-parallel graph G, each edge of G appears at exactly one leaf of T. Furthermore, jV (G)j is easily computed from T; for k the the number of nodes labeled \series", jV (G)j = k + 2. We will denote the quantity k + 2 by L(T). Furthermore, for a node of T, we will denote the subtree of T rooted at by T . Figure 1 illustrates a series-parallel graph with its corresponding sp-decomposition tree.
Transitive Closure on Series-Parallel Graphs
It is straightforward to compute the transitive closure of sp-graphs in O(n 2 ) time and space when the edge labels support O(1) composition and intersection. For G an edge (u; r; w), the closure is fu r wg. If G is series(G 1 ; G 2 ) or parallel(G 1 ; G 2 ) we inductively compute the closure of G 1 and G 2 . Following this, the strongest relation between the source and sink is obtained by applying the composition or intersection operator, respectively, to the relations between the sources and sinks of the subgraphs. Additionally, in the series case, we need to compute the relations between the cross-product of V (G 1 ) and V (G 2 ). This is done e ciently using the internal closure of each.
However, the structure of sp-graphs allows more e cient algorithms where edge labels are from f<; g. Here we give a representation of a series-parallel graph, obtained by an O(n) time \compilation" step such that we can determine the existence of paths between arbitrary vertices in O(1) time. We do this rst for the case where all edge labels are , after which we extend this to include < labels. Our techniques are partially inspired by work of Valdes et al VTL82] , who also use a geometric representation for a di erent class of graphs.
Given a sp-graph G, we will assign to each vertex v 2 V (G) a co-ordinate ( T is an sp-decomposition tree. 1. let be the root of T. 2. if is labeled by (s; t) then /* is a leaf */ 2.1. assign (a 1 ; b 1 ) to s and (a 2 ; b 2 ) to t. We initially call the algorithm to solve the (0; 0) (n?1; n?1)-embedding problem on a sp-decomposition tree T of G for n = jV (G)j. Figure 2 illustrates the co-ordinates assigned by the algorithm to the graph given in Figure 1 . We must show that the co-ordinates assigned to each vertex are well-de ned. This is straightforward by induction except for the parallel step. Here, the subgraphs represented by T 1 and T 2 are embedded so that their sources and sinks do not have the same coordinates, yet the two sources (respectively sinks) are actually the same. This is handled by steps 4.8 and 4.9 of the algorithm where we assign new co-ordinates to these nodes.
We make use of the following identities in the proofs below; both are immediate consequences of De nition 2.
If T is a sp-decomposition tree with root and children 1 , 2 , then: if is labelled series then:
Lemma 
For the general case, assume we have a call Embed((a 1 ; b 1 ); (a 2 ; b 2 ); T 0 ) wherein (3) is satis ed. We need to show that the result holds for each of the recursive calls to Embed. Let 
For (4) Because G is a sp-graph, the three paths:
1. v ; u ; < z ; sink(G) 2. source(G) ; x ; < y ; w 3. source(G) ; v ; w ; sink(G) must have a common node (say j) such that v ; j ; w. Furthermore, because v 6 ; < w this common vertex j must lie on a path from y to u. It follows that A(v) = A(j), as A(u) = A(v) by construction and A is monotonic along any path. It also follows that S(j) = S(w), as S(y) = S(w) by construction and S is likewise monotonic. But recall that S(j) A(j) by Lemma 4, and A(v) < S(w) by assumption. From this, we derive S(j) A(j) = A(v) < S(w) = S(j) and thus S(j) < S(j), a contradiction. QED We can compute both fS(v) : v 2 V (G)g and fA(v) : v 2 V (G)g using either depth-rst search (on the graph and its transpose) or using depth-rst traversals of the corresponding sp-decomposition tree (right-to-left and left-to-right). Each of these computations requires O(n) time. This yields the following:
Theorem 8 For G a temporally labeled sp-graph, f<; g-closure can be computed in O(n) time and space.
Again, informally, we have a O(n) \compilation" step to compute S(v) and A(v) for every v 2 V (G), following which individual queries can be answered in O(1) time. Figure 3 illustrates a series-parallel graph with its corresponding vertex labelling for determining < closure. For example, a ; < t since we have a ; t and A(a) < S(t), while not b ; < t since not A(b) < S(t), 
Reasoning with Metagraphs
In this section, we formalize the notion of a metagraph and show how our specialized seriesparallel graph reasoner of the previous section can be incorporated in a general, complete, point-based reasoner. We borrow and generalise the terms metagraph, metaedge, and metanode from GS95]. We call elements of V 0 metanodes and elements of E 0 metaedges.
Metagraphs
Metagraphs are a convenient way to encapsulate subgraphs. Metaedges correspond to (edge disjoint) single source, single sink components of the \base" graph G. The edge label of (u; v) 2 E(G 0 ) is the intersection of the labels of all paths from u to v in G. Relations between nodes inside a metaedge are determined by the subgraph corresponding to that metaedge. Relations between metanodes are determined by the metagraph, while relations between nodes inside di erent metaedges are determined by their relationship to the sources and sinks of their metaedges, and by the relations between the source/sink metanodes.
Metagraphs are useful for representing domains where relational data is composed of \self-contained" units connected only through common sources and sinks. Using a metagraph may improve e ciency when graphs are largely composed of substructures that lend themselves to more e cient implementation of basic operations such as search, closure, update, etc.
Series-Parallel Metaedges
We present a method for partitioning the edge set of a graph into maximal series-parallel metaedges. We start with a very high level algorithm that collapses all maximal seriesparallel components into single edges. Let G be a directed acyclic metagraph.
Rule A If v 2 V (G) has only one incoming edge (u; m; v) and only one outgoing edge (v; n; w) then remove these edges and add the edge (u; m n; v).
Rule B If (u; m; v), (u; n; v) 2 E(G) then remove these edges and add the edge (u; m n; v).
These rules are iterated until no rule can be applied. The result is a metagraph where each metaedge represents an edge disjoint, maximal series-parallel component of the original graph. We can label metaedges with sp-decomposition trees and de ne as a series composition step and as a parallel step.
How e ciently can we do this? Notice that the application of each rule may create local conditions in the graph for the application of another rule. By propagating this e ect for each edge of the graph, we can avoid searching for places to apply the rules, and derive a linear time (O(n + e)) algorithm.
Below we present a simpli ed algorithm in terms of operations on a dynamic edge set E 0 that supports indexing on pairs of vertices (E 0 v; w]), source vertex only (E 0 v; ]) or sink vertex only (E 0 ; w]). We assume that these lookup operations, as well as the operations of add and delete (an edge) take O(1) time. Such a set may be simulated with hash tables, although then the basic operations take O(1) time on average. We took this approach in our implementation, although this gives us O(n 2 ) worst case complexity for metagraph creation; with O(n+e) average case complexity. In Appendix A we present a re ned algorithm which achieves O(n + e) complexity in the worst case. Algorithm: CreateMetagraph Input: A DAG (V; E). Output: A Series-Parallel Metagraph, (V 0 ; E 0 ).
1. (V 0 ; E 0 ) includes an edge that is not a series-parallel component of (V; E). 2. (V 0 ; E 0 ) includes two edges that can be reduced to a single metaedge by a series or parallel step. We prove that neither case holds:
(1) Show that all e 2 E 0 are series-parallel components of (V; E). The proof is by induction. The base case is when e 2 E | an edge of (V; E) is a trivial series-parallel component.
Initially, E 0 = E. We assume by way of induction that E 0 consists only of series-parallel components of (V; E) and show that all changes to E 0 in CreateMetagraph preserve this property. There are three cases where E 0 is changed: in steps 2, 3, and 4 of expand. Consider step 2, where there are exactly two metaedges between v and w | clearly these can be joined in parallel. Consider step 3, where there is exactly one metaedge incoming to v and exactly one metaedge outgoing from v | clearly these edges can be joined in series and v removed from V 0 .
Step 4 is isomorphic to step 3.
(2) Assume there are two metaedges e 1 ; e 2 2 E 0 such that fe 1 ; e 2 g can be reduced to a single metaedge e by a series or parallel step. Note that every metaedge in E 0 has had expand called on it exactly once: this follows inductively from the fact that every initial metaedge in E 0 has expand called on it unless it has subsequently been removed from E 0 (see step 3 of CreateMetagraph), and every metaedge added to E 0 in expand has expand called on it (steps 2.3, 3.6, 4.6). Thus, both e 1 and e 2 had expand called on them. Suppose expand was Proof Recall that each metaedge is a series-parallel graph, and all metaedges are edgedisjoint with respect to the original set of edges, E. In step 1, all edges in E are placed into E 0 , and all vertices in V are placed in V 0 . This step requires O(n+e) time and space. In step 3, procedure expand is then called at most once per edge in E, and recursively once for every series or parallel step executed. The result is a forest of series-parallel decomposition trees, with disjoint leaf sets. As the number of nodes in a binary tree is linear on the number of leaves, it follows that the sum of all the nodes in the forest is O(e), and thus, step 3 requires O(e) time, as a single pass through expand requires O(1) time under our assumptions. QED Figure 4 is an example of a (<; )-graph and the resulting metagraph of maximal seriesparallel components. Non-trivial metaedges are shown as dashed directed lines. Metaedge (s; ; b) corresponds to the series parallel graph with vertices s, a, b in the original graph; metaedge (c; <; t) corresponds to the series parallel graph with vertices c, d, e, f, g, t in the original graph.
A Series-Parallel Metagraph Reasoner
So far we have presented a base point algebra reasoner (Section 3), closure algorithms for sp-graphs (Section 4), and an algorithm for transforming a DAG into a metagraph with series-parallel metaedges (Section 5). We have used these results to design and implement a fast temporal reasoner that can take advantage of domain structure, while degrading gracefully when the domain does not have the ideal structure (it does no worse than the base approach except by a constant factor).
Our reasoner constructs a temporally labeled graph from a set of assertions, then transforms the tl-graph into a series-parallel metagraph. This requires a slight modi cation to the CreateMetagraph algorithm, since it is de ned on DAGs whereas tl-graphs contain undirected 6 =-edges. Any 6 =-edge that lies in parallel with a (<; )-metaedge may be converted to a <-edge and joined in parallel with that metaedge; otherwise, we let it be a metaedge labeled 6 =.
Now, for each metaedge in the metagraph thus de ned, we compute the internal closure, so that queries between internal vertices may be answered in O(1) time. To answer queries between metanodes, we apply the generic query algorithms to the metagraph, which has O(n 0 + e 0 ) time-complexity (where n 0 = jV 0 j and e 0 = jE 0 j). As in tl-graphs, we can use ranking to limit the search. To compute the strongest relation between two vertices (v; w) that are internal to di erent metaedges (e 1 ; e 2 ) we combine graph search with lookup inside the metaedges as follows. Suppose the lower ranked vertex is v. First, we compute the relation between v and sink(e 1 ), using the internal closure of e 1 . Next, we compute the relation between sink(e 1 ) and source(e 2 ) in the metagraph, using the search-based query algorithm for tl-graphs. Then we compute the relation between source(e 2 ) and w using the internal closure of e 2 . The sequence of these three relations is the strongest relation between v and w. The case where w is the lower-ranked vertex is isomorphic.
The TimeGraph Approach
The TimeGraph approach advanced by Schubert and colleagues MS90, GS95] is the seminal work in the eld of graph-based approaches to point-algebra reasoning. Their approach is based on metagraphs, yet it di ers considerably from our metagraph approach. The most recent version, TimeGraph-II, is described in GS95] , and an implementation is publicly available. As the leading approach to point-based reasoning, we naturally wanted to compare our approaches to the TimeGraph approach. Some issues arose that prevented us from making a straightforward comparison, however.
One was that the implementations di ered in the degree of optimization. Our algorithms were implemented in \vanilla" Lisp, using common data structures and no compiler directives or low-level optimizations, whereas TimeGraph-II made use of more low-level optimizations and di erent data structures. Such di erences in implementation could account for constant factor di erences in performance and partly obscure more meaningful di erences. Another issue was that the algorithms used in TimeGraph-II were not fully speci ed in GS95]; in particular, no query algorithms were given. Thus, we couldn't be certain which aspects of the approaches were responsible for di erences in performance. An additional problem was that there was a minor error in the algorithms presented in GS95] that appeared to make their reasoner incomplete (we will discuss this in more detail later in this section). In short, we wanted to compare algorithms, not implementations, and we were primarily interested in the e ects of using di erent metagraph structures.
For this reason we decided to implement our own version of the TimeGraph approach. This had the additional bene t of increasing our understanding of their algorithms and in itself presented an interesting engineering problem. Below we give an overview of the TimeGraph-II approach as presented in GS95], followed by a more detailed analysis and discussion, including the details of our version of the TimeGraph approach.
TimeGraph-II
In the TimeGraph-II approach GS95], assertions in the point algebra are compiled into a tl-graph, as described in Section 3. From this, a timegraph, the data structure on which reasoning is based, is formed. The tl-graph is ranked and then partitioned into a set of time chains such that every vertex is on exactly one chain. A timechain is a DAG such that there is a directed path between every pair of vertices, and edges are labelled from f ; <g such that there are no redundant edges under the usual interpretation of f ; <g. A timegraph has a unique source, or start time, and a unique sink, or end time. Every vertex v of a timegraph is assigned a pseudotime consisting of the -rank of the vertex multiplied by an increment, where the -rank is the longest path from the source to that vertex. A vertex in a chain may have a NextGreater link, an edge connecting it to the nearest vertex on the chain that is known to be strictly greater than that vertex (according to the edge labels). Chains in a timegraph are connected by cross-edges. Endpoints of cross-edges are called metavertices. Each metavertex has two additional edges associated with it, the nextout edge that points to the closest vertex on the same chain with an outgoing cross-edge and the nextin edge pointing to the closest vertex on the same chain with an incoming cross-edge. The metagraph of a timegraph is the graph with vertices consisting of the metavertices, and with edges consisting of the cross-edges as well as the nextgreater, nextout, and nextin edges. The underlying structure is intuitively straightforward: a (<; )-graph is partitioned into a set of chains, together with the metagraph representing information in the original graph not given in the chains. Figure 5 is an example of a timegraph. Unlabelled directed edges are edges. There are three chains, consisting of the solid directed paths from s to t and from h to j, as well as a degenerate chain consisting of the vertex g. Dashed directed edges are metaedges, while dotted edges are nextgreater edges (implicitly directed left-to-right). Nextout and nextin edges are not shown. Pseudotimes are associated with each vertex.
In TimeGraph-II, 6 =-edges are treated as a special case. Whereas our query algorithms handle \implicit" <-relations entailed by 6 =-edges, in the TimeGraph approach all such relations are compiled out, so that remaining 6 =-edges between vertices imply only that a 6 =-relation exists between the edge's endpoints. The cost of compiling out these implicit relations dominates the cost of constructing a TimeGraph when the number of 6 =-edges is large, and is a principal reason why the TimeGraph approach does not degrade gracefully when conditions are less than ideal.
If temporal event histories are dominated by chains of events, the metagraph will be substantially smaller than the original graph. This in turn leads to e cient algorithms for reasoning. Reasoning within a chain takes O(1) time: for two points in the same chain, examining pseudotimes will determine a relation; as well, we have a < b just if NextGreater(a) b. For points on di erent chains, reasoning about relations relies on standard graph-search techniques but taking advantage of bounds imposed by the rank of nodes. However the graph searched is the metagraph, which is presumably signi cantly smaller than the original. According to GS95], nding a path has time complexity O(e 0 ) where e 0 is the number of metaedges. There are other aspects of TimeGraph-II that do not concern us here; again, see GS95] for details on the full system. TimeGraph-II di ers from the series parallel metagraph approach, described in the previous section, in several signi cant ways:
The underlying components are chains instead of series parallel graphs.
Entailed < relations involving 6 = edges are compiled out in TimeGraph-II; in the worst case this may require O(e 2 ) time and may add O(n 2 ) edges. The chains may be connected via cross-edges, that is, edges that originate in one chain and terminate in another. Computing closure within a chain thus involves following paths outside of the chain, whereas in the series-parallel metagraph approach, components are self-contained. We see that the TimeGraph-II compilation is of a higher order of complexity than our approach, where querying and compiling are O(e).
Analysis
Computing the Chains GS95] gives an algorithm for partitioning the vertices of a tlgraph into chains. Empirically, we found that their implementation of TimeGraph-II did not always divide the graph into maximal chains | that is, there were cases where two of the chains produced could be joined into a single chain. Therefore, in our version we used an algorithm that was guaranteed to produce a set of chains where each chain was maximal with respect to the other chains in the set (though this was not necessarily an optimal partition in any sense). We used a single depth-rst search of the graph: for each vertex v we searched the region of the graph reachable from v and not yet partitioned into chains, to produce a set of chains \rooted" at v, one for each child of v. We then took the longest of these, added v to it, and returned this value to the previous invocation. Using this heuristic, we hoped to produce long chains on average.
Making the Graph Explicit The approach taken by GS95] was for each (u; v) 2 E 6 = to nd the nearest common ancestors and descendants of u and v in the (<; )-subgraph. Let these sets be denoted by NCA(u; v) and NCD(u; v). Then NCA(u; v) NCD(u; v) was added to E < . The complexity of computing NCA(u; v) or NCD(u; v) is O(n + e), as it involves a search of the entire graph potentially. Consequently, the total complexity of this step is O(jE 6 = j jE E < j). Notice that this algorithm may also add O(n 2 ) edges to the graph, although we presume such cases are rare. Our algorithms for computing nearest common ancestors and descendants are based on an algorithm in GS95].
The algorithm presented in GS95] relies upon being able to expand vertices in topological sort order during a variant of breadth rst search. This involves maintaining a priority queue of nodes to expand; it is not clear how they take this into consideration in calculating the complexity of their algorithm, as this would add a O(log n) factor of complexity to computing the NCA and NCD sets. We found a way to modify the algorithm so it did not require the nodes to be searched in sort order.
Another di erence between our version and TimeGraph-II was that we decided to carry out this step prior to partitioning the graph into chains. This may have had an impact on our performance, as only 6 =-edges between nodes on di erent chains need to be considered. Also, it appears that TimeGraph-II makes e ective use of the metagraph or some other heuristics (perhaps the sort-order expansion of vertices?); see Section 7 for details.
Computing Closure for the Chains A timechain is a sequence of nodes, v 1 ; v 2 : : : v n ], with (v i ; ; v i+1 ) 2 E(G) for i 2 f1;2:::ng. A timechain may also contain < links that are directed forward in the chain. To determine < relations, each node v is labeled with the index of the next node on the chain, w, such that v < w, if such a node exists. These labels can be determined trivially with a single depth rst search; however as chains may be connected by cross-edges between arbitrary nodes, computing the internal closure of a chain requires searching the entire region of the graph reachable from the nodes of the chain. (For example, in Figure 5 the fact that a < c is determined from a g, g < c.) This search may be bounded by the rank of the last node on the chain. For c chains, this step requires O(c (n + e)) time; or O(n (n + e)) time, as c is O(n).
To compute a NextGreater value (i.e. rank of the next greater node) for each node, GS95] use the metagraph to speed up the search. This necessitates breaking the algorithm into two parts: one to compute the NextGreater value based only on edges internal to the chain, and one to \re ne" these NextGreater values by searching the graph. For reasons of simplicity, we used an algorithm that computes the NextGreater values with one depth rst search for each chain, prior to metagraph construction.
Constructing the Metagraph The metagraph must re ect all relationships between metavertices, so that any relation between two metavertices can be determined by search. Metavertices are de ned as \cross-connected vertices" (the sources and termini of crossedges), and the metagraph of a timegraph T is de ned as:
: Here nextout(v) denotes the next node on v's chain with an outgoing cross-edge, and nextin(v) denotes the next node on v's chain with an incoming cross-edge.
Thus de ned, however, the metagraph does not contain su cient information to deduce all relations between metavertices. See Figure 6 ; as usual, unlabelled directed edges are assumed to be labelled . Given the de nition above, the metagraph is: V 0 = fa;c;e;f;g;hg E 0 = f(a; ; c); (a; ; f); (c; ; e);(c; ; g);(f; ; g); (e; ; h);(g; ; h)g In the original graph, a < h, but searching the metagraph does not allow us to deduce this. One consequence of this is that the \re ne-nextgreaters" algorithm described in GS95] is incorrect. As no query algorithms are speci ed in GS95], we cannot say whether this is a pathological case for queries in the TimeGraph-II approach. 1 To the metagraph de nition of GS95] we added all edges (u; <; v), where u and v are metanodes by the GS95] de nition and v is the next metanode on chain(u) such that u < v, if such a vertex exists.
Queries As previously stated, the query algorithms used in TimeGraph-II are not speci ed in GS95]. However, they do state that there are special cases where queries can be answered in constant time; otherwise it requires a search of the metagraph to respond to a query. The special cases they identify are when the two time-points in question lie within the same chain, when the two time-points are = to one another (represented by the same vertex), or when the points are 6 = to one another, but not < one another. For this last case, given that all implicit <-relations have been compiled out, the existence of a 6 = edge between two vertices implies not only that they are 6 = one another, but also that this is the strongest relation that holds between them. Strictly speaking, this special case would require O(n) time (for an adjacency list of 6 = edges) or O(n 2 ) space (for an adjacency matrix of 6 = edges), since a vertex may be 6 = to an arbitrary number of other vertices. In domains with few 6 =-edges it will arguably be fast, however.
We used our generic graph search algorithms to respond to queries in our version of TimeGraph, applying them in the same manner as in the series-parallel metagraph approach. For vertices in the same chain, we compared their ranks and NextGreater labels to determine the strongest relation in O(1) time. Otherwise, we searched the metagraph; the principal di erence here between the TimeGraph approach and the series-parallel metagraph approach was that we had to consider all paths between two ancestors and two descendants for the higher and lower ranked vertices respectively. This was necessary because of the pathological case: we had to look at the previous metanode on the same chain that was < the higher ranked node, not just the previous metanode on its chain; similarly for the lower-ranked node. This step requires O(n+e) time in general, although search is restricted to edges that lie on the metagraph so it may be stated as O(n 0 + e 0 ).
Empirical Study

Experiments
We compared ve approaches:
Generic The generic approach without using ranking, as described in Section 3.2. This was primarily to show the profound e ect of ranking on query-times.
Generic + The generic approach with ranking. This simple, search-based approach provided a baseline for comparing the other methods (note that all approaches except Generic use ranking to bound search).
SPMG The series-parallel metagraph approach, as described in Sections 4 and 5. TG-Rev Our version of the TimeGraph approach, as described in Section 6. TG-II A publicly available implementation of the TimeGraph algorithms, brie y described in Section 6 and fully described in GS95]. All implementations were in the Common Lisp language and compiled using the same compiler. Our implementations used \vanilla" Lisp; that is, with no declarations or optimizations, and were all coded using a similar style and common functions and data structures wherever possible. TG-II was written in a di erent style that made greater use of compileroptimizations.
We compared these ve approaches on four domains described in detail below. For all domains, we used only consistent sets of point algebra constraints, with no cycles, as we were not interested in the speed of determining consistency and collapsing cycles; the stronglyconnected components algorithm is well-known and common to all approaches. All domains were sparse; that is, where e 2 O(n). The algorithms used to construct our test sets are given in Appendix B.
Domain 1 This domain was composed of random constraint networks with equal numbers of <, , and 6 = edges (2n of each). Here we expected the Generic + approach to be superior; it was also a critical domain for demonstrating the graceful degradation of the SPMG approach, as conditions were suboptimal for such an approach, but we would do worse in all operations by no more than a constant factor. In comparison, we expected the TimeGraph approaches to require O(e 2 ) time in practice for the compilation step (where e was the number of constraints). Domain 2 Random constraint networks with equal numbers of < and edges (3n of each) and no 6 =-edges. This allowed us to see the additional cost involved in handling 6 =-edges for each algorithm, in both query and compilation steps. We expected the Generic, Generic + and SPMG approaches to perform about as well on this domain as on Domain 1, while we expected the cost of compilation for the TG-Rev and TG-II approaches to be roughly quadratic in the size of the network, based on our O(ne) complexity bound for these algorithms, although we expected them to be proportionally faster than on Domain 1 (recall that e is O(n)). Domain 3 Constraint networks with structure based on series-parallel graphs: we generated random series-parallel graphs (see Appendix B) over all vertices and added n=10 \noise" edges. 1=3 of the edges were labeled <, the rest were labeled . We expected SPMG to outperform all approaches in query answering, while taking a constant factor of additional time to compile the networks. Domain 4 Constraint networks with structure based on chains: we generated random graphs composed of 5 chains, each with n=5 vertices, and we generated n=5 transitive < edges for the whole graph and n=5 cross-edges. Here we expected TG-Rev and TG-II to perform the best on query answering; however, we expected SPMG to perform almost as well.
Results
Figures 7 to 10 show the results of our empirical comparisons of compile and query times. For compile times, the x-axis re ects the number of nodes and the y-axis the time in milliseconds to compile the set of assertions. For query times, the x-axis re ects the number of nodes, and the y-axis the time in milliseconds to answer 1000 queries. Each point represents an average over 100 trials. Below we present our observations by domain. Domain 1 On Domain 1 our hypotheses were con rmed regarding the qualitative nature of the relationships between the algorithms; however, note the large constant factor di erence between the performance of TG-II and TG-Rev | clearly TG-II has superior compilation algorithms, either in terms of heuristics or low-level optimizations. Notice also the profound e ect of ranking (the di erence in query times between Generic and Generic + ). Clearly ranking is a very powerful heuristic. Domain 2 On Domain 2 our hypotheses regarding the behaviour of Generic, Generic + , and SPMG were con rmed, but we observed surprising results for TG-Rev and TG-II. Both displayed empirically linear or close-to-linear compile times. In retrospect, this appears to be easy to explain. For networks with no 6 = edges, the complexity of compilation is dominated by the cost of computing transitive closure within each chain. The cost of computing transitive closure is O(n + e) for each chain, so we derived the bound O((n + e) c), where c is the number of chains. In addition, c is bounded by n, and the n in O(n + e) is actually the number of vertices on that particular chain, so amortized over all chains the cost is O(n+ce). However, we did not prove that this bound is tight, and it appears that in fact it is either loose or at least does not re ect average case complexity, for the following reason. While it is true that there are O(n) chains, and we have observed this empirically as well, the vertices on each chain are typically close in rank number, and therefore only a small region of the network needs to be searched for each chain when the search is bounded by ranking. TG-Rev therefore showed empirically linear compile times; the curve for TG-II goes up on the last couple of graphs, thus it is not clear whether or not it displayed the same kind of behaviour, qualitatively.
Domain 3 On Domain 3 our expectations for all of our approaches were met, barring the lower order of compile-times for TG-Rev already noted above. We were very surprised by the results for TG-II on query-times, however. The query-times for TG-II showed greater than linear growth to the point where TG-II did worse than the Generic approach, even with the advantage of ranking. The query algorithms for TG-II are not speci ed in GS95], so we do not know how to interpret these results, except that the implementation of TG-II does not meet the e ciency claims made in GS95]; it clearly uses a suboptimal query algorithm. As expected, TG-Rev did not signi cantly improve on Generic + , while SPMG answered queries roughly twice as fast as Generic + .
Domain 4 There were no surprises on Domain 4, except that here again we saw the growth rate of query times for TG-II was non-linear. As predicted, TG-Rev and SPMG responded to queries almost equally fast. The improvement over Generic + was less for this domain than on Domain 3.
Conclusion
We have addressed the general problem of qualitative, point-based temporal reasoning. In particular, we have focused on the case where datasets are large and sparse, and matrixbased techniques are thus ine cient. To address the issue of e ciency in such datasets, we rst developed (Section 3) a generic reasoner based on standard graph search techniques. Our results indicate that such an approach is e ective across a broad range of domains. For domains that exhibit structure, however, and where queries are frequent, we can get signicant increases in performance by using the notion of a metagraph, which encapsulates local structure inside metaedges and uses special purpose algorithms within such local structures. We have presented e cient closure algorithms for the class of (<; )-series-parallel graphs in Section 4, and developed a temporal reasoner based on a metagraph with series-parallel metaedges in the following section. This reasoner is designed to degrade gracefully when conditions are less than ideal: it will do worse than the generic approach by only a constant factor. In Section 6, we analysed the TimeGraph approach of MS90, GS95], identi ed some problems with the original algorithms and designed a \revised" version. We observed that the TimeGraph approach in general does not degrade gracefully, as it requires an order of magnitude more time than does the generic approach when the domain fails to match expectations. Finally, in Section 7, we compared ve reasoners: the generic approach, the generic approach with a ranking heuristic, the series-parallel metagraph approach, the original TimeGraph-II implementation, and our revised version of TimeGraph. These reasoners were compared on four domains, two without structure and two exhibiting structure. We found that the generic approach was superior on the domains without structure, and we demonstrated that our series-parallel metagraph approach degrades gracefully, while the TimeGraph approach did not. We showed that ranking is an extremely powerful heuristic, though simple. On domains with structure, one designed for the series-parallel reasoner, one designed for the chain-based reasoner (TimeGraph), we found that the series-parallel metagraph approach was dominant | it was virtually indistinguishable (in query times) from the TimeGraph approach on the chain-based domain, while clearly superior on the seriesparallel-based domain. From these results, we conclude that our approaches will provide the best performance overall. Appendices A O(n + e) Metagraph Creation In Section 5 we described an algorithm that took a DAG as input and returned an edgepartition of that graph where each subset of edges was a maximal series-parallel graph. The algorithm was expressed in terms of rules \ ring" depending on the current state of the metagraph construction, where the current set of metaedges was represented as a dynamic set with O(1) operations of lookup, deletion, and addition. We presented our algorithm this way for reasons of conceptual simplicity, and we used hash tables in our implementation to simulate such a dynamic set. However, we also claimed the existence of an algorithm with worst case O(n + e) time and space complexity. Here we describe this algorithm.
The algorithm relies on a variant of depth-rst search, which we will refer to as closurerst search. In depth-rst search, vertices are expanded (their children visited) on the rst visit | that is, a vertex v is expanded after the rst incoming edge to v is traversed. In closure-rst search a vertex v is expanded after the last incoming edge to v has been traversed. This requires some additional bookkeeping: keeping a count of the number of visits to each vertex and comparing this to the indegree on each visit. We call this closure-rst search because every path to a vertex is traversed before the vertex is expanded.
This search has the property that the sink of any series-parallel component of the graph is expanded after all other vertices in the component have been expanded. The idea is to use the search to determine the order in which rules are applied so that metaedges which may be in series or parallel can be e ciently found and joined together.
In the apply rules procedure below, each metaedge that terminates at a node v is examined and combined in series or parallel with other metaedges until no more rules apply. We use the fact that all metaedges terminating at v are being examined in the same loop; thus, if there is a parallel metaedge from u to v it will be the rst one in the list metaedges u]. Thus, we can determine in O(1) time whether the conditions for ring a rule apply.
We use the notation a ++ b to denote the creation of a new list whose head is a and whose tail is b. 
B Test Data Generation
This section documents the algorithms used to generate the test data sets. We compared the approaches on four domains:
1. Uniform random graphs with equal numbers of 6 =, <, and edges. 2. Uniform random graphs with equal numbers of < and edges, but no 6 = edges.
3. Random graphs constructed by adding random edges to a random series-parallel graph; all edges labeled either < or . 4. Random graphs constructed by adding random cross-edges to a xed number of random chains. Below we describe our algorithms for generating random graphs of these four types.
First, we describe an algorithm for generating uniform random DAGs. Where vertex labels are not meaningful, there is a bijection from the class of directed, acyclic graphs to the class of undirected graphs. To generate a random DAG, therefore, we simply x an ordering over vertex labels, generate an undirected graph over those vertices, and direct each edge forward in the vertex-ordering.
