We present a probabilistic method for fusion of images produced by m ultiple sensors. The approach is based on an image formation model in which the sensor images are noisy, locally linear functions of an underlying true scene (latent v ariable). A B a yesian framework then provides for maximum likelihood or maximum a posteriori estimates of the true scene from the sensor images. Least squares estimates of the parameters of the image formation model involve (local) second order image statistics, and are related to local principal component analysis. We demonstrate the e cacy of the method on images from visible-band and infrared sensors.
Introduction
Advances in sensing devices have fueled the deployment o f m ultiple sensors in several computational vision systems 1, for example]. Using multiple sensors can increase reliability with respect to single sensor systems. This work was motivated by a need for an aircraft autonomous landing guidance (ALG) system 2, 3 ] t h a t Author is now with Digimarc Corporation, 19801 SW 72nd Ave S u i t e 2 5 0 , T ualatin, Oregon 97062. uses visible-band, infrared (IR) and radar-based imaging sensors to provide guidance to pilots for landing aircraft in low visibility. IR is suitable for night operation, whereas radar can penetrate fog. The application requires fusion algorithms 4] to combine the di erent sensor images.
Images from di erent sensors have di erent c haracteristics arising from the varied physical imaging processes. Local contrast may be polarity reversed between visible-band and IR images 5, 6] . A particular sensor image may c o n tain local features not found in another sensor image, i.e., sensors may report complementary features. Finally, individual sensors are subject to noise. Fig. 1 (a) and 1(b) are visible-band and IR images respectively, of a runway scene showing polarity reversed (rectangle) and complementary (circle) features. These e ects change from region to region according to the local mapping from the scene to the sensor images, and pose di culties for fusion. An obvious approach to fusion is to average the pixel intensities from di erent sensors. Averaging, increases the signal to noise ratio, but reduces the contrast where there are polarity reversed or complementary features 7] .
Transform-based fusion methods 8, 5, 9] select from one sensor or another for fusion. They consist of three steps: (i) decompose the sensor images using a speci ed transform e.g. a m ultiresolution Laplacian pyramid, (ii) fuse at each l e v el of the pyramid by selecting the highest energy transform coe cient, and (iii) invert the transform to synthesize the fused image. Since features are selected rather than averaged, they are rendered at full contrast, but the methods are sensitive to sensor noise.
To o vercome the limitations of averaging or selection methods, and put sensor fusion on rm theoretical grounds, we explicitly model the production of sensor images from the true scene, including the e ects of sensor noise. From the model and sensors we form either a maximum likelihood or a maximum a posteriori estimate of the true scene. These estimates constitute the probabilistic basis for fusing the sensor images. Our technique uses the Laplacian pyramid representation 5], with the step (ii) above replaced by our probabilistic fusion. Similar probabilistic frameworks for sensor fusion have been described by C l a r k a n d Y uille 10].
The Image Formation Model
The true scene, denoted s, g i v es rise to a sensor image through a noisy, non-linear transformation. For the ALG application, s would be an image of the landing scene under conditions of uniform lighting, unlimited visibility, and noiseless sensors. We m o d e l the mapping from the true scene to a sensor image by a noisy, locally a ne transformation. Our model is de ned at each location or hyperpixel within Laplacian pyramid representations of the scene and sensor images, as a i (l ) = i (l ) s(l ) + i (l ) + i (l ) (1) where, s is the true scene, a i is i th sensor image,l (x y k) i s t h e h yperpixel location in the pyramid with pixel coordinates (x y) a n d p yramid level k, is the sensor bias (captures the e ects of dysfunctional sensor elements), is the sensor gain (captures the e ects of local polarity reversals and complementary features), and is the sensor noise with zero mean and variance 2 . The locally a ne transformation depends on a variety of environmental conditions, the viewpoint, and the particular region of the scene. We assume that the parameters of the a ne transformation are independent of the true scene s. Strictly speaking, this assumption is probably not correct, but the implication of the violation of this assumption is an empirical question subject to an experimental evaluation. To simplify notation, we adopt the matrix form a a a = s+ +
where a a a = a 1 a 2 : : : a q ] T , = 1 2 : : : q ] T , = 1 2 : : : q ] T , a n d = 1 2 ::: q ] T , a n d w e h a ve dropped the reference to location. Basing our model within a multiresolution representation such as the Laplacian pyramid ensures that fusion of features takes place at the matching spatial resolution (even when the sensor images have di erent spatial resolutions). We assume that the noise in one sensor is uncorrelated with the noise in other sensors. This gives a diagonal noise covariance = diag 2 1 2 2 : : : 2 q ]. We also assume that the noise is independent of the true scene s. The noise covariance changes from region to region and depends on the locationl in the pyramid. The Gaussian random variable i (l ), relative to the indices (i l ), is independent but not equally distributed. The Gaussian random variable s(l ) with indexl 2 R (where R is a small local region, for example 5 5 h yperpixels) is independent with mean s 0 (l ) a n d v ariance 2 s (l ). Since the image formation parameters , , and the sensor noise covariance can vary from hyperpixel to hyperpixel, the model can express local polarity r e v ersals, complementary features, spatial variation of sensor gain, and noise.
We do assume, however, that the image formation parameters and sensor noise distribution vary slowly with location 1 . Hence, a particular set of parameters, , is considered to hold true over a spatial region of several square hyperpixels. We will use this assumption when we estimate these parameters from data.
The model (2) ts the framework of the factor analysis model in statistics 11, 1 2 ]. Here the hyperpixel values of the true scene s are the latent v ariables or common factors, contains the factor loadings, and the 1 Speci cally the parameters vary slowly on the spatio-temporal scales over which the true scene s may exhibit large variations. sensor noise values are the independent factors. Estimation of the true scene is equivalent to estimating the common factors from the observations a a a.
In the above discussion, we h a ve assumed that the sensors generating the images have the same spatial eld. In other words, the sensors are in perfect registration (perfectly aligned). In a practical application, images are often mis-registered. Before fusion, these images need to be registered using automatic multisensor image registration techniques 13, 1 4 ].
Bayesian Fusion
Given the sensor intensities a a a, we will estimate the true scene s using a Bayesian framework. We assume that s, a t e a c h location, is a random variable drawn from an ensemble with mean s 0 and variance 2 s . The probability density function of the latent v ariables s(l ) is assumed to be Gaussian with local mean s 0 (l ) and local variance 2 s (l ). An attractive bene t of this setup is that the prior mean s 0 might be obtained from knowledge in the form of maps, or clear-weather images of the scene. Thus, such database information can be folded into the sensor fusion in a natural way.
Given that s and are normally distributed, the density o n the sensor images conditioned on the true scene, P(a a ajs l ), is normal with mean s + and covariance = diag 2 
The ML fusion estimate can be recovered from (4) by assuming a at prior, i. 
For both ML and MAP, the fused imageŝ is a locally linear combination of the sensor images that can, through the spatio-temporal variations in , , and , properly respond to changes in the sensor characteristics that tax averaging or selection schemes. For example, if the second sensor has a polarity reversal relative t o the rst, then 2 is negative and the two sensor contributions are properly subtracted. If the rst sensor has high noise (large 2 1 ), its contribution to the fused image is attenuated. A feature missing from sensor 1 corresponds to 1 = 0 . The model compensates by accentuating the contribution from sensor 2. Now consider an example where the rst sensor image has a higher spatial resolution than the second sensor image, both images being the same size. The highest resolution level of the Laplacian pyramid of the second sensor image will have little or no features. In this case the model compensates by preserving the contribution from the the highest resolution pyramid level of the rst sensor.
Model Parameter Estimates
We need to estimate the local image formation model parameters (l t ) (l t ) and the local sensor noise covariance (l t ). We estimate the latter from successive, motion compensated video frames from each sensor 15]. First we estimate the average value at each h yperpixel (a i (t)), and the average square (a 2 i (t)) by exponential moving averages. We next estimate the noise variance by the di erence 2 i (t) = a 2 i (t) ; a i 2 (t). We n o w describe an approach to estimate the a ne parameters and using the probabilistic image formation model described in Sections 2 and 3. The image formation model ts the framework of the factor analysis model in statistics 11, 1 2 , 1 6 , 1 7 ] . The hyperpixel values of the true scene s are the latent v ariables or common factors, contains the factor loadings, and the sensor noise values are the independent factors. Estimating the parameters is then equivalent to estimating the factor loadings from the observations a a a.
To estimate the model parameters and at a locationl in the pyramid, we assume that the parameters , , , s 0 and 2 s are constant o ver a small region or local analysis window, R (for example 5 5 h yperpixels).
The assumption that the parameters are nearly constant o ver the local analysis window a l l o ws us to replace ensemble averages by spatial averages over the analysis window. The factor analysis parameter estimation of and involves expressing the rst and second order statistics of the observed sensor data in the local analysis window in terms of the parameters of the image formation model. To do this, one needs to obtain the probability density of the sensor image hyperpixels over R.
To proceed with the factor analysis estimation of the parameters and , w e need to write the probability density of the sensor image hyperpixels over the entire analysis window as a simple product of identical densities at each h yperpixel. That is, we need the sensor image hyperpixels values to be i.i.d. at all pixels in the analysis window R.
We will now impose additional structure on the image formation model to provide this independence.
We restrict our attention to pixels in the analysis window R. As before, the density f o r t h e v ector of image sensors at hyperpixell is P(a a ajl ) = Z P(a a ajs l ) P(sjl ) ds : (8) Assuming that , and are constant in the analysis window, it follows that all of the dependence of P(ajl ) o ñ l is through the spatial dependence of the prior P(sjl ). The latter density is normal with mean s 0 (l ) a n d v ariance 2 s (which is assumed independent o f l within R).
In the absence of information on the spatial statistics of the true scene, we assume that s 0 (l ) is Gaussian with mean s0 and variance 2 s0 , both constant in R. Thus all of the spatial variation of s 0 within R is attributed to random uctuations of the prior mean s 0 generated by its hyperprior. are constant (all pixels in R), each of the marginals P(a a a(l i )jl i ) are independent ofl i . Consequently, the construction provides sensor hyperpixels that are i. (11) is the total variance of s in R. For all pixels in the analysis window, P(a a ajR) is Gaussian with mean and covariance given by (9) and (10) respectively.
Least squares factor analysis estimation of ,
We n o w derive estimates of the a ne parameters , from the rst and second order statistics of the image data in the local analysis window. Let there be N individual hyperpixels in the local analysis window (in this case, N = 25). Let a a a n be the vector of sensor intensity v alues from the n th hyperpixel (1 n N ) i n t h e 5 5 region (a a a n = a 1n a 2n : : : a qn ] T , where a 1 a 2 : : : a q are the hyperpixel values of sensors 1 2 : : : q respectively). From these observations, the sample mean vector a and the sample covariance matrix a are computed as,
(a a a n ; a )(a a a n ; a ) T (13) In least squares factor analysis 11, 17], the a ne parameters , and the noise variance are obtained by tting the model to the observed sensor data. To obtain the estimate of , consider the squared norm of the di erence between the model mean m (a a ajR) g i v en by Eq. (9) and the data mean a given by Eq. (12),
Minimizing E with respect to gives LS = a ; s0 : (15) To obtain the least squares estimate of , consider the squared norm of the di erence between the model covariance C(a a ajR) g i v en by Eq. (10) and the data covariance a 11, 1 7 ] g i v en by Eq. (13), E = k a ; C(a a ajR)k 2 trf( a ; C(a a ajR)) 2 g (16) E is the sum of squared di erences between the elements of a and C(a a ajR). Di erentiating E with respect to and equating to zero gives, Ur (18) where U is an eigenvector, and is an eigenvalue of the noise-corrected covariance matrix ( a ; ). The variable r = 1, and determines the polarity o f c o n trast. The choice of the sign of r is discussed later in this section. The error metric in Eq. (16) is minimum when U is the principal eigenvector and is the principal eigenvalue of the noise-corrected covariance matrix ( a ; ).
Relation of the estimate of to the sensor image features
The model of Eq. (2) maps hyperpixels in s-space (true scene) into hyperpixels in a a a-space (sensor images). Fig. 2 illustrates this mapping for two sensors a 1 and a 2 . The parameter determines the underlying orientation of the cloud of hyperpixels in a a a-space, whereas determines the shift of the cloud from the origin in a a a-space. Both s and contribute to the spread of the cloud. The contribution from s is along the direction of , whereas the contribution from manifests itself in a spread along the a 1 and a 2 axes. The relationship between the sensor image features and a 2 can be illustrated by scatter plots in a a a-space. Noise in a 1 and a 2 can alter the orientation of the data cloud in a a a-space. The general case where the noise covariance is heteroscedastic (di erent noise in each sensor) is illustrated in Fig. 4(a) . The least squares factor analysis estimate of points along U, which is the principal eigenvector of the corrected data covariance matrix ( a ; ). The contribution of the noise terms is suppressed and the direction (of U) that contains the contribution from s is captured. Thus, the principal eigenvector U captures the relationship between the image features. In general, this direction is di erent from the direction of maximum variance in a a a-space. However when the noise covariance is homoscedastic (equal noise in all sensors), the scatter plots appears as in Fig. 4(b) . Here, the direction of U is also the direction of maximum variance in a a a-space. For consistency with our assumption of slow spatial change of model parameters, the signs must be chosen such t h a t changes orientation slowly from one hyperpixel to another. One must also ensure that the signs do not change arbitrarily at similar spatial locations from one pyramid level to another. This is a di cult combinatorial optimization problem that would require an iterative solution across the entire fused pyramid.
Instead, we use a simple heuristic to determine the signs. We c hoose the sign r such that the resulting lies within the shaded reference region in Fig. 5 . For any U, changing r from +1 to ;1 will ip (i.e., change its orientation by 180 degrees). This heuristic minimizes the number of abrupt ips of U between adjacent h yperpixels. There are clearly many arbitrary choices for the reference region, and each c hoice has an indeterminacy in the signs at the border of the reference region where can still ip arbitrarily. Our choice of the region in Fig. 5 was arrived at empirically it provides better results than many other trial choices. The least squares estimates of the parameters and , given by Eqs. (18) and (15) respectively, depend upon the parameters 2 s s0 and s0 . In the absence of prior knowledge about the scene, 2 s s0 and s0 must be appropriately chosen in order to estimate the parameters and .
The least squares approach d o e s n o t p r o vide an estimate of either 2 s s0 or s0 . As with the sign of r, this would pose no problem for a global model. But we m ust impose a constraint in order to smoothly piece together our local models. We impose that 2 s s0 = , everywhere , motivated by t h e following reasoning: consider a small patch o ver which s varies but both 2 s and the image formation parameters ( ) are constant. Any v ariation in sensor hyperpixel intensities in this region must arise from variations in the true scene s, and the noise. The leading eigenvalue of the noise-corrected covariance matrix ( a ; ) g i v es the scale of variations in a a a arising from variations in s. Thus, we should have / 2 s s0 . To ensure consistency, the proportionality constant should be the same in all local regions. From the least squares solution of Eq. (18) , this proportionality constant is just k k 2 . Hence we take k k= 1 e v erywhere, or 2 s s0 = .
We further assume that the spatial mean s0 of the priors s 0 is zero. This assumption is supported by the fact that in a Laplacian pyramid representation, the expected value of hyperpixels in a small neighborhood is close to zero (since it is the expected value of prediction errors). Using the assumption s0 = 0 , w e c a n compute the estimate of using Eq. (15) . Note that this assumption does not change our choice for 2 s s0
given above.
In view of the above assumptions made for choosing 2 s s0 and s0 , and assuming that the sign of r has been appropriately chosen, the least squares estimates of and are, LS = 1 2 s s0 Ur = U (19) and LS = a ; s0 = a : (20) 
Maximum likelihood factor analysis estimation of and
An alternate way to approach the problem of estimating the a ne parameters and is to use maximum likelihood factor analysis methods 11, 1 8 , 1 7 , 1 2 ]. In Section 4 we d e r i v ed the model distribution over the local analysis window R. Each h yperpixel in the local analysis window can be assumed to be independent and identically distributed according to the model distribution over R (which is a Gaussian, with mean and covariance given by Eqs. (9) and (10) a a ajR) ) ;1 (a a a n ; s0 ; )(a a a n ; s0 ; )
where n corresponds to the n th hyperpixel in the local analysis window. To form a maximum likelihood (ML) estimate of we di erentiate the log-likelihood L with respect to , and set the result to zero to obtain ML = a ; s0 (22) where a is the data mean de ned in Eq. (12) . Substituting this estimate of ML in Eq. (21), the log-likelihood can be written as, ;1 (a a a n ; a )(a a a n ; a ) 
where a is the data covariance matrix as de ned in Eq. (13) . To obtain the that maximizes the loglikelihood, we take the derivative o f L with respect to , equate it to zero, and recover fC(a a ajR) ; a g f C(a a ajR)g 
where, U a and a are the principal eigenvector and the principal eigenvalue respectively of the data covariance matrix a .
Relation to PCA
The MAP and ML fusion rules are closely related to PCA. To see this, assume that the noise is homoscedastic (spherically symmetric) = 2 I and use the parameter estimates (19) and (20) 
Experiments and Results
We applied the ML and MAP fusion rules to real and simulated visible-band and IR images. In this section we describe these experiments and their results. 6 .1 Fusion of Visible-band and Infrared Images Fig. 1(a) is a visible-band image show i n g a r u n way scene as an aircraft is approaching to land. Fig. 1(b) is an infrared image of the same scene. These images contain local polarity reversed and complementary features. 
Assuming equal noise variance in the sensor images
We fused the images of Figs. 1(a) and 1(b) using the ML fusion rule of Eqs. (6) and (7) . In this experiment, we assumed that the variance of noise in the sensor images is equal ( = 2 I) and close to zero ( 2 0).
Using the assumption of equal noise variance, which is a local PCA projection of the data on to the principal eigenvector U a of the data covariance, as given by Eq. (29). Note that when the noise variance in the sensor images is zero, the MAP fusion rule of Eqs. (4) also simpli es to the local PCA projection above. However, when the noise variance is equal and non-zero (the images are equally noisy), the MAP fusion rule can be applied di erently as shown in Section 6.3 below.
The experimental setup for computing the fused image, summarized in Table 1 , consisted of decomposing each sensor image of size 128 128 pixels into 7 levels of the Laplacian pyramid. At e a c h p yramid level a 5 5 h yperpixel local analysis window surrounding each h yperpixel was used to compute the data mean a and the data covariance matrix a as de ned by Eqs. (12) and (13) respectively. At the border hyperpixels in the pyramid, the boundary was extended by re ecting the hyperpixels at the border, to obtain the 5 5 region. The principal eigenvector U a was obtained through a eigen-decomposition of the data covariance matrix a . The hyperpixels of the fused pyramid were obtained by computingŝ at each location using the computed eigenvector and the hyperpixels a 1 and a 2 of the sensor images. The direction for the eigenvector U a (i.e. the sign r) w as chosen such that U a lay in the shaded region shown in Fig. 5 . The fused image was obtained from the fused pyramid formed by t h ê s values using the inverse Laplacian pyramid transform .
The numb e r o f h yperpixels present at higher levels of the pyramid are insu cient to estimate the image formation model parameters. For example, for an image of size 128 128 pixels, the topmost level contains just 1 hyperpixel (the intensity v alue of this hyperpixel corresponds to the mean intensity o f t h e g r a ylevels in the image). It is not possible to estimate the model parameters from just 1 hyperpixel from each sensor. Hence the probabilistic fusion rules cannot be used to combine the topmost pyramid levels of the sensor images. In practice the sensor hyperpixels at the topmost level can be combined by a veraging. Note that the topmost level of the fused pyramid would dictate the mean intensity in the fused image. The choice of the method used for combining the topmost hyperpixels is of no consequence if the graylevels in the fused image are scaled prior to display (since scaling would change the mean intensity l e v el). Therefore, in our experiment we u s e d 7 levels of the pyramid, meaning that the topmost pyramid level used was 2 2 h yperpixels. In practice, it may be adequate to stop at a pyramid level where there are a minimum number of hyperpixels to form a local analysis window. We compare the results of ML fusion with that of averaging and selection. For averaging, 7 levels of the sensor pyramids are averaged to obtain the fused pyramid. The fused image is obtained by applying the inverse transform to the fused pyramid. For selection, we employ an area based salience measure to determine which of the sensor hyperpixels go into the fused pyramid. The area based salience measure is the sum of squared hyperpixel values in a 5 5 neighborhood surrounding the hyperpixel of interest. The fused image is obtained by the inverse transform. The fused images obtained by a veraging, selection and ML fusion are shown in Fig. 6 . To display the fused images it is necessary to rescale the graylevels so that the images can be readily compared. We h a ve linearly scaled the graylevels in all the fused images of Fig. 6 such that the average graylevel and the standard deviation of graylevels in each image was identical. This ensures that the contrast and brightness computed over the entire image is same for each displayed fused image. The graylevels of the scaled images were then clipped between 0 and 255 before display.
The fused image obtained by a veraging, Fig. 6(a) , has reduced contrast in the regions containing polarity reversed features and complementary features. The bright patch before the runway in the visible-band image and the horizontal lines in the lower portion of the IR image are rendered at reduced contrast in the fused image obtained by a veraging, as compared to the contrast in the sensor images. Selection, Fig. 6(b) , does better than averaging. Contrast is preserved in regions containing complementary features. Selection causes pattern cancellation if the algorithm arbitrarily selects from one sensor image or the other, in regions containing polarity reversals. Arbitrary selection is likely to occur if image features have equal but opposite contrast. Noise in the sensor images can then cause arbitrary switching between the sensor images. In the sensor images of Figs. 1(a) and 1(b) , the runway markings have opposite but unequal contrast. This prevents pattern cancellation. The fused image obtained by ML fusion is shown in Fig. 6(c) . ML fusion retains complementary features from both the sensor images. The bright horizontal patch in the visible-band image, the image features at the top left in the IR image and the horizontal lines in the lower portion of the IR image are all visible at the original contrast in the fused image. Local polarity r e v ersed features are combined by a w eighted sum after reversing the polarity of one of the images. Overall, the ML-fused image is similar to the selection-fused image.
Experiments With Images Containing Additive Noise
We added zero mean Gaussian noise to the graylevels of the visible-band and IR sensor images shown in Figs. 1(a) and 1(b) . The noisy images are shown in Figs. 7(a) and 7(b) respectively. The visible-band image contains more noise than the IR image. The standard deviation of noise added to the visible-band image is 12 times that added to the IR image. We fused these images using the ML and MAP fusion rules and compared the results with those of averaging and selection methods. Fig. 7(c) shows the result of fusing these images using averaging. The images were decomposed into 7 levels of the Laplacian pyramid. Hyperpixels of the sensor pyramids were averaged to obtain the fused pyramid, and the fused image was constructed by applying the inverse pyramid transform to the fused pyramid. The result of averaging su ers from the same drawback as before | reduced contrast in regions containing polarity reversed and complementary features. Fig. 7(d) shows the result of fusion using selection. Again 7 levels of the Laplacian pyramid were used and a 5 5 area based salience measure was employed to decide which of the sensor hyperpixels to select into the fused pyramid. The result of selection is noisy. Comparing Fig. 7(d) with the sensor images in Figs. 7(a) and 7(b), one can observe that the selection technique selects features from the visible-band image in most locations of the scene. Noise in the visible-band image dominates the salience measure and noise spikes are confused as salient features.
ML fusion
The ML-fused image is obtained by using the fusion rules of Eqs. (6) and (7), and the least squares estimates of and from Eqs. (20) and (19) . The experimental setup used for computing the fused image is summarized in Table 2 . The ML-fused image is shown in Fig. 7(e) . Comparing with the results of averaging and selection in Figs. 7 (c) and 7(d), ML fusion does better than averaging and selection in regions containing polarity reversed and complementary features. The markings on the runway, the horizontal lines in the lower portion of the FLIR image and the bright horizontal patch j u s t b e f o r e t h e r u n way are all more distinct in the ML-fused image. The ML-fused image is less noisy compared to the averaging and selection-fused images. The ML fusion rule gives more weight to the IR image in regions where the image features are common between the visible-band and IR images, since the variance of noise in the IR image is lower than that in the visible-band image. However the ML fusion rule gives a high weight to the visible-band image in regions containing complementary features that are absent i n the IR image. Consequently these complementary features are visible at high contrast in the fused image. 
MAP fusion
The sensor images can also be combined by using the MAP fusion rule of Eqs. (4) and (5). Note that we do not have prior knowledge to determine s 0 . We w i l l n o w assume that s 0 = 0 for each h yperpixel. This assumption, though appropriate for at regions of the image, is not valid for regions containing details (edges etc.). Assuming s 0 = 0 attributes all variations in the scene s to the prior variance 2 s (and hence basically to noise in s). We will explain why this assumption is actually bene cial for fusion later on in this section. The assumption allows us to obtain an estimate of 2 s as shown below.
The assumption k k= 1 g i v es, 
The MAP-fused image is obtained by using Eq. (36) and the least squares parameter estimates of Eqs. (20) and (19) . The noise variance is estimated using multiple video frames from each sensor. The experimental setup used for obtaining the fused image is identical to that in Table 2 . Fig. 7(f) shows the image obtained using MAP fusion. The MAP-fused image is less noisy compared to the ML-fused image. The estimate of 2 s does not contain any contribution from noise (since 2 s = , and is the principal eigenvalue of ( a ; )). In regions of relatively low sensor image contrast such as at regions in the scene, 2 s is low (since is low). Therefore the denominator in Eq. (36) is large and the contribution from the sensor images is attenuated as compared to the ML fusion rule. Hence the noise in the at regions is also attenuated. In regions of high contrast in the sensor images such as edges in the scene, 2 s is high (since is high). Therefore the denominator in Eq. (36) is approximately equal to the denominator in Eq. (7). The contribution from the sensor images is then similar to that in ML-fusion (since s 0 = 0 ) .
Assuming 2 s0 = 0 causes the spatial variations in the scene, captured by the sensor images, to be attributed to 2 s . This results in an overestimation of 2 s especially in regions of relatively high scene contrast in the sensor images. However, this overestimation turns out to be bene cial for fusion, as the high value attributed to 2 s results in more weight t o b e g i v en to the sensor images.
Fusion Using Prior Image Information
The MAP fusion rule has a provision to include prior image information about the scene into the fused image. We demonstrate the use of this provision with the help of the ALG example. In ALG, prior knowledge about the scene may b e a vailable in the form of a terrain database of the scene. The terrain database provides an image of the scene under ideal viewing conditions (uniform illumination, unlimited visibility). However the database image is not by itself su cient for ALG because the actual situation in the real runway scene may di er from that in the database image. The database image information must be combined with image data from the sensors to properly depict the runway scene in the fused image. We illustrate the use of prior information using simulated images and compare them with averaging and selection based fusion, as well as the ML fusion and MAP techniques described in Section 6.2. We generated a sequence of noisy sensor images by adding Gaussian noise to one simulated image each from visible-band and IR (FLIR) sensors. Fig. 8(a) shows one frame of the noisy visible-band sequence. Fig. 8(b) shows one frame of the noisy IR sequence. These simulated sensor images depict a runway scene with an aircraft on it. The polarity of contrast of the runway surface and markings is reversed in the IR image. The taxiways that are visible on the left and right of the runway in the visible-band image have not been sensed by the IR sensor and are missing in the IR image. The variance of the added Gaussian noise in both the sensor images is equal. Fig. 8(c) shows an image of the same scene as might be obtained from a terrain database. Although this image is clean, it does not show the actual situation on the runway | the aircraft in the sensor images is absent in the database image. Fig. 8(d) shows the result of fusing the sensor images of Figs. 8(a) and 8(b) using averaging. Averaging was performed using 7 levels of the Laplacian pyramid. Averaging does not fuse well in regions containing polarity reversed and complementary features. The polarity reversed runway and markings have almost disappeared and the contrast of the taxiways has been reduced. Fig. 8(e) shows the fused image obtained by selection using an area based salience measure and 7 levels of the Laplacian pyramid. Selection performs better than averaging in the polarity r e v ersed regions, but the fused image is noisy. Table 3 . Fig. 9(a) shows the result of combining the images by the ML fusion rule using Eqs. (4), (19) , and (20) 2 . The noise variance was estimated from multiple frames 3 The result of ML fusion is noisy because both the sensor images are equally noisy. However, ML fusion performs better than fusion by selection as can be seen by the higher contrast in regions containing the runway and runway markings. Fig. 9(b) shows the result of combining the images by MAP fusion as in Section 6.2. The noise variance was estimated using multiple frames. The result of MAP fusion is less noisy as compared to ML fusion. As explained in the MAP fusion experiment of Section 6.2, k k= 1 and s 0 = 0 implies 2 s = . Although both sensor images are noisy, 2 s regulates the weight g i v en to the sensor images in di erent regions of the scene, in accordance with the reliability of the features in the sensor images. For example, in at noisy regions in the sensor images, 2 s is low. Hence the contribution from the sensor images is attenuated. In high contrast regions in the sensor images, 2 s is high, preventing attenuation of the contribution from the sensor images. As a result, the runway surface, markings and aircraft are prominent in the MAP fused images. The taxiways are also visible. The image is cleaner than either sensor image. But there is some loss in sharpness at the edge at the boundary caused by the horizon and the sky. Note that no database information was used to construct the images in Figs. 9(a) and 9(b) . We n o w describe a way of including database information in the fused image using the MAP fusion rule. 6 .3.1 MAP fusion using 2 s to control the contribution of the prior image
In this method we specify the prior variance 2 s and use it as a measure of con dence in the database image. The value of 2 s controls the relative contribution of the sensors versus that of the database image in the fused image. A high value of 2 s corresponds to low con dence in the database. Conversely, a l o w v alue of 2 s corresponds to high con dence in the database.
The con dence assigned to each spatial location in the database image must be propagated to the same spatial locations in the pyramid that are at di erent levels of the pyramid. In the experiment described below, we a c hieve the propagation in the following manner. We generate a sequence of images containing white Gaussian noise with a speci c standard deviation. The standard deviation of noise corresponds to the con dence in the database image. We then decompose the sequence of images into Laplacian pyramids and compute the variance at each h yperpixel location from the sequence. This variance is the value we h a ve assigned to 2 s at each h yperpixel 4 . The fused image is also computed using the MAP fusion rule of Eq. (4). The parameters and are computed using the least squares estimates of Eq. (19) and (20) . The spatial mean s0 is estimated as, (37) where N = 25 is the numberofhyperpixels in the 5 5 region. We also compute an estimate of 2 s0 at each hyperpixel using the database image s 0 as, 4 The con dence at each h yperpixel can be computed from the con dence assigned to each location in the database image using the mathematical expressions for the operations involved in the pyramid computation. However, the operations in the Laplacian pyramid computations involve s e v eral steps including downsampling and upsampling operations that make it di cult to propagate the con dence through the pyramid levels. Therefore, for the purpose of the experiment in Section 6.3.1, we c hose to use an empirical solution.
where N = 25 is the number of hyperpixels in a 5 5 h yperpixel region. We c a n n o w compute 2 s s0 given by Eq. (11), using the value of 2 s . Therefore, we h a ve all the quantities needed for estimating and , and the fused image.
The experimental setup to compute the fused image here is the same as that in Table 3 . The results of fusion using three di erent v alues of 2 s are shown in Figs. 10(a) , 10(b) and 10(c). The standard deviation of the Gaussian noise images generated to compute the values of 2 s for these three cases was 20, 25 and 40 respectively. From Eq. (5), higher values of 2 s reduce the weight g i v en to the database image hyperpixels s 0 and therefore accentuate the contribution of the sensor images relative to the database image. Conversely, lower values of 2 s increase the weight given to the database image hyperpixels s 0 and therefore accentuate the contribution of the database image in the fused image. 
Discussion
We have d e v eloped a principled approach t o the problem of fusion of multisensor images. We assumed a simple probabilistic model for the process by w h i c h the true underlying scene gives rise to the sensor images. This model, consisting of noisy, locally a ne functions can e ectively capture the e ects of local polarity reversals, complementary features and noise, which often pose di culties to fusion algorithms. The rules for fusion are derived from the probabilistic model using either maximum likelihood or maximum a posteriori formulations. The rules resemble PCA-like projections and are easy to interpret. The fused images are locally weighted linear combinations of the sensor images. The weights scale the sensor images according to the signal and noise content and even change polarity when a sensor image has features with reversed contrast. As a result, the fused images generated by our probabilistic fusion have relatively lower noise and show better contrast and feature retention than existing fusion techniques.
Our maximum aposteriori fusion rule can be used to include prior images of the scene in the fused image. Experiments with simulated images using a prior image from a terrain database of the scene show h o w o n e might proceed with this.. The fused image retains features from the sensor images as well as the prior image and is considerably less noisy than the senor images. We h a ve a l s o s h o wn that the contribution of the prior image in the fused image can be controlled depending upon the con dence in the prior. At p r e s e n t w e h a ve no algorithm for choosing an appropriate con dence level to set the weighting between the prior database image, and the sensor data.
Our fusion approach applies well when the assumption of the local a ne functions holds. Fusion results may degrade when the local a ne mapping does not apply, or when sensor noise is correlated across sensors or with the scene. Parameter estimation may degrade when the assumption of slow spatial change of the a ne parameters fails. The advantages o ered by our approach come at a high computational cost, particularly for parameter estimation. The approach can be simpli ed to reduce the computational complexity without large decrement in the fusion results. The model currently consists of an a ne mapping at each hyperpixel. The fusion process can be simpli ed by using the same model parameters over a region of several square hyperpixels. Initial results using such a s c heme are promising. A further re nement could be provided by adopting a mixture model 19] to build up the image formation model. The components of the mixture model would be estimated once based on the entire image. Then for each h yperpixel, or for regions of several square hyperpixels, one calculates via appropriate posteriors, the correct mix of mixture components to form the fused image estimate. There is no re-estimation of the model parameters at each region of the image. Our approach can be extended to use multiple motion compensated frames from each sensor to estimate the scene s as well as the parameters, and , of the local a ne functions. We believe that increased use of image information from multiple frames would provide further robustness to noise and improved fusion results. Finally, our model based fusion approach i s not restricted to image fusion and could be adapted to solve fusion problems in other application domains. Fig. 1(a) and Fig. 1(b) . 
