Abstract-This paper proposes a method for reconstructing partially damaged faces based on a morphable face model. Faces are modeled by linear combinations of prototypes of shape and texture. With the shape and texture information from an undamaged region only, we can estimate optimal coefficients for linear combinations of prototypes of shape and texture by simple projection for least-square minimization (LSM). Our experimental results show that reconstructed faces are very natural and plausible like real photos.
INTRODUCTION
IN studies from past to present, modeling the properties of noise, which contrast with those of an image, has been used for removing noise [7] , [13] . However, those methods cannot remove the noise that is distributed in a wide region because they use only local properties. In addition, the region in the image which has similar properties with noise gets degraded in the process of removing noise. Also, these methods cannot recover the damaged region by occlusion or cast-shadow. That not only is commonly discovered in many natural images, but also generates problems in many practical applications such as face detection or object recognition.
In contrast to such approaches, top-down, object-class-specific, and model-based approaches are highly tolerant to sensor noise, incompleteness of input images, and occlusion due to other objects [5] . Hence, the top-down approach to interpretation of images of variable objects are now attracting considerable interest in many studies [4] , [5] , [6] , [11] . These studies are based on a linear superposition model. An object class is a linear combination of example components. The example components can be, simply, pixel intensities of the image or shape vectors or texture vectors. Shape vector means the displacement field from a reference and texture vector means the intensity map of the image which results from mapping the face onto the reference face [4] , [5] , [6] . Representation of a novel image consists of optimizing the linear coefficients of each component. The power of their algorithm derives from high-level knowledge learned from the set of prototypical components.
Turk and Pentland proposed a method for reconstructing missing parts of a partially occluded face using eigenfaces based on Principal Component Analysis (PCA) [11] . Especially, their method showed good results only when applied to an unknown face of a person of whom different images are in the training set, or a face that was itself part of the initial training set. Saito et al. proposed a method for removing eyeglasses by using PCA as well [9] . Both methods can be applied to the case that objects like eyeglasses cover a narrow region. In the case that major face components such as eyes, a nose, a mouth, etc., are covered by objects like sunglasses, a recovered whole facial image is distorted heavily because they use bases for whole facial images without discriminating which pixels in the facial region are occluded or not. Also, the recovered facial image can be blurred due to incomplete shape normalization by simple face resizing and centering based on face detection or a ratio among facial components.
Jones and Poggio proposed a method for recovering the missing parts in an input face and for establishing the correspondence of the input face with the iteration of the stochastic gradient procedure based on a morphable model [6] . They exclude the fixed number of points that have the highest error in randomly selected points in the input face from the optimization procedure. Their algorithm is slow due to the iterative procedure at each pyramid level and the deterioration of the convergence speed by excluding the fixed number of points regardless of the percentage of occlusion. However, their method has the advantage that it is not required to know which region of the face is damaged, and establish correspondence on undamaged regions.
Hwang et al. proposed a method for reconstructing the face using a small set of feature points by least-square minimization (LSM) method based on pseudoinverse without iteration procedure [4] . They assume that the correspondence and the gray level at the feature points of the test face are already known and the number of feature points is much smaller than that of bases of PCA. These cause a large number of feature points not to be used in reconstructing a facial image. As a result, the accuracy of reconstruction is restricted. Also, obtaining pseudoinverse by singular value decomposition needs heavy computation power in order to solve LSM.
In this paper, we propose an efficient reconstruction method of partially damaged faces based on a morphable face model. This method has two prior conditions. First, positions of pixels in a damaged region of an input face are given. Second, correspondence of points in an undamaged region, of which the number is larger than that of prototypes is given. In order to reconstruct the shape and texture in the damaged region, we use the following two steps of a strategy. First, the linear coefficients to minimize the difference between the given shape/texture and the linear combination of the shape/texture prototypes are computed in the undamaged region. Second, the obtained coefficients are applied to the shape and texture prototypes in the damaged region, respectively. If these prior conditions are satisfied, this method does not require iterative processes, as well as is suitable for obtaining an optimal reconstruction image by simple projection for LSM. Database for our experiments consists of the images of Caucasian faces. The images were rendered from a fixed viewpoint in front of the face and with ambient light only. In addition to the separation of shape and texture, these controlled environments help the algorithm generalize variations of the face in the database. This paper is organized as follows: In Sections 2 and 3, we describe a 2D face model where shape and texture are treated separately and a method for finding optimal coefficients for linear combinations of prototypes in order to reconstruct shape and texture, respectively. Experimental results of facial reconstruction are given in Section 4. Finally, in Section 5, we present conclusive remarks and discuss some ideas for future research.
2D MORPHABLE FACE MODEL
Our algorithm is based on the morphable face model introduced by Beymer et al. [1] , Beymer and Poggio [2] , Poggio and Vetter [8] and developed further by Bianz and Vetter [3] , Vetter and Troje [12] . On the assumption that the pixelwise correspondence on a facial image has already been established, a given example image can be separated into shape and texture. The shape of the face is coded as the displacement field from a reference image that serves as the origin of our space. The texture is coded as an intensity map of the image which results from mapping the face onto the reference face (Fig. 1) . So, the shape and texture can be represented as follows: Let shape SðxÞ be the displacement of a pixel x that corresponds to a pixel x in the reference face. Let texture T ðxÞ be the gray value of the pixel in the face that corresponds to the pixel x in the reference face. With the shape and the texture information separated from the facial image, we fit a multivariate normal distribution to our data set of faces. This is based on the mean of shape " S S and that of texture " T T , covariance matrices C S and C T computed over the differences of the shape and textureS
T T . By PCA, a basis transformation is performed to an orthogonal coordinate system formed by eigenvectors s i and t i of the covariance matrices on our data set of m faces.
where ; < mÀ1 . The probability for coefficients is defined as:
with ' 2 i being eigenvalues of the shape covariance matrix C S . Likewise, the probability pð Þ can be computed.
FACE RECONSTRUCTION

Overview
Before describing a specific algorithm for reconstructing shape and texture, we explain prior conditions and give an overview of the procedure for obtaining a reconstructed facial image from a damaged one.
Prior conditions:
Positions of pixels in a damaged region by virtual objects on an input face are known.
Displacement among pixels in an input face which correspond to those in the reference face except pixels in damaged region, is known. The above two prior conditions can be satisfied by using a graphical user interface or a semiautomatic algorithm to segment damaged regions and to outline main components in practical application.
We define two types of warping processes, backward and forward warping (Fig. 2 ).
-
Forward warping: It is warping of a texture onto each face with a shape. This process results in a facial image. -Backward warping: It is warping of an input face onto the reference face with a shape. This process results in a texture. The mathematical definition and more details about the forward and backward warping can be found in [12] .
The reconstruction procedure from a damaged face is as follows:
.
Step 1. Obtain the texture of a damaged face by backward warping. .
Step 2. Reconstruct a full shape from the given incomplete shape which excludes damaged regions. .
Step 3. Reconstruct a full texture from the obtained texture damaged by virtual objects. .
Step 4. Synthesize a facial image by forward warping the reconstructed texture with the reconstructed shape. .
Step 5. Replace the pixels in the damaged regions by the reconstructed ones and combine the original and the reconstructed image in the border regions outside of the damaged region using a weight mask according to the distance from the border. Steps 1 and 4 are explained about morphable face models in many studies [5] , [6] , [12] . In Step 5, the weight mask alleviates the discontinuity of intensity on the border in the damaged region due to the incompleteness of reconstruction in the case of substituting the intensity in the reconstructed image for that at same position in the damaged region. The weight mask is obtained as follows: The pixels in an initial mask corresponding to those in the damaged region are set to "1" and the pixels in an initial mask corresponding to those in the undamaged region are set to "0." Then, dilation morphological operations are performed on the mask in order to expand the region of "1" a half times as much as the size of the Gaussian filter. Finally, we can simply obtain a weight mask by convolving the expanded mask with Gaussian Filter (' ¼ 1:5). In this process, expanding the initial mask prevents intensity in the damaged region from intervening in the result image obtained by weighted summation of the reconstructed image in Step 4 and the damaged image. Fig. 3 represents the occluded image and the result images for Step 1 to
Step 5 in the reconstruction procedure, respectively.
In this paper, we mainly describe Steps 2 and 3 for reconstructing damaged shape and texture. More specifically, we propose a method for finding optimal coefficients of bases for face reconstruction. First, we define an error function as the sum of the square of errors, which are the differences between the known displacements of pixels in the Example of a facial image mapped onto the reference face by pixelwise correspondence. The 2D shape of the face is coded as the displacement field from a reference image. The texture is coded as the intensity map of the image which results from mapping the face onto the reference face. Fig. 2 . A forward warping moves pixels from a texture to a facial image using a shape. A backward warping is the inverse, moving pixels from a facial image to a texture.
undamaged region and its reconstructed ones. Then, we solve this problem by minimizing error function with LSM method. More details about reconstruction follow.
Problem Definition for Reconstruction
Since there are shape and texture elements only for an unoccluded region, we can obtain an approximation to the deformation required for the unoccluded region by using coefficients of bases. Our goal is to find an optimal solution in such an overdetermined condition. In other words, we want to find which will satisfy (3).
where x 1 ; Á Á Á ; x n are pixels in an undamaged region. n, the number of pixels in the undamaged region is about 10 times as great as m À 1, the number of bases. We can imagine that the number n of observations is larger than the number m À 1 of unknowns. Probably, there will not exist a choice of that perfectly fits theS S. So, the problem is to choose Ã so as to minimize the error. We define an error function, EðÞ (5), as the sum of square of errors which are the difference between the known displacements of pixels in the undamaged region and its reconstructed ones. The problem (4) is to find which minimizes the error function, EðÞ, which is given as:
Ã ¼ arg min
with the error function,
where x 1 ; Á Á Á ; x n are pixels in the undamaged region.
Solution by Least Square Minimization
According to (4) and (5), we can solve this problem using a leastsquare solution. Equation (3) is equivalent to the following: 
We rewrite (6) as:
The least-square solution to an inconsistent S ¼S S of n equation in m À 1 unknowns satisfies
If the columns of S are linearly independent, then S T S has an inverse and
The projection ofS S onto the column space is thereforeŜ S ¼ S Ã . By using (1) and (9), we obtain
where x 1 ; Á Á Á ; x k are pixels in the whole facial region and k is the number of pixels in the whole facial region. By using (10), we can get the correspondence of all pixels. Similarly, we can reconstruct full texture T . We previously made the assumption that the columns of S are linearly independent in (7). Otherwise, (9) may not be satisfied. If S has dependent columns, the solution Ã will not be unique. We have to choose a particular solution in that case. The optimal solution ofŜ S ¼ S Ã is the one that has minimum length according to (2) . The optimal solution in this case can be solved by pseudoinverse of S [10] . But, for our purpose of effectively reconstructing a facial image from a damaged one, this is unlikely to happen.
EXPERIMENTAL RESULTS AND ANALYSES
Face Database
For testing the proposed method, we used 200 two-dimensional images of Caucasian faces that were rendered from a database of three-dimensional head models recorded with a laser scanner (Cyberware T M ) [3] , [12] . The images were rendered from a viewpoint 120cm in front of each face and with ambient light only. The images had been collected for psychophysical experiments from males and females between 20 and 40 years-of-age. They wear no glasses and earrings. Males must have no beard. The resolution of the images was 256 by 256 pixels and the color images were converted to 8-bit gray level images. The hair of heads was removed completely from the images. PCA was performed on a random subset of 100 facial images. The other 100 images were used for testing our algorithm. Specifically, test data is a set of facial images, which have components such as a left eye, a right eye, both eyes, a nose, and a mouth occluded by virtual objects. The shape and size of the virtual objects are identical to every face, but each position of those is dependent on that of components for every face. The position of components is extracted automatically from correspondence to the reference face. Fig. 4 shows that virtual objects are inserted, according to the position of components in the reference face.
In our face database, we use a hierarchical, gradient-based optical flow algorithm to obtain a pixel-wise correspondence [12] . The correspondence is defined between a reference facial image and an individual image in the database. It is estimated by the local translation from the corresponding gray-level intensity patches. In addition, the algorithm is applied to a hierarchical coarse-to-fine approach in order to handle the optical flow more efficiently across multiple pixel displacements. For these reasons, the obtained correspondence of the adjacent pixels in a facial image has similar patterns and the facial components may be estimated by that of the skin region near the facial components even if the correspondence of the facial components is removed. Therefore, in order to prevent the unexpected information from preserving in our reconstruction experiments, we exclude not only the shape and texture of pixels in the damaged region of the test data set, but also the ones in the skin region. Figs. 5a and 5b show the reference face and the mask of the skin region in the reference image. The white region in Fig. 5b is masked. 
Reconstruction of Shape and Texture
As mentioned before, 2D-shape and texture of facial images are treated separately. Therefore, a facial image is synthesized by combining the shape and texture after reconstructing both. Fig. 6 shows the examples of the facial image reconstructed from the shape and texture damaged by virtual objects. The images on the top row are the occluded facial images by virtual objects and those on the middle row are the facial images reconstructed by the proposed method. Those on the bottom row are the original facial images. Figs. 6a, 6b, 6c, 6d, 6e , and 6f represents that a left eye, a right eye, both eyes, a nose, a mouth, and all components of the face are occluded by the virtual objects, respectively. In this experiment, the number of pixels in the unoccluded region is greater than the number of bases even in the case of large occluded regions such as (f) in Fig. 6 . Most of the reconstructed faces are similar to the original ones and a few are not. But, in all, not only the shape information of each component, but also the texture information of that is very naturally reconstructed. Although we do not apply heuristic algorithms like symmetry in Figs. 6a and 6b , the occluded eye is reconstructed similarly to the undamaged opposite eye.
Figs. 7a and 7b show the mean reconstruction errors for shapes, textures, and synthesized images. Horizontal axes of Figs. 7a and 7b represent the occluded components by virtual objects. Vertical axes of them represent the mean displacement error per pixel and the mean intensity error per pixel (for an image using 256 gray level), respectively. Standard deviations of errors are represented with mean errors, too. Err S x and Err S y in Fig. 7a imply the x-directional mean displacement error and the y-directional one for shape, respectively. And, Err T and Err I in Fig. 7b imply the mean intensity error for texture and that for image, respectively. In Fig. 7 , the more virtual objects occlude a face, the more errors occur. But, the errors do not increase as much as occlusion area does. (The ratio of occlusion area: the area of all occluded components/the area of a occluded nose = 4.87, the ratio of the mean displacement error (S x ): the Err S x for all components/the Err S x for nose= 1.22.) Notice that the mean errors of texture and image in the case that both eyes are occluded are greater than those in the case that all components are occluded. We guess that flat gray values in a nose and a mouth reduce the mean intensity errors per pixel for texture and image in the case that all components are occluded.
The quality of the reconstructed face was tested with increasing occlusion. An occluding square is randomly placed over the input face to occlude some percentage of the face contrary to the previous experiment, in which the virtual objects are inserted to main facial components. The percentages tested are 5 percent through 50 percent at steps of 5 percent. In Fig. 8 , the horizontal axes and vertical axes of a graph represent the ratio of occluded area to face area and the mean L2-Norm error for 100 synthesized images, respectively. Fig. 8 shows that the error increases gradually with increasing occlusion.
Finally, we perform a reconstruction experiment with nonartificial data, faces damaged by real object such as sunglasses under uncontrolled illumination condition. The images are normalized according to the distance between eyes of the reference face and are aligned to a common position at the tip of a nose. The occluded region of the images are defined as white blob, manually (Fig. 9b) . In order to make correspondence of the nonartificial images, the graphical user interface is used. We adjust points on cardinal spline curve to outline the main facial components. In Figs. 9c and 9d , the black points on the curves should be located at the feature points on the main facial components and the gray points on those are used for adjusting the curves to outline the main components in the damaged face and the reference face, respectively. After adjusting, we define the points which equally divide the curves between the black points as the keypoints of facial components such as eyes, a nose, and a mouth including the black points. The correspondence at the keypoints is obtained from the displacement between the keypoints in the damaged face and those in the reference face. With this correspondence, we can interpolate a displacement field on the whole face by using a triangle-based cubic interpolation. However, the keypoints in the damaged region, which are decided by users, are excluded from interpolating the displacement field. Fig. 10 represents the result of male and female faces damaged by real objects such as sunglasses and a pile of stones under various illumination conditions. Although the quality of reconstructed faces is lower than those of results of Fig. 6 performed on the carefully controlled database, we can confirm that the facial images are naturally reconstructed under uncontrolled environments except for the wrinkles and shadows on faces.
CONCLUSIONS AND FURTHER RESEARCH
In this paper, we have proposed an efficient face reconstruction method based on a 2D morphable face model. The proposed method uses the following two steps of a strategy. First, the linear coefficients to minimize the difference between the given shape/ texture and the linear combination of the shape/texture prototypes are computed in the undamaged region. Second, the obtained coefficients are applied to the shape and texture prototypes in the damaged region, respectively.
Contrary to previous studies, this method does not require iterative processes, as well as is suitable for obtaining an optimal reconstruction image from a partially damaged one by simple projection for LSM. Regardless of the similarity between the reconstructed results and the original ones, the experimental results are very natural and plausible like real photos. However, the proposed method requires two prior conditions. First, positions of the pixels in the damaged regions on an input face are known. Second, displacement among the pixels in an input face which correspond to those in the reference face except pixels in the damaged region, is known. It is a challenge for researchers to obtain the correspondence between the reference face and a given face image being damaged or not. Our future work is to develop an automatic algorithm to overcome restrictions of these prior conditions.
We expect that the proposed method will be useful for reconstructing partially damaged information. For example, it is possible for a human or a face recognition system to recognize a suspect wearing sunglasses by reconstructing damaged regions on his photograph by applying our proposed method. 
