This paper describes the model and implementation of a distributed direct execution simulation study of load balancing algorithms for a workstation-based locally distributed system. A general simulation system for load balancing algorithms is constructed on a local area network of DEC workstations, which directly executes the codes of the load balancing algorithms but simulates the underlying network and system environment. Using the simulation system, simulations with real workload distribution are conducted. Traces of user workstation activity collected in a university department environment are used in the simulation runs. We describe the methods used for distributed direct execution simulation of load balancing algorithms. The design of our simulations of several load balancing algorithms is presented and the simulation results are discussed. Ó
Introduction
A distributed system consists of a number of processors connected by a communication network. There are many kinds of distributed systems. These systems may dier in the ways in which the processors are connected, communicate and coordinate with each other. They can also be characterized by the applications best supported by them. A workstation-based locally distributed system consists of a collection of workstations interconnected by high speed local area networks such as Ethernet.
Users of a distributed system can eectively share the information and the resources in the system. More importantly, a distributed system has the promise of improving the performance of a system, as the users have access to the computational power of more than a single processor. When viewed as a whole, the system represents a signi®cant computing resource. However, the entire system potential is not being fully explored. In a workstation-based system, for example, most machines are autonomous personal workstations, each dedicated primarily to serving its local user; often, many of the machines are idle while others are overloaded (Litzkow et al., 1988) . A load balancing mechanism can be used to spread the workload evenly across the distributed system. When coupled with a load balancing algorithm, task scheduling can be made to increase the performance of the system. The idle machines will be used to perform tasks for other users who need more computational capability than their own workstation provides.
In an attempt to design a task scheduling mechanism for a workstation-based locally distributed computing environment, we face the problem of choosing a proper scheduling scheme. We regard load balancing as essential to the task scheduling mechanism. The choice of a load balancing algorithm is a crucial design decision (Wang and Morris, 1985) . Previous work on performance evaluation of load balancing algorithms for distributed systems emphasizes on two approaches: theoretical analysis and simulation. Theoretical analysis involves using mathematical techniques such as queueing models and Markov chain models to model and study the performance of task scheduling algorithms (Eager et al., 1986b; Chow and Kohler, 1979; Mirchandaney et al., 1989; Tripathi and Menasce, 1992) . Alternatively, simulation has been proposed as a viable
The Journal of Systems and Software 54 (2000) 227±237 www.elsevier.com/locate/jss method for analyzing the complex nature of the dynamic aspects of these algorithms (Krueger and Livny, 1988; Svensson, 1990; Johnson and Harget, 1989 ). This paper is concerned with the development of simulation systems for load balancing algorithms which are considered suitable for a workstation-based environment. We have developed a software tool for simulating load balancing algorithms on a local area network of DEC workstations. In this paper, we shall describe the application of the tool to the development of simulations of four simple, dynamic load balancing algorithms, including a new algorithm that enhances one of the previous existing algorithms. Performances of these algorithms are compared using the measures of mean job response time and system throughput. The same set of algorithms have been studied in (Eager et al., 1986b) by using Markov models and solutions. They used only mean response time as the performance measure. Our simulation results agree with their observations to a great extent.
Simulation studies have been done for dierent load balancing algorithms under dierent system environments, using dierent techniques. Our work is distinguished from the previous work in several ways. First, the results gained from many of the previous simulations may not be considered to be directly applicable to the workstation-based distributed system, as they either only consider general distributed systems and do not address the speci®cs that relate to workstation-based distributed systems, or they have used queueing network models and simulation with probabilistic assumptions about job arrivals and resource demands (Livny and Melman, 1982; Chow and Kohler, 1979; Eager et al., 1986b; Shen, 1988) . Second, the simulation techniques used in our study are dierent from those used in the existing work. Most of the previous studies use a discrete-event driven sequential simulator with synthesized simulation parameters. Our system employs the distributed direct execution simulation using collected traces of user workstation in a real-life environment. Direct execution simulation oers the potential for accurate prediction of distributed program performance on real systems, while parallelizing the simulation improves the simulation speed (Covington et al., 1991; Dickens et al., 1996) and simpli®es synchronization which is inherent in distributed task scheduling (see Section 4).
Simulation with real workload distribution has been used by a number of researchers to evaluate performance of load balancing algorithms. The simulations use measured traces of actual job processing, instead of generating a synthetic workload which may not be realistic. In Svensson (1990) , a trace-driven simulation was used to evaluate how a decentralized algorithm called Shortest and a centralized algorithm called Central are aected by dierent ®lters. The study, however, did not compare the relative performance of dierent algorithms. Zhou (1988) performed an extensive trace-driven simulation study of (both central and distributed) dynamic load balancing algorithms. The algorithms Random, Threshold, and JSQ are identical to the ones studied by him. In addition to comparing the performances of the algorithms, he also studied the eects on load balancing performance by dierent factors and the behavior of the system under load balancing. However, in his study, sessions of job traces were collected on the same host, a VAX-11/780 machine. Although in the simulation runs each host is fed with the trace of a different session, the possible correlations between the loads of the various hosts are lost. Also, he used a sequential event-driven simulator and had to explicitly model the overhead cost of computing the load information by the algorithms.
The rest of this paper is organized as follows. In Section 2, we ®rst describe the underlying system environment and our design considerations of the task scheduling mechanism. In Section 3, we outline the load balancing algorithms examined in this paper. Section 4 presents the design of the simulation model for evaluating performance of selected load balancing algorithms. In Section 5, we describe the experiment design and discuss the simulation results. Section 6 concludes the paper.
Task scheduling in a workstation-based locally distributed system
The distributed system studied in this paper is a homogeneous, workstation-based locally distributed system in which the processors are identical personal workstations. Application programs may arrive and run correctly at any of the workstations in the system. Such a distributed system has certain peculiarities that should be recognized and exploited by the scheduling strategy.
In a distributed system, task scheduling is referred to as the act of determining which of the tasks execute on a particular processor, and how long the processor is granted (Casavant and Kuhl, 1988) . A program segment that is not partitioned further is called a process, and is counted as one unit of computation. A task, on the other hand, is one unit of allocation. Processes are grouped together to form a task in order to reduce the overhead due to intensive interprocess communication. An application program in a distributed system that consists of a collection of tasks, possibly with some precedence constraints. There are two primary sources of information as input to a scheduler: the characteristics of the underlying system within which the tasks and the resources reside, and the attributes of and constraints on the tasks. Based on the information, a scheduling algorithm de®nes a set of rules by which decisions can be made about how and when tasks are scheduled.
Scheduling in a distributed system can be broadly divided into two types: job level scheduling and task level scheduling. Job level scheduling treats each application as a unit of scheduling. In this case, the scheduler usually has no information on the structure of the job. Task level scheduling involves more considerations such as task decomposition, precedence relations, and clustering. The scheduler has knowledge of the structure of the job, e.g., in the form of a task graph, as well as timing information on each of the individual tasks. Job level scheduling can be thought of as a special case of task level scheduling, where all the processes of the job are grouped into a single task. Scheduling of the set of tasks which are considered as being independent can also be treated as job level scheduling. Our ®rst step in developing a task scheduling facility for the speci®ed system is to design a mechanism which will allow background jobs to be scheduled to idle workstations. Therefore, in this paper, we are actually dealing with job-level scheduling. By the object-oriented techniques used in our development, which enables us to separate the mechanism from the policies, task-level scheduling can be added on to the task scheduling facility at a later stage. Nevertheless, the results presented in this paper will be valuable for designers of systems that support remote execution of jobs and independent tasks (Asawa and Misra, 1991; Waldspurger et al., 1992; Litzkow et al., 1988; Shivaratri and Krueger, 1990) .
Task scheduling can be either preemptive or nonpreemptive. In preemptive task scheduling, a task can be reallocated (migrated) after its execution starts. Task migration can be used to redistribute tasks for better performance improvement and error recovery, but is much more dicult than nonpreemptive scheduling, mainly because of the complexity of the preemptive task migration mechanism. We will not consider task migration in this paper.
A task scheduling policy consists of three parts: an information policy that determines how system state information vital to decision making is spread throughout the system, a transfer policy that determines whether to process a task locally or remotely, and a location policy that determines to which site a task selected for transfer should be sent. Task scheduling can be either static or dynamic, depending on the use of system state information. While static algorithms make no use of such information (Lo, 1984) , dynamic algorithms use such information to improve individual job transfer decisions (Lin and Raghavendra, 1992; Shen, 1988; Chow and Kohler, 1979; Mehra and Wah, 1992) . Static algorithms are only appropriate for systems where there is little variation in the system state. Dynamic algorithms that perform better for systems under a dynamic and unpredictable state change. Therefore, dynamic task scheduling algorithms suit better to workstation-based locally distributed systems.
A task scheduling mechanism in a distributed system can use either centralized or distributed control (Wang and Morris, 1985) . In a centralized approach, the system state information is collected at one site, where all scheduling decisions are made. The processing cost of collecting state information may be too expensive. Also, if the central server site fails, the entire system goes down. This approach, however, leads to simple control and is less complicated to implement. In a distributed approach, sites have more autonomy since each site makes its own scheduling decisions. Distributed control is more scalable to larger architectures and is usually more reliable. In this paper, we will examine dynamic task scheduling schemes using distributed control.
There are several driving forces that govern task scheduling, the two most important ones are computation speedup and system performance improvement. Load balancing aims at improving system performance by providing better utilization of all resources in the distributed system, equalizing the loads of sites in the systems. The main purpose of this paper is to describe the simulation of load balancing algorithms for our system environment.
Load balancing algorithms
Load balancing have been extensively studied in the literature, and many algorithms have been proposed (Shen, 1988; Wang and Morris, 1985; Chou and Abraham, 1982; Theimer and Lantz, 1989) . While there are numerous load balancing algorithms, many seem to be very similar and are only variations on a theme. Furthermore, environments assumed by many of the algorithms have dierent features on task scheduling than that of a workstation-based locally distributed system. For example, many studies of load balancing algorithms assume that all the sites in the system are subject to the same average arrival rate of tasks, i.e., over the longterm, the external load imposed on each site is the same. This is true in an ordinary distributed system, where CPU-intensive, long running applications take up all available system resources most of the time and keep the workload uniformly high. In a workstation-based locally distributed system, however, many machines are frequently idle for long periods of time, and the workload can change rapidly and is rarely uniform. Consequently, many load balancing algorithms, such as those based on interactions with``nearest neighbors'' of a host and statical averages to determine their selections are considered inappropriate for our environment.
We have reviewed some representatives of load balancing algorithms found in the literature and in practical systems (Litzkow et al., 1988; Wang et al., 1992; Cheriton, 1988; Casavant and Kuhl, 1988; Hudak and Goldberg, 1984) . Based on the assumptions we have made on the underlying system and the design considerations of the task scheduling mechanism, three load balancing strategies were chosen to be examined. These strategies are dynamic in nature, use very small amounts of system state information, and easy to implement in a homogeneous distributed system (Eager et al., 1986b) .
The three strategies have identical transfer policies, but dier in their location policies. The transfer policy is a sender-initiated, threshold policy: a newly received task at a site is accepted for processing there if and only if the number of tasks already in service or waiting for service is less than some threshold T. Otherwise, an attempt is made to transfer the task to another site. The senderinitiated scheme oers better performance when an initial job placement is used (Eager et al., 1986a) .
The three location policies are listed below, in the order of increasing amounts of state information acquired. · Random placement: If the local load is above threshold, a destination site is selected at random and the task is transferred to that site. The destination site treats the task just as a task originating at the site. · Threshold: If the local load is above threshold, a destination site is selected at random and probed to determine whether the transfer of a task to that site would place it above threshold. If no, the task is transferred. · Join shortest queue (JSQ): If the local load is above threshold, a collection of destination sites are selected at random and polled to determine their load levels. The task is transferred to a node with the lightest load, unless that load is above the threshold, in which case the originating node must process the task. When nodes are about equally loaded, it makes no performance improvement to remotely execute jobs, but probably a performance decreases, due to the overhead of transferring the jobs to the remote site. We have developed a new algorithm, BJSQ, to enhance the JSQ algorithm by introducing a new concept called balance factor. In the enhanced algorithm, if the dierence in load between the sender and the receiver is less than a certain balance factor, then the job will not be sent to the remote site for execution. The balanced factor is therefore used to determine the degree to which sites in the system must be unbalanced before remote execution can occur. It has been shown in simulation results to achieve slightly better performance than the JSQ algorithm.
We investigate the relative performance of the above four algorithms. The algorithm, called Normal, which executes all jobs locally and does not perform any load balancing, is also evaluated. We use the algorithm to determine the degree to which load balancing improves the system performance. It can be seen from the simulation results that all the four load balancing algorithms make signi®cant improvement in system throughout and job response time.
The simulation system
Our simulation system, called DiMSIM (distributed machine simulation), is a distributed discrete event driven simulator, which uses and simulates the underlying operating environment. The code of a distributed task scheduler is directly executed by the simulator and used as a driver, describing the activities to be simulated. The simulation system employs distributed computing in itself so that the parallelism embedded in algorithms under simulation can be exploited in a natural way. Ideally, such a simulator can be designed to accurately model the communication cost, considering real system statistics such as Ethernet speed, and algorithm overheads. Another point is, in contrast to a single-node event driven simulator, parallel simulators do not have to cope with event ordering problems, since the simulation bears resemblance to the actual concurrent program executions running at the same time on dierent sites.
DiMSIM is built on a local area network of DECstations. Fig. 1 shows the model of a site in the system. The jobs are initially stored in a waiting queue. The scheduler takes the jobs o the waiting queue and may decide either to put them onto the local ready queue, where they are executed, or to send the job to another site for remote execution. In a real system, the CPU represents the mechanism of decay of the job's burst time. In the simulation system, all that the jobs must do is start and ®nish. Therefore, we can model the CPU as a simple mechanism, where a process arrives, its burst time decays and then it ®nishes execution. The ready queue is used to model multiprogramming. All the jobs in the ready queue are decaying simultaneously (approximating a round-robin CPU scheduling policy).
The simulation program is replicated and run on each site. When the program starts, the main routine, called Host, forks a process, called the Server which connects to all other sites in the system (see Fig. 2 ). The Server is responsible for sending or collecting messages and pass them to the local host or remote servers. The Host is the process which performs task scheduling simulation. It invokes a routine called Simulation , which implements a particular load balancing algorithm.
A communication subsystem using Unix sockets is written to support the simulation system. The Host is set to generate an interrupt when it gets a message from the server on its socket. The interrupt handler intercepts the message and decides what to do with the message. For example, a LOAD message might be received from a certain node which asks for the local host's load information. This will result in the sending of load information to the requested site.
A graphical tool is also connected into the system to monitor the simulation. Currently, the monitoring tool shows task arrivals at each site and load distribution pro®le for each site (see Fig. 3 ). Two programs were written to monitor the operation of the simulations. The programs communicate with the simulation system and use the X-Windows system for the graphics display.
Simulation design and results
In our context of simulation, a job is a program which runs for a period of time and then ®nishes. All the information necessary for a job is the arrival time and burst time. A job can be generated at a particular site or arrive from another site within the network. We assume that jobs are individually executable, logically independent of one another and can be processed at any site.
Generation of workloads
Workload can be described in terms of the cost factors in the cost function de®ned for the task scheduling mechanism. Although a complex cost function can be de®ned to incorporate CPU time, I/O operations and communications over network, we have adopted a simpli®ed model, in which workload is measured in terms of the length of the ready queue. Queue length represents the number of jobs being executed on a site at a particular time. This model has been used also by many other papers (Zhou, 1988) .
There are two methods to generate the workload: probabilistic methods and real workload pro®les. The dierence between the two methods is that jobs are characterized by accounting statistics or probability distributions. In most of the probabilistic workload methods, processes arrive at a site according to a Poisson distribution with a certain probability of arrival. It has been argued that the workload assumptions made in the probabilistic methods may not be realistic (Svensson, 1990) . For this reason, in our simulation, we have Fig. 2 . The distributed simulation system. Fig. 3 . The monitoring tool: node 0 is sending a job to node 3, while a job is being executed locally at node 2; the load bars correspond to the load on each node in order from left to right. adopted the trace-driven approach, using job traces derived from previous accounting ®les to generate the workload. Our results thus can be used to verify theoretic workload models.
The accounting information is stored in log ®les of the system. Typical information contained within the ®les was system time, user time and real time used by a job, the user id, arrival time, ®nishing time, etc. A subset of the jobs, classi®ed as``user jobs'' or jobs executed from Unix shell, executed for the last six months were extracted from the system log ®les. These jobs represented jobs that would be sent to the task scheduler by the users. They de®ned a workload that consisted primarily of interactive and``fast-turnaround'' applications, such as text editing, mail handling, and program development (compilation). Some of the jobs included in the subset ®le are listed in Table 1 , together with the corresponding ®le sizes. Occasionally, however, a few users may run large, CPU-intensive computations. The total number of such applications running in the system varied considerably, depending on how many users are present and active at a given time.
A program, called Accread was written to load the raw accounting structure from the accounting log ®les, sorts the arrival times, and converts the data to a format used in the simulations. The data ®le generated contains CPU burst times, job names, and arrival times.
Modeling overhead cost
Sending a job for remote execution at another site induces a certain overhead. Two factors contribute to the overhead: computing and exchange of load information, and job transfer for remote execution. Overhead of computing load information is accounted for in the simulation by the load balancing algorithms execution, while the communication delay was accounted for by estimating the transfer time for passing the messages and the particular job across the Ethernet from the source site to the destination site.
Our system environment consists of workstations connected by a Ethernet which supports broadcast. A simple method for modeling the transfer time is to use a unit amount of time. However, many experiments show that the elementary cost can greatly depend on the length of the message. In our simulation, transfer time is de®ned to be proportional to the message size. It is calculated using the formula: t f Â r, where t is the transfer time, f the size of the message or the job ®le, and r is the rate of transfer in seconds. We have used a constant for the value of r.
Our system has a network ®le server so that ®les do not have to be moved with the jobs to be transferred. The costs of accessing the program and data ®les, however, are still not the same for all the hosts since the host holding the ®les is also used for processing. We do not have measurement data on the contention at the ®le server and remote ®le accesses. Therefore, our cost assumptions are a rough approximation.
Performance measures
Performance measures used for the evaluation and comparison include mean job response time and system throughput. The response times of a job is determined by the amount of time the job spends queueing before it begins execution, i.e., the dierence between the submission time and the starting time of that job. Throughput is de®ned as the number of jobs completed per unit of time.
The throughput ®gure is cumulative. Throughput is calculated in terms of waiting times of jobs, which depend on the workload of the system. Jobs executed on a site with a lighter load will run faster than if they were run on a heavily loaded site. Therefore, it is necessary to add a waiting time to the CPU burst time of each job to model variable execution time of a process depending on the current load of the host. The formula for calculating waiting time of a job i is as follows:
where w i is the waiting time, b i the burst time and q l is the queue length of the node, where the job is executed. The total waiting time of a job is also known as the turnaround time of the job, which is the total time spent on the ready queue, after it has been scheduled there for execution, not including response time.
System throughput is increased when jobs take less time to complete. Load balancing algorithms increase throughput by placing the jobs on nodes with lighter loads. However, there is not necessarily a direct correlation between system throughput increase and task response time decrease. Response time can sometimes have little or no noticeable eect on the throughput results. For example, this phenomenon may depend on the arrival rate of jobs in the system. If the turnaround time of jobs is less than the average job inter-arrival time, the speedup factor of task execution gained by load balancing does not show up on the average throughput calculations. Since users are concerned with how long their jobs take to execute, we must also look at the response time results for more accurate performance comparisons.
A scheme was devised in order to allow for response times to be calculated for jobs that were migrated to a node, dierent from the original node, where the job was submitted to, with a dierent clock. It works as follows. When a job is submitted its start time is tagged with the job; when the job is migrated or executed, the response time is calculated. If the job is put onto the ready queue, the total response time is calculated and the information is pushed onto the ready queue along with the other job information. If, however, the job is to be sent to another node, the following steps take place. First, the time that the job has been waiting before being scheduled is calculated. This is the value for response time to be sent to the remote node. When the remote node receives the job, it subtracts the value from its own time clock, and pushes this information onto its waiting queue as the starting response time. When this job is ®nally executed on the ready queue the same process is repeated as if it had originated from the current node.
Simulation results
This section discusses the results obtained from various simulation runs of the selected load balancing algorithms. A complete simulation study would consist of simulation runs with various adjustable parameter values, such as system sizes, load levels, thresholds, etc. Comprehensive performance data could then be collected and plotted in various ways. Due to the limit of space, in the following description of the results, four DECstations are used and the results are grouped into four dierent simulation runs: each run corresponds to a particular system workload characterization, which is obtained from the system accounting ®les. Each workload pattern contained jobs which had been executed and ®nished execution during two week periods. Run 1 is performed using a workload pattern which represents a system where, most of the time, one site was overloaded, and three sites were idle. Run 2 used a workload pattern which represents a system, where half the machines are overloaded and half are idle. Run 3 is based on a workload pattern which represents a system, where three sites are overloaded and one site is idle, for most of the time. Finally, in Run 4, all the four sites were overloaded.
For each run, a table containing additional useful information about the simulation is presented (see Tables 2±5 ). The table contains the total number of jobs that arrived at all the nodes, the number of job arrivals that were scheduled on remote nodes for execution, and the total numbers of jobs that were actually executed by all the nodes in the system during the period of the simulation. The number of job arrivals can be compared with the number of job executions to see the proportion of jobs that ®nished execution during the run. The number of remote job executions can be used to see the proportion of jobs that were scheduled remotely, so as to gauge the overhead of the dierent algorithms.
For each simulation run, the workload pro®les are also collected. The pro®le shows for a particular algorithm the loading on each of the nodes in the simulation against time. It shows the eect of the algorithm on the workload distribution. Fig. 4 shows some examples of the pro®les.
The results of the dierent algorithms on system performance are shown in Figs. 5 and 6. The average throughput of the system under the four algorithms and in the four cases are shown in Fig. 5 .
In terms of throughput, in all the runs, JSQ, Threshold, and BJSQ all obtained the equal highest throughput value. In dierent cases, some of them achieved the same throughput result as the others with less jobs scheduled for remote execution and, therefore, with less overhead involved. In many situations, the Random algorithm, with no exchange of state information among the nodes, dramatically improves system throughput relative to Normal. However, in Run 4, Random did a poor job of balancing the load and it actually degraded the system performance. This can be seen in Table 4 and Fig. 5(d) . Random attempted to remotely execute 200 out of the 220 jobs that arrived. The nodes were devoting most of their time to transferring tasks and little time to processing them. As mentioned previously, there is no bene®t in executing a job on an overloaded node with a similar loading. This result confers with the observation made by Eager et al. (1986b) about the Random policy. They observed that the Random policy can degrade performance when many nodes are overloaded.
The average response times of the four algorithms and of the four cases are shown in Fig. 6 . In situations where most of the nodes in the system are light-loaded, the Threshold algorithm achieved the best response time results. When most of the nodes become overloaded, JSQ and BJSQ performs better than the Threshold. The response time graph in Fig. 6(d) needs some explanation. The Threshold algorithm actually has a much worse response time than the normal case right up until the end of the simulation period at about 340 s. JSQ and BJSQ share a similar path slightly less than Threshold, but still worse than the normal curve. However, JSQ and BJSQ suddenly dip at the end of the graph to achieve a better response time for the period than normal and threshold. Random appeared to have the best average response time. These apparent inconsistencies with the throughput results can be explained. Because the load was so high on average, most of the jobs which arrived did not actually ®nish by the time the simulation was ended, and therefore did not appear in the throughput and response time results. This can be seen in Table 4 . If the simulation had been run for a longer period of time, then we would see that the response time would decrease relative to the Normal algorithm.
Conclusions
We have described a distributed simulation system designed for simulating load balancing algorithms. The simulation directly executes the codes of the load balancing algorithms on the real networking environment and uses real workload distributions. We have also reported our simulation results for four simple, dynamic load balancing algorithms which were considered suitable for a workstation-based locally distributed system.
It can be observed that, in most of the cases, all the algorithms can make substantial improvement in system performance. Even a simple load balancing algorithm such as Random works well except in the situation, where all sites are overloaded. However this was an extreme case, and does not usually occur in the workstationbased distributed system. Runs 1 to 3 exemplify the normal conditions in the system, as observed in system log ®les containing previous processing statistics.
Threshold, JSQ and BJSQ all achieved similar results. However, Threshold achieved its results with a smaller number of remote executions and using less system state information. In the simulation runs, the BJSQ algorithm proved to achieve similar throughput results to JSQ and Threshold. BJSQ uses more state information than Threshold and is more complex than JSQ, but its performance is not signi®cantly better than that of Threshold and JSQ. This validated the suggestion made by Eager et al. (1986b) that state information beyond that used by Threshold, or a more complex usage of state information, is of little bene®t.
It was found that the cost of transferring system state information was negligible for the small number of sites considered. More simulations are needed to examine this cost for larger number of sites, and with dierent geographical distances between the sites.
The number of dierent system parameters that could have been tested in the simulations was very large, and many more simulations could have been performed. It would be interesting to investigate further the eects of varying the system sizes, threshold, and balance factor levels, on the system performance.
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