Abstract. We present a general algorithm scheme for model checking logics of knowledge, common knowledge and linear time, based on simulations to a class of structures that capture the way that agents update their knowledge. We show that the scheme leads to PSPACE implementations of model checking the logic of knowledge and linear time in several special cases: perfect recall systems with a single agent or in which all communication is by synchronous broadcast, and systems in which knowledge is interpreted using either the agents' current observation only or its current observation and clock value. In all these results, common knowledge operators may be included in the language. Matching lower bounds are provided, and it is shown that although the complexity bound matches the PSPACE complexity of the linear time temporal logic LTL, as a function of the model size the problems considered have a higher complexity than LTL.
Introduction
The logic of knowledge [5] has been proposed as a formalism to express information theoretic properties in distributed and multi-agent systems, and has been shown to be useful for the analysis of distributed systems protocols [9] , information flow security properties [10, 21, 24] , as well as for problems such as diagnosis and recoverability [3, 4] .
The semantics for knowledge operators can be defined in a variety of ways, depending on what information agents use when computing what they know. At one extreme (the "observational semantics") agents rely only on their current observation, at the other (the "synchronous perfect recall semantics") agents rely on the log of all their past observations. In between lies a "clock semantics" in which agents rely on their current observation plus a clock value. These Work was partially supported by ARC Discovery Grant RM02036. National ICT Australia is funded through the Australian Government's Backing Australia's Ability initiative, in part through the Australian Research Council. The third author thanks the Computer Science Department, Courant Institute, New York University for their hospitality in hosting a sabbatical visit during which this work was conducted.
semantics have different motivations: the perfect recall semantics is most appropriate for security analyses and derivation of protocols that make optimal use of information; the other semantics are closer to system implementations.
A number of model checkers for the logic of knowledge have been recently been developed, which embody different choices of semantics for the knowledge operators and different types of expressiveness for the temporal dynamics. MCMAS [13] deals with the observational interpretation of knowledge and the branching time logic CTL. DEMO [27] deals with the dynamic logic based "update logic" [1] , which handles what is in effect the perfect recall semantics for knowledge. The system MCK [7] covers a broad spectrum of definitions of knowledge (observational, clock, perfect recall), as well as dealing with both linear time and branching time temporal logic.
Where they deal with the perfect recall semantics for knowledge, these systems place severe constraints on the interaction between knowledge and temporal operators, for reasons of inherent complexity. The complexity of model checking the combination of the linear time temporal logic LTL with knowledge operators interpreted according to the perfect recall semantics has been studied by van der Meyden and Shilov [23] , who show that this problem is decidable but with a non-elementary lower bound, and undecidable when operators for common knowledge (a type of fixpoint over knowledge operators) are added to the language. (Shilov et al [17, 18, 8] have also studied branching time versions of these results.)
However, as we show in this paper, this general result does not preclude the existence of special cases in which this model checking problem has lower complexity, even when common knowledge operators are included in the language. We identify a number of cases where the problem (including common knowledge) is solvable in PSPACE. These include systems with a single agent (discussed in Section 5.1) and systems in which all communication is by synchronous broadcast (treated in Section 5.
2) The result concerning a single agent improves the nonelementary upper bound for the single agent case obtained from the algorithm of van der Meyden and Shilov.
Our approach to the proof of these results is by means of a general algorithm scheme (presented in Section 4) that relies upon the existence of a simulation from the (in effect, infinite) systems being checked to a finite structure that represents the way that agents update their knowledge in the system. In addition to the results about the perfect recall semantics, we show that this scheme can be used to obtain PSPACE complexity results for model checking the logic of knowledge and linear time for other interpretations for knowledge: in particular, we show that this complexity bound applies in the case of both the clock semantics and the observational semantics (see Section 6) .
As the complexity of model checking the linear time temporal logic LTL alone is already PSPACE-complete, it may seem from these results that the extra expressiveness of the logic of knowledge in these cases comes at no extra cost. In fact, we show that there is a sense in which these model checking problems are harder than model checking LTL alone, by focussing on the complexity of model checking a fixed formula as a function of the size of the model. For LTL, this "model complexity" is linear-time for each formula [11] . We show that the model complexity can be as high as PSPACE-complete once the formula includes knowledge operators.
Basic Definitions
In this section we define the semantic framework with respect to which we study the model checking problem. The definitions closely follow [23] , which dealt with model checking knowledge and linear time in multi-agent systems for a "perfect recall" interpretation of knowledge. We also define an alternate "clock" interpretation of knowledge, in which agents reason on the basis of their current observation and knowledge of the time.
Let Prop be a set of atomic propositional constants, n > 0 be a natural number, and let A = {1, . . . , n} be a set of agents. We will be concerned with model checking a propositional multi-modal language for knowledge and linear time based on the set Prop of atomic propositional constants, with formulae generated by the modalities 2 (next), U (until), a knowledge operator K i for each agent i ∈ A, and a common knowledge operator C G for each group of agents G ⊆ A. Formulae of the language are defined as follows: each atomic propositional constant p ∈ Prop is a formula, and if ϕ and ψ are formulae, then so are ¬ϕ, ϕ ∧ ψ, 2ϕ, ϕ U ψ, K i ϕ and C G ϕ for each i ∈ A and group G ⊆ A. We write L {2, U,K1,...,Kn,C} for the set of formulae. We will refer to sublanguages of this language by a similar expression that lists the operators generating the language. For example, L {2, U,K} refers to the sublanguage with just a single agent (in which case we may drop the subscript on the knowledge operator). As usual in temporal logic, we use the abbreviations 1ϕ for trueUϕ, and 0ϕ for ¬1¬ϕ. The knowledge depth of a formula ϕ, denoted depth(ϕ), is defined to be the maximal depth of nesting of K operators in ϕ. For example, depth(K(p ∧ ¬Kq)) = 2.
The semantics of this language is defined with respect to the following class of structures. Define an interpreted environment (for A) to be a tuple E of the form (S, I, →, (O i ) i∈A , π, α) where the components are as follows:
1. S is a set of states of the environment, 2. I is a subset of S, representing the possible initial states, 3. → ⊆ S 2 is a transition relation, 4. for each i ∈ A the component O i : S −→ O, where O is a set of uninterpreted observations, is called the observation function of agent i, 5. π : S −→ P(Prop) is an interpretation, 6. α ⊆ S is an acceptance condition.
Intuitively, an environment is a transition system where states encode values of local variables, messages in transit, failure of components, etc. For states s, s the relation s → s means that if the system is in state s, then at the next tick of the clock it could be in state s . We call E finite whenever S is. If s is a state and i an agent then O i (s) represents the observation agent i makes when the system is in state s, i.e., the information about the state that is accessible to the agent. The interpretation π maps a state s to the set of propositional constants in Prop that hold at s. The acceptance conditions are essentially Büchi conditions which model fairness requirements on evolutions of the environment.
A path p of E from a state s in S is a finite or infinite sequence of states s 0 s 1 . . . such that s 0 = s and s j → s j+1 for all j. We write p(m) for s m when m is an index of p. A path p is said to be initialized if p(0) ∈ I. We call an initialized finite path a trace. A path p is fair if it is infinite and p(i) ∈ α for infinitely many i. 1 We say that the acceptance condition of E is trivial if α = S. We assume that environments satisfy the following well-formedness condition: for every state s, there exists a fair path with initial state s. A run of E is a fair, initialized path, and we write r[0..m] for the trace that is the prefix of run r up to time m. Let runs(E) be the set of all runs of E. A point of E is a pair (r, m), where r is a run of E and m a natural number. Intuitively, a point identifies a particular instant of time along the history described by the run.
Individual runs of an environment provide sufficient structure for the interpretation of formulae of linear temporal logic. To interpret formulae involving knowledge, we use the agents' observations to determine the points they consider possible. There are many ways one could do this. The particular approaches used in this paper model a synchronous perfect-recall, an observational, and a clock semantics of knowledge, each defined using a notion of local state. We define the synchronous perfect recall local state of agent i at a point (r, m) to be the sequence
. That is, the synchronous perfect recall local state of an agent at a point in a run consists of a complete record of the observations the agent has made up to that point. The clock local state of agent i at a point (r, m) is defined by {(r, m)} clk i = (m, O i (r(m))). That is, in this definition, the agent's local state is taken to be the current time, together with the agent's current observation. Finally, the observational local state of agent i at a point (r, m) is {(r, m)} obs i = O i (r(m)). Effectively, an agent with this view of the world considers any reachable state giving the same observation to be possible. To distinguish these local state assignments, we define a view v to be one of the three possibilities clk, obs, and pr.
Given a view v, the corresponding local state assignment may be used to define for each agent i a relation
, agent i's local state according to the view v does not contain enough information for the agent to determine whether it is at one point or the other. Clearly, each v ∼ i is an equivalence relation. Both the synchronous perfect recall view and the clock view are "synchronous" in the sense that if (r, m)
1 Note that we do not assume that S is finite, but when so, this formulation is equivalent to the usual formulation of acceptance for Büchi automata: some s ∈ α occurs infinitely often. 2 We adopt the convention that functions lift to sequences and sets in a pointwise fashion.
then we must have m = m . Intuitively, this means that the agent "knows the time". The relations v ∼ i will be used to define the semantics of knowledge for individual agents. By P To interpret the common knowledge operators, we use another relation. If G ⊆ A is a group of agents (i.e., two or more) then we define the relation v ∼ G on points to be the reflexive transitive closure of the union of all indistinguishability relations
* . The semantics of this language is defined as follows. Suppose we are given an environment E with interpretation π. We define satisfaction of a formula ϕ at a point (r, m) of a run of E with respect to a view v, denoted E, (r, m) |= v ϕ, inductively on the structure of ϕ. The cases for the temporal fragment of the language are standard, and independent of v:
for all m with m ≤ m < m . The semantics of the knowledge and common knowledge operators is defined by:
These definitions can be viewed as an instance of the "interpreted systems" framework for the semantics of the logic of knowledge proposed in [9] . Intuitively, an agent knows a formula to be true if this formula holds at all points that the agent is unable to distinguish from the actual point. Common knowledge may be understood as follows. For G a group of agents, define the operator E G , read "everyone in G knows" by E G ϕ ≡ i∈G K i ϕ. Then C G ϕ is equivalent to the infinite conjunction of the formulae E k G ϕ for k ≥ 1. That is, ϕ is common knowledge if everyone knows ϕ, everyone knows that everyone knows ϕ, etc. We refer the reader to [5] for further motivation and background.
Main Results
We may now define the model checking problem we consider in this paper and state our main results.
Say that formula ϕ is realized in the environment E with respect to a view v, denoted E |= v ϕ, if, for all runs r of E, we have E, (r, 0) |= v ϕ. We are interested in the following problem, which we call the realization problem with respect to a view v: given an an environment E and a formula ϕ of a language L, determine if ϕ is realized in E with respect to v.
The realization problem for the logic of knowledge and linear time has been studied by van der Meyden and Shilov [23] , who show that for the perfect recall view, the problem is undecidable for the language L {2, U,K1,...,Kn,C} when n ≥ 2, and decidable for the language L {2, U,K1,...,Kn} , but with nonelementary complexity. More specifically, for L {2, U,K1,...,Kn} their approach runs in space polynomial in f (depth(ϕ), O(|E|)), where the function f is defined by f (0, m) = m and
. It is also shown by van der Meyden and Shilov that there is a similar lower bound on the complexity when there is more than one agent.
Our main contribution in this paper is to develop a general algorithm scheme for model checking the logic of knowledge and time based on a notion of simulation of environments , and to show that this scheme yields improved complexity bounds in a number of special cases. The scheme itself is presented in Section 4, and parameterizes a procedure for model checking with respect to the observational view. In particular, this procedure yields the following result for the observational view.
3 Theorem 1. The problem of determining whether a given formula in the language L {2, U,K1,...,Kn,C} is realized in a given environment E with respect to the observational view is decidable in PSPACE.
By showing the existence of simulation from an enviroment representing the perfect recall semantics for a single agent to a suitable finite environment, we obtain the following result:
Theorem 2. The problem of determining whether a given formula in L {2, U,K} is realized in a given environment E with respect to the perfect recall view is in PSPACE.
This shows that the complexity of the realization problem for formulae with a single agent with perfect recall is strictly lower than the general case, and significantly improves upon the complexity bound of van der Meyden and Shilov in this case.
By finding other suitable structures we may derive complexity bounds on several other cases of the realization problem, as stated in the following results. First, although with respect to the perfect recall view, the realization problem is non-elementary for L {2, U,K1,...,Kn} , there exist classes of environments with respect to which the problem has lower complexity, even if we add the common knowledge operators. In particular, this holds for broadcast environments [22] .
Intuitively, these are environments in which the only communication mechanism available to agents is to broadcast to all agents in the system. The formal definition will be given in section 5.2. For broadcast environments we show the following.
Theorem 3. The problem of determining whether a given formula in the language L {2, U,K1,...,Kn,C} is realized in a given broadcast environment E with respect to the perfect recall view is decidable in PSPACE.
Realization for the clock view may also handled using the simulation technique and again the common knowledge operator may be included in the language.
Theorem 4. The problem of determining whether a given formula in the language L {2, U,K1,...,Kn,C} is realized in a given environment E with respect to the clock view is decidable in PSPACE.
Note that the complexity of model checking linear time temporal logic (i.e. realization for the language L {2, U} ) is PSPACE-complete [19] . Since L {2, U} is a sublanguage of the languages in the above results, these results show that the above bounds are tight, in the sense that the problems are in fact PSPACEcomplete.
That some of our complexity bounds are no more than the PSPACE complexity of the linear time temporal logic LTL may at first suggest that model checking these cases of the logic and knowledge and time could be as effective in practice as model checking LTL. However, a closer inspection indicates that it is not obvious that this will be case. The time complexity of LTL model checking a fixed formula is linear in the size of the model. The time complexity is exponential in the size of the formula. This exponential bound is not an impediment in practice since the formulas of interest tend to be small. The models, on the other hand, may be very large. We show that as a function of model size, the complexity of model checking fixed formulas of the logic of knowledge and time falling within our PSPACE cases can be be as high as PSPACE-hard (for L {2, U,K} with respect to perfect recall) and at any level of the polynomial hierarchy for the clock view. 4 Theorem 5. There exists a formula ϕ of L {2, U,K} such that the problem of deciding if ϕ is realized in a given environment E with respect to the perfect recall view is PSPACE-hard.
In the case of the clock semantics, we may obtain the following lower bound. Theorem 6. For each level Π p k of the polynomial hierarchy, there exists a formula ϕ of L {2, U,K1,...,Kn} such that the problem of deciding, given an environment E, whether E |= clk ϕ, is Π p k -hard. The proof involves a reduction from Π k formulas of quantified boolean logic. Note that this implies PSPACE-hardness of the version of the problem in which the formula is given.
An Algorithm Scheme
We approach the model checking problem in three stages. Firstly, given a finite environment E and a view v, we construct an infinite environment E v that reduces the model checking problem with respect to v in E to one of model checking E v with respect to obs. Secondly, we introduce simulations between environments, which, together with the previous step, may enable the problem of model checking E with respect to v to be reduced to model checking with respect to obs in finite state environment E (which is of exponential size in our applications). Finally, we combine alternating Turing machine techniques with standard Büchi automata techniques to obtain the general model checking procedure (which runs in PSPACE in our applications).
Let E = (S, I, →, (O i ) i∈A , π, α) be a finite environment and let v be a view.
where:
The following lemma states that the observational view on this (infinite) environment coincides with the view v on the original (finite) environment. Given a run r of E, write r v for the run of E v defined by r v (n) = (r, n) for all n ∈ N.
Since every run of E v has the form r v for some run of E, it follows that E, |= v ϕ iff E v |= obs ϕ. Let fpaths(E) be the set of all fair paths of E. For ρ ∈ fpaths(E) and m ∈ N let ρ| m be the fair path with ρ| m (j) = ρ(m + j), for j ∈ N.
Observe that the semantics of E, (r, n) |= v ϕ refers only to the future of the points considered in unfolding the definition. To formalise this, consider the following alternate definition of a relation E, ρ |= * ϕ, defined for all ρ ∈ fpaths(E), not just the initialized ones:
, and (iii) for all ρ ∈ fpaths(E) with ρ (0) = s k , we have E, ρ |= * ϕ.
We write E |= * ϕ if E, r |= * ϕ for all runs r of E. For an environment E, define a state to be reachable if it occurs in some run of E. Say that observations in E preserve reachability if for all states s, t of E and all agents i, if s is reachable and O i (s) = O i (t) then t is reachable.
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Lemma 8. If observations in E preserve reachability then E, (r, m) |= obs ϕ iff E, r| m |= * ϕ.
Next, we introduce a notion of simulation on environments (cf. [15] ) in order to reduce the infinite state space of E v to a finite one while preserving validity of formulae with respect to obs. For environments E = (S, I, →, (O i ) i∈A , π, α) and E = (S , I , → , (O i ) i∈A , π , α ), a function σ : S −→ S is said to be a simulation from E to E if the following hold:
and σ(t) = u. 6. π • σ = π, and 7. σ(s) ∈ α iff s ∈ α.
Lemma 9. Suppose that σ is a simulation from E to E . Then 1. for all (initialised) ρ ∈ fpaths(E), σ(ρ) is a (initialised) fair path of E ; 2. for all ρ ∈ fpaths(E ) and (initial) states s of E, if σ(s) = ρ (0), then there exists a (initialised) ρ ∈ fpaths(E) with ρ(0) = s such that σ(ρ) = ρ ; 3. for all ρ ∈ fpaths(E) we have E, ρ |= * ϕ iff E , σ(ρ) |= * ϕ.
Noting that all states of E v are reachable, we obtain the following:
Corollary 10. For all environments E and E , if there exists a simulation from
This result provides the basic reduction that we use to obtain our complexity results. We now show that the relation E |= * ϕ is decidable for finite environments E . However, we will need to deal with the fact that the structure E will be of size exponential in the size of E in our applications. For this reason, we express our decision procedure for |= * as an alternating computation [2] , in which we guess and verify the components of E .
We begin with a reduction to well-known techniques for LTL. Say that a formula is a pure knowledge formula if it is of the one of the forms K i ψ or C G ψ, or their negation. Note that for formulas ϕ that are either atomic propositions or their negation, or pure knowledge formulas, we have that if ρ(0) = ρ (0), then E, ρ |= * ϕ iff E, ρ |= * ϕ. Thus, for such formulas ϕ, we may define E, s |= * ϕ, where s is a state of E, to hold if E, ρ |= * ϕ for some (equivalently, every) path ρ with ρ(0) = s.
We may use this state-depence property to transform the L {2, U,K1,...,Kn,C} model checking problem with respect to |= * into a problem of model checking L {2, U} , by replacing the pure knowledge subformulas by atomic propositions. Introduce a new atomic proposition q Kiψ for each formula K i ψ and q C G ψ for each formula C G ψ. Let L * {2, U} be the language of temporal logic over the set of atomic propositions Prop together with these new atomic propositions. Given a formula ϕ of L {2, U,K1,...,Kn,C} and an occurrence of a pure knowledge formula as a subformula of ϕ, say this occurrence is maximal if it does not lie within the scope of a knowledge or common knowledge operator. For example, in (K 2 2K 1 p) ∨ K 1 p, the maximal occurrences of knowledge subformulas are the occurrence of K 2 2K 1 p and the second (but not the first) occurrence of K 1 p. Define ϕ * to be the formula of L * {2, U} obtained by replacing each maximal occurrence of a knowledge formula K i ψ by the proposition q Kiψ and similarly for the maximal K1p . Write Prop ϕ * for the set of atomic propositions occuring in ϕ * and KProp ϕ * for the set of atomic propositions of the form q Kiψ and q C G ψ that occur that occur in ϕ * .
Suppose we enrich the structure E by extending the valuation π so that
Call the resulting structure E * . Then we have E, ρ |= * ϕ iff E * , ρ |= ϕ * . This turns the problem of model checking L {2, U,K1,...,Kn,C} in E into the problem of model checking L * {2, U} in E * . Of course, to apply this technique, we need to have the appropriate extension E * of E. We may deal with this in an NPSPACE computation by guessing the extension E * , iteratively verifying its correctness over larger and larger pure knowledge subformulas of ϕ (using LTL model checking techniques), and then model checking the formula ϕ * . Since NPSPACE = PSPACE, this already yields a proof of Theorem 1. However, in our applications, we will not be interested in a given structure E, but in a structure E of size exponential in the size of E. This means that the cost of guessing (E ) * is exponential. We will handle this by guessing the extension not upfront, but on the fly, for each state of E as it arises during the verification, and using and APTIME computation that incorporates a Büchi automaton emptiness check for the LTL parts of the verification.
Let M ϕ * be the nondeterministic Büchi automaton for the L * {2, U} formula ϕ * over propositions Prop ϕ * , with states S ϕ * , initial states I ϕ * , transitions ⇒ a (where a ∈ P(Prop ϕ * )) and acceptance condition α ϕ * . We make use of the following properties of this automaton [29] : (1) The automaton is of size O(2
where each state is of size O(|ϕ|). (2) Deciding S ϕ * , I ϕ * , ⇒ a , and α ϕ * can be done in ATIME(log 2 |ϕ|).
For a finite environment E = (S, I, →, (O i ) i∈A , π, α), we define the product E × M ϕ * (a transition system with Büchi acceptance condition) as follows.
-The transition system has states b, s, v , where b ∈ P({0, 1}), s ∈ S and v ∈ S ϕ * . Intuitively, 0 ∈ b (1 ∈ b) represents that E (resp., M ϕ * ), has passed through an accepting state since the most recent accepting state of the product. -The set of initial states consists of all ∅, s, v where s ∈ I and v ∈ I ϕ * .
-There is a transition b, s, v ⇒ k b , s , v for a set k ⊆ KProp ϕ * when: Intuitively, this transition system represents running M ϕ * as a monitor on runs of E, with the values of the propositions KProp ϕ * chosen arbitrarily. Thus, there exists a fair path ρ = s 0 s 1 . . . of E such that E, ρ |= * ϕ iff there exists an
Applying the usual emptiness check for Büchi automata, such a path exists iff we can find a finite such sequence with b l , s l , v l an accepting state and final element b l , s l , v l = b l , s l , v l for some l > l, where both l and l − l are at most |E × M ϕ * |. Our decision procedure searches for such paths using a Savitch-style reachability procedure [16] in order to deal with the exponential size of the search-space.
For the verification that E, s |= * k, it suffices to check, for each maximal knowledge subformula K i ψ of ϕ, that q Kiψ ∈ k iff O i (s) = O i (t) implies that for all fair paths ρ = t 0 t 1 . . . with t 0 = t, we have E, ρ |= ϕ * . For this, we recursively apply the above ideas on E × M ¬ψ * . Since ψ is a strict subformula of ϕ, the recursion is well founded. A similar check is applied for the common knowledge subformulas.
We are now ready to present our general algorithm scheme as an alternating computation [2] . Suppose that we are given a finite environment E, for which it is known that there exists a simulation from E v to a finite environment E = (S , I , → , (O i ) i∈A , π , α ). We assume that there is a representation of E such that the states and other components of E can be represented and verified within known space and alternating time complexity bounds. (That is, given E, the states of E are representable as strings of length some known function of |E|, in such a way that we can decide whether such a string represents a state of E , whether s → s etc.with some known complexity bounds.) We define the following alternating procedure that searches for such runs by operating over the states b, s, v of the automata E × M ψ * for subformulas ψ of ϕ and their negations. For clarity, we write expressions referring to the components of E (such as "choose s ∈ I and do X") which need to be expanded to expressions ("choose s and universally (1) verify s ∈ I and (2) do X") that use the verification routines assumed to exist. 
VERIFY(E, ϕ):
¬FALSIFY(E, s , ψ) CKCHECK(E, s, C G ψ): Universally, for each s ∈ S : (1) verify 7 there is a sequence s = s 0 , . . . , s k = s with k ≤ |S | and for each j < k there is an
An analysis of the complexity of the algorithm scheme yields the following.
Theorem 11. Let v be a view. Suppose that C is a class of environments such that for each environment E ∈ C there exists an environment E with states that can be represented in space f (|E|) and components that can be verified in ATIME(g(|E|)), such that there is a simulation σ from E v to E . Then (E, ϕ) ∈ C × L {2, U,K1,...,Kn,C} | E |= v ϕ is in ATIME(p(f (|E|), g(|E|), |ϕ|)) for some polynomial p.
We remark that since the procedure REACH() has an alternation before the recursive call, the number of alternations is also polynomial in |E|. Theorem 5 can be understood as asserting that this is inherently so.
In the following sections, we apply Theorem 11 to obtain complexity bounds for model checking the logic of knowledge and linear time in a number of cases. In each case, we identify an appropriate environment E where the states can be represented and verified in polynomial space and time, respectively, hence the complexity of the alternating procedure is APTIME. By [2] , this is equivalent to PSPACE. The environments E and the simulations we use are extensions (by the addition of transition relations → ) of similar structures that have been used elsewhere in the literature [22] for another problem (existence of finite-state implementations of knowledge-based programs.)
Model Checking with Respect to Perfect Recall
In this section we consider several special cases of model checking with respect to perfect recall. The first restricts formulas to refer only to the knowledge of a single agent, and the latter concerns model checking the full language L {2, U,K1,...,Kn,C} in restricted environments.
Formulas of L {2, U,K}
We first treat the case of model checking formulas of a single agent (agent 1) using the perfect recall view. (This case may also be applied to model checking formulas that refer only to a single agent's knowledge, simply by dropping the other agents' observation functions from the environment.)
In this setting it suffices to track the set of states the agent considers possible at each point in time. We define the environment E = (S , I , → , O 1 , π , α ) by:
with simulation from E pr given by σ(r, m) = (r(m), P pr 1 (E, r, m)). Observe that a state of E can be represented in space O(log 2 |S|+|S|). States of E can be seen to be a special case (1-trees) of data structures previously used in [14] for model checking L {K1,...,Kn} . That σ is a simulation can be seen by arguments in that work. It is easy to check that observations preserve reachability. By Theorem 11 we conclude that this model checking problem can be decided in PSPACE, which completes the proof of Theorem 2.
Multi-agent Broadcast and L {2, U,K1,...,Kn,C} with Perfect Recall Semantics
Broadcast environments [22, 25] model situations in which agents may maintain private information, but where the only means by which this information can be communicated is by synchronous simultaneous broadcast to all agents. We give a definition of broadcast environments here that is slightly more abstract than previous formulations, which dealt with a notion of environment in which agents are equipped with actions that they may perform.
Formally, we define a broadcast environment to be an environment E = (S, I, →, (O i ) i∈A , π, α) in which the states and observation functions and transition relation have a particular structure.
-The set S of states of E is a subset of S 0 × S 1 × . . . × S n , where S 0 is a finite set S 0 of shared states, and for each agent i a set (s 0 ), p i (s) ) , where O c :
S 0 −→ O is a common observation function. -The transition relation has the property that for each agent i = 1 . . . n, if O i (s) = O i (t) and s → s and t → t and O c (s ) = O c (t ), then s → s i t . -The Büchi acceptance condition, used to model fairness constraints on the environment, is some arbitrary subset of S.
There is no constraint on the set of initial states. Intuitively, the common observation function models the information that is being broadcast, and the private states model private information that is being maintained by the agents. An agent's observation consists of the broadcast information and its private information. The condition on the transition function can be understood as saying that an agent's choice of update on its private state (1) may depend only on the current observation and the incoming common observation and (2) does not affect the update on the common state or any of the other agent's updates. Paradigmatic examples of broadcast systems are card games such as bridge (where both bidding and playing of cards can be viewed as a broadcast) and systems composed of processes attached to bus, with all processes receiving every communication (as in "snoopy cache coherence protocols" [20] ).
Note that every single agent system E is isomorphic to a broadcast system E . For, if we represent a state s of E by a state s, O 1 (s) of E , and view the first component as being the shared state and the second component as the private state of the single agent, and take O c (s) = O 1 (s), then the constraint on the transition relation is trivially satisfied, because if
For the broadcast, perfect recall case, we use the following environment E : , and applying Theorem 11 shows once again that this model checking problem is in PSPACE, completing the proof of Theorem 3. Note also that in this structure, if (s, f, t) ∼ O G (s , f , t ), then it does so by means of a sequence of states all of which have second component f , and also f = f . Thus a maximal path length of |S| 2 suffices in CKCHECK().
6 Formulas of L {2, U,K 1 ,...,Kn,C} for the Clock and Observational Views
In order to model check formulas with respect to the clock view, the image of a point (r, m) in the simulating environment E needs to keep track of the set of states that are reachable in exactly m steps. We define E by
The simulation is given by σ(r, m) = (r(m), {r (m) | r ∈ runs(E)}). Observations can be seen to preserve reachability. The states in the constructed environment can be represented in space O(log |S| + |S|). This problem is again in PSPACE by Theorem 11. This yields a proof of Theorem 4. In this structure, if
, then it does so by means of a sequence of states all of which have second component P , and also P = P . Thus a maximal path length of |S| suffices in CKCHECK().
We can already decide realizability in a finite environment E with respect to the observational semantics by furnishing a standard LTL model checker with the equivalence classes induced by the observation function. To remain within our framework, it suffices to use an environment identical to E with simulation σ(r, m) = r(m) from E obs to E. Its states can be represented in size O(log |S|). However, in order for observations to preserve reachability in this case, we need to first remove unreachable states from the environment. Here also a maximal path length of |S| suffices in CKCHECK().
Conclusion
We have shown that our general simulation-based scheme for model checking the logic of knowledge and linear time yields PSPACE complexity bounds in a number of interesting cases of the general problem (which has much higher complexity).
Our notion of simulation allows reductions on the temporal structure of environments, but we have not exploited this in our applications. It could be worth exploring this observation in practice. Experiments conducted by Fisler and Vardi [6] suggest that bisimulation reduction is of limited utility for temporal logic model checking, but arguments of van der Meyden and Zhang [26] suggest such reductions might be effective for the much larger search spaces produced when dealing with information flow properties.
The techniques are also applicable to show decidability for certain other classes of environments (with higher complexity bounds). We leave the details for elsewhere. We believe that the techniques we have developed can also be adapted to deal with the combination of branching time and the logic of knowledge: we leave this for future work.
Wozna et al have studied model checking a logic of knowledge and branching time in a real time systems modelled using timed automata [30] . Their semantics is close to our clock semantics, but we note that their until operator is bounded to a specific interval, so the closest appropriate comparison is to our language L { ,K1,...,Kn,C} . They give decidability but not complexity results, but study bounded model checking techniques for their logic.
A Proofs
We provide here proofs omitted in the body of the paper.
Proof (of Theorem 5). By reduction from the problem of deciding if, for a given nondeterministic finite state automaton A over an alphabet Σ, the language L(A) is equal to the universal language Σ * . Let A = (Q, q 0 , δ, F ) be an NFA with states Q, initial state q 0 , transition function δ : Q × Σ → P(Q) and final states F . We define an environment E A that has two different types of runs: one corresponds to the generation of a sequence of inputs to A, the other corresponds to runs of A. We employ the special letter / ∈ Σ to handle the empty word in both types of runs. To ensure that E A has a fair path starting at every state, we add the sink state ⊥ / ∈ Σ. Formally, the environment E A = (S, I, →, O 1 , π, α) consists of:
, for all l ∈ Σ ∪ { } and q ∈ Q, and
• π(l, q) = {final} if l ∈ Σ ∪ { } and q ∈ F else π(l, q) = ∅, and -trivial acceptance condition α. Let X j be the set of states x c,i,j l , and call these the level l states. It follows that if P m = P (E, r, m) is the set of states possible at time m, then
Noting that the numbers N j i for fixed j are co-prime, we have that the sets P m ∩ X j cycle with period Π n i=1 N j i . More precisely, we have the following properties: . Thus, there are p j i such states on the cycle. Intuitively, passgt j holds at states that represent possible contributions to truth assignments to the level j variables: we treat proposition q j i as being possibly assigned a value of true at a state x c,i,j l satisfying passgt j if l is even. Note that if we consider different clauses c, c , then, for states labelled passgt j , property P2 implies that at a given time m, all the assignments of truth value to q j i according to this rule are consistent. However, in the formula we construct, we will be interested not directly in the truth value assigned to a variable, but in whether this assignment causes a clause in which the variable occurs to be true. For this, we further label the states x c,i,j l where passgt j holds with the proposition sat j , provided either l is even (so q j i is considered true) and q j i occurs positively in the clause c, or l is odd (so q j i is considered false) and q j i occurs negatively in the clause c. These are the only states in the cycle where sat holds. Intuitively, this represents that the clause c is satisfied because of the choice of truth value for p j i .
We have said that truth of passgt j at a state indicates that the state represents a possible contribution to an assignment of truth values to a proposition at level j. In fact, not all such occurrences will be treated as yielding assignments, but only those at times such that all states in P m ∩X j satisfy passgt j . It can be seen that this is the case just when m is divisible by N . Intuitively, this condition represents that m is a time instant from which an assignment of truth value for all the level j propositions q j i can be read off. We may capture the satisfaction of this condition by the formula
which expresses that all level j states at the given time instant satisfy passgt.
Suppose we are given an assignment π : A −→ {0, 1}. Let f : A −→ N be any function with f (i) < N , the combinations of level j −1 states cycle through all possibilities, so we have all possible assignments to the level j − 1 variables represented between these successive level j assignments.
Instead of reading the value of a level j variable from the assignment at the current time, we read it from the next time that all the level j variables are assigned a value. This can be captured by the following formulas. First, define the expression all j (ϕ) as 2[(Assgt j ⇒ ϕ) U (Assgt j+1 )], which says that ϕ holds at all points corresponding to a j level assignment that precede the next level j + 1 assignment. The dual of this is the expression some j (ϕ), defined as ¬all j (¬ϕ), which says that ϕ holds at some point before the next level j + 1 assignment.
Next, define Holds as ¬K 1 ¬β, where
where next(ϕ, ψ) is the formula 2((¬ϕ) U (ϕ ∧ ψ)), which says that ψ holds at the next point (after the current) where ϕ holds. Note that, when Holds is evaluated at point where the state is x c,i,j l , the definition of observability for agent 1 implies that we check β only at points where the state is of the form x c ,i ,j l with c = c. Thus, this formula corresponds to checking that some literal in c causes c to be satisfied, according to the "current assignment" to the variables, which is determined at each level by looking at the first time in the future that corresponds to a level j assignment.
We may then translate the given formula as Φ * = 0(Assgt k ⇒ some k−1 all k−2 . . . (K 2 Holds))
Note that during the evaluation of this formula, because of the nesting structure for the occurrence of assignments down the levels, the successor assignment for each level j is preserved whenever an operator all j or some j with j < j moves the point of evaluation. Thus the successor assignments used in the evaluation of Holds are the same as those determined by the points of evaluation for these operators. The knowledge operator K 2 may move the point of evaluation from any point (r, n) to another point (r , n) at the same time. In particular, this operator captures quantification over all the clauses c in the given QBF formula. It follows that E |= clk Φ * iff Φ is true.
Proof (of Lemma 8).
By induction on the construction of ϕ. The only nontrivial cases are those for the knowledge operators. We describe the argument for K i ϕ, that for C G ϕ is similar. Suppose E, (r, m) |= obs K i ϕ. Then for all points (r , m ) of E with O i (r(m)) = O i (r (m )) we have E, (r , m ) |= obs ϕ. We show that E, r| m ) |= * K i ϕ. Proof (of Lemma 9) . Let σ be a simulation from E to E . Part (1) follows from points 1, 2, and 7. Part (2) follows from points 3, and 7. For part (3), let ρ ∈ fpaths(E). We proceed by induction on the construction of ϕ. The propositional case is immediate from 6. The temporal cases are straightforward.
For the knowledge case, assume E, ρ |= * K i ψ and that O i (σ(ρ(0))) = O i (ρ (0)) for some ρ ∈ fpaths(E ). By 3, there exists a state t of E such that O i (ρ(0)) = O i (t) and σ(t) = ρ (0). By part (2), there exists a ρ ∈ fpaths(E) such that ρ (0) = t and σ(ρ ) = ρ . Thus E, ρ |= * ψ. By the induction hypothesis, E , ρ |= * ψ. This shows that E , σ(ρ) |= * K i ψ. Conversely, suppose E , σ(ρ) |= * K i ψ. Suppose O i (ρ(0)) = O i (ρ (0)) where ρ ∈ fpaths(E). By part (1), σ(ρ ) is a fair path of E . By 4, O i (σ(ρ(0))) = O i (σ(ρ )(0)). Thus E , σ(ρ ) |= * ψ. By the induction hypothesis, E , ρ |= * ψ. This shows that E, ρ |= * K i ψ. The case for common knowledge follows by similar arguments.
