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Open many-body quantum systems have recently gained renewed interest in the context of quan-
tum information science and quantum transport with biological clusters and ultracold atomic gases.
We present a series of results in diverse setups based on a Master equation approach to describe
the dissipative dynamics of ultracold bosons in a one-dimensional lattice. We predict the creation
of mesoscopic stable many-body structures in the lattice and study the non-equilibrium transport
of neutral atoms in the regime of strong and weak interactions.
INTRODUCTION
Only recently it has been realized that dissipation can
be used to steer the dynamics of complex quantum sys-
tems if it can be accurately controlled. Controlled dissi-
pative processes allow one, for instance, to prepare pure
states for quantum computation [1] or to implement uni-
versal quantum computation [2] and to generate deter-
ministically highly entangled states [3, 4]. Moreover, dis-
sipation is conjectured to be responsible of coherently
enhanced transport observed in biological clusters, see
e.g. [5].
In this paper we investigate the impact of opening a
many-body quantum system on its dynamical evolution.
We will see how dissipation together with strong inter-
particle interaction can be used to actively create stable
and coherent many-body structures. Furthermore, we
study simple models for the non-equilibrium transport
of interacting bosons across quantum-dot like potentials.
Driven by the experimental advance in the implementa-
tion of such systems with ultracold atoms [6–9], we show
how noise and coupling to lead-like channels can lead to
complex particle transport in one-dimensional chains of
quantum wells.
DISSIPATIVE AND NOISY BOSE-HUBBARD
MODELS
The dynamics of ultracold bosonic atoms in a deep
optical lattice is given by the well-known Bose-Hubbard
(BH) Hamiltonian [10]
HˆBH =
∑
j
εj αˆ
†
jαˆj − J
∑
j
(αˆ†j+1αˆj + αˆ
†
jαˆj+1)
+
U
2
∑
j
αˆ†jαˆ
†
jαˆjαˆj . (1)
αˆj and αˆ
†
j are the bosonic annihilation and creation oper-
ators in mode j, U denotes the interaction strength and
J the tunneling strength between the wells. We set ~ = 1
throughout, measuring all energies in frequency units.
In the presence of dissipation the dynamics is usually
given by a master equation in Lindblad form [4, 11, 13–
21]
d
dt
ρˆ = −i[HˆBH, ρˆ] + Lρˆ, (2)
where the last term, known as Liouvillian, describes the
non-unitary part of the dynamics.
In the present paper we will use three different model
systems. In the first one, we will study the dynamics in
an optical lattice which is subject to localized single par-
ticle loss, see Fig. 1 (a). Such loss channels are realized
in state-of-the-art experiments [22–25]. The Liouvillian
for this type of dissipation has the form
Llossρˆ = −
∑
j
γj
2
(αˆ†jαˆj ρˆ+ ρˆαˆ
†
jαˆj − 2αˆj ρˆαˆ†j), (3)
where γj denotes the loss rate at site j. We will also study
the effect of global phase noise on the non-equilibrium
dynamics, which is typically modelled by the following
Liouvillian
Lnoiseρˆ = −κ
2
∑
j
(nˆ2j ρˆ+ ρˆnˆ
2
j − 2nˆj ρˆnˆj). (4)
Here, nˆj is the local number operator and κ determines
the strength of the noise, which in the experiment may
arise from scattering with atoms from the thermal cloud
or other density dependent random processes [11, 12].
The impact of dephasing on the tunneling dynamics into
an empty lattice site, see Fig. 1 (b), is studied in Sec. .
In the third setup, we use appropriate creation and
destruction processes at the two ends of a BH chain in
order to create a steady state current through the chain,
see Fig. 1 (c). We will discuss in detail this system in
Sec. . In this non-equilibrium scenario the Liouvillian is
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FIG. 1. Sketches of (a) a Bose-Hubbard chain with localized
single particle loss and of two non-equilibrium scenarios: (b)
the refilling dynamics of lattice site 2 in the presence of noise
and (c) the transport across a chain of quantum dots.
given by
Ltrρˆ = −
∑
j=R,L
{
Γj(1 +Nj)
2
(αˆ†jαˆj ρˆ+ ρˆαˆ
†
jαˆj − 2αˆj ρˆαˆ†j)
+
ΓjNj
2
(αˆjαˆ
†
j ρˆ+ ρˆαˆjαˆ
†
j − 2αˆ†j ρˆαˆj)
}
, (5)
where the first term in the right hand side destroys parti-
cles with rate Γj(1 +Nj), while the second creates parti-
cles with rate ΓjNj , in the left (j = L) and right (j = R)
end of the lattice, see Sec. for further details. Related
transport scenarios, just so far without a lattice struc-
ture, are being implemented with neutral atoms at the
moment [6–8], see also [26–28] for experimental injection
techniques and [9, 29] for preliminary experiments with
lattice traps.
DISCRETE BREATHER FORMATION
In [16, 17] it was shown that localized single particle
losses can be used to create stable nonlinear structures.
For instance, a discrete breather can emerge in a lattice
with boundary losses or a coherent dark soliton can be
engineered with the help of phase imprinting and local-
ized losses. Here we will create a discrete breather in
the lattice site we desire by using moving loss. Discrete
breathers are spatially localized, time periodic, stable ex-
citations in a perfectly periodic discrete system. Their
existence is a result of the discreteness and nonlinearity
of the system [30, 31].
Our example system consists of a lattice with M = 11
sites, which is loaded with a pure homogeneous BEC with
initial average density of 10 atoms per site. The particle
loss can be implemented, for example, with an electron
beam, which can be moved very fast with respect to the
system time scales [22, 23, 25]. For the following, we
suppose that the loss starts on the 1st site, and is then
scanned through the lattice, as illustrated in Fig. 2 (c).
No loss should occur in the site at which we desire to cre-
ate the breather. The electron beam should “jump” this
lattice site. To perform the simulation in this rather large
many-body system we used the Bogoliubov back-reaction
(BBR) method. This beyond mean-field technique is re-
viewed in [16, 17] for our type of problem. It proved to
describe well the many-body dynamics in the presence
of strong dissipation and allows us to access coherence
measures for the system.
In order to create a breather the interaction strength
U and the particle loss rate γ should be much larger
than the tunneling strength J . The interactions should
be large enough to induce self-trapping on the non-leaky
site, while the loss should be larger than J in order to
avoid substantial tunneling to the neighboring leaky sites.
The whole process is depicted in Fig. 2 (a,b), which
shows the evolution of the particle density in each lat-
tice site and the total particle number, respectively. The
particles are rapidly removed from the lattice, except for
the central non-leaky well, where we find a stable popu-
lation of particles. Furthermore, the population remains
stable on this site even if we switch of the losses com-
pletely (at t = 2J). In Fig. 2 (d) we have plotted the
evolution of the condensate fraction. Due to the strong
interactions we observe depletion of the BEC, but af-
ter t = 2J we have repurification: an almost pure BEC
is localized in the central site (with approximate fill-
ing ntot(0)/M = 10) and non-coherent oscillations are
largely damped out. This localized state is stable on all
experimentally relevant time scales due to self-trapping
in the one-dimensional lattice.
DISSIPATION INDUCED ENTANGLEMENT
Particle dissipation obviously reduces the total parti-
cle number in the lattice, but, as we discussed in the
previous section and in [4, 14–17, 21], the loss – in coop-
eration with strong interactions – triggers the formation
of interesting (meta)stable structures.
In Fig. 3 we simulated the dynamics for strong onsite
interactions (UN  J) in a Bose-Hubbard trimer with
periodic boundary conditions and loss only from site 2.
The trimer case was largely discussed in our previous
publications [4, 21]. We briefly review the essence of these
results since this case is paradigmatic but still relatively
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FIG. 2. Emergence of a discrete breather in a lattice with 11
sites which is subject to moving losses. (a) Evolution of the
atom density for a large loss rate γ = 1200J . (b) Evolution
of the total particle number. (c) The red line indicates the
position of the leaky site as a function of time, the loss stops at
t = 2J . (d) The evolution of the condensate fraction λ0/ntot.
The interaction strength is U = J and the initial population
ntot(0) = 110. For the simulations we used the BBR method.
simple to grasp well the physical mechanism of dynami-
cal stabilization by dissipation. We study the dynamics
of two different initial states, a pure Bose-Einstein con-
densate with an (anti-) symmetric wavefunction for the
trimer setup:
|Ψ±〉 = 1
2N
√
N !
(αˆ†1 ± αˆ†3)N |0〉. (6)
For the simulations we used an exact unravelling of the
master equation based on the quantum jump method
from which the density matrix and all relevant observ-
ables can be reconstructed [4, 21, 33]. In Fig. 3 (a),
we plot the evolution of the total particle number ntot.
The anti-symmetric initial state |Ψ−〉 is a stationary (so-
called dark) state of the master equation (2) for U = 0,
such that decay is absent in the non-interacting limit
(cf. [18]). Hence the decay is indeed very slow for this
initial state. This behavior originates from the destruc-
tive interference of atoms tunneling from the sites 1 and
3 to the leaky site 2. For strong interactions tunneling
is still allowed but weak. Localized soliton-like states,
also referred to as breathers, form dynamically at the
non-dissipative sites.
The dissipative dynamics drives the atoms to very dif-
ferent quantum states depending on the initial state and
the interaction strength U . To characterize these states
we analyze the first and second order coherence or cor-
relation functions between different sites of the lattice.
These functions are defined as
g
(1)
j,k =
|〈αˆ†jαˆk〉|√〈nˆj〉〈nˆk〉 , (7)
and
g
(2)
j,k =
〈nˆj nˆk〉
〈nˆj〉〈nˆk〉 , (8)
respectively. The coherences between the wells j = 1
and k = 3 are plotted in Fig. 3(b) for both initial states.
The symmetric initial state |Ψ+〉 is stable and the BEC
remains approximately pure during the temporal evolu-
tion. Particle dissipation can even increase the purity and
coherence of the many-body state. This counter-intuitive
effect is discussed for a series of different dissipation pro-
tocols in [14–17]. On the other hand, the anti-symmetric
state |Ψ−〉 is stable only provided that interactions are
weak. For U = 0.1J , a sharp decrease of the first-order
coherence is observed. This indicates the dynamical de-
struction of the condensate.
For j = k, Eq. (8) reduces to the normalized fluctua-
tions of the number operator in the jth well: 〈nˆ2j 〉/〈nˆj〉2.
The evolution of the second-order coherences are shown
in Fig. 3 (c). These quantities are essentially constant
for a condensate with a symmetric initial wave function
|Ψ+〉. On the other hand, for strong interactions, strong
anti-correlations manifest for the initial state |Ψ−〉. This
results in g
(2)
1,3  1, implying a bunching of the atoms in
exactly one of the non-dissipative wells, while the other
two sites remain essentially empty. It turns out that the
two contributions localized either at site 1 or 3 remain
coherent [4]. As shown below, the atoms relax determin-
istically to a macroscopically entangled state of many
atoms, reminiscent of the famous Schro¨dinger cat state
(cf. [32]). Like in the previous section, we refer to such
states as breather states as they correspond to the dis-
crete breathers in extended lattices in the semiclassical
limit [30, 31].
The particles in a breather state are strongly entan-
gled. This implies that if some particles are measured at
one site, the remaining atoms will be projected onto the
same well with large probability. To unambiguously de-
tect the corresponding multi-particle entanglement, we
use an entanglement witness introduced in [4] (see the
appendix therein). This entanglement parameter gener-
alizes the two-mode squeezing parameter from ref. [34]
and has the advantage of being accessible in the experi-
ment [35]. Since we are using quantum jump simulations
[33], we can assume that our quantum state is decom-
posed into pure states, ρˆ = M−1
∑M
`=1 |ψ`〉〈ψ`|. The
mode-entanglement parameter introduced in [4] is then
defined as
E1,3 := 〈(nˆ1 − nˆ3)2〉 − 〈nˆ1 − nˆ3〉2 − 〈nˆ1 + nˆ3〉
− 1
2M2
∑
`,j
[〈(nˆ1 − nˆ3)〉` − 〈(nˆ1 − nˆ3)〉j ]2 , (9)
where 〈·〉`,j denotes the expectation value in the pure
state |ψ`,j〉. The final term in the parameter E1,3 corrects
for the possibility of an incoherent superposition of states
localized at sites 1 and 3. As done in the appendix of
ref. [4], for a separable quantum state one can show that
E1,3 ≤ 0, such that a value E1,3 > 0 proves entanglement
of the particles.
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FIG. 3. Dynamics of the atom number, the correlation
functions and the entanglement parameter in an open Bose-
Hubbard trimer with loss from site 2 for strong interactions,
U = 0.1J . Plotted are (a) the total particle number ntot, (b)
the phase coherence between the sites 1 and 3 g
(1)
1,3, (c) the
number correlations between the sites 1 and 3 g
(2)
1,3 (dashed
lines) and the number fluctuations g
(2)
1,1 (solid lines), and (d)
the entanglement parameter E1,2. The dynamics are sim-
ulated for two initial states: A BEC with symmetric wave
function (red lines), a BEC with an anti-symmetric wave func-
tion (blue lines). The loss rate is γ2 = 0.2J and the initial
populations are n1(0) = n3(0) = 30, n2(0) = 0 in both cases.
Time is given in units of the single-particle tunneling time.
For the simulations we used an exact quantum jump method
averaging over 200 trajectories. Data adapted from ref. [21].
Fig. 3 (d) shows the evolution of E1,3(t) for our two
initial states. While the symmetric state |Ψ+〉 remains
close to a pure BEC, such that E1,3(t) ≈ 0 for all times,
the anti-symmetric state |Ψ−〉 relaxes to the predicted
strongly entangled breather state for strong interactions.
In the latter case, the entanglement parameter grows to
large values and saturates around E1,3(t) ≈ 1500. The
breather states formed are metastable such that the gen-
erated entanglement does not persist forever but for rea-
sonably long times relevant in the experiment. In con-
sequence, we predict the formation of very stable many-
body states characterized by large entanglement due to
localized particle loss in the regime of strong interactions.
In the following, we investigate the breather formation
in an extended optical lattice for two large systems with
M = 40 and M = 60 sites. This will show that the for-
mation of stable many-body states is not sensitive to the
system size, which is interesting for their experimental re-
alization since typically ten to a hundred lattice sites are
effectively populated by the condensate. We apply peri-
odic boundary conditions and dissipation occurs only at
the lattice site j = 1 for simplicity. As an initial state
we use a pure BEC which is moved at constant speed
[36] or accelerated [37] to the edge of the first Brillouin
zone. Such a state with maximal phase change between
neighboring sites corresponds to the antisymmetric state
from Eq. (6). We consider the case of large filling factors,
with N/M = 1000. For such large systems, we can only
use the truncated Wigner approximation for our numer-
ical simulation. The method is reviewed in appendix B
of ref. [21]. It includes beyond mean-field correlations to
some extent in order to characterize the system’s coher-
ence.
For weak interactions, the time-evolved state remains
close to a pure BEC during the dissipation, such that all
coherence functions remain approximately one. The evo-
lution changes for strong interactions as shown in Figs. 4
and 5. Here, the phase coherence g
(1)
j,k between neigh-
boring sites is quickly lost, indicating a dynamical in-
stability of the condensate. The second-order coherences
g
(2)
j,j , however, rapidly increase (see Fig. 4 (b)). This in-
crease indicates a strong spatial bunching of the atoms
in the same way as seen for the trimer above. Please
note that the observed bunching in the dissipative equi-
librium state is in strong contrast to the non-dissipative
case, where the repulsive interactions tend to suppress
number fluctuations in thermal equilibrium. Also strong
anti-correlations with g
(2)
j,j+2 ≈ 0.5 are observed between
the sites j = 20 and j = 30, respectively, and the corre-
sponding next-to-nearest neighbor ones (see Fig. 5).
No such anti-correlations are found for the direct
neighbor, as breathers typically extend over more than
one site in our extended lattice geometry. In the same
way as discussed above for the trimer case, the atoms
tend to bunch at one well of the lattice, leaving the neigh-
boring sites essentially empty. The exact position where
the individual breathers form depends on the system pa-
rameters and their formation history during the dissi-
pative time evolution. The global many-body state is
a coherent superposition of breathers at different lattice
sites, just as the cat-like states formed in the trimer. We
conclude that the qualitative behavior of the dynami-
cal breather formation is independent of the system size.
Based on their versatile electron gun [9, 22, 23, 25], the
Kaiserslautern group could readily observe our predic-
tions for breather formations in a quasi-one-dimensional
lattice geometry and using as initial state either a band-
edge or a phase-randomized (Mott) state.
REFILLING DYNAMICS IN THE PRESENCE OF
NOISE AND INTERACTIONS
Inspired by ongoing experiments on the non-
equilibrium dynamics in periodic lattice structures [9],
we are now looking at the problem of refilling an initially
empty lattice site by atoms tunneling from the neighbor-
ing sites. Our model is sketched in Fig. 1 (b). We restrict
to a minimal model of three potential wells in order to
exactly unravel the master equation (2), with global uni-
form phase noise, see Eq. (4) but no dissipation. Without
dissipation the mean-field approaches used above would
be less reliable, therefore we compute the dynamics us-
5FIG. 4. Dynamics of a leaky Bose-Hubbard chain with M =
40 (a,b) and 60 (c,d) wells. We plotted (a,c) the particle
density 〈nˆj(t)〉, (b,d) the density fluctuations g(2)j,j (t) in each
lattice site. For the simulations we used the truncated Wigner
approximation and the parameters Untot(0) = 25J , γ1 = 2J ,
and ρ(t = 0) = ntot(0)/M = 1000.
FIG. 5. For the dynamics shown in the previous figure,
we present (a,b) the phase coherence g
(1)
j,j+k(t) and (c,d) the
density-density correlations g
(2)
j,j+k(t) between site j = 20 (a,c)
or j = 30 (b,d) and the corresponding neighboring sites with
k = 1 (solid red line) and k = 2 (dashed blue line).
ing the quantum jump method as used in section , see
Fig. 3. In an experiment, the central site is emptied with
an electron beam [22, 23, 25], while initially the lattice is
so deep such as to freeze tunneling completely [9]. This
motivates our use of random phase initial states with 15
bosons in the left and right well, respectively. For the
evolution, the lattice can then be ramped down in the
experiment in order to control the many-body tunneling
rates [9].
Our results are shown in Fig. 6 for a fixed total num-
ber of atoms N = 30 and J = 1. The filling dynam-
ics strongly depends on the interactions UN and on the
strength of the phase noise κ. Initially, the system is out
of equilibrium. The dynamics enforces the approach of
a new equilibrium state corresponding for t → ∞ to an
equal population distribution, corresponding to a filling
FIG. 6. Refilling dynamics of the central well shown in Fig.
1(b) for a variety of parameters at fixed J = 1. The total
number of atoms is N = 30, with 15 each in the two outer
wells initially. Upper panel: κ = 0 and U = 0 (solid black
line) or UN = 0.5 (blue circles). Middle panel: κ = 1 and
U = 0 (solid black line), UN = 10 (green crosses), UN = 20
(blue triangles), UN = 30 (orange squares), UN = 50 (red
diamonds). Lower panel: UN = 30 and κ = 0 (blue circles),
κ = 0.5 (violet plusses), κ = 1 (orange squares), κ = 3 (brown
stars), and κ = 6 (green thick line), respectively.
of 10 in our case. The coherent oscillations visible in
the populations, e.g. in the noise-free case (upper panel
of Fig. 6) are strongly damped by the dephasing. In
all cases eventually the populations will be equally dis-
tributed between the three sites on average, yet the filling
times depend strongly on the interactions and the phase
noise which act against each other. The former tend to
produce self-trapping, i.e. they create a large difference
in the chemical potentials between the empty site and
the filled ones. The phase noise indeed helps the atoms
to jump randomly into the central well step by step, thus
enhancing the tunneling. This simple but experimentally,
in principle, easily accessible model represents a first step
toward true particle transport along a chain of potential
wells as studied now in the next section.
NON-EQUILIBRIUM NEUTRAL PARTICLE
TRANSPORT
We now model two atom reservoirs by using an appro-
priate creation and destruction of particles in the outer
sites of a lattice. As in refs. [38, 39] we are interested
explicitly in the transport of neutral atoms, not in heat
conductance across the sample as studied, e.g. in refs.
[40]. Our system consists of a lattice, with M + 2 sites,
where the outer two wells have a sink and a source of sin-
gle particles with rates Γj(1+Nj) and ΓjNj , respectively
(see Fig. 1(c)). These simultaneous destruction and cre-
ation of particles with these specific rates results in an ap-
6proximately constant particle number in the outer wells
during the whole evolution.
Indeed it is easy to see that the population of the outer
wells remain constant. We begin with the exact evolution
equations for the population of the outer two wells:
d
dt
〈αˆ†LαˆL〉 = −2J=〈αˆ†Lαˆ1〉 −
ΓL
2
〈αˆ†LαˆL〉+
ΓL
2
NL,(10)
d
dt
〈αˆ†RαˆR〉 = −2J=〈αˆ†RαˆM 〉 −
ΓR
2
〈αˆ†RαˆR〉+
ΓR
2
NR,(11)
if we assume J  ΓL,R we can approximate the above
equations as follows
d
dt
〈αˆ†LαˆL〉 ≈ −
ΓL
2
〈αˆ†LαˆL〉+
ΓL
2
NL, (12)
d
dt
〈αˆ†RαˆR〉 ≈ −
ΓR
2
〈αˆ†RαˆR〉+
ΓR
2
NR. (13)
The above equations have the following analytical solu-
tions
〈αˆ†LαˆL〉t ≈ (〈αˆ†LαˆL〉0 −NL)e−
ΓL
2 t +NL, (14)
〈αˆ†RαˆR〉t ≈ (〈αˆ†RαˆR〉0 −NR)e−
ΓR
2 t +NR, (15)
now if we initially have 〈αˆ†LαˆL〉0 = NL and 〈αˆ†RαˆR〉0 =
NR then in the whole evolution of our system the particle
number will remain almost constant
〈αˆ†LαˆL〉t ≈ NL, 〈αˆ†RαˆR〉t ≈ NR. (16)
This very simple model allow us to control the popula-
tion of the outer two wells in order to create a “voltage”
between the two ends of the lattice.
Now that we have set up our model, we would like
to know how the transport properties change when we
vary the parameters, in particular, the interparticle in-
teractions. For our numerical calculations, we use the
truncated Wigner method, c.f. Fig. 4. As we are go-
ing to see, when a steady state is reached, the system
loses its coherence, which can be characterized well by
this beyond mean-field method, see Fig. 8 below. We
are interested in particle transport, so it is natural to
introduce the following particle current operators
jˆL = iJ(αˆ
†
1αˆL − αˆ†Lαˆ1), (17)
jˆR = iJ(αˆ
†
RαˆM − αˆ†M αˆR). (18)
Thus the current from the left reservoir to the chain and
the current from the chain to the right reservoir are given
by the expressions
jL ≡ 〈jˆL〉 = −2J=〈αˆ†1αˆL〉, (19)
jR ≡ 〈jˆR〉 = −2J=〈αˆ†RαˆM 〉. (20)
We have defined the currents in such a way that they
will be both positive if the particles flow from the left
reservoir to the right one. Then the following continuity
equation holds
jˆL − jˆR = ∂tnˆtot ≡ ∂t(nˆ1 + ...+ nˆM ). (21)
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FIG. 7. (a) The mean particle number in each lattice site
(blue x for the first well, red crosses for the second) and (b)
the current (blue x for jL and red crosses for jR) as a function
of the voltage V = NL −NR, after the steady state has been
reached. The parameters are U = 10−3J and ΓL = ΓR = 10J .
For the simulations we used the truncated Wigner approxima-
tion.
Let us observe what happens when we change the
“voltage”, given the particle number difference of the
reservoirs V = NL − NR. Our system consists of four
wells from which the outer two wells model the reser-
voirs or leads. Experimentally, one may think of Bose
condensates with very large particle numbers, which are
coupled to the inner geometrically constrained sites of the
lattice. Fig. 7 (a) shows the particle numbers in the two
wells as a function of voltage in the interacting case. We
observe two regimes: in the first one, for V . 1000, both
particle numbers are the same, and they increase linearly
with the voltage. In the second regime, for V & 1000,
the particle number in the first well (the well that is con-
nected with the reservoir with the larger particle number)
increases linearly with the voltage, while in the second
well the particle number becomes almost constant. This
is again a consequence of the self-trapping effect: the
change of behavior appears when the macroscopic inter-
action strength is greater than the tunneling strength,
Untot(0) > J .
Now, let us discuss the behavior of the steady state
current. In Fig. 7(b) we observe that the current, as
a function of the voltage, has a maximum after which
it drops again. This means that for large voltages the
transport of the particles through the lattice is blocked.
The same qualitative behavior was observed in [38] by
approximating the interaction contribution to the self-
energy by the tabpole diagram, in the non-equilibrium
Green’s function framework. The blockade is a conse-
quence of the interactions: as we saw in Fig. 7(a) the
particle number in the first lattice site increases with the
voltage, which also means that the macroscopic inter-
action strength increases in that lattice site. Thus, we
can conclude that the strong interactions that appear
in the first lattice site block the transport of the parti-
cles. Finally, we plot the coherence functions introduced
in Eqs. (7) and (8). They show that the transporting
7FIG. 8. (a,b) first and (c,d) second order coherence functions
for two different voltages V as indicated above the panels.
Parameters and simulation method are the same as in the
previous figure. Left panels: the system relaxes in a thermal-
like state, with g
(1)
1,1 close to zero, while g
(2)
1,2 ∼ 1 and g(2)1,1 ∼
2. Right panels: For stronger voltage differences, and hence
stronger self-trapping, we observe that g
(2)
1,1 ∼ 3 and weak
antibunching remains with g
(2)
1,2 < 1.
current across the lattice system is essentially incoher-
ent, see Fig. 8. Hence, the incoherent reservoirs pump
their coherence properties into the lattice site, resulting
in an essentially incoherent steady-state transport sce-
nario. Only if the interactions are strong enough, just like
in section , metastable breather states tend to form inside
the lattice, stabilized energetically by self-trapping.
In order to understand better the effect of interactions
and self-trapping, we now study the transport through
a Bose-Hubbard chain but with interactions only in one
lattice site. The system consists of five wells: the outer
two are the reservoirs while the interactions are every-
where zero except for the central site where interactions
are present. In Fig. 9(a) we have the transmission coeffi-
cient, that is the steady state current through the middle
interacting site divided by the current through the mid-
dle site when the interactions would be absent, U = 0, as
a function of the interaction strength U . As one can see
the transmission coefficient drops as the interactions are
increased. This behavior confirms the observation from
above. The interactions in the central site act as a bar-
rier, which blocks the transport of the atoms through the
middle interacting site. The particles from the reservoir
are forced to enter the interacting site but there they are
trapped, since they cannot get rid of the energy by tun-
neling to the neighboring sites. As the particle number
increases it becomes harder and harder for the particles
to tunnel out of the interacting site, since only this site
is out of resonance.
To model the inhibition of transport by the interaction-
induced energy gap, we now consider an effective model,
for which we detune from resonance the energy level of
the central site, with zero interactions everywhere. Since
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FIG. 9. (a) The transmission coefficient through the central
site, in which interactions appear, as a function of the inter-
actions on this site. The lattice is flat with initial populations
nL(0) = 15 and nR(0) = 5. (b) The transmission coefficient
through the non-resonant site as a function of the detuning in
the non-interacting case. U = 0 everywhere, with initial pop-
ulations nL(0) = 30 and nR(0) = 10. The other parameters
are ΓL = ΓR = 50J and n1(0) = n2(0) = n3(0) = 10.
there are no interactions in our system we can write
down the exact evolution equations for the elements of
the single particle density matrix σj,k ≡ 〈αˆ†jαˆk〉. These
equations can be obtained from the master equation via
σ˙j,k = Tr[αˆ
†
jαˆk
˙ˆρ], see also [16], resulting in
iσ˙j,k = (εk − εj)σj,k
−J (σj,k+1 + σj,k−1 − σj+1,k − σj−1,k)
− i
2
(Γj(δj,L + δj,R) + Γk(δk,L + δk,R))σj,k
+
i
2
δj,k(δj,L + δj,R)ΓjNj , (22)
where k, j = L, 1, 2, 3, R.
In Fig. 9(b) we plot the transmission coefficient T ,
that is the steady state current through the middle non-
resonant site divided by the current through the middle
site of a flat lattice (ε2 ≡ E = 0), as a function of the
energy of the non-resonant site. The transmission co-
efficient decreases as the energy difference between the
central well and the neighboring sites increases. This be-
havior confirms the argument we gave previously. A large
energy difference between neighboring sites – be it due to
interactions or non-resonant detuning – blocks the trans-
8port of the bosons. Both effects are well-known in elec-
tronic transport theory [41], and a qualitatively similar
behavior was observed in the mean-field limit for Bose
condensates in tilted optical lattices [36, 42, 43]. The
transport results presented here must be seen as a first
step to propose experiments which realize neutral particle
transport across lattice structures to allow for atomtronic
applications as envisaged, e.g. in refs. [7, 29, 44].
CONCLUSIONS AND PERSPECTIVES
We have shown that dissipation, dephasing and inter-
particle interactions can cooperate to produce coherent
structures in optical lattices for ultracold bosons. Using
appropriate initial states, we can deterministically pro-
duce also quantum superpositions of such highly popu-
lated states. The coupling to incoherent reservoirs leads
to an essentially incoherent particle current across a chain
of quantum dots. This current is suppressed by dynami-
cal self-trapping due to interactions producing again very
stable solitonic states of atoms. New questions for future
research include the presence of disorder [45, 46] and its
impact on many-body quantum transport. Also the si-
multaneous presence of transport and coherent driving
may be investigated, see e.g. [39, 47].
On the theoretical front new methods for the approx-
imate or possibly exact evolution of interacting bosons
and fermions are heavily needed going along with the
advance of experimental many-body quantum simulators
[48]. This is true, in particular, in higher spatial dimen-
sions and in the presence of true quantum mechanical
environments in order to further engineer the complex
dynamics of open many-body systems. The applicability
of standard methods of many-body physics originally de-
veloped for detecting phase transitions is highly question-
able. For instance, the time-dependent Gutzwiller ansatz
used, e.g. in ref. [49], does not well describe the incoher-
ent transport possibly induced by dissipative couplings.
Also the time-dependent version of the density matrix
renormalization group algorithm, see e.g. [19, 50], is ap-
plicable safely only in one spatial dimension and not dy-
namically stable for strongly interacting bosons [51]. An-
other method which generalizes the so-called Mori pro-
jector [52] allows for the calculation of local properties
of a closed or open lattice problem. However, its basic
assumption that the initial state factorizes with respect
to the subsystems makes the method difficult to apply
in lattices filled with condensates, where this assumption
is generally not valid. An interesting direction is finally
that of coherent-state path integrals in the continuum
[20, 53], which – combined with the Feynman-Vernon
theory – could be used as the basis for systematic ap-
proximations in open lattice systems.
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