For linear dynamic systems with white process and measurement noise, the Kalman¯lter is known to be the minimum variance linear state estimator. In the case that the random quantities are Gaussian, then the Kalman¯lter is the minimim variance state estimator. However, in the application of Kalman¯lters known signal information is often either ignored or dealt with heuristically.
Introduction
For linear dynamic systems with white process and measurement noise, the Kalman¯lter is known to be the minimum variance linear state estimator. In the case that the random quantities are Gaussian, then the Kalman¯lter is the minimim variance state estimator [1] . However, in the application of Kalman¯lters there is often known model or signal information that is either ignored or dealt with heuristically [2] . One method for incorporating state equality constraints includes reduction of the system model parameterization [3] . This approach can be used for deterministic state constraints but cannot be used for statistical constraints. Another disadvantage associated with model reduction is the loss of the natural form and structure of the state equations. Other researchers have treated state constraints as perfect measurements [4, 5] . However, this method has disadvantages. First, it increases the dimension of the problem, which results in increased computational e®ort. Second, it results in a singular covariance matrix in the Kalman¯lter, which causes numerical problems [6, p. 249] , [7, p. 365] .
There is often a need to impose state constraints in practical control and state estimation applications. For example, parameter equality and inequality constraints were applied in [8, 9] for electronic muscle stimulation for neuroprosthetic systems to restore motion to individuals with spinal cord injuries and other paralyzing disorders.
A method based on [10] for incorporating deterministic state constraints has recently been proposed by the authors for the Kalman¯lter [11] . This involves the projection of the unconstrained state estimate onto the constraint surface. In this paper we consider constraints on the expected values of the state variables. That is, the state constraints are statistical rather than deterministic.
In this case we can project the unconstrained estimate onto the constraint surface as in [11] . The constrained¯lters in [11] are therefore identical to the constrained¯lters used in the present paper.
However, the properties of the constrained estimate are di®erent than those in [11] because the state constraints are statistical rather than deterministic.
In this paper we derive the properties of the constrained Kalman¯lter when the underlying system is subject to statistical state constraints. We show that each member of the family of constrained¯lters is unbiased. We also show that one particular constrained¯lter has a covariance that is smaller than the covariance of the unconstrained¯lter. However, the error covariance of the constrained¯lter is larger than the error covariance of the unconstrained¯lter. We also derive in this paper the particular constrained¯lter that has the smallest possible covariance.
Section 2 presents a review of the standard discrete time Kalman¯lter. Some important properties of the Kalman¯lter that will be used later in this paper are also reviewed. Section 3 discusses the extension of the Kalman¯lter to statistical state equality constraints. Section 4 derives the properties of the Kalman¯lter subject to statistical state constraints. Section 5 shows how the variance of the unconstrained¯lter can be computed recursively, which is an important practical aspect of the constrained¯lters. Section 6 presents a simple scalar example that illustrates the theory, and Section 7 provides some concluding remarks.
Since the¯lters subject to statistical constraints are identical to the¯lters subject to deterministic constraints, this paper does not present any simulation studies. Readers who are interested in simulation results are directed to earlier work on deterministic constraints [11] .
Kalman Filtering
This section reviews standard (unconstrained) state estimation via the Kalman¯lter and some important properties of the¯lter that will be used later in this paper. The results and notation are taken from [1] . Consider the discrete linear time-invariant system given by:
where k is the time index, x is the state vector, u is the known control input, y is the measurement, and fw k g and fe k g are noise input sequences. The problem is to¯nd an estimatex k+1 of x k+1
given the measurements fy 0 ; y 1 ; ¢ ¢ ¢ ; y k g. We will use the symbol Y k to denote the column vector that contains the measurements fy 0 ; y 1 ; ¢ ¢ ¢ ; y k g. We assume that the following standard conditions are satisifed:
where E[¢] is the expectation operator, ¹ x is the expected value of x, and ± km is the Kronecker delta function (± km = 1 if k = m, 0 otherwise). Q and R are positive semide¯nite covariance matrices.
In general, Q and R could be time-varying, but for notational convenience we will assume in this paper that they are constant. The Kalman¯lter equations are given by:
where the¯lter is initialized withx 0 = ¹ x 0 , and § 0 given above. It can be shown [1] that the Kalman lter has several attractive properties. For instance, if x 0 , fw k g, and fe k g are jointly Gaussian, the Kalman¯lter estimatex k+1 is the conditional mean of x k+1 given the measurements Y k ; i.e.,
Even if x 0 , fw k g, and fe k g are not jointly Gaussian, the Kalman¯lter estimate is the best a±ne estimator given the measurements Y k ; i.e., of all estimates of x k+1 that are of the form F Y k + g (where F is a constant matrix and g is a constant vector), the Kalman¯lter estimate is the one that minimizes the variance of the estimation error. It can be shown [1, pp. 92 ®.] that the Kalman¯lter estimate (i.e., the minimum variance estimate) can be given by:
where ¹ x k+1 is the mean of x k+1 , § xy is the covariance matrix of x k+1 and Y k , § yy is the covariance matrix of Y k , and ¹ ¹ x k+1 is the conditional mean of x k+1 given the measurements Y k . In addition, from [1, p. 93] we know that if x 0 , fw k g, and fe k g are jointly Gaussian, then the Kalman¯lter estimatex k+1 and Y k are jointly Gaussian, in which casex k+1 is conditionally Gaussian given Y k .
The conditional probability density function of x k+1 given Y k is then given by:
where n is the dimension of x, § k+1 is the covariance of the Kalman¯lter estimation error at time k + 1, and the Kalman¯lter estimate is that value of x k+1 that maximizes the conditional probability density function P (x k+1 jY k ). Even if x 0 , fw k g, and fe k g are not jointly Gaussian, the covariance of the Kalman¯lter estimation error is given by:
Constrained Kalman Filtering
This section reviews the extension of the well known results of the previous sections to cases where there are known linear equality constraints among the expected values of the state components.
Consider the dynamic system of (1) where we are given the additional statistical state equality constraint:
This is a constraint on ¹ x k = E(x k ), the a priori expected value of x k . D is a known full rank s £ n matrix, s is the number of constraints, n is the number of state variables, s · n, and d k is a known vector. If D is not full rank that means we have redundant state constraints. In that case we can simply remove linearly dependent rows from D (i.e., remove redundant state constraints) until D is full rank. In general, D can be time-varying, but to simplify the notation we assume in this paper that D is constant.
We can incorporate the above constraint in the Kalman¯lter by requiring that the constrained state estimate, denoted asx, satisfy:
That is, we require satisfaction of the constraint pointwise on the sample path of fx k g. This is a su±cient but not necessary condition that the statistical state constraint speci¯ed in (7) be satis¯ed by the state estimate. This is exactly how we incorporate deterministic state constraints [11] . Therefore, the optimal¯lter subject to statistical state constraints is exactly the same as the optimal¯lter subject to deterministic state constraints.
The constrained Kalman¯lter, as shown in [11] , can be given by:
wherex k is the unconstrained Kalman¯lter estimate and W is a symmetric positive de¯nite weighting matrix. A constrained state estimatex k (W ) can be derived for any symmetric positive de¯nite weighting matrix W . Several special cases of the weighting matrix W can be derived as shown in [11] . If the constrained Kalman¯lter is derived using a maximum probability approach, then W = § ¡1 . If the constrained¯lter is derived using a mean square minimization method, then W = I. If the constrained¯lter is derived using a projection method, then W can be any symmetric positive de¯nite matrix, chosen to weight the di®erence betweenx andx(W ). Hence, (9) is a general form of a class of constrained Kalman¯lters. With the selection of di®erent weighting matrices W , di®erent statistical properties can be derived as shown in the next section.
Note that (3) and (9) can be combined to obtain:
However, this combination of the update equation and constraint equation cannot be used to directly updatex, because the right hand side contains terms at time k + 1, as well as k.
Properties of the Statistically Constrained Filter
This section derives various properties of the constrained state estimate (9) when the system satis¯es the constraint (7) . In this section we drop the time subscript k for notational convenience.
Theorem 1 Assuming that the weighting matrix W is independent of x andx, each member of the class of constrained state estimates is unbiased. That is, E[x ¡x(W )] = 0.
Proof: From (9) we obtain:
Taking the expected value of both sides gives:
= 0
where the last equality comes from combining (7) with the fact thatx is known to be unbiased.
QED
This is the same as Theorem 1 in [11] but the proof is di®erent.
At this point we will de¯neV as the covariance of the unconstrained¯lter estimate. That is:
Note thatV is not the covariance of the error of the estimate; rather,V is the covariance of the estimate. SinceV is a covariance, we know that it is nonsingular. Similarly, we de¯neṼ as the covariance of the constrained¯lter estimate:
Note thatṼ (W ) is a function of the weighting matrix W that is used in (9) . The error covariances of the unconstrained and constrained state estimate is given as:
Note that a recursive formula for § is given in (3).
Theorem 2 If we set W =V ¡1 in (9) to obtain the constrained state estimate then the covariance ofx(V ¡1 ) is less than the covariance ofx. That is,Ṽ (V ¡1 ) =V ¡V D T (DV D T ) ¡1 DV . However, the error covariance ofx(V ¡1 ) is greater than the error covariance ofx by the same amount. That
Proof: For ease of notation, we will usex to indicatex(V ¡1 ), and § to indicate §(V ¡1 ) in this proof. First we prove that the covariance ofx is less than the covariance ofx. If W =V ¡1 , we see from (9) 
We next obtain:
where the de¯nitions of the 16 terms T 1 through T 16 are apparent from the above equation. Recalling that 1 x = 1 x = ¹ x, we see that T 9 +T 12 = 0. Recalling that D¹ x = d, we see that D 1 x = d. We therefore obtain:
Since 1 x = 1 x we can see that T 13 + T 16 = 0 and T 3 + T 15 = 0. Next we compute:
Combining the above calculations with (17) gives:
Now note that the last two terms in the above equation can be written as:
Combining this with (20) gives:Ṽ
But the rightmost term in the above equation is positive semide¯nite sinceV is a covariance matrix and D is full rank.
Now we prove that the error covariance ofx is greater than the error covariance ofx. From (16) we see that:
From this we can obtain:
where the T i terms (i = 1; ¢ ¢ ¢ ; 16) are apparent from the above equation. Since E(x) = E(x), we see that T 3 + T 15 = 0. For the same reason, we see that T 9 + T 12 = 0. We can also see that:
Now we de¯ne the estimation error as:
With this de¯nition we compute the sum:
Combining these calculations with (24) gives us the result:
The previous theorem shows that for the constrained Kalman¯lter §(V ¡1 ) is greater than § by the same amount thatṼ (V ¡1 ) is less thanV . The use of the constrained¯lter decreases the accuracy of the estimation but it reduces the variance of the estimation. The unbiased constrained lter may therefore be attractive in state feedback control applications where it is desirable to limit changes in the control signal. The constrained¯lter will also give better performance in cases where it is known a priori that the true state has deterministic constraints [11] .
The previous theorem shows the constrast between the statistically constrained¯lter and the deterministically constrained¯lter [11] . For deterministic constraints the error covariance of the constrained¯lter is smaller than that of the unconstrained¯lter. However, for statistical constraints the error covariance of the constrained¯lter is larger than that of the unconstrained¯lter.
Theorem 3 If we set W =V ¡1 in (9) to obtain the constrained state estimatex(V ¡1 ), then the trace of the covariance ofx(V ¡1 ) is less than the trace of the covariance ofx. That is, trace(Ṽ (V ¡1 )) < trace(V ). Similarly, if we set W = I in (9) to obtain the constrained state estimatex(I), then the trace of the covariance ofx(I) is less than the trace of the covariance ofx.
That is, trace(Ṽ (I)) < trace(V ).
Proof: If W =V ¡1 the result is apparent from (22). If W = I, we see from (9) that:
Following the proof of the¯rst part of the previous theorem we can derive:
where the symmetric matrix H is given by:
For two equally-dimensioned square matrices E and F we know that Trace(E) = Trace(E T ),
Trace(E + F ) = Trace(E) + Trace(F ), and Trace(EF ) = Trace(F E). We therefore obtain:
Both H andV are positive de¯nite, so Trace(HV ) is positive. We therefore conclude that
as the theorem states.
This theorem shows a similarity between the constrained¯lters for deterministic and statistical state constraints [11] . Both types of constraints result in a constrained¯lter with a smaller estimate covariance than the unconstrained¯lter.
Theorem 4 Setting W =V ¡1 in (9) results in the constrained state estimatex(V ¡1 ). This is the minimum variance constrained state estimate among all constrained state estimatesx(W ). That is,Ṽ (V ¡1 ) ·Ṽ (W ) for all positive de¯nite symmetric W .
Proof: First we note that with a general weighting matrix W the variance of the constrained state estimate can be written as:
After several lines of algebraic manipulation we obtain:
Now replace W withV ¡1 in the above equation to obtain:
where J is given by:
The square root of a matrix F is a matrix G such that F = GG T . If F is positive de¯nite, then G always exists and is invertible. If F is symmetric then a symmetric G exists.
is of the form JJ T , we know thatṼ (W ) ¡Ṽ (V ¡1 ) is positive semide¯nite, which proves that

Recursive Computation ofV
The previous section shows that setting W =V ¡1 in (9) results in several attractive properties of the constrained Kalman¯lter. This section shows howV can be computed recursively. Note that:
where we have used the fact that ¹ ² = 0, and ® and V are de¯ned as:
Note that ® can be written as:
where we have used the projection theorem.V is therefore given as:
We can obtain a recursive formula for V as follows:
We combine (42) with the recursive formula for V and the recursive formula for § in (3) to obtain a recursive computation forV .
Example
This section presents a simple example to illustrate the theory of this paper. Consider the scalar system:
The steady state covariance of the unconstrained estimation error can be derived as:
The steady state covariance of the state can be derived as:
The steady state covariance of the unconstrained¯lter estimate is derived from (42) as:
It can be seen that the expected value of the state is zero for all time. Therefore, in the constraint D¹ x k = d k , the D matrix is equal to one, and the d k vector is equal to zero. Therefore the constrained state estimate is computed as:
Note that in this simple example the constrained estimate is independent of the weighting matrix W . The covariance of the constrained state estimate is derived from (14) as:
This is consistent with Theorem 2, which states that:
Clearly the trace ofṼ is less than the trace ofV , which illustrates Theorem 3. Sincex = 0, the error covariance of the constrained estimate is equal to the covariance of the state: 
Conclusion
We have presented a method for incorporating linear statistical state equality constraints in the Kalman¯lter. We obtained a family of constrained¯lters with each member parameterized by a weighting matrix. We showed that each constrained¯lter in this family is unbiased. We also showed that, for a particular member of the family of constrained¯lters, the covariance of the constrained lter is smaller than the covariance of the unconstrained¯lter. However, the error covariance of the constrained¯lter is larger than the error covariance of the unconstrained¯lter. Finally, we derived the particular constrained¯lter that has the smallest possible covariance.
If we have nonlinear constraints they can easily be linearized in a manner similar to [11] .
If we have inequality constraints the methods of this paper can be extended in a manner similar to [12] . Since the statistically constrained¯lter is identical in its formulation to the deterministically constrained¯lter we do not show simulation results here. Readers who are interested in simulation results and Matlab source code are referred to [11, 12] .
