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and P. N. Lebedev Physical Institute of RAS, Russia
Abstract. This paper deals with homogenization of random nonlin-
ear monotone operators in divergence form. We assume that the structure
conditions (strict monotonicity and continuity conditions) degenerate and
are given in terms of a weight function. Under proper integrability assump-
tions on the weight function we construct the eective operator and prove
the homogenization result.
1. Introduction
Mathematical description of microscopically heterogeneous media usually
involves rapidly oscillating functions of the form a = a (x=") where " is a
small positive parameter characterizing the microscopic length scale of the
media. The aim of homogenization theory is to provide the macroscopic
rigorous description of the studied media. Homogenization is at present a
well developed area and there is a vast literature on the topic, see e.g. [1]-[8]
and [12]-[18].
The homogenization problems for various random structures are widely
discussed in the physical and mathematical literature, see e.g. [13] and its bib-
liography. The rst rigorous results for random elliptic operators in divergence
form with stochastically homogeneous coecients were obtained by Kozlov in
[14] and independently by Papanicolaou and Varadhan in [19]. Later on, many
other random models were investigated, among them are random porous me-
dia (see for instance [12]), convection-diusion problems (see e.g. [3]), nonlin-
ear models (see e.g. [17]) etc. In [6] Bourgeat et al. developed the stochastic
version of the two-scale convergence approach.
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We study random nonlinear monotone operators in divergence form,
which satisfy weighted structure conditions with weight  (x) > 0 being a
statistically homogeneous random eld. Concerning this weight we assume
that  2 L1loc (Rn) and  1=(p 1) 2 L1loc (Rn) and also that some uniform
integrability condition of Muckenhoupt type (see Denition 2.2 below) holds.
The corresponding Dirichlet problem takes the form (f 2 L1 (Q), Q  Rn):8<
:
 div(A(x=";Du")) = f in Q;
u" 2 W 1;p0 (Q; (x="));
where A(x="; ) is a statistically homogeneous eld which satises the degen-
erated structure conditions (5.2) and (5.3) below, and Q is a regular domain
in Rn. In the paper we prove the a.s. convergence
u" * u weakly in W
1;1
0 (Q);
A(x=";Du") * b(Du) weakly in L
1(Q)n;




 div(b(Du)) = f in Q;
u 2 W 1;p0 (Q):
The coecients b() here are expressed in terms of solutions of an auxiliary
problem involving random variables a() = A(0; ). For details see (4.4) and
(4.8).
In periodic case similar homogenization results were obtained in [2] where
the framework of weighted Sobolev spaces was used. We believe that one can
make use of the singular measure approach developed in [5, 16, 20, 21], to
investigate the problems of this type.
Notice that for non-degenerated random operators stronger convergence
holds, namely (see e.g. [11] or [17]):
u" * u weakly in W
1;p
0 (Q);
A(x=";Du") * b(Du) weakly in L
p(Q)n:
The paper is organized as follows: Section 2 contains the setup and some
technical statements. In section 3 we dene the class of potential vector-
functions in a weighted space; then in section 4 we introduce an auxiliary
stochastic problem and construct the formal homogenized operator; nally in
the last section the homogenization result is proved.
2. Notation and preliminaries
First we recall the notion of random dynamical system. Let (
;F ; ) be
a probability space. A family of measurable mappings Tx : 
 ! 
 (x 2 Rn)
HOMOGENIZATION OF RANDOM DEGENERATED OPERATORS 103
is called a n-dimensional random dynamical system if it satises the following
properties:
1. T0 = I (i.e. T0 is the identity mapping) and
Tx+y = TxTy (for every x; y 2 Rn):
2. The map Tx : 
 ! 
 preserves the measure  i.e. for every x 2 Rn
and every U 2 F
 (U) =  (Tx (U)) :
3. For any measurable function f on 
, the function f(Tx!) dened on
Rn 
 is measurable (Rn 
 is endowed with the product -algebra
B  F , where B stands for the Borel -algebra).
Given such a dynamical system we can introduce a wide class of statis-
tically homogeneous random elds. Indeed, let f : 
 ! Rn be a random
function. Then the function F (x) = f (Tx!) is a statistically homogeneous
random eld. If ! 2 
 is xed, the function F (x) is called a realization of f .
We say that f = f(!) is invariant if
f(!) = f(Tx!) a.e. in 
;
for every x 2 Rn: A dynamical system is ergodic if every invariant function is
constant a.s. We assume in the rest of this work that the dynamical system
Tx is ergodic. The following result will be useful later (for the proof see [13]).
Lemma 2.1. Let 
0 be a measurable subset of 
 such that (
0) = 1.
Then there exists a measurable subset 
1  
0 such that (
1) = 1 and for
any ! 2 
1 we have Tx! 2 
0 for a.e. x 2 Rn.
Now we proceed by introducing weight functions and weighted spaces.
Assume that  : 
 ! R is a measurable function such that  > 0 a.s. and
(2.1)  2 L1(
);  1=(p 1) 2 L1(
);
for some p, 1 < p < 1. Then by the Fubini theorem almost all realizations
satisfy  (x) =  (Tx!) > 0 a.e. and
(2.2)  2 L1loc (Rn) ;  1=(p 1) 2 L1loc (Rn) :
We denote by Lp (
; ) the set of functions u in L1 (
) such that u1=p 2
Lp (
), and by Lploc (R
n;) the set of functions u 2 L1loc (Rn) such that
u1=p 2 Lploc (Rn) : Let Q be a regular bounded domain in Rn. Then
W 1;p (Q;) stands for the space of functions u in W 1;1 (Q) such that u 2
Lp (Q;) and Du 2 Lp (Q;)n. Denote by W 1;p0 (Q;) the completion of
C10 (Q) in W
1;p (Q;) with respect to the normZ
Q
(jujp + jDujp)  dx
1=p
:
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The conditions (2.2) are rather natural but not sucient for our purposes.
We will impose a stronger version of these conditions, namely the so-called
Muckenhoupt condition. For the reader's convenience we formulate it below.
Definition 2.2. Let K  1 and let  be a positive function on Rn. Then
 belongs to the class Ap (K) if for every cube Q
  Rn with faces parallel














Here and in what follows jBj stands for the Lebesgue measure of a Borel set
B. We also dene Ap = [K1Ap (K).
Now we dene the set of weights used in this paper.
Definition 2.3. The class N pK is dened as the set of positive functions
 : 
 ! R whose realizations belong to Ap (K) a.s.
Some properties of the weight functions satisfying the Muckenhoupt con-
dition, are given by the following statement proved in [9]. Throughout this
paper we denote by C a generic positive constant which may take on dierent
values in dierent expressions.
Lemma 2.4. Let K  1: Then there exist two positive constants  =
 (n; p;K) and C = C (n; p;K) such that for every cube Q  Rn with faces

























We end this section by formulating a version of compensated compactness
lemma, adapted to the framework of weighted spaces. For the proof see [2].
Lemma 2.5 (Compensated compactness). Let  2 Ap; K  1, and let
Q be an open bounded subset of Rn. Given a family of weights f" : " 2




jDu"jp " dy  C1 <1 for all " > 0,
2. there is u 2W 1;p(Q; ) such that u" ! u in L1(Q),





" dy  C2 <1 for all " > 0, where q = p=(p  1),
4. there exists g 2 L1(Q) such that div(A") = g in Q for every " > 0,
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5. there is A 2 Lq  Q;  1=(p 1)n such that A" * A weakly in L1 (Q)n.
Then Z
Q




for every  2 C10 (Q); here and in what follows h; i stands for the inner
product in Rn.
3. Potential functions in a weighted space
Recall that a vector eld f 2 Lploc (Rn)n is said to be potential if there
exists a function u 2 W 1;ploc (Rn) such that f = Du: A vector eld v is said to
be solenoidal if div v = 0 in the weak sense, i.e.Z
Rn
hv;Di dx = 0 for all  2 C10 (Rn) :
Now we turn to random vector elds. Let us rst recall the denition of poten-
tial and solenoidal random elds in the non-weighted case. A random function
f 2 Lp (
)n is said to be potential if almost all its realizations are potential.




. Solenoidal random vector eld is dened similarly.
In order to dene potential vector elds in a weighted probability space,

















for any f 2 Lp(
; )n. Therefore, any element of Lp(
; )n belongs to L1(
)
and its realizations belong to L1loc(R
n).
It is then natural to say that a vector eld f 2 Lp(
; )n is potential if




this space by Lppot(
; )












Note that since convergence in Lp(
; ) implies convergence for a subse-
quence of almost all realizations in L1loc (R
n), the space Vppot(
; ) is closed
in Lp(
; )n.
Lemma 3.1. Let f 2 Lppot(
; ), and suppose that  2 N pK . Then there is




Proof. If f 2 Lp (




a.s. Let Q  Rn, and take  > 0 such that (2.4) holds. We
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choose  so that the relation holds
1 + 
p  1   =
1 + 
p  1 :
It is easy to check that  > 0 and p   1    > 0. Let Q be a cube in Rn
containing Q. The Holder inequality then givesZ
Q

























By applying (2.4) in this inequality, we obtainZ
Q












which implies the desired statement.
4. Auxiliary results
In this section we introduce an auxiliary problem and study its properties.
The solution of the auxiliary problem is then used when we dene the eective
operator.
Let (
;F ; ) be a probability space, Tx, x 2 Rn, an ergodic dynamical
system on 
, and Q a regular bounded domain in Rn. Assume that  2 N pK ,
and let a : 
Rn ! Rn be a measurable function that satises the following
structure conditions: there are constants  and  with 0 <   min f1; p  1g
and max fp; 2g   <1 such that
(4.1) ha(!; 1)  a(!; 2); 1   2i  C (!) (1 + j1j+ j2j)p  j1   2j ;
(4.2) ja(!; 1)  a(!; 2)j  C (!) (1 + j1j+ j2j)p 1  j1   2j
for every 1; 2 2 Rn a.s. We also assume that
(4.3) a(!; 0) = 0 a.s.
For  2 Rn we dene the operator A which maps the space Vppot(
; )
into its dual, by
Av;  = Z


ha(!;  + v(!)); i d for all  2 Vppot(
; ):
Consider the following auxiliary problem: nd v 2 Vppot(
; ) such that
(4.4)

Av;  = 0 for all  2 Vppot(
; ):
According to [15, Chapter 2, Theorem 2.1], this problem has a unique solution
v . Denote by V  a realization of v , i.e. V (x) = v(Tx!), x 2 Rn.
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By the denition of Vppot(
; ) there exists a function N
 2W 1;1+loc (Rn)
such that V (x) = DN (x) a.s. The function N  is dened up to an additive
constant. We dene this additive constant for each " by setting


























converges weakly in L1+ (Q) along a subsequence. The





* 0 weakly in L1(Q) by







weakly in L1+(Q) to 0. Let us dene




Since w"(x) * h; xi in L1+(Q) and Dw"(x) *  in L1+(Q)n, we conclude
that
(4.6) w"(x) ! h; xi in L1+ (Q) :
For the sake of brevity for the realizations of a(!;  + v(!)) we use the
notation
F (x) = a(Tx!;  + v
(Tx!)); x 2 Rn:
From (4.2)-(4.3) we obtain a
 
!;  + v (!)
 2 L1 (
)n. Together with the









a(!;  + v(!)) d in L1loc(R
n)n a.s.





a(!;  + v(!)) d:
In the same way as in [16] one can prove that the operator b satises the
structure conditions
(4.9) hb(1)  b(2); 1   2i  C (1 + j1j+ j2j)p  j1   2j ;
(4.10) jb(1)  b(2)j  C (1 + j1j+ j2j)p 1 

  j1   2j

  :
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The following lemma shows how the equation (4.4) reads in the space of
realizations.






















dx = 0 for all  2 C10 (Q) :
Proof. Consider an even function K (x) such that
K (x) 2 C10 (Rn) ;
Z
Rn
K (x) dx = 1; K  0:









a(!;  + v(!)); D!
 
K   (!) d = 0 for all  2 L1 (
) ;
where D! denotes the stochastic gradient (see e.g. [6]), and









a(!;  + v(!));
 
DK
   (!) d = 0 for all  2 L1 (
)
and hence
a(!;  + v(!))i  @
@xi
K = 0 for a.e. !:
Thus 

D!; a(!;  + v














a(Tx!;  + v
(Tx!)) K (x) ; D (x)






a(Tx!;  + v
(Tx!));K
 (x) D (x) dx = 0 for all  2 C10 (Rn)




a(Tx!;  + v
(Tx!)); D (x)

dx = 0 for all  2 C10 (Rn) :
By density argument we are done.
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5. Main result
We proceed with our main result. Denote A(x; ) = a((Tx!); ) and
(x) = (Tx!). According to Lemma 2.1 the conditions imposed on a(!; ),
imply that a.s.
(5.1) hA(x; 1) A(x; 2); 1   2i  C(x) (1 + j1j+ j2j)p  j1   2j ;
(5.2) jA(x; 1) A(x; 2)j  C(x) (1 + j1j+ j2j)p 1  j1   2j ;
(5.3) A(x; 0) = 0;
for all 1; 2 2 Rn and a.e. x 2 Rn. As a direct consequence of (5.1), (5.2),
and (5.3) the following inequalities hold (for a.e. ! 2 
)





(5.5)  (x) jjp  C ( (x) + hA (x; ) ; i) ;
for every  2 Rn and a.e. x 2 Rn:
As above, let Q be a regular bounded domain in Rn. We can as-
sociate to almost each realization A(x; ) a family of monotone operators














dx for all v 2 W 1;p0 (Q;") :




 div(A(x" ; Du")) = f;
u" 2W 1;p0 (Q;"):
According to [15, Chapter 2, Theorem 2.1], if conditions (5.1){(5.3) are ful-
lled, this problem has a unique solution u" 2 W 1;p0 (Q;") for each " > 0.
We want to examine the asymptotic behavior of the solutions of (5.6) as
"! 0. The following homogenization result holds:
Theorem 5.1. Let u" be solutions of (5.6), and let b = b() be dened by
(4.8). Then a.s.






;Du") * b(Du) weakly in L
1(Q)n;
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where u is the unique solution of the eective (homogenized) equation
(5.7)
(  div(b(Du)) = f;
u 2 W 1;p0 (Q):
Proof. For the reader's convenience we divide the proof in several steps.


















By (5.5), (5.6) and (5.8) we getZ
Q

























(5.9) kDu"kLp(Q;")  C:












Take  > 0 such that (2.4) holds, and then choose 1 which satises the
relation
1 + 1
p  1  1 =
1 + 
p  1 :
One can easily check that 1 > 0 and p   1   1 > 0. Let Q be a cube in
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Next, choose  > 0 such that (2.3) holds, and 2 such that
1 +  = (1 + 2)
q   1
q   1  2 :





1+2 dx  C:





W 1;1+0 (Q) and L
1+(Q)n, respectively. This implies the following conver-
gence along a subsequence






;Du") *  weakly in L1(Q)n:(5.13)
Step 2: Show that div  =  f .











f dx for all  2 C10 (Q):
Considering (5.13) and passing to the limit in this relation as "! 0, we getZ
Q
h; Di dx =
Z
Q
fdx for all  2 C10 (Q):




h; Di dx =
Z
Q
f dx for all  2W 1;p0 (Q):
Let us now observe that due to (5.12), (5.13) and (5.14) the theorem will be
proved if we show that
u 2 W 1;p0 (Q) ;(5.15)
 = b (Du) a.e. on Q:(5.16)
Step 3: Proof of (5.15).
It is sucient to show that Du 2 Lp(Q)n. For this purpose let  2
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Taking lim inf
"!0
on both sides of the above inequality and using the weak lower
semicontinuity of the norm on the left hand side we obtain by the Birkho
ergodic theoremZ
Q
jDuj jj dx  C kkLq(Q) for all  2 C0(Q):
By the density argument we then have
(5.17) Du 2 Lp(Q)n:
By using (5.10) and arguments similar to those employed in the proof of (5.17)
one can also show that
(5.18)  2 Lq(Q)n:
Step 4: Proof of (5.16).
We make use of the following test function dened in (4.5)




We are going to apply the compensated compactness lemma, see Lemma 2.5.
For the reader's convenience let us summarize what we know about the family
fw"g. By the Birkho ergodic theorem we haveZ
Q





q " (x) 1=(p 1) dx  C:
Also, recall that










a(!;  + v(!)) d = b() weakly in L1(Q)n; (see (4.7))
u" ! u in L1(Q); (see (5.12))
" *  weakly in L1(Q)n; (see (5.13))














= 0 on C10 (Q) for all " > 0;
div (") = f on C
1
0 (Q) for all " > 0:

















(x) dx  0;
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for every  2 C10 (Q),   0. Lemma 2.5 applies on the left hand side here
and, passing to the limit, we obtainZ
Q
h(x)   b(); Du(x)  i (x) dx  0;
for every  2 C10 (Q),   0. Hence, for every  2 Rn we have
(5.20) ((x)  b(); Du(x)   )  0 for a.e. x 2 Q:
By the continuity of b, the crucial relation (5.16) is now straightforward.
It remains to notice that due to the uniqueness of a solution of the limit
problem (5.7), the whole family fu"g converges.
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