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TURING COMPUTABILITY, PROBABILITY, AND PRIME
NUMBERS
YASUO NISHII
Abstract. We present an original theoretical approach to proving that pi(n)−
li(n) = o(M(n)
√
li(n)), where pi(n) is the number of primes not greater than
n, li(n) is a logarithmic integral function, and M(n) is an arbitrary function
such that M(n) → +∞. This result implies that the Riemann hypothesis al-
most certainly stands without any assumptions. To prove this result, we apply
Turing computability to probability theory and the distribution of arbitrarily
large prime numbers. We prove that any Turing machine requires an arbitrar-
ily large number of computational steps to identify prime numbers when they
tend to infinity. The theorems in this thesis relate this characteristic of prime
numbers to probability theory. The theorems state that the probability p of the
assumption satisfies 0 < p < 1 when the assumption is not Turing computable
and satisfies p = 0 or 1 when the assumption is almost certainly Turing com-
putable. Thus, by applying the de Moivre–Laplace theorem, we show that the
prime counting function is considered the sum of random variables and that
the error term of the function has the order of the square root of the expected
value. Consequently, we can prove that pi(n)− li(n) = o(M(n)
√
li(n)) almost
certainly stands by applying the fact that the number of computational steps
to determine pi(n) > li(n) tends to infinity when n→ +∞.
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1. Introduction
One probabilistic method used to investigate the distribution of prime numbers is
thought to have originated with Crame´r [10, 11, 12, 13], who used a simple model of
random variables that assumes the probability of n being a pseudoprime is 1/ log(n).
Crame´r estimated the length of the interval between successive sufficiently large
prime numbers to be less than log2 p, where p is the smaller prime. This model
appeared plausible when the prediction was proposed. However, in 1985, Maier
stated a theorem [33] that contradicted Crame´r’s model, and this probabilistic
method was considered to be insufficient for determining the behavior of the actual
prime numbers as described in Granville [21].
Another approach, Denjoy’s prediction that M(n) =
∑
m≤n µ(m) behaves like a
simple random walk [20], was described as “quite absurd when considered carefully”
by Edwards [17]. In 1985, Odlyzko & te Riele disproved Mertens conjecture [37],
which is slightly stronger than the consequences of Denjoy’s model, so this approach
was also proved to be inadequate. Similar model of pseudoprimes were proposed
by Hawkins [25], and other approaches have been presented by Golomb [19], Lip-
pert [32], and Nymann [35].
To date, probabilistic approaches to pseudoprimes have been limited to calcu-
lating specific models to predict actual primes, a course of action that has not been
sufficient for solving the principal problems in addressing the Riemann hypothe-
sis (RH). The problem with probabilistic approaches is that they require precise
probability values in particular situations; however, a rigorous definition of the
probability of being prime makes no sense when looking at a finite subset of all
primes.
To solve this problem, we consider the probability of being prime within an in-
finite set of primes. We use the following method: Consider a probability space
(Ω,Bn,P ) such that Ω = ωn ⊔ ωn and Bn = {∅, ωn, ωn,Ω} (if ωn = ∅ or ωn = Ω;
then, Bn = {∅,Ω}), where P (ωn) is the probability that a particular assumption
holds and P (ωn) is the probability that it does not hold (see Appendix A). In par-
ticular, we consider the probability in the case in which ωn describes the assumption
that n is prime when n is arbitrarily large. We apply Turing computability to calcu-
late this number and determine whether it is prime in a specified finite sequence of
steps using a particular Turing machine (see [2, 43]). In this case, we would not be
able to compute whether some arbitrarily large number is prime or not in a certain
finite number of computational steps by using a Turing machine. Furthermore, we
demonstrate in Section 2 that if the verification of a particular assumption is not
Turing computable,1 then we can deduce that the probability p of the assumption
satisfies 0 < p < 1. We apply this property to the probability of being prime when
the number is arbitrarily large and can deduce that 0 < limi→+∞ P (ωni) < 1 where
{ni}i∈N is some natural number sequence. This notion is integrated into the prime
counting function in Section 4 using the method described in Section 2.
Throughout this thesis, we use the notion of almost certainty by applying prob-
ability theory: We say that an assumption is almost certainly true when the prob-
ability of the assumption is 1. Whereas conventional probability theory does not
1This condition can be replaced by the requirement that there does not exist any algorithm for
verification, i.e., the number is not effectively calculable, if we admit the Church–Turing thesis.
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define exactly when a probability occurs, this thesis gives more precise theorems in
Section 2 to describe when the probability arises in natural phenomena.
In Section 3, we discuss several fundamental results of probability theory and
show that the order of the error term of particular random variables is approxi-
mately the square root of the expected value. In Section 4, we show that arbi-
trarily large numbers can be verified as prime in an arbitrarily large number of
computational steps, indicating that the prime counting function can be consid-
ered the sum of specific random variables when the primes are arbitrarily large.
We then prove a theorem that determines the distribution of prime numbers; i.e.,
π(n)− li(n) = o(M(n)√li(n)) is almost certainly true for an arbitrary M(n) such
that M(n)→ +∞. We present a brief overview of this approach in Section 5. The
final section is an appendix that contains several definitions in probability theory.
2. Relation between Turing computability and probability
We use the notion of Turing machines to emulate the “effectively calculable”
functions [40]. A Turing machine is a septuple (Q,Γ,Σ, δ, b, q0, F ) where δ : (Q\F )×
Γ→ Q×Γ×{R,L}, Q is a finite set of all states of the machine (which contains the
set of the halting states F ), and Γ is a finite set of symbols. The initial symbols,
which we would like to compute, are written on the cell for each symbol in the 1-
dimensional tape and represented by the elements of Σ such that Σ ⊆ Γ \ {b}. The
blank symbol is b, and the initial state is q0. Using Turing machines, we can read
the tape symbol on the initial cell and change the machine state and the symbol in
the cell by δ in each step. The symbol R indicates a rightward motion by one cell
on the tape in each step, and L indicates a leftward motion after δ is processed. We
repeatedly iterate δ to the (possibly different) state and the tape symbol next to
the previous cell, until either the system comes to the halting state or this state will
never end. Consequently, whether the result is accepted or rejected is determined
by an element of the set of halting states F if the procedure ends. In this way,
we can define computational steps in terms of Turing machines, and we say that
a function is Turing computable when the procedure ends in a particular halting
state.
Next, we use basic probability theory as follows (see also Appendix A): Let
Ω = ω ⊔ ω, B = {∅, ω, ω,Ω}, (if ω = ∅ or ω = Ω, then B = {∅,Ω}), and let
(Ω,B,P ) be a probability space. As discussed below, ω is the event that a particular
assumption holds, and ω is the event that it does not, so P (ω) is the probability
that the assumption holds, and P (ω) is the probability that it does not.
The following theorems, which constitute two of the main points of the thesis,
describe the relation between Turing computability and probability.
Theorem 2.1. If we cannot verify whether the assumption ω holds in a finite
number of computational steps, i.e., if ω is not Turing computable, then 0 < P (ω) <
1.
Proof. If P (ω) = 0 or 1, then we can almost certainly determine whether the
assumption is true in a finite number of steps because whether ω is true is almost
certainly known, and thus its truth is decided in a finite number of steps (i.e., one).
This outcome almost certainly contradicts the hypothesis, so the theorem almost
certainly stands. Hence, P (0 < P (ω) < 1) = 1, and therefore 0 < P (ω) < 1. 
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Theorem 2.2. If 0 < P (ω) < 1, then we almost certainly cannot verify whether
the assumption holds in a finite number of computational steps, i.e., ω is almost
certainly not Turing computable.
Proof. Suppose that we determine whether the assumption is true in a finite number
of computational steps. In this case, whether ω is true is determined, almost
certainly contradicting the hypothesis of this theorem, i.e., the assumption that
0 < P (ω) < 1. Hence, ω is almost certainly not Turing computable. 
Next, we extend this property to random variables. Let n ∈ N and (Ω,Bn,P )
be a probability space such that Ω = ωn ⊔ ωn and Bn = {∅, ωn, ωn,Ω}. (If ωn = ∅
or ωn = Ω, then Bn = {∅,Ω} as above.) Furthermore, let Xn be a random variable
such that Xn = 1 when the assumption ωn holds, and Xn = 0 when it does not
hold, for each n ∈ N.
Corollary 2.3. If we cannot verify that Xn = 0 or Xn = 1 in a finite number of
computational steps, i.e., if ωn is not Turing computable, then 0 < P (ωn) < 1.
Proof. Deduction from Theorem 2.1. 
Corollary 2.4. If 0 < P (ωn) < 1, then we almost certainly cannot verify that
Xn = 0 or Xn = 1 in a finite number of computational steps, i.e., ωn is almost
certainly not Turing computable.
Proof. Deduction from Theorem 2.2. 
Let f : N → {0, 1} and {ni}n∈N be a natural number sequence. We can apply
the above results to a function f where the number of corresponding computational
steps of determining that f(ni) tends to infinity when ni → +∞. We define this
property as follows.
Definition 2.5. We say that f : N→ {0, 1} has the property of an infinite number
of computational steps if there exists a subsequence {ni}i∈N of N such that all
computational steps required to verify that f(ni) = 0 or f(ni) = 1 tend to infinity
when i→ +∞.
We consider f(n) to have a random variable Xn = 0 or Xn = 1 as its value,
when f has the property of an infinite number of computational steps. In this case,
ωn = ∅ or ωn = Ω if finitely many computational steps are sufficient to verify that
f(n) = 0 or 1 and 0 < limi→+∞ P (ωni) < 1.
3. Fundamental results of probability theory
As in the previous section, let (Ω,Bn,P ) be a probability space for n ∈ N, and
let Xn be a random variable. We suppose that ω
′
1 ∈ {ω1, ω1}, · · · , ω′n ∈ {ωn, ωn}
are independent.
In this section, we prove that P (Sk − m = o(M(m)
√
m)) = 1, where Sk =∑k
i=1Xi, m =
∑k
i=1 E(Xi), M(n)→ +∞, and m→ +∞ when k → +∞. To this
end, we first prove the following proposition.
Proposition 3.1. Let P (Xi = 1) = pi for i ∈ {1, · · · , k}, Sk =
∑k
i=1Xi, E(Sk) =
kp = m, and q ∈ {0, · · · , k}. If q < m − A√m or q > m+ A√m for some A > 1
and if m is sufficiently large, then P (Sk = q) <
(
k
q
)
pq(1− p)k−q + ǫ.
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Proof. We prove the proposition by applying Lagrange’s method of indeterminate
coefficients. Let
(3.1) h(p1, · · · , pk) =
∑
σ∈Sk
( q∏
l=1
pσ(l)
k∏
l=q+1
(1− pσ(l))
)
,
where Sk is a symmetric group.
We easily verify that h(p1, · · · , pk) = P (Sk = q) where the restriction of (p1, · · · , pk)
is m = p1 + · · ·+ pk. The partial differentiation of the expression
(3.2) h(p1, · · · , pk) + λ(m− (p1 + · · ·+ pk))
for each p1, · · · , pk and λ reveals that (p, · · · , p) is a stationary point in the compact
set
(3.3) C = {(p1, · · · , pk) | 0 ≤ p1, · · · , pk ≤ 1, p1 + · · ·+ pk = kp = m}.
Henceforth, we assume that s = (s1, · · · , sk) is the maximal point of h in C.
If s is not a stationary point, then the maximum exists on the boundary of C.
Accordingly, suppose that s is a stationary point, and that sn1 , sn2 are different
values for some 1 ≤ n1 < n2 ≤ k, that is, s 6= (p, · · · , p). Then, the partial
differentiation of h+ λ(m− (p1 + · · ·+ pk)) with respect to pn1 at s gives
(3.4)
∂h(s)
∂pn1
− λ = 0,
and the same operation with respect to pn2 at s provides the result that
(3.5)
∂h(s)
∂pn2
− λ = 0.
Therefore,
(3.6) λ =
∂h(s)
∂pn1
=
∂h(s)
∂pn2
.
Since h is linear and symmetric for each pi, we represent h as
(3.7) h = c2pn1pn2 + c1(pn1 + pn2) + c0
for the functions c0, c1, and c2, which do not contain pn1 or pn2 as variables. We
deduce that
(3.8) c2sn1 + c1 =
∂h(s)
∂pn2
=
∂h(s)
∂pn1
= c2sn2 + c1.
Because sn1 6= sn2 , we deduce that c2 = 0. That is,
(3.9) h(s) = c1(sn1 + sn2) + c0.
Furthermore, h takes the same value on the line
(3.10) {(p1, · · · , pn) | pn1 + pn2 = sn1 + sn2 ,
pi = si for i ∈ {1, · · · , k} such that i 6= n1, n2}.
This line intersects the boundary of C. As a result, we deduce that the maximum
exists either at (p, · · · , p) or on the boundary of C.
If the maximum exists on the boundary of C, then si = 0 or 1 for some i ∈
{1, · · · , k}. Without any loss of generality, we suppose that k = i. Then, s is the
maximal point of h in C ∩ {(p1, · · · , pk) | pk = 0} or C ∩ {(p1, · · · , pk) | pk = 1}.
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Using the same method, we deduce that s1 = · · · = sk−1 or that the maximum
exists on the boundary of the above sets. That is,
(3.11) h(s1, · · · , sk) = h
(
m
k − 1 , · · · ,
m
k − 1 , 0
)
=
(
k − 1
q
)(
m
k − 1
)q(
1− m
k − 1
)k−1−q
or
(3.12) h(s1, · · · , sk) = h
(
m− 1
k − 1 , · · · ,
m− 1
k − 1 , 1
)
=
(
k − 1
q − 1
)(
m− 1
k − 1
)q−1(
1− m− 1
k − 1
)k−q
is the maximum; otherwise, the maximal point exists on the boundary of C ∩
{(p1, · · · , pk) | pk = 0} or C ∩ {(p1, · · · , pk) | pk = 1}.
Continuing this process, when q > m+A
√
m, we deduce that
(3.13) h(s1, · · · , sk)
= h
(
m− ⌊m⌋
q − ⌊m⌋ , · · · ,
m− ⌊m⌋
q − ⌊m⌋ , 0, · · · , 0, 1, · · · , 1
)
=
(
m− ⌊m⌋
q − ⌊m⌋
)q−⌊m⌋
is the maximum in
(3.14) C ∩ {(p1, · · · , pk) | pq−⌊m⌋+1 = 0, · · · , pk−⌊m⌋ = 0,
pk−⌊m⌋+1 = 1, · · · , pk = 1}.
When q < m−A√m,
(3.15) h(s1, · · · , sk)
= h
(
m− q
⌈m⌉ − q , · · · ,
m− q
⌈m⌉ − q , 0 · · · , 0, 1, · · · , 1
)
=
(
1− m− q⌈m⌉ − q
)⌈m⌉−q
is the maximum in
(3.16) C ∩ {(p1, · · · , pk) | p⌈m⌉−q+1 = 0, · · · , pk−q = 0,
pk−q+1 = 1, · · · , pk = 1}.
We do not consider sn1 6= sn2 for some n1, n2 ∈ {1, · · · , q − ⌊m⌋}, when s ∈
(3.14) because h is represented as h = p1 · · · pq−⌊m⌋ and because the maximum of
h is ((m − ⌊m⌋)/(q − ⌊m⌋))q−⌊m⌋; i.e., sn1 = sn2 . We also do not consider the
possibility that sn1 6= sn2 for n1, n2 ∈ {1, · · · , ⌈m⌉ − q}, when s ∈ (3.16) because
h is represented as h = (1 − p1) · · · (1− p⌈m⌉−q) and because the maximum of h is
(1− (m− q)/(⌈m⌉ − q))⌈m⌉−q , that is, sn1 = sn2 .
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Next, we deduce that those candidates for the maximum (i.e., h(s)) do not
surpass
(
k
q
)
pq(1 − p)k−q + ǫ when k is sufficiently large and q < m − A√m or
q > m+A
√
m.
By the de Moivre–Laplace theorem,
(3.17)
(
k
q
)
pq(1− p)k−q → 1√
2πv
exp
(
− (q −m)
2
2v
)
,
when v = kp(1− p) and k → +∞.
The expressions of (3.11) and (3.12) are described as
(3.18) h
(
m
k − 1 , · · · ,
m
k − 1 , 0
)
=
(
k1
q1
)
pq11 (1− p1)k1−q1 ,
and
(3.19) h
(
m− 1
k − 1 , · · · ,
m− 1
k − 1 , 1
)
=
(
k2
q2
)
pq22 (1− p2)k2−q2 ,
when p1 = m/(k − 1), k1 = k − 1, q1 = q, p2 = (m − 1)/(k − 1), k2 = k − 1, and
q2 = q − 1.
From q −m = q − kp = q1 − k1p1, it follows that
(3.20)
(
k1
q1
)
pq11 (1− p1)k1−q1 →
1√
2πv1
exp
(
− (q −m)
2
2v1
)
,
when v1 = k1p1(1 − p1) and k1 → +∞. Furthermore, from q −m = q2 − k2p2, it
follows that
(3.21)
(
k2
q2
)
pq22 (1− p2)k2−q2 →
1√
2πv2
exp
(
− (q −m)
2
2v2
)
,
when v2 = k2p2(1− p2) and k2 → +∞. Clearly, k > k1, k2.
The differentiation of the right-hand side of (3.17) with respect to v is as follows:
(3.22)
−1/2v + (q −m)2/2v2√
2πv
exp
(
− (q −m)
2
2v
)
.
Therefore, if
√
v < |q−m|, then the right-hand side of (3.17) monotonically increases
with v. Because the hypotheses of this proposition imply that
√
v < A
√
m < |q−m|
for A > 1 and because v1, v2 ≤ v = kp(1 − p) can be deduced by calculation, the
right-hand side of (3.20) or (3.21) is not greater than the right-hand side of (3.17).
Therefore, the left-hand sides of (3.20) and (3.21) do not exceed
(
k
q
)
pq(1−p)k−q+ ǫ
when k1 and k2 are sufficiently large. Thus, (3.18) and (3.19), which are candidates
for h(s), do not surpass
(
k
q
)
pq(1− p)k−q + ǫ when k is sufficiently large.
As above, we can deduce that h(s) is represented by the expression
(3.23) h(s) =
(
k′
q′
)
p′q
′
(1 − p′)k′−q′
for some k′, q′, and p′ such that v′ = k′p′(1−p′) ≤ v, k′ ≤ k, and q−m = q′−k′p′.
Therefore, these terms are smaller than
(
k
q
)
pq(1 − p)k−q + ǫ when k′ is sufficiently
large. Clearly, any values of k′ that satisfies the above conditions is sufficiently large
when either q−⌊m⌋ or ⌈m⌉−q is sufficiently large. Moreover, because A√m < q−m
or A
√
m < m − q and because m is sufficiently large by the hypotheses of the
proposition, k′ is sufficiently large, and the maximum of h in C does not exceed(
k
q
)
pq(1− p)k−q + ǫ. Thus, the proposition follows. 
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In the next theorem, we suppose that P (Xi = 1) = p for all i ∈ {1, · · · , k},
which is the restriction in the target theorem mentioned at the beginning of this
section.
Theorem 3.2. Let P (Xi = 1) = p for i ∈ {1, · · · , k}, let m = kp = E(Sk),
and suppose that m → +∞ when k → +∞. Then, Sk − m = O(M(m)
√
m)
is almost certainly true, where M : R → R is an arbitrary function such that
limx→+∞M(x) = +∞.
Proof. By the de Moivre–Laplace theorem,
(3.24) P (a
√
v < Sk −m < b
√
v)→ 1√
2π
∫ b
a
e−u
2/2 du
for finite a and b such that a ≤ b when v = kp(1 − p) > 0 and k → +∞. If p = 1,
then the proposition is already satisfied. Therefore, we suppose that 0 ≤ p < 1.
Then,
(3.25) P (−M(x)√m < Sk −m < M(x)
√
m)
→ 1√
2π
∫ M(x)/√1−p
−M(x)/√1−p
e−u
2/2 du
for some x when kp = m→ +∞. Because P is a probability function,
(3.26) lim
m→+∞P (−M(x)
√
m < Sk −m < M(x)
√
m)
≤ lim
m→+∞
P (−M(m)√m < Sk −m < M(m)
√
m).
From (3.25), we obtain
(3.27) lim
x→+∞
lim
m→+∞
P (−M(x)√m < Sk −m < M(x)
√
m) = 1.
From (3.26) and (3.27), we obtain
(3.28) lim
m→+∞
P (−M(m)√m < Sk −m < M(m)
√
m) = 1.
That is, Sk −m = O(M(m)
√
m) is almost certainly true. 
We now use Proposition 3.1 to prove the more general theorem without the
restriction that P (Xi = 1) = p as in the previous theorem.
Theorem 3.3. Let m = E(Sk), and suppose m → +∞, when k → +∞. Then,
Sk −m = O(M(m)√m) is almost certainly true, where M : R→ R is an arbitrary
function such that limx→+∞M(x) = +∞.
Proof. Proposition 3.1 shows that limk→+∞ P (Sk = q) is maximal when P (Xi =
1) = m/k for all i ∈ {1, · · · , k} and q < m −M(m)√m or q > m +M(m)√m.
Hence,
(3.29) lim
k→+∞
P (Sk < m−M(m)
√
m)
and
(3.30) lim
k→+∞
P (Sk > m+M(m)
√
m)
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each attain their maximum when P (Xi = 1) = m/k for i ∈ {1, · · · , k}. Because
(3.31) P (−M(m)√m < Sk −m < M(m)
√
m)
= 1− P (Sk < m−M(m)
√
m)− P (Sk > m+M(m)
√
m)
and m→ +∞ if and only if k → +∞, we deduce that
(3.32) lim
m→+∞
P (−M(m)√m < Sk −m < M(m)
√
m)
attains its minimum when P (Xi = 1) = m/k for i ∈ {1, · · · , k}. Therefore, we
deduce from Theorem 3.2 that
(3.33) lim
m→+∞
P (−M(m)√m < Sk −m < M(m)
√
m) ≥ 1
which shows that
(3.34) lim
m→+∞
P (−M(m)√m < Sk −m < M(m)
√
m) = 1.

The next theorem follows accordingly.
Theorem 3.4. Suppose thatm→ +∞ when k→ +∞. Then, Sk−m = o(M(m)
√
m)
is almost certainly true.
Proof. For an arbitraryM(x)→ +∞ such that almost certainly Sk−m = O(M(m)
√
m),
there exists M0(x) such that M0(x) → +∞ and M(x)/M0(x) → +∞. Thus,
Sk −m = O(M0(m)
√
m) = o(M(m)
√
m) is almost certainly true. 
This is the main result of this section.
4. Distribution of prime numbers
Applying the results of Section 2, we can show that the prime counting function
can be described in terms of probability theory as follows: We define the function
fp : N → {0, 1} by fp(n) = 0, if n is not a prime number and fp(n) = 1 if n is a
prime number. We recall Definition 2.5 in the next lemma.
Lemma 4.1. fp has the property of an infinite number of computational steps.
Proof. Let {ni}i∈N be a sequence of i-th prime number. If we can verify whether
fp(ni) = 0 or 1 when ni tends to infinity, then we can ascertain this parameter from
reading finite cells of ni described in some number representations. On the other
hand, if we cannot determine whether the first digit of nj-ary representations of ni
is 0 for some sufficient number of j < i, then we cannot verify whether ni is prime.
Thus, input symbols in finite steps must cover infinite combinations of whether
the first digit of the nj-ary number is 0 when i → ∞. Therefore, we require an
arbitrarily large number of symbols to be read in finite steps to determine whether
ni is prime when i is arbitrarily large. However, the number of elements of Γ, which
is the set of symbols, is finite, which leads to a contradiction. Therefore, we must
implement an arbitrarily large number of computational steps for some arbitrarily
large ni. Such a subsequence satisfies the condition of Definition 2.5 for fp. This
result demonstrates the lemma.

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We consider that fp contains a random variable and can deduce from Lemma 4.1
and Theorem 2.1 that 0 < limi→+∞P (fp(ni) = 1) < 1 when {ni}i∈N is a particular
number sequence. Furthermore, fp(1), · · · , fp(n) are independent, with fp(n) being
determined by n. Accordingly, the prime counting function π(n) =
∑n
i=1 fp(i)
behaves similarly to the sum of independent random variables when n→ +∞.
Let li(n) =
∫ n
2
1/ log(x) dx. In the next lemma, we show the number of compu-
tational steps for determining whether π(n) > li(n) tends to infinity.
Lemma 4.2. For any Turing machine, the number of computational steps for
verifying whether π(n) > li(n) tends to infinity when n→ +∞.
Proof. Let some finite input symbols Σ of a Turing machine indicate a common
part of the number representation of ni for some natural number sequence {ni}i∈N.
If the lemma does not stand, then we can verify that lim
i→∞
(π(ni)− li(ni)) > 0 for
some {ni}i∈N. On the other hand, if we required any symbol that was not the
common part of any representation of the sequence to prove or disprove the lemma,
this symbol should affect the result of determining whether π(ni) > li(ni). There-
fore, the computation of verifying lim
i→∞
(π(ni)− li(ni)) > 0 is rejected, {ni}i>k
for sufficiently large k has a common part and the computation is accepted, or
otherwise undetermined. If the computation was accepted, we would be able to
consider a common part of {ni}i>k as the input symbols Σ because they are de-
rived by the natural number sequence {ni+k}i∈N. Accordingly, if we can verify
that lim
i→∞
(π(ni)− li(ni)) > 0 and the lemma does not stand, the input sym-
bols Σ in each step are sufficient to verify that π(ni) > li(ni) for all ni be-
cause the input symbols Σ do not discern ni among each i. On the other hand,
π(n)− li(n) changes its sign infinitely often (see [28]).2 Therefore, we cannot verify
that π(nki+1) > li(nki+1) without determining the condition of the prime num-
bers between nki and nki+1 , which determines whether π(nki+1) > li(nki+1) where
k1 << k2 << · · · << ki << ki+1 << · · · for i ∈ N. This result is deduced
from the inductive characteristic of prime numbers derived by the sieve of Eratos-
thenes. Consequently, the number of possible outcomes that determine whether
π(nki) > li(nki) tends to infinity when we consider all i ∈ N. Therefore, combi-
nations of finite symbols in finite steps cannot cover all possible outcomes. Hence,
we need an infinite number of symbols to verify that lim
i→∞
(π(nki )− li(nki)) > 0,
which leads to a contradiction. Thus, if n tends to infinity, then the number of
computational steps also tends to infinity, and the lemma follows. 
In the proof of the next theorem, Lemma 4.2 is used to state that the error term
π(n)− li(n) is approximately the square root of the mean value.
Theorem 4.3. Let m(n) = E(π(n)). Then, π(n) − li(n) = o(M(m(n))√m(n))
is almost certainly true, where M : R → R is an arbitrary function such that
limx→+∞M(x) = +∞.
2More precisely, the equation
pi(n)− li(n) = Ω±
(
n
1
2
logn
log log logn
)
is derived.
TURING COMPUTABILITY, PROBABILITY, AND PRIME NUMBERS 11
Proof. In this case, we replace m → +∞ with n → +∞ because m → +∞ if and
only if n → +∞. The premise of Theorem 3.4 is then satisfied if we take n as k.
Let C0 be some constant such that C0 > 0. Suppose that
(4.1) |π(n)− li(n)| > C0M(m)
√
m
for some arbitrarily largem, whereM : R→ R is a function such thatM(x)→ +∞.
The following condition is satisfied:
(4.2) |π(n)−m(n)|+ |m(n)− li(n)| ≥ |π(n)− li(n)|.
Applying Theorem 3.4, we deduce that
(4.3) π(n)−m(n) = o(M(m(n))
√
m(n)) a.s.
and
(4.4) |π(n) −m(n)| < ǫM(m)√m a.s.
where m is sufficiently large for an arbitrarily small ǫ > 0. Therefore, from (4.1),
(4.2), and (4.4),
(4.5) |m(n)− li(n)| > (C0 − ǫ)M(m)
√
m a.s.
for some arbitrarily large n. Let C = C0 − ǫ > 0. We deduce that
(4.6) li(n) < m− CM(m)√m or li(n) > m+ CM(m)√m a.s.
and M(m) > 0 for some arbitrarily large n.
For an arbitrarily small ǫ > 0, it follows from (4.4) and the fact that limx→+∞M(x) =
+∞ that there exists N such that
(4.7) π(n) > m− ǫM(m)√m and π(n) < m+ ǫM(m)√m a.s.
for all n > N . Therefore, (4.6), (4.7), and the fact that M(m) > 0 imply that there
exists a subsequence {ni}i∈N of N such that
(4.8) lim
i→+∞
P (π(ni) > li(ni)) = 0 or 1,
as ǫ could be smaller than C. However,
(4.9) 0 < lim
i→+∞
P (π(ni) > li(ni)) < 1
by Lemma 4.2 and Theorem 2.1. This result almost certainly leads to a contradic-
tion; hence, π(n) − li(n) = o(M(m(n))√m(n)) is almost certainly true, and the
theorem follows. 
The following theorem then follows as a consequence of the above.
Theorem 4.4. π(n)− li(n) = o(M(n)√li(n)) is almost certainly true.
Proof. Replace m→ +∞ with n→ +∞ as before. Because
(4.10) |m(n)− li(n)| ≤ |m(n)− π(n)| + |π(n)− li(n)|,
we deduce that
(4.11) m(n)− li(n) = o(M0(m(n))
√
m(n)) a.s.
applying Theorems 3.4 and 4.3, where M0(n) → +∞. If M0(m) <
√
m/2 and
m > 0, we deduce that
(4.12) m < 2m− 2M0(m)
√
m.
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From (4.11),
(4.13) 2m− 2M0(m)
√
m < 2li(n) a.s.
for a sufficiently large n. Therefore, from (4.12) and (4.13), m < 2li(n) is almost
certainly true for a sufficiently large n. In addition, Theorem 4.3 implies that
(4.14) π(n) − li(n) = o(M0(m(n))
√
m(n)) a.s.
Therefore,
(4.15) π(n)− li(n) = o(M0(2li(n))
√
2li(n)) a.s.
Since M0(n) is an arbitrary function such that M0(n) <
√
n/2 and M0(n)→ +∞,
an arbitrary M(n) such that M(n)→ +∞ satisfies
(4.16) M(n) ≥
√
2M0(2li(n))
for some M0(n) <
√
n/2 that tends to infinity. Hence, the theorem follows. 
5. Conclusion
In this thesis, we have proved Theorem 4.4, which is almost certainly stronger
than the RH. Although this thesis is not very challenging, its method is rather
strong. We expect that the generalized RH (GRH) [7, 14] could be solved if
we could show the number of computational steps of the algorithm for verifying
whether φ(d)π(x; a, d) > li(x) [18, 22] tends to infinity. We also consider applica-
tions to complexity theory for which this work could be extended [1, 5, 6, 34, 39, 43]
because algorithms with arbitrarily many steps are required to determine whether
the corresponding problems are in a particular complexity class.
The consequences of the RH are extensive: the RH implies the Lindelo¨f hypoth-
esis [41], pn+1 − pn = O(√pn log pn) [11], and other conjectures [26, 27, 31, 42].
We expect that this thesis could lead to advances in number theory and complex
analysis, including mathematical physics [30, 36, 38]. Related introductory topics
regarding the RH have previously been also discussed [17, 23, 41]. It is beyond the
current scope to discuss other implications of the RH for algebraic number theory
[3, 4, 8, 9, 15, 16, 24, 29, 44].
We predict that there is no way of determining whether the RH is true outside the
scope of probability theory. Finally, we have still not proved whether π(n)− li(n) =
Ω(
√
li(n)). We plan to investigate this problem in our future work.
Appendix A. Probability theory
In this study, we define a probability space (Ω,Bn,P ) as follows.
Definition A.1. A probability space is a triple (Ω,Bn,P ), where
(i) Ω is a sample space such that Ω = ωn ⊔ ωn,
(ii) Bn is a set of events, such that Bn = {∅, ωn, ωn,Ω}, (if ωn = ∅ or ωn = Ω,
then Bn = {∅,Ω}), and
(iii) P is a probability function such that P (∅) = 0, P (ωn) = pn, P (ωn) =
1− pn, and P (Ω) = 1 for pn ∈ [0, 1].
Definition A.2. P (ωn) is defined as the probability of ωn, and P (ωn) as the
probability of the negation of ωn.
Definition A.3. A random variable Xn is defined by Xn(ωn) = 1 and Xn(ωn) = 0.
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Definition A.4. We suppose that ω′1 ∈ {ω1, ω1}, · · ·ω′n ∈ {ωn, ωn} are inde-
pendent and defined by P (ω′1 ∩ · · · ∩ ω′n) = P (ω′1) · · ·P (ω′n). We also posit that
X1, · · · , Xn are independent in this case.
Remark A.5. The following conditions are satisfied.
(i) 0 ≤ P (A) ≤ 1 for any A defined by applying the operations “∩” or “∪” to
any combination of ω′1, · · · , ω′n.
(ii) P (∅) = 0, P (Ω) = 1.
(iii) P (A) = 1− P (A) for A = Ω\A.
(iv) P (A1 ∪ A2) = P (A1) + P (A2) − P (A1 ∩ A2) for A1 and A2 defined as in
(i) above.
The expected value is defined as follows.
Definition A.6. For a linear function F : Rn → R with coefficients in R, the
expected value E is defined by E(F (X1, · · · , Xn)) = F (P (ω1), · · · ,P (ωn)), if
X1, · · · , Xn are independent.
From Section 3 onward, we consider a probability space (Γ, σ(X),P ) defined as
follows. Let Γ =
∏∞
n=1{ωn, ωn} and [ω′1, · · · , ω′n] = {γ ∈ Γ : γi = ω′i for any i =
1, · · · , n}. We define X0 = {∅} and Xn = {[ω′1, · · · , ω′n] : ω′1 ∈ {ω1, ω1}, · · · , ω′n ∈
{ωn, ωn}}, and let X = ∪∞n=0Xn. We denote by σ(X) the σ-algebra generated by X
and P ([ω′1, · · · , ω′n]) = P (ω′1) · · ·P (ω′n).
Furthermore, we must interpret the meaning of probability according to the
observations of natural phenomena. Let P (ωi) = p and x(n) be Xi in the n-th
trial; x(n) must almost certainly satisfy the following condition:
lim
n→+∞
n∑
k=1
x(k)/n = p.
Let xp : N → {0, 1} such that limn→+∞
∑n
k=1 xp(k)/n = p. Any xp(n) ap-
proximates Xi when n is sufficiently large. We identify all limn→+∞ xp(n), if they
diverge, because Xi could produce any {xp(n)}n∈N when P (ωi) = p. Thus, we
redefine Xi as follows.
Definition A.7. If ωi 6= ∅ and ωi 6= Ω, then Xi = limn→+∞ xp(n) for any xp(n)
that diverges.
We interpret Xi as the superposition of 0 and 1, and the corresponding proba-
bility is defined by the above formalization. We note that Xi(∅) = 0 and Xi(Ω) = 1
in this case.
Finally, we must clarify the definition of the term “almost certainly.”
Definition A.8. We say that ω is almost certainly true or almost certainly proved
and sometimes use “ a.s.” to stand for “ almost surely,” when P (ω) = 1.
The expression can vary slightly according to the context.
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