A new form of zero-discord state via Petz's monotonicity condition on relative entropy with equality has been derived systematically. A generalization of symmetric zero-discord states is presented and the related physical implications are discussed.
is positive, where M k (C) is the set of all k × k complex matrices. It follows from Choi's theorem [6] that every completely positive super-operator Λ has a Kraus representation
It is clear that for the super-operator Λ, there is adjoint super-
. Moreover, Λ is a completely positive super-operator if and only if Λ † is also a completely positive superoperator. A quantum channel is just a trace-preserving completely positive super-operator Φ. If Φ is also unit-preserving, then it is called unital quantum channel.
It has been reviewed in [5] that,
Moreover, for a tripartite state, one has [7, 8] , 
where k is a function only of i, j in the sense that
In particular, k need only be defined where p ij > 0 so that it is not necessarily constant. By collecting the terms of equivalent k we can write
Quantum discord
Consider a bipartite system AB composed of subsystems A and B. Let ρ AB be the density operator of AB, and ρ A and ρ B the reduced density operators. The total correlation between the systems A and B is measured by the quantum mutual information
where
is the entropy of A conditional on B. The conditional entropy can also be introduced by a measurement-based approach. Consider a measurement locally performed on B, which can be described by a set of projectors Π B = Π B,µ = |b µ b µ | . The state of the quantum system, conditioned on the measurement of the outcome labeled by µ, is
denotes the probability of obtaining the outcome µ, and 1 A denotes the identity operator for A. The conditional density operator ρ AB,µ allows for the following alternative definition of the conditional entropy:
Therefore, the quantum mutual information can also be defined by
The quantities I(ρ AB ) and I(ρ AB | Π B,µ ) are classically equivalent but distinct in the quantum case.
The one-sided quantum discord is defined by:
If we denote the nonselective von Neumann measurement performed on B by
then the quantum discord can be written alternatively as
Apparently, D B (ρ AB ) 0 from Lemma 1.1.
The symmetric quantum discord of ρ AB is defined by [9] ,
For the symmetric quantum discord of ρ AB , one still has that
The symmetric quantum discord of ρ A 1 ...A N for N-partite systems are defined by:
The following theorem describes the structure of symmetric zero-discord states:
for both von Neumann measurements Π A = Π A,µ and Π B = {Π B,ν }, where [10] . Since D(ρ AB ) = 0, from Eq. (2.1), it follows that there exist two von Neumann measurement
.
. 
for some von Neumann measurement Π B = Π B,µ , where 
Actually,
From Eq. (2.3) and Eq. (2.4), we have
That is,
Thus we conclude that b µ is the eigenvectors of ρ B .
For general multipartite case we have 
In order to obtain a connection with strong subadditivity of quantum entropy [11] , we associate each von Neumann measurement Π B = Π B,µ with a system C as follows:
is an isometry from B to BC. From Eq. (2.6) we have
This implies that the conditional mutual information between
A and C conditioned on B is
Similarly we have
That is, 
There exists a famous protocol-state redistribution-which gives an operational interpretation of conditional mutual information I(A; B|C) σ [12, 13] . This amounts to give implicitly an operational interpretation of quantum discord [14, 15] .
A generalization of zero-discord states
Denote
, with two marginal density matrices are ρ A = Tr B (ρ AB ) and ρ B = Tr A (ρ AB ), respectively. A sufficient condition for zero-discord states has been derived in [16] :
, where Π A = Π A,µ is some positive valued measurement for which each projector Π A,µ is of any rank. That is, 
For the system A, the change rate of the system entropy at a time τ is given by [16] :
Since the von Neumann entropy S(ρ X ) of ρ X quantifies the degree of decoherence of the system X(= A, B), it follows that the system entropy rates are independent of the AB coupling if and only if
which is equivalent to the following expression:
In view of this point, the entropy of quantum systems can be preserved from decoherence under any coupling between A and B if and only if the composite system states are lazy ones.
From the symmetry with respect to A and B, one has
Due to that
we have further
We can see from Eq. (3.3) that the total correlation is preserved under any coupling between A and B if and only if the mutual entropy rate of composite system AB is zero:
Similarly, we have: 
Proof. Let the spectral decompositions of ρ A,τ and ρ B,τ be 
Conclusion
We have studied the well-known monotonicity inequality of relative entropy under completely positive linear maps, by deriving some properties of symmetric discord. A new form of zero-discord state via Petz's monotonicity condition on relative entropy with equality has been derived systematically. The results are generalized for the zero-discord states.
There is a more interesting and challenging problem which can be considered in the future study: What is a sufficient and necessary condition for the vanishing conditional mutual entropy rates at a time τ:
where I(A : B|E) ρ = S(ρ AE ) + S(ρ BE ) − S(ρ ABE ) − S(ρ E ).
