Despite the recent successes of deep neural networks, the corresponding training problem remains highly non-convex and difficult to optimize. Classes of models have been proposed that introduce greater structure to the objective function at the cost of lifting the dimension of the problem. However, these lifted methods sometimes perform poorly compared to traditional neural networks. In this paper, we introduce a new class of lifted models, Fenchel lifted networks, that enjoy the same benefits as previous lifted models, without suffering a degradation in performance over classical networks. Our model represents activation functions as equivalent biconvex constraints and uses Lagrange Multipliers to arrive at a rigorous lower bound of the traditional neural network training problem. This model is efficiently trained using block-coordinate descent and is parallelizable across data points and/or layers. We compare our model against standard fully connected and convolutional networks and show that we are able to match or beat their performance.
Introduction
Deep neural networks (DNNs) have become the preferred model for supervised learning tasks after their success in various fields of research. However, due to their highly non-convex nature, DNNs pose a difficult * Equal Contribution problem during training time; the optimization landscape consists of many saddle points and local minima which make the trained model generalize poorly (Chaudhari et al., 2016; Dauphin et al., 2014) . This has motivated regularization schemes such as weight decay (Krogh and Hertz, 1992) , batch normalization (Ioffe and Szegedy, 2015) , and dropout (Srivastava et al., 2014) so that the solutions generalize better to the test data.
In spite of this, backprop used along with stochastic gradient descent (SGD) or similar variants like Adam (Kingma and Ba, 2015) suffer from a variety of problems. One of the most notable problems is the vanishing gradient problem which slows down gradient-based methods during training time. Several approaches have been proposed to deal with the problem; for example, the introduction of rectified linear units (ReLU). However, the problem persists. For a discussion on the limitations of backprop and SGD, we direct the reader to Section 2.1 of Taylor et al. (2016) .
One approach to deal with this problem is to introduce auxiliary variables that increase the dimension of the problem. In doing so, the training problem decomposes into multiple, local sub-problems which can be solved efficiently without using SGD or Adam; in particular, the methods of choice have been block coordinate descent (BCD) (Askari et al., 2018; Lau et al., 2018; Zhang and Brand, 2017; Carreira-Perpinan and Wang, 2014) and the alternating direction method of multipliers (ADMM) (Taylor et al., 2016; Zhang et al., 2016) . By lifting the dimension of the problem, these models avoid many of the problems DNNs face during training time. In addition, lifting offers the possibility of penalizing directly the added variables, which opens up interesting avenues into the interpretability and robustness of the network.
While these methods, which we refer to as "lifted" models for the remainder of the paper, offer an alterarXiv:1811.08039v1 [cs. LG] 20 Nov 2018 native to the original problem with some added benefits, they have their limitations. Most notably, traditional DNNs are still able to outperform these methods in spite of the difficult optimization landscape. As well, most of the methods are unable to operate in an online manner or adapt to continually changing data sets which is prevalent in most reinforcement learning settings (Sutton and Barto, 1998) . Finally, by introducing auxiliary variables, the dimensionality of the problem greatly increases, making these methods very difficult to train with limited computational resources.
Paper contribution
To address the problems listed above, we propose Fenchel lifted networks, a biconvex formulation for deep learning based on Fenchel's duality theorem that can be optimized using BCD. We show that our method is a rigorous lower bound for the learning problem and admits a natural batching scheme to adapt to changing data sets and settings with limited computational power. We compare our method against other lifted models and against traditional fully connected and convolutional neural networks. We show that we are able to outperform the former and that we can compete with or even outperform the latter.
Paper outline. In Section 2, we give a brief overview of related works on lifted models. In Section 3 we introduce the notation for the remainder of the paper. Section 4 introduces Fenchel lifted networks, their variants and discusses how to train these models using BCD. Section 5 compares the proposed method against fully connected and convolutional networks on MNIST and CIFAR-10.
Related Work
Lifted methods Related works that lift the dimension of the training problem are primarily optimized using BCD or ADMM. These methods have experienced recent success due to their ability to exploit the structure of the problem by first converting the constrained optimization problem into an unconstrained one and then solving the resulting sub-problems in parallel. They do this by relaxing the network constraints and introducing penalties into the objective function. The two main ways of introducing penalties into the objective function are either using quadratic penalties (Sutskever et al., 2013; Taylor et al., 2016; Lau et al., 2018) or using equivalent representations of the activation functions (Askari et al., 2018; Zhang and Brand, 2017) .
As a result, these formulations have many advantages over the traditional training problem, giving superior performance in some specific network structures (Carreira-Perpinan and Wang, 2014; Zhang and Brand, 2017) . These methods also enjoy great potential to parallelize as shown by Taylor et al. (2016) . However, there has been little evidence showing that these methods can compete with traditional DNNs which shadows the nice structure these formulations bring about.
An early example of auxiliary variables being introduced into the training problem is the method of auxiliary coordinates (MAC) by Carreira-Perpinan and Wang (2014) which uses quadratic penalties to enforce network constraints. They test their method on auto encoders and show that their method is able to outperform SGD. Taylor et al. (2016) further extend this work by demonstrating the huge potential to parallelize these methods. Lau et al. (2018) gives some convergence guarantee on a modified problem.
Another class of models that lift the dimension of the problem do so by representing activation functions in equivalent formulations. Negiar et al. (2017) ; Askari et al. (2018); Zhang and Brand (2017) explore the structure of activation functions and use arg min maps to represent activation functions. In particular, Askari et al. (2018) show how a strictly monotone activation function can be seen as the arg min of a specific optimization problem. Just as with quadratic penalties, this formulation of the problem still performs poorly compared to traditional neural networks.
Background and Notation
Feedforward neural networks. We are given an input data matrix of m data points X = [x 1 , x 2 , ..., x m ] ∈ R n×m and a response matrix Y ∈ R p×m . We consider the supervised learning problem involving a neural network with L ≥ 1 hidden layers. The neural network produces a predictionŶ ∈ R p×m with the feed forward recursionŶ
where φ l , l = 0, . . . , L are the activation functions that act column-wise on a matrix input, 1 ∈ R m is a vector of ones, and W l ∈ R p l+1 ×p l and b l ∈ R p l+1 are the weight matrices and bias vectors respectively. Here p l is the number of output values for a single data point (i.e., hidden nodes) at layer l with p 0 = n and p L+1 = p. Without loss of generality, we can remove b l 1 by adding an extra column to W l and a row of ones to X l . Then (1) simplifies to
In the case of fully connected networks, φ l is typically sigmoidal activation functions or ReLUs. In the case of Convolutional Neural Networks (CNNs), the recursion can accommodate convolutions and pooling operations in conjunction with an activation. For classification tasks, we typically apply a softmax function after applying an affine transformation to X L .
The initial value for the recursion is X 0 = X and
as the W and X-variables respectively.
The weights are obtained by solving the following constrained optimization problem
Here, L is a loss function, ρ ∈ R L+1 + is a hyperparameter vector, and π l 's are penalty functions used for regularizing weights, controlling network structures, etc. In (3), optimizing over the X-variables is trivial; we simply apply the recursion (2) and solve the resulting unconstrained problem using SGD or Adam. After optimizing over the weights and biases, we obtain a predictionŶ for the test data X by passing X through the recursion (2) one layer at a time.
Our model. We develop a family of models where we approximate the recursion constraints (2) via penalties. We use the arg min maps from Askari et al. (2018) to create a biconvex formulation that can be trained efficiently using BCD and show that our model is a lower bound of (3). Furthermore, we show how our method can naturally be batched to ease computational requirements and improve the performance.
Fenchel lifted networks
In this section, we introduce Fenchel lifted networks. We begin by showing that for a certain class of activation functions, we can equivalently represent them as biconvex constraints. We then dualize these constraints and construct a lower bound for the original training problem. We show how our lower bound can naturally be batched and how it can be trained efficiently using BCD.
Activations as bi-convex constraints
In this section, we show how to convert the equality constraints of (3) into inequalities which we dualize to arrive at a relaxation (lower bound) of the problem. In particular, this lower bound is biconvex in the W -variables and X-variables. We make the following assumption on the activation functions φ l .
BC Condition
The activation function φ :
We now state and prove a result that is at the crux of Fenchel lifted networks.
Theorem 1. Assume φ : R → R is continuous, strictly monotone and that 0 ∈ range(φ) or 0 ∈ domain(φ). Then φ satisfies the BC condition.
Proof. Without loss of generality, φ is strictly increasing. Thus it is invertible and there exists φ −1 such that
where z ∈ range(φ) and is either 0 or satisfies φ −1 (z) = 0. Then we have
where F * is the Fenchel conjugate of F . By the Fenchel-Young inequality, B(v, u) ≥ 0 with equality if and only if
By construction, v * = φ(u). Note furthermore since φ is continuous and strictly increasing, so is φ −1 on its domain, and thus F, F * are convex. It follows that B(v, u) is a biconvex function of (u, v).
We simply need to prove that F * (u) above is indeed the Fenchel conjugate of F . By definition of the Fenchel conjugate we have that
It is easy to see that v * = φ(u). Thus
where the third equality is a consequence of integration by parts, and the fourth equality we make the subsitution η = φ −1 (ξ)
Note that Theorem 1 implies that activation functions such as sigmoid and tanh can be equivalently written as a biconvex constraint. Although the ReLU is not strictly monotone, we can simply restrict the inverse to the domain R + ; specifically, for φ(
Then, we can rewrite the ReLU function as the equivalent set of biconvex constraint
Despite the non-smoothness of u + , for fixed u or fixed v, (5) belongs in C 1 -that is, it has continuous first derivative and can be optimized using first order methods.
We can trivially extend the result of Theorem 1 for matrix inputs: for matrices U, V ∈ R p×q , we have
Lifted Fenchel model
Assuming the activation functions of (3) satisfy the hypothesis of Theorem 1, we can reformulate the learning problem equivalently as
where B l is the short-hand notation of B φ l . We now dualize the inequality constraints and obtain the lower bound of the standard problem (3) via Lagrange relaxation
where λ l ≥ 0 are the Lagrange multipliers. The maximum lower bound can be achieved by solving the dual problem
where p * is the optimal value of (3). Note if all our activation functions are ReLUs, we must also include the constraint X l ≥ 0 in the training problem as a consequence of (5). Although the new model introduces L new parameters (the Lagrange multipliers), we can show that using variable scaling and the dual formulation we can reduce this to only one hyperparameter (for details, see Appendix A). The learning problem then becomes
Comparison with other methods. For ReLU activations, B(v, u) as in (5) (v, u) in the latter is not biconvex. While the B(v, u) in the former is biconvex, it does not perform well at test time. Intuitively, this is because when v = φ(u) = 0, then B(v, u) = u 2 does not encourage u to be negative whereas u 2 + does and deactivates the ReLU while the former tends to keep the ReLU activated.
Convolutional model. Our model can naturally accommodate average pooling and convolution operations found in CNNs, since they are linear operations. We can rewrite W l X l as W l * X l where * denotes the convolution operator and write Pool(X) to denote the average pooling operator on X. Then, for example, the sequence Conv → Activation can be represented via the constraint
while the sequence Pool → Conv → Activation can be represented as
Note that the pooling operation changes the dimension of the matrix.
Prediction rule.
In previous works that reinterpret activation functions as arg min maps (Askari et al., 2018; Zhang and Brand, 2017) , the prediction at test time is defined as the solution to the optimization problem beloŵ
where x 0 is test data point,ŷ is the predicted value, and x l , l = 1, . . . , L are the intermediate representations we optimize over. Note if L is a mean squared error, applying the traditional feed-forward rule gives an optimal solution to (12). We find empirically that applying the standard feed-forward rule works well, even with a cross-entropy loss.
Batched model
The models discussed in the introduction usually require the entire data set to be loaded into memory which may be infeasible for very large data sets or for data sets that are continually changing. We can circumvent this issue by batching the model. By sequentially loading a part of the data set into memory and optimizing the network parameters, we are able to train the network with limited computational resources. Formally, the batched model is
where X 0 contains only a batch of data points instead of the complete data set. The additional term in the objective
. . , L is introduced to moderate the change of the W -variables between subsequent batches; here W 0 l represents the optimal W variables from the previous batch and γ ∈ R L+1 + is a hyperparameter vector. The X-variables are reinitialized for each batch by feeding the new batch of data forward through the equivalent standard neural network.
Block-coordinate descent algorithm
The model (9) satisfies the following properties:
• For fixed W -variables, and fixed variables (X j ) j =l , the problem is convex in X l , and is decomposable across data points.
• For fixed X-variables, the problem is convex in the W -variables, and is decomposable across layers, and data points.
The non-batched and batched Fenchel lifted network are trained using block coordinate descent algorithms highlighted in Algorithms 1 and 2. By exploiting the biconvexity of the problem, we can alternate over updating the X-variables and W -variables to train the network.
Note Algorithm 2 is different from Algorithm 1 in three ways. First, re-initialization is required for the X-variables each time a new batch of data points are loaded. Second, the sub-problems for updating W -variables are different as shown in Section 4.5.2. Lastly, an additional parameter K is introduced to specify the number of training alternations for each batch. Typically, we set K = 1.
Updating X-variables
For fixed W -variables, the problem of updating X-variables can be solved by cyclically optimizing X l , l = 1, . . . , L, with (X j ) j =l fixed. We initialize our X-variables by feeding forward through the equivalent neural network and update the X l 's backward from X L to X 1 in the spirit of backpropagation.
We can derive the sub-problem for X l , l = 1, . . . , L−1 with (X j ) j =l fixed from (6). The sub-problem writes (14) where X 0 l−1 := W l−1 X l−1 . By construction, the subproblem (14) is convex and parallelizable across data points. Note in particular when our activation is a ReLU, the objective function in (14) is in fact strongly convex and has a continuous first derivative.
For the last layer (i.e., l = L), the sub-problem derived 
for l = L − 1, . . . , 1 do 7:
for l = L − 1, . . . , 0 do 11:
end for 13: until convergence Algorithm 2 Batched BCD Algorithm
Re-initialize X 0 with a batch sampled from input matrix X.
5:
Re-initialize X 1 , . . . , X L with neural network feed forward rule.
6:
for alternation= 1, . . . , K do 7:
for l = L − 1, . . . , 1 do 9:
for l = L − 1, . . . , 0 do 13: 
For common losses such as mean square error (MSE) and cross-entropy, the subproblem is convex and parallelizable across data points. Specifically, when the loss is MSE and we use a ReLU activation at the layer before the output layer, (15) becomes
and we use the fact that X 0 L−1 is a constant to equivalently replace B L−1 as in (5) by a squared Frobenius term. The sub-problem is a non-negative least squares for which specialized methods exist Kim et al. (2014) .
For a cross-entropy loss and when the second-to-last layer is a ReLU activation, the sub-problem for the last layer takes the convex form
where s(·) : R n → R n is the softmax function and log is the element-wise logarithm. Askari et al. (2018) show how to solve the above problem using bisection.
Updating W -variables
With fixed X-variables, the problem of updating the W -variables can be solved in parallel across layers and data points.
Sub-problems for non-batched model. The problem of updating W l at intermediate layers becomes
Again, by construction, the sub-problem (17) is convex and parallelizable across data points. Also, since there is no coupling in the W -variables between layers, the sub-problem (17) is parallelizable across layers.
For the last layer, the sub-problem becomes
Sub-problems for batched model. As shown in Section 4.4, the introduction of regularization terms between W and values from a previous batch require the sub-problems (17, 18) be modified. (17) now becomes
while (18) becomes
Note that these sub-problems in the case of a ReLU activation are strongly convex and parallelizable across layers and data points.
In this section, we compare Fenchel lifted networks against other lifted models discussed in the introduction and against traditional neural networks. In particular, we compare our model against the models proposed by Taylor et al. (2016), Lau et al. (2018) and Askari et al. (2018) on MNIST. Then we compare Fenchel lifted networks against a fully connected neural network and LeNet-5 (LeCun et al., 1998) on MNIST. Finally, we compare Fenchel lifted networks against LeNet-5 on CIFAR-10. For all experiments that used batching, the batch size was fixed at 500 and K = 1. For batched models, we do not use π l while for non-batched models we set π l (W l ) = W l 2 F for all l. For models trained using Adam, the learning rate was set to η = 10 −3 and for models trained using SGD, the learning rate was set to η = 10 −2 .
Fenchel lifted networks vs. lifted models
Here, we compare the non-batched Fenchel lifted network against the models proposed by Taylor et al. Lau et al. (2018) 2 and Askari et al. (2018) . The former model is trained using ADMM and the latter ones using the BCD algorithms proposed in the respective papers. In Figure 1 , we compare these models on MNIST with a 784-300-10 architecture (inspired by LeCun et al. (1998) ) using a mean square error (MSE) loss. After multiple iterations of hyperparameter search with little improvement over the base model, we chose to keep the hyperparameters for Taylor et al. (2016) and Lau et al. (2018) as given in the code. The hyperparameters for Askari et al. (2018) were tuned using cross validation on a hold-out set during training. Our model used these same parameters and cross validated the remaining hyperparameters. The neural network model was trained using SGD. The resulting curve of the neural network is smoothed in Figure 1 for visual clarity. From Figure 1 it is clear that Fenchel lifted networks vastly outperform other lifted models and achieve a test set accuracy on par with traditional networks.
Fenchel lifted networks vs. neural networks on MNIST
For the same 784-300-10 architecture as the previous section, we compare the batched Fenchel lifted networks against traditional neural networks trained using first order methods. We use a cross entropy loss in the final layer for both models. The hyperparameters for our model are tuned using cross validation. Figure  2 shows the results. We also compare Fenchel lifted networks against a LeNet-5 convolutional neural network on MNIST. The network architecture is 2 convolutional layers followed by 3 fully-connected layers and a cross entropy loss on the last layer. We use ReLU activations and average pooling in our implementation. Figure 3 plots the test set accuracy for the different models. In Figure 3 , our method is able to nearly converge to its final test set accuracy after only 2 epochs while Adam and SGD need the full 20 epochs to converge. Furthermore, after the first few batches, our model is attaining over 90% accuracy on the test set while the other methods are only at 80%, indicating that our model is doing something different (in a positive way) compared to traditional networks, giving them a clear advantage in test set accuracy.
Fenchel lifted networks vs CNN on CIFAR-10
In this section, we implement the LeNet-5 architechture and compare with Fenchel lifted networks on CIFAR-10. Figure 4 compares the accuracies of the different models.
In this case, the Fenchel lifted network still outperforms the SGD trained network and only slightly under performs compared to the Adam trained network. The larger variability in the accuracy per batch for our model can be attributed to the fact that in this exper- iment, when updating the W -variables, we would only take one gradient step instead of solving (19) and (20) to completion. We did this because we found empirically solving those respective sub-problems to completion would lead to poor performance at test time.
Conclusion and Future Work
In this paper we propose Fenchel lifted networks, a family of models that provide a rigorous lower bound of the traditional neural network training problem. Fenchel lifted networks are similar to other methods that lift the dimension of the training problem, and thus exhibit many desirable properties in terms of scalability and the parallel structure of its sub-problems.
As a result, we show that our family of models can be trained efficiently using block coordinate descent where the sub-problems can be parallelized across data points and/or layers. Unlike other similar lifted methods, Fenchel lifted networks are able to compete with traditional fully connected and convolutional neural networks on standard classification data sets, and in some cases are able to outperform them.
Future work will look at extending the ideas presented here to Recurrent Neural Networks, as well as exploring how to use the class of models described in the paper to train deeper networks. Another line of work looking into how to develop closed-form solutions and optimized software for the sub-problems that arise during training may further highlight the benefits that the model initially shows. 
