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Vora, Ashish P. PhD, Purdue University, August 2016. Modeling the Impact of
Battery Degradation within Lifecycle Cost Based Design Optimization of Heavy-
Duty Hybrid Electric Vehicles. Major Professors: Gregory Shaver and Peter Meckl,
School of Mechanical Engineering.
The optimal design of hybrid electric vehicle (HEV) powertrains from a systems
perspective is critical to realize the maximum benefits for a given application. This is
particularly true in the heavy-duty vehicle space where the major challenges are: (i)
greater emphasis on economic viability, (ii) reluctance to take on risk associated with
new technologies, and (iii) numerous diverse applications that preclude a one-size-fits-
all approach to hybrid-electric powertrain design. Past studies on HEV powertrain
design have either ignored battery degradation, or failed to holistically capture its
impact from a lifecycle cost perspective. The focus of this effort is the development
of a model-based framework that enables parametric optimization of the design and
control of hybrid electric vehicles while accounting for the degradation of the lithium-
ion battery and its impact on the total cost-of-ownership of the vehicle.
Two different implementations of such a framework are described. The first im-
plementation explores a very high-fidelity approach to enable engineering design opti-
mization across a small parameter space. It captures the impact of battery degrada-
tion on fuel consumption and battery replacements over the vehicle life by incorporat-
ing a high-fidelity electrochemical battery model capable of predicting degradation,
and degraded performance, into the powertrain simulation. An electric motor and
battery size optimization problem is studied for a parallel HEV transit bus applica-
tion. Results show that different optimal component sizes are obtained when different
optimization objectives, such as net present value, payback period, internal rate of
return, or simply the “day 1” fuel consumption, are considered. Accounting for the
xvi
battery degradation in the powertrain simulations shows fuel consumption increasing
by up to 10% from “day 1” to end-of-life of the battery. These results highlight the
utility of the proposed implementation in enabling better design decisions as com-
pared to methods that do not capture the evolution of vehicle performance and fuel
consumption as the battery degrades. However, the high-fidelity electrochemical bat-
tery degradation model and the interval-by-interval simulation approach used in this
implementation are computationally too expensive for a large-scale design study.
In contrast, the second implementation uses a simpler empirical battery model to
enable a large-scale study over a 10-parameter design space, over multiple architec-
tures and vehicle applications. This implementation is designed to aid heavy-duty
vehicle and powertrain component manufacturers in identifying market opportunities
and planning future products. The design space explored in this work includes three
powertrain component sizing parameters, four control strategy parameters and three
vehicle uncertainty parameters. Multiple drive cycles were simulated across the Class
5-7 medium-duty truck and Class 7-8 transit bus applications for both parallel and
series plug-in hybrid electric vehicle (PHEV) powertrain architectures with charge
depleting and charge sustaining modes of operation. These simulation results were
then evaluated for real-world economic viability under different economic assumptions
corresponding to the 2015, 2020, 2025 and 2030 time frames. Sensitivity of the eco-
nomic viability of solutions was also studied with respect to the vehicle uncertainty
parameters, economic assumptions and vehicle utilization assumptions.
The results show that real-world viability of plug-in hybrid electric powertrains
depends the most on fuel price, annual vehicle miles traveled and the cost of Li-ion
batteries. The overall economic viability does not show any significant dependence
on the vehicle weight, aerodynamic drag coefficient, rolling resistance coefficient, or
electric machine costs. The transit bus applications are more favorable than the
truck applications due to the higher annual vehicle mileage and larger vehicle weight
contributing to increased fuel savings. Low-speed urban cycles are most favorable
and the parallel hybrid architectures are able to meet viability conditions more easily
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as compared to series architectures. For example, this analysis identifies a powertrain
solution for a parallel PHEV transit bus running on the urban Manhattan drive cycle,
that guarantees a payback period<2.6 years and 4 or fewer battery replacements, even
under the worst case assumptions for annual vehicle miles, fuel price and battery costs.
Under the nominal assumptions, by 2020, parallel PHEV transit buses demonstrate
payback periods <2 years and 3 or fewer battery replacements, across almost all
vehicle uncertainty parameters and drive cycles.
While exploring the suitability of available battery degradation models during this
effort, the need for accurate yet computationally efficient battery degradation mod-
els became clear. A comparison of three existing models showed that pre-existing
physically-based electrochemical models can be accurate across operating conditions
but are computationally expensive. Pre-existing empirical models were found to be
fast enough for system design, but their accuracy was limited to the operating condi-
tions used for their calibration. For example, the empirical degradation model used
in the second implementation of the design framework described above could only be
used with significant constraints on the battery operating space. To ensure accuracy
of the degradation results, battery operation had to be limited to the operating range
over which the empirical degradation model had been calibrated. To address this con-
cern, a novel physically-based reduced-order degradation model was developed. This
model captures the two dominant degradation mechanisms occurring on the graphite
anode: (i) solid-electrolyte layer growth, and (ii) loss of active material. This model
matches the accuracy of the more complex electrochemical models across multiple
experimental ageing datasets, while running 72 times faster. For comparison, the de-
sign study described in the previous paragraph took a total of 280 days of single-core
computational time, out of which the empirical battery degradation model consumed
1 day. Using the electrochemical model for the same study would take 3.2 years, while




There is growing evidence that the anthropogenic climate change crisis facing our
world will place tremendous pressures on natural as well as human systems throughout
the world [1]. This will stress the availability of natural resources and significantly
impact the quality of life of most humans alive today. Reducing the carbon footprint
of human civilization is very important if the most harmful effects of climate change
are to be mitigated.
Figure 1.1. U.S. greenhouse gas emissions by economic sector in 2013 [2].
Due to its primary reliance on petroleum-based fuels, the transportation sector is
one of the largest contributors to greenhouse gas (GHG) emissions in the United States
(Figure 1.1, [2]). Within the transportation sector, the heavy-duty vehicles segment
is forecast to grow the most in terms of energy consumption by 2040 (Figure 1.2, [3]).
Recognizing this danger, the EPA and NHTSA have recently introduced legislation
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to regulate the fuel economy of heavy-duty vehicles and thus curb GHG emissions.
Under the current regulation framework, incentives for hybrid-electric powertrains
in heavy-duty vehicles are limited by the powertrain certification protocols in place.
However, increasingly stringent regulations and updated protocols are expected to
drive powertrain electrification in heavy vehicles over the next decade, as hybrid
electric vehicles (HEVs), plug-in hybrid electric vehicles (PHEVs) and electric vehicles
(EVs) offer a promising pathway to meeting a low carbon footprint transportation
solution.
Figure 1.2. Delivered energy consumption for transportation by mode
in the Reference case, 2013 and 2040 [3].
HEVs and PHEVs contain an electric powertrain with an energy storage system
(ESS) in addition to a conventional internal combustion engine (ICE) powertrain.
These vehicles can provide a significant improvement in fuel economy over conven-
tional vehicles powered only by an internal combustion engine (ICE), via energy
recaptured through regenerative braking, and the improvement of engine efficiency
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due to additional flexibility in powertrain operation. To realize the maximum fuel
economy benefit it is critical to optimally size the powertrain components and tune
the power-management strategy for the specific application.
Two factors that have especially challenged greater adoption of hybridization in
the heavy-duty vehicle space have been: (i) diversity of applications, which precludes
a one-size-fits-all approach to design, and (ii) the extremely cost-sensitive nature of
the market, where the consumers are usually commercial fleet operators whose sole
concern is the cost of ownership of the fleet. The commercial nature of the heavy-duty
vehicle market means that economic profitability of vehicle operation is the major
consideration for fleet owners and operators who purchase such vehicles, unlike the
light-duty sector where several other considerations such as comfort, utility, styling,
and brand image affect buying decisions. This especially reduces the appetite for
promising but unproven new technologies that come with a significant up-front cost
premium.
Model-based design is a recognized strategy for tackling the first challenge, as
it allows iterative development of design and controls without expensive and time-
consuming physical prototyping. The second challenge arises primarily due to the
expense and uncertainty associated with the lithium ion batteries (LIBs) that consti-
tute the ESS in electrified powertrains. Compared to other powertrain components,
LIBs have only recently become popular in automotive applications and, as a result,
they are still expensive. For example, the battery pack in the Nissan Leaf EV is
estimated to cost $10,000, or roughly 29% of the $35,000 sticker price of the entire
vehicle. To add to that, there is still uncertainty around the reliability and degra-
dation of these batteries in automotive applications. LIBs undergo degradation in
performance that is highly sensitive to how they are utilized, and can require multi-
ple expensive replacements over the life of the vehicle.
This effort aims to address the two factors highlighted above, by developing a
comprehensive model-based framework that enables the optimal design and control
of heavy-duty HEVs, from a total cost-of-ownership (TCO) perspective. To capture
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the TCO for an end-user, it is critical to capture the degradation of the battery, and
its impact on the performance of the vehicle.
1.2 Background
Several studies have tackled the HEV design optimization problem with varying
scope and focus areas, with the majority focusing on the light-duty vehicles. Refer-
ence [4] demonstrated the use of the DIRECT (DIviding RECTangles) algorithm to
optimize the parameters of a rule-based power management strategy for a parallel
Plug-in Hybrid Electric Vehicle (PHEV). Reference [5] used a sequential approach
to first optimally size the electric motor and battery for a series PHEV to meet a
certain All-Electric Range (AER) and then size the engine for maximum fuel econ-
omy with the selected motor and battery size. In the medium/heavy-duty vehicle
space, a detailed design study of a medium-duty military vehicle was presented with
a sequential methodology for the simultaneous optimization of design and control pa-
rameters in [6]. Various sizing methodologies for different medium/heavy-duty HEV
applications have been proposed in [7].
On the control strategy front, Pontryagin’s minimum principle (PMP) and dy-
namic programming (DP) have been considered for optimal HEV energy management
in [8–13]. In some studies, additional objectives have been demonstrated to the op-
timization problem, such as charging control [14] or engine/after-treatment/battery
temperatures and engine emissions [15–17].
Reference [18] defines a comprehensive total cost-of-ownership (TCO) for light-
duty plug-in hybrid vehicles and also presents a brief review and comparison of various
TCO models developed in prior literature, however, none of these models tackles the
design optimization problem. As such, these studies do not use vehicle simulation
models to predict fuel consumption as a function of powertrain parameters, instead
focusing on the analysis of current production vehicles. Furthermore, most of these
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TCO models are focused on passenger cars and light trucks, and none of them include
the impact of battery degradation and battery replacements.
The studies cited above also do not consider the degradation of the battery. Opti-
mizing HEV design and controls to extend battery life is important as battery replace-
ment adds a significant cost to the HEV value proposition. This is especially true
in the heavy-duty vehicle space where vehicle power demand can be high, potential
benefits of hybridization are smaller, and customers’ appetite for risky investments is
lower.
References [19,20] motivated the opportunity for life-extending control by demon-
strating varying degradation rates with varying duty cycles using semi-empirical bat-
tery degradation models. Reference [21] proposed a method to optimally size and
control a hybrid energy storage system consisting of a Li-ion battery and a super-
capacitor pack for series HEV transit bus, to extend the life of the Li-ion battery.
References [22, 23] have proposed a frequency domain power distribution strategy to
mitigate soot emissions and extend battery life. Reference [24] proposed a control-
oriented battery pack model that also includes a semi-empirical ageing model based
on the stress-factor approach.
In general, there are three aspects of the HEV design optimization problem that
prior studies do not capture. First, the battery models used in the above studies are of
the equivalent circuit type, and are used in conjunction with semi-empirical degrada-
tion models fit to experimental data [19,21,25]. These models are usually limited to a
specific chemistry and cell construction, and the range of operation over which such a
model is reliable is also limited to that used for generating the model. More complex,
physically-based electrochemical models have been developed to model Li-ion battery
degradation [26–31]. However, these models are computationally expensive and have
not been used in system-level design studies.
Secondly, these studies do not incorporate the impact of battery degradation on
vehicle fuel consumption over vehicle life. While past studies have considered Net
Present Value (NPV) or other lifecycle metrics as an objective for optimization ( [32–
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34]), either battery degradation and replacement is ignored, or even if it is considered,
the vehicle model itself is considered to remain the same over the entire life of the
vehicle. In reality, as the battery approaches the end of its useful life, its power
capability degrades and this leads to a corresponding increase in the fuel consumption
of the ICE. In addition, as the battery ages, the input/output power history for the
battery will change, resulting in aging progression that is different from the case
wherein which the day 1 power profile is assumed. Reference [35] does consider the
effect of battery degradation on fuel consumption, battery replacement and total cost
of ownership (TCO) using the semi-empirical model developed in [19], but the analysis
is limited to a light-duty PHEV application, leading to the conclusion that battery
life is sufficient so as to not warrant replacement within the vehicle lifetime. However,
as results in the current effort will indicate, this answer may vary for different vehicles
and different battery sizing and battery management strategies.
Lastly, prior studies have not studied the sensitivity of real-world HEV perfor-
mance and economic viability to variability in economic assumptions and vehicle uti-
lization scenarios. These can have a significant impact on the ownership economics
and could provide valuable insight to vehicle and powertrain manufacturers for future
product planning purposes.
1.3 Contributions
As outlined in Section 1.2, there are no studies that: (i) holistically capture the
impact of battery degradation and its implications on vehicle performance, (ii) incor-
porate this aspect into a powertrain design strategy that considers real-world require-
ments of heavy-duty vehicles from a TCO perspective, and (iii) capture the variability
in economic assumptions and vehicle parameters, and its impact on the HEV power-
train design strategy. The primary goal of this effort has been the development of a
modeling, simulation and analysis framework that achieves the above objectives. In
achieving this, contributions were made in the following three areas.
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1.3.1 Impact of battery degradation on vehicle fuel economy
As the battery degrades, its energy and power capacity degrade and, as shown
in this thesis, this can impact the fuel economy of a HEV. While battery degrada-
tion has been studied in prior studies, this impact on vehicle performance has always
been ignored. The assumption that is typically made is that the vehicle will operate
throughout its life as it does on Day 1. To study the impact of battery degradation
on vehicle fuel consumption, a high-fidelity electrochemical Li-ion battery model was
integrated with dynamic powertrain simulation models, and an interval-by-interval
simulation methodology was developed to model vehicle performance with a progres-
sively ageing battery. This implementation is demonstrated for an electric motor and
battery sizing optimization problem for a parallel HEV transit bus application.
The author led the implementation of this modeling framework and the transit
bus design optimization study with the assistance of colleagues Xing Jin and Vaidehi
Hoshing. This contribution is described in Chapter 3 of this dissertation. Preliminary
results from this effort were published in a conference paper [36], and final results are
described in [37].
1.3.2 Evaluating real-world economic viability of HEV powertrains in
heavy-duty vehicle applications
While the previous contribution enabled a detailed interval-by-interval simulation
of vehicle performance as the battery ages, that approach was found to be computa-
tionally too expensive for large-scale design studies. A second implementation was de-
veloped using a simpler empirical battery model and foregoing the interval-by-interval
battery update. Instead, this implementation was developed to study a large design
space across multiple PHEV architectures and drive cycles. The result is a powerful
and versatile tool that can help: (i) identify market opportunities for HEVs/PHEVs,
(ii) understand sensitivity of economic feasibility to economic, vehicle utilization and
vehicle uncertainty parameters, and (iii) incorporate real-world economic considera-
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tions such as payback period and maximum number of ESS replacements into the
design process.
This framework was utilized to explore a 10-parameter design space to identify
economically viable PHEV powertrain solutions for Class 5-7 medium-duty (MD)
trucks and Class 7-8 transit buses, under various economic assumptions. This effort
was led by the author with assistance from Vaidehi Hoshing, Xing Jin and Tridib Saha.
The framework and this large-scale PHEV design study are described in Chapter 4
of this dissertation as well as in [38].
1.3.3 Development of a physically-based reduced-order battery degrada-
tion model
While evaluating existing battery degradation models for use in this effort, it
was realized that a gap existed in the models available for predicting Li-ion battery
degradation. Physically-based models were accurate and highly generalizable but
computationally inefficient for system-level studies, while empirical models were fast
enough but did not generalize well to different operating conditions. To overcome this
limitation, a novel physically-based reduced-order degradation model was developed.
This model is computationally efficient for model-based design and was shown to
compare favorably to experimental data sets across different operating conditions.
This effort was led by a colleague, Xing Jin, with the author providing assistance.
This effort is detailed in Chapter 5 of this dissertation. The comparison of existing
degradation models is described in [39], and the reduced-order model development
and validation work is described in [40].
1.4 Thesis Outline
Chapter 2: MODELS AND METHODOLOGY provides some background
on simulation models/strategies utilized for modeling the HEV powertrain, the Li-
ion battery pack and the power management strategy, and details the common mod-
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els/strategies that are used in Chapters 3 and 4. It also describes the economic
metrics used in Chapters 3 and 4 to analyze the results from a TCO perspective.
Chapter 3: UNDERSTANDING IMPACT OF BATTERY DEGRADA-
TION describes a modeling approach where a high-fidelity electrochemical model
is integrated into the powertrain simulation framework, to accurately capture battery
degradation and its impact on vehicle fuel consumption. This approach is demon-
strated using a design optimization study carried out on a pre-transmission parallel
HEV for the North American urban transit bus application and discusses the results
and insights obtained through the use of this framework.
Chapter 4: LARGE-SCALE PHEV DESIGN STUDY details an expanded
design study across multiple architectures and vehicle applications, with a larger
design, control and uncertainty parameter space. The results help identify design
solutions that optimize total cost-of-ownership for particular applications, as well as
assess the robustness of design solutions to different vehicle configurations and loading
conditions. Additionally, the results provide insight into the economic conditions
required for market viability of different hybrid-electric powertrain architectures.
Chapter 5: REDUCED-ORDER BATTERY DEGRADATION MODEL
first compares three representative battery degradation models against experimental
data, highlighting the lack of a computationally-efficient model that can accurately
capture degradation under varying operating conditions. Next, a new physically-
based reduced-order model is developed that is fast and yet accurately able to predict
battery degradation across the various experimental data sets.
Chapter 6: CONCLUSIONS AND FUTURE WORK concludes the disser-
tation with the key takeaways from this effort and some promising directions for
future work in this domain.
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2. MODELS AND METHODOLOGY
Modeling and simulation have become ubiquitous in automotive engineering as they
enable fast, safe and inexpensive prototyping of design and controls, especially for
complex systems like HEVs and PHEVs [41, 42]. The scope of this work requires
accurate prediction of fuel consumption of the internal combustion engine (ICE), the
power distribution between the ICE and the electric drivetrain, state-of-charge (SOC)
of the energy storage system (ESS), and dynamics of the various other drivetrain com-
ponents. To predict these operating parameters in response to a desired drive cycle
(demanded velocity vs. time), an accurate powertrain model is required. Addition-
ally, to determine the total cost-of-ownership (TCO) accurately, the degradation of
the battery needs to be modeled to estimate battery replacement costs. The outputs
from these simulation models can then be used to conduct a cost-benefit analysis
that allows the assessment of HEV/PHEV powertrain design and control from the
economic perspective of an end-user.
To enable large-scale parametric studies and optimization at the system-level,
some desired characteristics are highlighted for the modeling and the economic anal-
ysis framework to be developed:
1. The framework should be easily reconfigurable to represent different powertrain
architectures and applications.
2. The modeling environment should be scalable, i.e. easily accommodate compo-
nent models at various levels of abstraction such that it can lend itself to design
and control optimization studies at both the system and the component level.
3. It should enable design and trade-off studies through parametric variation of
component design and/or control parameters.
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4. The simulation process should be computationally efficient, to enable large-scale
studies.
5. The methodology should be able to evaluate solutions against real-world crite-
ria, such as (i) the payback period on the initial premium for a hybrid power-
train, (ii) the cost/inconvenience associated with frequent battery replacements,
(iii) performance requirements, including gradability and drive cycle power de-
mands.
The next sections will describe the models and the economic framework used in
this thesis to meet these requirements.
2.1 Powertrain Modeling
A powertrain simulation model accepts as an input the desired drive cycle and
predicts the response of the vehicle and its powertrain components. For this project,
a good vehicle powertrain model is needed that not only captures the electrical and
mechanical dynamics of powertrain components but also captures the impact of power
management control dynamics on the vehicle performance. Powertrain simulation
schemes can be broadly classified as [43]:
Backward-facing simulation The power demand at the wheels required to meet a
drive cycle is propagated backward through the powertrain and imposed on the
powertrain components. It is assumed that components can instantaneously
respond to the demanded power without limits. While such models are com-
putationally very fast and good for preliminary design studies, it is difficult to
incorporate the physical dynamics and limits of components in such a model
and hence they are less suitable for control development.
Forward-facing simulation In this scheme, the vehicle model includes a driver
model (usually a proportional-integral or PI controller, often with some feed-
forward control action) that dynamically models the acceleration and braking
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force demands (as pedal positions) in response to error between the desired
speed and the current speed (i.e., mimicking a human driver). The powertrain
responds to these pedal positions, as in a real vehicle, to produce the real power
output that determines the actual acceleration of the vehicle. Since it is easy
to incorporate dynamic models of the components, this scheme is more suitable
for control development.
Forward/backward simulation This scheme follows the backward-facing approach
to determine the power requirements from the power sources but then propa-
gates them forward again through the drivetrain, emulating the forward-facing
approach to come up with actual vehicle speed. ADVISOR [43,44] is a popular
tool that implements this approach, however, it remains closer to the backward-
facing approach in terms of suitability for control development.
Since scalability to component-level design and development of dynamic controls
were key requirements, it was decided to choose a forward-facing approach. The
Autonomie software developed by Argonne National Laboratory (ANL) was used as
the vehicle simulation environment [45–47]. The reasons for choosing this software
were primarily the forward-facing simulation capability, ease of customization of mod-
els/scripts due to the MATLAB/Simulink base and the large database of component
models, architectures and power management strategies.
For the scope of this project, the primary applications of interest were medium-
duty (Class 5 - Class 7) trucks and transit buses (Class 7 & 8). Note that medium-
duty trucks are one subset of heavy-duty vehicles. The two basic hybrid powertrain
architectures, Series and Parallel, are considered in this work. Figure 2.1 shows
a Series HEV architecture, where the conventional I. C. Engine (ICE) operates in
series with the electric powertrain (i.e., the engine only charges the ESS through a
generator; only the traction motor/generator powers the wheels directly). Figure 2.2
shows a pre-transmission parallel architecture, where both the ICE and the traction
motor/generator can directly power the wheels (i.e., parallel power sources).
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Figure 2.1. Series HEV architecture.
Figure 2.2. Pre-transmission parallel HEV architecture.
The study described in Chapter 3 only considers a parallel pre-transmission hybrid
electric vehicle model parameterized to represent a Class 8 transit bus. The study
described in Chapter 4 includes both series and parallel architectures parameterized
for Class 5-7 MD trucks and Class 7-8 transit buses.
The fundamental physical relationship that determines the power required at the










2 −Mg sin θ (2.1)
where M is vehicle mass, v is vehicle velocity, Ftr is tractive force at wheels put out
by the drivetrain, g is the acceleration due to gravity, Crr is the coefficient of rolling
resistance, ρ is the density of air, Cd is the coefficient of aerodynamic drag, Af is the
frontal area of the vehicle and θ is the road grade.




= Ftr − (F0 + F1v + F2v2)−Mg sin θ (2.2)
where F0, F1 and F2 are the road load coefficients obtained from coast-down testing
and capture the resistance due to aerodynamic drag and rolling resistance.
To maintain computational speed for system-level studies, simple map-based mod-
els are used to model the ICE and electric machine maximum torque and efficiency
(Equations (2.3) and (2.4)). These equations can be replaced with more detailed
physical models if required.
ηENG = f(τENG, ωENG) ; τmax ENG = f(ωENG) (2.3)
ηMOT = f(τMOT , ωMOT ; τmax MOT = f(ωMOT )) (2.4)
Here τ is the torque output, τmax is the maximum torque output, ω is angular velocity,
and the subscripts ENG and MOT stand for the ICE and electric motor, respectively.
Existing models from Autonomie have been used for the automatic transmission,
clutch and final drive while the mechanical and electrical accessories have been mod-
eled as constant power draws.
2.2 Lithium-ion Battery Modeling
The electrochemical battery (a collection of electrochemical cells) was first realized
by Alessandro Volta when he built the Voltaic Pile in 1800. Since then batteries
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have evolved significantly. Increasing demands from consumer electronics led to the
development of Lithium-ion batteries (LIBs) in the 1980s. LIBs, in particular, have
shown tremendous promise for re-usable energy storage due to their high specific and
volumetric energy/power densities compared to other previous battery technologies
[48]. These favorable properties, along with decreasing costs, have made LIBs the
foremost candidate for energy storage in electric vehicle (EV) and hybrid electric
vehicle (HEV) applications [25,49]. Recent innovation in Li-ion battery technology is
significantly driven by the realization that efficient, inexpensive and compact electrical











































Figure 2.3. Schematic of a typical Li-ion battery [50]. Li-ion and
electron transfer direction shown is during discharge.
A diagram of a typical Li-ion cell with a single pair of porous electrodes is shown
in Figure 2.3 [50]. As shown, the battery includes three solid elements: a negative
electrode (anode), a separator, and a positive electrode (cathode). These are im-
mersed in an electrolyte which is usually an organic solvent with dissolved Li salts.
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During discharge, Li ions (purple dots) diffuse to the surface of the active material
particles within the anode (blue discs), de-insert from the surface, and then transfer
into the electrolyte solution. These lithium ions then travel in the electrolyte solution
through the separator to the cathode, and diffuse towards the inner regions of the
cathode active material particles (yellow discs). The separator is an ionic conductor
and electronic insulator, which forces the electrons to flow through an external circuit.
The reverse occurs during the charging process. Graphite is the most popular an-
ode material and can be paired with several different cathode materials, for instance
Lithium Iron Phosphate (LFP), Lithium Manganese Oxide (LMO), Lithium Nickel
Cobalt Aluminium Oxide (NCA), Lithium Nickel Cobalt Manganese Oxide (NCM) or
even combinations/alloys of these materials such as NCM+LMO, to achieve different
properties such as thermal safety, energy density, power density, etc.
The Li-ion battery is a complex electrochemical system and as such can be modeled
at various levels of abstraction depending on the modeling needs. The requirements
from the model can be separated into two aspects: (i) electrical dynamic performance,
and (ii) aging/degradation of the battery.
Electrical dynamic performance [51]: This captures how the battery dynam-
ically reacts to a power demand from the electrical powertrain (i.e., predicting the
terminal voltage, state-of-charge (SOC) and the losses within the battery, given a
power or current demand as an input). For simplicity, this aspect of the battery
model will be referred to as the “performance model” from here onwards in this
dissertation.
In a very broad sense, the type of models used to predict electrical dynamic
performance can be classified into two categories [51,52]:
1. Equivalent circuit models: These models represent the electrochemical cell
as an electrical circuit using resistors, capacitors and inductances to represent
the internal resistance and various dynamic phenomena such as polarization
and diffusion transport. A voltage source, or sometimes a capacitor, is used
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to represent the open-circuit voltage of the battery. The parameters of these
electrical components (i.e., resistance, capacitance, voltage source, etc.) are
usually modeled as analytical or map-based functions of temperature, SOC,
current, etc., and fit to experimental data. By default, Autonomie uses this
type of a battery model.
Limits on the capability of the battery to source/sink power can only be applied
at a control level but are not required by the model physics (i.e., the model will
not prevent violation of physical limits).
2. Physics-based electrochemical models: These models attempt to model
the underlying physical phenomena (including diffusion of charged species and
reaction kinetics) that constitute the reversible charging and discharging of an
electrochemical battery [51,53]. Within this category, there are several levels of
model detail ranging from the 1-D/2-D Single Particle Model (SPM) [54] and
Porous Electrode models [55] to Multi-Scale Multi-Domain 3-D models [56].
The power and energy limits of the cell are implicitly defined in such models and
care has to be taken to exercise them accordingly through appropriate controls.
Ageing/degradation effect [52]: This is the capability of the model to predict
how the usable energy capacity, power limits, losses and dynamic performance of
the battery change over extended time and use. For simplicity, this aspect of the
battery model will be referred to as the “degradation model” from here onwards in
this dissertation.
The reversible Li-ion electrochemical cell consists of two electrodes that are ca-
pable of receiving and releasing Li-ions reversibly and an electrolyte that facilitates
the transfer of these free Li-ions between the electrodes. This process is not perfectly
reversible and extended use results in degradation of the electrode and electrolyte ma-
terials. This material degradation can be attributed to two major phenomena [52]:
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1. Irreversible side reactions between the electrode and electrolyte materials, which
often lead to the formation of a Solid Electrolyte Interphase (SEI) layer at the
electrode/electrolyte interface. This phenomenon shows little dependence on
the cell usage (i.e., current, SOC, etc.) and hence is primarily a function of
time.
2. Mechanical fracture/delamination and isolation of the electrode active material
due to cyclic strain induced by the insertion/de-insertion of Li-ions into and
out of the electrode structure. This phenomenon is primarily a function of the
energy or current throughput (i.e., cyclic usage of the cell).
There are several other degradation phenomena that occur under specific circum-
stances for specific battery chemistries, such as dendrite growth due to uneven Li
deposition on electrode surfaces, poisoning of electrode active material due to con-
tamination from the other electrode, or decomposition of electrolyte under extreme
temperatures. However, the two phenomena listed above represent the major degra-
dation mechanisms seen in most Li-ion cell formulations. The consequences of these
degradation mechanisms can be classified into three categories [52]:
1. Primary capacity loss of cyclable Li-ions: This occurs when Li-ions are con-
sumed in irreversible side reactions and/or in active electrode material that
gets isolated due to mechanical fracture. This results in a direct reduction of
the energy capacity of the cell.
2. Secondary capacity loss of active sites in the electrode: This results from isola-
tion of active electrode material due to mechanical fracture. This reduces the
capacity of either electrode for accepting Li-ions and can thus limit the energy
capacity of the cell.
3. Resistance increase across cell: This occurs due to passive films (such as the
SEI layer) which form on the electrode surface as well as due to increase in
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resistance to Li-ion transport which accompanies structural and material degra-
dation within the electrodes and electrolyte.
To capture these degradation mechanisms and, more importantly, the conse-
quences of degradation on cell performance, several types of models have been pre-
sented in the literature [52]. Broadly speaking, they can again be classified into two
categories which are of primary importance from a systems perspective:
1. Empirical models: In such models, degradation effects are typically modeled
by introducing some empirical or semi-empirical functional dependence of the
performance model parameters on ageing factors such as energy throughput,
depth-of-discharge (DOD), temperature, C-rates, etc. [19,52,57–60]. This func-
tional dependence on ageing factors is deduced and tuned using experimental
data.
Semi-empirical models for the Lithium Nickel Cobalt Aluminum Oxide (NCA)
and Lithium Iron Phosphate (LFP) chemistries, developed by National Renew-
able Energy Laboratory (NREL), [61, 62] were generated by compiling exper-
imental data under different aging conditions from multiple sources. Refer-
ence [25] proposed two different empirical models for the LFP and the Lithium
Nickel Cobalt Manganese Oxide + Lithium Manganese Oxide (NCM + LMO)
chemistries that were fitted to experimental data with variable temperatures,
C-rates and DODs. Reference [57] presented a weighted ampere-hour through-
put model based on a severity factor map that captures the battery degradation
for a LFP cell due to the different operating factors including temperature and
C-rate. These degradation effects are often separated into cycle ageing (degra-
dation due to the cyclic use of the cell) and calendar ageing (degradation over
time) to account for the two major ageing phenomena listed earlier.
One drawback of these models, which will be explored in further detail in Chap-
ter 5, is that model fidelity is narrowly limited to the range of operating condi-
tions of the experimental dataset to which the model was calibrated. Another
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drawback, which will be demonstrated over Chapters 3 and 4, is that these
models usually are not able to capture the effect of ageing on the electrical
performance of the cell.
2. Phenomenological models: These models are typically used with electro-
chemical performance models and allow the use of physics-based relationships
between the electrochemical parameters and degradation effects. [26–31]
In [26] and [27], an aging model based on the single-particle approach was
developed to take into account the solid-electrolyte-interface (SEI) layer thick-
ness growth and possible active material loss at both anode and cathode. An
empirical correlation of graphite active material loss as a function of C-rate
and temperature was implemented to get better agreement with experimental
data. Reference [29] showed a simplified isothermal physics-based aging model,
in which the SEI layer growth was related to both capacity loss and internal
resistance increase.
Due to the physics-based nature of these models, they scale with much greater
fidelity to operating conditions outside of those used for calibration. Depending
on the degradation mechanisms modeled, it is often possible to extend these
models across different chemistries and constructions. One caveat to keep in
mind when using such models is that not all degradation mechanisms for the
different Li-ion chemistries are well understood yet.
As should be expected, the advantages of using physics-based electrochemical
models to predict cell performance and degradation come with a significant com-
putational cost compared to the simpler equivalent circuit performance models and
empirical degradation models. In the following chapters, two particular Li-ion battery
models will be described that were primarily used over the course of this work. In
Chapter 3, a pseudo-2D electrochemical performance model along with a phenomeno-
logical degradation model [31] is used to simulate a Lithium Iron Phosphate (LFP)
battery pack in a case study on component sizing optimization for a specific HEV
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powertrain application. This model enables a detailed understanding of the impact of
battery degradation on vehicle fuel consumption. However, due to the computational
expense, the optimization study is limited to two parameters for a single architecture
and a single vehicle application.
In Chapter 4, a more wide-ranging study is conducted for PHEV powertrain de-
sign over multiple architectures, applications and vehicle types. To enable such a
large-scale study, an equivalent circuit performance model and an empirical degra-
dation model [63] are used to simulate a Lithium Nickel Cobalt Manganese Oxide +
Lithium Manganese Oxide (NCM + LMO) battery pack. While this model is com-
putationally fast, its operating range needs to be restricted to that over which the
model was calibrated. Further this model cannot be easily extended to any other
battery chemistry.
In Chapter 5, a detailed comparison of a few existing battery models is conducted
to better understand this trade-off between computational speed and degradation
prediction accuracy. Identifying a gap in the capability of available models, a new
physics-based, yet computationally efficient, degradation model is developed for use
in future work.
2.2.1 Battery power limits
Regardless of which type of performance or degradation model is used, it is critical
to define a realistic strategy to control the power capabilities of the battery during
charge and discharge. These power limits are utilized by the vehicle power manage-
ment strategy to determine how it will split the power demand between the ICE and
the electric drivetrain. Conservative power limits restrict the power management con-
troller from fully exploiting the battery’s capability of capturing regenerative braking
energy or providing assist torque during aggressive acceleration. However, by limiting
current, conservative power limits can reduce battery degradation and prolong life.
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This trade-off becomes critical when considering the powertrain optimization from a
holistic cost-of-ownership perspective.
There are two common approaches used in practice to determine battery power
limits, both of which are derived from a simplification of the battery as an equivalent
circuit with a single resistance, as shown in Figure 2.4.
Figure 2.4. Equivalent circuit model.
1. Terminal voltage limits: In this strategy an upper bound, VMAX , and a lower
bound, VMIN , are imposed on the terminal voltage, VT . These values represent
the maximum and minimum voltage allowed at the terminals of the cell during
charging and discharging, respectively. They are typically specified by battery
manufacturers as constraints under which the battery should be operated. The
power limits are thus defined as follows:
PMAX DIS V =
(VOC − VMIN) ∗ VMIN
RINT
(2.5)
PMAX CHG V =
(VMAX − VOC) ∗ VMAX
RINT
(2.6)
where VMAX and VMIN are the control parameters, VOC is the open-circuit
voltage and RINT is the internal resistance, subscripts DIS and CHG stand for
discharge and charge, respectively, subscript V denotes that this limit is based
on the terminal voltage, the sign convention is +ve in direction of discharge and
−ve in direction of charge.
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2. C-Rate limits: In this strategy, an upper bound, C-RateMAX , is imposed on
the C-Rate (i.e., current, IT ) allowed during charge or discharge. The power
limits are thus defined as follows:
IMAX = C-RateMAX ∗ AhCapacity (2.7)
PMAX DIS I = (VOC − IMAX ∗RINT ) ∗ IMAX (2.8)
PMAX CHG I = (VOC + IMAX ∗RINT ) ∗ IMAX (2.9)
where C-RateMAX is the maximum C-Rate allowed during charge or discharge,
AhCapacity is the nominal charge capacity of the cell in Ah, IMAX is the
resultant maximum allowed current, subscript I denotes that this limit is based
on the C-Rate.
When an electrochemical performance model is used, there is often no state or
output in the model to represent a lumped internal resistance. However, the model
will capture the open-circuit voltage VOC and terminal voltage VT . Based on these,
and the known current IT , which is usually an input to the battery model, an effective
internal resistance can be dynamically estimated as follows:
RINT =
(VOC − VT )
IT
(2.10)
Ultimately, to ensure that both voltage-based and current-based limits are satis-
fied, the battery power limits are imposed as follows:
PESS MAX DIS = min(PMAX DIS V , PMAX DIS I) (2.11)
PESS MAX CHG = max(PMAX CHG V , PMAX CHG I) (2.12)
These power limits represent the physical capabilities of the cell for safe opera-
tion. There may be power limits imposed by the vehicle supervisory controller geared
towards achieving control objectives such as SOC tracking.
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Since both internal resistance, RINT , and open-circuit voltage, VOC , are functions
of SOC, Figure 2.5 shows what these power limits look like as a function of SOC for
an NCM cell.
Figure 2.5. Battery power limits.
Note that the terminal-voltage-based limits are critical as they incorporate pro-
tection against over-charging or over-discharging. Apart from these extreme SOC
conditions, the C-Rate-based limit is usually more conservative than the terminal-
voltage-based limits. Also note that a change in internal resistance will cause an
inversely proportional, and hence significant, change in the voltage-based limit, while
it will not significantly affect the C-Rate limit unless the maximum C-Rate is very
high.
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2.3 Power Management Strategy
The availability of two power sources in HEVs and PHEVs provides several bene-
fits, namely regenerative braking and additional flexibility in sourcing tractive power.
The objective of the power management strategy is to meet the driver’s demand for
propulsion/braking torque while also ensuring the dual functions of:
1. Optimizing the operation of the different powertrain components to minimize
cost of operation.
2. Managing the SOC of the ESS.
During deceleration or braking, recapturing the maximum possible braking energy
through regenerative braking is critical to minimizing cost of operation and the role
of power management strategy is simple. This is subject to the maximum braking
torque capability of the electric machine (specified as a maximum torque vs. speed
map as shown in Equation (2.4)) and the maximum charge power capability of the
ESS (as described in Section 2.2.1).
During acceleration or propulsion, the role of the power management strategy is
more complex as it has to determine the optimal power demands from the two power
sources to meet the driver demand while meeting the two functions mentioned above.
As mentioned in Chapter 1, several different approaches have been demonstrated
to achieve optimal power management. Reference [4] demonstrated the use of the DI-
RECT (DIviding RECTangles) algorithm to optimize the parameters of a rule-based
power management strategy for a parallel Plug-in Hybrid Electric Vehicle (PHEV).
There is much literature devoted to the application of Pontryagins minimum prin-
ciple (PMP) and dynamic programming (DP) to this problem to attain an optimal
solution [8–13]. The Equivalent Consumption Minimization Strategy (ECMS) was de-
veloped as a near-optimal tunable strategy that was demonstrated to be a special case
of PMP and has also been developed to adapt in an online implementation [64, 65].
A few recent studies [66, 67] have proposed a non-linear optimal regulation strategy
for solving the energy management problem with stability guarantees.
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A common challenge with several of these optimal or near-optimal strategies is
the need to have a priori knowledge of the drive cycle or at least tune the strategies
to a set of known drive cycles. Further, computing the optimal trajectories using
various dynamic programming approaches is computationally expensive and thus not
amenable to on-board real-time applications. Another drawback of these approaches
is the need to use a highly simplified powertrain model, which can lead to loss of
model dynamics, especially when trying to account for battery degradation in the
optimization problem.
In this work, it was decided to instead focus on rule-based strategies that can be
easily implemented as online solutions, and determine key parameters that can be
optimized along with other powertrain design parameters. While developing gener-
alizable dynamic control strategies with control guarantees remains an exciting area
of research, for this dissertation, the scope was restricted to a parameterizable, rule-
based power management strategy. The two strategies used in this work are described
in the following sub-sections. The first strategy, described in Section 2.3.1, is the strat-
egy that is implemented by default in Autonomie for a pre-transmission parallel HEV
and it is utilized in the study described in Chapter 3. Based on the insights gained
from this and the additional requirements of the large-scale study in Chapter 4, a
second rule-based strategy was developed and this is described in Section 2.3.2.
2.3.1 Preliminary rule-based strategy - Autonomie
For ease of implementation with the complex forward-facing Autonomie vehicle
model, one of the available state-machine-based heuristic strategies from Autonomie,
with some minor modifications, was chosen as a preliminary strategy. This particular
strategy is specific to a parallel hybrid powertrain architecture. Figure 2.6 shows a
high level schematic of this control strategy ( [47]). This power management strategy
is used in the simulation study described in Chapter 3.
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Figure 2.6. Baseline Autonomie power management strategy.
PSOC is a proportional control input to regulate the State of Charge (SOC) as
follows:
PSOC = K ∗ (SOCCURRENT − SOCTARGET ) (2.13)
i.e., PSOC represents the amount of power that the battery would ideally source in
order to track the target SOC. This is added to the power demanded by the driver
at the wheel to get a first estimate of power required from the engine, PENG1:
PENG1 = PWHL − PSOC (2.14)
The “Optimal Power” block then shifts the power to a more optimal value, based
on three optimal power curves generated from the engine efficiency map, to update
the engine power demand, PENG2:
PENG2 =

PMAX , PMAX < PENG1
POPT HI , POPT HI < PENG1 < PMAX
POPT , POPT LO < PENG1 < POPT HI
POPT LO, PENG1 < POPT LO
(2.15)
28
The power demanded from the motor (and hence battery) now becomes:
PMOT = PWHL − PENG2 (2.16)
This final power demand from the motor is subject to the maximum charge and
discharge power limits of the electric motor (as per the maximum motor torque vs.
speed curve, Equation (2.4)) and battery pack (as per Section 2.2.1). In this strategy,
the battery power limits were defined solely using the terminal voltage-based limits,
i.e., Equations (2.5) and (2.6).
While this preliminary strategy was used with a parallel HEV application in the
first case study presented in Chapter 3, it did not offer clear parameter “hooks” to
influence the tradeoff between the dual objectives of efficiency and SOC management.
Further, for the expanded study in Chapter 4, a consistent strategy was needed to
define operation of both series and parallel powertrain architectures for HEVs as well
as PHEVs. The strategy developed to achieve this is described in the next sub-section.
2.3.2 Custom parametric rule-based strategy - “HEVO”
To obtain better control over the power management objectives, and to meet the
requirements of plug-in hybrid electric vehicle (PHEV) operation, a parametric rule-
based control strategy was developed to manage the power split between the ICE and
the battery in this work. This strategy includes tunable control-strategy parameters,
which affect the fuel consumption versus battery life tradeoff, and can be varied as
part of a design matrix. This strategy was used in the simulation study described in
Chapter 4.
At the highest level, the duty of the power management strategy is to ensure
that the power demanded at the wheels (PWHL DMD) is met. In a series architecture,
this power demand has to be met by the traction motor/generator (M/G) power
(PMG DMD), which in turn needs to be equal to the sum of the ICE power (PENG DMD)
and the battery power (PESS DMD). In a parallel architecture, the power demanded at
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the wheels needs to be met by the sum of the ICE power (PENG DMD) and M/G power
(PMG DMD). In this case PESS DMD is identical to PMG DMD. Therefore, ultimately
the following equation needs to be satisfied:
PWHL DMD = PENG DMD + PESS DMD (2.17)
In the subsequent description, first PWHL DMD will be estimated from the driver’s
request as conveyed by the accelerator pedal. Then, for each mode of operation,
based on this PWHL DMD and a consideration of the high-level objectives of SOC
regulation and energy efficiency optimization, an ICE power demand, PENG DMD, is
computed. This process and the control rules implemented are identical between the
series and parallel architectures. The only difference in the control implementation
between these two architectures is the calculation of M/G power demand, PMG DMD.
For the series architecture:
PMG DMD = PWHL DMD (2.18)
For the parallel architecture:
PMG DMD = PWHL DMD − PENG DMD (2.19)
Lastly, recall that in this strategy, battery power limits are imposed using both
current and voltage-based limits, i.e., Equations (2.11) and (2.12).
In Autonomie, the driver is modeled with a forward-looking filter, i.e., the driver
knows the desired vehicle speed several seconds ahead of time and generates an accel-
erator pedal signal accordingly. Depending on the parameters of the driver model and
the drive cycle, there can be harsh transients in the driver-requested accelerator pedal
position (similar to what might be expected with a real driver) that negatively im-
pact battery life. To smooth these harsh transients, a first-order low-pass filter (with
parameters KAccP and T1) is applied on the accelerator pedal position (AccPedal)







In a HEV, which is not capable of charging off the grid, the vehicle is operated in
a charge sustaining mode, i.e., battery SOC is maintained around an optimal level at
all times. A PHEV, however, which is capable of charging off the grid, can operate
in two modes:
1. Charge depleting (CD) mode, in which the vehicle will emphasize depletion of
the battery starting from a full (100%) state-of-charge (SOC) to a low SOC
target (30%).
2. Charge sustaining (CS) mode, in which the vehicle has already reached the final
target SOC (30%) and the ICE is operated to regulate the battery SOC at this
level (until the next plugged-in charging opportunity).
Note that while a value of 30% was chosen to represent the SOC threshold for
charge sustaining operation in this work, in reality this could also be a tunable pa-
rameter. For the purpose of this work, a distinction has been made between plug-in
hybrid electric vehicles (PHEVs) and extended-range electric vehicles (EREVs). For
the EREV, the vehicle cannot turn on the internal combustion engine (ICE) during
the CD mode, i.e., the CD mode is a purely electric mode of operation. For PHEVs,
there is no such constraint imposed. The power split implementation in each mode
is now detailed.
Charge Depleting Electric Only (CDEV): This is the mode used during charge
depleting operation for an EREV. In this mode, the ICE is not allowed to turn on,
therefore all power demanded at the wheels has to be sourced by the battery subject
to battery power limits (Equations (2.11) and (2.12)) and traction M/G power limits
(Equation (2.4)).
PENG DMD = 0 (2.21)
Charge Depleting Hybrid Electric (CDHEV): This is the mode used during
charge depleting for a PHEV. This is a blended mode where the ICE is allowed to
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turn on when the propulsive power demand at the wheels (PWHL DMD) is greater
than a specified fraction (FENG ON) of the instantaneous discharge power capability
of the battery:
ICE requested to turn ON if: PWHL DMD > FENG ON ∗ PESS MAX DIS (2.22)
Whenever the engine is on, it is desirable to operate it at its optimal power level,
PENG OPT . In a series architecture, the ICE speed can be completely decoupled from
the wheel speed and therefore the ICE and generator are always operated at the
rotational speed at which the combined system operates with highest efficiency for a
desired power level, i.e., PENG OPT is a constant. In a parallel architecture, however,
the ICE speed cannot be decoupled from the wheel speed. As such, for the parallel
architecture, PENG OPT is a function of the instantaneous rotational speed of the
engine, ωENG.
While this PENG OPT is the desired power from the ICE, the actual power de-
manded from the engine (PENG DMD) is constrained based on the desired operating
region of the battery (PBATT MAX & PBATT MIN) and the power demanded at the
wheels ( PWHL DMD), as well as the maximum power the engine is capable of produc-
ing at the current speed (PENG MAX), and is defined as follows (Figure 2.7):





PWHL DMD + PBATT MAX ,
max





Since the battery is to be depleted, additional ‘control’ limits are imposed on the
battery (Figure 2.8). The battery is not allowed to accept any power from the ICE
(i.e., PBATT MIN = 0) and the maximum power it can supply is as per Equation (2.11)
(i.e., PBATT MAX = PESS MAX DIS).
CDHEV mode: PBATT MAX = PESS MAX DIS & PBATT MIN = 0 (2.24)
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Figure 2.7. ICE power demand calculation.
Figure 2.8. CDHEV mode - battery operating region.
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Charge Sustaining Hybrid Electric (CSHEV): In the charge sustaining mode,
some form of SOC regulation is required. First, a desired region of operation for the
battery is defined based on the ‘physical’ power limits imposed by the limitations on
terminal voltage and C-Rate (Equations (2.11) and (2.12)) as well as ‘control’ limits
for SOC regulation (Equation (2.25), Figure 2.9). The ‘physical’ limits can never
be violated but the ‘control’ power limits can be relaxed to meet power demand
during regeneration events or aggressive acceleration events. The function of the
SOC regulation ‘control’ limit is to mitigate disturbances from (i) charging events
during regenerative braking, and (ii) discharging events to meet aggressive power
demands at the wheels. This SOC regulation ‘control’ limit is defined in the form of
a proportional controller as follows:
PSOC = KSOC REG ∗ (SOCCURRENT − SOCTARGET ) (2.25)
where KSOC REG = tan (θSOC REG), and θSOC REG is shown in Figure 2.9.
Therefore, the desired region of operation for the battery is defined as PBATT ∈
[PBATT MAX , PBATT MIN ] such that:
For SOCCURRENT > SOCTARGET :
PBATT MAX = PESS MAX DIS & PBATT MIN = PSOC (2.26)
For SOCCURRENT < SOCTARGET :
PBATT MAX = PSOC & PBATT MIN = PESS MAX CHG (2.27)
Similar to the CDHEV mode, the ICE (if parallel architecture) or the engine-
generator system (if series architecture) is operated at its peak efficiency subject to
limits as defined in Equation (2.23) and Figure 2.7.
In Chapter 4, four control parameters included in this strategy were selected for
variation:
1. Maximum allowed C-Rate for ESS charge/discharge (C-RateMAX): This pa-
rameter determines the ‘physical’ power limits for battery operation (Equa-
tions (2.7) to (2.9), (2.11) and (2.12) and Figure 2.5).
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Figure 2.9. CSHEV mode - battery operating region.
2. Power filter parameter (T1): This is the time constant of the first-order filter
applied on the driver’s power demand (Equation (2.20)).
3. ESS SOC regulation power demand gain (θSOC REG): This parameter deter-
mines the aggressiveness of the SOC regulation control (Equation (2.25) and
Figure 2.9). This parameter is only active during the CSHEV mode.
4. % Power demand over which engine is requested (FENG ON): This parameter
determines when the engine needs to be turned on and is only active during the
CDHEV mode (Equation (2.22)).
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2.3.3 Charge-balanced results
When comparing fuel consumption results during charge sustaining drive cycle
simulations (such as during HEV type operation as described in Section 2.3.1 or the
CSHEV mode of Section 2.3.2), it is important to ensure that the comparison is being
made between charge-balanced data. To obtain charge-balanced results, two methods
can be used:
1. Equivalent Fuel Consumption: In this approach the delta SOC (i.e., final minus
initial SOC) of the ESS is converted into an equivalent fuel energy amount based
on the average efficiencies of the ICE and the ESS and this equivalent amount
is added to the actual fuel amount consumed to calculate an Equivalent Fuel
Consumption.
2. Enforcing charge-balanced simulations: In this approach, the initial SOC and
the target SOC are first set to the same value. However, since the power man-
agement strategy regulates the battery SOC with a proportional-controller-type
behavior, there is the possibility of steady-state error (i.e., final SOC is not equal
to the target SOC). Therefore, the method used to ensure charge-balance is to
run the vehicle simulation for a few test cycles so that equilibrium SOC is
reached. This SOC value is recorded and then the vehicle simulation is rerun
for final analysis after initializing SOC to the recorded final SOC. This method
typically results in very small values of delta SOC. Furthermore, a sufficient
number of drive cycle iterations are run to ensure that the energy equivalent of
the delta SOC is negligible (<1%) when compared to the total energy require-
ments over the duration of the simulation.
At first, the equivalent consumption method was used, however it was found that
the efficiency of the ICE could vary significantly over various phases and therefore
the averaging involved in this approach could lead to errors. Ultimately, charge-
balanced simulations were enforced for all charge sustaining simulations using the
second approach.
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2.4 Economic Analysis Methodology
The simulation models described above are used to generate fuel consumption
and battery degradation rates for different design configurations over different appli-
cations. These fuel consumption and battery degradation rates become inputs to the
economic analysis. Some metrics that are useful for comparison between different
design solutions in a total cost-of-ownership (TCO) framework are net present value
(NPV), internal rate of return (IRR), payback period (PBP) and annualized cost
savings per mile [68]. In this thesis, all of these economic metrics have been defined
relative to a conventional vehicle, i.e., how does the metric evaluate the purchase and
operating costs of a hybrid electric vehicle vs. those of a conventional vehicle (CV).
Net present value (NPV): Net present value is the sum of all the time-discounted
cashflow associated with the purchase and ownership costs of the vehicle over its
operational life. Time-discounted just means that the value of a certain $ amount of
money that will be paid/received in the future, is less than the value of the same $
amount of money paid/received right now. In this thesis, NPV will always refer to
the difference between the NPV of a HEV and the NPV of a CV over its operational
life. A higher NPV is better.
Internal rate of return (IRR): IRR is a metric that captures the rate at which
an investment returns profits relative to the initial investment (e.g., the IRR for a
savings account in a bank is simply the interest rate offered by the bank). In this
thesis, the IRR is always computed on the difference in cash-flow between a CV and
a HEV, not on the absolute cash-flow. Thus the cost premium of a HEV over the
CV is the initial investment, and the annual fuel savings of the HEV with respect to
a CV is the annual profit returned by this investment. A higher IRR is better.
Payback period (PBP): The PBP is the time required for a vehicle owner to
break even on the additional upfront cost premium of the HEV, with the savings in
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fuel consumption as compared to a CV. Note that the payback period calculation is
done using non-discounted cashflow. A lower PBP is better.
Annualized cost savings per mile: This number is obtained by annualizing the
NPV of savings over the lifetime of the vehicle and dividing by the annual vehicle miles
traveled (AVMT). As the name suggests, this metric provides a $/mile measure of cost
savings, but incorporates all purchase and operating costs and benefits throughout
the life of the vehicle in a time-discounted manner.
These metrics are calculated as follows:






ISC = FIC ∗ (A0 + A1 ∗MPP + A2 ∗ ESSCap) (2.29)
IRR = r∗ s.t. NPV = 0 (2.30)
Payback Period = n∗ s.t. NPV = 0 (2.31)
Annualized Cost Savings per mile =
(
r ∗NPV
1− (1 + r)−n
)
/AVMT (2.32)
where TCi is the total cash-flow in the ith year (i.e., fuel cost + grid electricity cost
+ battery replacement cost, if any), ISC is the initial system cost (i.e. cost premium
of the hybrid vehicle as compared to a conventional vehicle), n is the vehicle life, r
is the social rate of discount, A0 (in $), A1 (in $/kW) are cost factors for electric
machines, A2 (in $/kWh) is a cost factor for Li-ion batteries, FIC is an integration
cost factor, MPP is motor peak power in kW, ESSCap is ESS energy capacity in
kWh, r∗ and n∗ are the values that, when used instead of r and n, respectively, result
in zero NPV.
At vehicle end-of-life, the battery is assumed to have a positive residual value that
is directly proportional to the fraction of remaining life.
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2.5 Summary
This chapter presented an overview of the modeling philosophy and objectives
for the powertrain design optimization problem. A brief background was provided
for the state-of-the-art in powertrain modeling and Lithium-ion battery modeling.
The motivation for the model choices were described. Two different rule-based power
management strategies were described, each of which is used in subsequent chapters
of this thesis. Finally an overview of the economic analysis methodology was provided
and the economic metrics of interest were described.
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3. UNDERSTANDING IMPACT OF BATTERY DEGRADATION
As described in Chapter 1, the common practice when performing a lifecycle anal-
ysis or total cost of ownership (TCO) analysis, even when battery degradation and
replacement are considered, has been to ignore the impact of battery degradation on
vehicle performance through the battery life. As such, the “Day 1” performance of
the vehicle is assumed to remain unchanged throughout the life of the vehicle and
is used for all calculations. To avoid this simplification, one needs to simulate the
vehicle along with a battery model that predicts battery degradation throughout the
life of the vehicle. However this can impose a high computational burden. To work
within these constraints, a strategy was developed where the evolution of battery
degradation and its impact on fuel consumption is predicted at regular intervals. A
limited design study is presented in this chapter, aimed at optimizing the electric
motor and battery sizing for a parallel HEV transit bus operating on the Manhattan
drive cycle.
3.1 Model Setup
3.1.1 Vehicle powertrain model
As described in Chapter 2, the Autonomie environment is used to implement the
powertrain simulation models. Figure 3.1 shows the pre-transmission parallel HEV
architecture. Due to the interest in battery degradation, a more advanced battery
model (AutoLion ST or ALST model) is integrated within the powertrain model,
as compared to the map-based equivalent circuit model that Autonomie contains by
default. The base vehicle specifications are listed in Table 3.1.
40
Figure 3.1. Pre-transmission parallel HEV architecture.
Table 3.1. Base vehicle specifications.
Parameter Value
Chassis
Orion V (GVWR = 15000 kg)
F0 = 1287.65 N, F1 = 43.71 Ns/m, F2 = 1.526 Ns
2/m2
I. C. Engine Model
Rated Power: 215 kW @ 2000 RPM
Compression Ignition (diesel) engine
Electric Motor Model
Rated Power: 106 kW @ 8500 RPM Permanent Magnet
Synchronous Machine - (Reduction - 4.2:1)
Gearbox
6-speed automatic
Ratios : 3.36:1 to 0.62:1
Final Drive 5.63:1
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Two sizing parameters are selected as the design variables:
1. Motor peak power (MPP, kW): This parameter determines the peak power of
the electric traction motor/generator (M/G). Since map-based models are used
to model the electric machine, this parameter scales the torque/power axis of
the efficiency and maximum torque maps of the M/G.
2. ESS energy capacity (kWh): This is the total energy the pack is capable of
providing. The energy capacity and power capacity of the ESS is proportional
to the total number of cells in the pack. In this study, the number of cells in
parallel is held constant, and the number of cells in series is varied to achieve a
desired energy capacity.
3.1.2 Lithium-ion battery model
A physics-based pseudo-2D electrochemical cell model ( [31, 69]), which is com-
mercially licensed by EC Power as AutoLion-ST (ALST), is used to model the battery
performance and degradation in this case study.
This model captures the non-linear electrochemical dynamics of Li-ion transfer in
a cell, including diffusion in the solid-state electrode, electrochemical reaction at the
electrode-electrolyte interface, and transport through diffusion and ionic conduction
in the liquid-phase electrolyte. This model also captures the two primary degradation
mechanisms observed in Li-ion batteries - (i) growth of the solid-electrolyte interface
(SEI) layer, and (ii) loss of active material - both of which occur on the graphite
anode.
The governing equations describing the electrochemical model and the degradation
mechanisms are listed in Chapter A. These equations are numerically solved for each
zone in the anode and cathode, which are discretized spatially in one dimension.
The ALST battery model takes power or current demand as an input and computes
parameters, including the concentration of Li-ions, current density, SEI layer thickness
42
and active material fraction, spatially resolved in the anode and cathode, as well as
cell level parameters such as open-circuit voltage, VOC , and terminal voltage, VT .
An A123 26650 2.3 Ah LFP cell is chosen as the Lithium Ferrous Phosphate
(LFP) chemistry which, with its high power-to-energy (PE) ratio, is a popular choice
in current production HEVs, and the AutoLion-ST software includes a characterized
model of this cell. The Energy Storage System (ESS) specifications are listed in
Table 3.2.
Table 3.2. ESS specifications.
Parameter Value
Cell capacity 2.3 Ah
No. of cells in parallel 4
No. of cells in series
Design parameter
used to size the pack
VNOM (Nominal Cell Voltage) 3.3 V
VMAX (Maximum Cell Voltage) 3.6 V
VMIN (Minimum Cell Voltage) 2.8 V
End-Of-Life (EOL) criteria -
Remaining energy capacity
50 %
End-Of-Life (EOL) criteria -
Remaining power capacity
80 %
As noted earlier in Section 2.2.1, care must be taken to impose appropriate limits
on the current/power draw allowed from the battery pack at the control level by
the Battery Management System (BMS). In this case, these limits are imposed by
restricting the terminal voltage of the cell, using Equations (2.5) and (2.6).
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Since internal resistance RINT is not a direct output of the ALST model, an
effective internal resistance is dynamically estimated using Equation (2.10).
Cell energy and power capacity characterization: The battery is considered
to have reached end-of-life when it reaches either the energy or power capacity end-
of-life criteria defined in Table 3.2. To characterize the energy and power capacity of
the ESS at any given time, two characterization tests need to be virtually executed
on the ALST cell model. The energy capacity characterization is as follows:
1. The cell is first fully charged with a constant current-constant voltage (CC-CV)
protocol. 0.5C current is used to charge the battery to 3.6 V during the constant-
current phase. Then, in the constant voltage phase, the terminal voltage is held
at 3.6 V until the charging current drops below 0.1 A.
2. The cell is then discharged with a constant current of 0.5C until the lower cut-off
voltage of 2.0 V is reached.
3. The total Ampere-hours (Ah) that are extracted during this discharge process
represents the energy capacity of the cell.
For power characterization, a pulse power characterization test is applied to the
cell mode as follows:
1. The cell is first charged/discharged with a 0.5C current to an SOC of 40% and
then rested (i.e., zero current) for 1 hour.
2. Pulse discharge is conducted with a 10C current for 10s at 40 % SOC. The pulse
discharge profile is shown in Figure 3.2.
3. The power output at the end of the discharge pulse is defined as the power
capacity of the cell.
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Figure 3.2. Discharge pulse power characterization profile. Positive
C-rate indicates discharge.
3.1.3 Power management strategy
The power management strategy used for this study is the same that is described in
Section 2.3.1. Since this represents charge sustaining HEV operation, the simulations
are executed using the approach described in Section 2.3.3, to ensure charge-balanced
results.
3.2 Simulation Process
The simulation procedure is described in Figure 3.3. First a design of experiments
(DOE) is created with a variety of vehicle configurations (i.e., particular combinations
of the sizing and/or control design parameters). Each of these vehicle configurations is
then simulated with a progressively degraded battery pack at fixed intervals through-
out its operational life. These intervals can be one year, six months or smaller based
on the resolution required. The vehicle model is simulated with an “aged” (degraded)
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Parametric DOE Setup:
Component Sizing + Control Parameters
Initialize 𝑖𝑡ℎ DOE case 
(i.e. vehicle configuration)
Initialize aged battery model for 𝑗𝑡ℎ
interval
Run drivecycle in Autonomie with 
‘aged’ battery model
Obtain fuel consumption and battery 
power profile for 𝑗𝑡ℎ interval
Simulate (+ extrapolate) 1 interval of 
battery degradation in AutoLion ST to 
get (𝑗 + 1)𝑡ℎ battery state 
If battery has reached End-of-Life: 
Exit inner loop (i.e. interval loop)































NPV/Payback calculation given system cost, 
yearly fuel consumption & service life  
Generate regression model: NPV/Payback 
= f(Sizing, Control Parameters)
Run optimization to determine optimal 
Sizing, Control Parameters
Figu e 3.3. Simulati n procedure.
battery pack over the drive cycle in Autonomie. This strategy provides a prediction,
and incorporation, of changes in fuel consumption and battery power profile as the
battery degrades. Then, in the AutoLion-ST battery model, the battery pack is
exercised over the duration of the entire interval to estimate the degradation over
the interval and arrive at the “aged” (degraded) battery pack for the start of the
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next interval. Before the start of every interval, the “aged” battery is characterized
(see Section 3.1.2) and checked against pre-defined end-of-life (EOL) criteria (per
Table 3.2) to determine if the pack has reached EOL. Once the pack reaches EOL,
the simulation for that vehicle configuration is complete and it is assumed that the
progression of fuel consumption and battery degradation will repeat identically after
the battery is replaced.
Once all of the vehicle configurations have been simulated through their lifetime,
the interval-by-interval data is used as an input to the economic analysis that com-
putes the NPV, payback period and other metrics.
3.2.1 Design of experiments
Since only two design parameters are considered, a 5x5 full-factorial DOE is cre-
ated with parameter ranges as shown in Table 3.3.
Table 3.3. DOE setup.
Parameter Description Min. Value Max. Value Levels
Motor Peak Power (MPP, kW) 50 250 5
ESS Energy Capacity (kWh) 6.07 12.14 5
3.2.2 Battery degradation simulation
For simulation of battery degradation over the defined interval, a standalone ALST
cell model is simulated over the power profile extracted from the vehicle drive cycle
simulation. However, it was realized early in the effort that running the default ALST
model for the duration of the entire interval is prohibitively slow. To achieve speeds
that are reasonable for use in a system-level study, two strategies were used. Together
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these two strategies enable a ∼ 450x improvement in simulation speed with negligible
loss of accuracy.
1. Reducing spatial and temporal resolution in the ALST model: The
ALST model offers two configuration options to reduce the computational cost of the
simulation: i.) spatial resolution (i.e., number of zones used to model the anode,
separator, and cathode, and ii.) temporal resolution (i.e., simulation time step). The
default number of zones used in the ALST model is 8-5-8 (i.e., 8 zones for the anode, 5
zones for the separator, and 8 zones for the cathode). A 2-2-2 zone configuration is the
minimum number of zones required by ALST to provide a reasonable result. Three
sampling times are considered, 0.1, 0.5, and 1 second. The maximum frequency of
the HEV cycle is 0.33 Hz. The Nyquist sampling criterion requires that the sampling
frequency be greater than twice the maximum frequency contained in the signal,
therefore the sampling frequency has to be greater than 0.67 Hz, and sampling time
Ts should be less than 1.5 s.
To study the tradeoff between accuracy and computational cost, the results of
a two parameter design-of-experiments (DOE) are listed in Table 3.4. The highest
resolution simulation model (8 zones in the anode and cathode, 5 zones in separator,
Ts = 0.1 s) is used as the truth reference (Qref) in the accuracy comparison. Error






where Qloss and Qref are the cell capacity loss and the reference cell capacity loss at
the end of 30000 cycles, respectively.
Table 3.4 shows that, as expected, the simulation with largest sampling time and
least number of zones shows the worst accuracy and fastest speed (30 times faster
than the reference case). The results of the truth reference simulation and the fastest
simulation are shown in Figure 3.4, and both cases show good agreement with the
experimental data. As such, the computational speed can be increased by up to 30
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Table 3.4. AutoLion ST computational time vs. accuracy.
Number of zones (anode-separator-cathode) 8-5-8 4-2-4 2-2-2
Computational time (s/cycle)
Ts = 0.1 s 6.09 1.50 0.61
Ts = 0.5 s 3.14 0.58 0.28
Ts = 1.0 s 1.58 0.43 0.20
Error (%)
Ts = 0.1 s 0 % 0 % 0 %
Ts = 0.5 s 0.27 % 0.27 % 0.40 %
Ts = 1.0 s 1.62 % 1.62 % 1.75 %




















ALST Ts=1 Mesh 2−2−2
ALST Ts=0.1 Mesh 8−5−8
Figure 3.4. Comparison of the truth reference simulation (dashed
line) vs. fastest simulation (solid line).
49
times without significant decrease in accuracy. At the time of executing this strategy,
the model had only been validated in the 4-2-4 zone configuration. Therefore, the
ALST model was used in the 4-2-4 zone configuration with a timestep of Ts = 1s for
the results shown in this chapter. This provided a 15x speedup as compared to the
default settings of the ALST model.
2. Simulation with extrapolation strategy : The ALST model is exercised for
a small segment of the interval, and the observed rate of change for each degradation
parameter during this small segment is linearly extrapolated to the end of the interval.
In this way it is possible to arrive at the degraded cell state at the end of the interval
without having to simulate the entire interval.
The assumption underlying this strategy is that degradation parameter growth is
piecewise linear, when “small enough” intervals are chosen. Since the application is a
HEV (as opposed to a plug-in HEV), each power-cycle extracted from the vehicle sim-
ulation is a charge-balanced cycle (i.e., final SOC = initial SOC). Therefore, if ageing
was ignored, the cell would return to its original state, and hence any change in the
cell states over multiple charge-balanced cycles can be thought of as a response to the
ageing mechanisms. The dynamics of the ageing mechanisms are much slower than
the insertion/de-insertion of Li ions that is taking place during every cycle and there-
fore can be considered as progressing with a longer timestep. With this justification,
the hybrid approach was implemented as follows (illustrated in Figure 3.5):
1. Simulate n cycles and estimate the rate of change of SEI layer thickness, active
material fraction and surface stoichiometry.
2. Extrapolate this rate of change over the next p cycles to arrive at the end-of-
interval SEI layer thickness, active material fraction and surface stoichiometry.
Note that each cycle here corresponds to roughly 10 miles of vehicle operation (or
5 iterations of the Manhattan drive cycle). With some trial and error, it was found

















Figure 3.5. Illustration of ALST extrapolation strategy.
of 30x without compromising on fidelity of degradation prediction. These choices
correspond to simulating the degradation model over 1/10th of a month and then
extrapolating through the rest of the month, in terms of vehicle operation. To validate
this assumption, the procedure described in Figure 3.3 was carried out for one vehicle
configuration with and without the extrapolation strategy implemented during the
battery degradation simulation step, and the results are shown in Figure 3.6.
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Figure 3.6. Validation of ALST extrapolation strategy.
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3.2.3 Economic assumptions
Since the vehicle is being simulated over a 12 year lifespan, some economic fore-
casts are used for the fuel price and ESS cost, as these are the two parameters most
critical to the economic viability of HEVs and are expected to change significantly
with time. For the fuel price forecast, the reference case from the Annual Energy Out-
look 2015 [3] is used. A highly conservative forecast of battery technology cost has
been made based on DOE targets, current market cost estimates [70] and estimated
supply chain margins. The assumptions for vehicle operational life and annual miles
traveled are based on a Federal Transit Administration report [71]. Tables 3.5 and 3.6
list the various assumptions made during the economic assessment. (All values and
calculations are in nominal terms).
Table 3.5. Economic model forecasts.
Year Fuel Price ESS Cost (A2) Year Fuel Price ESS Cost (A2)
$/gal $/kWh $/gal $/kWh
2015 2.54 821 2022 3.88 533
2016 2.10 779 2023 4.06 492
2017 2.47 738 2024 4.24 451
2018 2.78 697 2025 4.45 410
2019 3.20 656 2026 4.68 369
2020 3.44 615 2027 4.91 328
2021 3.67 574
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Table 3.6. Economic model assumptions.
Electric motor + power electronics cost (A1) [72] 45 $/kW
Fuel consumption of conventional diesel bus 87 L/100km
Social rate of discount 10 %
Vehicle life 12 years
Annual vehicle miles traveled (AVMT) 30000 miles
Integration cost factor (FIC) 1.0 -
3.3 Results
3.3.1 Impact of battery degradation on fuel consumption
Figures 3.7 and 3.8 show the impact of battery degradation on fuel consumption,
for the DOE cases with the smallest battery size and largest battery size, respectively.
In Figure 3.7(a), fuel consumption is plotted vs time and the sharp dips represent
the battery replacement events. Only the first 5 years of vehicle life are shown to
increase clarity of the plots. With the smallest 6.07 kWh ESS, the smallest electric
motor (50 kW peak power) shows the highest fuel consumption but there is no effect
of battery degradation on the fuel consumption. Increasing the motor peak power to
100 kW and 150 kW reduces fuel consumption, however, beyond 150 kW there is no
further noticeable drop in fuel consumption. This can be explained by the fact that,
for the smallest motor size, the motor is the bottleneck in the electric drivetrain, thus
limiting the amount of regenerative braking energy that can be recovered. As the
motor size is increased, the electric powertrain is able to recover more regen. energy,
which is also reflected in Figure 3.7(b). Beyond 150 kW however, the battery appears
to become the bottleneck and hence increasing motor size does not further impact
regen. energy capture and fuel consumption.
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More interestingly, for motor sizes larger than 100 kW, a clear increase in fuel
consumption corresponds with battery degradation. Again, for the 50 kW motor,
the degradation of the battery has no impact as the motor is the power bottleneck.
With larger motor sizes, the battery power capability also starts to matter. With
degradation, this battery power capability degraded, reducing regen. energy capture
and increasing fuel consumption. In the worst case (i.e., smallest battery, largest
motor), there is a ∼ 10% increase in fuel consumption over the life of the battery.
Figure 3.7(c) shows that average engine efficiency is maintained at a fairly high
level by the power management strategy. It is lowest in the case with the smallest
motor, but approximately the same for all other cases, and does not change with
battery degradation. As such, the reduction in fuel economy with battery degradation
is due to a reduction in the amount of energy available through regenerative braking,
not a change in the efficiency of the ICE.
In contrast, Figure 3.8(a) shows much more gentle increases in fuel consumption
with battery degradation. With the larger battery pack, the motor remains a bottle-
neck even with larger motor sizes and the degradation of the battery pack does not
significantly affect regen. energy recovery (Figure 3.8(b)). Battery life is greater than
4 years for this largest battery pack, compared to the 2-3 years for the smallest bat-
tery. Across motor sizes, moving from the smallest battery pack to the largest battery
pack provides a very small reduction in fuel consumption. Figure 3.8(c) shows that,
again, average engine efficiency is not impacted by battery degradation.
In summary, the primary effect of battery degradation is to reduce regen. energy
recapture and thus increase fuel consumption, by up to 10 %. This effect is more
pronounced when the battery is small relative to the motor and acts as the bottleneck
in the electric drivetrain.
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(a) Fuel consumption (L/100km) vs. vehicle life (years)
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(b) Regen. energy recovered (MJ/km) vs. vehicle life (years)
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(c) Avg. ICE efficiency (%) vs. vehicle life (years)
Figure 3.7. Impact of battery degradation, 6.07 kWh ESS.
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(a) Fuel consumption (L/100km) vs. vehicle life (years)
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(b) Regen. energy recovered (MJ/km) vs. vehicle life (years)
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(c) Avg. ICE efficiency (%) vs. vehicle life (years)
Figure 3.8. Impact of battery degradation, 12.14 kWh ESS.
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3.3.2 Energy capacity fade vs. power capacity fade
Figure 3.9(a) shows the degradation of energy capacity vs. the degradation of
power capacity of the battery, while Figures 3.9(b) and 3.9(c) plot the remaining
energy and power capacities, respectively, vs. time. These plots each contain 25 series
corresponding to the 25 different ESS and M/G combinations simulated. Recall from
Table 3.2 that the battery is considered to have reached end-of-life (EOL) when power
capacity drops to 80% of the original power capacity and energy capacity drops to 50%
of the original energy capacity. These plots show that the battery is always reaching a
power-based end of life much before an energy-based end of life. While Figure 3.9(b)
shows an almost linear decrease in energy capacity with time, Figure 3.9(c) shows a
sharp knee, beyond which power capacity degradation accelerates. Figure 3.9(a) also
shows a very strong, albeit non-linear, correlation between energy capacity fade and
power capacity fade. This implies that it may only be necessary to predict one of
these capacity measures and express the other as a function of the predicted measure.
3.3.3 Economic impact of powertrain sizing
To simplify the presentation of the results and highlight the key takeaways, the
results for the key metrics are plotted as 3-d bar plots (Figures 3.10 to 3.15). The x
and y axes represent the free variables (Motor Peak Power and ESS Energy Capacity)
as labeled. Note that Fuel Consumption (Figure 3.10) is averaged over the life of the
vehicle. The z axis represents the metric of interest; however, to emphasize the
differences in the results for the different cases, a constant number, noted in the
z-axis label and caption, has been subtracted from the result for all cases.
Figure 3.10 shows that a larger electric motor and a larger battery lead to lower
average fuel consumption, which is a fairly intuitive result. However, it is also inter-
esting to note that increasing the motor peak power does not provide any significant
benefit in fuel consumption beyond a certain point (i.e., beyond 150 kW), because
at some point the ESS becomes the bottleneck. Similarly, for the smallest motor
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(a) Relative energy capacity (%) vs. relative power capacity (%)





























(b) Relative energy capacity (%) vs. time (years)



























(c) Relative power capacity (%) vs. time (years)
Figure 3.9. Energy fade vs. power fade for all 25 vehicle configurations.
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peak power, increasing the ESS size does not provide any Fuel Consumption benefit,
because the motor is the bottleneck. Increasing battery size is only useful in reducing
fuel consumption when a large enough motor is in place, and vice versa.
Figure 3.11 shows that the benefit in fuel consumption is correlated to the regen-
erative braking energy recovered by the electric drivetrain. This in turn is directly
proportional to the power capability of the bottleneck component in the electric driv-
etrain. If the motor is the bottleneck, increasing the battery size will not help and
vice-versa. For example, in Figure 3.11, increasing battery size has no impact on re-
gen. energy capture for the smallest motor. However, larger battery packs do enable
higher regen. energy recapture, when paired with a larger motor. For a given battery
pack size, a higher motor peak power always increases the regen. energy recovery.
This implies that even the smallest battery pack has a sufficient peak power capability
which the largest motor can exploit to increase regen energy capture.
Figures 3.12 to 3.14 show that the optimal values of motor and ESS size are not the
same for optimal NPV Benefit, IRR or Payback Period. An important insight gained
from these plots is also the fact that the best fuel consumption need not, and usually
does not, correspond to best NPV Benefit, IRR or Payback Period. This is because
this best fuel consumption is usually obtained with: (i) a large battery and M/G,
which increase the initial cost, and/or (ii) aggressive battery utilization, which leads
to more frequent battery replacements and associated costs. The ability to capture
this insight is enabled through the accounting of battery degradation and replacement
costs. For example, the fuel consumption plot points in the direction of largest motor
(250 kW) and second-largest battery pack (10.6 kWh), however, maximum NPV is
achieved for a medium-sized battery pack (9.1 kWh) and the second-largest motor
(200 kW). IRR and payback period are both near optimal when the smallest motor
(50 kW) is paired with the smallest (6.1 kWh) battery size in the DOE.
Figure 3.15 shows that with increasing ESS size the battery life increases, but
increasing the motor size also has a strong negative impact on battery life despite the
gains in fuel consumption.
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Figure 3.10. Avg. fuel consumption (L/100km) vs. sizing parame-
ters. (Add 41 L/100km).
Figure 3.11. Regenerative braking energy captured (MJ/km) vs.
sizing parameters. (Add 1 MJ/km).
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Figure 3.12. NPV Benefit ($) vs. sizing parameters. (Add $88000).
Figure 3.13. IRR (%) vs. sizing parameters. (Add 87%).
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Figure 3.14. Payback Period (months) vs. sizing parameters. (Add 6 months).
Figure 3.15. ESS end-of-life (EOL) (years) vs. sizing parameters. (Add 2 years).
63
3.4 Summary and Conclusions
To conclude, a framework has been developed wherein a physics-based battery
model is simulated in conjunction with a HEV powertrain model to capture the vary-
ing impact of battery degradation on fuel consumption over the life of the HEV. The
results are incorporated into a life-cycle economic analysis that enables an evaluation
of the economic viability of a HEV solution with respect to other solutions.
A design study is performed for the parallel HEV transit bus application, operat-
ing on the Manhattan cycle, to determine the optimal sizing of the electric motor and
battery. The results indicate that there is a significant degradation of fuel consump-
tion (up to 10%) that accompanies the degradation of the battery. The optimum
values for the sizing parameters depend on the objective chosen for optimization. For
example, the 250 kW (largest) M/G and 10.6 kWh battery lead to minimum fuel
consumption, but maximum NPV is obtained by selecting 200 kW M/G and the 9.1
kWh ESS, and maximum IRR and minimum payback period are obtained by selecting
the 100 kW M/G and the 6.1 kWh (smallest) battery pack.
In general, the range of battery and electric motor sizes considered show a payback
periods less than 2 years, indicating that a parallel HEV transit bus operating on a
low-speed urban drive cycle such as the Manhattan drive cycle can be an economically
viable solution. As compared to a bus with a conventional powertrain, a single HEV
bus can potentially save a fleet operator more than $350,000 over the 12 year life of
the vehicle.
It is observed that the regenerative braking energy recovered is the biggest con-
tributor to reduced fuel consumption. The engine efficiency does not seem to be
impacted by the sizing of the electric powertrain components, at least in the range
of ESS and M/G sizes studied. The regen. energy recovered is significantly impacted
by the powertrain component sizing decisions. In particular, it depends on the power
capability of the bottleneck in the electric drivetrain. For example, if the M/G is the
bottleneck, increasing the ESS size does not help increase the regen. energy recov-
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ery. Similarly, when the M/G is the bottleneck, ESS degradation does not lead to
increased fuel consumption.
A 450x improvement in computational speed of the degradation model is achieved
by reducing the model resolution and implementing an interval-based extrapolation
strategy, with no loss of model accuracy. However, the electrochemical degradation
model and the interval-by-interval simulation approach, both remain computationally
too expensive for larger DOEs. This small case study with 25 vehicle configurations
required 7 days of single core computational time. Adding parameters, drive cycles
and/or applications to the design matrix would quickly scale up the computational
time required to impractical levels.
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4. LARGE-SCALE PHEV DESIGN STUDY
In the previous chapter, a 2 parameter optimization framework was developed to
evaluate and optimize the total cost-of-ownership (TCO) of hybrid electric vehicles
(HEVs) while capturing the impact of battery degradation on vehicle performance.
This was achieved by integrating a high-fidelity pseudo-2D electrochemical model
(ALST) with the vehicle simulation model and executing an iterative interval-by-
interval simulation process through the life of the vehicle. However, it was realized
that this approach is computationally expensive and cannot be scaled to explore larger
design parameter spaces and multiple architectures and applications.
In this chapter, a new implementation of this framework is developed, that includes
a simpler battery model to enable a wide-ranging design study on the economics
of hybrid electric powertrains for heavy-duty vehicle applications. The interval-by-
interval simulation approach is also not used in this chapter. As such, the ability to
predict vehicle fuel consumption in response to battery degradation is lost. However,
later in this chapter, it will be shown that this is an acceptable compromise, since
the results from Chapter 3 indicate that, given the design space and assumptions
considered in this chapter, fuel consumption may not be significantly affected by
battery degradation.
In particular, the goals of the work presented in this chapter were to expand this
framework by tackling:
1. Multiple architectures: Both series and parallel hybrid electric powertrain ar-
chitectures were considered.
2. Multiple applications: Medium-duty (MD) trucks and transit buses were iden-
tified as having a high potential for hybridization and multiple drive cycles were
selected, for each of these vehicle types, to represent the different use cases.
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3. Larger parameter space: The component sizing space is expanded to include
three powertrain component sizing parameters: engine peak power, M/G peak
power and ESS energy capacity. A new parametric power management strategy
was implemented (Section 2.3.2), adding four control parameters to the design
space: maximum C-Rate, ICE on power fraction, driver power demand filter
parameter and SOC regulation gain. Additionally, certain vehicle uncertainty
parameters were identified - vehicle mass, coefficients of drag and rolling resis-
tance - and added to the design space to understand the sensitivity of vehicle
ownership economics to variability in these parameters.
4. Plug-in hybrid electric vehicle (PHEV) operation: In the previous chapter, the
modeling framework was limited to HEVs. These operate in a charge sustaining
manner and the power source is ultimately only the ICE, as they are not capa-
ble of “plugging in” and recharging from the electricity grid. In this chapter,
the framework is expanded to study PHEV type operation. PHEV operation
is further classified into two categories: (i) Extended Range Electric Vehicle
(EREV), and (ii) Plug-in Hybrid Electric Vehicle (PHEV). The only difference
between these two is that in EREV operation, the ICE is not allowed to come
on during the charge depleting (CD) mode, while in PHEV operation, the ICE
is allowed to turn on to support the electric drivetrain in CD mode as well.
As in Chapter 3, dynamic powertrain simulation models and a battery degrada-
tion model were executed to determine fuel consumption and battery degradation as
a function of the design variables. These results are then input into an economic
model (which can be configured to represent different economic scenarios) to evalu-
ate the life-cycle TCO. The economic model includes a utility-factor-based weighting
approach to combine the charge depleting (CD) and charge sustaining (CS) mode re-
sults, where the utility factor is calculated based on the annual vehicle miles traveled
and the vehicle range during CD mode. The results provide insight into the eco-
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nomic conditions required for market viability of different hybrid-electric powertrain
architectures and thus can help manufacturers with future product planning.
4.1 Model Setup
4.1.1 Vehicle powertrain model
As described in Chapter 2 and Chapter 3, the Autonomie environment is used
to implement the powertrain simulation models. While in Chapter 2 only a series
architecture was considered, in this study, both series and parallel HEV architectures
are modeled. As a reminder, Figures 4.1 and 4.2 show these two architectures. From
the powertrain model perspective there is no difference between the MD truck and
transit bus applications. These two vehicle types are differentiated by drive cycles
used to represent them and the values selected for powertrain component sizes and
chassis parameters such as vehicle mass and the road-load coefficients.
Figure 4.1. Series HEV architecture.
In addition to the two component sizing parameters studied in Section 3.1.1 (elec-
tric motor size and ESS energy capacity), four other parameters that relate to vehicle
characteristics and powertrain design are added to the parameter space:
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Figure 4.2. Pre-transmission parallel HEV architecture.
1. Engine/Generator Peak Power: This parameter determines the peak power of
the ICE (in case of the parallel architecture) or the combined ICE-generator
system (in case of the series architecture). Since map-based models are used
to model the ICE and the electric machines, just like Motor Peak Power, this
parameter will scale the torque/power axis of the efficiency and maximum torque
maps of the ICE and generator.
2. Vehicle Mass: The vehicle mass can be a highly uncertain parameter because
of the nature of heavy-duty vehicle applications. Firstly, due to the diversity of
applications, a particular powertrain solution may be used in vehicles of different
weight classes. Secondly, even for a particular vehicle, the instantaneous mass of
the vehicle may be highly variable and dependent on the loading of the vehicle
(e.g., empty bus vs full bus).
3. Coefficient of Drag: This parameter can be uncertain because a particular pow-
ertrain solution may serve different vehicle types with varying aerodynamics
(e.g., heavy-duty pickup truck vs a transit bus).
4. Coefficient of Rolling Resistance: This parameter may be uncertain for the same
reason as the above two, i.e., variability in vehicle applications.
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Note that, while the first is a powertrain component sizing parameter, the latter
three are uncertainties associated with the vehicle design and utilization. As such
these will be referred to as vehicle “noise” parameters.
4.1.2 Lithium-ion battery model
In Chapter 3, an LFP battery was used due to its high power density, which makes
it a suitable choice for high-power and low-energy applications like the HEV transit
bus application. In PHEV applications, however, it is desirable to take advantage of
plug-in capability and operate for as long as possible on energy obtained from the
electric grid. This directly reduces the amount of fuel energy consumed in the ICE
and as a result, has the potential to reduce the total cost of ownership (TCO). To take
advantage of this, batteries with larger specific energy capacities are desired. Hence
an energy-dense cathode material such as the Lithium Manganese Oxide + Lithium
Nickel Cobalt Manganese Oxide (NCM + LMO) chemistry is more suitable for such
applications, as compared to the power-dense LFP cathode.
While physics-based models are relatively more scalable to different cell construc-
tions and chemistries, they are also computationally more expensive. In Chapter 3, a
high-fidelity electrochemical model was used to capture the impact of battery degra-
dation on vehicle fuel economy and thus the life-cycle economics. While that approach
demonstrates the additional utility of such a high-fidelity model, it also shows that
such a computationally-expensive model is not tractable in a large-scale design study
such as this.
Fortunately, an accurate, computationally-efficient, empirical battery degradation
model for a Li-ion battery with a graphite anode and LMO+NCM cathode was avail-
able. Therefore, the battery was modeled as an equivalent circuit in the vehicle
simulation model and the battery life model developed in [73] (Equation (4.1), Ta-
ble 4.1) was utilized to predict battery end-of-life and replacement. This model is a
simple regression fit developed for the NCM + LMO chemistry. The model is fitted
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to a wide range of experimental data across varying temperatures (10◦C to 45◦C),
C-rates (0.5 C to 6.5 C) and depths-of-discharge (DOD, 10% to 90%). The vehicle
applications considered result in battery utilization profiles that fall within the range
of the experimental data this model has been calibrated for, thus enabling confident
use of this model.
Note that this model only predicts degradation of energy capacity. Since these
batteries are sized for PHEV applications, they are inherently oversized from the
power perspective. As such, degradation in power capacity is not expected to have
any significant impact on vehicle performance. Section 3.3.2 also showed that a
strong correlation exists between the energy capacity fade and power capacity fade.
Using this insight, it was decided to define battery end-of-life simply in terms of
remaining energy capacity. From here onwards in this thesis, any reference to capacity
or capacity loss is supposed to mean energy capacity or energy capacity loss, unless
otherwise noted.
In this study, the vehicle controls are defined such that, at the beginning-of-life,
70% of the total energy capacity is made available to the vehicle. As the battery’s
total energy capacity degrades, a larger fraction is made available to the vehicle, so
that at any time the total usable energy is constant. This ensures a consistent all-
electric or CD range for a vehicle owner. As soon as the total energy capacity drops to
70% of the initial energy capacity, the constant usable energy capacity can no longer
be maintained and the customer will start to see a drop in all-electric or CD range.
In this study, this point has thus been defined as the end-of-life. This is a highly
conservative end-of-life criterion, and in future studies this criterion could be relaxed
further or treated as a design parameter to be optimized.
Lastly, this model separates the capacity degradation phenomenon into cyclic
ageing and calendar ageing components (1st and 2nd terms in Equation (4.1), respec-
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tively), which allows its usage in a flexible framework where the correlation between
driving cycles and time (i.e., in days) need not be pre-determined.
Qloss,% = (aT
2 + bT + c) ∗ exp[(dT + e)Irate] ∗ Ahthroughput
+ f ∗ t0.5 ∗ exp[−Ea/RT ] (4.1)
Table 4.1. Coefficient values and units - ESS degradation model [63].
a 8.61 E-6, 1/Ah-K2 Irate C-rate
b -5.13 E-3, 1/Ah-K t Days
c 7.63 E-1, 1/Ah Ea 24.5, kJ/mol
d -6.7 E-3, 1/K-(C-rate) R 8.314, J/mol-K
e 2.35, 1/(C-rate) T K
f 14876, 1/day0.5
Thus, for every vehicle simulation over a drive cycle, the cyclic ageing component










where I(t) is the instantaneous current per cell, tcyc is the duration of the drive cycle,
dcyc is the distance traveled over the drive cycle in miles, a, b, c, d, and e are ageing
model parameters as shown in Table 4.1, T is the temperature in Kelvin and AhCap
is the Ah capacity of the cell.
The result is a % capacity loss per mile that can be attributed to each mode
of vehicle operation and combined for different modes using the Utility Factor (UF)
weighting method (based on vehicle utilization). The UF-weighted Qloss,% is then
used along with the calendar ageing component of the degradation model to determine
end-of-life (EOL) of the battery. This calculation is described in Section 4.2.3.
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4.1.3 Power management strategy
To enable a parametric study with control parameters, a new rule-based power
management strategy (“HEVO” strategy) was developed to provide control hooks
(See Section 2.3.2 for detailed description). Four control parameters were selected for
variation:
1. Maximum allowed C-Rate for ESS charge/discharge (C-RateMAX): This pa-
rameter determines the ‘physical’ power limits for battery operation (Equa-
tions (2.7) to (2.9), (2.11) and (2.12) and Figure 2.5).
2. Power filter parameter (T1): This is the time constant of the first-order filter
applied on the driver’s power demand (Equation (2.20)).
3. ESS SOC regulation power demand gain (θSOC REG): This parameter deter-
mines the aggressiveness of the SOC regulation control (Equation (2.25) and
Figure 2.9). This parameter is only active during the CSHEV mode (Sec-
tion 2.3.2).
4. % Power demand over which engine is requested (FENG ON): This parameter is
expressed as a fraction. When the wheel power demand exceeds this fraction
of the instantaneous battery power capability, the engine is requested to come
on to support the electric drivetrain (Equation (2.22)). This parameter is only
active during the CDHEV mode, as the engine is always on during the CSHEV
mode and is never allowed to turn on during the CDEV mode.
4.2 Simulation Process
4.2.1 Design of experiments
At the vehicle simulation level, a total of ten parameters are identified for vari-
ation. These consist of three powertrain sizing parameters, four power-management
control parameters and three vehicle characteristics. Tables 4.2 to 4.5 list these ten
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parameters, along with the ranges of variation for each hybrid architecture, for the
MD truck and transit bus applications, respectively. To achieve a manageable num-
ber of simulations in the design-of-experiments (DOE) with such a large parameter
space, a full factorial sampling approach can no longer be used. Instead, a Latin Hy-
percube (LHC) sparse-sampling scheme [74] is used to generate the desired number
of vehicle configurations spanning this 10-dimensional design space. The maxi-min
selection criterion [75] was used in the design of the DOE, i.e., the coverage of the 10-
dimensional space is optimized by maximizing the minimum distance (i.e., Euclidean
norm) between any 2 points in the DOE. Ranges for each parameter were selected
based on known regions of interest for the MD truck application (for the vehicle char-
acteristics), simple energy-based calculations for the drive cycles of interest, and test
runs of the Autonomie vehicle model.
Note that since PHEV applications are of interest, the minimum ESS energy ca-
pacity selected in each of the following DOEs, correspond to the maximum ESS energy
capacity considered in the DOE in Chapter 3. In Section 3.3, Figure 3.8(a) shows
that, for a large ESS, the motor becomes the bottleneck and battery degradation
does not affect fuel consumption. While the maximum motor size considered in the
DOEs in this chapter is slightly larger than the maximum motor size considered in
Chapter 3, it is expected that the impact of battery degradation on fuel consumption
is insignificant in this study, due to the large ESS sizes considered.
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Table 4.2. Vehicle parameters - series PHEV MD truck.
Parameter Units Min. Value Max. Value
Powertrain Sizing Parameters
M/G Peak Power kW 150 300









Vehicle Mass kg 8850 15000





Power filter parameter (T1) - 0.05 0.5
ESS SOC regulation power
demand gain (θSOC REG)
W/SOC 200 20000
% Power demand over




Table 4.3. Vehicle parameters - parallel PHEV MD truck.
Parameter Units Min. Value Max. Value
Powertrain Sizing Parameters
M/G Peak Power kW 50 300









Vehicle Mass kg 8850 15000





Power filter parameter (T1) - 0.05 0.5
ESS SOC regulation power
demand gain (θSOC REG)
W/SOC 200 20000
% Power demand over




Table 4.4. Vehicle parameters - series PHEV transit bus.
Parameter Units Min. Value Max. Value
Powertrain Sizing Parameters
M/G Peak Power kW 150 300









Vehicle Mass kg 12000 18000





Power filter parameter (T1) - 0.05 0.5
ESS SOC regulation power
demand gain (θSOC REG)
W/SOC 200 20000
% Power demand over




Table 4.5. Vehicle parameters - parallel PHEV transit bus.
Parameter Units Min. Value Max. Value
Powertrain Sizing Parameters
M/G Peak Power kW 50 230









Vehicle Mass kg 12000 18000





Power filter parameter (T1) - 0.05 0.5
ESS SOC regulation power
demand gain (θSOC REG)
W/SOC 200 20000
% Power demand over





The results of the economic analysis are highly sensitive to the economic assump-
tions. Since the goal of this study was to study the economics of hybrid electric
powertrains not just in the present day, but also in the near future, four economic
scenarios are defined corresponding to the 2015, 2020, 2025 and 2030 time-frames.
Fuel price and cost per unit power/energy of electric motors + power electronics
(EM + PE) and Li-ion batteries are varied progressively across these four scenarios
(Table 4.6), under the assumption that each of these factors becomes more favorable
towards hybridization in the future. That is, fuel price is assumed to increase from 2
$/gal. to 6 $/gal. from 2015 to 2030, while the cost for electric machines and batteries
is assumed to drop by approximately 50% from 2015 to 2030. For each scenario, the
prices are assumed fixed over the life of the vehicle (i.e., for the c2015 scenario the
fuel price is assumed to be 2 $/gal throughout the life of the vehicle). While this does
not reflect reality, this is equivalent to capturing the average fuel price over vehicle
life in a simple manner.
The economic conditions are constantly changing and very difficult to forecast into
the future, as evidenced by the incongruence between some of the widely used fore-
casts of petroleum pricing and the actual evolution of oil prices in the global markets
in recent times. Hence the numbers used here represent the author’s best estimates
based on literature and inputs from industry partners. The fuel price assumptions
are based on the forecasts in recent editions of the Annual Energy Outlook prepared
by the US Energy Information Administration [3]. The technology cost forecasts
are estimates based on DOE targets (reference [72] shows an R&D cost target for
electric machines and power electronics in 2014 at 15 $/kW) and literature (refer-
ence [70] shows production battery pack costs in 2014 at < 300 $/kWh for the EV
manufacturers Tesla Motors and Nissan Motors).
Note: All values shown in Tables 4.6 to 4.8 are in nominal terms.
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Table 4.6. Economic scenarios considered.
Parameter Unit c2015 c2020 c2025 c2030
Fuel Price $/gal 2 3.33 4.67 6
Battery Cost (A2) $/kWh 500 300 200 150
Motor + PE Cost -
slope (A1)
$/kW 33.3 27.4 21.5 15.6
Motor + PE Cost -
intercept (A0)
$ 504 455 407 358
Other economic assumptions that are kept uniform across the four scenarios are
listed in Table 4.7. A private discount rate of 10% is used based on averaged historical
US stock market returns [76]. The integration cost factor reflects various cost margins
associated with the electric powertrain components, over and above the technology
costs in Table 4.6 (see Section 2.4 for how these impact the economic analysis).
Table 4.7. Economic model assumptions.
Parameter Value Unit
Social Rate of Discount 10 %
Vehicle Life [71] 12 years
ESS End-of-Life Capacity Loss (QEOL) 30 %
Electricity Price [77] 0.1 $/kWh
Electrical Grid Charging Efficiency 90 %
Integration Cost Factor (FIC) 1.641 -
Annual vehicle miles traveled (AVMT) for transit buses and MD trucks are esti-
mated based on [78–80] and the vehicles are assumed to be operational for 300 days
of the year (see Table 4.8).
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Table 4.8. Vehicle utilization assumptions.
Parameter Value Unit
Operational days - transit bus and MD truck 300 days/year
AVMT - transit bus 30000 miles/year
AVMT - MD truck 25000 miles/year
4.2.3 Utility-factor-weighted analysis
For PHEVs, the calculation of the various metrics involves combining the charge
depleting (CD) and charge sustaining (CS) results of the drive cycle simulations with
a utility-factor-weighting approach. The utility factor indicates the fraction of time
the vehicle operates in a CD mode out of its total operation time. Each vehicle con-
figuration is simulated over the drive cycles in 3 modes: CDEV, CDHEV and CSHEV
(see Section 2.3.2). The results obtained by combining simulation results for CDEV
and CSHEV modes represent EREV operation, while those obtained by combining
simulation results for CDHEV and CSHEV modes represent PHEV operation. In
the two charge depleting modes, the vehicles are initialized with a fully-charged bat-
tery pack and simulated over multiple drive cycle iterations until the battery SOC
reaches the charge sustaining threshold of 30%. For the charge sustaining mode,
charge-balanced simulations are run as described in Section 2.3.3.
CD range is defined as the number of miles that the vehicle can drive in charge
depleting mode (CDEV for EREVs, CDHEV for PHEVs) on a specific drive cycle,
i.e., battery depletes from 100% SOC to 30% SOC. The results from the different
modes are then combined as follows:















FCUF = UF ∗ FCCD + (1− UF ) ∗ FCCS (4.5)
Electricity Consumption:
ECUF = UF ∗ ECCD + (1− UF ) ∗ ECCS (4.6)
ESS Cycling Loss:
Qloss,UF = UF ∗Qloss,CD + (1− UF ) ∗Qloss,CS (4.7)
where fuel consumption (FC) and electricity consumption (EC) are obtained from
the vehicle simulation for each mode and Qloss is the cycling-driven energy capacity
loss obtained by computing Equation (4.2) for each of the mode simulations.
Battery end-of-life: The battery end-of-life (EOL) is calculated by combining the
UF-weighted ESS cycling loss (i.e., cyclic ageing component) with the calendar ageing
component of the battery degradation model (Equation (4.1)) as follows:





where t′ is time in days, e, f, Ea are battery degradation model parameters (Table 4.1),
QEOL is the battery EOL energy capacity (Table 4.7), R is the universal gas constant
and T is the temperature in Kelvin.
4.3 Results
Unlike Chapter 3, the high dimensionality of the data poses a challenge in visual-
izing and extracting meaning from the results. A surface response model can greatly
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aid in understanding the sensitivity of the results to particular parameters. However,
again due to the high dimensionality of the parameter space, it was found that poly-
nomial regression could not be used to achieve a model with a good fit. Therefore
some alternative techniques are presented here to extract insights from the data.
4.3.1 Constraints for solution viability
Before analyzing the results, some real-world constraints are defined to define
viable solutions. In Chapter 3, due to the small DOE size, it was easy to select the
design parameter ranges such that gradability and drive cycle power requirements
were satisfied for all 25 simulations, but the other real-world constraints on economic
metrics and ESS replacements were not considered in that study. In this chapter, due
to the large parameter space and large number of vehicle configurations, it becomes
important to define these criteria for solution viability. These constraints are based
on inputs from industry partners on what is currently acceptable to customers in the
heavy-duty vehicle market. The constraints are:
 Gradability: the vehicle must meet 7% grade @ 20 mph in the CS mode.
 Drivecycle trace-following: the % time for which the velocity tracking error is
> 2 mph must be < 2%.
 Net present value (NPV) ≥ 0. That is, over the life of the vehicle, the hybrid
powertrain should provide a net economic benefit as compared to a conventional
vehicle.
 Payback Period < 2 years (i.e., years it takes for the savings in operating costs
to make up for the additional initial system cost for the PHEV as compared to
a conventional vehicle).
 # of battery replacements over vehicle life ≤ 3 (i.e., battery life ≥ 3 years, for
a vehicle life of 12 years as per Table 4.7).
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4.3.2 Scenario-based analysis of viable solutions
One useful way to analyze the results from the perspective of the earlier defined
economic scenarios (Section 4.2.2), is to identify the earliest scenario in which a viable
solution exists for a particular hybrid architecture and drive cycle combination. These
“first scenarios of viability” are shown for the transit bus and MD truck applications
in Tables 4.9 and 4.10, respectively.
These tables show that, in general, viable solutions are obtained for the transit bus
application earlier as compared to the MD truck application. This may be attributed
to the larger AVMT and vehicle weight of the bus application, which will contribute
to more fuel savings relative to a conventional vehicle. The parallel architecture also
appears to fare slightly better than the series architecture for both truck and bus
applications. Another observation is that the urban applications (i.e., Manhattan
cycle for transit bus and NY Composite cycle for MD truck) see the earliest scenarios
with viable solutions.
Note that, under these assumptions, this analysis suggests that parallel PHEV
transit buses should be economically viable across all drive cycles by 2020 and series
PHEV transit buses by 2025. The MD truck applications require more favorable
economic scenarios to achieve viability.
In Tables 4.11 to 4.16, the number of viable solutions, for each combination of
architecture and drive cycle, are presented for each economic scenario. The number
noted as T under the architecture label represents the total number of design points in
the DOE simulated for that particular architecture and vehicle type. Note that there
are no viable solutions for MD truck applications under the 2015 and 2020 scenarios,
hence these tables are not shown.
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Series PHEV 2020 2025 2020 2020
EREV 2020 2025 2020 2020
(T=1300)
Parallel PHEV 2015 2020 2020 2020
EREV 2020 2020 2020 2020
Table 4.10. First scenario of viability - MD truck.




Series PHEV 2030 2030 2025
EREV 2030 2030 2025
(T=800)
Parallel PHEV 2025 2025 2025
EREV 2030 2025 2025











Series PHEV 0 0 0 0
EREV 0 0 0 0
(T=1300)
Parallel PHEV 5 0 0 0
EREV 0 0 0 0
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Series PHEV 65 0 2 6
EREV 48 0 2 9
(T=1300)
Parallel PHEV 382 99 120 214
EREV 139 3 9 23











Series PHEV 195 147 224 231
EREV 174 111 189 197
(T=1300)
Parallel PHEV 658 608 689 604
EREV 345 216 371 260











Series PHEV 195 225 281 247
EREV 174 185 261 212
(T=1300)
Parallel PHEV 658 782 828 726
EREV 363 347 492 260
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Table 4.15. # of viable solutions - MD truck - c2025.




Series PHEV 0 0 68
EREV 0 0 77
(T=800)
Parallel PHEV 1 162 37
EREV 0 2 4
Table 4.16. # of viable solutions - MD truck - c2030.




Series PHEV 152 329 742
EREV 105 222 614
(T=800)
Parallel PHEV 312 637 485
EREV 43 129 278
4.3.3 Availability of viable solutions across vehicle characteristics
In the previous sub-section, each viable solution corresponds to a specific set of
values for the 10 parameters sampled through the DOE. These 10 parameters include
the three vehicle characteristics that are often uncertain at the powertrain design
stage and hence can be thought of as noise parameters: vehicle mass, coefficient of
aerodynamic drag and coefficient of rolling resistance. One question that naturally
arises is: Do viable powertrain sizing and control solutions exist for all possible com-
binations of the vehicle characteristics?
To answer this question, a ‘Noise Parameter Space Coverage’ measure is defined
as follows. The 3-dimensional noise parameter space (i.e., a cube with each vehicle
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characteristic on the x, y and z axes) is divided into n3 cubes, which corresponds to
dividing the range of each vehicle characteristic into n equal sections. For n = 3, this
will result in the noise parameter space being divided into n3 = 27 smaller cubes. The
number of these smaller cubes that contain viable solutions can be identified (say, ns).





This percentage represents the fraction of the noise parameter space that contains vi-
able solutions. To graphically illustrate this concept, in Figure 4.3, the shaded smaller
cubes indicate availability of viable solutions in that region of the noise parameter
space. The number on each cube represents the number of viable solutions found.
The numbers shown in this figure correspond to a Series EREV transit bus, operated
on the Manhattan drive cycle under the 2020 economic scenario, corresponding to
the appropriate entry in Table 4.18. Since there are 17 shaded cubes out of a total
of 27, this gives a %NPSC = 63%.
Note that absence of a viable solution in a particular region is not a guarantee that
no possible economically viable solution exists in that noise parameter region. The
nature of the randomized sparse sampling approach used to construct the DOE results
in a non-exhaustive sampling of the parameter space. Therefore it is possible that
certain combinations of the parameters may result in a viable solution, yet were not
picked by the DOE construction algorithm. In that regard, this design methodology
is inherently conservative, and confidence in the non-existence of viable solutions can
only be increased by increasing the sample size of the DOE.
With the above limitation in mind, it can be seen that choosing a large value
of n leads to finer resolution in sectioning the noise parameter space. However this
also implies that fewer DOE points will lie in each smaller cube, thus reducing the
coverage of the remaining 7 parameters in each smaller cube. Considering the size of
the DOE, the value of n = 3 was selected for this study.
Now for each vehicle, architecture and drive cycle combination, the %NPSC is




































Figure 4.3. Illustration of % Noise Parameter Space Coverage - Series
EREV, Transit Bus, Manhattan drive cycle, 2020.
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Series PHEV 0 0 0 0
EREV 0 0 0 0
(T=1300)
Parallel PHEV 19 0 0 0
EREV 0 0 0 0











Series PHEV 78 0 7 19
EREV 63 0 7 26
(T=1300)
Parallel PHEV 100 96 100 100
EREV 93 7 22 48











Series PHEV 100 100 100 100
EREV 100 96 100 100
(T=1300)
Parallel PHEV 100 100 100 100
EREV 100 100 100 100
90











Series PHEV 100 100 100 100
EREV 100 100 100 100
(T=1300)
Parallel PHEV 100 100 100 100
EREV 100 100 100 100
Table 4.21. % Noise Parameter Space Coverage (%NPSC) - MD truck - c2025.




Series PHEV 0 0 78
EREV 0 0 78
(T=800)
Parallel PHEV 4 100 63
EREV 0 7 15
Table 4.22. % Noise Parameter Space Coverage (%NPSC) - MD truck - c2030.




Series PHEV 100 93 100
EREV 89 100 100
(T=800)
Parallel PHEV 100 100 100
EREV 85 93 100
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The above tables show that, as the economic scenario becomes more favorable,
economically viable solutions are found for more regions in the noise parameter space.
In particular, they show that by 2020, a viable parallel PHEV powertrain solution
can be found for the various transit bus applications, given any combination of the
uncertain vehicle characteristics. Further, by 2025, the same is true across both
series and parallel architectures in PHEV as well as EREV operating modes. Among
the MD truck applications, the refuse truck shows 100% solution availability across
the entire space of vehicle characteristics as early as 2025, with a parallel PHEV
architecture. By 2030, all truck applications show close to complete coverage across
architectures and operating modes.
Note that, in the definition of economic scenarios, the progression of various eco-
nomic factors is linked to each other, i.e., decreasing ESS costs are linked to increas-
ing fuel prices. Since future forecasts are inherently uncertain, it is not difficult to
imagine a future scenario where ESS prices have dropped but fuel prices remain un-
changed, or vice versa. Therefore, being able to look at sensitivity to these economic
assumptions, without necessarily linking them together, would be a valuable tool.
Additionally, while in the previous economic scenario assumptions the annual vehi-
cle miles traveled (AVMT) were kept fixed by vehicle type, these numbers may also
change in the future and can have a significant impact on the economic viability of a
PHEV powertrain.
To enable this sensitivity analysis, the economic and AVMT assumptions are
divided into 4 levels as shown in Table 4.23. Since visualization is only possible for
three dimensions, the electric machine + power electronics (EM + PE) and ESS costs
are kept linked and varied on one axis. Fuel price and AVMT are varied on the other
two axes.
Figure 4.4 shows how the % NPSC changes in response to different combinations
of these three economic/AVMT dimensions for a series and parallel PHEV transit
bus. These plots show that, as expected, increasing fuel prices and reducing tech-
nology costs both lead to reduced payback periods and hence improved % NPSC of
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Table 4.23. Economic/AVMT dimensions for % NPSC sensitivity analysis.
Parameter Unit Levels
Fuel Price $/gal 2 3.33 4.66 6
ESS Cost $/kWh 500 300 200 150
EM + PE Cost - Slope $/kW 33.3 27.4 21.5 15.6
EM + PE Cost - Intercept $ 503.5 455 406.5 358
AVMT Transit bus miles 25K 30K 35K 40K
viable solutions. However, the impact of variation in AVMT is not clear. In general,
higher AVMT leads to higher %NPSC, which can be attributed to the greater fuel
savings per year and hence reduced payback period. However, for a 2 $/gal. fuel
price and 150 $/kWh ESS price, increasing AVMT from 25,000 miles to 30,000 miles
actually reduces the %NPSC. Note that increasing AVMT also leads to more bat-
tery degradation per year and hence more frequent battery replacements. Thus, it
appears that while in general the reduced payback period is a more dominant effect
of increasing AVMT, in the one anomalous case highlighted above, the increasing
ESS replacements may be dominating, to reduce the number of viable solutions that
















Series PHEV Transit Bus – Manhattan Cycle
% NPSC 



















Parallel PHEV Transit Bus – Manhattan Cycle
% NPSC 





Figure 4.4. Sensitivity of % NPSC to economic/AVMT assumptions
- PHEV transit bus, Manhattan drive cycle.
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4.3.4 ‘Winning’ powertrain solution and robustness
While the analysis presented up to this point provides much insight at a high-
level, one critical question remains unanswered: How does one identify if there is a
single ‘winning’ combination of powertrain sizing and control parameters for a given
architecture type and drive cycle - even in the face of uncertainty in economic and
vehicle characteristics (mass, rolling resistance, and drag)? If the answer is yes,
the powertrain developer could deploy a single powertrain configuration into a given
vehicle class, instead of having to tweak/re-do the design given variations in vehicle
characteristics or changes in the economic climate.
This question is somewhat complicated by the fact that the vehicle characteristics,
which are not really a part of the powertrain solution and hence not the objective of
this design process, are also a part of the sparse-sampled DOE. More specifically, pick-
ing a ‘winning’ solution from the DOE inevitably includes the impact of a particular
set of these vehicle characteristics that are attached to that DOE point. Therefore, it
is crucial to evaluate the robustness of the ‘winning’ powertrain solution to variation
in these vehicle characteristics, as well as the other economic assumptions, to confirm
that the solution is reasonably viable across the uncertain variables.
First, a ‘winning’ solution needs to be identified based on an objective function.
While several possible choices exist, the Net Benefits to Investment Ratio (NBIR) is
selected as the objective function. This metric is defined as:
NBIR =
PV (benefits)− PV (operating costs)
PV (investment costs)
(4.10)
where PV denotes the time-discounted present value, benefits are the fuel savings in
comparison to a conventional vehicle, operating costs are the ESS replacement costs
and the investment cost is the initial system cost (ISC) premium.
The results in this section will focus on a parallel PHEV transit bus operating
on the Manhattan drive cycle. Figure 4.5 shows the NBIR of the 5 viable solutions
found for this application under the 2015 economic scenario, and the solution with
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maximum NBIR is highlighted. Clearly this solution is safely within the limits of the
critical ESS replacements and payback period constraints defined in Section 4.3.1,
thus increasing the confidence in its robustness to uncertainty.
The powertrain sizing and control parameters associated with this winning solu-
tion are listed in Table 4.24.Table 4.25 lists the vehicle characteristics attached to this
DOE point and some economic results for this combination under the 2015 economic
scenario.
Max. NBIR = 3.58
Parallel PHEV Bus – Manhattan Cycle - 2015 economic assumptions











Figure 4.5. Selection of ‘winning’ powertrain solution - parallel PHEV
transit bus, Manhattan drive cycle, 2015 economic scenario. Solutions
shown satisfy payback period <2 years and 3 or fewer ESS replace-
ments.
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Table 4.24. Winning powertrain solution.
Parameter Units Value
Component Sizing
Engine Peak Power kW 188
M/G Peak Power kW 70
ESS Pack kWh capacity kWh 17.4
Power Management Strategy
Maximum allowed C-Rate for ESS charge/discharge - 2.46
Power Filter Parameter T1 - 0.21
Slope - ESS SOC regulation power demand (CSHEV mode) W/SOC 25480
% Power demand for ICE ON request (CDHEV mode) - 0.42
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Table 4.25. DOE point characteristics - 2015.
Parameter Units Value
Vehicle Characteristics
Cd ∗ A - 5.25
Crr 0.007
Vehicle Mass kg 17897
Economic Metrics
CD range miles 46
% FC Reduction % 49.3
Payback Period yrs 1.48
# of ESS Replacements - 2.58
Net Present Value $ 50,874
Internal Rate of Return % 58.63
Initial System Cost $ 19,734
ESS Pack Cost $ 8690
M/G Cost $ 2835
Annualized Cost Savings per mile $/mile 0.44
Next, to capture the sensitivity of this winning solution to the noise variables,
the powertrain configuration was simulated over a 5x5x5 full-factorial DOE defined
across the three vehicle characteristics. These three vehicle characteristics (vehicle
mass, coefficient of aerodynamic drag and coefficient of rolling resistance) along with
four economic/vehicle usage parameters (fuel price, ESS cost, electric machine +
power electronics costs and AVMT) constitute the uncertain variables. To evaluate
the sensitivity of the winning solution, on various metrics, to each of these uncertain
variables, each uncertain variable is swept from its maximum to its minimum value,
while the other 6 uncertain variables are held fixed at their nominal values. The
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resulting swing in the metric of interest is depicted using tornado plots (Figure 4.6).
The tornado plot shows the impact of each uncertain variable ranked from the most
significant variable at the top, to the least significant variable at the bottom. The
maximum, minimum and nominal values of each uncertain variable are listed in Ta-
ble 4.26. The tornado plots also show the worst case-value of each metric, which is
obtained when all the uncertain variables are at their respective worst-case conditions.
Figure 4.6 shows that the most critical parameters that impact the payback pe-
riod, ESS replacements and NPV, are AVMT, Fuel Price and ESS Cost. Vehicle mass
has the maximum impact on Fuel Consumption Reduction, and some effect on ESS
replacements, however it does not seem to have any significant effect on the payback
period or NPV. The other vehicle characteristics have negligible impact on all four
metrics. Therefore, the powertrain solution selected appears to be fairly robust to
variation in the vehicle characteristics. The critical metric that could cross the vi-
ability threshold is the number of ESS replacements. The worst case value for this
metric, at ∼3.3 is higher than the viability criteria, which is ≤ 3. However, as long
as the AVMT is kept low, meeting this criterion should not be a problem.
Table 4.26. Ranges of values for uncertain variables.
Variable Min. Nom. Max.
Cd ∗ A 4.12 5.18 6.25
Crr(∗103) 0.005 0.006 0.007
Veh. Mass (kg) 12K 15K 18K
Annual VMT (miles) 25K 35K 45K
Fuel Price ($/gal) 2 4 6
ESS Cost ($/kWh) 150 300 700



















































































































































































































































































































































































4.4 Summary and Conclusions
This chapter describes a novel model-based framework that enables the economic
evaluation of hybrid-electric vehicle powertrain design over the life cycle of any vehicle
application. A battery life prediction model is combined with dynamic powertrain
simulations models and the procedure to execute a large-scale DOE and subsequent
economic analysis of the results is presented. The framework is used to study the
powertrain sizing and control design space for the Series and Parallel PHEV and
EREV architectures for Medium-Duty Class 4 - 6 truck operation over three rep-
resentative drive cycles and Class 6-7 transit bus operation over four representative
drive cycles. Apart from the tractive power requirements, constraints on payback
period (< 2 years) and # of battery replacements (≤ 3 replacements over vehicle life)
are used to determine viable solutions. Further, the results are analyzed under four
economic scenarios.
A metric, Noise Parameter Space Coverage, is defined to help understand the im-
pact of the vehicle characteristics and other economic factors on the viability of pow-
ertrain solutions. A method to select a winning powertrain solution is also described
and an example powertrain solution for a parallel PHEV transit bus is identified.
For this winning solution, the sensitivity to the uncertain variables was explored and
shown through tornado plots. These plots indicate that AVMT, fuel price and ESS
costs are the most significant factors that affect economic viability.
The caveat that must be noted is that the quantitative results shown are meant to
be representative, not precise predictions, as they are highly sensitive to the economic
and model assumptions.For example, the battery degradation model used in this study
is extremely conservative. It models a battery with a shelf life of ∼6.5 years, i.e., even
if the battery is not utilized it will reach the 30 % capacity-loss end-of-life condition
in 6.5 years. State-of-the-art batteries have been demonstrated with much longer
calendar life (10-12 years), and the ESS replacements criterion in this study may be
much easier to achieve with such batteries.
101
Notwithstanding the above caveat, the methodology demonstrated enables a de-
tailed understanding of the sensitivity of economic viability of PHEV powertrains in
heavy-duty applications to the various design, control, noise, and economic variables
considered. Further, it demonstrates a tractable approach to solving a complex de-
sign problem, by intelligently leveraging high-fidelity simulation models and a sparse
sampling approach to study the design space. The framework is highly generalizable
and can be applied to any vehicle application and hybrid-electric powertrain archi-
tecture. A promising direction for future work is to leverage the insights gained using
this methodology to develop an optimization methodology that selects the power-
train sizing and control parameters of a PHEV architecture to maximize robustness
to uncertainty in the vehicle chassis parameters, use case (i.e., drive cycle, AVMT)
and economic conditions.
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5. REDUCED-ORDER BATTERY DEGRADATION MODEL
As demonstrated in Chapters 3 and 4, an accurate Li-ion battery (LIB) degrada-
tion model is required to predict battery life and its impact on the total cost-of-
ownership of a hybrid electric vehicle (HEV). Several types of models for predicting
battery degradation exist in the literature, including physics-based electrochemical
models [27–30], semi-empirical models [61], and empirical models [25, 60, 73]. Due
to their simplicity and sufficient accuracy for many applications, semi-empirical and
empirical models have been used for on-line state-of-health (SOH) estimation. The
usability of these models, however, is generally limited to operating conditions charac-
teristic of the data used for calibration. To cover a relatively wide range of operating
conditions, expensive and time-consuming experiments need to be conducted. In
contrast, electrochemical models, which describe aging phenomena with some phys-
ical basis, have the potential to allow the analysis to be extended to a larger range
of operation conditions once the model is calibrated, but are computationally more
expensive than the aforementioned empirical and semi-empirical models.
In Chapter 3, a high-fidelity electrochemical model of a Lithium Iron Phosphate
(LFP) cell was used to demonstrate the impact of battery degradation on HEV per-
formance; unfortunately its computational inefficiency precluded its use in large-scale
studies. In Chapter 4, a fast empirical degradation model [73], for a Lithium Nickel
Cobalt Manganese Oxide + Lithium Manganese Oxide (NCM + LMO composite
cathode) chemistry, was used in a large-scale design study. Such a cathode chem-
istry is an energy-dense chemistry that is suitable for PHEV applications. Further,
the operating conditions represented in the calibration data [73] were found to be
reasonably representative of the operating conditions required in the design study.
While these factors made this model appropriate for use in that study, there are some
limitations that preclude a generalized use of this model:
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1. The model is highly specific to the NCM+LMO chemistry. For most LIB
chemistries (such as LFP, NCM), degradation of the graphite anode is the domi-
nant factor in capacity loss. However, for the composite NCM+LMO chemistry,
it has been shown that cathode degradation cannot be ignored [63]. Since every
chemistry has varying contributions from cathode and anode degradation, this
empirical model fitted to ageing data from a particular chemistry cannot be
generalized to other chemistries.
2. No other experimental ageing data was found for this LIB chemistry in the
literature, apart from [73] in which this model is proposed. This limits the val-
idation of this model under different operating conditions. While [73] presents
sufficient data to justify the use of this model under conditions representative of
the calibration data, the empirical nature of the model implies that the model
is unlikely to generalize to other operating conditions.
3. Since this model only predicts energy capacity loss and not power capacity loss,
it is not possible to update the internal impedance of the LIB performance
model as the battery degrades. This restricts the ability to use this model to
capture impact of battery degradation on vehicle performance, which the more
complex electrochemical ALST model was capable of achieving in Chapter 3.
The objective of the research described in this chapter was to develop a more
physically-based degradation model that is more generalizable than existing empirical
models, yet faster than the complex electrochemical models.
First, a detailed study of existing models was conducted to understand their ca-
pabilities and limitations, and is reported in Sections 5.1 and 5.3. While some of
the various existing models have been validated with experimental data, comparisons
of these degradation models across multiple experimental data sets have not been
previously published. Three existing degradation models for the graphite/LiFePO4
battery chemistry, a pseudo-2D electrochemical model (AutoLion ST, or ALST), a
semi-empirical model (from the National Renewable Energy Laboratory) and an em-
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pirical model (published in the literature), are reviewed and compared against four
published experimental data sets for a 2.3-Ah commercial graphite/LiFePO4 cell. One
of these experimental data sets was originally used to create the empirical model, and
to calibrate the semi-empirical model. However, this data set is limited to constant-
current charge/discharge at low C-rates and thus does not completely represent re-
alistic operating conditions. Three additional experimental data sets, representative
of an electric vehicle drive cycle, a hybrid electric vehicle drive cycle, and a high
C-rate (16C) constant-current charge/discharge cycle, are used to further validate
the models. Based on the simulation results and comparisons, the key differences
in the aging factors captured by each of the models are summarized. The results
show that the physics-based model is best able to capture results across all four data
sets with a prediction error less than 10%, but is 5-10x slower than the empirical
and semi-empirical models. The semi-empirical and empirical models, however, when
used under conditions that lie outside the calibration data set, exhibit up to 75 %
error in capacity loss prediction.
Based on these insights, in Section 5.4, a novel physically-based reduced-order
degradation model is derived that provides greater fidelity and computational speed.
This model captures the two primary degradation mechanisms that occur in the
graphite anode of a typical lithium ion cell: capacity loss due to Solid-Electrolyte
Interface (SEI) layer growth caused by irreversible side reactions, and capacity loss due
to isolation of active material. The computational advantage is attained by making
simplifying assumptions, primarily: i) fast diffusion of Li ions in the active material,
and ii) homogeneity of cell parameters across the electrode thickness. While this
model only captures degradation mechanisms on the graphite anode, these have been
observed to be the dominant degradation factors in several LIB chemistries including
LFP and NCM. Further, the same physics captured here underlies the degradation
mechanisms observed on LIB cathodes. As such, it may be possible to extend this
model to capture cathode degradation in the future, for chemistries where cathode
degradation is significant.
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In Sections 5.5 and 5.6, the reduced-order model is calibrated and validated for a
commercial 2.3-Ah cell with a Lithium Iron Phosphate (LFP) cathode and graphite
anode. The model is calibrated using one of five available data sets, and validated
using the remaining four data sets representative of diverse operating conditions.
The model matches experimental capacity degradation results with less than 4%
error across all four diverse data sets, while running 80× faster than a more complex
porous electrode model that is only slightly more accurate (<2% error).
Note: In this chapter, the various models studied have all been developed for a
2.3Ah 26650 LFP cell and hence cannot be directly compared to the empirical model
for NCM+LMO used in Chapter 4. The reasons for focusing on the LFP chemistry
and this particular cell are:
1. For cells with an LFP cathode and graphite anode, the degradation mecha-
nisms in the cathode can be neglected ( [27,49]) and the capacity loss measured
through experiments can be fully attributed to anode degradation. This facil-
itates the validation of the reduced-order degradation model for the graphite
anode, which can then be generalized for all LIBs where cathode degradation
is not significant.
2. The LFP chemistry, and particularly the 2.3 Ah 26650 format cell, is fairly ma-
ture and widely commercialized in several applications. Hence there is sufficient
availability of published experimental data ( [25,27,81–83]) for calibration and
model validation, as compared to other, more recently commercialized, battery
chemistries such as NMC.
5.1 Description of the Three Selected Battery Models
The three existing battery degradation models, developed in the literature for the
LFP cell, are described in this section.
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5.1.1 1-D electrochemical model - ALST model
AutoLion ST (ALST version 5.2.1 is used in this work) is a thermal-coupled-
electrochemical model developed by EC Power that is intended to predict battery
performance (current, voltage, state-of-charge (SOC), etc.) and degradation [31]. As
previously described in Chapter 3, this model captures the non-linear electrochemical
dynamics of Li-ion transfer in a cell, including diffusion in the solid-state electrode,
electrochemical reaction at the electrode-electrolyte interface, and transport through
diffusion and ionic conduction in the liquid-phase electrolyte. The model also captures
the two primary degradation mechanisms observed in Li-ion batteries:
 Growth of the Solid-Electrolyte Interface (SEI) layer
 Loss of active material
The governing equations describing the electrochemical model and the degrada-
tion mechanisms are listed in Figure 5.1 and in greater detail in Chapter A. These
equations are numerically solved for each zone in the anode and cathode, which are
discretized spatially in 1-dimension. The ALST battery model takes power or current
demand as an input and computes parameters such as the concentration of Li-ions,
current density, SEI layer thickness and active material fraction, spatially resolved in
the anode and cathode, as well as cell level parameters such as open-circuit voltage,
VOC , and terminal voltage, VT . A comprehensive description of the physics underlying
this model is provided in Section 5.4.
The cell capacity in the ALST model is determined with a capacity characteriza-
tion process (Section 3.1.2). In this process, the cell is fully charged to a high cutoff
voltage, and then discharged with a 0.5C constant current until it reaches the low
cutoff voltage. The discharge capacity is defined as the cell capacity.
The ALST model was run in the 2-2-2 zone configuration with a timestep of
Ts = 0.1s. However the extrapolation strategy employed in Section 3.2.2 was not
used to generate the results shown in this chapter.
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Figure 5.1. ALST degradation model description [31]. Blue box lists
the performance model equations. Orange box lists the degradation
model equations.
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5.1.2 Semi-empirical degradation model - NREL model
A physically-motivated semi-empirical battery lifetime model was developed by
the National Renewable Energy Laboratory (NREL) [61, 62]. From here on this
model will be referred to as the ‘NREL model’. In this model, observable degradation
mechanisms were represented by low-order surrogate models, and the parameters for
these surrogate degradation models were fitted to experimental battery aging data.
Two degradation mechanisms were captured for the A123 26650 LiFePO4 cell: (i)
internal resistance increase, which has a direct impact on the maximum power that
the cell can source or sink, and (ii) reduction in capacity. Both models depend on cal-
endar life and the number of charge/discharge cycles that the battery has undergone.
The calendar-related fade that is captured in this model is attributed to growth of
a resistive SEI layer at the electrode surface. SEI layer formation increases cell re-
sistance and consumes cyclable Li-ions. The model assumes that the calendar-driven
resistance growth and capacity fade are proportional to square root of time [19, 28].
As mentioned previously, cycle-driven fade is generally attributed to mechanical ex-
pansion/contraction of electrodes resulting in stress/deformation and fracture. This
mechanical stress/deformation results in loss of electrode active sites, which leads to
capacity fade and resistance growth. The NREL model assumes that capacity fade
and resistance growth due to cycling are proportional to the number of cycles. To
capture the number of micro-cycles at different depth-of-discharge (DOD) levels, a
rainflow algorithm is used [84].
The life model assumes that internal resistance growth (R) due to calendar-driven
and cycling-driven mechanisms can be predominantly additive.









Cell capacity (Q) is assumed to be controlled by either loss of cycleable Li or loss
of active sites, which can be represented using the minimum function:
Q = min(1, QLi, Qsite) (5.2)
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where QLi is called the cyclable lithium-ion-limited relative capacity, and 1 − QLi
is the relative capacity fade due to cyclable lithium ion loss. Similarly, Qsite is the
site-limited relative capacity, and 1−Qsite is the relative capacity fade due to active
site loss.
QLi = b0 − b1t
1








0(1 + p)N ]
1
1+p (5.4)
where N is the number of micro-cycles, t is the calendar time, a0, a1, a2, a3, b, b1,
b2, c0, c1, and p are fitted parameters. These fitting parameters are described with
functional dependence on operating conditions, such as DOD, C-rate, temperature,
etc. [62]. Capacity fade data from multiple sources, including [25, 82] and other test
data sets, was used to tune the model.
5.1.3 Empirical degradation model - Regression model
A popular empirical model for the A123 26650 LFP cell that has been cited and
used in several studies is the one developed in [25]. In that paper, four experimental
parameters are investigated: time, temperature, DOD, and discharge rate. For each
discharge rate, a least squares regression model, which combined various factors (e.g.,
time, temperature, DOD) into an Ah-throughput-dependent aging expression, was
established for life prediction, as shown in Table 5.1. Ah-throughput is defined as:
number of cycles × DOD × full cell capacity. For simplicity, this empirical life model
will be referred to as the ‘Regression model’ in the later sections. Since the Regression
model is provided only for 0.5C, 2C, 6C, and 10C, capacity loss at other C-rates is
estimated by interpolation/extrapolation.
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Table 5.1. Equation to predict capacity fade at a given discharge rate [25].
C-rate Life model
C/2 Qloss = 30330 · exp(−31500RT ) · (Ah)
0.552
2C Qloss = 19330 · exp(−31000RT ) · (Ah)
0.554
6C Qloss = 12000 · exp(−29500RT ) · (Ah)
0.56
10C Qloss = 11500 · exp(−28000RT ) · (Ah)
0.56
5.2 Description of the Four Experimental Data Sets
The duty cycle characteristics of the four available experimental data sets ( [25,
81–83]) are described in this section. In all plots, positive current corresponds to
battery discharge. The actual capacity loss data is directly shown in Sections 5.3
and 5.6, in validation plots.
5.2.1 Data Set 1 - HEV duty cycle
Reference [81] describes a synthetic current profile (Figure 5.2), created such that
the aging factors, i.e., initial SOC, DOD, and C-rate distribution, are representative
of a typical HEV application. This current profile was repeated to cycle the cell at
45◦C until it reached end-of-life (EOL), which was defined as 20% of cyclable capacity
loss. As shown in Figure 5.2, the initial SOC was 66 %, and SOC varied from 60 %
to 67 % as the cell was cycled. This data set was one of many data sets used by the
creators of the NREL model ( [61,62], Section 5.1.2) during the calibration process.
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Figure 5.2. Data Set 1 - HEV duty cycle [81]. (a) shows the cur-
rent profile representative of actual HEV operation. (b) shows the
corresponding SOC profile as predicted by ALST.
5.2.2 Data Set 2 - Low constant C-rate duty cycle
In [25], experimental data of a 0.5C charge/discharge cycle (Figure 5.3) under
three different temperature conditions is reported. The cycling and capacity charac-
terization procedure described in that paper is summarized as follows:
1. The cell was de-rated to 2 Ah. As a result, the 1C current is 2 A. The high and
low cutoff voltages were 3.6 V and 2.0 V, respectively.
2. The cell was discharged with a constant current of 0.5C until the depth of
discharge (DOD) is reached.
3. The cell was charged with a constant current-constant voltage (CC-CV) pro-
tocol. A 0.5 C current was used to charge the battery to 3.6 V during the
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constant-current part. Subsequently, the voltage was held at 3.6 V until the
current dropped below 0.1 A.
4. The delivered discharge capacity and discharge time in Step 2 were saved for
capacity-fade measurement. Steps 1-3 were repeated until the cell reached its
EOL, which was defined as failing to deliver the required capacity before reach-
ing a cell voltage of 2.0 V.
The regression model described in Section 5.1.3 was calibrated using this data
set as described in [25]. This data set was also used by the creators of the NREL
model ( [61, 62], Section 5.1.2) and the ALST model ( [31], Section 5.1.1) during the
calibration process.

























Figure 5.3. Data Set 2 - Low constant C-rate duty cycle [25]. (a)
shows the constant C-rate current profile. (b) shows the corresponding
SOC profile as predicted by ALST.
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5.2.3 Data Set 3 - EV duty cycle
The complex drive cycle from [82] is intended to represent a current profile con-
sistent with an EV application. This cycle was repeated continuously at 2 different
temperatures conditions for one year and data was collected every 3 months. In this
experiment, the cell was exercised as follows:
1. The cell was first charged with a CC-CV protocol (1C current for constant-
current part, and then held cell voltage at 3.6 V until the current dropped
below 0.1 A) up to 3.6 V, after which it was left to rest for 30 min
2. Discharged the cell down to 3 V using the dynamic current profile shown in
Figure 5.4 (a), followed by a 10-min rest period.


























Figure 5.4. Data Set 3 - EV duty cycle [82]. (a) shows the dy-
namic EV current profile. (b) shows the corresponding SOC profile
as predicted by ALST.
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5.2.4 Data Set 4 - High constant C-rate duty cycle
Reference [83] presented a set of experimental data in which the cell was cycled
at 45◦C with a high C-rate of 16C from 45% to 55% SOC. In HEV applications,
the maximum C-rates can reach this value, although for just a short time interval,
for example, during an aggressive braking maneuver in a heavy vehicle. The current
profile (Figure 5.5) used in the simulation assumes a 100-s rest time in between cycles.

























Figure 5.5. Data Set 4 - High constant C-rate duty cycle [83]. (a)
shows the current profile. (b) shows the corresponding SOC profile as
predicted by ALST.
5.3 Comparison of the Three Selected Battery Models
In this section, the three LFP degradation models described in Section 5.1 are
compared to one another with the four experimental datasets described in Section 5.2.
All three models were calibrated primarily using low C-rate constant current data.
The NREL model calibration data did include some dynamic current data but again
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at low C-rates. It is therefore highly desirable to further validate these three models
against some data sets with high C-rates and dynamic drive cycles.
5.3.1 Data Set 1 - HEV duty cycle
The capacity loss predicted by each of the three models for the cell cycled with
this synthetic current profile is shown in Figure 5.6 as a function of Ah-throughput.
The ALST model shows good agreement with the experimental data, outperforming
both the NREL and regression models.























Figure 5.6. Model comparison against Data Set 1 ( [81], Section 5.2.1).
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5.3.2 Data Set 2 - Low constant C-rate duty cycle
Overall, all three models perform similarly, and capture with reasonable accuracy
the impact of Ah-throughput and temperature, as shown in Figure 5.7. The ALST
and NREL models capture the effect of DOD on degradation rate but in a surprisingly
contradictory way. Recall that, due to the manner in which the charge-discharge
process was carried out in this study (Section 5.2.2), the different DOD conditions
imply different values for average SOC. Further simulations were run with the ALST
model and the NREL model, while varying average SOC and DOD one at a time to
understand the impact that each of these has in the two models.
Figure 5.8 (a) shows each model exercised with two cycles, each of which have the
same C-rate, 0.5C, and DOD, 10%, but different average SOCs. For the first cycle,
SOC ranges from 30% to 40% (i.e., average SOC = 35%), and for the second cycle,
SOC ranges from 70% to 80% (i.e., average SOC = 75%). With the same DOD,
higher average SOC results in higher capacity loss in both models.
Figure 5.8 (b) shows each model exercised with two cycles, each of which have the
same C-rate, 0.5C, and average SOC, 75%, but different DODs. For the first cycle,
SOC ranges from 55% to 95% (i.e., DOD = 40%), and for the second cycle, SOC
ranges from 70% to 80% (i.e., DOD = 10%). With the same average SOC, higher
DOD results in higher capacity loss in the NREL model, but DOD has no impact in
the ALST model.
Now going back to Data Set 2 and Figure 5.7, note that a larger DOD implies
a lower average SOC. For the ALST model, this leads to slower degradation and
capacity loss rate. For the NREL model, however, there are competing effects. The
larger DOD will increase degradation rate, but the lower average SOC will decrease
degradation rate. In this case, it appears that the effect of DOD is dominant in the
NREL model. Unfortunately, it is not possible to evaluate which one of these models
is correctly capturing the impact of average SOC and DOD factors due to lack of
experimental data corresponding to these simulation tests.
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Figure 5.7. Model comparison against Data Set 2 ( [25], Sec-
tion 5.2.2). Three different temperatures shown: 15◦C, 45◦C, and
60◦C. All DOD cases are combined in experimental data, and the
DOD impact is ignored in the regression model. Two DOD cases
simulated for the ALST and NREL models (DOD = 10%; DOD =
90%).
118











































Figure 5.8. Impact of average SOC and DOD on capacity loss as
captured in ALST and NREL models. (a) shows the impact of average
SOC on the two models, and (b) shows the impact of DOD on the
two models.
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5.3.3 Data Set 3 - EV duty cycle
A comparison of experimental data and simulation results from the three models
is shown in Figure 5.9. At 25◦C, the simulation results from all three models corre-
late well with the experimental data, with the ALST model demonstrating the best
predictions. At 45◦C, the simulation result of ALST shows the best match with the
experimental data. The result of NREL model shows agreement until Ah-throughput
of approximately 6000 Ah, after which some discrepancy starts to appear. However,
the regression model significantly underpredicts capacity loss. Note that this drive
cycle includes a large rest period (Section 5.2.3), and hence, the calendar aging com-
ponent of capacity loss is expected to be more dominant. Since the regression model
does not account for calendar life aging, it underpredicts the capacity loss. Calendar
aging is exacerbated by high temperature, which can be seen in the increased error
of the regression model at 45◦C as compared to 25◦C.


























Figure 5.9. Model comparison against Data Set 3 ( [82], Sec-
tion 5.2.3). Circles and squares are experimental data for 25◦C and
45◦C, respectively.
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In summary, the physics-based ALST, and semi-empirical NREL models outper-
form the empirical model, in large part because the empirical model does not include
a calendar-life aging component. Furthermore, the ALST model does a slightly better
job correlating with the data than does the NREL model.
5.3.4 Data Set 4 - High constant C-rate duty cycle
Reference [83] assumed a 20% capacity loss as the definition of end of life, however,
the cell capacity dropped dramatically after 29500 cycles. A comparison of experi-
mental data (up to 29500 cycles) and the simulation results from all three models is
shown in Figure 5.10. The NREL model underpredicts the capacity loss by 10 %, and
the regression model overpredicts the capacity loss by 8 %. The ALST simulation
result shows the best match with the experimental data.























Figure 5.10. Model comparison against Data Set 4 ( [83], Section 5.2.4).
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5.3.5 Summary of degradation model comparison
The key differences in aging factors captured by each of the models are summarized
in Table 5.2. Note that, even if a model captures a particular ageing factor, it may
not be doing so accurately.
Table 5.2. Model comparison for key aging factors captured.
Key aging factors ALST model NREL model Regression model
Temperature Captured Captured Captured
Calendar Ageing Captured Captured Not captured
Ah throughput Captured Captured Captured
C-rate Captured Captured Captured
Average SOC Captured Captured Not captured
DOD Not captured Captured Not captured
The % error for each of the three models over the four experimental data sets is
listed in Table 5.3, where Figure 5.11 illustrates the definition of % error. While the
empirical model for NCM + LMO cannot be compared directly against this data, it
achieved <15% model error for the data set on which it was calibrated [73]. Of course,
that does not provide any information on how well that model would generalize to
other operating conditions not covered in the calibration data set.
The computational times for the three models are shown in Table 5.4, along with
the computational time of the empirical NCM + LMO degradation model used in Sec-
tion 4.1.2 for comparison. These are based on the hypothetical time that each model
would have taken, when used in place of the empirical NCM + LMO degradation
model, for the design study described in Chapter 4. To place these in perspective,
the computational time of all other simulation tasks (excluding battery degradation)
in that design study was 280 days.
122










ALST model 3% 10% 10% 10%
NREL model 61% 10% 31% 75%




















Figure 5.11. Illustration of degradation model simulation error.
Note that the extrapolation strategy described in Section 3.2.2 was not utilized
for the simulations shown in this chapter. If used, it would speed up the ALST model
by 30x, thus reducing the computational cost to 3.2 years instead of 95 years.
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Table 5.4. Model comparison for computational time.
Degradation model Computational time
ALST model 95 years
ALST model with extrapolation 3.2 years
NREL model 115 days
Regression model 197 days
Empirical model (NCM+LMO) 1 day
The NREL model (the fastest of the three models compared) is ∼ 300 times faster
than the ALST model (Ts = 1 s, number of elements in anode, separator, and cathode
is 2, 2, and 2, respectively). For comparison, the empirical model used in Chapter 4,
although describing a different chemistry, is ∼ 35000 times faster than the ALST
model and 115 times faster than the NREL model. In comparison to the 280 days
required for other simulation tasks, the 115 days required by the NREL model or the
197 days required by the regression model is still a manageable computational cost
and of the same order of magnitude as the rest of the vehicle simulation. However,
these models have very poor accuracy at operating conditions that they were not
specifically calibrated for. The ALST model has excellent accuracy across all four
experimental datasets, and based on Section 4.1.2, this accuracy is expected to hold
even when used in conjunction with the extrapolation strategy described in that
section. At 3.2 years, the ALST model, used with the extrapolation strategy, starts
to approach the limits of feasibility.
These results:
1. Point to the merit of using experimentally validated physically-based models
when possible, and,
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2. Demonstrate that semi-empirical and empirical models can underperform when
used to predict under conditions that are not consistent with those originally
used to generate or tune the models.
5.4 Development of Reduced-Order Degradation Model
Section 5.3 clearly indicates the need for a computationally-fast model that can
also scale well to conditions other than those used for calibration. To achieve this,
a computationally-efficient, reduced-order model is developed in this section. This
model is derived from the physics captured in the more complex ALST electrochemical
model, and its performance is compared to the ALST model as well as to experimental
data in Section 5.6.
As earlier studies have reported [27, 85], capacity degradation in lithium ion bat-
teries occurs due to loss of cyclable lithium ions that are consumed i) during SEI layer
formation, and ii) through the isolation of active material (AM). These mechanisms
predominantly impact graphite anodes, however, they also contribute to degradation
of the cathode, to a varying extent depending on the cathode material. For example,
for the Lithium Iron Phosphate (LiFePO4, LFP) chemistry, prior studies ( [27, 49])
have shown that the cathode degradation is negligible compared to anode degradation.
For the Lithium Nickel Cobalt Manganese Oxide (NCM) and Lithium Manganese Ox-
ide (LMO) composite cathode material, however, the impact of cathode degradation
cannot be ignored ( [73]).
In this section, a reduced-order degradation model is derived and calibrated with
a focus on the graphite anode (for the reasons mentioned in the beginning of this
chapter) and as such is independent of the cathode material used. Therefore, this
model can predict capacity loss for any LIB chemistry in which cathode degradation is
negligible. In general, however, the modeling framework derived is expected to extend
to cathode degradation as well, since the phenomena underlying cathode degradation
are very similar to those that cause anode degradation [86–89].
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Figure 5.12. Schematic diagram of the degradation model in-
put/output. (a) is the reduced-order degradation model proposed
in this paper, and (b) the ALST electrochemical model [31].
The inputs and outputs of the proposed degradation model are shown in Fig-
ure 5.12 (a). The inputs to the proposed degradation model developed are the cell
current vs. time, I(t), and the cell SOC vs. time, SOC(t), which can be determined in
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one of several ways, including: 1) an electrochemical model, 2) an equivalent circuit
model, or 3) experimental data. The output of the degradation model is the loss in
energy capacity of the battery, Qloss.
The inputs and outputs (as shown in Figure 5.12 (b)) of the AutoLion ST (ALST)
model [31], a typical pseudo-2D electrochemical model, are identical to those for the
simplified model shown in Figure 5.12 (a). Computing the loss in energy capacity
of the battery using the ALST model requires numerically solving partial differential
equations (PDEs) that govern the electrochemical diffusion processes together with
the degradation equations. Further, AutoLion ST discretizes the cathode and anode
into several zones and simultaneously solves the set of equations shown in Figure 5.12
(b) for every zone. This results in a relatively slow, computationally expensive model.
In the subsequent sub-sections, the SEI layer growth and active material loss
degradation sub-models, used in a pseudo-2D electrochemical model (ALST) and the
proposed reduced-order degradation model, are described in detail. Classical strate-
gies for modeling SEI layer growth and active material loss are first introduced. Some
simplifying assumptions are then implemented to arrive at the proposed reduced-order
model, which is then calibrated and validated in Sections 5.5 and 5.6.
5.4.1 Capacity loss sub-model due to SEI layer growth
For a cell with a carbon or graphite-based anode, it is widely accepted that the
dominant component of calendar-driven capacity loss is the SEI layer growth on the
anode [90, 91]. The SEI layer is formed as a result of irreversible reactions between
electrolyte and electrode materials. There are several such reactions occurring be-
tween the graphite and the electrolyte, but capacity loss occurs due to those in which
lithium ions are consumed. To generalize all such reactions, S is used to represent all
solvent reactants, which are reduced at the surface of the anode [30,92]:
S + nLi+ + n e– P (5.5)
where P is the reduction product that forms the SEI layer.
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The rate of this side reaction (or the side reaction current, is) is directly pro-
portional to the rate of capacity loss due to SEI layer growth, QSEI, since consumed





The rate of the side reaction is controlled by: i) the kinetic reaction rate (which
is a function of the side reaction over-potential), and ii) the local availability of the
reactants (which is dependent on the diffusion of the reactants to the reaction site,
i.e., interface of active material and the SEI layer).
A schematic of the electrode particle and electrolyte interface is shown in Fig-
ure 5.13. Since the graphite particle radius is much larger than the SEI layer thickness,
it is safe to assume that the particle surface is flat, and the normal direction outward
is called the x direction. The key states of the proposed degradation model are the
side-reaction current, is(t), the concentration of solvent reactant S at the interface,
CS(0, t), and the active material volume fraction, εAM, of the graphite particle.
Capacity loss due to SEI layer growth - as modeled in ALST, a typical
electrochemical model: In the ALST model, the anode and cathode are typically
spatially discretized into multiple zones. For each zone, the rate of the SEI formation























where is,0 is the exchange current density for the side reaction, R is the ideal gas
constant, T is the temperature, n is the number of electrons reduced in the reaction
per Equation (5.5), F is the Faraday constant, αa, αc are the transfer coefficients,
CS(0, t), CP(0, t), and CLi(0, t) are the concentration of the reactant, reduction prod-
uct, and lithium ions, respectively, at the interface of the graphite particle (or the
active material) and SEI layer as shown in Figure 5.13. CS,max and CP,max are the
maximum concentration of solvent reactant and product in the electrolyte. ηs is the
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Figure 5.13. Schematic diagram of the SEI layer formation on the
graphite electrode. The side reaction occurs at the interface of the
active material and SEI layer. S is the solvent reactant, and P is the
reduction product that forms the SEI layer. is(t) is the side reaction
current, j(t) is the flux of Li ion insertion/de-insertion (i.e., actual
current passing through the cell), C∗S is the bulk concentration of
the reactant in electrolyte, CS(0, t) is the concentration of reactant
at x = 0, εAM is the volume fraction of active material, and z(t) is
the nominal concentration of Li ions in the graphite particle (i.e., a
measure of SOC).
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at t = 0, there is no net flux flowing into or out of the anode particles, and the
equilibrium potential of the anode is E0. When t > 0, the potential becomes E, such
that the side reaction occurs in the direction of reduction:































where ηs = E −E0 is the side reaction over-potential, which can be expressed as the
sum of kinetic over-potential ηk (function of the current magnitude and direction),
and the diffusion over-potential (function of SOC) at the anode:
ηs = ηk + U
OCP
n − UOCPs (5.11)
From Figure 5.12 (b) and [31]:
ηk = φs − φe − UOCPn −RSEIjLia/c (5.12)
where φs and φe are the electric potential in the solid phase and electrolyte phase,
respectively, RSEI is the resistance due to the SEI layer, j
Li
a/c is the Li ion intercalation
current density. UOCPs = 0.4 V is the reversible open-circuit potential (with reference
to a Li electrode) for solvent reduction [30,49], and UOCPn is the open-circuit potential
of the anode, which is a function of SOC [92]:






+ 0.2808 exp (0.90− 15z)− 0.7984 exp (0.4465z − 0.4108)
(5.13)
where z = CLi
CLi,max
.
Two additional assumptions are made in the ALST model [31], as well as some
other models in the literature [26,49], for further simplification: i) the over-potential
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is far from the reversible potential for S reduction, and ii) Li-ion diffusion is much
faster than the solvent reactant S, so diffusion of S is the limiting factor for the
side reaction. The first assumption allows the first term in the right hand side of
Equation (5.7) to be neglected and the second assumption implies that CLi can be
assumed to be constant across the active particle and hence lumped into the constant
term, giving:







which is the equation used in [26,31,49]. To get the concentration of S at the interface







In summary, for electrochemical models, to calculate the side reaction current
is (which directly gives the capacity loss due to SEI layer growth through Equa-
tion (5.6)), it is necessary to numerically solve for the over-potential ηk and the con-
centration of the reactant CS(0, t). ηk is a function of the lithium ion concentration
and electric potential in both electrode and electrolyte. This requires numerically
solving all of the governing equations, as shown in Figure 5.12 (b).
Capacity loss due to SEI layer growth - as implemented in the proposed
reduced-order model: As indicated earlier, solving all of the governing equations
numerically is computationally expensive. Instead of solving for ηk and CS(0, t) nu-
merically zone by zone, a new SEI layer growth model under mixed kinetic-diffusion
control is developed in this section, leveraging the following three assumptions (ex-
plained in more detail in the subsequent model derivation):
1. Cell parameters (including side reaction rate, Li intercalation current, stoi-
chiometry, etc.) are homogeneous across the thickness of the electrode.
2. Lithium ion diffusion is much faster than solvent reactant (S) diffusion ( [30,
31, 49, 93]) and hence Li ion concentration is homogeneous within each active
particle.
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3. An approximation (that utilizes the first assumption) is used to compute kinetic
over-potential ηk ( [29, 94]) and the exchange current density i0 is assumed to
be constant ( [29,95,96]), as suggested in prior literature.
There are two physical phenomena that control the SEI layer growth. The first
is the side reaction kinetics, a function of the over-potential, which is described by
Equations (5.8), (5.9) and (5.11). The second phenomenon is the diffusion dynamics
of the solvent reactant. As will be shown in the following derivation, it is the solvent
reactant concentration, CS(0, t), that couples the kinetic and diffusion phenomena.
A computationally-efficient sub-model that predicts capacity loss due to SEI layer
growth is derived in this section. This is made possible due to a closed-form solution
derived for side reaction current, is, that incorporates the impact of both side reaction
kinetics at the active particle surface, and solvent reactant diffusion to the interface
of active material and the SEI layer. This model will later be compared to previous
solutions that only consider the diffusion dynamics.
Similar to [30,31,49,93], this derivation assumes that the Li ion diffusion is much
faster than that of the reactant and reduction product. Thus, the surface concen-
tration of Li ions CLi(0, t) is equal to the bulk concentration of Li ions in the active
particle, which is assumed to be a linear function of the SOC, CLi(0, t) = kc · SOC.














where DS and DP are the diffusion coefficients of the reactant and the reduction
product, respectively. The initial conditions and boundary conditions required to
solve these diffusion equations are:
CS(x, 0) = C
∗
S (5.18)









CP(x, t) = 0 (5.21)





















The initial conditions Equations (5.18) and (5.19) express the homogeneity of
the solution before the reaction starts at t = 0. The semi-infinite conditions Equa-
tions (5.20) and (5.21) state the assumption that the concentration reaches a constant
value C∗S at a large distance from the active material.
Solving Equations (5.16) and (5.17) under these initial and boundary conditions,
a closed-form solution for the side reaction current density is derived [97] (detailed









DS/DP is a fitting parameter, and θ is a function of SOC and current
given by Equation (5.10).



























ηs = ηk + U
OCP
n − UOCPs
Note that to compute θ, it is necessary to first compute ηs and ηk. From Figure 5.12
(b) and Equation (5.12), computing ηk requires numerically solving several PDEs. An
alternate approach ( [29,94]), which leverages the assumption that cell parameters are























where Rs is the particle radius of the active material, V is the total volume of the
anode, CLi,max is the maximum lithium concentration in the graphite electrode, k0 is
the reaction rate constant, and i0 is the exchange current density, which is a function
of the Li concentration at the surface of the active material CLi and electrolyte Ce.
For further simplification, i0 can be set as a constant ( [29,95,96]). Similar to [29], a
value of 0.05 A/m2 is used for the exchange current density i0 in this thesis.
According to [28], the diffusion coefficient DS in Equation (5.25) is a fitting pa-









where D0S is a pre-exponential factor and ES is the activation energy for the diffusion








































Special Case 1- Pure diffusion model If the kinetic limits of the SEI formation
reaction are ignored and this reaction is assumed to be purely diffusion-controlled (as























which shows dependency on square root of time and is thus sometimes referred to
as calendar-driven capacity loss. This is consistent with [28, 93, 98]. However, the
SOC information, via the θ term (compare Equations (5.30) and (5.33) with Equa-
tions (5.34) and (5.35), is missing in this pure diffusion model, resulting in as high as
50% error in the prediction of capacity loss, as shown later in Section 5.5.1 and Sec-
tion 5.6. Thus, ignoring the kinetic limits (as done in previous literature [28, 93, 98])
is not a preferred assumption, particularly when a model is calibrated with a data
set having an SOC range that is different from the SOC range for which model pre-
dictions are desired and when capacity loss due to SEI layer growth is expected to be
significant.
Special Case 2- Storage condition model If the cell is held under storage condi-
tions (i.e., constant SOC), then from Equations (5.10), (5.11) and (5.13), for a specific










Equation (5.36) again reproduces the square root of time dependency shown in the
literature [28, 93, 98]. This special case is useful in calibrating the SEI-layer growth
sub-model, as will be demonstrated in Section 5.5.1.
5.4.2 Capacity loss sub-model due to AM loss
The active material undergoes volume and structural changes during insertion and
removal of lithium ions. These changes cause mechanical stress on particle structure,
resulting in cracks or structural damage, gradually isolating active material (AM)
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during cycling. As a result, the number of cyclable lithium present in the isolated
active material is reduced, which leads to loss of cell capacity.
Capacity loss due to AM loss - as modeled in ALST, a typical electro-
chemical model: Since the active material isolation is a consequence of the lithium
intercalation process, isolation rate can be related to intercalation current [31]:
dεAM(q)
dt
= −k(T )|j(q, t)| (5.37)
where εAM(q) is the volume fraction of active material of the q
th element, k(T ) is a
temperature-dependent rate coefficient, and j(q, t) is the current density of the qth
element.






· SOC · Vq · CLi,max (5.38)
where Vq is the volume of the q
th element.






k(T )|j(q, t)| · SOC · Vq · CLi,maxdt (5.39)
where k(T ) is a temperature-dependent parameter, which is typically described by
an Arrhenius equation [28,29,31]:




where koAM is a pre-exponential factor, and EAM is the activation energy.
Capacity loss due to AM loss - as implemented in the proposed reduced-
order model The proposed reduced-order model assumes that the volume fraction
of the active material and the current density are the same across the entire anode or
cathode. Given this assumption, the active material εAM(q) and the current density
j(q, t) in Equation (5.37) can be replaced by the average value (across the entire anode
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or cathode): εAM and j(t). This eliminates the need to solve j(t) for different zones
in the electrode. Before the active material loss occurs, the total amount of usable
lithium ions within the active material of the electrode is:
QLi,0 = εAM,0 · V · CLi,max (5.41)
where V is the total volume of the electrode. The rate of usable lithium ion loss due






· SOC · V · CLi,max (5.42)




k(T )|j(t)| · SOC · V · CLi,maxdt (5.43)
where k(T ) is the same as defined in Equation (5.40), and j(t) is the volumetric





where A is the active surface area of the anode, and as is the specific surface area of
the anode.
























SOC · |I|dt is the SOC-weighted ampere-hour throughput. Thus,
under a constant temperature assumption, the capacity loss due to AM loss is a linear
function of SOC-weighted ampere-hour throughput.
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5.4.3 Combined capacity loss model summary
A reduced-order capacity loss model has been developed based on the assumptions:
1. Cell parameters (including side reaction rate, Li intercalation current, stoi-
chiometry, active material fraction, etc.) are homogeneous across the thickness
of the electrode.
2. Lithium ion diffusion in the active material is much faster than solvent reactant
(S) diffusion ( [30,31,49,93]) and hence Li ion concentration is homogeneous in
the active particle .
3. Kinetic over-potential ηk is approximated by ignoring the variation across the
thickness of the electrode( [29, 94]) and the exchange current density i0 is as-
sumed to be constant ( [29,95,96]).
The total capacity loss (in percentage) can be quantified as:
Qloss = QSEI +QAM (5.47)
where QSEI and QAM are given by Equations (5.33) and (5.45), respectively, as shown
in Table 5.5.
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) · SOC · |I|dt
Total capacity loss Qloss = QSEI +QAM
Table 5.6. Key parameters of the 2.3-Ah 26650 LFP cell used in the simulation.
Fitted parameters Value unit
Rs 7.5× 10−6 m





5.5 Reduced-Order Model Calibration
In [27], a single-particle model simulation result shows that the capacity fade
during cell storage results from just the loss of cyclable lithium ions due to SEI layer
growth, while the active material loss of graphite is an additional source of aging
only under cycling conditions. The same insight is applied to the reduced-order
degradation model calibration. Specifically, the SEI layer growth sub-model is first
calibrated using experimental data from aging tests under storage conditions. Then
experimental data from aging tests under cycling conditions is used to calibrate the
active material loss sub-model. The capacity loss model due to the SEI layer growth is
general enough to account for different solvent reactants (as shown in Equation (5.5)),
so users can specify the number of electrons n in model calibration, according to the
solvent reactant. In this case the solvent reactant is assumed to be predominantly
ethylene carbonate (EC) and n = 2.
5.5.1 SEI-layer growth sub-model calibration
Experimental data from storage condition aging tests [27] for two different tem-
peratures (25◦C and 45◦C) and two SOCs (50 % and 100 %) are used to fit the
parameters ESEI , kSEI , and λ in Equation (5.36). In this calibration process, the kc
in θ, and UOCPs = 0.4 are embedded in the fitting parameter λ for simplicity. The
calibration steps are as follows:
1. At SOC = 50 %, calculate ESEI from capacity loss data at two different tem-
peratures.
2. Given ESEI from Step 1, calculate kSEI at one temperature with SOC = 50 %.
3. Calculate λ at the same temperature as Step 2 with SOC = 100 %.
Equation (5.36) can then be used to predict the capacity fade due to SEI-layer
growth for other SOCs and temperatures. The experimental data (circles, diamonds,
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SOC = 30 Reduced−order
SOC = 50 Reduced−order
SOC = 100 Reduced−order
(b)
Figure 5.14. Calibration of SEI layer growth sub-model during stor-
age conditions. The various markers represent experimental data [27]
for different SOCs (30 %, 50% and 100%) and temperatures (25◦C and
45◦C). Red lines are simulation results with the calibrated reduced-
order SEI layer growth sub-model (Equations (5.30) and (5.33)).
Green line is simulation result with the pure diffusion model for SEI
layer growth (Equations (5.34) and (5.35)). (a) Results at 25◦C. (b)
Results at 45◦C.
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triangles and squares) [27] and the calibration result (red solid and dashed lines) of
the A123 2.3 Ah LFP cell are shown in Figure 5.14 under different storage conditions,
revealing good agreement. A pure diffusion model (Equation (5.35)) is also calibrated
to minimize the squared error across the experimental data available. Due to the lack
of SOC information in a pure diffusion model, the capacity loss prediction is the same
regardless of SOC (solid green line) and a large discrepancy can be seen at very high
and very low SOC conditions. For the SOC = 30% and T = 45◦C dataset, a 50% error
is observed in the prediction of capacity loss due to SEI layer growth. The drawbacks
of this pure diffusion model will be further highlighted in the model validation results
shown in Section 5.6.
5.5.2 AM loss sub-model calibration
Experimental data of active material volume fraction from aging tests (1C constant-
current charge/discharge cycles) was obtained from [27] at two different temperatures.
This data is used to fit the AM loss sub-model coefficients EAM and kAM in Equa-
tion (5.46). The calibration steps are as follows (results in Figure 5.15):
1. For one temperature, determine εAM,t0 and εAM,t from experimental data and
calculate the corresponding SOC-weighted ampere-hour throughput AhSOC.
2. Calculate the coefficient K1 = kAM · exp(−EAMRT1 ) from εAM,t0 , εAM,t and AhSOC
extracted in Step 1.




4. Use K1 and K2 to estimate activation energy EAM and pre-exponential factor
kAM based on an Arrhenius equation,































Figure 5.15. Calibration results for the AM loss sub-model, Equa-
tion (5.46). Circles and triangles are experimental data at 25◦C and
45◦C respectively [27]. Solid/dashed lines are simulation results after
model calibration.
5.5.3 Model calibration summary
There are five fitted parameters in this simplified reduced-order model, three pa-
rameters in the SEI-layer growth sub-model (kSEI, ESEI, and λ), and two parameters
in the AM loss sub-model (kAM, EAM). The fitted parameters are listed in Table 5.7.
Table 5.7. Coefficients of the simplified reduced-order model.








5.6 Reduced-Order Model Validation
In this section, the reduced-order degradation model (Figure 5.12 (a) and Ta-
bles 5.5 and 5.7) is validated against the four experimental data sets described in
Section 5.2 ( [25,81–83]) and the AutoLion ST (ALST) model [31].
Repeated current vs. time profiles from the experimental datasets are imposed
as an input to the ALST model. Since SOC data is not directly available as part
of the experimental data sets, the SOC vs. time data output from the first cycle of
the ALST simulation is used along with the experimental current vs. time profile
for input to the reduced-order degradation model. The capacity loss due to SEI
layer growth and active material loss, QSEI and QAM, predicted by reduced-order and
ALST models are also individually shown, to demonstrate the relative importance of
these two mechanisms. A third model is also shown which uses the pure diffusion
version (Equation (5.35) with kSEI = 2306.9 and ESEI = 49569) of the SEI-layer
growth sub-model (instead of Equation (5.33)) and the simplified AM loss sub-model
(Equation (5.46)). Recall from Section 5.4.1 that the pure diffusion model is not
sensitive to the effect of SOC conditions. As such, it is expected to be less accurate
than the reduced-order model, especially when the experimental SOC conditions are
different from calibration SOC conditions (∼45 %) and when the capacity loss due
to SEI layer growth dominates as compared to capacity loss due to AM loss.
5.6.1 Data Set 1 - HEV duty cycle
The capacity loss predicted by each of the three models is shown in Figure 5.16.
The pure diffusion model also matches well with the experimental data and the other
two models, because the average SOC (63 %) for this specific drive cycle, is close
to the average SOC of the data (∼45 %) used to calibrate the pure diffusion model.
Thus the limitations of the pure diffusion models are not evident in this case.
The sub-model capacity losses, QSEI and QAM, predicted by the reduced-order and
ALST models are shown in Figure 5.16 (d). For this HEV cycle with relatively high
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Figure 5.16. Model validation against Data Set 1 ( [81], Section 5.2.1).
C-rates, the capacity loss due to active material loss, QAM, is ∼ 3 times larger than
that due to SEI layer growth, QSEI.
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5.6.2 Data Set 2 - Low constant C-rate duty cycle
In Figure 5.17, results of the capacity loss prediction by each model at three
different temperatures are compared with this experimental data set. Experimental
data from all DODs are included together for each temperature, while each simulation
result corresponds to DOD = 90 %. The ALST and reduced-order models perform
reasonably well, and capture the impact of Ah-throughput and temperature. Again,
the average SOC for this case (∼45 %) is identical to that used for calibrating the
pure diffusion model (∼45 %) and hence the pure diffusion model is also almost as
good as the other two models.




















































Figure 5.17. Model validation against Data Set 2 ( [25], Section 5.2.2).
Diamond, square and triangle markers represent the experimental ca-
pacity loss data at 15◦C, 45◦C, and 60◦C respectively.
The sub-model capacity losses, QSEI and QAM, predicted by the reduced-order and
ALST models are shown in Figure 5.18. The reduced-order model shows very good
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agreement with the ALST model. At 15◦C, QSEI and QAM are approximately the
same. As temperature increases, for 45◦C and 60◦C, QSEI becomes more significant
as compared to QAM. Clearly, temperature has more impact on QSEI than on QAM.






































Figure 5.18. Capacity loss due to SEI and AM loss - Data Set 2.
Downward-pointing, right-pointing and left-pointing triangles repre-
sent the capacity loss due to AM loss predicted by ALST for 15◦C,
45◦C, and 60◦C respectively. Squares, diamonds, and circles are the
capacity loss due to SEI layer growth predicted by ALST for 15◦C,
45◦C and 60◦C respectively.
5.6.3 Data Set 3 - EV duty cycle
A comparison of experimental data and simulation results of all three models is
shown in Figure 5.19. At 25◦C, the simulation results from the reduced-order and
ALST models correlate well with the experimental data. The pure diffusion model
under-predicts the capacity loss, as the average SOC for this dynamic EV cycle, as
shown in Figure 5.19, is around 90 %, which is notably higher than the average
SOC (∼ 45 %) of the pure diffusion model calibration data. At 45◦C, the ALST
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model shows very good agreement and the reduced-order model shows a slight under-
prediction compared with the ALST model. Capacity loss due to SEI layer growth
is accelerated at high temperatures, which can be seen in the significantly increased
prediction error (∼ 35%) of the pure diffusion model at 45◦C as compared to 25◦C.




























Figure 5.19. Model validation against Data Set 3 ( [82], Section 5.2.3).
The sub-model capacity losses, QSEI and QAM, predicted by the reduced-order
and ALST models is shown in Figure 5.20. Note that this drive cycle includes a
large rest period, 2400 s, and the overall C-rate of the dynamic current cycle is less
than 2.5C. As such, the capacity loss due to SEI layer growth (which is primarily
calendar-driven), QSEI, is slightly larger than that due to active material loss, QAM.
In summary, the ALST and reduced-order models perform similarly, and outper-
form the pure diffusion model, in large part because the average SOC (90 %) of this
dynamic EV cycle is notably higher than that of the calibration data (∼45 %). This
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Figure 5.20. Capacity loss due to SEI and AM loss - Data Set 3.
Left-pointing and right-pointing triangles represent the capacity loss
due to AM loss predicted by ALST for 25◦C and 45◦C respectively.
Squares and circles are the capacity loss due to SEI layer growth
predicted by ALST for 25◦C and 45◦C respectively.
highlights the limitations of the pure diffusion sub-model for predicting capacity loss
due to SEI-layer growth.
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5.6.4 Data Set 4 - High constant C-rate duty cycle
All three models show good agreement with the experimental data in Figure 5.21.
The pure diffusion model again matches well with the experimental data and the
other two models, because the average SOC (50 %) for this duty cycle (Section 5.2.4)
is very close to the average SOC of the data (∼45 %) used to calibrate the pure
diffusion model.










































































Figure 5.21. Model validation against Data Set 1 ( [83], Section 5.2.4).
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The capacity loss due to SEI layer growth, QSEI, and active material loss, QAM,
predicted by the reduced-order and ALST models is also shown in Figure 5.21. In
this high C-rate case, the capacity loss due to active material loss, QAM, is ∼ 3 times
larger than that due to SEI layer growth, QSEI.
5.6.5 Summary of reduced-order model validation
To evaluate the reduced-order model, it is compared against the three existing
degradation models described in Section 5.1 over the four experimental datasets de-
scribed in Section 5.2. There are two metrics that are of interest: capacity loss
prediction accuracy and computational time.
Capacity loss prediction accuracy: The reduced-order model shows accuracy
close to the complex electrochemical ALST model, and is able to generalize to all four
experimental data sets despite having been calibrated only on a fifth data set [27].
Recall that only storage conditions (i.e., 0C) and low C-rate constant-current data
were used in the reduced-order model calibration. The pure diffusion version of this
model is also able to keep up with the accuracy of the ALST model in cases where
the SOC conditions are close to the ∼ 45 % SOC at which the model was calibrated.
However, when SOC conditions deviated from this and when capacity loss due to
SEI layer growth was significant in comparison to AM loss, prediction errors of up
to ∼ 35 % were observed for this model. Table 5.8 updates the table shown in
Section 5.3.5 with the % error of capacity loss prediction for the reduced-order model,
where Figure 5.11 illustrates the definition of % error.
Computational time savings: In the electrochemical model, to calculate the ca-
pacity loss due to SEI layer growth and active material loss, it is necessary to numer-
ically solve for the side reaction over-potential, solvent reactant concentration, and
current density, resolved across the thickness of the electrode. This requires solving
the governing PDEs of the electrochemical performance model (and solving them
151










ALST model 3% 10% 10% 10%
NREL model 61% 10% 31% 75%
Regression model 25% 10% 60% 44%
Reduced-order 3% 10% 14% 7%
multiple times if using a multi-zone model). The reduced-order degradation model,
however, only requires lumped input information, specifically, current vs. time and
SOC vs. time, from the performance model. This allows the use of simpler equivalent
circuit models - for prediction of I(t) and SOC(t) - that can run approximately 80x
faster than an electrochemical performance model like ALST.
The complete set of equations required to implement this reduced-order degra-
dation model are listed in Table 5.5. The 2.3-Ah 26650 cell parameters used in this
paper are listed in Table 5.6. There are five model parameters that need to be cal-
ibrated against experimental test data, including kSEI, ESEI, kAM, EAM, and λ. The
calibration process is described in Section 5.5.
In comparison, the equations that define a full blown porous-electrode pseudo-
2D electrochemical model, such as ALST, are shown in Figure 5.12(b) [31]. The
computational cost is significantly higher as there are five PDEs that need to be
solved numerically for each zone in a given electrode.
If it is assumed that the current demand on the battery can be captured in a
representative cycle (e.g., a vehicle driven over a representative drive cycle), the
performance model can be executed for only one cycle and the resulting SOC vs.
time data can be recorded. Then these current vs. time and SOC vs. time profiles
can be repeated with the desired idle time between cycles, and fed as inputs to the
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degradation model. This allows the degradation model to be run through end-of-life,
but the performance model only has to be executed over one cycle.
Using this approach, the reduced-order model enabled a 2200x speedup in simula-
tions through end-of-life, as compared to ALST, a pseudo-2D electrochemical model,
without compromising prediction accuracy (see Section 5.6). Even when compared
to the ALST model used with an extrapolation strategy such as that used in Sec-
tion 3.2.2, the reduced-order model runs 72x faster. This is a significant benefit,
especially for use in large-scale system-level simulation studies. The pure diffusion
model can achieve a further 2x speedup as compared to the reduced-order model,
however this speedup comes at the cost of SOC-dependency which can lead to a
drastic reduction in prediction accuracy.
Table 5.9 updates the table shown in Section 5.3.5 with the computational time
for the reduced-order model. Recall that these times are based on the hypothetical
time that each model would have taken, when used in place of the empirical NCM
+ LMO degradation model, for the design study described in Chapter 4. To place
these in perspective, the computational time of all other simulation tasks (excluding
battery degradation) in that design study was 280 days.
Table 5.9. Model comparison for computational time.
Degradation model Computational time
ALST model 95 years
ALST model with extrapolation 3.2 years
NREL model 115 days
Regression model 197 days
Empirical model (NCM+LMO) 1 day
Reduced-order model 16 days
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Based on these results, it is clear that the physically-based reduced-order model
developed here is capable of achieving accuracy comparable to the pseudo-2D elec-
trochemical ALST model across a diverse set of experimental data (<14% prediction
error), despite having been calibrated on a single limited data set. More impor-
tantly, it achieves this with a 72x faster computation time as compared to the ALST
model, making it suitable for use in large-scale studies such as that demonstrated in
Chapter 4.
5.7 Summary and Conclusions
Three degradation models, a pseudo-2D electrochemical model (AutoLion ST,
or ALST), a semi-empirical model (from National Renewable Energy Laboratory)
and an empirical model, are described in Section 5.1 and compared against four
published experimental data sets for a 2.3-Ah commercial graphite/LiFePO4 cell, in
Section 5.3. Based on the simulation results and comparisons, the key differences in
the aging factors captured by each of the models are summarized. As expected, the
physics-based ALST model outperforms the other two models across all four data
sets, but is 5-10x slower than the empirical and semi-empirical models. However,
the semi-empirical and empirical models exhibit up to 75 % error in capacity loss
prediction, when used to predict degradation under conditions that are not consistent
with the data sets used for calibration. These insights motivated the need for a
physics-based and scalable model, which is also computationally fast, for predicting
battery degradation.
In Section 5.4, such a physically-motivated reduced-order degradation model for
graphite anodes in typical Li-ion battery cells is presented. Two degradation mech-
anisms are modeled: (i) capacity loss due to SEI-layer growth, and (ii) capacity loss
due to active material loss. This model was derived using three key assumptions:
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1. Cell parameters (including side reaction rate, Li intercalation current, stoi-
chiometry, active material fraction, etc.) are homogeneous across the thickness
of the electrode.
2. Lithium ion diffusion in the active material is much faster than solvent reactant
(S) diffusion. ( [30, 31, 49, 93]) and hence Li ion concentration is homogeneous
in the active particle.
3. Kinetic over-potential ηk is approximated by ignoring the variation across the
thickness of the electrode( [29, 94]) and the exchange current density i0 is as-
sumed to be constant ( [29,95,96]).
An additional simplifying assumption can lead to a pure-diffusion-based SEI-layer
growth sub-model that has been presented in prior literature ( [28, 93, 98]). The
pure-diffusion-based SEI-layer growth model, however, is not as generalizable as the
reduced-order model, as it does not capture the impact of SOC on SEI-layer growth.
When used to predict capacity loss for operating conditions with an SOC range dif-
ferent from that of calibration conditions, the pure-diffusion model fails to maintain
the model fidelity achieved by the reduced-order model.
In Section 5.5 the SEI-layer growth sub-model is calibrated using energy capacity
fade data at storage conditions, and the AM loss sub-model is calibrated to cap-
ture additional capacity loss under cycling conditions. The simulation results in
Section 5.6 show that the capacity loss prediction of the reduced-order degradation
model matches with experimental data under different operating conditions (temper-
ature, C-rate, DOD, etc) with <14 % prediction error. This demonstrates that the
reduced-order model can be extended to a wide range of operating conditions even
if calibrated with a limited data set. The reduced-order model is able to match the
prediction capability of a pseudo-2D electrochemical model (ALST), while enabling
a 72x reduction in computational cost as compared to this more complex model.
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There are two caveats that must be kept in mind when using this model:
1. This reduced-order model has been derived and calibrated to predict the SEI
layer growth and active material loss on a graphite anode. As such, it may not
capture capacity loss for LIB chemistries where cathode degradation plays a
significant role.
2. This reduced-order model still fails to address the impact of degradation on the
power capabilities of the cell. While an electrochemical model like ALST is able
to capture this, the reduced-order model only captures the degradation in energy
capacity. As demonstrated in Chapter 3, this degradation in power capability
can have a significant impact on vehicle performance in certain applications, in
particular high power/C-rate HEV applications. To achieve this in the future, it
is necessary to model how SEI layer growth and active material loss will impact
the effective impedance of the cell.
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6. CONCLUSIONS AND FUTURE WORK
6.1 Conclusions
6.1.1 Battery degradation and vehicle performance
In Chapter 3, a model-based framework is described that captures the impact of
battery degradation on fuel consumption and battery replacement over the vehicle life
by incorporating a high-fidelity electrochemical battery model capable of predicting
degradation, and degraded performance, into the powertrain simulation. This ap-
proach is demonstrated for optimizing the size of the electric motor and the battery
of a hybrid electric powertrain for an urban transit bus application. Key conclusions
drawn from this study were:
 The optimal component sizes depend on the optimization objective, i.e., dif-
ferent optima are obtained when the objective is net present value, payback
period, internal rate of return, or simply the “day 1” fuel consumption.
 HEV fuel consumption can increase by up to 10% from “day 1” to end-of-life
of the battery, due to the degradation of the battery. This will depend on the
criteria used to determine battery end-of-life. If the battery end-of-life criterion
is relaxed further to allow further battery degradation, the fuel consumption
may increase even further.
 Regenerative braking energy recovered is the biggest contributor to reduced fuel
consumption in HEVs, and is in turn most impacted by powertrain component
sizing decisions. The engine efficiency is improved in a HEV as compared to a
conventional vehicle, however, it does not seem to be impacted by the sizing of
the electric powertrain components, atleast in the range of ESS and M/G sizes
studied.
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 The concept of a power bottleneck in the electric drivetrain is critical to un-
derstanding the impact of component sizing as well as battery degradation on
the regenerative braking capability, and consequently, fuel consumption. If the
electric motor is the power bottleneck, increasing the size of the ESS will not
help increase the regen. energy recovered, and vice versa. Further, if the electric
motor is the bottleneck, ESS degradation will not negatively affect the regen.
energy recovered.
 The high-fidelity electrochemical battery degradation model used in this ap-
proach is computationally too expensive for a large-scale design study.
6.1.2 Large-scale PHEV design study
In Chapter 4, a simpler empirical battery model is implemented to enable a large-
scale study over a 10-parameter design space, over multiple architectures and vehicle
applications. The design space includes three powertrain component sizing parame-
ters, four control strategy parameters and three vehicle uncertainty parameters. Mul-
tiple drivecycles are simulated across the Class 4-6 medium-duty truck and Class 7-8
transit bus applications for both parallel and series plug-in hybrid electric power-
train architectures with charge depleting and charge sustaining modes of operation.
These simulation results are then evaluated for real-world economic viability under
different economic assumptions corresponding to the 2015, 2020, 2025 and 2030 time
frames. Additionally, the sensitivity of the economic viability of solutions is studied
with respect to the vehicle uncertainty parameters, as well as the critical economic
and vehicle utilization assumptions. The key conclusions from this study were:
 Real-world viability of plug-in hybrid electric powertrains depends the most on
fuel price, annual vehicle miles traveled and the cost of Li-ion batteries.
 The transit bus application is more favorable due to the higher annual vehicle
mileage contributing to increased fuel savings.
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 Low-speed urban cycles are more favorable to hybridization due to a larger frac-
tion of the propulsive energy requirement being available for recovery through
regenerative braking.
 The parallel hybrid architectures are able to meet viability conditions more eas-
ily as compared to series architectures. This appears to be driven by the fact
that series architectures require larger ESS and M/G sizes to meet the grad-
ability and drivecycle power requirements, and to meet the ESS replacements
constraint. This drives up the initial system cost and increases the payback
period.
 By 2020, a viable parallel PHEV powertrain solution can be found for the
various transit bus applications, given any combination of the uncertain vehicle
characteristics. Further, by 2025, the same is true across both series and parallel
architectures in PHEV as well as EREV operating modes.
 Among the MD truck applications, the refuse truck shows 100% solution avail-
ability across the entire space of vehicle characteristics as early as 2025, with
a parallel PHEV architecture. By 2030, all truck applications show close to
complete coverage across architectures and operating modes.
6.1.3 Reduced-order battery degradation model
In Chapter 5, a comparison of three existing models shows that physically-based
electrochemical models are accurate across operating conditions but computationally
expensive. Empirical models are fast, but their accuracy is limited to the operating
conditions used in model calibration. To address this, a physically-based reduced-
order degradation model is developed. This model captures the two dominant degra-
dation mechanisms occurring on the graphite anode: (i) solid-electrolyte layer growth,
and (ii) loss of active material. This model is shown to meet the accuracy of the more
complex electrochemical models across multiple experimental ageing datasets, while
159
running 72 times faster. Graphite anode degradation is believed to be the primary
cause of capacity loss in several Li-ion battery chemistries such as LFP and NCM.
Therefore this model is expected to capture battery degradation for these chemistries
fairly well. The key conclusions are:
 Physically-based models generalize better when used for predicting battery
degradation under conditions different from those used during model calibra-
tion.
 The reduced-order model developed here models the SEI layer growth and ac-
tive material loss for a graphite anode and captures the impact of these two
degradation mechanisms on the energy capacity of any Li-ion battery, as long
as anode degradation os dominant for that battery chemistry.
 The reduced-order model is physically-based and as such, generalizes well across
different oeprating conditions. At the same time it is fast enough for use in
system-level design studies.
 The reduced-order model is accurate within 14% across four diverse experimen-
tal datasets, as compared to a more complex pseudo-2D electrocehmical model
(ALST) which is accurate to within 10%.




The primary thrust of this research has been in understanding the implications of
battery degradation on hybrid-electric powertrain performance and how this knowl-
edge can be utilized to achieve more optimal system design and control. Based on the
limitations observed in the current efforts, as well as the several interesting questions
and findings that arose through the course of this research, some potential next steps
have been identified in two areas.
6.2.1 Enhancing battery degradation model used in system-level design
studies
 Replacing the empirical model used in the large-scale design study, described in
Chapter 4, with the physically-based reduced-order model developed in Chap-
ter 5 can greatly improve the confidence in the battery degradation prediction
across a wider range of operating conditions. The reduced-order model can
also be calibrated for different cell chemistries/construction to add cell design
parameters to the design-study.
 The reduced-order model developed in Chapter 5 has only been demonstrated to
model SEI layer growth and active material loss in graphite anodes. However, it
may be possible to also extend this model to chemistries that include significant
degradation on the cathode, if the degradation mechanisms are similar.
 The reduced-order model only captures the loss in energy capacity. Modeling
the change in internal impedance of the cell as a function of the degradation
states (i.e., SEI layer thickness, active material loss) can enable power charac-
terization of the cell to additionally capture the loss in power capacity.
 The advantage that the electrochemical ALST model maintains is that it up-
dates the cell performance model in response to the degradation simulation.
This is what enables the detailed modeling of battery degradation and its im-
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pact on vehicle performance in Chapter 3. This can be achieved by enabling a
feedback mechanism, by which the degradation states modeled by the reduced-
order model can be used to update the performance characteristics of an equiv-
alent circuit model of the cell. This would enable a detailed study such as that
described in Chapter 3, but at a much larger scale due to the computational
efficiency of the reduced-order model.
6.2.2 Capturing ESS stressors in the system-level study
 All the work shown in this thesis was conducted under the assumption of the
battery being held at a constant temperature, but no thermal management
system for the ESS was modeled. Temperature can have a significant effect on
battery degradation, as evidenced by the temperature dependence seen in all
the degradation models studied. Battery temperature can fluctuate due to heat
generation in the battery and the dynamics of any cooling system that would be
implemented in the real world to control battery temperature. Even if a constant
battery temperature could be maintained, it would be achieved at the cost of
some work input to a cooling system, which would increase fuel consumption.
Capturing these interesting trade-offs, between battery temperature control and
fuel consumption, requires modeling the battery thermal management system
and simulating the evolution of battery temperature in response to battery
utilization, ambient conditions and the thermal management control.
 Apart from the charge/discharge C-rates seen by the ESS, other factors such
as average SOC and DOD also impact degradation. taking these into account,
a more sophisticated battery management strategy can be developed to better
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A. ELECTROCHEMICAL MODEL FOR LI-ION BATTERY
The 1-d electrochemical cell model that has been used is described in [31, 69]. The
primary governing equations are reproduced here in brief.









where σeff is the electrical conductivity of the solid phase and jLia/c is the volumetric
rate of electrochemical reaction at the particle surface.
















+ jLia/c = 0 (A.2)
where κeff is the effective ionic conductivity, κeffD is the effective diffusional con-
ductivity, and ce is the electrolyte phase Li concentration.















where t0+ is the transference number of Li with respect to the velocity of solvent,
Deffe is the effective diffusion coefficient, and εe is the electrolyte phase volume frac-
tion.
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Solid phase mass concentration cs(r, t) in a single spherical active material particle
























where as is the specific interfacial area of an electrode.

















η = Φs(x, t)− Φe(x, t)− U(x, t)−RSEIjLia/c (A.7)
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B. DERIVATION OF SOLUTION FOR SIDE REACTION CURRENT (IS)
The detailed derivation of the closed form solution for Is is described here (see Sec-
tion 5.4). The process is to apply the Laplace transform and solve Equation (5.16),
considering the initial conditions, Equation (5.18), and boundary conditions, Equa-
tion (5.20):
















+ A(s) exp [−
√
(s/DS)x] +B(s) exp [
√
(s/DS)x] (B.3)











+ A(s) exp [−
√
(s/DS)x] (B.5)
Similarly, Equation (5.17) can be solved as:
C̄P(x, s) = B(s) exp [−
√
(s/DP)x] (B.6)





DPs = 0 (B.7)
Thus, B(s) = −A(s)λ, where λ =
√









C̄P(x, s) = −A(s)λ exp [−
√
(s/DP)x] (B.9)
Consider Equation (5.8) and Equation (5.10),
C∗S
s
+ A(s) = −λθA(s) (B.10)
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