Abstract
Introduction
With the computer becoming a necessary for life, how to communicate with computers conveniently, naturally and adequately has become a research focus [1] . It is very attractive that we can communicate with computers by our favorite means, such as handwriting. One kind of such system a camera-based human-computer interface (HCI) system for handwriting acquisition has been presented by Mirio .E.Munich [2] . One critical factor in such kind of HCI is the faculty of machine to identify the position of j the pen tip quickly and efficiently. In order to perform real-time acquisition and tracking, a predictor is often necessary to be used to provide the prediction of the pen tip position for reducing the searching area and saving computations.
Kalman filter is a set of mathematical equations that provides an efficient solution of the least squares method.
As a recursive estimate scheme, Kalman filter is powerful in estimating the time series and suitable as a linear predictor [2] . However, the non-linear problem calls for the use of non-linear models. Neural Networks (NN) have been frequently used to predict all sorts of functions and time series in many real world applications as non-linear methods, such as control, medical treatment, bankruptcy estimation and fire alarm forecast . Some of them require complex non-linear learning algorithms (such as BP and Real-Time Recurrent Learning algorithm (RTRL)), this may lead to problems such as slow convergence and multi-minimum error surface. [3] . Opposed to these networks, Flat Functional-linked Neural networks (FFNNs) take over the drawback of a long and complex learning process with the advantage of learning only one set of weights [5] , and it is able to achieve "one shot" training [6] . FFNN can be trained using the rapid learning and dynamic stepwise updating algorithm and dynamic stepwise updating algorithm [5] . As a linear updating way, 
A Brief Introduction of FFNN
FFNN have been original proposed by Y. H. Pao in [7] .
About the application of prediction of FFNN we can found the details in the [5] . 
Improvement of FFNN when applying to predict handwritten Chinese trajectories
To apply the Neural Networks to solve time series prediction problems, historic data-information of the time series is usually used to train the Neural Network [5, 8] . From experiments we found this is not feasible to solve the problem of predicting the hand written Chinese trajectories for the period of writing is short. On the other hand if we use the trajectories of a handwriting character as train samples, there will be a problem that which character' trajectories should be used, since the vocabulary of handwriting Chinese characters is very large. If using the trajectories of all Chinese characters, the input matrix will be huge to lead to much time being involved to train the network and the ill-conditioning problem [5] .
As it's known, a Chinese character consisted of four basic strokes says: horizon, vertical, left slope and right slope stroke. From experiment we found that using the four trajectories of basic strokes (Figure 1 Table 1 suggests that our method is more suitable to predict the trajectories of handwriting Chinese characters.
In the process of FFNN, sometimes too many enhancement nodes are needed to add to the networks. This will cause the small singular value of expand input matrix that will result in very large value in the weighting matrix, and as a result, any noise in the new data will be amplified.
To solve the problem, the following methods are proposed in this paper: The number of enhancement nodes will also reset to the original number. This method that is equivalence to divide the character to several segments, avoiding too many enhancement nodes added to the network. Table 2 compares the prediction results of setting the upper bound of enhancement nodes against without upper bound. From table2 it can be seen that the predictions are much more accurate after setting the upper bound because it avoids the enhancement nodes increase ceaselessly. 
Prediction performance of the improved FFNN against Kalman filter
The prediction for the position of pen tip can be obtained by the state estimations, like Kalman filter [2, 8] .
We Table 4 give more results.Two of them are illustrated by Fingure 3.
As is seen, FFNN have obtained better performance at the aspect of mean square error, through the maximal error from FFNN is sometime bigger than from Kalman filter. Whatever, the overall performance of FFNN is much better than the Kalman Filter when applied in predicting the trajectories of hand-written Chinese. FFNN has the merit that it is not sensitive to the initial parameter selection. However, we also noticed from experiment that when the speed the predicted character is written by is too much different from the speed the train sample is written by, the performance of FFNN might become worse.
Conclusion
In this paper, an improved FFNN predictor is proposed 
