In this work, we improve and refine some numerical radius inequalities. In particular, for all Hilbert space operators T , the celebrated Kittaneh inequality reads: 1 4 T
Introduction
Let B (H ) be the Banach algebra of all bounded linear operators defined on a complex Hilbert space (H ; ·, · ) with the identity operator 1 H in B (H ). A bounded linear operator A defined on H is selfadjoint if and only if Ax, x ∈ R for all x ∈ H . Consider the real vector space B (H ) sa of self-adjoint operators on H and its positive cone B (H ) + of positive operators on H . A partial order is naturally equipped on B (H ) sa by defining A ≤ B if and only if B − A ∈ B (H ) + . We write A > 0 to mean that A is a strictly positive operator, or equivalently, A ≥ 0 and A is invertible.
The Schwarz inequality for positive operators reads that if A is a positive operator in B (H ), then | Ax, y | 2 ≤ Ax, x Ay, y (1.1)
In 1951, Reid [15] proved an inequality which in some senses considered a variant of the Schwarz inequality. In fact, he proved that for all operators A ∈ B (H ) such that A is positive and AB is selfadjoint then | ABx, y | ≤ B Ax, x , (1.2) for all x ∈ H . In [7] , Halmos presented his stronger version of the Reid inequality (1.2) by replacing r (B) instead of B .
In 1952, Kato [13] introduced a companion inequality of (1.1), called the mixed Schwarz inequality, which asserts 
Moreover, choosing α = 1 2 some manipulations refer to the Halmos version of the Reid inequality. The cartesian decomposition form of (1.4) was recently proved by the Alomari in [1] .
In 1994, Furuta [6] proved the following generalization of Kato's inequality (1.3)
for any x, y ∈ H and α, β ∈ [0, 1] with α + β ≥ 1. The inequality (1.5) was generalized for any α, β ≥ 0 with α + β ≥ 1 by Dragomir in [5] . Indeed, as noted by Dragomir the condition α, β ∈ [0, 1] was assumed by Furuta to fit with the Heinz-Kato inequality, which reads:
for any x, y ∈ H and α ∈ [0, 1] where A and B are prositive operators such that T x ≤ Ax and T * y ≤ By for any x, y ∈ H .
For a bounded linear operator T on a Hilbert space H , the numerical range W (T ) is the image of the unit sphere of H under the quadratic form x → T x, x associated with the operator. More precisely,
Also, the numerical radius is defined to be
The spectral radius of an operator T is defined to be
We recall that, the usual operator norm of an operator T is defined to be
It is well known that w (·) defines an operator norm on B (H ) which is equivalent to operator norm · . Moreover, we have
for any T ∈ B (H ) and this inequality is sharp.
In 2003, Kittaneh [11] refined the right-hand side of (1.7), where he proved that
for any T ∈ B (H ).
After that in 2005, the same author in [9] proved that
The inequality is sharp.
In 2007, Yamazaki [18] improved (1.8) by proving that
where T = |T | 1/2 U|T | 1/2 and U is the unitary operator in the polar decomposition T of the form T = U |T |.
In 2008, Dragomir [4] used Buzano inequality to improve (1.1), where he proved that
This result was also recently generalized by Sattari et al. in [16] and Alomari in [2] . For more recent results about the numerical radius see the recent monograph study [3] .
In this work, we improve and refine some numerical radius inequalities. In particular, for all Hilbert space operators T , the celebrated Kittaneh inequality reads:
In this work we provide some important refinements for the upper bound of the Kittaned inequality. Indeed, we establish
which also refined and improved as
Other general related results are also considered.
Numerical Radius Inequalities
In order to prove our main result we need to the following Lemmas: 
Recently, Sheikhhosseini et al. [17] have obtained the following generalization of (2.3). Lemma 2.3. If a, b > 0, and p, q > 1 such that 1 p + 1 q = 1, then for m = 1, 2, 3, . . . ,
4)
where r 0 = min 1 p , 1 q . In particular, if p = q = 2, then (a
In what follows, we establish some numerical radius inequalities by providing some refinements of well-known numerical radius inequalities. Let us begin with the following result.
Proof. Let y = x in (1.5), then for all m ≥ 1 we have
Taking the supremum over all unit vector x ∈ H we get the desiredd result. 
Proof. Setting m = 1 in (2.5) we get the desired result.
Remark 2.6. Setting r = 1 in (2.6), we get
for all α, β ≥ 0 such that α + β ≥ 1.
Choosing α = β = 1 2 we get
However, if one choose α = β = 1, we get
or it can be written as
A generalization of the above results could be embodied as follows:
Then
for all r, s ≥ 1.
Proof. Let y = x in (1.5), by applying Lemma 2.3 with p = q = 2 and m = 2, we get
Taking the supremum over all unit vector x ∈ H we get the desiredd result.
for all s ≥ 1.
Proof. Setting r = 1 in (2.7)
Remark 2.9. Setting α = β = 1 2 in (2.8) we get
for all s ≥ 1. In particular case, choose s = 1 we get
. Remark 2.10. Setting α = β = 1 s , (s ≥ 1)
In particular case, choose s = 1 in (2.9) we get
which can be written as
Remark 2.11. Setting α = β = 1 2 , s = 1, r = 2 and
or we can write
|T | 2 x, x − |T * | 2 x, x (2.11) and this refines the upper bound in the Kittaneh inequality (1.7).
for all s ≥ 1 and p, q > 1 such that 1 p + 1 q = 1, where r 0 := min 1 p , 1 q . In particular case, we have
Proof. Let s ≥ 1 and setting y = x in (1.5), we get
Taking the supremum over all univt vector x ∈ H , we get the required result. The particular case follows by setting p = q = 2.
Various interesting special cases could be deduced form (2.5) , in what follows, we give some of these cases in the consequence remarks.
Remark 2.13. Setting α = β = 1 2 in (2.6), then we have
for all s ≥ 1. In particular, for s = 1 we get
which can be written as 14) and this refines the upper bound of the refinement of Kittaneh inequality (2.11). Clearly, (2.14) is better than (2.11) which in turn bettern that (1.7).
Remark 2.14. Setting α = β = 1 in (2.12), then we have
|T | 2s x, x for all s ≥ 1 and p, q > 1 such that 1 p + 1 q = 1, where r 0 := min 1 p , 1 q . In particular case, choose s = 1 and p = q = 2 in the previous inequality, we get
|T | 2 x, x − |T * | 2 x, x 2 . 
