ABSTRACT Reliable data congestion analytics in crowdsourced eHealth networks becomes particularly important, especially in big data era, because of wide adaption of ubiquitous crowdsourced healthcare participants. Since a crowdsourced eHealth network has intermittent connectivity to its remote healthcare provider, researchers usually use some well-studied networks to model the novel network, but data congestion analytics is still a big problem in most intermittent connecting networks. In most cases, data congestion analytics may be realized by fixing the number of forwarded copies, but sometimes, it cannot suit the changing network environments well. This problem could be solved by modifying packet forwarding conditions dynamically through detecting real-time network environment. Based on this idea, in this paper, an optimized routing algorithm named RSW (reduced variable neighborhood search-based spray and wait) is proposed. In the algorithm, nodes will exchange and store each other's buffer status during their communication, based on which, current network environments will be evaluated and quantified as a real-time threshold. Then, spray and wait adapts the threshold for data congestion control. Simulation shows that the proposed algorithm increases data packet delivery probability, and optimize the overhead ratio dramatically, which can be up to ten times lower than that of standard algorithm.
I. INTRODUCTION
Ehealth technologies are envisioned to improve traditional healthcare systems. as it is extremely challenging in terms of physical resources to provide effective medical treatment to a large aging population in the hospitals, eHealth makes use of the recent breakthroughs in wireless sensor technologies and intelligent devices to monitor elderly people's health remotely. Recently, crowdsourcing gradually becomes an intelligent solution to process unstructured big data [1] . Mobile crowdsourcing takes advantage of human intelligence to accomplish the content collection and processing to achieve the integral data demands [2] . In an crowdsourced eHealth network, portable sensors are usually carried or embedded by elderly people for recording and reporting their physiological status. The collected data is sent to the remote health care providers for real-time monitoring, which possesses potentials for offering immense healthcare benefits to the elderly people without the need to transporting them to the hospitals. Nonetheless, ehealth solutions need huge amount of data transmission between the patients and the health care providers.
For data ubiquity, higher number of sensors may need to be deployed. Moreover, these sensors need to have high sampling frequency for data accuracy. For example, brain sensors can generate up to a terabyte of data during a single test. This huge amount of data is typically transmitted through Internet. In an crowdsourced eHealth network, lots of mobile sensors are adopted to collect elderly people's physiological information. In classical network, it is relatively easier to optimize the network due to its static structure, but for a dynamically changing network structure, traditional routing optimization seems to be of limited use to avoid congestion when transmitting large amount of data. Fig. 1 (a) , the white block and purple block represent free buffer and busy buffer, respectively. The red lines represent the observed communication links. In Fig. 1 (b) , the green block, pink block, red block and yellow block represent the received packets, original packets, generated packets and dropped packets, respectively.)
The crowdsourced eHealth network model has several similar delay characteristics with mobile sensor network, such as intermittent connectivity, dynamic network topology, limited buffer space and sparse density [3] . However, the traditional data transmission algorithms is flooding-based, e.g., Direct Transmission, Flooding, and Epidemic [4] , [5] . When used for big data, these algorithms may suffer network congestion, leading to high packet loss rate. Some improved algorithms have been proposed to avoid congestion, e.g., T. Spyropoulos et al. proposed Spray and Wait (SW) algorithm based on limited flooding [6] , in which each packet is assigned with a fixed number of copies. The SW algorithm first implements Spray stage: a source node relays L copies of each packet to different trunk nodes. Than, in the Wait stage, these trunk nodes will implement Direct Transmission. The SW algorithm can be seen as the combination of Epidemic and Direct Transmission. However, Spray stage may generate large amount of copies, which still become overwhelming to limited buffer, especially when huge amount of data is transmitted. An illustrative buffer status is shown in Fig. 1 . If the buffer of a node is filled up or is insufficient, the node is unavailable to serve as the carrier. Some dropping mechanisms are needed to drop or deliver packets to other nodes to release enough space for the newly generated packets. In Fig. 1 (a) , the buffer of surrounding nodes is almost filled up. However, based on the idea of the Spray stage, node i will deliver its buffered packets to surrounding nodes. As a result, node i' neighbors have to drop their buffered packets, as shown in Fig. 1 (b) , to make space for received packets. What's more, these neighbor nodes can hardly find buffer space for newly generated packets. Accordingly, we need a proper way to estimate neighboring nodes' buffer status dynamically.
In this paper, we take the basic idea from SW algorithm, and modify the limited-flooding based Spray stage to reduce network congestion. Specifically, we introduce Reduced Variable Neighborhood Search (RVNS) [7] , and propose an RVNS-based Spray and Wait (RSW) algorithm. In our proposed algorithm, buffer status of recently communicated nodes is recorded in source nodes. Once the storage block is filled up, RVNS will calculate a congestion threshold that is dynamically modified to reflect the current surrounding network congestion condition. Then, based on the congestion threshold, the proposed algorithm will decide whether or not the packet is delivered when the source node communicate with other nodes.
To this end, the major contributions of our work are summarized as follows.
• A level dividing mechanism is designed to transfer raw data into a proper structure as input of RVNS algorithm.
• Our work is one of the first to optimize RVNS algorithm for data congestion analytics in eHealth networks. We also revise the output of RVNS algorithm as a threshold to better fit the scenario.
• The threshold is designed as a real-time threshold that can change according to the network environments. Also, we design a special mechanism to optimize the threshold. This paper is structured as follows: The related work of data transmission in eHealth network and background of SW and RVNS are introduced in Section II. Our proposed algorithm is described in Section III. Section IV presents the performance evaluation and analysis. Related discussions and future work are presented in Section V, and Section VI makes a conclusion.
II. RELATED WORK
There has been a great concern about massive volume of data for crowdsourced networks in academia and industry. One of the most obvious concern comes with how to process these data. In [8] - [10] , we have proposed a data processing architecture for mobile eHealth network. On the transmission perspective, massive researches are launching from different aspects [11] , [12] . However, most of literature paid limited attention to the transmission mechanism, which is an essential part of the problem. In this paper, we devote more efforts into optimizing the transmission mechanism.
For the original algorithm, SW, there are two forwarding models of the Spray stage [6] . One is SSW (Source Spray and Wait), in which only one copy of the packet is relayed from source node when it communicates with another node until the number of copies in the source node decreases to one. Every met node will only contain one copy of the packet, and enter the Wait stage. In this model, reliability is not guaranteed since there are only two hops at most in the routing process. Another model is BSW (Binary Spray and Wait), where if node A (source node or trunk node) with more than one copy of the packet meets node B without copies, node A will deliver half of its copies to node B, and keep another half copies to itself. This process repeats until the number of copies decrease to one. The latter model is better VOLUME 4, 2016 in terms of packet delivery probability and delay as it involves more than one node to help execute the Spray stage. The algorithm could be regarded as a breakthrough at that time, but it also increases researchers' interest to optimize it in various aspects. At present, the optimization of SW can be divided into the following categories:
The Optimization of Spray stage can further be categorized into three aspects according to different guidelines. The first guideline is the historical meeting information [13] - [15] . Through collecting the historical information of neighboring nodes, the source node will know which nodes are more suitable for relaying. Another guideline is the society of nodes [16] - [18] , whose main idea is categorizing nodes into clusters based on some characteristics. The third guideline is environmental self-adaptation [19] - [21] . Under this guideline, nodes will alter their own behavior when they detect environmental changes. To improve delivery ratio, the algorithms above usually adopt flooding based strategies, which strain the network resources, and increase delay and energy consumption.
B. WAIT IMPROVEMENTS
Spyropoulos et al. [22] optimized the original SW by proposing an improved algorithm Spray and Focus (SF). It measures historical meeting chance between nodes with a utility function, deliver packet to nodes with higher chance in Wait stage. Medjiah et al. [23] proposed a new scheme, ORION. In ORION, nodes can detect their neighborhood through estimation of new contacts, and predict the best contact by an autoregressive moving average. The above improvements mainly concentrate on reduce the delivery delay, but paid limited attentions to congestion issue.
C. OTHER IMPROVEMENTS
Kishore et al. [24] controls replication by scalability evaluation and buffer space detection. Zheng et al. [25] proposed a scheme using an ACK-mechanism to remove the redundant copies of packets and a token forwarding technology to improve bandwidth utilization. This scheme is suitable for an intermittent connected mobile network due to the independence of pre-connection .
To this end, buffer status of nodes and network congestion have been paid limited attention. Although SW predefines the number of copies, the network may suffer from congestion when massive packets are generated. To address the problem, we introduce RVNS to optimize Spray stage by revising the flooding process based on real-time network environments.
As the original version of RVNS, Variable Neighborhood Search (VNS), was proposed and widely researched these years [7] . The overall thought of VNS is to divide a big global solution space into several small changeable neighborhoods through some predefined criteria regarding with an initialized global optimal solution. These small neighborhoods consist of a neighborhood structure. Then, subroutines are called Comparison between VNS and RVNS (The difference between VNS and RVNS is denoted in red and green, where VNS calls corresponding subroutines to launch a local search, which increases calculation complexity. On the contrary, RVNS provides a random point as local optimal solution.).
to find a local optimal solution for each neighborhood in local search. Once a local optimal solution is superior than the global optimal solution, the local optimal solution will replace the global optimal solution, and the whole neighborhood structure will be reconstructed based on the new global optimal solution. This process will repeat to meet the terminating conditions: neighborhood reconstructing number or maximal CPU time. One of the most important issues of VNS is complexity may be increased due to some complex subroutines. To solve the problem, a simplified version, educed Variable Neighborhood Search (RVNS) is proposed. In RVNS, local search will select a random data from a neighborhood. The decreasing of calculation complexity provides the foundations of rapid reactions of eHealth systems. The difference between VNS and RVNS is shown in Fig. 2 . Table  1 summarizes the notations used in this paper.
III. HEURISTIC OPTIMIZATION ALGORITHM
Compared with the original SW, main improvement of the proposed algorithm RSW is optimizing the forwarding condition through detecting the buffer statuses of nearby nodes. To achieve this, a congestion threshold is returned from RVNS. Based on the threshold, the algorithm will make a judgment that whether forwarding a packet as origin or waiting for next opportunity.
A. NETWORK MODEL
In this paper, we use movable nodes to represent the portable sensors carried by or embedded in elderly people in eHealth network. We deploy these sensor nodes in a two-dimensional rectangular area. The network model can be abstracted as a graph G=(V,E), where V (V=v i , v 2 , v 3 , . . . , v n ) represents n moving sensor nodes. Each node can take its own moving direction and speed independently. other if their distance is shorter than the range. We use E =
denote the set of existing communication links. The size of buffer space is same for every node. Inside each node, buffer space is divided by two: one for forwarding packets, and another is used to store the record of surrounding nodes's buffer statuses, which is called buffer counter. The whole network model is shown in Fig. 3 .
Besides, we also make the following assumption:
(1) For an arbitrary node i, there is a buffer counter indicating the buffer status of itself, denoted as
This buffer counter will be transmitted to other nodes when the the communication. The value of C i (i ∈ [1, n]) means the number of packets stored in the forwarding buffer of node i. For example, C i = 6 means that node i stores 6 packets currently. The buffer size is the same for all nodes. If the buffer is full, we set C i = C imax .
(2) In each node, received buffer counters will be stored according to the meeting or communicating sequence. For example, if a node i meets node a, b and c successively, the sequence of buffer counter in node i will be C a , C b and C c , correspondingly.
(3) A buffer counter will be exchanged and stored as a counter record when two nodes are communicating.
B. BUFFER MECHANISM
To save nodes' resources, there is no need to record the buffer counter for all nodes in the network, but only that of recently meeting nodes.
Definition 1: In an arbitrary node i, the buffer space used to store received buffer counter is denoted as M i . Specifically, we use M i (h) to access the h th counter record. For each node, the space for buffer counter can store m records at most.
Definition 2: To generally describe the network status surrounding a node, we introduce the concept of buffer status level. buffer status level is a level system to indicate the degree of network congestion, where the highest level is denoted as l(max). More specifically, each level indicating a specific network status. Each counter record in turn belongs to a corresponding level. Then boundary of each level could be calculated as follows:
where max represents the number of levels. After the division, we can infer the network status by evaluating which level contains most buffer records. For example, the eHealth network is busy if high levels carry most records. On the other hand, it is idle when most records are set in low levels.
C. RSW OVERVIEW
In this section, we introduce how to call RVNS to calculate the congestion threshold. We can then efficiently adjust the packets forwarding in the Spray stage based on this congestion threshold. In original SW, if a node's buffer is taken up but the node is still receiving new packets, it has to drop old packets, which leads to the network congestion. To mitigate the problem, we introduce RVNS to implement a controlling mechanism.
1) OPTIMIZATION PROCESS
Modified RVNS algorithm will run independently in each node. For a node, RVNS takes its stored counter records as solution space, and generate an initial global optimal solution. Based on the initial solution, RVNS builds a neighborhood structure through some mathematic calculation of buffer status level. After several searching and neighborhood reconstructing, RVNS returns a parameter indicating the current nearby network environment, which is defined as congestion threshold.
Definition 3:
In node i, all the stored counter records consists of its solution space, denoted as S i .
FIGURE 4.
Neighborhood Construction Process in Definition 4 (x is the subscript of the current global solution, and h is the subscript of the record going to be put into the neighborhood structure, which consisted of several partitioned neighborhoods. Eq. (3) selects a specific neighborhood for h. We iterate h from 1 to m, and put each record into a corresponding neighborhood.).
Definition 4 (Neighborhood Division Formula):
For a node i, assume the current global optimal solution M i (x) belongs to level l(opt), and another potential solution M i (h) belongs to level l(cur), then in current neighborhood structure, the record M i (h) belongs to k th neighborhood as shown in Fig. 4 , where
Once RVNS selects a new global optimal solution, neighborhood structure is reconstructed, and each record is assigned to a proper neighborhood based on the new solution.
2) TRANSMISSION STRATEGY
After several neighborhood reconstructing, RVNS will return a proper value to describe current network environment, denoted as M i (opt). A larger M i (opt) means a busier network, while a smaller M i (opt) indicates less congestion.
On the other hand, even though congested environment needs stringent restrictions, it will also block the newly-generated packets. Based on this thought, in this paper, we define the congestion threshold of node i as T i = M i (opt). When a node i set up a communication link with another node j, node i will automatically check C j based on T i . If node i finds T i < C j , it will regard node j as an unappreciate relay trunk, and will not forward any Spray-stage packets to node j. The pseudo-code of the RVNS-based packet delivery mechanism is shown in Algorithm 1, and Fig. 5 illustrates the difference between our proposed mechanism and the original Spray stage. In Fig. 5(a) , assuming that the packet is delivered from source node to node i, and the algorithm is in the Spray stage, node i sets up the communication links between the other six nodes. According to the traditional Spray stage, all six nodes receive the copies of the packet. If nodes with the higher probability to forward packets to the destination (e.g., node j) only obtains small number of copies, the packet is hardly forwarded to its destination. What is more, a lot of useless forwarding takes place in this process. In Fig. 5(b) , due to the congestion threshold, only those nodes whose buffer space are relatively idle will receive packets. Moreover, if the node's buffer space is full, no packet will be discarded (e.g., node 3). Under this circumstance, node j has a higher possibility to hold more copies and deliver them to the destination node.
3) IMPROVEMENT OF SPRAY STAGE
The main process of RSW is presented in the sections above. According to RSW, when network is relative free, the congestion threshold is usually a small value. However, when the congestion threshold is small but network is sparsely used, even though a lot of buffer space is idle in node j, node i will not forward to node j if C j > T i . To mitigate the problem, we need an effective range.
Remark 1: An effective range of congestion threshold guarantees that network resources can be used efficiently. A lower bound b l of congestion threshold is introduced. Packets will be delivered according to the traditional SW when T i is smaller than b l ; when T i is larger than b l , the congestion threshold works. Accordingly, based on the effective range, the congestion threshold can be obtained through the following equation:
In this paper, we define b l = C imax /2. Algorithm 2 describes the pseudo-code in the Spray stage to realize data congestion control using a congestion threshold based on RVNS.
4) ANALYSIS OF THE KEY PARAMETERS IN THE ALGORITHM a: NUMBER OF NEIGHBORHOOD RECONSTRUCTIONS
RVNS is normally used to find a global maximum or minimum. What we need, however, is an intermediate value.
In the original RVNS algorithm, the output decreases with We define number of neighborhood reconstruction as zero at the beginning. It will increase by one automatically after a global optimal solution is found, and current neighborhood structure is reconstructed. Generally, if the number is too large, real network environment cannot be obtained because the value of the congestion threshold will drop dramatically. According to equation (4) , when congestion threshold is too small, the threshold will be set invalid. On the other hand, if the number is too small, the congestion threshold is relatively large, so that the restriction is weak.
b: NUMBER OF COUNTER RECORDS
Another important issue is how many counter records should be stored in the nodes' buffer space. Too many or too few records will both influence the performance of the algorithm. When the maximum number of records (m) is too large, large amount of old records are still stored in the buffer so that the threshold is not in real time. Meanwhile, under most circumstances, the longer is the interval between the oldest record and the latest record, the higher is the probability a node moves itself through a longer distance. Accordingly, congestion threshold is old-fashioned, and cannot accurately reflect the current network environment nearby the node. Besides, a large m also leads to some other consequences including the need of larger storage. On the other hand, if m is too small, results will fluctuate within a large range due to random mobility of the nodes, which results in inaccuracy of the algorithm.
IV. SIMULATIONS
We use simulation to evaluate RSW's performance in the section. This section is divided into two parts. In the first part, VOLUME 4, 2016 the optimal algorithm performance is obtained with changing scene parameters in pairs. Then, the performance comparison with two other algorithms (SW and SF) is presented in second part.
A. SIMULATION CONFIGURATION
Simulation environment is built with C++. In the environment, movement of nodes is used to simulate movement of elderly people in an eHealth network. The raw data generated from sensors is chosen from the Arrhythmia Data Set in UCI Machine Learning Depository [26] . The size of simulation region is 100m*100, which represents the activity area of elderly people. In the simulation region, we increase the number of mobile nodes (portable sensors) from 100 to 1000. Each node can move independently. The range of radio communication is changed from 3m to 10m (integer). The buffer space is set as [500K, 1500K]. The maximum capacity of the buffer space for counter records is changed from 50 to 80, which means that the number of stored records is in the range of [50, 80] . Counter records are set into 4 buffer status levels, and they go thorough neighborhood reconstruction twice. The speed of the nodes varies from 0 to 4 m/s. After raw data is generated, it enters an encapsulation function that returns packets with size of 50KB. During simulation, the number of generated packets is changing between [50, 500], and the simulation time is set as [200s, 2000s] . Our RSW algorithm will be compared with SW and SF. The simulation environment is set in Table 2 .
In this paper, we measure the performance of proposed algorithm in the aspects of delivery probability, overhead ratio and average latency.
B. SIMULATION RESULTS

1) ALGORITHM PERFORMANCE WITH SCENE PARAMETERS
In this section, we set two groups of simulations to observe the performance varies according to following scene parameters: radio communication range, buffer space, number of nodes and number of packets. The first group includes radio communication range and buffer space. Number of nodes and number of packets are in the second group. 
a: RADIO COMMUNICATION RANGE AND BUFFER SPACE
In this group of simulations, there are 100 nodes in the simulation environment. The simulation time is 2000s. 100 packets are generated during this time. The results are shown in Fig. 6 .
In Fig. 6(a) , both factors contribute to the increment of delivery probability. However, overhead ratio also increases, as shown in Fig. 6(b) . The increase of overhead ratio with buffer space is greater than that with communication range, but the increase of delivery probability with buffer space is less than that with communication range. Accordingly, the optimal buffer space is set to 500K and the radio communication range is set to 7m, an intermediate value.
b: NUMBER OF NODES AND NUMBER OF PACKETS
In this group of simulations, the Nodes buffer space is set to 500K, the radio communication range to 7m. The simulation run-time is 2000s. Simulation results are shown in Fig. 7 . It can be seen from Fig. 7(a) and (b) that both delivery probability and overhead ratio decrease with the augment of number of packets, and increase with the augment of number of nodes. From the results, the packets number is set to 100 in following simulations. In addition, when number of nodes is changed, it will exert more influence on overhand ratio than delivery probability. Considering the trade-off, the optimal number of nodes is set to 100.
2) ALGORITHM COMPARISON
In this section, there are three groups of simulations. The proposed RSW algorithm is compared with SW and SF with different values of simulation time, radio communication range and number of nodes.
a: SIMULATION TIME
The simulation parameters are set as follow: the number of nodes is 100, the radio communication range is 7m, the buffer space is 500K, and the number of generated packets is 100. The simulation results are shown in Fig. 8(a) and Fig. 9(a) .
As shown in Fig. 8(a) , RSW has the highest delivery probability, followed closely by SF. It is because that, in RSW, forwarding is restricted by the congestion threshold. However, the increase of delivery probability in SF is based on the rise of the overhead ratio. Oppositely, in RSW, forwarding is restricted by the congestion threshold, so that the overhead ratio is also optimized.
Besides, we can see that the overhead ratio of RSW is close to that of SW and SF when the simulation time is short, as shown in Fig. 9(a) , because it is hard for the whole network to fall into congestion in such a short period, so that there is no strict restriction in RSW. However, when the simulation time becomes longer, the packet forwarding increases. The advantage of RSW becomes obvious, that is the overhead ratio decreases a lot according to the real-time congestion threshold.
b: RADIO COMMUNICATION RANGE
The simulation parameters are set as follow: the number of nodes is 100, the buffer space is 500K, the simulation time is 2000s, and the number of generated packets is 100. Simulation results are shown in Fig. 8(b) and Fig. 9(b) .
As shown in Fig. 8(b) , in the aspect of delivery probability, even though the performance of SW and SF has great improvement with the increase of radio communication range, RSW is superior than them. On the other hand, RSW optimize the overhead ratio a lot. It is because in SW and SF, lots of packets are relayed but dropped in the trunk nodes' buffer, while RSW prevents it to some extent.
c: NUMBER OF NODES
The simulation parameters are set as follow: the radio communication range is 7m, the buffer space is 500K, the simulation time is 2000s, and the number of generated packets is 100. The simulation results are shown in Fig. 8(c) and Fig. 9(c) .
In the same area, more nodes lead to more communication chance. Based on this background, number of packets forwarded in an unit area increases so that the buffer in the unit area is filling up more quickly. As a result, nodes with full occupation of buffer have to dropped old packets for newly received or generated packets, which loses some copies. In addition, as each packet only has one destination, it is harder meet the destination node during the wait stage if number of nodes increases. The above reasons limit the performance of SW and SF. However, taking the advantage of congestion threshold, RSW can identify those nodes with full buffer, and save the copies for next suitable forwarding chance, which dramatically increases its performance.
V. DISCUSSION AND FUTURE WORK
The proposed RSW algorithm provides a real-time congestion threshold for each node through RVNS. This algorithm makes the number of copies adaptive to the network environment. At the same time, when the sampling space is large enough, the proposed algorithm optimizes the delivery process, and accuracy of the algorithm increases while also consuming less energy.
This work can be extended in many ways. Firstly, we can set a more sophisticated trigger condition for RVNS. For node i, when M i is filled up, the node may be still at the same location, and its nearby network environment may only have minor change, so maybe combining of some other factors is more proper to decide the calling of RVNS. Then, we can design an utility function for congestion threshold to improve the accuracy of the proposed algorithm. In addition, a probability model reflecting the packet generating rate can be introduced to make the algorithm more adaptive to the increasing number of packets.
VI. CONCLUSION
In this paper, we propose an RVNS-based Spray and Wait algorithm to solve the data congestion problem in crowdsourced eHealth networks, where RVNS is adopted to analyze the surrounding network environments of a node, and returns a dynamic congestion threshold to restrict unnecessary forwarding. The simulation results show that RSW can improve the network performance efficiently when network resources are limited. In some extreme cases, the overhead ratio of RSW can be ten times lower than that of SW with a high delivery probability. Although some improvements may enhance the performance further, RSW provides a novel idea to mitigate data congestion in crowdsourced eHealth networks. He has authored over 300 papers in related conferences, journals, and books in the area of sensor networks. His main research field is wireless sensor networks. He has served as the TPC Member of over 150 conferences, such as the ICDCS, the DCOSS, the MASS, the ICC, the Globecom, the ICCCN, the WCNC, and the ISCC. 
