S. J. Agronsky, A. M. Bruckner, and M. Laczkovic have studied the behaviour of the sequence
Introduction
From now onward, we set X to denote a compact manifold with boundary, A^ to denote its dimension, and d to denote a metric on X such that X is a second countable complete metric space (i.e., having a countable basis). If B is a subset of X, we shall represent its interior by Int(5), its closure by Clos(5), its exterior (i.e., X -Clos(fi)) by Ext (5) , its boundary by dB, and its diameter by d(B). K(X) will denote the set of compact subsets of X and d^ the Hausdorff metric on K(X) (see [5, p. 96] ). Thus, K(X) is a metric space. C(X) will denote the space of continuous functions from X into itself and doo the metric of uniform convergence on C(X). Thus, C(X) is a complete metric space. With the metric S = max(rf00, d), C(X) x X is also a complete metric space. If (f, x) £ C(X) xl,we shall denote by oe(f, x) the limit set (i.e., the set of the limit points) of the sequence (f"(x)). Thus tu is a function from C(X) x X into K(X).
If E is a complete metric space, we shall call residual a subset of E which contains a countable intersection of dense, open subsets. If P(x) is a property, the sentences "for x typical in E, P(x)", "if x is typical in E, P(x)", and uP(x) at the typical point x of £"' will mean "there is a residual subset A of E such that, if x belongs to A, then P(x)". In the same situation, we may also say that uP(x) is typical in E" or "P(x) is typical".
Lemmas
The proofs of our theorems rely on two lemmas which mainly use the Tietze extension theorem (in a particular version, see [ We use this property for A = [a, f(a),..., fn+m-2(a)} , y = f"+m-x(a), B = V, and C = X, and obtain a compact K"+m-X . Using it for A = {a, f(a), ... , f»+m-\a)} U Kn+m_x ,y = fn+m~2(a), B = lnt(Kn+m-2), and C = X, we obtain Kn+m-2 ■ We continue in the same way (with the exception of C = V for K"). Eventually, we have constructed a sequence of compacts Ko, Kx, ... , Kn+m-X homeomorphic to IN such that:
• a £ Int(A'o) ;
• d(K{) < e and f(K¡) c Int(A:i+.) for 0 < i < n + m -2;
• Ki DKj = 0 for i^j;
. K"cV and f(Kn+m-x)cV.
Let p > 0 be small enough that mpa < I and p < ß. For each z, we choose a compact fc, with a non-empty interior included in Int(Ä^) such that d(k¡) < p and a point b¡ in Int(rc,).
For each i, let rç, > 0 be such that the ball centred at b¡ of radius n¡ is included in Int(A:,). Then, we define a function g in the following way:
For 0<z'<« + m-2,we put g = b¡+x on k¡ and g = f on dK¡. On the one hand, g takes its values in Ki+X which is homeomorphic to IN . On the other hand, k¡ u dK¡ is a closed subset of K¡. So, according to the Tietze extension theorem (see [2, Corollary 1, p. 82]), g has a continuous extension (which means that it still agrees with / on dK¡ and with bi+x on k¡) defined on K¡ and taking its values in Ki+X. As d(Ki+x) < e, d[f(x), g(x)] < e for each x £ K¡.
In the same way, we put g = bn on /c"+m_i and g = f on dKn+m-i, and then we extend g on Kn+m-i into Clos(F).
We put £ = / outside (J,-K¡. Proof. Let (f, a) £ C(X) x X and e > 0. We begin the construction as in the proof of Lemma 1. We obtain n and m as before. We shall distinguish two cases:
(1) For each i such that n < i < n + m -1, f'(a) £ Ext(U).
As Ext(U) is open, we can choose the K¡ for0<i<n + m-l such that K¡ c Ext(f7) for n < i < n + m -1. We choose any p > 0 and then the k¡ and the b¡. As in the proof of Lemma 1, we obtain (g, b) £ C(X) x X and n > 0 such that S[(f, a), (g, b)]<e; and if (h, c) £ C(X) x X verifies <5[(c?, b), (h, c)] < n, then co(h, c) has no point in U, so (h, c) belongs to Fv. (2) There is a j such that n < j < n + m -1 and fj(a) £ Clos(t/). We can choose the K¡ such that K¡ n U contains an open set W. Taking any p > 0, we chose the k¡ and the b¡ as in the proof of Lemma 1 for i < n . Then, for each i > n , we choose k¡ and k\ two disjoint compact subsets with non-empty interiors included in Int(AT,), b¡ and b\ as in the proof of Lemma 1, and kj and k'j in W. Then we modify the construction of the function g in the following way:
• for 0 < z < n + m -2, we put g -bi+x on /c, and g = b'i+{ on k[ ;
• we put g = b'" on kn+m-x and g = bn on k'n+m_x.
As in the proof of Lemma 1, we obtain (g, b) £ C(X) x X and n > 0 such that S[(f, a),(g,b))<e; and if (h,c)£ C(X) x X verifies ô[(g ,b),(h, c)]
< r¡, then co(h, c) has at least two points in U, so (h, c) belongs to Fu ■ The result follows.
Results
Theorem 1. For (f, x) typical in C(X) x X, co(f, x) is a perfect set of Hausdorff dimension zero.
Proof. Let E be the intersection of the £i/",i/m for n, m > 1 and Fup, (Up)p being a countable base of open subsets of X. As the set of the triples (n, m, p) is countable and according to Lemmas 1 and 2, E is residual. Let (/, x) £ E. For each (a, ß), (/, x) £ Eaj ; thus, oe(f, x) can be covered by a finite number of sets (k¡)¡ satisfying: for each i, d(k¡) < ß and Ydid(ki)a < 1. Therefore, according to the definition of the Hausdorff dimension (see [2] ), co(f, x) is of Hausdorff dimension zero.
For each open subset U of X, (f, x) £ Fu ; thus either co(f, x) has no point in U or at least two. Therefore, co(f, x) does not contain an isolated point. As co(f, x) is compact, co(f, x) is a perfect set.
So we have found E, a residual subset of C(X) x X, such that if (f, x) £ E, then co(f, x) is a perfect set of Hausdorff dimension zero. That is to say, for (/> x) typical in C(X) x X, co(f, x) is a perfect set of Hausdorff dimension zero.
Theorem 2. If f is typical in C(X), then, for x typical in X, co(f, x) is a perfect set of Hausdorff dimension zero. Proof. C(X) and X are two complete metric spaces and X is second countable. Let E be the residual subset of C(X) x X of the proof of Theorem 1. According to the Kuratowski-Ulam theorem (see [4, p. 56] ), there is a residual subset F of C(X) such that for each f £ F the section of E by / (i.e., Ef -{x £ X ; (f, x) £ E}) is a residual subset of X. If f £ F and x £ Ef, then (f, x) £ E, so oe(f, x) is a perfect set of Hausdorff dimension zero. That is to say, if / is typical in C(X), then, for x typical in X, co(f, x) is a perfect set of Hausdorff dimension zero. Proof. Let a > 0 and Ga be the set of those (f, x) £ C(X) x X such that there is a neighbourhood U of (/, x) on which dx[oj(f, x), co(f, x')] < a for each (f, x') £ U .
Let (f, a) £ C(X) x X and e > 0. We begin as in the proof of Lemma 1. We obtain the K¡ and then choose p > 0 such that mp < a. Then we obtain The intersection G of the Gi/" for n > 1 is residual. Let (f, x) £ G. Let a > 0 ; then (f, x) £ Ga , so there is a neighbourhood U of (/, x) such that dfc[a)(f, x), (o(f, x')] < a for each (f, x') £ U. This means that a> is continuous at the point (f, x). Therefore, co is continuous at any point of G. The result follows. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proof. As in the proof of Theorem 2, the Kuratowski-Ulam theorem allows us to deduce this result from the previous one.
Remarks
Remark 1. According to Mandelbrot (see [3, p. 15] ), a fractal is a set for which the two dimensions used in this paper (and in [2] ) are distinct. Hence the typical limit set is not a fractal.
Remark 2. In chaotic sequences, the limit set has a sensitive dependence on the initial condition. As for / typical in C(X), the function x -» (o(f, x) is continuous at the typical point of A"; it follows that the sequence (f(x)) is not chaotic.
