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Abstract: A highly accurate method for solving nonlinear boundary value problems of the convection-diffusion type is 
presented. It is shown that the rate of convergence of the present method is very rapid, superior to that of the classical 
central difference methods. Its main feature is that the converged solution can be achieved within a reasonable amount 
of iterations for any small value of the mesh diffusion coefficient. All these features are supported by comparisons that 
are presented for several example problems. 
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1. Introduction 
The purpose of the present paper is to analyze numerical problems related to the solution of 
nonlinear boundary value problems (BVP). More specifically, the BVPs considered here are 
related to boundary layers such as occur, for example, in fluids governed by the Navier-Stokes 
equations, as well as in many other engineering applications. Let us consider the following 
nonlinear BVP for U(X) as a model problem to be discussed here: 
Ux, u, U,, u,,) =f(x, u, UJ - cu,, = 0, (1) 
xE52, 9: (x]I<x<r), u(1) = UL, u(r) = UR, 
where z > 0 is the diffusion coefficient, f is a nonlinear functional and L satisfies the conditions 
under which u is unique [ll]. f is usually linear in uX, but let us define generally the a and b 
coefficients as: 
a= af/au,, b= af/au. (2) 
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For uniqueness of the solution of (1) it is assumed that a and b exist and are continuous over 
Q with b >, 0 and 1 a 1 bounded by some finite positive value. 
The case where a = a( x, U) is known as the nonlinear convection-diffusion BVP. In this case, 
u is usually referred as the flow velocity, and the diffusion coefficient E is analogous to the fluid 
viscosity coefficient. In general c is allowed to have any positive value. Thus in the extreme cases 
where c + 0, the solution for u might have a boundary layer-like character at the ends of L’ 
and/or interior layers (a ‘shock wave’ like regions). 
Two major problems are usually detected in solving (1) numerically: the first is how to 
overcome the nonlinear instabilities, and the second is how to get a converged stable solution for 
small C. These problems have been discussed in many papers [l-5]. The aim of the present paper 
is to formulate a new strategy for deriving a numerical scheme that will overcome both of the 
above difficulties in a more efficient way. This scheme is based on the technique described in the 
previous paper [6]. It will be shown that strong stability and a rapid rate of convergence are 
features of this technique for all ranges of positive C. Also, we will describe numerical 
experiments for some cases with comparisons to the results of other widely used methods. 
2. Quasi linearization 
In general, the numerical solution of system (1) involves some iteration procedure to overcome 
the nonlinearity of the functional f. Many algorithms have been suggested for treating nonlinear- 
ities. The most popular and promising methods are those that are based on the Newton iteration 
technique [7]. Defining the operator N as follows 
application of this technique to (1) creates the following iterative equation: 
P[U 
(n+l)] = p[ Uw] _ L’“’ (3b) 
with some bounded initial conditions u(O), where the upper index defines the iteration number, 
and 
a’“’ = a x, u(n), UP)] ) 1 b’“’ = b x, d”), ul”‘], [ L’“’ = L x, d”), UP), f&q. 1 
Equations (3) can be considered also as an implicit time marching equation, where only the 
steady state solution is of some interest. This scheme defines some optimal time-step A which is a 
function of the time (or the iteration index), 
A=l/b (4 
and the PDE that is solved with backward differencing for the temporal terms is 
au/& + au, - cu,, = 0. (5) 
In the rest of the paper we will concentrate on solving (5) or (3) without looking for accurate 
solutions during the iterations. 
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3. Classical marching methods 
After deriving the linearization for (1) the next step towards 
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the numerical solution of this 
equation is to approximate (3) on a discrete grid spread over a. The discretization can be done 
either by a finite difference method or by a finite element method. For simplicity let us spread an 
equally spaced grid with N intervals where the size of an interval is h = (r - 1)/N. The classical 
marching (CM) method is based on the central difference schemes for the x derivatives at the 
grid point i: 
u,y I; = ui+l - ui-l E &( Ui), 
2h 
which are second order accurate. Defining the finite difference operator p as follows: 
The CM methods suggests the following iterative scheme for solving (3): 
where z 
Using 
solution 
is the finite difference approximation to L using the approximations (6a) and (b). 
the Von Neumann stability analysis one can show [8] that, in order to have a converged 
for (6c), the corresponding iterative matrix has to be diagonal dominant. This A, 
(64 
stability condition is known as the grid Reynolds number limitation: 
max R!“’ G 2 I 
i,fl 
with Ri = ha/c. 
This condition is very restrictive for practical problems, since for most of the cases the grid 
Reynolds number is relatively large. It should be emphasized that this limitation on the mesh 
diffusion numbers c/h does not contain any effect of the nonlinear instabilities and is even valid 
for the linear case (b = 0, a = constant). The simplest method of circumventing this limitation is 
by upwinding the finite differences of au/ax: backward differencing if a > 0 and forward 
differencing otherwise. The main disadvantage of this method is that it introduces an artificial 
viscosity term which is of the order h, so that the solution obtained with this scheme is for a 
different problem (this solution is smoother than that of the original problem). Il’in’s scheme [9] 
provides a partial solution to this difficulty for linear equations with constant convection 
coefficients. The KR method [5] suggests the following defect correction iterative scheme for 
a > 0: 
[ hau,]ln) = aIn)[ uj”+‘) - u(l;“] + +a!“)[ ui+l - 2~, + u~__~](“), (7) 
This scheme was shown to be unconditionally stable, but its main disadvantage is that, as the 
mesh diffusion coefficient approaches zero, its spectra1 radius approaches 1 (like (r/h)2). Thus 
the rate of convergence is very slow and for most of the cases it is impractical. Despite this 
problem, after convergence, the truncation error of this scheme (as well as that of the CM 
method), T(u), which is defined as 
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is of the order of h2: 
T(u) = ih2(q,, - tqx,,,) + 0(h4) (94 
where u is now the exact solution of (3) (or possible of (1)). Hereafter we will drop the higher 
orders of the truncation error. 
It is very comfortable to express the truncation error in terms of the artificial diffusivity, since 
it is one of the important features of the finite difference approximation. This is done by reusing 
(1) for substituting the various derivatives appearing in (9) to get the following expression for the 
truncation error 
W4 = E,U,, (9b) 
where E, is the artificial diffusivity. Thus for the scheme in (5), (7) we can get (with the help of 
(9)) that 
c a2a 
(94 
If U is the solution of the finite difference equation (6~) then E, should be interpreted in the 
following way: 
I Ca/E I = I WMb, uv 4) I (9d) 
which means that the ratio of ea/< simulates the ratio of the residues when the exact solution is 
substituted into the difference approximation to L, to the approximated diffusion of U. 
Most of the comparisons in this paper will be examples for the so-called Burger’s equation, 
which will be outlined hereafter. In Burger’s equation the convection coefficient takes the form 
a = U, and the equation is 
UUX = EU,, (lOa> 
with the following boundary conditions: 
I=O, r=xO, UL=U, u,=o. (lob) 
Two different types of solutions to this equation will be considered: (i) U 2 0 (ii) U < 0. These 
cases will be denoted hereafter as k = 0 and k = 1 respectively. The parameter of this equation is 
the so called Reynolds number defined by 
z= lUlX()/E 004 
The analytical solution of Burger’s equation is 
U I C -_=r - C - 2< x0 x ( - )] (104 
where 
and 
k=O, 
k= 1. 
Therefore, we have that 
~,=(-l)~(hc)~/2r 
0Oe) 
(10f) 
(114 
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Fig. 1. The exact solution for Burgers’ equation: the variation of C/U with i?. 
which is a constant over the domain. The relation between 
that for small R, C/U= l/R and for large R, C/U 
C- and U for the k = 0 case is such 
+ 1 as is shown in Fig. 1. For the k = 1 case 
we have that for small R, C/U < 2/R and for large ??, C/U = \/2/R --, 0, as shown in Fig. 1. 
Thus for high convection cases we have 
E,/E = R2/2N2 
which goes to zero quadratically as the mesh Reynolds number R/N goes to zero. 
(lib) 
The rate of convergence can also be evaluated. Let us define the discrete error function cp as 
($0 = U!“) _ u(W 
r I 3 (12) 
and denote by D the x derivative operator g, = Dg. Now it can be shown that in the scheme 
given in (6), if it converges, the error function behaves as 
($+I) = 
i 
h$ - igsinh(hD) 
hb+h~~+a sinh(hD)-4isinh’ 
( ‘p;“‘)2. (13) 
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Thus, (6) presents a second-order method in convergence. On the other hand, the scheme 
presented by (7) can be shown to behave as a first-order method, 
ab 
z’p - i Esinh(hD) + 2a sinh’ y 
(n) 
(n+r) = i 1 
cp, 
Eq + a(1 - eehD ) _ 4isinh’( yi 
and asymptotically as ‘p --, 0, 
= 1 - 0( h2) 
(14) 
(15) 
and the convergence ratio is very close to 1. However, if pure upwind difference is used, then the 
second term in the denominator of (15) does not appear and the convergence rate is reasonably 
fast [l - O(h)]. After describing the important features of the CM method, we will present in the 
following section an alternative numerical method which is highly accurate and converges very 
rapidly for similar BVPs. 
4. The second order upwind method 
We will use here the fact that was mentioned before, that if upwind differences are used for 
the convection terms, the solution of (5) will converge very fast and will be unconditionally 
stable. Say, without loosing generality, that a >, 0 over a; then the upwind difference approxima- 
tion at the grid point i will be as follows: defining by 9 = u(“+‘) - u(“) we upwind the following 
first derivative: 
(acp,); = (a,/h)(cp, - ‘P;-,) + a&TX, - ih2qXxx + * * * ) 
and by using again (3) we get 
(acp,); = f$b,rp,+ $L+ ;(I + ~)(m,-cpi_,)+h2[a(~qx,- +px,,,)];+ . . . 
(16) 
where the coefficients a, b and L are taken in the n level. By substituting (16) into (3), the finite 
difference approximation for the convection-diffusion version of (1) will become: 
aj”‘[l + +RI”)] [ ui”+‘) - ujc;“] + [l + JR:“‘] hbj”)ui”+l) 
_ f p;” - &q+u 
h[ 
+ @;“] = [l + ;#“‘I hbj”‘uj”‘. (17) 
This finite difference approximation will be referred to as the Second order Upwind (SU) 
method. This method is very similar to that given in [3] for the linear case. 
The truncation error of this scheme is 
T(u) = th2[fau,,,- i(a2/e)u,,- FLU,,,,], 
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and by using (1) this truncation error can be shown to present an artificial diffusion-like effect 
with the following artificial diffusivity: 
h2 a2 I i 
2 !!!+‘a” 
ccl= - 6 y + ux au 2a au2 11 
(18) 
where the meaning of cu is explained by (9d). 
It can be shown that the artificial diffusivity of the present scheme for the Burger’s equation is 
co = +( h2/r)( C2 - +u’), (19) 
which is less than that of the CM method (almost half for large convection coefficient). In 
general it can be said that for (1) c,(CM) > E,(SU). Thus it is expected that the solutions with 
the SU scheme will be much closer to the theoretical solution then that of the CM method. The 
behavior of the error function of the SU scheme is 
(n) = 
V, 
i 
(20) 
which is obviously of the second order. In the following section we will test numerically the SU 
method and also compare it to the CM method. 
5. Examples 
The present method will be demonstrated here mainly for the Burger’s equation. e.i., a=u 
with the exact solution given by (10). Other examples will be considered in the next section. 
Some results are summarized in Tables 1 and 2. These tables depict the variation of the 
maximum error and the number of iterations needed to converge with the number of intervals in 
x0, N, for a given c. The most important feature resulting from Table 1 is that the rate of 
convergence of the SU method is much higher than that of the CM method, and what is more 
Table 1 
Comparisons between the CM method and the present method for: U = 1. x,, = 1, c = 0.1 and with the converge 
criteria of lo-l3 for the k = 0 case, and 0.05 < h/c Q 2 
N 
200 
100 
50 
25 
10 
5 
eqs. (51, (7) 
number of 
iterations 
10 
12 
13 
16 
26 
116 
MAX I u - ~a,, I 
9.30 e - 5 
3.72 e-4 
1.49 e-3 
6.06 e-3 
3.81 e-2 
4.02 e-l 
present method 
number of MAX I u - ~,,a,, I
iterations 
7 7.14e-5 
7 2.73 e-4 
7 9.98 e-4 
7 3.33 e-3 
8 1.21 e-2 
10 3.67 e-2 
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Table 2 
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As in Table 1 only for the present method with c =10e3 
N number of 
iterations 
200 21 4.61 e - 2 
100 28 1.68 e-2 
50 19 4.56 e- 3 
25 80 l.l9e-3 
10 129 1.96 e-4 
5 203 3.17 e-5 
surprising is that the rate of convergence of the present method depends very weakly on the mesh 
diffusion coefficient e/h in the range presented in this table. The rate in which the CM method 
converges decreases tremendously as N increases. That is because the region around the final 
solution, from which the initial guess for the Newton iteration should be chosen in order to get 
second order rate of convergence, is proportional to the inverse of the condition number of the 
I 
10-l 
I I 
6/h 
1 10 
Fig. 2. Variation of the error and number of iterations with the mesh diffusion coefficient for Burger’s equation. 
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iteration matrix. Thus, as the diagonal dominance of that matrix becomes weaker, this region 
gets smaller and smaller. It is also worthwhile to note the fact that the solution obtained with the 
present method is much more closer to the exact solution then the solution obtained with the CM 
method (up to an order of magnitude), as was predicted theoretically in the previous section. 
This result may also be explained as follows: if we denote by g(x) the difference between the 
exact solution and the converged approximated solution, then the governing equation for g(x) 
for the Burger’s equation case is 
cagxx - %X - uxg = 0 (21) 
with g(0) = g(x,) = 0, and where E, for the CM method is about twice as big as that of the 
present method. Solving this equation with the exact u (see (lo)), looking for the maximum of 
1 g(x) 1, gmr we get that for small values of NE, the ratio g,(SU)/g,(CM) - l/R. For the case 
of Table 1 this ratio is 0.1 where from the actual results it comes out to be 0.0913, which is very 
close to the theoretical number. 
Table 2 presents results for very small diffusion coefficients. Numerical tests have shown that 
for NC c 0.3 the CM method does not converge and even diverges. On the other hand, the 
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Fig. 3. Reduction of the error with iterations for different mesh diffusion coefficients for the Burgers’ equation 
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present method suggests converged solutions which are pretty close to the exact solution and are 
obtained within a reasonable amount of iterations. For all the values of N in Table 2 the CM 
method diverges. Figure 2 presents the reduction of the error with the iterations for various mesh 
diffusion coefficients for both methods. The main conclusion that was discussed before can be 
confirmed with this figure: the rate of convergence of the present method is superior to that of 
the classical method. The variation of the number of iterations and the maximum distance from 
the exact solution with e/h is given in Fig. 3. It is interesting to note that the maximum error 
gets its highest value in the range of e/h = 0.1 -+ 1; this is, perhaps, due to the fact that in this 
region both the convection and the diffusion are of the same order. Next, we will try to extend 
the present SU method and to get a higher order scheme. 
6. Higher order scheme 
The present numerical method can be extended to produce schemes accompanied by a 
higher-order artificial diffusivity. The idea will be demonstrated by formulating a fourth order 
numerical scheme for (1) and can be used for constructing numerical schemes to any order of 
accuracy. Let us denote the upwind differencing for u, by u’: 
u;=(u,-u;_,)/h, a+o. (22) 
By using Taylor series and (1) we have 
u,=u’ I+++$)-~(~)(l++‘+~($)~“]+O(h~). 
[i 
(23) 
Similarly we can approximate the second derivative u,, as follows: 
u xx =u ” - &h2Uxxxx + O(h4) 
where 
(24) 
u;’ = ( ui+i - 2u, + Ui_,)/h2. 
After expressing the uXXXX term by u, 
(25) 
terms with the help of (1) and substituting (23) and (24) 
back into the convection-diffusion version of (l), it is possible to get the following fourth-order 
scheme for (1) 
au’ - eu” = o( h4) (26) 
where a is the modified convection coefficient having the following form: 
a= (1 + fR + :R2 + &R3)a 
+ iR(l + fR)2(2 -a+R)(~)h~‘+&[uR+2(l+~R)~](~~h~u’~ (27a) 
with 
a = la/u19 R=(l/~)lalh. (27b) 
It should be noted that the upwind scheme is executed according to the sign of a. This scheme 
can be applied to Burger’s equation to give: 
Z/a = 1 + $R + iR2 + $R’+ iR(l + R)(l + +R)2(hu’/u) (274 
where hu’/u = +R(l - C2/u2). 
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Table 3 
Fourth-order scheme with data as in Table 2 
N u = u (Burger) 
number of MAX I u - u,,,,, I 
iterations 
a = u’ 
number of 
iterations 
MAX I u - uexact I 
8 41 2.80 e - 2 58 3.7 e-2 
16 20 1.71 e-3 29 2.6e-3 
32 15 1.08 e-4 19 1.5 e-4 
64 8 6.31 e-6 11 8.0 e-6 
128 8 3.80 e - 7 10 4.7 e-7 
Table 3 summarizes some results that were obtained for Burgers equation with this scheme. 
The fourth order results can be verified for the different mesh spacings and for two different 
forms of the convection coefficients: The first form is a = u where the second one is a = u3. 
Almost no difference in the rate of convergence is detected when comparing this case to the 
Burger’s case, and the maximum error is very similar to the a = u case. 
In many cases the above strategy of treating numerically the convection terms is considered 
due to the desire of getting high order solutions for (1) with a = 0. Let us take for example the 
following Troesch’s [12] two-point boundary value problem: 
U .rx=t sinh(tu), t>O (28a) 
with the boundary conditions 
u(0) = 0, u(1) = 1 (28b) 
which models the confinement of a column of plasma by radiative pressure. This problem has 
been discussed extensively in previous papers [13]. The nature of the solution to (28) is that as 
the parameter t increases, u is boundary layered near x = 1. For large t (t > 9) the boundary 
layer becomes extremely thin (comparing to any representative length of (28)), and this is the 
region of t for which it is important to get solutions. The fourth-order approximation to (28a) is: 
U ” = t sinh( tu) + &h2t3[ ui sinh( tu) + isinh(2tu)] . (29a) 
This approximation contains a like convection terms which should be treated carefully. The 
functional iteration procedure for u(“+l) using the u(“) approximation is: 
u”(“+‘) = [t sinh( tu) + &h2t3( tsinh(2tu) - ui sinh( tu))]‘“’ 
+b 
(n+l) _ ucn,)[ _Lh2 4 t (u,z cosh(tu) + cosh(2tu)) + t2 cosh(lu)]‘“’ 
+ uy+‘)[ ih2t3 sinh( tu) u,lcn). (29b) 
If u, is approximated by the central difference scheme, (6a), then this iteration procedure will 
be stable only for very small mesh spacing (h < = (l/t)e-’ for large t) or for very large mesh 
spacing (h >, l/G). In intermediate values of h the solution might not converge. This scheme 
can be stabilized by approximating the u, term, using another second-order scheme, as follows: 
u(“+‘) ) ; = ($‘+I) - U;f:“)/h x 
+ +hr2[ uj”+‘) - uin) ] cosh( ruin)) + +ht sinh( ml”)). (29c) 
280 A. Lin / Boundary value problems 
Table 4 
Solutions for Troesch problem obtained with the three methods of (29) with N = 1600 and convergence criteria of 
10-I’ 
t 
9 
11 
13 
15 
19 
21 
25 
second order fourth order present method 
(29a) (29b) (29~) 
number u, (x =l) number u, (x=1) number u, (x =1) 
of ite- of ite- of ite- 
rations rations rations 
9 87.06266715 9 91.07918743 5 91.0793937 
10 203.8812293 11 483.5342054 5 483.5374319 
12 387.2046357 12 501.9110270 6 501.9115933 
12 566.2200732 15 1280.730176 7 1280.766176 
17 891.1748687 23 9446.768341 8 9446.774915 
19 1021.359745 27 25 678.93961 8 25 678.98311 
22 1229.555904 35 189743.1150 9 189 743.8322 
A comparisons between the second order method and the two possible fourth-order methods 
presented by (29) is given in Table 4. Considering the second-order method, although it 
converges within a reasonable amount of iterations, the solution for large values of t is far away 
from the right one. The fourth-order method, (29b), gives a solution which is very close to the 
theoretical one, and this is as a result of spending a lot of iterations until convergence is 
achieved. With the present fourth-order method, described by (29~) the rate of convergence is 
extremely fast, even when comparing to the second-order method. This is, perhaps, due to the 
different spreading of the eigen values of the iteration matrix of (29~) which are not only smaller 
than those of (29b), but also grouped in a finite number of regions along the domain [0, 11. 
7. The modified CM method 
Examining mathematically the present numerical method, it turns out that it is possible to use 
it for improving the CM method. Such a situation was exemplified previously by solving the 
Troesch BVP. It will be shown that the improvement is threefold: (1) improving the stability 
range, (2) improving the rate of convergence and (3) improving the accuracy of the CM method. 
This is done simply by considering the equation 
f(x, u, UJ = iu,, (30) 
as a numerical approximation for the BVP considered by (I). The u, and u,, terms are 
approximated by (6a) and (6b) respectively, and the modified diffusion coefficient 7 is given by 
z/e = 1 + ra/E (31) 
where E, is given by (SC) and can be positive or negative. It is obvious that this scheme is 
accurate to the fourth order of h. A theoretical study of this scheme can be done, for example, 
simply by assuming that the ea coefficient is treated as being known from the last iteration’s 
values for u (and then the rate of convergence is only first order). The mesh Reynolds number of 
the present scheme K= ha/E will be 
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Table 5 
Fourth-order results for the MCM method with data as in Table 3 
N 
number of 
8 
16 
32 
64 
128 
u = u (Burger) 
MAX I u - ~,,t I 
iterations 
11 
9 
9 
8 
8 
number of 
3.74 e-2 
1.66 e-2 
6.70e-3 
2.22 e-3 
6.37 e-4 
a=u’ 
MAX u - ~exact 
and was found to be positive for all the cases checked up to now. For large Reynolds numbers R, 
we have for Burgers’ equation 
(32) 
This equation should be checked with respect to the two cases that were defined in Section 2 
for the Burger’s equation. For the k = 0 case, we always have u, G 0 and the denominator of (32) 
behaves like R;. For the k = 1 case this denominator behaves like & for large Ri. Thus for 
large Rj ( Rj > 6 approximately) the scheme is unconditionally stable. For example, for Burger’s 
equation we get a diagonal dominance which becomes stronger as the convection’s coefficient 
becomes larger. Table 5 summarizes the results of the present scheme for similar cases to those in 
Table 3. The fourth order of the Modified CM (MCM) method can be verified, although the 
results are not as closed to the theoretical solution as those of the CU method. This conclusion 
can be examined and verified by checking the truncation error of both schemes. This scheme will 
always converge with a rate which is proportional to R,. Although the convergence is relatively 
rapid, it is possible to accelerate it by quasi linearizing its nonlinear terms. The procedure is 
similar to that which was used to get (6c), where here we have to linearize also the 7u,, term. The 
final equation is: 
- A( h*/a*)cu,u,, 
It should be noted that there is a different way of manipulating this method [3]. Considering 
the artificial diffusivity term (6a), we can present it as a convection like contribution: 
T(u) = - W4f 
and the modified numerical equation to be solved is similar to (30), but where 
Z/e = (1 - e&)-i 
which is quite different from that of the original method given in (31) since ea/~ Z+ 1. 
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8. Conclusions 
In this paper the nonlinear boundary value problem of the convection-diffusion type has been 
investigated numerically for small values of the mesh diffusion coefficient. The equations 
considered here may serve as a simple model for a more complicated equations like the high 
Reynolds number Navier-Stokes equations [lo]. Due to the nonlinearities, the solution is 
obtained by iterations. If central differences are used for the convection like terms, then, even if 
theoretically the iteration technique has a second-order rate of convergence, most of the time, it 
will not converge. The reason for this is that for small mesh diffusion coefficients the system is 
not diagonally dominant. A new method for solving this equation has been proposed here. This 
technique is a high-order three-point upwind method with the following features: 
(1) It can be formulated to be accurate to the second or fourth order (as is presented in the 
present paper) or higher. 
(2) It is unconditionally stable. 
(3) It has a very rapid rate of convergence. 
(4) The method converges relatively fast even for very nonlinear problems. 
For example, the fourth-order solution of the equation uui = EU,, has a convergence rate very 
similar to that of the Burger’s equation in Table 5. On the other hand, this method requires the 
user to do more preparatory work before programming it then do the other classical methods. 
Acknowledgement 
The author wishes to thank the two referees for their helpful comments. 
References 
[l] C.E. Pearson, On a differential equation of boundary layer type, J. Math. Phys. 47 (1968) 134-154. 
[2] C.E. Pearson, On nonlinear ordinary differential equations of boundary layer type, J. Math. Phys. 47 (1968) 
351-358. 
[3] 0. Axelsson and I. Gustafsson, A modified upwind schemes for convective transport equations, and the use of a 
conjugate gradient method for the nonsymmetric systems of equations, J. Inst. Math. Appf. 23 (1979) 321-337. 
[4] A. Segal, Aspects of numerical methods for elliptic singular perturbation problems, SIAM J. Sci. Stat. Comput. 3 
(3) (1982) 327-349. 
[5] P.K. Khosla, and S.G. Rubin, A diagonally dominant second order accurate implicit schemes, Computers and 
fluids 2 (1974) 207-209. 
(61 A. Lin, High order three points schemes for boundary value problems: 1) Linear problems, SIAM J. Sci. Stat. 
Comp. 7 (3) (1986). 
[7] W.R. Briley and H. McDonald, On the structure and use of linearized block implicit scheme, J. Comp. Phys. 34 
(1980) 54-73. 
[8] E. Isaacson and H.B. Keller, Analysis of Numerical Merhoak (Wiley, New York, 1966). 
[9] A.M. Il’in, Difference scheme for differential equations with a small parameter affecting the highest derivative, 
Math. Notes Acad. SC. USSR 6 (1969) 596-602. 
[lo] A. Lin, Second order accurate solutions for two-dimensional convection-diffusion equations with small diffusion 
coefficient, in preparation. 
[ll] H.B. Keller, Numericaf Methodr for Two Point BoundaT Value Problems (Blaisdell Publishing Company, New 
York, 1968). 
[12] B.A. Troesch, Intrinsic difficulties in the numerical solution of a boundary value problem, Space Tech. Labs., 
Tech. Note NN-142. 
[13] P. Deuflhard, H.-J. Pesch and P. Rentrop, A modified continuation method for numerical solution of nonlinear 
two-point boundary value problems by shooting techniques, Numer. Math. 26 (1976) 327-343. 
